We present the use of a Tikhonov regularization based method, as an alternative to the Non-negative Matrix Factorization ( NMF) ap proach, for source separation in professional audio recordings. This method is a direct and computationally less expensive solution to the problem, which makes it interesting in low latency scenarios.
INTRODUCTION
Spectrum decomposition has often been used in audio transcription and source separation tasks. I t consists in modelling the spectral representation of a signal as a combination of a set of spectral com ponents.
Some techniques such as Harmonic Temporal Clustering ( HT C) [1] propose spectrum components with parameterized frequency and temporal envelopes and with a fixed harmonic structure. Similarly Wu et al. [2] consider components for the modelling of transients.
I n both cases the parameters are found using iterative Expectation Maximization update rules.
Non-negative Matrix Factorization ( NMF) has received a lot of attention in the past few years. NMF was first introduced in the context of music transcription in [3] . The main strengths of such methods are the non-negativity constraints on the component gains, the ability to learn the components and its flexibility in adding addi tional cost terms. Raczynski et al. [4] use a harmonic initialization of the components and musically inspired penalties on the factoriza tion. Durrieu et al. [5] propose an NMF method to decompose a signal using a source-filter model and then performing NMF on the residual. Ozerov et al. [6] present a source separation framework in which priors on the distributions of the spectral components can be introduced in a hierarchical way. I n all cases the decomposition is performed iterating over a set of multiplicative rules.
Existing spectrum decomposition methods have proven useful in audio source separation tasks, however their iterative nature carries a high computational cost. Here we present an alternative method based on Tikhonov regularization that sacrifices the flexibility and the non-negativity constraints of NMF or the generality of other -This research has been partially funded by Yamaha Corp. (Japan) for funding.
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SIGNAL DECOMPOSITION MODEL
The main assumption of our spectrum decomposition method is that the short-term Fourier transform ( STFT) of our audio signal, Y is a linear combination of N c elementary spectra, also named basis components. This can be expressed as Y = BG where Y E jR N s x 1 is the spectrum at a given frame m, N s being the size of the spec trum. B E jR N sx N c is the matrix whose columns are the basis components, it is also referred to as the basis matrix. G E JR N c x 1 is a vector of component gains for the current frame.
Our focus is on low latency, unsupervised applications which require the decomposition of each spectrum frame to be done very quickly. Therefore, we will only consider solutions in which the basis components B are constant and fixed a priori.
I t is obvious that the choice of the basis matrix has a large in fluence on the decomposition results. I t is not in the scope of this article to study the effect of the basis matrix, but rather to propose a computationally cheap method to perform the decomposition given a suitable basis matrix.
As in many other NMF based [7, 5] approaches we set the basis matrix to be composed of a set of N p single pitch multiple-harmonic spectra. However in order to model harmonic sources of different timbres we must allow different spectral envelopes. This is done by filtering the single pitch components with a filterbank of N F filters. This results in a total of N p . N F harmonic basis components.
Modeling only harmonic sources is often not enough to explain all the possible observed spectra. I n [2] the authors propose mod elling wideband components to reconstruct transient sounds or back ground noise. We take a similar approach by adding to our basis matrix the spectra of the filters in our filterbank as wideband compo nents. This results in a total of Nc = (Np + 1) . NF.
The spectra components can be defined as:
with H = (1 -Q)F. Where Q is a coefficient to control the fre quency overlap between the components, F is the frame size, Sr the The column vectors Bi, k are stacked horizontally to form the matrix B. This results in the spectrum Bi, k of the component of ith pitch and kth filter being the column vector Bi N p+k.
NON-NEGATIVE MATRIX FACTORIZATION
Non-negative matrix factorization ( NMF) has been widely used in audio source separation tasks [5 , 6, 8] . The NMF-based approach to solving our spectrum decomposition problem Y = BG consists in finding the best non-negative estimate of the component gains 6 that minimizes a given objective function. We consider the following objective functions:
where [ X] k is the kth element of vector X. I t is well known [8] that the solution to the non-negative factorization problem given these objective functions results in the following multiplicative update rule:
where 121 is the Hadamard product ( an elementwise multiplication of the matrices), all divisions are elementwise and 0 :s: (3 :s: 2 is the coefficient that will define the objection function that is being 
TIKHONOV REGULARIZATION
The condition number of the basis matrix B defined in Equation I is very high (K, (B) � 5.9 . 10 17 ), therefore we may assume that our problem is ill posed. This could be due to the harmonic structure and correlation between the components in our basis matrix.
We propose using the Tikhonov regularization ( TR) method [9] to find an estimate of the compontents gains vector 6 given the spec trum Y. This consists in the minimization of the following objective function:
k=l where r is the Tikhonov matrix that defines the preference among all possible solutions. I n this study we set r = >. W where W E JR N c x N c is a singular matrix that allows weighting the a priori probabilities of the solutions. >. is a positive scalar hyperparame ter. This parameter controls the effect of the regularization on the estimated solution.
We have decided to give preference to solutions with a low norm while compensating for biases due to energy differences between components of different pitch. This is known as Weighted Minimum Norm Estimate ( WMNE) and it can be acheived by defining W as a diagonal matrix such that: where [ X] + denotes the MoorePenrose pseudoinverse of X. The calculation of R is computationally costly, however this operation is independent of the input spectra and can be performed before the analysis of the audio signal. The R matrix only depends on Band r. As we saw in section 2 the B only needs the parameters of the analysis process, therefore the only operation that is performed at each frame is 6TR = RY.
Compared to the NMF method, the TR approach does not con strain the component gains to be non-negative. However, as we will show in the experiments, this assumption has little impact on the performance of the reconstruction and source separation tasks.
S. EVALUATION
The main goal of the article is to compare the TR closed-form solu tion and NMF solution in the general context of source separation.
The comparison will be made on two main factors:
• How faithful is the factorization to the data?
• How well does the factorization separate the data? I n order to evaluate the factorization quantitatively, we simply com pare the Signal to Noise Ratio ( SNR) of the reconstruction without modifying the factors ( components and gains). The reconstruction is computed as Y = BG. And the 5N R calculation is performed in the frequency domain: (9) To quantitatively evaluate how well the factorization separates the data, we perform a simple separation of the vocal track on a set of audio recordings. The separation produces two versions of the ex cerpt, one with only the voice track ( foreground) and another with all but the voice track ( background). We follow the same procedure as in [10] for the separation. We reconstruct the spectrum selecting the candidates in G that correspond to the voice. We have run two different tests: a supervised test in which the pitch of the vocal track is estimated in a previous stage using the well known Yin method on the vocal track in isolation, and an unsupervised test in which the pitch is estimated using G:
where i f o is the index corresponding to the fo at a given frame.
Due to correlations between pitches with harmonic relations, we also remove pitches that are at intervals 8 f (8i in pitch index units) from the predominant pitch.
Since the voice often presents pitch fluctuations a series of adjacent basis components will also be selected. I n our experiments, we select /::;. f semitones (/::;. i in pitch index units) around the selected pitches.
This results in the following set of selected indices:
where j :0:: 0 and k :0:: 1. The estimate of the foreground and back ground spectra are computed using a binary mask M E JR N c x 1 on the component gains:
where I > 1 is a gain on the foreground estimation. This is needed because part of the target source energy is actually spread in other pitch components that share harmonic relations, such as fifths and octaves.
Once we have the spectra estimates we calculate the actual fore B55EVAL [11] . We compared each method to a baseline obtained with the oracle separation [12] . 
RESULTS
The STFT analysis is performed with a 92ms Blackman-Harris win in the unsupervised test where the pitch has been estimated from C.
parameter combination has been selected for the plots and compara isons. I n Figures 4 and 3 we show the results of our separation tests.
As we can see the difference between TR and NMF methods is rel atively small « 2d B). I n the supervised scenario of Fig. 3 we can observe a slightly better performance of NMF with respect to TR.
However in the case where the pitch is estimated from C the TR method performs better, this could be due to NMF finding and sepa rating better other non-predominant pitches. We must keep in mind that the TR method is of much lower computational cost and is a closed-form solution that does not require iterations. This makes it much more attractive for low-latency and computation-limited con texts. Taking a closer look to the TR method we observe that in contrast to the SNR case, lower values of ).. do not necessarily lead to better separation.
CONCLUSIONS
We present a new spectrum model and factorization method with applications in source separation. This method, based on a TR ap proach to the spectrum decomposition problem, offers a direct and closed-form solution at a significantly lower computational cost than NMF-based methods. We also present a comparative study between the TR approach and the NMF approach in the context of spectrum reconstruction and source separation. The study shows how TR can perform similarly to NMF with the proposed basis matrix.
I n the current study the comparaison has been limited to one sin gle basis matrix. I n future work we should compare the TR method to NMF-based approaches using different basis matrices. Further-
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more the flexibility of NMF should be taken into account when com paring the computational cost, for instance source-filter models for the basis matrix could lead to a significant lower number of compo nents. NMF with sparsity constraints [4] should also be taken into account. Another direction for future research consists in exploring the choice of the Tikhonov matrix r. Finally other measures ( S I R and SA R) should also be evaluated for a more complete comparai son.
