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Abstract
Let G be a finite group of order n, and let S = (a1, . . . , ak) be a sequence of elements in G. We
call S a 1-product sequence if 1 = ∏ki=1 aτ (i) holds for some permutation τ of {1, . . . , k}. By s(G)
we denote the smallest integer t such that, every sequence of t elements in G contains a 1-product
subsequence of length n. By D(G) we denote the smallest integer d such that every sequence of
d elements in G contains a nonempty 1-product subsequence. We prove that if G is a non-Abelian
group of order 2p then s(G) = |G| + D(G) − 1 = 3p, where p ≥ 4001 is a prime.
© 2004 Elsevier Ltd. All rights reserved.
Let G be a finite group of order n, and let S = (a1, . . . , ak) be a sequence of elements
in G (repetition allowed). We call S a 1-product sequence if 1 = ∏ki=1 aτ (i) holds for
some permutation τ of {1, . . . , k}. By π(S) we denote the product ∏ki=1 ai . We call
T = (ai1 , . . . , ai ) a subsequence of S if 1 ≤ i1, . . . , i ≤ k and i1, . . . , i are pairwise
distinct. Furthermore, if 1 ≤ i1 < · · · < i ≤ k, we call T a main subsequence of S.
For example, (a1, a2) and (a2, a1) are different subsequences of S, and (a1, a2) is a main
subsequence of S. By IT we denote the index set IT = {i1, . . . , i}. By ST −1 we denote the
main subsequence obtained by deleting the terms of T from S. If T1 = (a j1, . . . , a ju ) and
T2 = (ah1, . . . , ahv ) are two subsequences of S, by T1∩T2 we denote the main subsequence
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X of S such that IX = IT1 ∩ IT2 . Furthermore, if T1 and T2 are disjoint, i.e. IT1 ∩ IT2 = ∅,
by T1T2 we denote the sequence (a j1, . . . , a ju , ah1, . . . , ahv ). For every  ∈ {1, . . . , k}, by∑
(S) we denote the set that consists of all elements which can be expressed as a product
of a subsequence T of S with |T | = , i.e.∑

(S) = {ai1 · · · ai | 1 ≤ i1, . . . , i ≤ k, and i1, . . . , i are pairwise distinct}.
Set
∑
(S) = ∪k=1
∑
(S). For every g ∈ G, by vg(S) we denote the number of the times
that g occurs in S.
By s(G) we denote the smallest integer t such that, every sequence of t elements in G
contains a 1-product subsequence of length n. In 1961, Erdo˝s, Ginzburg and Ziv [2] proved
that s(G) ≤ 2n − 1 for all finite solvable groups G. This result is well known now as the
Erdo˝s–Ginzburg–Ziv theorem. In 1976, Olson [6] showed that s(G) ≤ 2n − 1 holds for all
finite groups G. He also conjectured the following stronger.
Conjecture 1 ([6]). If a1, . . . , a2n−1 is a sequence of 2n − 1 elements in a finite group G
of order n, then 1 = ai1 ai2 · · · ain for some 1 ≤ i1 < i2 < · · · < in ≤ 2n − 1.
Olson [6] pointed out that, this conjecture is open even for solvable groups.
For all finite solvable noncyclic groups G, in 1984, Yuster and Peterson [8] proved
that s(G) ≤ 2|G| − 2; in 1988, with the restriction that |G| ≥ 600((r − 1)!)2, Yuster
[9] proved that s(G) ≤ 2|G| − r ; and in 1996, the second author [4] proved that
s(G) ≤ (11/6)|G| − 1.
For G Abelian, the second author [3] showed that s(G) = n − 1 + D(G). By a simple
observation we can get s(G) ≥ n − 1 + D(G) for any group G of order n (see Lemma 4).
It is plausible to suggest the following.
Conjecture 2. s(G) = n − 1 + D(G) holds for every finite group G of order n.
Conjecture 2, if true, with Lemma 5 (see below) would imply s(G) ≤ 3n/2 for all
noncyclic groups. In this paper we shall prove that
Theorem 3. Let p ≥ 4001 be a prime, and let G be a finite non-Abelian group of order
2 p. Then, s(G) = |G| + D(G) − 1 = 3 p.
To prove the theorem we need some preliminaries.
Lemma 4. If G is a finite group of order n then s(G) ≥ n − 1 + D(G).
Proof. Let a1, . . . , aD(G)−1 be a sequence of D(G) − 1 elements in G which contains no
nonempty 1-product subsequence. Let S = (a1, . . . , aD(G)−1, 1, . . . , 1︸ ︷︷ ︸
n−1
).
Clearly, S contains no 1-product subsequence of length n. This proves that s(G) ≥
|S| + 1 = n − 1 + D(G). 
It is well known that if G is the cyclic group of order n then D(G) = n. In 1977, Olson
and White [7] obtained the following result on D(G) when G is not cyclic.
Lemma 5 ([7]). If G is a finite noncyclic group of order n then D(G) ≤  n+12 , wherex denotes the smallest integer not less than x.
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Lemma 6. If p is a prime and G is a non-Abelian group of order 2 p, then D(G) = p + 1.
Proof. Let g be an element of G of order p. Set H = 〈g〉 be the subgroup generated by g.
Take any a ∈ G \ H . Clearly, the sequence (g, . . . , g︸ ︷︷ ︸
p−1
, a) contains no nonempty 1-product
subsequence. Therefore, D(G) > p and the lemma follows from Lemma 5. 
For every positive integer n, by Zn we denote the cyclic group of n elements. Recall
that Zn (as a group) is written multiplicatively in this paper.
Lemma 7 ([1]). Let p > 3 be a prime. Set k = [√4 p − 7] + 1 and set  = [k/2]. Let S
be a subset of Z p of cardinality k. Then,
∑
(S) = Z p.
Lemma 8 (Cauchy–Davenport Inequality). If A1, A2, . . . , A are nonempty subsets of
Z p, then
|A1 + A2 + · · · + A| ≥ min
{
p,
∑
i=1
|Ai | −  + 1
}
,
where A1 + A2 + · · · + A = {a1 · · · a | ai ∈ Ai for i = 1, . . . , }.
Lemma 9. Let p ≥ 11, and let S be a sequence of elements in Z p with |S| = 2[log2 p].
Then there are two disjoint nonempty subsequences S1 and S2 of S such that, π(S1) =
π(S2) and |S1| = |S2| ≤ [log2 p].
Proof. Set k = |S| = 2[log2 p]. By S[k/2] we denote the family that consists of all main
subsequences of length [k/2]. Then,
|S[k/2]| = k(k − 1) · · · ([k/2] + 1)[k/2]! ≥ 2
k/2+1 > p.
Therefore, there are two distinct main subsequences T1 and T2 of S such that π(T1) =
π(T2) and |T1| = |T2| = [k/2]. Setting S1 = T1(T1 ∩ T2)−1 and S2 = T2(T1 ∩ T2)−1 we
get the desired result. 
Lemma 10. Let p be a prime, and let T be a sequence of p non-1 elements in Z p. Set
h = h(T ) = maxg∈Z p{vg(T )}. Then,∑
≤h
(T ) = Z p,
where
∑
≤h(T ) = ∪hr=1
∑
r (T ).
Proof. Note that one can distribute the elements of T into h nonempty subsets A1, . . . , Ah .
By the Cauchy–Davenport inequality, we have,∣∣∣∣∣∑≤h (T )
∣∣∣∣∣ ≥ min{p, |A1| + |A2 ∪ {1}| + · · · + |Ah ∪ {1}| − h + 1} = p.
Therefore,
∑
≤h(T ) = Z p. 
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Lemma 11 ([5]). Let p be a prime, and let S be a sequence of elements in Z p. Suppose
that S contains no 1-product subsequence of length p. Then, vg(S) ≥ |S| − p + 1 holds
for some g ∈ Z p.
Proof. We may assume that |S| = 2 p − k with 2 ≤ k ≤ p − 1, since |S| ≤ 2 p − 2
by the Erdo˝s–Ginzburg–Ziv Theorem and the statement is trivial for |S| ≤ p. We have
to prove that h = h(S) = maxg∈Z p{vg(S)} ≥ p − k + 1. Without loss of generality
we may assume that S = (1, . . . , 1︸ ︷︷ ︸
h
)T with |T | = 2 p − k − h. Assume to the contrary
that h ≤ p − k. Therefore, |T | ≥ p and T is a sequence of elements in Z p \ {1}. By
Lemma 10,
∑
≤h(T ) = Z p. Especially, π(T ) ∈
∑
≤h(T ). That is, there is a subsequence
Q of T such that π(Q) = π(T ) and 1 ≤ |Q| ≤ h. Set T1 = T Q−1. Then, π(T1) = 1 and
p−h ≤ |T |−h ≤ |T1| ≤ |T |−1. If |T1| ≤ p, then T1(1, . . . , 1︸ ︷︷ ︸
p−|T1|
) is a 1-product subsequence
of S of length p which is a contradiction. Therefore, |T1| > p. Apply Lemma 10 to T1, one
can find a subsequence Q1 of T1 such that π(Q1) = 1 and 1 ≤ |Q1| ≤ h, set T2 = T1 Q−11 .
Then, π(T2) = 1 and p − h ≤ |T1| − h ≤ |T2| ≤ |T1| − 1. Continuing the same procedure
we finally get a 1-product subsequence of S of length p which is again a contradiction.
Thus the lemma is proved. 
Lemma 12. With the same assumption on G and p as in Theorem 3. Since G is not
Abelian, G is isomorphic to the dihedral group Dp of index p. It is well known that G
has an unique subgroup H of order p. Set N = G \ H , then
N = {x ∈ G | x2 = 1, x = 1} and N2 ⊂ H.
Let S be a sequence of 3 p elements in G. By S ∩ H (resp. S ∩ N) we denote the main
subsequence that consists of the terms in H (resp. N). Suppose that at least one of the
following conditions holds. Then, S contains a 1-product subsequence of length 2 p.
(I) There are two disjoint 1-product subsequences T1 and T2 of S such that |T1| = |T2|
= p.
(II) There are p disjoint subsequences (a1, a1), . . . , (ap, ap) of S ∩ N.
(III) There are a positive integer m and two disjoint subsequences W and T of S such that,
H ⊂ ∑m(W ), |T | = 2 p − m and π(T ) ∈ H .
(IV) There are some disjoint subsequences (a1, a1), . . . , (ar , ar ) of S∩ N and two disjoint
subsequences U and V of S ∩ H such that π(U) = π(V ), |U | = |V | ≤ p − 1 and
such that |U | ≥ p − r .
Proof. (I) T1T2 is a 1-product subsequence of S of length 2 p.
(II) Since a2i = 1 for every i = 1, . . . , p, (a1, a1) · · · (ap, ap) is a 1-product subsequence
of S of length 2 p.
(III) Since π(T )−1 ∈ H ⊂ ∑m(W ), there is a subsequence T0 of W such that |T0| = m
and π(T0) = π(T )−1. Therefore, T T0 is a 1-product subsequence of S of length 2 p.
(IV) Set X = (ar )U and Y = (ar )V as two disjoint subsequences of (ar , ar )(S ∩ H ).
Then p − (r − 1) ≤ |X | = |Y | = |U | + 1 ≤ p and π(X) = π(Y ) ∈ N . Therefore,
π(XY ) = π(X)π(Y ) = (π(X))2 = 1. Hence,
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XY (a1, a1) · · · (ap−|X |, ap−|X |)
is a 1-product subsequence of S of length 2 p. 
Proof of Theorem 3. Let H, N, S, S ∩ N and S ∩ H be defined as in Lemma 12. We want
to prove the theorem by showing that at least one of the conditions of (I), (II), (III) and
(IV) of Lemma 12 holds for S.
Note that |S ∩ H | + |S ∩ N | = |S| = 3 p. If |S ∩ H | ≥ 3 p − 1, by using the
Erdo˝s–Ginzburg–Ziv theorem on S ∩ H twice we get two disjoint 1-product subsequences
each having length p, then the theorem follows from Lemma 12(I) and we are done; if
|S ∩ H | ≤ 1 then |S ∩ N | ≥ 3 p − 1. Since |N | = p, one can find p disjoint subsequences
(a1, a1), . . . , (ap, ap) of S and the theorem follows from Lemma 12(II). So, we may
assume that
2 ≤ |S ∩ H | ≤ 3 p − 2.
Set k = [√4 p − 7] + 1 and set  = [k/2]. We distinguish three cases.
Case 1. (S ∩ N contains at least 3k − 1 distinct elements). In this case we want to prove
that Condition (III) of Lemma 12 holds for S.
We assert that
(∗) there are k disjoint subsequences S1, . . . , Sk of S ∩ N such that |S1| = · · · = |Sk | = 2
and π(S1), . . . , π(Sk) are pairwise distinct.
We construct the k disjoint 2-subsequences satisfying (∗) by induction. Suppose we
already find t disjoint 2-subsequences S1, . . . , St of S ∩ N such that π(S1), . . . , π(St )
are pairwise distinct, where 1 ≤ t ≤ k − 1. Then, (S ∩ N)(S1 · · · St )−1 contains at
least 3k − 1 − 2t ≥ 3k − 1 − 2(k − 1) = k + 1 distinct elements. Choose any k + 1
distinct elements a1, . . . , ak+1 from (S ∩ N)(S1 · · · St )−1. Since a1a2, a1a3, . . . , a1ak+1
are pairwise distinct, there exists (at least) one index i ∈ {2, 3, . . . , k + 1} such that
a1ai ∈ {π(S1), . . . , π(St )}. Set St+1 = (a1, ai ) then π(S1), . . . , π(St+1) are pairwise
distinct. Taking t = k − 1 we prove (∗). Since N2 ⊂ H, π(S1), . . . , π(Sk) are all in H .
By Lemma 7 we have
∑
(π(S1), . . . , π(Sk)) = H . Now set W = S1 · · · Sk we have∑
(π(S1), . . . , π(Sk)) ⊂
∑
2(W ). Therefore,
H ⊂
∑
2
(W ). (1)
Note that N2 ⊂ H , one can easily find a subsequence T of SW−1 such that |T | = 2 p − 2
and π(T ) ∈ H . Now the theorem follows from Lemma 12(III).
Case 2. (S ∩ N contains at most 3k −2 distinct elements and no element occurs more than
one time in S∩N). Then, |S∩N | ≤ 3k−2. Therefore, 2 p−1 ≤ 3 p−(3k−2) ≤ |S∩H | ≤
3 p − 2. By the Erdo˝s–Ginzburg–Ziv theorem one can find a 1-product subsequence W of
S ∩ H with |W | = p. If we can prove that the remaining sequence SW−1 contains also
a 1-product subsequence U of length p then the theorem follows from Lemma 12(I). To
prove the existence of such a subsequence U , set r = |S ∩ N |. Then, r ≥ 2. Clearly,
∑
2
(S ∩ N) ⊂ H and
∣∣∣∣∣∑2 (S ∩ N)
∣∣∣∣∣ ≥ r − 1. (2)
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Without loss of generality, we may assume that SW−1(S ∩ N)−1 contains no 1-product
subsequence of length p. Then, no element occurs more than p − 1 times in SW−1(S ∩
N)−1. Therefore, SW−1(S ∩ N)−1 contains (at least) |SW−1(S ∩ N)−1| − (p − 1) =
p − r + 1 disjoint 2-subsets A1, . . . , A p−r+1. By Lemma 8, |A1 + · · · + A p−r+1| ≥
p − r + 2. If r ≥ 3, choose any subsequence V of SW−1(S ∩ N)−1(A1 · · · A p−r+1)−1
such that |V | = r − 3. Then, |∑p−2(SW−1(S ∩ N)−1)| ≥ |π(V ) + (A1 + · · · +
A p−r+1)| = |A1 + · · · + A p−r+1| ≥ p − r + 2, this together with (2) shows that∑
p−2(SW−1(S ∩ N)−1)+
∑
2(S ∩ N) = H . Especially, 1 ∈
∑
p−2(SW−1(S ∩ N)−1)+∑
2(S ∩ N). Therefore, there exist a subsequence X of SW−1(S ∩ N)−1 and a subsequence
Y of S ∩ N such that |X | = p − 2, |Y | = 2 and π(XY ) = 1. If r = 2, clearly,∑
2(S ∩ N) ⊂ H and |
∑
2(S ∩ N)| = 2, and similarly to the case of r ≥ 3, one
can prove that |∑p−2(SW−1(S ∩ N)−1)| ≥ |A1 + · · · + A p−2| ≥ p − 1. Therefore,∑
p−2(SW−1(S ∩ N)−1) +
∑
2(S ∩ N) = H , and in a similar way to the case of r ≥ 3
one can complete the proof.
Case 3. (S ∩ N contains at most 3k − 2 distinct elements and there is at least one element
that occurs more than one time in S ∩ N). We distinguish subcases.
Subcase 1. (|S ∩ N | ≥ 2 p + 3k − 3). Since S ∩ N contains at most 3k − 2 distinct
elements, one can find p disjoint subsequences (a1, a1), . . . , (ap, ap) of S ∩ N . Now the
theorem follows from Lemma 12(II).
Subcase 2. ((p + 1)/2 ≤ |S ∩ N | ≤ 2 p + 3k − 4). In this subcase we want to derive the
theorem from Lemma 12(IV). Set t = |S ∩ N | and set r =  t−3k+22 . Since S ∩ N contains
at most 3k−2 distinct elements, one can find r disjoint subsequences (a1, a1), . . . , (ar , ar )
of S ∩ N .
To prove the existence of U and V stated as in Lemma 12(IV), we apply Lemma 9
to S ∩ H repeatedly and find some disjoint subsequences U1, V1; U2, V2; . . . ; Um, Vm of
S ∩ H such that π(Ui ) = π(Vi), 1 ≤ |Ui | = |Vi | ≤ [log2 p] holds for every i = 1, . . . , m,
and such that |(S ∩ H )(U1V1U2V2 · · · Um Vm)−1| < 2[log2 p]. Let f be the largest integer
in {1, 2, . . . , m} such that |U1 · · · U f | ≤ p − 1. Set U = U1 · · ·U f and V = V1 · · · V f .
Then, |V | = |U | ≤ p −1. So, to complete the proof of this subcase it suffices to check that
|U | + r ≥ p.
If |U1 · · · Um | ≥ p, by the maximality of f we derive that |U1 · · · U f | = |U1 · · · U f +1| −
|U f +1| ≥ p − |U f +1| ≥ p − [log2 p]. Therefore, |U | + r ≥ p − [log2 p] + t−3k+22 ≥ p
(since p ≥ 4001); otherwise, |U1 · · · Um | ≤ p − 1, then f = m. Therefore,
|U | + r ≥
[
3 p − t − 2[log2 p]
2
]
+ t − 3k + 2
2
≥ p.
Subcase 3. (|S ∩ N | ≤ (p − 1)/2). Now we have 2 ≤ |S ∩ N | ≤ (p − 1)/2.
Since |S ∩ H | ≥ 2 p − 1, by the Erdo˝s–Ginzburg–Ziv theorem, S ∩ H contains a 1-
product subsequence Q of length p. Without loss of generality, we may assume that
(S ∩ H )Q−1 contains no 1-product subsequence of length p. In what follows we want
to complete the proof by using Lemma 12(IV). By Lemma 11, some element g occurs at
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least |(S∩ H )Q−1|− p+1 = 3 p−2 p−|S∩ N |+1 ≥ (p+1)/2 times in (S∩ H )Q−1. Set
h = vg(S ∩ H ). Then, h ≥ (p + 1)/2. Set R = (S ∩ H )(g, . . . , g︸ ︷︷ ︸
h
)−1. By using Lemma 9
repeatedly, one can find some disjoint subsequences X1, Y1; X2, Y2; . . . ; Xm, Ym of R such
that π(Xi ) = π(Yi ), 1 ≤ |Xi | = |Yi | ≤ [log2 p] holds for every i = 1, . . . , m, and such
that R(X1Y1 X2Y2 · · · XmYm)−1 |< 2[log2 p]. Let f be the largest integer in {1, 2, . . . , m}
such that |X1 · · · X f | ≤ p − 1. It is easy to check that |X1 · · · X f | + |Y1 · · · Y f | + h =
2|X1 · · · X f | + h ≥ 2(p − 1). Therefore, S ∩ H contains two disjoint subsequences
U = X1 · · · X f ( g, . . . , g︸ ︷︷ ︸
p−1−|X1···X f |
) and V = Y1 · · · Y f ( g, . . . , g︸ ︷︷ ︸
p−1−|Y1···Y f |
). Thus, |U | = |V | = p−1.
Since S ∩ N contains some element more than one time, the theorem follows from
Lemma 12(IV). 
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