The key premise of an organization is to allow more efficient production, including production of high quality software. To achieve that, an organization defines roles and reporting relationships. Therefore, changes in organization's structure are likely to affect product's quality. We propose and investigate a relationship between developer-centric measures of organizational change and the probability of customerreported defects in the context of a large software project. We find that the proximity to an organizational change is significantly associated with reductions in software quality. We also replicate results of several prior studies of software quality supporting findings that code, change, and developer characteristics affect fault-proneness. In contrast to prior studies we find that distributed development decreases quality. Furthermore, recent departures from an organization were associated with increased probability of customerreported defects, thus demonstrating that in the observed context the organizational change reduces product quality.
INTRODUCTION
The key premise of Organization is that it allows more efficient production [20] , including production of software. Organizational design defines roles, processes, and formal reporting relationships to improve the functioning of an organization. Our investigation is focused on studying how the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. organizational change affects software development. Past work investigating software organizations found that effective organizations have very low worker turnover [7] due to what authors call "social capital" invested in the workforce through culture of trust and respect, generous benefits, and recognition of importance of people's personal lives. It is, therefore, of interest to quantify the benefits of low turnover or costs of high volatility.
We have borrowed and extended measures of organizational change based on archival records as considered in, for example, Geisler [9] . Our focus on individual developers lead us to study organization at the lowest level. We operationalize organization for an individual developer as their immediate supervisor based on the formal reporting structure 1 . From the individual's perspective that we take here, we measure three primary organizational events: the arrival of new colleagues into an organization; the departure of colleagues from the organization; and the change of the developer's organization.
The primary positive results of organizational volatility would be the innovation brought by incoming people [19] . The negative side involves the overhead for the existing team to train new developers, the initial lack of experience of new developers, and the gaps in tacit knowledge produced by the departure of experienced developers. While the effectiveness of an organization is sometimes considered through the effectiveness of collaborative work, we are looking at the effects of organizational change at a personal level. After all, collective strategies can only improve upon the individual performance, but if the individuals are not performing, the collective strategies are not likely to help.
The primary effect of an organizational change on product quality is likely to come through the volatility's impact on an individual developer and on the loss of expertise that may lead to otherwise preventable mistakes. Establishing a relationship between the organizational change and product quality faces several challenges. First, product quality has been shown to be affected by a number of factors. Therefore, we adjust for the factors known to affect software quality before investigating the potential impact of organizational change. Second, the organizational change and product quality may be simultaneously influenced by external factors reflecting, for example, the business environment at a particular time. To alleviate this problem we investi-gate the quality of different parts of a system over different time periods.
We propose three individual-centric measures of organizational volatility: proximity to organizational change; arrival of new colleagues; and departure of existing colleagues. We formulate hypotheses describing the effects of volatility on fault proneness and evaluate them using a large software project involving several hundred developers.
The work contributes in scientific, methodological, and practical dimensions.
1. From the scientific perspective we propose and evaluate measures of organizational change, establish that they increase the probability of defects in our context, and reproduce results from several prior empirical studies of software quality. 2. From the methodological perspective we propose a way to evaluate different parts of the system at different moments in time to reduce or eliminate the impact the business environment might have on a single release and propose the need to evaluate the impact of novel factors such as organizational change and distributed development only after adjusting for factors that have been shown to affect software quality. 3 . From the practical perspective we quantify the effects of organizational change on the probability of customerreported defects and establish their relative importance in comparison to predictors derived from code, change, social structure, and geographic distribution. This can guide further investigations and quality improvement efforts towards areas of software and software development that are the biggest contributors to software defects. We start by discussing the related work in Section 2 and present the context of the study and data collection in Section 3. The hypotheses are presented in Section 4, organizational change measures in Section 5, operationalizations of software quality predictors in Section 6, and results in Section 7. Limitations of the study are outlined in Section 8 and conclusions are presented in Section 9
RELATED WORK
A substantial number of research-and practice-oriented publications are devoted to organizational change. While much of it is action oriented and prescriptive, little is devoted to methods to measure organizational volatility from archival data, despite Webb and colleagues [21] raising the issue as early as 1966 well summarized by a Chinese proverb: "the palest ink is clearer than the best memory." A notable exception is the work of Geisler [9] that proposes a number of organizational change measures based on archival records. Unlike the measures we use that are based on human resource systems, Geisler's work required a manual search through archived documents.
A particular form of volatility related to downsizing has received substantial attention. In particular, a study of midlevel managers and executives in Canadian civil service by Armstrong-Stassen [3] found that the downsizing has been associated with a reduction in productivity of the survivors (individuals that remain), an increase of their workload demands, an increase in escape coping strategies, and an increase in the incidence of health problem symptoms. The study used four surveys -one prior to, two during, and one after the downsizing over a three year period. The four survey response rates were 58, 46, 44, and 43 percent correspondingly. The analysis distinguished control-based coping strategies that included positive thinking (recasting the downsizing event as a challenge), direct-action (focusing more energy on your job), and instrumental support (seeking information from others), and escape coping strategies that included the avoidance of the situation and the disengagement (putting less effort into work and spending more time on activities outside work). Other empirical evidence also shows that the downsizing is associated with decreased job performance, for example, Amabile and Conti [1] . In addition to the focus on software developers, unlike in prior work, we also look at more general types volatility than a simple downsizing. Furthermore, we look at a full sample of developers without an inconvenience of high non-response rates and our observations cover the entire period without restrictions to survey administration times.
The most relevant work on software quality is a multiple case study by Cataldo and colleagues [6] that, unlike previous studies, has quantified relative contribution of module size, and syntactic, logical, and social factors. It found that customer reported defects in two distinct systems (not related to the system under study) are predominantly explained by logical coupling (defined by Modification Requests (MRs) touching several files), followed by social coupling (defined via workflow on resolving MRs) of the developers making changes to that file. Little or no impact on customer reported defects was explained by call or data flows. We adjust for predictors used by Cataldo et al. in the model before adding factors indicating organizational volatility. We also report the relative contributions of predictors in explaining the observed variance in quality.
Static organizational factors have been shown to affect software quality in, for example, Nagappan and colleagues [17] . Authors constructed eight measures related to organization for Windows Server binaries, fit a logistic regression model to predict failure proneness, and found that its predictions are similar or better than for other models involving code churn, code complexity, call and data flow, code coverage, and prerelease bugs. Unlike work by Cataldo and colleagues [6] it does not combine information from code and organization into a single model or even report the direction or size of the impact of individual predictors.
Finally, we also consider factors related to distributed development. In particular, Mockus [14] showed that work transferred across locations halved the productivity. However, Bird and colleagues [4] found that the quality of binaries in Windows Vista was not related to offshore development, though it also does not combine information from code and organization into a single model.
CONTEXT AND DATA SOURCES
We investigate a large switching software development project in Avaya with several hundred developers. The product is the call processing software installed on many Avaya telephony systems. It embodies several decades of knowledge and experience in the telephony field. In a recent release, the software contains approximately nine million lines of code mostly in C and C++. The software development organization deploys major releases on a fixed schedule, with subsequent minor releases that bundle patches and refinements to the system. Two primary sources of data were utilized in the study.
The changes to the source code were obtained from the (custom-built) change management system that has been used over more than eighteen years. The data were cleaned to eliminate the administrative changes (changes made for the purpose other than to enhance or fix the product). For example, the initial deltas for branches that do not change the source code were excluded. The data cleaning and validation was done to support project measurement and prior studies, for example, [15] and, therefore, only the essential details are described here. In addition to version control data we also obtained information from problem tracking and customer support systems to find changes related to customer reported issues and to calculate developers' workflow relationships graph based on the tasks they transfer to each other. The workflow graph was constructed by tracking the ownership history of each modification request (MR). The second source of data was an organizational database (POST) that lists individuals, their organization, and their contact information. We had collected frequent snapshots of this data over a period of seven years. The primary purpose of this data was to establish the identity of each developer and to calculate measures of organizational volatility. As with any other source of data, it had its share of anomalies and issues. First, developer logins were not always identical to email handles in POST. Second, logins have changed over time for some developers because a recent policy required logins to match email handles. Third, the email handles and even organizational IDs have changed for some developers. For example, offshore developers who started at a US location and later went back to their permanent offshore site got a new ID at their home site. To deal with these issues we used a NIS database (snapshots of which we have also collected over seven years) that mapped login to the organizational ID and the full name of the person authorized to use the login. This extra piece of information allowed us to establish the identities of developers over time despite changes in the organizational IDs, email handles, and sometimes even names (for example, as a result of a marriage). We have used these sources of data to map logins and organizational IDs to unique numeric IDs identifying each participant. These unique IDs were then substituted for logins in the code change data and for organization IDs in the POST data to normalize identity information and to provide more privacy (some developers could be recognized from their login). While there were more than ten thousand entries in POST over the considered period, only around two thousand of them were developers who modified the source code in Avaya and 480 of them have modified code in the product we investigate.
It's worth noting the way in which we have prepared these data sources that were obtained in June, 2009. The version control and configuration management data goes back to 1993, and the organizational reporting structure back to 2001. For our analysis we reconstruct the state of the data at each moment in time (at the resolution of calendar weeks).
For example, the size of a file at time t is calculated as the size of the file after the last modification during the week that includes time t. If the file was not modified during that week, the size of the file after the first change preceding that week is used. Similarly, logical and workflow dependencies for a file at time t are calculated based only on the historic information that was available at time t. Exact calculations are shown in Table 2 .
Furthermore, to capture the concept that the activities performed on a file may lead to introduction of defects at a later time we separate the data into the 12-month measurement period and the immediately subsequent 12-month prediction period. We use the prediction period only to measure the customer reported defects, while the measurement period (and, for some predictors as noted in Table 2 , all prior history) is used to obtain quality predictors.
The innovative feature of the division into prediction and measurement periods is that these periods are chosen separately for each file to avoid being biased by peculiar circumstances of a single software release. More details are in Sections 8.
HYPOTHESES
To hypothesize the effects of organizational change on software quality we borrow from a variety of theoretical frameworks and empirical results. In general we would like to observe if in our context the following holds:
Proposition 1. Organizational volatility reduces the quality of the software product.
This outcome would be expected based on a variety of research results discussed in Section 2. More specifically,
Proposition 2. New experienced members would bring innovations and, therefore, find new ways to improve quality.
The manner in which the volatility affects quality depends on a variety of factors and theoretical assumptions. In particular, the arrival of new experienced members is likely to increase quality through innovations they may bring [19] .
Proposition 3. New inexperienced members would be more likely to introduce defects.
As was shown in, for example, [16] , changes done by developers with less experience were more likely to introduce a defect. New developers would be less familiar with the system and more likely to make mistakes leading to defects.
Proposition 4. Outgoing members would leave gaps in the tacit knowledge, making suboptimal design and implementation decisions more likely by the remaining team. This would increase the probability that defects will be introduced or not found prior to release.
The departure of experienced members may leave gaps in the tacit knowledge, see, for example, Nonaka [18] . Such gaps, may lead the remaining team members to make suboptimal or even disastrous design and implementation decisions. Furthermore, if such departures are related to unfavorable business conditions and downsizing, that may exert additional stress on the remaining employees thus reducing their performance for reasons discussed in Section 2.
Factors that were shown to affect defects.
Even though our main focus is to establish the relationship between organizational change and software defects, we included a variety of predictors known to affect software quality to ensure that organizational volatility is not confounded with any of these predictors. Each predictor has an associated hypothesis of how it may affect software quality. We present only the essential reasoning because the detailed reasoning for each may be found in prior work and is beyond the scope of the paper. More discussion is in Section 6
Proposition 5. Larger files will have lower quality.
Size is the most commonly used predictor in quality studies and is invariably associated with lower quality (all other factors being equal).
Proposition 6. Files modified by diffused changes and files with high logical coupling will have lower quality.
Change diffusion (the number of modules or files a change modifies) was found to be associated with an increased probability that a change will contain a fault [16] . Logical coupling of the file (file being changed together with other files), often indicates non-explicit dependencies among files and have been shown to be related to the increase in probability of defects in, for example, Cataldo et al [6] .
Proposition 7. Files modified by developers who have complex workflow will have lower quality.
High numbers of edges in the workflow network of developers working on the file was associated with increased number of defects in, for example, Cataldo et al [6] . It is not unreasonable to assume that the size of developer's social network (found to increase the defect prediction accuracy by Bird et al [5] ) is also positively associated with defects in Windows binaries, even though the direction of the effects or the explanatory power of the predictors were not presented. Finally, an association between large in-degree of a workflow network and lower productivity was reported in, for example, [11] .
Proposition 8. Files modified by developers with low project experience will have lower quality.
Low project experience of developers working on the module was associated with the higher probability of defects in, for example, [16] . This is also related to Proposition 4.
The following propositions consider factors that have not been found to reduce software quality but were related to other adverse outcomes.
Proposition 9. Files modified by developers from multiple development sites will have lower quality.
Distributed development was associated with longer MR resolution times in, for example, Herbsleb and colleagues [12] . Bird and colleagues [4] compared binaries modified from multiple sites in Microsoft and found a nearly significant relationship between the offshore location and higher number of defects. Often developers in offshore sites have less experience with the legacy code or system than developers in sites that have originally created it. The issues of coordination may also increase the potential for defects to be introduced in distributed development contexts.
Proposition 10. Files modified by changes that are incorporated into multiple releases will have lower quality. Such modifications indicate that the issue causing the change is serious enough to affect multiple releases. It also indicates additional dependencies associated with changing code in multiple releases simultaneously. Therefore, files that contain more such modifications may be more fault-prone. The relationship between changes affecting multiple releases and defects has not been investigated but Herbsleb and colleagues [11] found that such MRs have longer cycle times.
MEASURES OF ORGANIZATION AND ITS CHANGE
We followed Geisler [9] in measuring organizational change. However, our data and our hypotheses were substantially different, therefore the operationalizations of the measures also have little resemblance. One of the factors that we considered was the reporting hierarchy of the organization to capture changes in the organizational structure brought by a reorganization. The staff reductions discussed above are also often associated with the reorganization.
The measures we propose and evaluate are calculated for developer-time pair (l, t) and are listed in Table 1 . For example, Armstrong-Stassen [3] found that the problems associated with the change were transient and did not manifest themselves either well before or well after the downsizing. Therefore, our first measure is the proximity to the organizational change. Denote O(l, t) to be a function that specifies the organization for Developer l at Time t. We operationalize proximity to the organizational change in two ways:
We also anticipate that the extent of the reorganization measured by the number of people coming in and leaving the organization should have effects described in Propositions 2, 3, and 4. The measure counting the newcomers is needed to investigate Proposition 3, and the number of employees leaving the organization is needed for Proposition 4. In particular, for Developer l at Time t, the number of colleagues who left the organization is calculated as L(l, t) = ℵ{p :
where p denotes a person, ℵ denotes cardinality, and δ represents two months. The number of newcomers is obtained in a similar manner
The organizational unit was operationalized in two ways: through a supervisor ID and through an organizational ID. The results were similar for both of these operationalizations. In Table 1 we present only one of the operationalizations. Alternative operationalization may be obtained by replacing words "supervisor ID" by "organizational ID."
In addition to measures needed to test our proposition we need to adjust for the systematic variations among developer organizations. Therefore, we look at the number of employees in the organizational unit developer belongs to. The size of the organization for a developer l at time t is simply S(l, t) = ℵ{p : O(p, t) = O(l, t)}.
QUALITY PREDICTORS
When testing a hypothesis about a phenomenon it is important to account for factors that are known to have an impact. For example, if we study how organizational change affects software quality, the model needs to contain the software complexity and other properties affecting software quality. Otherwise, if the organizational change happens to be high only for the most complex parts of software, we may end up ascribing effects of software complexity to organizational change. At the same time, we can not include all possible predictors in a model, because many predictors are strongly correlated among themselves. From the practical perspective, we want to quantify the relative impact of an entire class of quality predictors to understand the nature of the quality problems and the extent to which they can be addressed by improvements in that dimension. Therefore we group quality predictors into several classes and pick a subset of predictors in each class that are not strongly correlated among themselves.
The choice of predictor classes was based on effects reported in the literature and, in particular, based on the several prior studies we sought to reproduce. In particular, they mirror the hypotheses in Section 4. We have grouped quality predictors into code, change, developer, organization, and geographic distribution predictors. The predictors shown in Table 2 and described below were calculated at the individual file level based on the changes made in the past 12 months (the measurement period). The response was an indicator that at least one defect for that file was reported by a customer in the subsequent 12 months (the prediction period). Because the measures (for example, the file size) often vary over the 12-month period, we used the largest value observed over that period. While code-derived measures are calculated directly at the file level, other measures were aggregated over developers or changes as noted. Instead of averaging, we used the maximum observed value over the changes (and developers making changes) during the 12-month measurement period. The primary reason for choosing extreme instead of average values was that "a rotten apple spoils the barrel." In other words, a single risky change or an inexperienced developer may increase the chances of introducing a defect.
Organization-derived measures.
Nagappan and colleagues [17] have used several novel predictors based on organizational structure. The basic premise of these predictors was the organizational ownership of the part of a system for which defects are predicted. Owner organization was defined as the organization lead by the lowest-level supervisor who's subordinates made at least 75% of the modifications to a file. The level of that supervisor (the length of the reporting chain from the top executive to that supervisor of the owner-organization) was referred to as "Depth of Master Ownership (DMO)" in [17] and it was argued that the greater depth allowed the organization to focus on the code, speed-up the decision making, and allow intellectual control leading to fewer defects. It also proposed a number of other predictors based on the concept of organizational ownership. For our data none of them were statistically significant predicting files with defects after adjusting for code, change, and social factors, so we omit a more detailed description of these measures. It is considered in more detail in Section 7.3.
More generally, the concept of organizational ownership of a file appears to be somewhat limited. After all, individual developers are making changes to a file, and organization affects code only through these developers, not directly. Thus, we tried a variety of developer-centric organizational measures. To account for the size of the organization, we used the size of the organization defined by the immediate supervisor of a developer who made changes to the file.
The organizational change measures we chose were based on Propositions 2 and 4 and are described in Table 1 . Because there were multiple developers (each often making multiple changes), we calculated the maximum of each measure over all developers making changes during the measurement period. We made exception for the measures of proximity to the organizational change (where we use the smallest value) because of the evidence suggesting the transience of the effects of such changes as suggested by, for example, Armstrong-Stassen [3] .
Code-derived measures.
Code size and complexity, as well as syntactic dependencies arising from call-and data-flow graphs are typical examples of source code measures. Larger and more complex files were more likely to have a defect in numerous prior studies. There are a number of object-oriented predictors that were shown to correlate with defects (see, e.g., [2] ), but the product under consideration uses C language. We have chosen the number of non-commentary source code lines (LOC) in a file to use as the code related predictor. The other codederived measures, such as call-and data-flow and various code complexity measures were highly correlated with file size, therefore we have not included them in the model together with LOC.
Change-derived measures.
Logical dependencies are represented by changes that modify several files simultaneously and have been found to explain the most variance in the observed defects (see, for example, [6] ). The basic assumption underlying this measure is that a logical change requiring modifications to more than one file implies that the decisions involving that file depend in some way on the decisions involving other files. It is similar to logical coupling discussed by Gall and colleagues [8] . We used the simplest logical dependency measure: the number of other files that have been modified together with the file being measured. The increase in logical dependencies has been shown to increase the fault proneness, therefore we expect the same outcome in our study as stated in Proposition 6.
In the product under consideration, changes could be submitted to multiple releases. The product supported multiple releases in the field in addition to at least two releases under 
Years of prj. experience The minimum of the years of experience over all developers modifying the file during the measurement period. Distributed development The number of sites that modified the file during the measurement period Geography Mentor Offshore The maximum of the indicator that a mentor is in another site over developers modifying the file during the measurement period development. Defect fixes had to be submitted to all stillmaintained releases the defect affects. It is reasonable to assume that defects affecting multiple releases may be more important than defects affecting only a single release. This release-dependency appears to be different from logical dependencies described in the prior paragraph and, therefore, may serve as another measure of fault proneness. The fix implemented on a file during the measurement period that affected the largest number of releases was used to obtain the number of releases. The change diffusion (the number of files modified by a change) was shown to be a good indicator of the probability that a software patch will fail in [16] . Unlike logical dependencies that are calculated over the entire history of the file, we look only at changes made during the measurement period and pick the one with the largest diffusion. The change diffusion is used to generate logical dependency measure, but it captures more transient events. A particularly complex change involving numerous files that was done over the measurement period may increase the probability of a defect during the subsequent prediction period.
Developer-derived measures.
Workflow (social-network) measures provide information about coordination needs (see, e.g., [11] ). Workflow predictors reflect the task assignment of developers working on the code (see, for example, [6] ) and are typically calculated through a history of individuals creating, assigning, resolving, and confirming a defect or all individuals who participate in modifying the defect status, including comments.
We use the simplest predictor: the number of other individuals that a developer working on a file has interacted with while resolving defects. The wider network of interactions was associated with increased fault proneness in [6] , therefore we expect a similar outcome in our study.
Increased developer experience reduced the probability that a patch will fail in [16] . We measured developer experience by calculating the total time in years since the developer made the first code modification in the project. We expect that the increase in developer experience would reduce the fault proneness. We used the developer with the lowest experience who made changes to a file during the measurement period.
Geography-distribution-derived measures.
As with developer-derived measures for each source code file we also derive geographic distribution measures based on developers who modified that file. We count the number of distinct geographic locations for developers modifying a file during the measurement period. We expect it to increase the fault-proneness because of potential coordination problems among developers in multiple locations.
Because the 12-month measurement period may not fully reflect the history of the file we also obtain mentors for each developer making changes during the measurement period. The mentors for each developer (follower) are obtained using the method described in [14] . The basic idea is to find developers who have modified the most similar set of files the follower has modified, but earlier. As reported in [14] , the cases of mentorship crossing geographic boundaries have roughly Summaries of the model predictors. ± indicates (un)supported proposition or (un) reproduced study. The effects column shows increase in the modeled probability of defects from the doubling (adding 1 if 0) halved the productivity of the follower as compared to instances where mentorship did not cross geographic boundaries. It is reasonable to expect that the drop in productivity may have something to do with the less efficient transfer of expertise to an offshore location. Therefore it is reasonable to expect that this reduced expertise would also have a negative impact on quality.
RESULTS
First we present the model quantifying the relative impact of organizational change and other factors on the probability of customer reported software defects. Then we provide basic summaries of the predictors used in the model and, finally, we discuss issues we encountered while trying to reproduce prior studies on software quality. Table 4 presents the estimated logistic regression coefficients, their standard errors, p-values, and deviances (the part of the observed variance explained by the coefficient) for the model predicting defects reported by customers over the 12 month prediction period based on changes made to a file over the preceding 12 month measurement period. Table 3 summarizes model predictors, the increase in probability from doubling the median value of the predictor, the evidence for our 10 propositions, and the reproducibility of prior work.
Customer-reported defect model

Organizational change measures.
Shorter times until the next or since the last organizational change are associated with higher fault proneness (FP) (in Table 4 ) supporting Proposition 1. Doubling of the median values decreases the probability of defects by 15% and 4% correspondingly (in Table 3 ).
The only predictor that is not statistically significant is the number of newcomers to the organizations, thus Propositions 2 and 3 do not get support.
It appears that the number of individuals leaving the organization may create gaps in knowledge reducing quality as suggested in Proposition 4. This predictor also explains a substantial amount of variance in FP and its doubling (to two) increases FP by 26%.
The increase in the size of the organization the developer belongs to is associated with lower quality, presumably because of the difficulties of coordination, slower decision making, and reduced intellectual control as hypothesized in, e.g., [17] . However, organizational predictors as a group explain only two percent of the variance after adjusting for other factors. The doubling of organization's size from the median value (to 44) increases FP by 38%.
Because Propositions 2 and 3 provide conflicting predictions about the impact of newcomers this result is not particularly surprising. Furthermore, the one year prediction period may be insufficient for newcomers to be allowed to make significant enough modifications that may adversely affect customers.
Change and file measures.
The large files are more fault-prone, supporting Proposition 5. Change-related measures have the largest impact on fault proneness explaining 26% of the variance (more than the remaining predictors combined) supporting Proposition 6, and 10 and reproducing results in [6, 16, 11] . Notably, doubling the number of releases an MR is submitted to from the median value of one almost triples the FP. The files that are touched with many other files, that contain changes submitted to multiple releases, and that contain changes spanning many files are more likely to be fault-prone. The only surprise is that the release dependencies appear to be even more important than logical dependencies.
Workflow measures.
Increase in developers' workflow complexity increased the fault proneness supporting Proposition 7 and reproducing results in [5, 6] . Doubling of the median workflow increases the modeled FP by 35%. The workflow impact is somewhat smaller (it explains less than two percent of the variance) than observed in [6] , perhaps reflecting the much larger size of the project than projects considered in [6] . The code complexity and logical coupling may take a more significant role for older and larger projects. Even though we expected the developer experience to be associated with lower faultproneness as stated in Proposition 8 (the proposition was not supported and the result in [16] was not reproduced), the opposite result is not particularly surprising. In many projects more experienced developers are assigned to more critical and difficult tasks. For example, Zhou and colleagues [22] quantified how fast developers move toward more critical tasks over time. Thus, the high experience of developers who modify a file may simply reflect the difficulty, complexity, and fault-proneness of that file.
Geographic distribution measures.
Both, the number of geographic locations and the remoteness of developer's mentor increased fault proneness, suggesting that, at least in this study, the geographic distribution has a negative impact on software quality. Thus we get support for Proposition 9 and support for MR cycletime study [12] . However, we could not reproduce Bird and colleagues' [4] work reporting no impact of distributed development on software quality. The geographic distribution, while significant, explains less than one percent of the variance after adjusting for other factors (7% of the variance before the adjustment). The work from multiple sites increases fault-proneness by 15% and having a remote mentor by 68% as shown in Table 3 . Table 3 presents summaries of the predictors used in in Table 4 . All except the two indicator variables are transformed via natural logarithms (by first adding 1) in the model. Therefore, for the transformed variables Table 3 presents geometric means: e Mean(log(X+1)) − 1. The median file size is 145 non-commentary source code lines and median logical dependencies are with just one other file. While one MR is included in nine different releases (and affects 36 files), more than half of the files have been modified by MRs included in at most one release. The median of the maximum diffusion is quite high: 614. The median of the maximum workflow dependencies shows that half of the files were modified by a developer who has encountered at least 148 other developers. 17% of the files have been modified from multiple locations and only 3% had a mentor at another site. The reporting structure shows a median of 22 people in the maximum of the organization size over developers modifying the file. The median of the minimum time from prior organizational change was 1.1 years and to the subsequent change was 0.77 years. The geometric average of the maximum number of colleagues who left over the prior two months was 1.16 and for newcomers was 0.48. 
Summaries of predictors
Reproducibility
We have reproduced the main results reported by Cataldo and colleagues [6] on relative contribution of module size, logical coupling, and workflow. We also found that the customer reported defects were predominantly explained by change-derived measures, though in our case the release dependencies were even more important than logical dependencies. Another slight difference was that the workflow factors had a slightly lower impact than in the study by Cataldo.
The measures based on the organizational ownership introduced by Nagappan and colleagues [17] were not statistically significant after code, change, workflow, and organizational change derived predictors were added to our model. However, if we include just the predictors reported in [17] , we obtain a reasonable model with a reasonable predictive performance for our project. In addition to the organizational structure, Nagappan and colleagues [17] used the number of past modifications and the number of developers making modifications in the same prediction model. As discussed in Section 8, just the number of past modifications provides an excellent prediction results on our data (approximately 79% sensitivity and specificity) and in other work (see, e.g., [10, 13] ). Therefore it is possible that the reasonable prediction performance in [17] also relied on these two predictors. Because the work in [17] provides no information about the direction or the size of the effects, it was not possible to investigate reproducibility in more depth. It is worth noting that measures defined in [17] are quite involved, assume static organizational structure, and appear to be somewhat Microsoft-specific making it difficult to apply them in other contexts. For example, Depth of Master Ownership measure (described above) was defined based on the reporting distance from the supervisor responsible for the entire development, not the company's CEO. In Avaya, some of the changes are made by developers in the services organization, making the CEO the only link between them and the developers in the product organization. Also, because our organization was quite dynamic, we had to calculate organizational ownership measures for each week and aggregate them for the measurement periods.
However, we feel that organizational measures do deserve a closer look and we used some ideas proposed in [17] to construct predictors that were applicable in a more dynamic organizational structure studied by us. Instead of looking at the level of the supervisor of the owning organization, we looked at the longest reporting chain from that supervisor to the leaf developer making changes to the file. The longer that distance, the harder it would be for developers to coordinate their decisions because they may need to go through more layers of the reporting chain. The number of individuals in the owner organization was highly correlated (> 0.9) to its reporting depth, so we did not consider it.
The study on prediction of patch failures [16] , reported that lower developer experience expressed as the number of past changes to project's code increased the probability that a patch will fail. We observed the opposite result (even though we use the duration of time a developer spent on the project, not the number of past changes, both factors were strongly correlated), perhaps reflecting the observation that senior developers are assigned more critical tasks as shown in [22] . However, the primary driver of patch failure reported in [16] was the diffusion of code changes comprising the patch. We also found that the change diffusion increased fault proneness.
Bird and colleagues [4] found that the quality of binaries in Windows Vista was not related to offshore development. In contrast, we do find that the files changed by developers with remote mentors or by developers from multiple sites have increased fault-proneness. It is entirely possible that our project was different from Windows Vista considered by authors. However, the basis of the claim in [4] is a faultproneness model which contains the number of developers making changes to a binary and the indicator of the distributed development having a p-value of 0.056 (not significant at 0.05 level). If we fit an identical model on our data (we predicted for a single release to enable a direct comparison to [4] , otherwise the p-value was virtually zero, corresponding to t-statistic of more than 9) we do find that the indicator of distributed development has a p-value of 0.048 (significant at 0.05 level). There is no reason to assume that such a small difference in p-values indicates contradicting results just because of the convention that 0.05 is a magical number determining what is significant. A meta-analysis of both studies may conclude that there is a support for the hypothesis that distributed development does increase fault proneness. Furthermore, the number of developers reflects multiple dimensions of software development and that may make it difficult to identify the individual contribution of each dimension as described in the next section.
LIMITATIONS
While we considered the change of the organization's ID for a developer and the arrival and departure of other employees from that organization, there are many other types of organizational change that may affect software quality. In particular, we do not distinguish between a developer moving to another project versus the organization changing its ID.
The two-month period we considered for the purpose of counting the arrival and departure of employees, may not be sufficient to assess the impact of departures as the consequences may manifest over longer periods of time.
The absolute value of Spearman correlations among predictors did not exceed 0.57 (for the correlation between the project experience and the proximity to the prior organizational change), thus collinearity issues are not likely.
We tried to avoid release-specific effects by including information about files at a variety of calendar times. Therefore, for each file we ordered modification times in the period from 2004 and 2008 and chose 75-th percentile of these modification dates (to get a point in time when the file is still being changed -"alive"). A release date closest to that time was then picked for the file and the measurement period was based on the 12 months preceding the date and the response was obtained based on the 12 months following it (prediction period). We chose 12 month periods because most of the work for a release is completed within a year prior to the release date and most of the defects reported by customers are fixed during a year following the release date.
In a real prediction model we would choose the same moment in time (present) for all the files to separate the measurement period and the prediction period. We, therefore, considered how the model described in Table 4 would fare in such a setting. To accomplish that we fit it for a fifty randomly selected subsets of files each containing three fourths of the entire population of files and predicting the faulty files in the remaining one fourth of the files. Both, the average sensitivity and specificity were reasonably high (approximately 75%). It is important to note that the sensitivity and specificity are much lower when predicting rare events (in our case, the probability of a defect was less than 0.07). As we hypothesized, each release is unique in many ways. For comparison, for the measurement period used to fit the model in Table 4 , both the sensitivity and specificity averaged above 84%.
It is important to note that the simplest change-derived predictor is the number of modifications made to a file. As was argued by Cataldo and colleagues [6] , the number of past modifications incorporates many factors that affect quality because files that are more complex, less well designed, have logical or other dependencies, or are more fault prone for other reasons, are more likely to be modified. Therefore, even though past changes can predict fault proneness [10, 17] , including past changes in the model may make it impossible to separate individual contributions made by code, developer, or organizational factors. The number of developers that made modifications to a file is another obvious predictor. The higher number of developers, the higher is the need to coordinate among them, and that may lead to introduction of defects. However, that number was strongly correlated with the number of modifications to a file (0.94 Spearman correlation). Therefore, we did not include the number of developers making modifications to a file or the number of past modifications in the fault proneness models, despite their excellent predictive power. If the number of past modifications is included as a predictor in the model, the contributions of logical dependencies and change diffusion become non-significant and the estimates of the remaining coefficients and their p-values slightly change (but keep their sign).
CONCLUSIONS
The organization's volatility as measured by the proximity to an organizational change was observed to increase the probability of customer reported defects in the context of a large software system.
The influx of new members into the organization had no impact on software quality, possibly because the new developers are not assigned to important changes [23] .
On the other hand, departures from organization were associated with the higher probability of customer reported defects, possibly because of the gaps in knowledge and experience left by the departing members.
The larger size of organization was associated with a higher probability of defects possibly reflecting the increased need for coordination and reduced speed of decision making in larger organizations.
We were able to reproduce the results from several prior studies suggesting maturity of the empirical software engineering. We found the results to be quite similar in an exact replication (when we tried to reproduce all aspects of the analysis) even for quite dissimilar projects. However, some differences emerged once we assumed our perspective of quantifying the relative size of various factors affecting the fault proneness. For example, we found the organizational ownership measures introduced in [17] to be difficult to obtain because the organization under study was quite dynamic and because some of the concepts did not have an obvious correspondence between the organizations in two studies. We also found that a study investigating distributed development and fault proneness [4] reached opposite results because of a minor difference in the observed p-value.
From the research and practical perspective the main result is that organizational change is associated with lower software quality, though the size of the effects follows after change-and code-derived factors in their ability to explain fault-proneness. The dominant factors, confirming prior studies, are related to dependencies embedded in the code through changes. It is worth noting that the project's ability to reduce organizational volatility may be much greater than its ability to reduce the complexity of the logical dependencies, thus addressing organizational issues may be the easiest approach to improve quality.
It is not clear to what extent the organizational volatility causes or is a cause of the file, change, and workflow properties that are associated with high fault-proneness. In particular, the organizational change measures explain more than 20% of the variance in the fault-proneness before adjusting for other factors. In other words, does the organizational volatility lead to low quality code or does the low quality code induce volatility in the organization maintaining it?
More detailed investigations of the nature of organizational change and the nature of quality reductions observed in this study are likely to provide more detailed practical recommendations on ways to organize and reorganize software development. We expect these finding to add an important piece to a puzzle involving the understanding of how the dynamic relationship between the product and the organization affects key software engineering outcomes.
