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Abstract
Comparison of climate models in an ensemble with reanalysis data is crucial for the cli-
mate model user community, as detection of discrepancies can convey information to improve
models. Current comparison methodologies focus on statistical space-time properties of the
climatological mean, and allow for a sensible model comparison only if the forcing scenario
is identical or very similar. We analyse the annual and seasonal surface temperature of the
CMIP5 ensemble and three reanalysis data products, and propose a scenario-independent,
statistical-based classification relying on the space-time structure of the variability around
the climatological mean. This approach exploits the gridded geometry of the atmospheric
component of a global climate model, complements traditional criteria based on characteris-
tics of the climatological trend and allows for a novel measure of similarity. For models with
a similar physical scheme, we found a high degree of similarity for the same grid resolution,
and a moderate similarity if the resolution is different. Further, we found that a considerable
difference among reanalysis data products, thus indicating that different assimilation algo-
rithms can significantly impact the space-time structure of the variability around the mean
climate.
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1 Introduction
Investigating if and to what extent Earth System Models (ESMs) can reproduce the state of
the Earth’s system, where discrepancies with observations occur, and how this information
can be used to drive the development of the next generation of models is of paramount
importance to the climate model user community. A vast literature discusses how climate
model output should be compared with observational data (see e.g. Mauritsen et al. (2012);
Bender (2008); Knutti et al. (2010); Sanderson and Knutti (2012); Buser et al. (2009);
Furrer et al. (2007); Smith et al. (2009); Tebaldi et al. (2005); Jackson et al. (2008)), or
with suitably post-processed gridded data product such as reanalysis (Kalnay et al., 1996;
Kanamitsu et al., 2002; Saha et al., 2010), and which indices would be more suitable to
quantify the agreement (Reichler and Kim, 2008). Most studies compare the same physical
quantities from models and observations in terms of their empirical univariate distribution in
time for every grid point or for spatially aggregated data. The comparison can be performed
in terms of mean and variance (Taylor, 2001; Knutson et al., 2013; Xu et al., 2013), but
also threshold exceedances indices such as growing-degree days (Moriondo and Bindi, 2006;
Ye-Won et al., 2014), or quartile distributions (Braverman et al., 2011) and extreme events
(Mannshardt-Shamseldin et al., 2010; Yao et al., 2013).
In this work we propose a novel comparison methodology based on the space-time depen-
dence of the variability around the climatological mean between ESMs and reanalysis data.
The approach allows for a comparison of models run under different inputs of carbon dioxide
(CO2) and other greenhouse gases concentration (forcings), a task which would not be easily
performed with mean-driven criteria. The methodology relies on fitting a space-time statis-
tical model to each ESM and comparing the estimated coefficients. If every climate model
represents the true state of the system but deviates from it by a random error, the differ-
ence in estimated parameters between each ESM should not show any pattern (Buser et al.,
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2009; Furrer et al., 2007; Smith et al., 2009; Tebaldi et al., 2005). Besides, since all reanal-
yses should represent the true state of the climate, we expect that different reanalysis data
products should show small differences compared to those with the estimates of the ESMs.
The analysis of spatial and temporal correlation of the climate output has been discussed
in previous works (Koichi et al., 2012; Jun et al., 2008b,a; Lee et al., 2015), but always in
terms of trend, although the necessity of pursuing an investigation on the variability about
the mean climate was mentioned (but not implemented) in Jun et al. (2008a). This work
is the first that addresses this issue by defining a space-time statistical model and compar-
ing the estimated statistical parameters among climate models and reanalyses. This study
focuses on annual and seasonal averages of surface temperatures for a collection of ESMs
(an ensemble), the Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor et al.,
2012), and three reanalysis data products, but the proposed approach can be also applied to
finer temporal scales or to different physical quantities with nontrivial global patterns such
as precipitation and wind. The new metric can be used to investigate if ESMs from the
same institution display a similar space-time behavior, a feature widely observed in mean
driven criteria (Tebaldi and Knutti, 2007; Knutti et al., 2010; Jun et al., 2008b,a; Masson and
Knutti, 2011). This feature, caused by the inheritance of part of the code between different
versions of the ESMs, will be investigated under this scenario-independent metric.
Climate model data are naturally evaluated over a sphere×time domain, so a specific
model for global data must be specified. Defining valid covariances on a spherical domain
significantly restricts the flexibility of the models (Gneiting, 2013), and to date there is a
significant dearth of literature in efficient and flexible models for global data. Jun and Stein
(2007, 2008) proposed to generate a three-dimensional isotropic process and applying partial
derivatives with respect to latitude and longitude to obtain processes that are longitudinally
stationary (axially symmetric, see theoretical details in Hitczenko and Stein (2012); Huang
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et al. (2012)), obtaining closed form expressions for the Mate´rn case.
More recently Castruccio and Stein (2013); Castruccio and Genton (2014, 2016); Cas-
truccio and Guinness (2016) introduced a spectral based approach for axially symmetric
processes on a regular grid. This methodology assumes a vector autoregressive process in
time with axially symmetric innovations. The longitudinal dependence is formulated in the
spectral domain with a Mate´rn-like covariance function, and a constant coherence across
multiple bands. This model allows for efficient and parallelizable inference and is more flex-
ible in reproducing local dependencies if global data are on a regular grid (Castruccio and
Stein, 2013). In this work, we apply this spectral model for surface temperature, which is
defined on a regular latitude×longitude grid.
Section 2 introduces the multi-model ensemble and the reanalysis data that are used
in this work. Section 3 illustrates the statistical setting for the ESMs that is assumed
throughout the analysis. Section 4 describes the statistical model. Section 5 discusses the
results of the comparison among different models in the ensemble and for reanalysis data.
Section 6 draws some conclusions.
2 The CMIP5 ensemble and Reanalysis data
The CMIP5 ensemble (Taylor et al., 2012) is a global effort of many modeling groups to
provide a set of coordinated experiments on climate sensitivity according to different ESMs.
This ensemble comprises more than 60 ESMs run under different inputs. Here we focus only
on the Representative Concentration Pathways (RCPs,Van Vuuren et al. (2011)), which
comprise four possible scenarios (denoted as 2.6, 4.5, 6.0 and 8.5) of future greenhouse
gases emissions. These represent four possible climate futures and are consistent with socio-
economic assumptions regarding the anthropogenic emissions. RCP 2.6 assumes a peak of
emissions in the current decade (2010-2020) followed by a decline, RCP 4.5 and 6.0 a peak
3
in 2040 and 2080 respectively, while RCP 8.5 assumes a continuous increase throughout the
entire century. A plot of these four scenarios can be found in Figure S1 in the supplementary
material.
We consider annual and seasonal (with respect to the northern hemisphere) surface tem-
perature (at a standard height of 2 meters above ground level for all the CMIP5 data and
Reanalysis 2. In Reanalysis 1 and CFSR the value at approximately 36 meters is given) from
18 models under the RCP scenarios (see Table 1). We select all the models with at least 2
realizations under at least one scenario of the RCP experiment family (FIO-ESM has been
excluded because of numerical instabilities in the fit).
The data are all on a regular latitude×longitude grid but the resolution varies substan-
tially among models, and since the temperature is considered as an average over a grid cell,
a straightforward comparison of the output is not possible without a common spatial scale.
We discuss this issue in more detail in Section 5 and in the supplementary material. We
discard the scenarios with a single realization in Table 1, since the statistical setting which is
introduced in Section 3 requires at least two realizations for a given scenario. Therefore, we
do not consider the 7 out of 210 runs where a scenario has a single realization. We believe
this loss of information is acceptable for the purpose of this work.
Since one of the goals of this work is to compare climate models with observational data,
we consider annual and seasonal temperatures from the NCEP/NCAR Reanalysis 1 (see
Table 1). This data set consists of a continuously updated record of climatological variables
from many sources from 1948 to present, filtered and assimilated throughout numerical
weather models and interpolated on a regular grid, and it is considered a valid representative
of the actual state of the system (Kalnay et al. (1996)). We also use the NCEP-DOE
Reanalysis II (Kanamitsu et al. (2002)), a more recent version of reanalysis (from 1979 to
present), which incorporates new system components, and NCEP Climate Forecast System
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Reanalysis (CFSR; Saha et al. (2010), from 1979 to 2010). Also, since the main goal of
this work is to analyze the spatio-temporal covariance structure, we remove the mean of the
reanalysis data by fitting a smoothing spline in time for every pixel with a very mild penalty
term of 0.01 (see supplementary material for details on the parametrization). We show
how it is possible to estimate the space-time dependence via restricted likelihood without
specifying the mean (Section 3), provided a scenario has at least two realizations. It is in
principle possible to also use the runs with a single realization via detrending, but we choose
to avoid the subjective choice of the penalty term whenever possible.
Table 1: Models analyzed and scenario/realization/years availability. Scenarios are from the RCP
experiment family. Years for the ESMs start from 2006.
no. Model name Modeling center resolution RCP2.6 RCP4.5 RCP6.0 RCP8.5 years
1 CanESM2 CCCma 64× 128 5 5 0 5 30
2 CanCM4 CCCma 64× 128 0 10 0 0 95
3 CCSM4 NCAR 192× 288 5 6 6 5 95
4 CESM1-CAM5 NSF-DOE-NCAR 192× 288 3 3 3 3 95
5 CESM1-WACCM NSF-DOE-NCAR 96× 144 3 3 0 3 45
6 CNRM-CM5 CNRM-CERFACS 128× 256 1 1 0 5 95
7 CSIRO-Mk3-6-0 CSIRO-QCCCE 96× 192 10 10 10 10 95
8 EC-EARTH EC-EARTH 160× 310 1 3 0 4 95
9 GFDL-CM2.1 NOAA GFDL 90× 144 0 10 0 0 35
10 GFDL-HIRAM-C180 NOAA GFDL 360× 576 0 3 0 0 10
11 GISS-E2-H NASA GISS 90× 144 1 3 0 0 95
12 GISS-E2-R NASA GISS 90× 144 1 3 0 0 95
13 HadCM3 MOHC 73× 96 4 4 4 4 30
14 HADgem2-ES MOHC 145× 192 4 4 4 4 95
15 IPSL-CM5A-LR IPSL 96× 96 4 4 1 0 95
16 MIROC4h MIROC 320× 640 0 3 0 0 30
17 MIROC5 MIROC 128× 256 3 3 1 3 95
18 MPI-ESM-LR MPI-M 96× 192 3 3 0 3 95
Reanalysis 1 NCEP/NCAR 73× 144 - - - - 66
Reanalysis 2 NCEP/DOE 94× 192 - - - - 34
CFSR NCEP 73× 144 - - - - 32
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3 The statistical setting for the ESMs
Here we present the statistical setting that we use to model variability across the mean
climate of the ESM without detrending, under the assumption that a scenario comprises at
least two realizations. This setting does not apply to reanalysis data since there is only one
realization: in that case a likelihood of the model in Section 4 is fit to the detrended data.
The notation and the results in this section were first introduced by Castruccio and Stein
(2013), and here we report some of them for completeness.
A key assumption of climate model runs is the statistical independence across different
realizations. Every realization depends on initial conditions sampled from a spin-up run
and in a short period of time the evolution of the model is effectively independent of initial
condition due to its chaotic nature (Lorenz, 1963; Collins and Allen, 2002; Collins, 2002;
Branstator and Teng, 2010). We denote with Lm for m = 1, . . . ,M the latitude, with ℓn for
n = 1, . . . , N the longitude, with k = 1, . . . , T the time. Also, denote with g = 1, . . . , G the
ESM, with s = 1, . . . , Sg the scenario and with r = 1, . . . , Rg,s the realization.
We assume the following model
Tg,s,r = µg,s + εg,s,r εg,s,r
iid
∼ N (0,Σg), (1)
where
Tg,s,r = {Tg,s,r(L1, ℓ1, t1), . . . ,Tg,s,r(LM , ℓ1, t1),Tg,s,r(L1, ℓ2, t1), . . . ,Tg,s,r(LM , ℓN , tT )}
is the vector of temperature, E(Tg,s,r) = µg,s is the mean across realizations, and εg,s,r is the
random component of the statistical model, which is assumed to be normally distributed with
covariance structure Σg, independent across scenarios and realizations. The assumption that
the spatio-temporal covariance structure does not depend on the scenario will be discussed
more into detail in Section 4.3.
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3.1 REML estimation of εg,s,r
Suppose that Σg = Σ(θg), that is the covariance structure depends on a vector of parameters
θg. Also, denote by T¯g,s the average across realizations, Dg,s = (Tg,s,1 − T¯g,s, . . . ,Tg,s,Rs −
T¯g,s) and Dg = (Dg,1, . . . ,Dg,Sg).
We have
Tg,s =
(
1Rg,s ⊗ ITNM
) (
1Rg,s ⊗ µg,s
)
+ εg,s εg,s ∼ N (0, IRg,s ⊗Σ(θg)), (2)
where IRg,s is the identity matrix of size Rg,s and 1Rg,s is a column vector of size Rg,s
with all entries equal to 1. Since we have independence across scenarios and realizations
for the stochastic component of the statistical model, and since realizations with the same
scenario share the same mean, it is intuitive to estimate θg by considering the difference of
the realizations with the same scenarios, so to cancel the effect of the mean vector. The
following result formalizes this:
Result 1 The restricted loglikelihood for (2) is l(θg;Dg) =
∑Sg
s=1 lg,s(θg;Dg,s) where
lg,s(θg;Dg,s) = −
TNM(Rg,s−1)
2
log(2π)− 1
2
(Rg,s − 1)log[det{Σ(θg)}]
−1
2
TNM log(Rg,s)−
1
2
Dg,s
′
{
IRg,s ⊗Σ(θg)
}−1
Dg,s.
(3)
Also, the corresponding estimator for µg,s obtained by generalized least squares is µˆg,s = T¯ g,s.
The proof is a straightforward generalization of Result 1 in Castruccio and Stein (2013).
In this work, this quantity will be used to obtain an estimator of the covariance structure
without specifying any model for µg,s.
4 A global space-time statistical model
Consider now g = 1, . . . , G,G + 1, G + 2, G + 3, where the last three indices denote the
reanalysis data. The ultimate goal of this work is to estimate θg and to determine how this
vector is changing with respect to g. The model is briefly described below.
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4.1 Temporal component
We assume that the stochastic component of the statistical model is AR(1) in time, with dif-
ferent parameters for land and ocean. More specifically, if we call εt = {ε(L1, ℓ1, t), . . . , ε(LN , ℓM , t)}
the stochastic component at time t, we assume it has the following structure
εt = Φεt−1 + ηt ηt
iid
∼ N (0,C),
Φ = diag{ϕQ(L1,ℓ1), . . . , ϕQ(LM ,ℓN )},
(4)
where C is the spatial covariance matrix, Q(L, ℓ) = 1 if pixel (L, ℓ) is land (If the grid point
is on the boundary we will consider it as land if its percentage is greater than 50%.) and
Q(L, ℓ) = 0 ocean.
4.2 Spatial component
In order to describe C a spatial model for data on a sphere is needed, and for many ap-
plications such as the one in this work, an isotropic model is not a reasonable assumption.
The main reason is that temperature at different latitudes is expected to have a different
structure (e.g. we would expect different variances). Therefore, we work with the following
class of processes:
Definition 1 A Gaussian process Z on a sphere is axially symmetric (Jones, 1963) if the
mean depends on latitude and
cov{Z(L1, ℓ1), Z(L2, ℓ2)} = K(L1, L2, ℓ1 − ℓ2). (5)
Jun and Stein (2007, 2008) described a flexible approach to generate axially symmetric
processes by embedding the sphere in a three dimensional space, generating an isotropic
process and applying partial derivatives to induce nonstationarity across latitudes. More
recently, Castruccio and Stein (2013); Castruccio and Genton (2014, 2016); Castruccio and
Guinness (2016) proposed a spectral based approach that proved more natural than the
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previous methods for data on a regular grid. Since the geometry in this context is the same,
we use this approach. The next two sections are devoted to explaining this method.
4.2.1 Longitudinal structure
If the process has covariance as in (5), then across a single latitude it is stationary. Therefore,
since the data are evenly spaced on a circle, the covariance matrix is exactly circulant (Davis,
1979) and it is natural to model the process in the spectral domain. More precisely, we denote
ℓn = 2πn/N and
fL(c) =
N∑
n=1
e−icℓnK(L,L, ℓn) (6)
the spectral density of the process at (integer) wavenumber c. We choose the following
parametrization for (6):
fL(c;φL, αL, νL) =
φL{
α2L + 4 sin
2
(
c
N
π
)}νL+1/2 , c = 0, . . . , N − 1. (7)
This functional form is similar to the Mate´rn class, but it avoids a loss in regularity for
c =
⌊
N
2
⌋
(Castruccio and Stein, 2013; Poppick and Stein, 2014).
The noticeable computational advantage of a spectral approach to axially symmetric
processes is that every latitudinal band can be analyzed separately. Therefore, in our anal-
ysis, we divide the data set in latitudinal bands and estimate φL, αL and νL using separate
processors on a cluster. This process requires only a few minutes on a 16-cores workstation.
4.2.2 Latitudinal structure
Once the longitudinal parameters are estimated, we need to define a model for the latitudinal
dependence. In other words, we need to define
fLm,Lm′ (c) =
N∑
n=1
e−icℓnK(Lm, Lm′ , ℓn) ∈ C, c = 0, . . . , N − 1.
If the process is axially symmetric, the covariance for different latitudes must be specified
only for the same wavenumber, since otherwise is zero (Jun and Stein, 2008). This allows
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the covariance matrix in the spectral domain to be block diagonal. Therefore we need to
model the coherence
ρLm,Lm′ (c) =
|fLm,Lm′ (c)|√
fLm(c)fLm′ (c)
and the phase. We assume the phase to be zero, a valid assumption with temperature data
at this time resolution (see Castruccio and Genton (2014) for a complete discussion).
The coherence is assumed to depend on the latitudinal lag, but not on the particular
latitude chosen:
ρLm,Lm′ (c) =
[
ξ{
1 + 4 sin2
(
c
N
π
)}τ
]|m−m′|
, c = 0, . . . , N − 1, (8)
where ξ is a parameter that modulates the decay of the coherence across latitudes and
τ modulates its decay across wavenumbers. This two step estimation procedure does not
optimize the likelihood over the full parameter space, but it is computationally scalable and
its local maximum is close to the global maximum (see (Castruccio and Genton, 2016) for a
complete diagnostic and discussion on error and bias propagation).
4.3 Diagnostics
The model described in the previous sections relies on some assumptions about the ensemble.
Firstly, with reference to the notation in Section 3.1, we assumed that Σg does not depend
on the scenario. In other words, in order to pool the estimates from different scenarios,
we assume that there is no change across them for a fixed ESM. A complete diagnostic
would require a separate analysis for each of the 18 ESMs used in this work; here we present
the results for CCSM4 but similar patterns were also observed for the other models. In
Figures 1a-d we see how φˆL, αˆL and νˆL and ϕˆ0,L (ϕˆ1,L is not shown but displays similar
results) change across scenarios and in Table 2 we see the results for ξˆ, τˆ , ϕˆ0 and ϕˆ1. There is
evidence that the longitudinal parameters do not change across scenarios for most latitudes,
as they fall within the 95% Bonferroni band. The latitude interval between −50◦ and −60◦
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seems to be more scenario dependent, as observed in Castruccio et al. (2014). For the
latitudinal parameters, ξˆ, ϕˆ0 do not change, ϕˆ1 show only a mild evidence of change between
scenarios RCP2.6 and 8.5, and RCP2.6 and 4.5, and τˆ show significant differences across all
scenarios. Nevertheless, the differences occur in the second or (more often) third significant
digit. We choose to ignore these differences in longitudinal and latitudinal parameters since
such changes are small compared to the other factors involved in this analysis (Table 3).
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Figure 1: Comparison of the change in estimated parameters for all scenarios of CCSM4.
The baseline estimated parameters are from RCP2.6, and the dotted red lines are the 95%
Bonferroni confidence bands.
Table 2: CCSM4 95% confidence intervals for the difference in latitudinal parameter estimates for
different scenarios. Reference is RCP26. All numbers are multiplied by 102.
parameter RCP45 RCP60 RCP85
∆ξ (−0.13, 0.10) (−0.17, 0.05) (−0.03, 0.21)
∆τ (0.51, 1.72) (0.19, 1.39) (0.06, 1.33)
∆ϕ1 (−1.28,−0.88) (−0.04, 0.36) (0.05, 0.47)
∆ϕ0 (−1.27,−0.87) (−0.03, 0.37) (0.06, 0.48)
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Another model assumption is that the temporal component has an AR(1) structure. To
evaluate this assumption, for every model we consider D1 = T1 − T¯ of an RCP85 scenario
and fit AR(2) model separately for every grid point:
D1(t) = ψ1D1(t− 1) + ψ2D1(t− 2) + ηt, ηt
iid
∼ N (0, σ2). (9)
We then test if ψ1 = 0 or if ψ2 = 0, and plot their p-values for every grid point. The results
are in Figure 2 and 3. Across a subset of 6 models chosen there is evidence that ψ1 6= 0 but
this is not true for Reanalysis 1, Reanalysis 2 and CFSR. Figures 2 and 3 show the p-values
for ψ1 = 0 of an AR(1) process and ψ2 = 0 of an AR(2) process, respectively. Most of the
models and the reanalysis data show some evidence of second order temporal structure in
the tropical region, likely due to El Nin˜o Southern Oscillation, but its spatial distribution
differs across models. In this work, we will make the assumption of AR(1) structure, and we
do not describe the spatial distribution of ψ2, to avoid specifying different statistical models
for different ESMs and to have results which are as homogeneous as possible. If the focus
is on a single ESM with a clear indication of a higher order temporal dependence, then a
stronger temporal dependence can be accounted for in the statistical model (Castruccio and
Genton, 2014).
5 Results
As mentioned in Section 2, a direct comparison of different ESMs and reanalysis data is
problematic, as different models have different spatial resolutions. Since the grid values are
averages over a cell, we expect variances to change with the size of the grid. Therefore, since
in (7) φ depends on the variance, its interpretation will change according to the resolution.
Similarly, α and ν are dependent on N , the number of points per latitudinal band.
Even if some models share the same grid, for a uniform assessment of their features,
an upscaling to a common grid is needed (see supplementary material for details about
12
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Figure 2: Diagnostic of the temporal structure of the data set for the CMIP5 ensemble:
p-values of the significance of a test for ψ1 = 0.
the algorithm). We choose a coarse 48 × 96 resolution grid with equally spaced latitudinal
bands, corresponding to approximately a T31 (3.75◦× 3.75◦) resolution. In Sections 5.1, 5.2
and 5.3 we compare all ESMs and reanalyses with respect to their temporal, longitudinal
and latitudinal structure respectively. In Section 5.4 we show an example of a comparison
without upscaling for two models at the same resolution.
5.1 Temporal dependence
In Figure 4 we present a comparison of the ensemble with reanalysis data in terms of the
estimated temporal parameters ϕˆ0 and ϕˆ1 (land and ocean autoregressive parameters in (4)).
There seems not to be a noticeable difference in the land and ocean temporal component,
uniformly across models. Both autoregressive parameters for all ESMs are smaller in absolute
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Figure 3: Diagnostic of the temporal structure of the data set for the CMIP5 ensemble:
p-values of the significance of a test for ψ2 = 0.
value than the ones for reanalysis data, indicating a weaker temporal dependence in the
simulated data, uniformly across seasons. Further, all reanalyses display a negative lag one
correlation, while for all the models this is positive.
CCSM4, CESM1-CAM5 and to some extent CESM1-WACCM (models 3, 4 and 5) are
ESM from the same modeling group (NCAR) and have similar estimates. Since CESM1 is an
evolution of CCSM4, the observed similarities are likely due to the inheritance of same parts
of the schemes between the models. A similar feature can be observed for the two CCCma
models (models 1 and 2), and the NOAA GFDL models (9 and 10), which also share the same
native grid. Similarity among models from the same group has been reported frequently in
literature (Tebaldi and Knutti, 2007; Knutti et al., 2010; Jun et al., 2008b,a; Masson and
Knutti, 2011), but never in the context of space-time dependence. Instead, the models with
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different native grid (13 and 14 for MOHC, 11 and 12 for NASA GISS and most noticeably
16 and 17 the MIROC) display very different parameters. All these remarks are consistent
across seasons (figure 4) and for annual averages as well (plot not shown).
The estimated uncertainty of ϕ0 and ϕ1 in (4) is very small for all models but GFDL-
HIRAM-C180, where only 10 years and 3 realizations were available. Reanalysis 1 and
especially Reanalysis 2 and CFSR have wider confidence intervals, since there is only one
realization and considerably fewer time points than most of the ESMs.
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Figure 4: Comparison of the temporal component of the models and reanalysis in Table 1:
ϕ0 vs ϕ1 as in (4) plotted for all the models and the reanalysis data (in square) for the four
seasons. The number code of the climate model is with reference to Table 1 and the red
lines represent the 99.99% confidence intervals.
5.2 Longitudinal dependence
To compare the spatial structure among multiple models, we first consider CCSM4 as a
reference and compute the L1 distance of the estimated parameters with respect to this
model across latitudes, and the L1 distance of the estimated spectra (across wavenumbers)
averaged across latitudes. The results in Table 3 show that for the inverse range αˆL and
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most importantly for fL, the two closest models are CESM1-CAM5 and CESM1-WACCM,
developed from the same modeling group. For log(φˆL) and νˆL the closest model is CESM1-
CAM5, but the second closest is not the third NCAR model, albeit the distance is still
among the shortest. According to the same metric, it can also be shown how the CCCma
models (1 and 2), the NASA GISS (11 and 12), the MOHC (13 and 14) display a very
similar spatial structure, but for NOAA GFDL (9 and 10) and the MIROC (16 and 17)
this is not the case. The patterns observed in Table 3 are also consistent across seasons
(tables are not shown). As in Section 5.1, the pairs of models from the same modeling
group that show the largest dissimilarities are the ones that do not share the same native
grid. If Reanalysis 2 is considered as a reference, HADgem2-ES is among the closest two
models according to all the four metrics, MPI-ESM-LR has similar parameters but CNRM-
CM5 has a closer spectra (and therefore a similar spatial structure). It must be noticed
however that the distance among reanalysis data product (especially Reanalysis 1) is larger
than the distance between Reanalysis 2 and the models in the ensemble. This implies that
different assimilation algorithms in reanalysis drastically change the longitudinal structure
of the variability across the climatological mean.
5.3 Latitudinal dependence
In Figure 5, a comparison of the models with respect to the latitudinal parameters in (8) is
shown. As noticed in Section 5.2, Reanalysis 1 shows a remarkably different behavior from
Reanalysis 2 and CFSR, as the latter have estimated parameters closer to the ones in the
model ensemble. Reanalysis 1 instead shows a spatial structure which is less regular, both
with respect to latitudinal lag and wavenumbers. The two models from CCCma, labeled 1
and 2 are almost indistinguishable, despite the very small parameter uncertainty. The same
is observed between the two NASA GISS (11 and 12) models and between CCSM4 (3) and
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Table 3: L1 distance of all models with respect to the CCSM4 estimates (columns 2-5) and
Reanalysis 2 (columns 6-9) of the longitudinal parameters and corresponding spectra. Annual
temperatures are considered and the distance is computed by averaging across latitudes. For the
spectra, the distance is computed across wavenumbers and then averaged across latitude. In bold
the two closest models. Similar patterns are evident for seasonal averages.
no model ∆1log(φˆL) ∆1αˆL ∆1νˆL ∆1fL ∆2log(φˆL) ∆2αˆL ∆2νˆL ∆2fL
1 CanESM2 53.08 8.84 31.74 11.03 41.81 7.55 31.95 10.68
2 CanCM4 51.15 8.49 30.51 8.62 47.93 8.15 35.84 7.90
3 CCSM4 0.00 0.00 0.00 0.00 42.28 8.79 31.24 11.31
4 CESM1-CAM5 12.59 1.49 6.50 5.46 39.89 9.35 34.12 11.09
5 CESM1-WACCM 15.86 3.06 15.95 5.93 40.90 7.25 28.52 12.60
6 CNRM-CM5 17.69 4.43 17.93 9.85 41.43 7.79 27.48 6.65
7 CSIRO-Mk3-6-0 64.67 10.94 47.63 12.22 49.55 7.39 36.11 7.95
8 EC-EARTH 20.03 5.12 23.38 8.51 38.11 7.30 31.38 6.92
9 GFDL-CM2.1 30.39 5.35 27.84 9.33 39.05 6.32 26.52 11.18
10 GFDL-HIRAM-C180 40.08 11.75 20.44 15.07 67.84 14.12 41.45 11.16
11 GISS-E2-H 30.93 4.92 21.41 11.55 34.95 6.50 33.34 8.14
12 GISS-E2-R 32.16 5.11 20.35 11.72 36.23 6.44 32.43 8.88
13 HadCM3 54.99 6.88 38.53 14.44 41.28 15.33 63.45 16.55
14 HADgem2-ES 29.18 4.95 14.88 10.71 26.71 6.07 26.25 6.30
15 IPSL-CM5A-LR 14.72 4.55 17.46 7.44 42.78 11.57 41.12 9.72
16 MIROC4h 20.71 4.42 15.83 10.98 50.23 10.54 38.86 7.05
17 MIROC5 105.45 11.59 68.50 12.81 120.52 14.80 74.77 10.92
18 MPI-ESM-LR 50.81 7.89 26.90 10.33 35.40 5.00 24.05 9.41
Reanalysis 1 552.96 29.59 285.80 14.38 549.53 26.67 270.34 10.80
Reanalysis 2 42.28 8.79 31.24 11.31 0.00 0.00 0.00 0.00
CFSR 17.04 3.95 18.88 9.52 43.70 10.15 39.82 8.02
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CESM1-CAM5 (4), but not when compared with the CESM1-WACCM (5), a model that
was not run at the same grid resolution. Similarly to the previous comparisons, models with
different native grid such as MOHC (13 and 14), MIROC (16 and 17) and also NOAA GFDL
(9 and 10) have significantly different parameter estimates.
According to the proposed metric, we observed a strong degree of similarity among ESMs
from the same group with common native grid, while different models on the same grid have
significantly different statistical behavior. We offer two possible explanations. If, as observed
in previous literature for the climatological trend (Tebaldi and Knutti, 2007; Knutti et al.,
2010; Jun et al., 2008b,a; Masson and Knutti, 2011), the similarity should be more evident
also for models on a different grid, then these results are dependent upon the upscaling
algorithm and a simple areal average could alter some of the statistical properties. If instead
these differences are not caused by the upscaling algorithm, then the patterns of similarity
among some ESMs in terms of their spatial structure are not always as strong as reported.
It is also noticeable how the differences in parameter estimates between an ensemble
member and a reanalysis are often smaller than the differences among two reanalyses, as
in the case of the longitudinal parameters. This is another indication that different data
assimilation algorithms have a strong impact on the space-time structure of the variability
across the climatological trend.
The estimation uncertainty is small for the ESMs and is considerably larger for the
reanalysis data, and as in Section 5.1 this is because there is only one realization and a
shorter temporal scale.
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Figure 5: Latitudinal parameter comparison of the models in Table 1 with reanalysis: ξˆ vs
τˆ as in (8) plotted for all the models and the reanalysis data (in square) for all four seasons.
The number code of the climate model is with reference to Table 1 and the red lines represent
the 99.99% confidence intervals.
5.4 Comparison at higher resolution for CCSM4 and CESM1-
CAM5
As mentioned in the last Section, the upscaling resolution plays a role in the data interpre-
tation. Therefore, whenever some models share a common grid, it is preferable to compare
them without any upscaling. This is the case, for example, of the CCSM4 and CESM1-
CAM5, which are on a common 190 × 288 grid (the real resolution was 192 × 288, but the
first and last band were removed since they corresponded to latitudes −90◦ and 90◦). In
Figure 6 we can see such a comparison for annual averages (seasonal averages show similar
results) in terms of the single latitudinal parameters and in Table 4 for the latitudinal pa-
rameters. The similarity of the parameter profiles in Figure 6 indicates a strong similarity
between the two ESMs, and it is not an artifact of higher resolution. Indeed, a similar com-
parison can be done with CSIRO and MPI, which share the same grid, but have noticeably
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different parameter estimates across latitudes (see supplementary material). The latitudinal
parameters in Table 4 are estimated with very high precision: the confidence intervals for
ξ, ϕ0 and ϕ1 have the same three decimal digits in the upper and lower bound, while τ has
two.
Besides its interest in the value of the parameters, this analysis shows how the spectral
model introduced in this work is scalable and can fit in a reasonable time models with a
state-of-the-art resolution. In this case, the CCSM4 data set consists of approximately 114
million data and the latitudinal parameters with their uncertainties were obtained in less
than two days, and the CESM1-CAM5 data set, with 62 million data, in approximately the
same time. The longitudinal analysis requires 190 optimizations that are done in parallel on
a 16-cores workstation and require less than one hour.
Table 4: 95% confidence intervals for the latitudinal parameter estimates for CCSM4 and CESM1-
CAM5 at high resolution.
parameter CCSM4 CESM1-CAM5
ξ (0.9740, 0.9744) (0.9733, 0.9739)
τ (1.0880, 1.0883) (1.1278, 1.1284)
ϕ1 (0.2721, 0.2722) (0.2909, 0.2910)
ϕ0 (0.2716, 0.2727) (0.2901, 0.2918)
6 Concluding remarks
In this work we propose a new methodology for comparing climate models and reanalysis
data products. This approach focuses on the space-time variability around the climatolog-
ical mean for different ESMs, and between ESMs and reanalysis. The metric developed is
scenario independent, and thus overcomes major limitations associated with existing ap-
proaches related to the climatological mean, which is scenario dependent. Climate model
20
−60 −30 0 30 60−9
−8
−7
−6
−5
−4
−3
latitude
lo
g
φˆ
L
(a)
 
 
CCSM4
CESM1−CAM5
−60 −30 0 30 600
0.5
1
1.5
2
2.5
3
νˆ
L
(b)
−60 −30 0 30 600
0.05
0.1
0.15
0.2
0.25
αˆ
L
(c)
−60 −30 0 30 600
0.2
0.4
0.6
0.8
1
la
nd
(d)
Figure 6: Longitudinal parameter comparison at high resolution of CCSM4 and CESM1-
CAM5. With reference to (7), a plot of (a) log(φˆL), (b) νˆL, (c) αˆL and (d) ϕˆ1;L for different
latitudes is shown.
output shows a weaker temporal correlation than all three reanalysis data products, and the
sign of temporal dependence is reversed. For some latitudes, Reanalysis 1 shows considerably
different results with respect to the CMIP5 models and the other reanalyses. Reanalysis 2,
CFSR and the CMIP5 models instead have a similar structure, but the difference between re-
analyses is larger than the difference with the ensemble members, and this has been observed
for both annual and seasonal temperatures. This suggests that while different assimilation
algorithms could approximately reproduce the same climatological mean, they significantly
modify the spatio-temporal dependence of the observations.
The proposed methodology further shows interesting patterns of dependence across some
models developed by the same institution, although this is true almost exclusively for climate
models sharing the same native grid. This is an indication that models at different resolutions
do also display a different space-time behavior, although an alternative explanation could be
that the upscaling algorithm is significantly impacting on the space-time properties of the
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ESMs. While the CMIP5 provides a wide array of simulations for a variety of investigations
it is not, unfortunately, suitable to conclusively answer this question. Indeed, to explain if
the spatio-temporal structure changes are due to upscaling or to an actual change in the
physics of the model, an ensemble of runs from the same climate model at different nested
resolutions is needed.
The choice of analyzing and comparing different climate models based on the variability
across the climatological mean instead of the mean itself is a novel perspective in the context
of comparing climate models and, although proposed before, it was never implemented. The
methodology introduced here implies the definition of a space-time statistical model, and
consequently relies on some assumptions. The simplification of the complex climate model
output dynamics to a simple class of statistical models (uniformly in the ensemble and
reanalyses) is an assumption that allows to summarize the features of an ESM with a small
number of statistical parameters. While a statistical model hinges on assumptions such as
that of a stationary Gaussian process, which is not a perfect description of a climate model
output, it has been shown in this work how it can reveal some important differences among
ESMs, and among ESMs and Reanalysis.
Since the proposed approach does not compare temperature trends, a physical interpre-
tation of the results is more challenging compared to the existing literature, which compares
temperature fields of CMIP5 and Reanalysis, observational data, and CMIP3 (Liu et al.,
2012; Koichi et al., 2012; Xu et al., 2013; Yao et al., 2013; Ye-Won et al., 2014). Neverthe-
less, this metric is more flexible as it allows to estimate and compare the space-time structure
among climate models run under different scenarios.
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