I. INTRODUCTION
The programming code authorship attribution is the programmers de-anonymization from source codes fragments using coding style features of known authors. It means that programmers coding style or stylistic fingerprint property is preserved in the software compilation process. These features can be retrieved from source codes to de-anonymize The associate editor coordinating the review of this manuscript and approving it for publication was Luis Javier Garcia Villalba . the specific author using a set of known potential programmers with their coding samples. [1] , [2] .
The programmers de-anonymization has the amplifications for software privacy and security. The Research and Development (R&D) department of the White House stated that ''intelligent prevention might increase the cost of malicious cyber activities, lower their gains, and influence opponents'' [3] . The main tenet of software author identification is the software forensics that helps in adjudicating cases to dispute the real authorship and copyright. It is also VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ applied on malicious code to analyze the remnants left by an author/group and to uncover the source of the attack [4] . The source code authorship attribution mainly depends on the extracted features that an author generates in coding structure naming variables. It is used to allocate programmers to their source codes based on these structures. Further, it is a severe privacy risk for those programmers who want to remain anonymous, i.e., Open source projects or programmers from higher authorities. On the other side, code authorship attribution plays a significant role in software forensics activities and security analysis, especially for targeting malware authors. The malware authors write malicious software which can compromise the compilation process in computer system [5] . The code authorship attribution has many applications, such as in stylometry analysis [6] , software copyrights investigation [7] , software plagiarism detection [8] and software forensics [9] . The coding style patterns can be used to identify the specific author of source code. It can answer of the question, ''Which unknown document source code style exactly or approximately similar to the known authors style''. In academia, the vital application is software plagiarism detection in students programming assignments [10] . The software ownership is essential in terms of trade secrets safety, copyright breach and patent rights [11] . It is a big challenge to identify the real author using coding styles features and faces several barriers that can prevent malicious authors. First, it is a challenging task to attribute the author because of his continuously grows of education, programming expertise, and use of specific software engineering paradigms [12] . Second, the author may use a different coding style for different types of programming languages due to some constraints applied by the manager or tools. Third, generally automated tools are used to obfuscate the software, which prevents the recognition of source code style. Recently, several code authorship attribution techniques are proposed with key limitations [9] , [13] . (i) Mostly, the software features retrieved for identification of author are not valid to another type of language. For example, the technique used to extract features from C++ may not be applicable to Java or C#. (ii) The prior proposed work used for extracting authorship features is not useful for a large number of programmers. The prediction accuracy is decreased for a large set of programmers. (iii) Generally, the large set of features extracted from source codes are not exactly relevant for authorship identification activities. Further, it requires an extra method for mining and selection of relevant features [14] .
The main aim of the proposed approach is to identify the real authors of different types of source code. The features extraction can be designed in such a way that can be used for any programming language and does not follow any programming structure. The PDG is used to extract control flow and data variations features from source codes. Then, preprocessing techniques are used to break the PDG structural data in small instances and remove the noisy words [15] . Then, the TFIDF technique is used to weight each PDG feature for code authorship [16] . As different programmers may code in different lines of codes according to programming language syntax. It may result in the class imbalance problem. We used the SMOTE method to get balance classes from TFIDF corpus. Further, these features are used as input to the designed deep learning model [17] . The proposed research tries to respond to the following queries: 1) How to learn different types of source codes for authorship attribution and how to identify authors for different types of source codes? 2) How to use an algorithm in an efficient way for source code authorship attribution that are beyond the programming language specific? The proposed approach develops a learning procedure to efficiently generate PDG features from different programming codes. The main contributions of the proposed approach are:
• We extract PDG (data & control dependencies) features to analyze the control flow and data variation in source codes against each author of source codes, i.e. C++, Java, C#
• TFIDF weighting technique is configured to zoom the importance of each PDG feature • Source code authorship attribution in cross programming languages using PDG analysis and deep learning model The remaining paper is organized as follows: The section 2 contains the related work with state of the art discussions, the section 3 contains the proposed methodology, the experimental details are given in section 4 and section 5 includes the conclusion with future direction.
II. RELATED WORK
The SCAA extremely depends on extracted features from source codes. Every author has a unique coding style for programming, and there are some proposed techniques than can identify authors based on their styles. This type of domain is called stylometry [18] . Linguistic stylometry is widely used for security and privacy problems. It is applied to categorize unknown bloggers on large scale datasets to expose the privacy concerns [19] . The stylometry is also used in forensic departments to expose cyber-forums. It is more challenging to identify authors from a mixture of used languages with personal writing styles. The specific authors not only identified but their links with others or in the forums are also exposed in stylometry analysis [20] . The source code stylometry analysis can be used in source code authorship attribution and plagiarism detection. The simple byte level [21] and n-grams [22] features are used by machine learning to predict the real author of source code. The structural level features can be achieved from the Abstract Syntax Tree (AST) of source codes. The lexical information is merged with n-grams features to build up the developer profiles. Then, these profiles are used to identify 12 writers with an accuracy of 76% [23] . The genetic algorithm is combined with lexical features to classify 20 authors with an accuracy of 75% [24] . Similarly, the AST features are extracted from programming structures which are based on coding styles. These features are extracted to attribute authors with an accuracy of 94% for 1600 programmers using GCJ dataset [9] . The information retrieval technique for programming code authorship attribution is investigated for C source code. The C source codes, which includes 1,597 programming assignments, are converted into a proper retrieval system. The authors classification accuracy is 76.78% [25] . In [26] , the Source Code Author Profiles (SCAP) approach is used to extract coding styles features from byte-level n-grams. It is shown that the n-gram features also used for writing styles, and it is already used in natural language text analysis for identifying the author. Further, the idea is used for different sets of programming languages such as java or C++ and got better accuracy.
In [28] , presented two machine learning techniques to de-anonymize the source code authors. The first algorithm worked on supervised learning combined with Support Vector Machine (SVM), and the second method is based on clustering to merge the authors with the same programming styles. Further, they used the distance similarity metric to classify features relevant to each programmers style based on GCJ dataset. Recently, hackers leave malware on some websites. In [29] , the structural features are extracted using AST to predict the programming style of authors. Further, the n-grams features are extracted to identify JavaScript programmers over the web. The deep learning with Recurrent Neural Network (RNN) is combined with TFIDF feature to solve the multi-class problem of authors. The Random Forest (RF) is merged with the proposed approach to de-anonymize the author on large-scale dataset [30] . The proposed research gave 93.42% accuracy for 120 authors collected from GCJ dataset. The hybrid approach of Back Propagation (BP) neural network with Particle Swarm Optimization (PSO) is used to identify the specific author of source code. The lexical information of source codes is used as input to the proposed hybrid approach. The method is investigated on 3,022 java files which include 40 authors and got an accuracy of 91.060% [31] . Many extracted features are not related to the authors coding style, which affects the accuracy. The Onion approach for Binary Authorship (OBA) attribution which works on different layers, i.e., preprocessing, syntax and semantic-based attribution analysis [32] .
Stylometry plays an important role in malware attribution. It captures the coding styles patterns from source codes. It is the hot demanding area that will need automatic packer and encryption detection with binary segment analysis. It is a vital issue to uncover the hidden descriptions for malware samples. Currently, the researchers mainly focus on dynamic analysis rather than static due to the widespread use of obfuscation techniques. The [33] research described different static features of malware that can offer reliable relationships between executable malware binary programmed by the same writer. Some of these features are relevant to the malware i.e., control and command arrangement and data filtration techniques. In [34] , both static and dynamic analysis of malware samples is analyzed for authorship features. The genetic property is analyzed during the reverse engineering process to get essential information about the executable program. Then, the ancestry information of malware is evaluated in the transformation phase. The lineages of malware described the malware samples derivations among each other.
III. PROPOSED METHODOLOGY: PROGRAM DEPENDENCY GRAPH WITH DEEP LEARNING
We designed a hybrid approach based on PDG and deep learning model for identification of source codes authors as shown in Figure 1 .
A. PROGRAM DEPENDENCE GRAPH (PDG)
The PDG is a graphical representation of source code. Programming expressions, variables, conditions and method calls can be represented in vertices. The edges show program and control dependencies among vertices in a graph. The PDG graph G is generated using four elements for a procedure P, i.e. G = (V, E, µ, δ)
• V is a set of vertices contain in a P • E ⊆ V×V is a set of edges contain data or control dependencies among V
• µ: V → S function defines the assigned types to program vertices, i.e. variables, statements, condition, method calls
• δ: E → T function defines the assigned dependency type to edges, i.e. data or control dependency The data dependency edge E can be generated between v 1 , and v 2 , if there is variable var which effect the execution of a program.
• v 1 may be passed to var directly or indirectly using pointers
• v 2 may execute the given value of var using pointers So, by changing var value may effect the execution of a source code with different output. PDG data dependency feature may be used to catch such type of source code plagiarisms. Further, control dependency shows the internal logic flow of source code.
• Control dependency edge may be generated from v 1 to v 2 , if there is a truth condition which controls the execution of v 1 from v 2 . First, we extract PDG (data & control) features from different programming codes, i.e. C++, Java, C#, as shown in Figure 4 . These are high quality features which may extract the data variations and control flow features. It represents that how data flows between different statements and, how control transfers among different statements. These are significant features which may show the hidden patterns of different programming codes.
B. PREPROCESSING
To identify authors that which programmer has written which code? We used preprocessing techniques to transform PDG features into small instances without noisy data. It breaks the PDG into tokens and then, calculate the frequency of each token. The preprocessing steps include cleaning, instances, selection, transformation. The data cleaning method is used to remove unwanted data such as special symbol, numbers, stop words, punctuations. We do not need such noisy information in source codes features classification. Then, the transformation procedure is used to decompose source codes into useful features. The stemming, stop words, and frequency parameters are used to extract valuable features in the transformation phase. Stemming is used to reduce a group of words into its root forms. Frequency information indicates the number of occurrence of each element in different source codes [35] .
C. TFIDF FEATURES' WEIGHTING
The preprocessed PDG features contain cleaned information with frequencies details. To get better classification accuracy, we need to convert PDG instances into weighting features. These are used to zoom the importance of each feature in a single document as well as across multiple documents. The local and global weighting techniques are used to retrieve the weights of each feature. For example,if we are comparing three documents of source codes, C++, Java, C#. Here, local weight extracts the significance of each feature contained in one single document, i.e., C++ or Java or C#. But, global weight capture the significance of each feature across all documents. These features are useful to score and rank each feature for each programming style. This process provides a direction to a classifier that which features are more valuable for accurate predictions. These stylistic features are further used to predict a unique author. We used TFIDF feature for global weight and Logarithm of Term Frequency (LogTF) for local weight [38] , [39] . The term frequency is the number of occurrence of each token as shown in (1) .
where tf denotes term frequency, d denotes each single document. The inverse document frequency is given in (2) .
where t represents term, d represents single document, D represents all documents and N represents all documents. Mathematically TFIDF is define as in (3)
where t represents term, f represents frequency, d represents each single document and D represents all collection of documents contained in the corpus.
D. SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE (SMOTE)
Oversampling can give better accuracy as compared to undersampling with class imbalance problem. The SMOTE technique can provide better results in dealing with class minority problem. It synthetics new minority class samples based on the similarity with original minor class samples [37] , [40] . SMOTE works in following steps: 1) Calculates k-nearest neighbor value for each minority class x i ∈ S min using Euclidean distance. 2) Choose a random closest neighbor x j in a group of knearest neighbor of x i 3) Now, new sample is produced on the basis of (4)
where δ ∈ [0,1] is random factor which controls the placement of newly generated samples. We face the class imbalance problem while training features. The dataset contains a different number of c++, java, and C# classes. Secondly, each programmer may type a different number of lines of codes. Deep learning algorithm has trouble in learning when one class dominates the other. It greatly affects the classification accuracy. We use SMOTE method for oversampling minority classes to overcome the class imbalance problem.
E. DEEP LEARNING MODEL
The TensorFlow is an open-source library which is significant for diverse applications of deep learning programming tasks. It is a severe need in the research industry to experience with machine and deep learning algorithms online. The user can configure different hidden layers using TensorFlow library.
To programmed high-level computations, train the dataset, track and shared the state of each operation with mutations details. The queue feature is used to compute the corresponding tensor asynchronously. The function of the queue feature is just like multi-threading process. It can run the operations in a parallel manner to speed up the operation [17] , [36] , [40] . We designed deep PDGDL methodology to identify corresponding authors for each type of source code. The deep learning model can be trained using high-level Keras API. It is easy to configure to extend different modules and fast prototyping [41] . The normalized dataset with local and global weighting values are input to the deep learning algorithm. The TensorFlow preprocessed the normalized data to queue for the training phase as shown in Figure 2 .
The queue manages the multiple threads and the forward back process is used to organize and manage the training. It is the loop like the procedure to get the best-trained data using fine-tune configuration. It has a queue process which runs the features for the next phase in parallel like a procedure.
1) MODEL DESIGN
We have configured seven layers to train the features with 100, 80, 80, 60, 60, 40 neurons, respectively. The 7 th layer is configured for output variable, i.e., programmers. First is the input layer, then five are hidden layers, and last is the output layer. The Relu activation function is used in input and hidden layers. The softmax function is used for the target variable. The dropout layer is used to fine-tune the deep learning algorithm to remove the overfitting problem. There are 750 parameters trained on layer 1, 15100 parameters on layer 2, 5050, on layer 3 and 5049 on layer 4. Total 25,949 parameters are trained for the designed experiment. For better accuracy, the deep learning algorithm is optimized with fine-tune configuration in the context of drop out layer, activation and loss function, optimizer method, and learning error rate. The softmax activation function is also called softargmax or normalized exponential function, which is used in the output layer to handle multi-class problems [42] . It takes a vector of K real numbers and, transforms into the normalized probability distribution of K probabilities. The output is proportional to the input of K numbers. Some input may not be in proper distribution of numbers. Softmax is applied to convert K numbers in a range of [0,1]. It is often used in multiclass neural networks to convert the non-normalized output to a probability distribution over predicted classes. The standard softmax function σ : R K → R K , can be defined using (5) .
σ (z) i = e z i K j=1 e z j for i = 1, . . . , K and z = (z 1 , . , z K ) ∈ R K
We apply a standard exponential method for each instance of z i with input vector z. It normalizes the output value by dividing the sum of all these exponentials. The main goal of the training process is to learn enough about the dataset structure so that to make accurate predictions of unseen data. The rectifier (Relu) activation function is used for the output variable for better understanding and deep neural network [43] . It is also called the Rectifier Linear Unit (ReLU). Mathematically, it is defined as the positive part of its argument as shown in (6) .
where x represents the input to the corresponding neurons, this is also known as a ramp function whose graph behaves like a ramp based on unary real numbers. Now, It is the most VOLUME 7, 2019 popular activation function for deep neural networks. The entropy function is applied to identify loss of each instant to accumulate the deep learning functionalities. It takes tensor as input and marks tensor with a similar profile as output.
2) MODEL TRAINING
Training is the next stage of a deep learning algorithm in which model gradually optimized and learned the given dataset. The main goal of training is to learn enough about the structure of the dataset. It enables the model to make accurate predictions for unseen corpus. The optimization and loss functions may contribute well to train the designed model. The Adam optimizer, which is also recognized as a stochastic descent gradient, is applied to compile and optimize the deep learning model. It practices the iterative technique to update the network weights. It computes the distinct adaptive learning rates for each constraint in the deep learning network [44] , [45] . The decaying means of pas squared gradients are shown in (7) and (8).
where m t and v t are the predictable means of the first and second instant gradients respectively. The g signifies particular gradient for every instant. It stabilizes these preferences by calculating bias-corrected first and second instant estimations using (9) and (10).
The loss and accuracy functions are used to predict class probabilities. The target values are one-hot encoded, so the loss is the best when the model output is very close to 1 for the right category and very close to 0 for other categories. We used categorical loss function and mathematically it is defined in 11.
Loss
where M is the number of predicted classes, c is the correct classification for observations o and p is the predicted probability for observations o in class c. Algorithm 1 shows the implementation of the proposed methodology.
IV. EXPERIMENTS
The programming code authorship attribution is a critical task which is used to uncover the hidden patterns from source codes and predict features from coding styles.
A. DATASET
The GCJ is a programming competition hosted and administered by Google every year. Thousands of programmers around the globe participate in this activity. consists of a set of algorithmic problems which must be solved in a fixed amount of time. Each programmer may use any type of programming language to solve the given problems. The dataset is collected from GCJ, which contains 1000 programmers' source codes in three different programming languages, i.e., C++, Java, C#. We took source code data from the 2017 year's corpus. The amount of data required for training the source code features, as shown in Figure 3 . The source code types are given on x-axis, and their percentile distribution is given on the y-axis. There is a total of 1000 programmers analyzed in the experiment in which 53.96435% contributed by C++, 32.36987% contributed by Java and 13.66578% by C#. In the right y-axis, the cumulative frequency for each source code is given.
B. EVALUATION METRICS
The proposed methodology is evaluated on mostly used metrics, i.e., precision, recall, f-measure, and accuracy, are calculated to evaluate the designed approach. The numbers of True Positives (TPs) and False Positive (FPs) represent the number of source code samples classified as false and true, respectively. Similarly, the number of True Negatives (TNs) and False Negatives (FNs) represent the number of source code samples classified as false and true, respectively. The overall classification performance is evaluated using the accuracy metric, which is equal to the sum of correctly classified instances divided by the total number of instances. The evaluation metrics are presented as follows in equations 12, 13, 14, and 15.
C. RESULTS ANALYSIS Initially, we have raw source codes which contain unimportant noisy data.We extracted PDG (data & control) features from source codes, i.e. C++, Java, C# as shown in Figure 4 . A PDG example is shown for source code, i.e., find a maximum between two numbers. The data & control dependencies for C++, Java and C# are presented in (a), (b), (c), (d), (e), (f), respectively. We are only interested in capturing the control flow and, data variation in source codes. Source code may be changed to different programming structure, i.e., code to different programming code, rename a method or variable, change the conditional statement, etc. PDG may retrieve high-quality features from different programming codes to catch such types of plagiarisms. Next, preprocessing techniques are used to get numerical values from PDG features to use for classification. The data is normalized in order to apply further experiment, as shown in Table 1 . The dataset contains a total of 5 variables in which four variables as input and 5 th is the target variable. The minimum, maximum, mean, and median of each variable after normalization are calculated. The V1, V2, V3, and V4 represent the programming questions 1,2,3 and 4, respectively. Each programmer has attempted four different programming questions. The Qu (quadrant) represents the data distribution for each variable. The V1 has minimum and maximum values are more than other programming variables. The TFIDF weighting feature is used to present the importance of each PDG feature, as shown in Figure 5 . The green, black, and red dots are showing the C++, Java, C# data variables, respectively. The green dots are more than black dots and black more than red. So, C++ is a dominant class over the other two class, i.e., Java, C#. Similarly, the Java class is dominant over C# class. Due to this reason, we face the class imbalance problem during training features of each class. SMOTE technique is applied to solve the class imbalance problem, as shown in Figure 6 . The same colors present for each class. It converts the weighting values into different features with balanced synthetic observations of each class. As we see the data of each class is quite visible after applying SMOTE. Black dots are approaching green dots which means that the Java class is balanced to C++ class. Similarly, red dots are also more visible than before.
The SMOTE features are used as input to the deep learning model for better accuracy. The dynamic graph for accuracy without SMOTE fine-tune configuration is shown in Figure 7 . Classification accuracy, the epoch is given on y-axis and x-axis, respectively. The blue curve shows train data, and the orange curve shows test data using 1000 epochs. Both curves start from 0.68 and, then grows to 0.78. After that, it behaves more or less constant on each epoch. As there is a miss classification because of imbalance class problem so the overall accuracy 78%. Similarly, dynamic loss without fine-tune configuration and SMOTE is shown in Figure 8 . The orange curve shows test data, and the blue curve shows train data with 1000 epochs. Both curves start at 0.65 and, then decrease to 0.40. After that, more or less going constant towards x-axis. The overall loss is 40%. We got bad results, due to class imbalance, overfitting and miss classification problems. Further, we resolve class imbalance, overfitting, and miss classification problems with SMOTE and finetune configuration. Fine-tune configuration includes dropout layer, number of neurons, and learning error rate. The dropout layer is configured with each dense layer using ReLu activation function. It is used to ignore some unites in the training phase that produces the overfitting problem. It improves generalization and forces the layer to learn the same concept with different neurons. After applying these settings, the dynamic accuracy in Figure 9 . Both curves start from 0.70 and then, jump to 0.97 value on 100 epoch. After that, it grows more to 0.99, and then more or less goes constant. We got better results after applying such high-quality methods. The overall accuracy of the fine-tuned model is 99% which is quite high than before. The dynamic graph of loss values for training and testing data after SMOTE and fine-tune configuration is shown in Figure 10 . The overall loss value is 0.028 which is also very less than before.
The precision, recall, and F measure curves for source code authorship attribution are shown in Figure 11 . The performance metrics are given vertically while classes of source codes are shown horizontally. Moreover, the proposed approach is evaluated based on the confusion matrix before SMOTE, as shown in Figure 12 . The classification and miss classifications rates for C++, Java, and C# are shown in percentages. As we see, C# has 64% classification rate, which is lowest as compared to Java and C++. Similarly, Java has 72% classification rate, which is lower than C++. It is due to class imbalance ratio among these three used classes. For example, C++ has the highest classification rate because it has the highest number of classes. Classifier learns the highest class features more than others during training. As a result, it affects the overall classification accuracy. Confusion matrix with smote and fine-tune configuration, as shown in Figure 13 . The proposed model learned the highest class more in training as compared to the lowest classes. We used SMOTE and fine-tune configuration to solve the class balance and miss classification problems, as shown in Figure 12(b) . These methods boost classification rates and accuracy. C++, Java, C# have 100%, Java 98% and 98% classification rates, respectively.
D. DISCUSSIONS
The proposed work is compared with the existing related research, as shown in Table 2 . In [27] , the author used the SVM technique to predict programmers in C++ source codes. First, the dataset contained 20 programmers with an accuracy of 77% and then 100 programmers with an accuracy of 61%. It gave an idea that when the number of programmers increased then, SVM decreased its accuracy. Similarly, [9] , the author used two techniques (SVM, Random Forest) for C++ source codes. The SVM technique gave an accuracy 90% for 20 programmers for C++ source code. Further, the Random Forest predicted 100 programmers with an accuracy of 96%. All these states of the art techniques tested on the same type of source codes i.e., C++ with a different number of programmers. We have collected dataset from GCJ for 1000 programmers with C++, Java, and C# source codes. We have investigated our dataset on the state of art techniques and also with our proposed deep learning approach. The SVM contributed 64%, Random Forest gave 68%, J48 gave 73% while our proposed research gave 99% of accuracy. Our dataset contains three different types of source codes, but still, the proposed research outperforms. Further, the proposed approach is compared with other works based on precision, recall, f-measure metrics, as shown in Table 3 . We used the same dataset with C++, Java, and C# classes for previous algorithms to extensively investigate these metrics. The RF, SVM, KNN, J48, CNN, and MLP are used in comparisons. Multilayer Perceptron (MLP) provides good results for precision and f-measure but, slightly lower for recall. CNN has good, and SVM provides the lowest precision, recall, and f-measures values as compared to others. Our proposed approach outperforms among all used algorithms in terms of these metrics.
V. CONCLUSION
Every Programmer may type the same source code in a different coding style, i.e., control logic flow, different names for variables or methods. We need an intelligent way that can filter such type of fingerprints. The PDG features may be used to extract hidden patterns regarding control flow logic and data variations in different programming codes. These PDG features are further used as input to the deep learning model to capture coding styles for identification of programmers. We designed TensorFlow framework using Keras API to predict authors of different types of source codes. The source codes contain a massive amount of raw data that are not important for high-quality features. We extract PDG (control & data) dependencies for C++, Java, and C# source codes. These high quality features further preprocessed using stemming, stop words, minimum and maximum global fre-quencies parameters to transform into useful features' matrix. It is a decomposed matrix which contains features from each type of source codes with frequencies details. Further, the term local and global weighting techniques are used to show the importance of each PDG feature. The logarithm term frequency is used for local weighting and TFIDF for global weighting values. It computes the weighting values for all PDG features, which are further fed to the deep learning model. First, the experiment is tested without finetuning configuration and smote with 1000 epochs. Then, finetune setup and smote methods are applied to solve the class imbalance and overfitting issues and to get better accuracy. The number of neurons in each hidden layer, dropout layer, learning error rate, and loss function parameters is designed to fine-tune the deep learning model. The proposed research is compared with other states of the art methods in terms of classification accuracy, precision, recall, and f-measure values. The experimental results show that the proposed approach is outperformed for identification of the real author of source code. The findings of our detailed analysis could:
• Help to improve algorithms such as automatic authorship attribution as well as plagiarism detection.
• Assist forensic experts or linguists to create profiles of writers.
• Support intelligence applications to analyze aggressive and threatening messages.
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