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Abstrat
We present a omparison of the servie disiplines in real-time queueing
systems (the ustomers have a deadline before whih they should enter
the servie booth). We state that giving priority to ustomers having
an early deadline minimizes the average stationary lateness. We show
this result by omparing adequate random vetors with the Shur-Convex
majorization ordering.
keywords : Queues with deadline; Earliest Deadline First; Stohasti ompari-
son; Shur-onvex ordering.
1 Introdution
In real-time queuing theory, eah ustomer entering the queueing system is not
only identied by his arrival time and servie duration but also by a deadline.
In other words, a given ustomer has a given period of time (his patiene, i.e.,
the remaining time before his deadline) during whih he should enter the servie
booth. This patiene then dereases at unit rate as time goes on. If the deadline
is reahed before the ustomer ould enter servie, the ustomer is either lost
and the deadline is said hard, or he is kept in the waiting line and the deadline
is said soft. Hereafter we draw a omparison of the servie disiplines in the
soft deadline ase. The performane metris we fous on is the lateness of the
ustomers with respet to their deadlines.
In both deterministi and random environments, it appears that the Earliest-
Deadline-First (EDF for short) disipline, whih onsists in giving priority to
the ustomers having the nearest deadline, is optimal. It is the more feasible in
the stati ase (see [4℄): if some preemptive disipline an serve the ustomers
of a given senario without any lateness, then preemptive EDF also does. It has
been shown independently in [6℄ and [10℄ that preemptive EDF is also optimal
for job loss in the hard deadline ontext. More reently, [11℄ have proved that
the soft preemptive EDF minimizes the lateness and tardiness of all the tasks
∗
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in the system at a given time. In the hard deadline ontext and when random-
ness is assumed, non-preemptive EDF ensures the smallest loss for the strong
stohasti ordering (see [9℄) and the least failure probability, i.e. it minimizes
the stationary probability of being lost before servie ([8℄). It is shown in [2℄ that
EDF also minimizes stohastially the number of lost ustomers among preemp-
tive disiplines. In the soft deadline ase, non-preemptive EDF also minimizes
the largest lateness among all the ustomers in the system at a given time (or
at a given nite set of times), for the strong stohasti ordering (see [11℄).
In this paper, we onsider the soft deadline ase, and state that non-preemptive
EDF also minimizes the mean stationary lateness of the ustomers. Our main
result (Theorem 1) is in fat more general, and establishes that the more the
sheduler gives priority to ustomers who are lose to their deadline, the small-
est the mean expetation (in the Palm sense) of any onvex funtion of the
stationary lateness. The main mathematial tool used in the proof is the Shur-
Convex omparison of random vetors in the Palm spae of the arrival proess.
This framework is onvenient for the omparison of servie disiplines in other
ases: the optimality of the SRPT disipline for the residual servie vetor (see
[5℄) and that of FIFO for the waiting time (see e.g. [3℄) have been shown in that
sense.
This paper is organized as follows. In setion 2 we reall the main proper-
ties of the Shur-Convex majorization ordering. In setion 3 we make preise
the denitions, assumptions and notation on the G/GI/1 queueing station we
onsider. In setion 4 we state and prove our main result. We onlude this
paper with some omments in setion 5.
2 The majorization ordering on R
n
Let us reall the denition and main properties of the majorization partial semi-
ordering on the Eulidian spae R
n
. Let Γ (1, ..., n) denote the set of permutation
of {1, ..., n} and for any vetor X = (X1, X2, ..., Xn) and any γ ∈ Γ (1, ..., n),
denote Xγ :=
(
Xγ(1), Xγ(2), ..., Xγ(n)
)
. A funtion F from Rn to some spae
S is said symmetri whenever F (X) = F (Xγ) for any X ∈ R
n
and any γ ∈
Γ (1, ..., n). The fully ordered version of any X ∈ Rn is Xα suh that Xα(i) ≤
Xα(j) for any 1 ≤ i < j ≤ n. We say that γ ∈ Γ (1, ..., n) is a reordering
permutation of X ∈ Rn if X is not fully ordered and γ(i) = j and γ(j) = i for
some i < j suh that Xi > Xj .
Let X, Y ∈ Rn and α, β ∈ Γ (1, ..., n). Denote Xα and Yβ the fully ordered
versions of X and Y , respetively. Then we say that X ≺ Y if


n∑
i=1
Xi =
n∑
i=1
Yi,
n∑
i=k
Xα(i) ≤
n∑
i=k
Yβ(i), k = 2, ..., n.
The properties of ≺ are thoroughly presented in [1℄ and [7℄. Let us quote the
following ones, whih will be used in the sequel.
X ≺ Y ⇐⇒ −X ≺ −Y, (1)
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where e.g. −X denotes the vetor whose oordinates are the opposite of that of
X ,
X ≺ Y ⇐⇒ F (X) ≤ F (Y ) for any onvex symmetri real funtion F. (2)
For any fully ordered Z ∈ Rn and any γ that reorders X ,
Xγ − Z ≺ X − Z (3)
(see for instane [3℄, Lemma 4.1.1 p.266).
3 The queue with smooth deadlines
Let (Ω,F ,P, θt) be a probability spae furnished with a bijetive ow (θt)t∈R,
under whih P is stationary and ergodi. Consider a single-server queueing
station with innite buer, fed by a G/GI input: the arrival proess (Nt)t∈R of
points ... < T−1 < T0 ≤ 0 < T1 < T2 < ... is ompatible with (θt)t∈R and hene
its inrements, or interarrivals ξn := Tn+1−Tn, n ∈ Z form a stationary ergodi
sequene of random variables (r.v. for short). The generi interarrival ξ is
assumed to be integrable. We denote for all n ∈ Z, Cn the n-th ustomer in the
order of arrivals (i.e. entered at time Tn) and σn, the servie duration requested
by Cn. We assume furthermore that a smooth deadline Dn is assigned to the
ustomer Cn, before whih he should begin his servie. The initial patiene
of Cn (i.e. the time before his deadline) is hene given by Pn := Dn − Tn.
The sequenes {σn}n∈Z and {Pn}n∈Z are sequenes of marks of (Nt)t∈R. Under
these settings one an dene the Palm spae
(
Ω,F ,P0, θ
)
of (Nt)t∈R, whih is
suh that P
0 [T0 = 0] = 1 and where θ := θT1 is a bijetive stationary ergodi
disrete ow. In partiular, {σn}n∈Z and {Pn}n∈Z are stationary in that P
0
-.a.s,
σn = σ0 ◦ θ
n
and Pn = P0 ◦ θ
n
, n ∈ Z. We assume furthermore that {σn}n∈Z
is i.i.d., independent of (Nt)t∈R and {Pn}n∈Z, and that the r.v. σ := σ0 and
P := P0 are integrable. The deadlines are soft, thus any ustomer agrees to wait
in the system as long as his servie is not ompleted, even though he passed
his deadline. Therefore the system is onservative (any entered ustomer is
eventually served), and Loynes' stability ondition for suh a system,
E
0 [σ] /E0 [ξ] < 1,
is assumed to hold. We denote byWn, the waiting time of Cn (the time he must
wait before entering servie), and Bn = Tn+Wn the instant in whih Cn begins
his servie. At any time t ≥ Tn, the residual patiene (i.e. the remaining time
before the deadline) of Cn at time t is given by Rn(t) = Dn − t. The residual
patiene of Cn at the time he begins his servie thus reads Rn := Rn (Bn).
Hene the lateness (if any) of Cn with respet to his deadline is given by
Ln = (Rn)
−
:= −min (Rn, 0) .
Let Φ and Ψ denote two admissible non-preemptive servie disipline, i.e.
two poliies followed by the server when hoosing the ustomer to serve, depend-
ing only on the state of the system at this instant (not on the already served
ustomers, nor on the future ustomers to enter). We reall, that a disipline is
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said non-preemptive when the server always ompletes an initiated servie even
when a priority ustomer enters the system in the meanwhile. The ompliane
of the servie disipline with respet to the real-time onstraint is haraterized
as follows. We write Φ ≪ Ψ, whenever Φ always hooses a ustomer having a
deadline earlier (and maybe already passed!) than that of the ustomer ho-
sen by Ψ, in the ase where both ustomers are present in the system and the
servie booth is free (i.e. at this instant t, if Φ hooses Ci and Ψ hooses Cj ,
then Ri(t) ≤ Rj(t)). In partiular the Earliest Deadline First (EDF) servie
disipline always gives priority to the ustomer having the earliest deadline, and
the Latest Deadline First (LDF) one gives priority to the ustomer having the
latest deadline. Then, by denition
EDF ≪ Φ ≪ LDF for any admissible disipline Φ.
4 Comparison of servie disiplines
Let us emphasize for a given system the dependene on the servie disipline by
adding when neessary the supersript
Φ
whenever the servie disipline is Φ.
Sine the stability ondition is assumed to hold, their exists a stationary (i.e.
ompatible with θ) waiting time WΦ under disipline Φ. Hene there exists
a stationary residual patiene when entering servie and a stationary lateness,
whih are respetively given by
RΦ := P −WΦ
and
LΦ =
(
RΦ
)−
.
We now state our main result.
Theorem 1 For any onvex funtion g : R→ R,
E
0
[
g
(
RΦ
)]
≤ E0
[
g
(
RΨ
)]
whenever Φ≪ Ψ. (4)
Proof. Let us assume that ustomer C0 nds an empty queue upon arrival.
We denote for any k ≥ 0, φ(k) (resp. ψ(k)) the rank, in the inreasing order
of deadlines, of the k-th ustomer served under Φ (resp. Ψ). Let for any
j ≥ 0, Cα(j) be the j-th ustomer in the inreasing order of deadlines (i.e.
Dα(i) ≤ Dα(j) for i < j), and for all n ≥ 0, γ(n) be suh that the n-th ustomer
served by Ψ is the γ(n)-th ustomer served by Φ. Sine for all k ≥ 0, Cφ◦α(k)
(resp. Cψ◦α(k)) is the k-th ustomer served under Φ (resp. Ψ), we have
γ = α ◦ ψ ◦ φ−1 ◦ α−1.
Let N and Nγ be the ounting measures representing respetively the original
double-marked input point proess, and the input point proess when the servie
times of the ustomers are rearranged following γ, i.e.
N :=
∑
n≥0
δTn,σn,Pn ,
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Nγ :=
∑
n≥0
δTn,σγ(n),Pn .
Then, it is easily seen that
N and Nγ have the same distribution (5)
(this is the "interhange argument" for the G/GI input, see [3℄, p.267). We
add when neessary a supersript
N
(resp.
Nγ
) whenever the input is N (resp.
Nγ). Let Tτ be the rst time in whih a ustomer enters an empty queue when
starting with an empty queue just before time T0. Note, that sine the system
is onservative, Tτ does not depend on the servie disipline, nor on the order
of servies. We have for any n ≤ τ − 1
BN
γ ,Φ
α(n) =
φ−1(n)−1∑
i=1
σγ◦α◦φ(i) =
φ−1(n)−1∑
i=1
σα◦ψ◦φ−1◦α−1◦α◦φ(i)
=
φ−1(n)−1∑
i=1
σα◦ψ(i) = B
N,Ψ
γ◦α(n),
that is the instant in whih ustomer Cγ◦α(n) begins his servie under Ψ. Thus
we have
RN
γ ,Φ
α = D
Nγ
α −B
Nγ ,Φ
α = D
Nγ
α −B
N,Ψ
γ◦α = D
N
α −B
N,Ψ
γ◦α . (6)
Let us moreover remark that
Lemma 1 γ is a omposition of reordering permutations of BN,Ψα .
Proof of Lemma 1. The rst integer n, if any, suh that γ(α(n)) 6= α(n) is suh
that at the α(n)-th end of servie under Ψ (whih is as well the α(n)-th end
of servie under Φ sine γ(k) = k for k = 0, ..., α(n) − 1), there are in both
systems (under Φ and Ψ) two ustomers, say Ci1 and Ci2 suh that Di1 < Di2 ,
whereas the server takes are of Ci1 under Φ and of Ci2 under Ψ. In other
words, denoting for l = 1, 2, jl = α
−1(il), we have B
N,Ψ
α(j2)
< BN,Ψ
α(j1)
whereas
i2 = α(j2) > α(j1) = i1. Now, sine Φ gives priority to Ci1 over Ci2 , we have
φ−1(j1) < φ
−1(j2). Hene from the denition of ψ,
BN,Ψ
γ◦α(j1)
= BN,Ψ
α◦ψ◦φ−1(j1)
< BN,Ψ
α◦ψ◦φ−1(j2)
= BN,Ψ
γ◦α(j2)
.
Thus the permutation γ1 interhanging i and j reorders B
N,Ψ
α , and γ reads
γ = γp ◦ ... ◦ γ1, where the γi are suh permutations.
It is thus a onsequene of Lemma 1, together with (3) and (1) that
DNα −B
N,Φ
γ◦α ≺ D
N
α −B
N,Ψ
α = R
N,Ψ
α ,
that is with (6),
RN
γ ,Φ
α ≺ R
N,Ψ
α .
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Hene from (2), for any onvex symmetri F : Rτ → R,
F
(
RN
γ ,Φ
α
)
≤ F
(
RN,Ψα
)
and in partiular for all onvex funtion g : R→ R,
τ−1∑
i=1
g
(
RN
γ ,Φ
α(i)
)
≤
τ−1∑
i=1
g
(
RN,Ψ
α(i)
)
.
Finally, taking expetations in this last inequaliy and in view of (5),
E
[
τ−1∑
i=1
g
(
RN,Φi
)]
= E
[
τ−1∑
i=1
g
(
RN,Φ
α(i)
)]
≤ E
[
τ−1∑
i=1
g
(
RN,Ψ
α(i)
)]
= E
[
τ−1∑
i=1
g
(
RN,Ψi
)]
.
This leads to (4) using the yle formula of Palm probability.
Sine g(x) := x− is a onvex funtion, we have
Corollary 1 The mean lateness is minimized by EDF and maximized by LDF,
i.e. for any admissible disipline Φ,
E
0 [LEDF] ≤ E0
[
LΦ
]
≤ E0 [LLDF] .
5 Comments
Let us rst emphasize the dierenes between our results and that of [11℄, The-
orem 4 p.229. Corollary 1 states in partiular that in the steady state, the
lateness an arriving ustomer will undergo is (in average) minimized by EDF
among all non-preemptive disiplines. Theorem 4 of [11℄ shows a omplemen-
tary, but not diretly related result: for a given N and a given set of instants
t1 < t2 < ... < tN , any inreasing funtion (for the oordinatewise ordering)
of the random vetor (Z(t1), Z(t2), ...., Z(tN )) is stohastially minimized by
EDF, denoting for all t ≥ 0, Q(t) the number of ustomers in the systems at t
and Z(t) = max
Q(t)
i=1 (−Ri(t)) . In partiular, this implies that for any t ≥ 0, the
maximal lateness (termed tardiness in [11℄) among the ustomers in the system
at t is stohastially minimized by EDF. The performane metris there is the
maximal lateness rather than the average lateness, as it is the ase in our study.
On another hand, remark that Corollary 1 is onsistant with the optimal-
ity of the FIFO servie disipline for the average waiting time (see e.g. [3℄,
Property 4.1.3 p. 266), in the ase where the initial patiene of the ustomers
is deterministi (say Pn = p, P
0
-a.s.). Then, EDF redues to FIFO (the rst
ustomer in the system has the earliest deadline), and the waiting time vetor
on a busy yle readsW = p−R, where p := (p, p..., p). Hene the Shur onvex
minimality of W FIFO amounts to that of RFIFO, i.e. REDF.
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