An essential result in the study of a continuous linear transformation of a Banach space into itself is the specification of the lattice of proper closed subspaces of the Banach space which are invariant under the transformation. For certain classes of transformations the results which have been obtained in this direction may be regarded as complete, for example, for self-adjoint transformations in Hubert space. The invariant subspaces for certain isometries in Hubert space have been found by Beurling [2] whose results have been extended to unitary transformations by the author [3] . In general, however, little is known; in fact, it is not yet known that an arbitrary continuous linear transformation in Hubert space has nontrivial closed invariant subspaces. A theorem of von Neumann guarantees that a completely continuous transformation in Hubert space has such subspaces, while more recent work of Aronszajn and Smith [1] establishes the same result for any Banach space. For completely continuous transformations which contain only the point 0 in the spectrum (the quasi-nilpotent transformations), spectral theory can provide no information concerning the invariant subspaces, and the application of the result of Aronszajn and Smith only assures the existence of a nested sequence of closed invariant subspaces. Such a lattice of invariant subspaces is considerably simpler in structure than that usually encountered in spectral theory. It is the purpose of this note to show that more cannot be obtained, and that this very simple lattice does in fact occur. The three examples which follow illustrate this fact; the fourth example shows that not every completely continuous quasi-nilpotent transformation has such a lattice of invariant subspaces. EXAMPLE We may also write (/, g)= Σ αA=---where Let V be the transformation defined by Vf(z)=zf(zl2); V is completely continuous and quasi-nilpotent. Let ^ί n be the subspace of Sίf composed of functions f(z) which have a zero of order I> n at the origin; it is evident that these subspaces satisfy the relation ^/ζ +1 C^C and that they are closed and invariant under V. It will be shown that these are the only nontrivial closed invariant subspaces. For the proof, it is enough to consider an element / of c%f for which /(0)τ^0 and to show that the sequence V n f(n^>0) spans Sίf. We may suppose /(0)=l and write
it is sufficient to show that the sequence h n spans the space. For this purpose, consider the linear transformation T defined by T(z n )=h n {z); it is easy to establish the continuity of Γ, and it will now be shown that T has a continuous inverse, thereby establishing the completeness of h n . Note first that the second term is in ^%, hence the first term is, and since h 0 is not in that subspace it follows that a o =O; from an inductive argument it then follows that all a n =0, as desired.
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EXAMPLE 2. Let F* be the adjoint of the transformation F described above. The invariant subspaces for F* are the orthogonal complements of the invariant subspaces for F, and form an increasing sequence of finite-dimensional subspaces. Clearly F* is completely continuous and quasi-nilpotent. EXAMPLE 
If f(t) is a function integrable on the interval 0<Lt <I1 let Sf be the indefinite integral
The operator S is the Volterra integral operator and is completely continuous and quasi-nilpotent when considered as a transformation from L p into itself for 1 <1 p < oo, or when considered on the space For the proof, the result is first established for the continuous function space. Let f(t) be continuous on the interval 0 <I t <J 1 and define /=0 outside that interval to obtain a function defined throughout the axis. If Y(t) is the Heaviside function equal to 1 on the positive half-axis and vanishing on the negative half-axis, then for all x in the unit interval
Sf(x)=(Y*f)(x)
where * denotes convolution. Similarly, the iterates of S applied to / are given for 0 <I x <1 1 by where Y n+1 (t) vanishes on the left half-axis and equals t n jn\ on the right. Let μ be a measure on the unit interval orthogonal to all S n f; the equation may be written (Y n *f*μ)(0) = 0 where μ, the reflection of μ through the origin, is given by μ(t) = μ( -t). From the associativity of convolution, then, (F w *(/* /0)(0) = 0 whence it follows that the continuous function/*/? is orthogonal to Y n (t)=Y n ( -t) for all ^^0. Accordingly f*μ vanishes on the left half-axis. A theorem, the most general version of which is due to J. Lions [4] asserts that for any two distributions on R n with compact support, the convex hull of the support of the convolution is the vectorial sum of the convex hulls of the supports of the factors. Thus if the convex hull of the support of μ is the interval (c, d) and the convex hull of the support of / is (a, b) it follows that the interval (a -d, b -c) is the convex hull of the support of/*/?, whence d<La. Thus the only measures orthogonal to S n f, n^>0 are measures orthogonal to the subspace ^C and the closed linear span of that sequence is .^C, unless α=0, in which case the closed linear span will be the whole space if /(0)τ^0. Thus any proper invariant subspace for S in c df is a union of spaces of type ^// s and is therefore a space of that type itself.
For the spaces L p the same result follows from the observation that the range of S is contained in r έ?. T is completely continuous and quasi-nilpotent. Following the methods of the previous example it is not difficult to construct a class of subsets of the square corresponding to a class of invariant subspaces. Obviously the linear subspaces so obtained are not linearly ordered under inclusion; moreover these are not all of the invariant subspaces since the subspace consisting of functions which depend only on the product xy is also a closed invariant subspace for T.
