Freight Activity Chain Generation Using Complex Networks of Connectivity  by Joubert, Johan W. & Meintjes, Sumarie
 Transportation Research Procedia  12 ( 2016 )  425 – 435 
2352-1465 © 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the organising committee of the 9th International Conference on City Logistics
doi: 10.1016/j.trpro.2016.02.078 
Available online at www.sciencedirect.com
ScienceDirect
The 9th International Conference on City Logistics, Tenerife, Canary Islands (Spain), 17-19 June 
2015 
Freight activity chain generation using complex networks of 
connectivity 
Johan W. Joubert, Sumarie Meintjes* 
aCentre of Transport Development, University of Pretoria, Pretoria, 0002, South Africa 
Abstract 
Freight vehicle movement can be captured using activity chains, which capture the freight related activities both spatially and 
temporally. This is an advancement over origin-destination matrices, since freight vehicles are studied at a disaggregate level. 
Digicore Fleet Management has provided GPS data of over 40,000 freight vehicles travelling in South Africa over a six month 
period, from which freight activity chains can be extracted. The first contribution of this paper is to generate synthetic freight 
activity chains using a complex network that captures the connectivity between firms where freight activities take place, and 
therefore also captures some aspect of the behaviour of the vehicles. The complex network is built with the activity chains of 
60% randomly selected freight vehicles, called the training set. 10 synthetic populations are generated using this complex 
network, each representing a 10% sample of the total freight population in South Africa. As a second contribution, we use the 
observed activity chains of the remaining 40% of vehicles, called the test set, to compare to the synthesised activity chains . The 
results indicate that the complex network approach of generating synthetic populations correctly estimates the fraction of activity 
chains for different chain lengths. The chain start times of the synthetic populations are generally similar to that of the observed 
activity chains, except for some underestimation during the morning peak hours. Vehicle kilometres travelled are only slightly 
overestimated in the synthetic activity chains. This complex network approach to generating synthetic freight populations is 
novel, and the results indicate that the synthetic populations generated are an accurate representation of South Africa's freight 
population. 
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1. Introduction 
Freight vehicles perform activities that are critical to the health of the economy (Joubert & Axhausen, 2011). 
Fierce competition between suppliers and increasingly complex supply chains have forced companies to adapt their 
logistical requirements, resulting in complex freight movements: some companies choose consolidated shipments 
with other suppliers to decrease their transport costs; others may choose to ship smaller shipments more frequently; 
while some implement milk-runs and prevent empty truckloads on returning trips. 
Customers want their products at a specific time and place, while companies wish to meet their requirements in 
the least-cost way. Therefore freight movements are derived from the demand for freight-related activities (such as 
pick-ups and deliveries), which is one of the important elements of activity-based theory (Bowman & Ben-Akiva, 
2001). Other important elements are that activities are performed at different locations over time, and that the agents 
performing the activities usually return to a home base (depot) after completing the day’s activities. Freight vehicles 
comply with these three elements; therefore we can model freight movements as activity-based models. 
One way of capturing freight activities in detail, which is an advancement over origin-destination flows, is by 
using activity chains: it represents the sequence of all the activities that a freight vehicle performed, starting and 
ending with a depot-like activity, with pick-ups and deliveries along the way. Joubert and Axhausen (2011) 
extracted freight activity chains from raw GPS data provided by Digicore Fleet Management. The data reported on 
the activities of 41,712 freight vehicles travelling in South Africa over a six-month period. Each freight vehicle’s 
movements can be described by multiple activity chains over the six-month period, each starting and ending with a 
depot stop: these were termed major activities, and were identified as any activity lasting longer than 5 hours. All 
activities that occur between the start and end major activities were assumed to be pick-ups and deliveries performed 
by the freight vehicle, and these were termed minor activities. All minor activities have a duration of less than 5 
hours. For both major and minor activities, the coordinates and start and end times are recorded. 
Commercial activities are often based on long-term contracts and agreements between firms, and the 
relationships between them are reinforced every time freight vehicles move between them. Therefore the 
commercial needs of firms induce travel, and the satisfaction of the needs can be captured as a complex network of 
freight movements. The same principle has been applied to individuals: Carrasco et al. (2008) and Arentze and 
Timmermans (2008) both use social networks to illustrate how social interactions induces the need for people to 
travel. 
Joubert and Axhausen (2013) assumed that freight movements between firms indicated connectivity between 
them, and consequently built a complex network of connectivity from the freight activity chains. The complex 
network is a graph representation, ܩሺܸǡ ܧሻ , containing the facilities (where freight vehicles stop to perform 
activities) as a set of vertices, ܸ, and the freight movements between facilities as a set of edges, ܧ. Weights are 
associated with the edges, representing the frequency of freight movements, and therefore the connectivity, between 
firms. Using this complex network representation, we can determine which facilities are highly connected (these 
have many edges connected to them), and how strong these connections are (higher edge weights indicate more 
freight movements and stronger relationships). Since the edges are directed (in the direction of freight vehicle 
movement), the direction of connectivity can also be determined. 
The contribution of this paper is twofold. Firstly, we will generate synthetic freight activity chains by sampling 
freight movements from this complex network of connectivity. Freight transportation modelling has lagged behind 
that of private vehicle modelling, and therefore we also see a lack of literature on the generation of synthetic freight 
populations, with a few exceptions, such as Farooq et al. (2013), Joubert and van Heerden (2013) and van Heerden 
and Joubert (2014). The purpose of generating synthetic populations are to capture the behaviour and demographics 
of a population for modelling purposes, without revealing any personal information. Although combinatorial 
optimisation is often used to generate synthetic populations of individuals, seminal work by Beckman et al. (1996), 
which introduced the iterative proportional fitting (IPF) procedure to generate synthetic populations of individuals 
and households, has since been used in numerous studies. These two techniques are employed using aggregate data, 
usually from a public use micro sample (PUMS) that is made available for research purposes. Each simulated agent 
then needs a travel plan assigned to it, for which travel diaries are often used. The demographics of respondents in 
the travel surveys are matched to the demographics of agents in the synthetic population, and travel plans are 
assigned to agents who have similar characteristics and live in the same area. 
The second contribution is to compare the synthetic freight activity chains to the observed activity chains using 
the distributions of the number of activities per chain. To capture the variability involved in the generation of a 
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synthetic population, 10 populations will be generated. To reduce the bias in this step, we will not use 100% of the 
GPS data to generate the synthetic populations. Rather, we will split the data into two subsets: the training set, which 
will consist of the activity chains of 60% randomly selected freight vehicles; and the test set, which will contain the 
remaining 40%. These subsets are based on machine learning principles, where the training set is used to build the 
model (in our case, the complex network from which synthetic activity chains are generated), and the test set is used 
to test the results obtained from the training set (in our case, comparing the observed activity chains to the synthetic 
activity chains). The comparisons will be done for a 10% sample of the national freight population of South Africa. 
What is the value to the City Logistics audience? Both Fourie (2009) and Gao et al. (2010) showed that agent-
based models are better at predicting travel time, especially for the non-motorway detailed portions of vehicle trips. 
So when using (improved) activity chains in agent-based models, we improve the decision support capability of 
evaluating City Logistic initiatives. 
This paper is structured as follows. In Section 2 we describe the steps followed to build a complex network from 
freight activity chains, and how to generate synthetic activity chains from this complex network. We compare the 
synthetic activity chains to the true activity chains in Section 3, and conclude the paper in Section 4, where some 
recommendations for future work are made. 
2. Methodology 
The first step is to generate a complex network of connectivity using the raw GPS data, from which synthetic 
freight activity chains will be generated. 
2.1. Building the complex network 
GPS data are noisy and can be inaccurate: when two freight vehicles stop at the same facility to perform an 
activity, each will have a unique GPS location. A high density of activities will therefore occur at or near facilities 
where activities are frequently performed. We are interested in the more frequent facility locations, because these 
have a greater logistics impact (Joubert & Axhausen, 2013). 
We argue that a facility does not have to be confined to the four walls of a firm: firms can be grouped into 
facilities based on function or location. For example, all freight activities at a small shopping centre can be grouped 
into one facility. Individually, the small shops at such a shopping centre do not have a large logistics impact because 
they receive/make deliveries once every few weeks. However, by aggregating the freight activities of all these shops, 
the shopping centre itself becomes an interesting facility. This is an example of grouping firms into a facility by 
location. Facilities may also form based on function: a large retailer may receive deliveries from large suppliers 
through their back door, while smaller suppliers may deliver goods through the front door. These two types of 
deliveries will often differ from each other, representing suppliers of different sizes and deliveries of different 
volumes. Therefore the front- and back-door can be modelled as two separate facilities. Another example is a 
manufacturing plant where there are dedicated shipping and receiving bays. These are often separate in 
manufacturing plants, and high densities of shipping and receiving activities will be performed at the respective bays. 
Even though all shipping and receiving activities are performed at the same plant, the bays can be modelled as 
separate facilities, each with their own function. 
To identify frequent facility locations is easier said than done. Joubert and Axhausen (2011) made use of a 
density-based clustering algorithm, which groups the GPS points (activities) into clusters. Two input clustering 
parameters, which determine the minimum number of activities that need to be performed within a given radius 
from each other to be considered a cluster, control which activities are included in clusters. Different combinations 
of clustering parameters can result in clusters of different shapes and sizes: if only one activity is needed in a 1 
metre radius to form a cluster, all activities will be included in a cluster, and the clusters will be very small (many 
will consist only of one point); if 50 activities have to be performed within a 1 metre radius, very few clusters will 
be identified, because it is highly unlikely for freight vehicles to stop within a 1 metre radius more than 50 times to 
perform their activities; if 5 activities need to lie within a 100 metre radius, many of the activities will form part of a 
cluster. However, these clusters will be very large, and may not be accurately associated with a firm or group of 
firms; it may possibly span multiple shopping centres close to each other, and may also cross roads. None of these 
combinations of clustering parameters results in clusters that can intuitively be associated with firms where freight 
activities are performed. The choice of clustering parameters is extremely important for analyses later on: complex 
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network theory provides a vast number of metrics that can be used to study the connectivity of actors (firms) in the 
network. We want to identify vertices as best we can so that later analyses will prove useful for firms that are visited 
by the freight vehicles.  
Joubert and Axhausen (2013) chose the clustering parameters by testing a variety of clustering parameter values 
on 10 sample areas in the Nelson Mandela Bay Metropole, in the Eastern Cape province, South Africa. Based on the 
underlying land-use and visual inspection, they calculated a penalty score for each combination of clustering 
parameters in all 10 study areas: the lower the score, the more visually accurate the clusters appear. The penalty 
scores are a metric for visual accuracy, measuring how well the clusters compare to what experts define as a gold 
standard. Visual accuracy of clusters is therefore subject to the opinion of the experts analysing the clusters. 
Visually accurate clusters intuitively make sense to the human eye: it does not group the activities at two firms on 
opposite sides of a road, but may possibly group the activities at neighbouring shops at a shopping centre. Based on 
Joubert and Axhausen’s expert opinion, clustering parameter combination, J = (H, pmin) = (30,15) was identified as 
the combination that results in visually accurate clusters. This means that, for a group of points to be included in the 
complex network as a facility (vertex), a minimum of 15 points had to lie within a 30 metre radius of each other. 
Joubert and Meintjes (n.d.) argue that the visual accuracy of the clusters should not be the only deciding factor 
when choosing clustering parameters. Network completeness (the percentage of activities that are included in the 
complex network as vertices) and the computational complexity of building the complex network both need to be 
considered when choosing the clustering parameters. They performed multi-objective optimisation and determined 
that a much different clustering parameter combination, J = (H, pmin) = (1,2), maximises the completeness and 
minimise the computational complexity. 
The combination (30, 15) often merges multiple firms into single large clusters (facilities), while the 
combination (1, 2) splits single firms into many smaller clusters. These two extremes had to be reconciled, therefore 
another iteration of multi-objective optimisation was done, this time trading off completeness with visual accuracy. 
To collect visual accuracy data for this round of optimisation, the same gold standard approach was followed 
(Joubert & Axhausen, 2013). Ten new study areas were identified in the Nelson Mandela Bay Metropole in the 
Eastern Cape province, South Africa. For each study area, all clustering combinations containing radii H  E = 
{1,5,10,15,20,25,30,35,40} and minimum point thresholds pmin  = {1,5,10,15,20,25}, the penalty scores were 
calculated. This resulted in 6 x 9 x 10 = 540 penalty scores, 10 scores for each combination. This was aggregated 
into one score per combination by taking the average weighted sum of scores for each combination, resulting in 54 
penalty scores. 
The completeness data were collected by determining, for each clustering parameter combination, the percentage 
of activities that were (1) associated with a cluster, and (2) the percentage of these included in the complex network. 
First we determined how many activities were associated with a cluster. Each cluster was given a facility ID, and all 
activities in the cluster were identified by that facility ID. Secondly, only freight movements that occur between two 
interesting facilities (i.e. those that both have a facility ID), should be included in the complex network. These 
freight movements are identified by considering activities sequentially: if two subsequent activities in an activity 
chains both had a facility ID, it had to be included in the complex network as two vertices with a directed edge 
between them. If these vertices had not yet existed in the complex network, they were created, and a directed edge 
was created between them. If these facilities already existed and had a directed edge between them, the weight of the 
edge was incremented by one. The percentage completeness was determined for each combination of clustering 
parameters, resulting in ͸ ൈ ͻ ൌ ͷͶ completeness values. 
The efficient frontier for visual accuracy and completeness can be seen in Fig. 1. Two points, (10, 10) and (20, 
20), lie on the efficient frontier. However, at the time of performing the analyses, the efficient frontier contained the 
combination (15, 15), which now lies slightly below (10, 10). We used (15, 15) for this study, but will use 
combination (10, 10) or (20, 20) in future studies. We are confident that the resulting complex network contains 
activities that are accurately associated with facilities, and we can use this complex network to generate synthetic 
populations to use in activity-based, and later also agent-based, models. 
To ensure that the synthetic populations mimic the behaviour of the observed activity chains, we built additional 
intelligence into the complex network. All vertices have path-dependent logic (which is discussed in the next 
subsection), and each source vertex has start time and number of activity knowledge embedded into it. 
 
 



















Fig. 1. The efficient frontier when visual accuracy of the clusters and completeness of the complex network are traded-off against each other. The 
efficient frontier is limited to two points. 
All facilities that occur as the first major activity in an activity chain (source vertex) has two distributions 
associated with it: a start time distribution, which represents the likelihood of a chain starting in a particular hour, 
given that it starts at this source vertex; and an activity distribution, which represents the likelihood of a chain, 
which starts at this source vertex, to have a specific number of activities. This allows us to sample a chain start time 
and number of activities per chain from a unique distribution specifically linked to the freight behaviour that occurs 
at this facility. 
2.2. Generating the synthetic populations 
An important aspect of synthetic population generation is to capture the actual population’s behaviour and size. 
The behaviour of the population is captured in the complex network: it represents how freight vehicles connect 
facilities over time. Therefore if we extract synthetic freight activity chains from the complex network, we are 
bound to capture some aspect of the behaviour of the actual population. 
The complex network has path dependent logic built into it, which captures the likelihood of a freight vehicle 
travelling to a next facility, given the location of its origin. This logic is also used to generate the synthetic activity 
chains, as the next example illustrates. 
A long haul freight vehicle travelling from Gauteng to Cape Town (1,400 kilometres) is likely to stop overnight 
at a small town, Colesberg, approximately halfway between Gauteng and Cape Town. This behaviour is considered 
when extracting the synthetic activity chains from the complex network. We start generating a synthetic activity 
chain by randomly selecting a start vertex in the complex network, i.e. one that appears as the first major activity in 
an activity chain. Suppose this activity is located in Gauteng. All edges connected to this vertex have a direction and 
weight associated with it, indicating the direction of freight movement, and the frequency thereof. The next activity 
in the synthetic activity chain is randomly selected by considering the weights of all outgoing edges: the higher the 
weight of the outgoing edge, the higher the probability of it being selected as the next trip in the activity chain. 
Suppose the vertex connected to the selected edge is located in Colesberg. From what we know about freight vehicle 
behaviour in South Africa, we can assume that the freight vehicle is on its way to Cape Town, and is making a stop 
at Colesberg. When choosing the next activity in the activity chain, the model considers the current location of the 
freight vehicle (Colesberg), and where it came from (Gauteng). Taking into account the outgoing edge weights 
connected to the current vertex, and the previous activity of the freight vehicle, the model will choose the next 
activity to be in Cape Town. The model continues in this fashion until it reaches a stop vertex, i.e. one that  





















Fig. 2. The number of activity chains that start on each of the 92 normal days in the data set. The mean is shown with a dashed line and is used to 
estimate the average number of freight vehicles that are travelling in South Africa on a normal day. 
appears as the last major activity in an activity chain.  
For each vehicle in the population, the model generates a synthetic activity chain using the path-dependent logic 
described. Each vehicle is assigned only one activity chain that starts on a normal day. A normal day is defined by 
the South African National Road Agency Limited (SANRAL) for each year based on their specification and 
guidelines for traffic counts, and is defined as a day ‘on which traffic is relatively stable, unaffected by events such 
as traffic accidents, road closures, construction, inclement weather, special sporting events and during school terms’. 
These exclude public holidays, school holidays, and known/planned extreme events. There are 92 normal days in the 
Digicore data set, which spans from 1 January 2009 to 30 June 2009. The number of activity chains that start on 
these normal days are shown in Fig. 2. There is a pattern in this figure, and it was determined that the highest peaks 
in the pattern correspond to chains that start on a Tuesday, and the lower points in the pattern correspond to chains 
that usually start on a Thursday or Friday. Therefore the number of activity chains that start on a normal day are 
highest at the beginning of the week, and taper off until it reaches a minimum at the end of the week. 
We want to generate synthetic populations that is a 10% sample of the national freight population in South 
Africa, but first we need to determine the size of the total population. We start by calculating the percentage of 
freight vehicles that travel on South Africa’s roads on any given normal day. There are 41,712 freight vehicles in the 
Digicore data set, of which an average of 31,260 chains start on a normal day (shown by the dashed line in Fig. 2). 
Therefore we can assume that approximately 
ଷଵǡଶ଺଴
ସଵǡ଻ଵଶ ൈ ͳͲͲ ൎ ͹ͷΨ of the total freight population are on the road on 
a normal day. 
In March 2014 in South Africa, there were 352,906 trucks (heavy load vehicles with gross vehicle mass (GVM) 
> 3,500 kilograms) and 2,254,105 light delivery vehicles (panel vans and other light load vehicles with GVM ≤ 
3,500 kilograms) registered on the Electronic National Administration Traffic Information System (eNaTIS) of 
South Africa (eNaTIS, 2014). Of the light delivery vehicles (LDVs), we assume that 60% are used for commercial 
purposes. Therefore we calculate the total freight population of South Africa to be 352,906 + 0.6 x 2,254,105 = 
1,705,369 in March 2014. However, only 1,705,369 x 75% = 1,277,917 freight vehicles are expected to travel in 
South Africa on a normal day. 
Each synthetic population is a 10% sample of the total freight population in South Africa, resulting in 1,277,917 
x 0.1 = 127,792 synthetic activity chains per population. 
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When building the path-dependent complex network, all vertices where an activity was the first in the chain was 
noted. Accordingly, we sampled the first activity by considering all those vertices in the network that appeared at the 
start, and weighted each vertex by its out-degree. That is, the number of outgoing connections to subsequent vertices. 
For each starting vertex, we also sampled the start time (hour of day) and the number of activities per chain. The 
biased sampling of next vertices then iteratively repeated until the desired chain length is achieved. A mechanism of 
back-tracking was employed to ensure a chain did not reach a ‘dead-end’ at a vertex where the chain can only 
terminate, yet subsequent vertices were still required. 
3. Results and discussion 
The synthetic populations (which were generated from the complex network built from the training set) were 
compared to the observed activity chains (test set) according to four categories: 
 
1. The number of minor activities per chain. 
2. Chain start times, which are aggregated into the hour of the day in which the start time falls. 
3. The vehicle kilometres travelled. 
4. The geographic analysis, which captures whether a vehicle performed its activities in one or more study areas. 
 
For both the test and training sets, distributions are used to illustrate the spread of the data. The test set box plots 
illustrate the spread of activity chain characteristics across the 92 normal days in the data set, since it is possible for 
one vehicle to have many activity chains (each chain can start on a different normal day). The training set illustrates 
the distribution of activity chain characteristics across the 10 synthetic populations, and each population’s values are 
shown individually with coloured circles. 
3.1. The number of activities per chain 
This analysis focuses on the number of minor activities per chain. Some chains may have no minor activities, and 
therefore only two major activities. We refer to these chains as relocations, where a freight vehicle simply relocated 
from one facility to another, without performing any minor activities on the way. We use the 99th percentile (72 
minor activities) as a cut-off point for the figures in this analysis, since very few activity chains have more than 72 
activities. 
The comparison can be seen in Fig. 3. The test and training set data follow the same trend: majority of the 
activity chains only have one activity, and the fraction of activity chains with more than 3 activities gradually 
decrease. The training set overestimates the fraction of activity chains with only one activity, but correctly estimates 
the remaining values. 
We expected much variation between the synthetic populations, hence the choice to generate more than one 
synthetic population. The training set box plots shows that there is in fact little variation between synthetic 
populations in terms of the number of activities per chain. 
3.2. Chain start times 
The chain start time is the hour of the day when a freight vehicle leaves its depot to perform its activities (i.e. the 
end time of the first major activity in the activity chain). Twenty-four start times exist, with the 0th hour starting at 
midnight, and lasting 00:00 a.m. - 00:59 a.m. The 1st hour lasts from 01:00 a.m. - 01:59 a.m., the 2nd hour from 
02:00 a.m. - 02:59 a.m. etc. Fig. 4 shows that there is a peak in the number of activity chains that start early morning 
(from the 5th to the 8th hour), for both the observed activity chains (test set) and the synthetic populations (training 
set). However, the number of synthetic activity chains that start in the 5th, 6th and 7th hours are underestimated, while 
the number of synthetic activity chains that start in the 8th hour is overestimated. 
The number of synthetic chains that start in the 9th to 13th hours are slightly overestimated, while the number of 
synthetic chains that start in the remaining hours are generally similar to that of the observed activity chains in the 
test set. 
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 Fig. 3. The distribution of the number of minor activities per chain in the test and training sets. 
 
Fig. 4. The distribution of the chain start times for the test and training sets.  
3.3. Vehicle kilometres travelled 
The coordinates of each activity in the activity chains are known, and we use these to estimate the total 
kilometres travelled (VKT) by each vehicle. Vehicle kilometres travelled is calculated by adding the distance 
between all consecutive activities in a vehicle’s activity chain. The straight line distance between the two activities, 
multiplied by 1.3, is assumed to be the distance travelled by the vehicle between those two activities. 
Fig. 5 shows the distribution of the VKT for both the test and training sets. The VKT in the synthetic populations 
in the test set are only slightly overestimated, and follow a similar trend to the true activity chains in the test set. 
This analysis allowed us to estimate how far the actual and synthetic vehicles travelled, and in the next 
subsection our focus will be on where the activities were performed. 
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 Fig. 5. The distribution of the vehicle kilometres travelled for the test and training sets. 
3.4. Geographic analysis 
Freight vehicles can be classified geographically: long haul vehicles will travel long distances to perform 
activities in different regions, whereas other freight vehicles may be confined to one region. Since we are 
particularly interested in urban areas, given the City Logistics nature of this conference, we focus on a number of 
key urban metropolitan areas. To make this classification in our data, we focussed on three regions in South Africa: 
Gauteng, Cape Town, and eThekwini. If we declare a binary variable, ݔ௜ ൌ ͳ if an activity in a vehicle’s activity 
chain was performed in area ݅ א ܫ ൌ ሼSouth Africa, Gauteng, eThekwini, Cape Town}, 0 otherwise. We end up with 
nine area combinations that represent the areas in which a vehicle has performed its activities, shown in Table 1. 
There are some vehicles that performed activities outside of South Africa (a1), while some perform their activities in 
South Africa, but not in any of the three study areas (a2). Freight vehicles can perform their activities in only one of 
the study areas (a3 - a5), or in a combination of the three study areas (a6 - a9). Only one activity needs to be 
performed in an area, ݅, for that vehicle to have ݔ௜ ൌ ͳǤ 
We follow the same procedure for both the test and training sets: iterate through all the activity chains to 
determine the area combinations. We start with ݔ௜ ൌ Ͳ׊݅ א ܫ for each activity chain and first check if the activity is 
located in South Africa. The binary variable is changed accordingly, and if it is located in South Africa, we 
iteratively check if the activity was performed in any of the three study areas. 
The area combination splits for the test and training sets are shown in Fig. 6. Even though there were some 
observed activity chains outside of South Africa (a1), no synthetic chains followed this behaviour. The highest 
number of chains were performed in South Africa, but not in any of the three study areas (a2), which is true for both 
the test and training sets (although that of the training set are underestimated). The number of synthetic chains 
performed in eThekwini (a3), Cape Town (a4) and Gauteng (a5) are slightly overestimated. There were no synthetic 
long haul vehicles that travel between Gauteng and Cape Town (a6) or between eThekwini and Cape Town (a7), 
similar to the observed activity chains, and the number of synthetic activity chains in all three regions (a9) are 
overestimated. 
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Table 1. Area combinations in which a chain’s activities can be performed. 
Area combination a1 a2 a3 a4 a5 a6 a7 a8 a9 
South Africa 0 1 1 1 1 1 1 1 1 
Gauteng 0 0 0 0 1 1 0 1 1 
eThekwini 0 0 1 0 0 0 1 1 1 
Cape Town 0 0 0 1 0 1 1 0 1 
4.  Conclusion 
In this paper a method of generating synthetic freight populations using a complex network was proposed. It was 
generally found that the start times of the synthetic activity chains followed the same distribution as the observed 
activity chains, albeit sometimes underestimated. The number of activities in the activity chains of the synthetic 
populations correspond to that of the observed activity chains. The complex network approach of generating 
synthetic freight populations is indeed a novel approach, and can be used in simulation models to accurately 
















Fig. 6. The distribution of area combinations. 
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