This report summarizes the work completed during FY2007 and FY2008 for the LDRD project "Hybrid Plasma Modeling". The goal of this project was to develop hybrid methods to model plasmas across the non-continuum-to-continuum collisionality spectrum. The primary methodology to span these regimes was to couple a kinetic method (e.g., Particle-In-Cell) in the non-continuum regions to a continuum PDE-based method (e.g., finite differences) in continuum regions. The interface between the two would be adjusted dynamically based on statistical sampling of the kinetic results. Although originally a three-year project, it became clear during the second year (FY2008) that there were not sufficient resources to complete the project and it was terminated mid-year. 4 5
TABLES

INTRODUCTION
There are numerous plasma applications that include both non-continuum and continuum phenomena that must be resolved. For example, vacuum arc initiation evolves from a high vacuum non-continuum state to one in which there are mixed areas of high and low collisionality, potentially varying by neutral and charged species within the plasma. The goal of this project was to develop a methodology for spanning the non-continuum-to-continuum spectrum as it varies over time, space, and species.
The following sections will describe the proposed methodology (section 2), some intermediate results (section 3), and progress in developing a needed statistical test (section 4).
We assume the reader has some familiarity with general Particle-In-Cell (PIC) [1] , [2] , Direct Simulation Monte Carlo (DSMC) [3] , and PDE solution methods. Although we make explicit reference to finite difference methods (FDMs), we believe there are benefits to using finite element or finite volume methods (FEMs or FVMs) of various pedigrees.
SUMMARY OF HYBRID METHODOLOGY
We refer to "hybrid" methods as those that couple a non-continuum kinetic description to a continuum bulk one. Typically, particle-based methods (PIC, DSMC) are used for the former and mesh-based PDE methods (FDM, FEM, FVM) for the latter. Although there are some coupled particle-PDE methods used for plasma simulation [4] , [5] , the particle-PDE methods in the neutral gas community are more mature. Current hybrid methods in the neutral gas community [6] assume a default continuum description and employ methods to identify regions that should be treated as non-continuum. In contrast, our methodology assumes a noncontinuum description and employs methods to identify regions that should be treated as continuum. The former methods are appropriate for systems that contain small regions of noncontinuum physics which, ideally, do not influence the macroscopic continuum region. For example, the non-continuum region may be limited to a boundary layer, with negligible influence on the macroscopic continuum flow outside the boundary layer. In contrast, the mental picture of the applications we are interested in, primarily vacuum arc discharge, are initially noncontinuum (vacuum) everywhere, and grow regions of higher and higher collisionality over time. These regions of higher collisionality become continuum; however, they are surrounded by regions of non-continuum (or boundary) and the coupling between the two is strong in both directions. The goals of our methodology are to:
1. Identify regions modeled with a non-continuum description that are collisional enough to be modeled with a continuum method, 2. Develop methods to switch from a continuum description to a non-continuum description, 3. Develop a methodology to account for circumstances where a region with a continuum description can revert back to non-continuum, and 4. Couple the mass, momentum, energy, and charge across the continuum-to-noncontinuum interface.
The overall algorithm must of course be stable, and ideally, efficient. In particular, it should be more efficient than performing a purely particle-based simulation.
Although we initially wanted to use discontinuous Galerkin finite element methods, we did not achieve this goal. In the work presented, and the intermediate methodology we implemented for the LDRD, we used finite difference methods. Whether an actual "element" in a finite element method, or the rectangles/cubes within a finite difference method, we refer to the enclosed area containing particles as a "cell".
We developed almost all the methodology in the context of neutral gas flow. A primary difficulty in developing these models for plasmas is to handle the charge density distribution. We planned ways to handle this, but did not progress far enough to implement and test any of them.
Finally, we specifically do not employ methods that try to identify regions of the domain with a continuum model that should be modeled with a non-continuum description -an approach employed by the neutral gas hybrid method community. Instead, our methodology makes this assessment unnecessary.
What is "collisional enough"?
To address goal (1) we need a method to assess when a set of particles within a cell is "collisional enough" to be considered continuum. We equate this to identifying when a set of particles' discrete velocities appear to come from a drifted Maxwellian distribution. That is, there is an isotropic Gaussian-distributed fluctuation in velocities about some mean flow rate. We perform this identification by applying a statistical test. The remaining details of the statistical testing are presented in section 4 -it is one of the primary tasks we addressed during the LDRD.
Switching from continuum to non-continuum
Switching a cell's description from continuum to non-continuum is straightforward. Given a macroscopic cell species density, ρ, species mean velocity, v, and species temperature, T, we sample n particles from the drifted Maxwellian distribution,
where v i is the velocity of the i th particle, i = 1, …, n, k is the Boltzmann constant, m is the mass of the particle being introduced, and N(µ, σ) represents a normal distribution with mean µ and standard deviation σ. Particle locations are chosen to be uniformly distributed within the cell.
The number of particles created, n, is chosen to conserve mass,
where Ω is the volume of the cell in question, x     is the largest integer smaller than x (the "floor" operator), and U[a,b] represents a random variable from the uniform distribution with endpoints a and b.
Switching from non-continuum to continuum
Switching a cell's description from non-continuum to continuum is even simpler than the reverse. The macroscopic values of density, velocity, and temperature are found by taking ensemble averages over all particles within the cell,
where the sums are over all particles within the cell.
Cell switching algorithm
As stated earlier, we wish to simulate a gas or plasma that transitions from a vacuum condition to one that is collisional enough in one or more species in one or more spatial regions to warrant switching the model description to a continuum one (for those species in those locations). For this discussion, we presume we have a working statistical test (as described in section 4).
Each cell has a designation, by species, for two pieces of information: (a) the current model description type (continuum or non-continuum), and (b) whether the velocity distribution can be described as Maxwellian (i.e., is, or is convertible to, a continuum description). Because we assume all cells described with a continuum model can in fact be described with one (e.g., we are not assessing when a continuum description should be switched to a non-continuum one), we have a total of three possibilities for each cell and species: NC-NC: A non-continuum description and non-continuum collisionality.
NC-C:
A non-continuum description and continuum collisionality. C:
A continuum description and continuum collisionality.
Our methodology will enclose regions of type C with regions of type NC-C. Surrounding a continuum region with cells that have continuum characteristics, but have non-continuum descriptions, will allow us to match quantities at the boundary in a more stable way. We disallow, by construction, the possibility of a cell with a continuum description being adjacent to a cell with non-continuum collisionality. The cost incurred is managing a potentially high number of NC-C cells; these are cells that are being modeled with a non-continuum description (e.g., DSMC particles) but are in fact collisional enough to be modeled with continuum methods if considered in isolation. However, it is expected that this region scales as one dimension smaller than the general problem description (i.e., it will be a surface for a three-dimensional simulation), and so the cost should not be prohibitive.
Given an additional constraint that a cell will be considered NC-C instead of NC-NC only if it satisfies our statistical test over some test period of time builds confidence that we can take timeaveraged ensemble averages of particle moments and consider them bona fide macroscopic descriptions of that cell's state. For example, we only consider a mean particle velocity useful to a macroscopic continuum boundary matching process if that cell has been considered continuum for some time.
We only allow a cell to convert from type NC-C to type C if all of its neighbors are NC-C or C, and possibly all of its neighbors' neighbors (and so on). The connectivity distance is expected to be a parameter within the method: requiring larger patches around the candidate cell to be NC-C or C should lead to a more robust, yet more expensive, overall algorithm.
An NC-C cell can easily become NC-NC (a failure of the statistical test, say). We rely on this to drive cells of type C to cells of type NC-C via a neighbor distance requirement similar to the one for switching an NC-C cell to a C cell. That is, if some neighbor within a prescribed distance switches from NC-C to NC-NC, then this C cell becomes an NC-C cell (and the continuum model description is replaced with a non-continuum one). In reality, this latter neighbor distance should be smaller than the prior one to avoid "cell model thrashing", where some set of cells oscillate rapidly between types NC-C and C due to stochastic "noise" at the NC-NC/NC-C interface further away.
To summarize the switching possibilities: 
Boundary conditions
We provide dual descriptions to at least the first layer of C cells at the NC-C/C interface. These are re-seeded each timestep with a non-continuum description according to the continuum macroscopic quantities, to act as a boundary to the adjacent NC-C cells. This allows particles to pass between non-continuum cells where we care about the non-continuum description (NC-C cells); we do not need to implement specialized boundary conditions for the non-continuum description cells. If a particle leaves this dual non-continuum cell into an adjacent continuum cell, we simply throw it away. Particles from the NC-C cell should not transit the entire adjacent C cell (with non-continuum dual description) because of kinetic method time step constraints (e.g., for DSMC, a particle should only be capable of moving approximately 1/3 of a cell in one timestep). Larger patches of dual cells can be used to relax the constraint of re-seeding every timestep.
Although this dual-description method satisfies boundary condition requirements for the noncontinuum method, we have not yet described how to supply boundary conditions for the continuum one. Because we require some region of NC-C cells around the C cells, we derive a macroscopic boundary condition from the NC-C cells. The underlying mass, velocity, and temperature calculations may be quite noisy and require time-averaging and possibly spatial smoothing as well. However, as previously discussed, we can control the quality of the NC-C data by placing stronger requirements on the NC-C designation vs. the NC-NC one (e.g., must pass the statistical test for multiple timesteps).
Full algorithm description
To summarize the algorithm:
for each timestep: for each NC-* cell: compute collisionality statistical test set the cell type to be NC-NC or NC-C according to the test for each NC-C cell:
compute the minimum connectivity distance to an NC-NC cell if distance > neighbor connectivity distance for NC-C to C switching: switch cell from non-continuum to continuum description for each C cell:
compute the minimum connectivity distance to an NC-NC cell if distance < neighbor connectivity distance for C to NC-C switching: switch cell from continuum to non-continuum description re-seed set of boundary C cells with non-continuum description advance non-continuum method derive boundary conditions for the C region from the adjacent NC-C cells advance continuum method Note that we have avoided explicitly stating what non-continuum or continuum methods are employed. It is expected that the above algorithm would be compatible with all, or most, combinations. Some simplifications can be gained by using one or another method. For example, a finite element method can use the derived boundary conditions at the nodes and surfaces at the C/NC-C interface. Similarly, a finite difference method may use ghost cells that are in the adjacent NC-C region.
RESULTS
One-dimensional static boundary results
We constructed a one-dimensional test case to couple a non-continuum DSMC description to a continuum FDM description. The one-dimensional domain was static -we were unable to achieve enough progress to implement the dynamic switching methods, as described in section 2.4, although we did use the interface coupling strategies described in section 2.5.
The DSMC solution technique was the basic unmodified DSMC method. The only additional step in its solution method was to re-seed the adjacent continuum cells with particles. The FDM method was a standard MacCormack scheme with optional artificial viscosity.
Two test problems were investigated. The first was to open one end of a one-dimensional domain containing air (at 1 atm and 300 K) to vacuum and track the resulting rarefaction wave as it travelled through both model descriptions (non-continuum DSMC and continuum FDM). The other was to track a Mach 4 impulse through a one-dimensional domain containing air at the same conditions.
Results for the rarefaction wave are shown in Figure 1-4 below. In all of these figures, the blue left half of the domain (0 ≤ x ≤ 1) is modeled with a non-continuum (DSMC) description, and the black right half of the domain (1 ≤ x ≤ 2) is modeled with a continuum (FDM) one. Starting at the upper left and moving clockwise, the graphs depict the density, x-velocity, temperature, results of a statistical test to assess how non-Maxwellian the particles x-velocity distribution is within a cell, the number of computational particles in each cell, and the particle phase space (xvelocity vs. x-position). The bottom row of graphs shows information that is only available within the solution that is non-continuum (DSMC). In addition, the statistical test results in the bottom half are not included in the rest of the document. For more information on what exactly they measure, please contact the authors.
It is important to determine what kind of continuum boundary condition to apply at the DSMC/FDM interface. In particular, when deriving the FDM boundary condition from the DSMC data at the interface, the particle moments must be sampled and time-averaged. Some massaging beyond that is sometimes also necessary. This is due to one (or more) of the solution characteristics alternating from pointing into the domain to pointing out of the domain, and vice versa, in a very noisy fashion. When the DSMC-derived velocity switches from subsonic to supersonic in and/or supersonic out, one or more boundary conditions in the FDM cannot be enforced. This was an active area of investigation when the project terminated. We were applying a stochastic boundary condition to a regular FDM problem to help us understand the issue. 
Implementation within Quicksilver
We also implemented a Van Leer FDM within Quicksilver. We performed a short study of MacCormack methods vs. Van Leer ones, paying particular attention to the monotonicity characteristics. We were proceeding to assess how they would behave in the presence of noisy boundary conditions when the project was terminated.
STATISTICAL TESTING FOR EQUILIBRIUM
A mechanism for determining where to switch between particle and continuum representations is a key part of any hybrid scheme. Switching from a continuum to a particle description is reasonably straightforward. In these cases, switching is usually based on the Knudsen number:
where  is the mean free path and L is a characteristic length. The mean free path can be calculated as a function of macroscopic variables available in a continuum solver, such as pressure and temperature, and the characteristic length is often based on geometry or gradients that are also available. It is generally considered that Kn < 0.01 places the flow is comfortably in the continuum regime [7] . As Kn increases, the validity of the continuum model begins to degrade, so a non-continuum approach is adopted, generally between Kn = 0.01 and Kn = 0.1.
For vacuum-initiated problems, switching in the opposite direction (from particle to continuum description) is paramount. This is a much more difficult problem because recovering quantities from a stochastic field is complicated by statistical noise. In the current context, the quantity of interest is a distribution function because we are looking for an approach to the equilibrium, or Maxwellian, distribution. Unfortunately, it is difficult to construct a distribution function from a group of particles in the best of circumstances because each particle does not provide a point on the curve; it provides a single contribution to a sum that provides a single point on the curve. A great many particles are therefore necessary to construct a distribution of even marginal fidelity.
This difficulty is demonstrated in Figure 5 , where a distribution with 201 points (-1000 to 1000 m/s in 10 m/s increments) is constructed from a varying number of samples from a Maxwellian velocity distribution for Argon at 273 K. It can be seen from this figure that the basic shape of the distribution is visible at 1000 samples, but it would be difficult to discern quantitative information from the resulting curve. At 10,000 samples, the curve is still very rough, but the structure is visible. Discerning departures from equilibrium, which are often subtle changes in shape, in this manner is therefore very difficult.
Fortunately, the problem of determining if a certain data sample follows a certain distribution occurs in diverse statistical applications. It is known generally as a "goodness-of-fit" (GOF) problem and numerous methods for treating it have been proposed in the literature. In the current case, we are aided greatly by the fact that we know which distribution we are testing against: the Maxwellian, or Normal distribution.
Several GOF tests were examined, including two Kolmogorov-Smirnov variants, Cramér-von Mises, Kuiper, Watson, and Anderson-Darling tests. A further test was constructed from a measure proposed for the purpose examined herein: looking for near-equilibrium conditions in particle-based fluid simulations.
In the literature, the power of a GOF test to identify conformity to the target distribution is generally tested by feeding it populations selected from other well-known distributions. For example, a test intended to detect the Normal distribution is given particles from an Exponential, Lognormal, or Uniform distribution. In a fluid simulation, observed distributions are almost always Maxwellian in general character, so this is an unrealistic method of assessment. Several alternatives are therefore explored in the current work.
As a first means of evaluation, the rejection rate (or the percentage of tests that concluded the distribution was nonequilibrium) was computed for an equilibrium distribution, as well as distributions with varying levels of nonequilibrium. Nonequilibrium in this case was provided by sampling half the trials for a given set from a distribution with the same mean but with a standard deviation multiplied by some factor. In a fluid, this is equivalent to a bimodal distribution with two underlying temperatures. All operations were performed in MATLAB.
The results of this evaluation for several tests detailed in [8] are shown in Figure 6 . In this figure, the rate at which the test flags a nonequilibrium condition is normalized by the rate at which it does so for an equilibrium input. That is, some proportion of samples taken from the correct distribution will naturally fail the test due to occasionally generating an exceptional sample (i.e., outlier). We can set the sensitivity of our test to produce a prescribed proportion of natural failures. This proportion, termed a level of significance, is set to 5% in our work. With a nonequilibrium input, we would like to see a result significantly greater than unity, signifying that the test can distinguish between equilibrium and nonequilibrium conditions. For the case where the standard deviations in the bimodal distribution differ by 10%, none of the tests show a rejection ratio reliably greater than unity for sets with fewer than a thousand samples, which translates to one thousand particles per cell in the current context if testing is to be done on an instantaneous basis. For the case where the standard deviations in the bimodal distribution differ by 50%, all the tests reliably flagged the departure from equilibrium, with the Anderson-Darling test appearing to be the most sensitive.
A literature search for a more sensitive measure of departure from equilibrium yielded several potential alternatives, the most promising of which was presented by Tiwari and Rjasanow [9] and is based on a Sobolev norm. Their method uses a more direct measure of distance in velocity space from an equilibrium distribution than the statistical tests evaluated previously. A usual Sobolev norm depends on the size of the function as well as the size(s) of its derivative(s). The measure suggested by Tiwari and Rjasanow can be expressed as: where the v i 's are the discrete samples (velocities), i = 1, ..., N. This derivation applies directly to one-dimensional velocity space; extensions to higher dimensions are straightforward.
In order to perform a head-to-head comparison with the methods evaluated previously, this measure must be converted into a statistical test. To find the threshold in S representing the 5% level of significance used for the previous tests, ten thousand ensembles were sampled from the equilibrium distribution with a given number of particles and sorted in ascending order by their corresponding distance measure. The value at the index 5% below the maximum (sample number 9500) then represents a good estimate of the S distance value corresponding to a 5% rejection rate at that sample size, N. This process was repeated for a varying number of particles and a fit was performed to provide a continuous function:
The data and the fit are presented in Figure 7 .
The behavior of this measure, acting as a test, is compared to the best-performing of the previous tests in Figure 8 . From this figure, it is clear that the new measure is more sensitive. For the 10% nonequilibrium case, a clear deviation from unity is visible at 100 samples, whereas the Anderson Darling test did not show clear results until the sample size was greater than 1000. For In order to assess these tests on a distribution from a real fluid problem, direct-simulation Monte Carlo simulations were performed on the Fourier problem using the DSMC1 code of Bird [3] . The Fourier problem, whose convergence to theory for DSMC calculations was shown in [10] , consists of a quiescent gas between two plates held at differing temperatures. In this work, the walls were 1mm apart and were held at 323 K and 223 K. The intervening space was filled with Argon and the Knudsen number was controlled by varying the pressure to change the mean free path, which was computed via the hard-sphere expression [3] :
where m is the molecular mass, k is the Boltzmann constant, µ is the viscosity, and p is the pressure. The variable hard sphere (VHS) molecular model, with parameters taken from Appendix A of Bird [3] , was employed in all DSMC calculations presented in this statistical test creation work.
The distribution in each sub-mean free path cell is expected to approach equilibrium at the local temperature as the Knudsen number tends to zero. As noted previously, the delineation between continuum and non-continuum flow is commonly set between 0.01 < Kn < 0.1, so we would like to see the tests begin to fail in this vicinity. For the Knudsen number in this problem, we will define the characteristic length, L, based on the temperature gradient according to: To construct data for the test, the velocities of all particles in the cell at the domain center were written to a file at each timestep, following attainment of a steady state, until a total of five million entries were recorded. The distribution functions recovered from this data are presented in Figure 9 . It can be seen that Kn = 0.01, the distribution closely resembles the Maxwellian distribution at the mean temperature (it is actually the Chapman-Enskog distribution [11] , but the difference between these distributions is subtle). At Kn = 10, however, the positive velocities approximate the Maxwellian distribution at the cold wall temperature while the negative velocities approximate the Maxwellian distribution at the hot wall temperature. At intermediate Knudsen numbers, the flow transitions between these two extremes.
Running the Anderson-Darling and the Sobolev norm tests on these datasets, subdividing the particles to create 5,000 trials with 1,000 particles each, the rejection rate versus Knudsen number is computed and the results are presented in Figure 10 . Several features are immediately evident from this figure. First, the general trend follows our expectation, with a low rejection rate at low Kn and a higher rejection rate at high Kn. Also, as we had hoped, a large increase in rejection rate occurs for both tests between Kn = 0.01 and Kn = 0.1. Two unexpected features are evident as well. First the Anderson-Darling test outperforms the Sobolev test, contradicting the results obtained on the manufactured nonequilibrium case. Second, neither test reaches its 5% rejection rate floor, even at Kn = 0.001.
To investigate these anomalies, DSMC1 was run on an equilibrium case (entire domain at a fixed temperature) and the rejection rate versus the number of samples in an ensemble was computed. This arrangement should yield a reasonably constant 5% regardless of the number of particles. Instead, an increasing rejection rate with particle count was observed. Further investigation showed that this behavior was due to duplicate velocities in the particle list. In the purely MATLAB investigation, this was not a problem because the distribution was sampled on a pointby-point basis and each entry was almost certainly unique. In the DSMC1 case, however, the points on the distributions are obtained by sampling particles passing through the cell. Slowmoving particles can therefore be sampled more than once. This issue is particularly serious in one-dimensional simulations, like those used in this evaluation, because the residence time of a particle depends only on one velocity component. In this case, it is very easy to sample the same particle multiple times.
For constructing a distribution, multiple samples are not problematic because the results are binned. The tests evaluated in this work function on a different level, however, and are apparently sensitive to the duplication. Removing the duplicates is not a resolution to this problem because the distribution would then be underpopulated at low speeds, which is also visible to the tests. The best solution is to make several timesteps between samples to allow slow particles to leave their cells. Earlier work [12] showed that approximately 25 steps between samples ensures that they are statistically independent. This consideration increases the desirability of finding a test that requires few particles to detect equilibrium because these samples may have to be accumulated over a great number of timesteps.
To examine the test results without the confounding effects of duplicate particles, the simulations were repeated with 100 timesteps between samples. The results of this effort are presented in Figure 11 . The expected behavior is now seen at low Knudsen numbers, with the rejection rate of both tests approaching 5% at Kn = 0.01. Interestingly, the shape of the Sobolev norm-based test does not change significantly with the elimination of duplicates; the entire curve merely shifts downward. Conversely, the two highest points on the Anderson-Darling test are not affected by the change, but the points at and below Kn = 0.1 are strongly affected. This makes the test appear even more attractive, showing a very large jump in rejection rate between Kn = 0.01 and Kn = 0.1, precisely where non-continuum effects become important. The jump in the Sobolev norm-based test is considerably smaller, making the Anderson-Darling test clearly preferable in this case, still contradicting the ordering observed in the manufactured nonequilibrium test case.
The Couette problem is the final test case examined in this work. Similar in geometry to the Fourier problem, the Couette problem consists of parallel plates at the same temperature, but moving in opposite directions at (generally) the same speed. In this case, nonequilibrium at high Knudsen numbers is expected to be found in the velocity distribution in the direction parallel to the plate motion.
Once again, a length scale based on the gradient will be employed in the definition of Kn. In this case, however, the value of the forced quantity at the domain center cannot be used as a normalizing factor because the mean velocity is zero. We therefore choose to use the most probable molecular speed [Error! Bookmark not defined.] at the reference temperature for this purpose, thus:
where R is the gas constant, which is 208.24 J/kg/K for Argon. It may be noted that this definition leads to a Knudsen number that differs by an order unity constant from the shear stress Knudsen number often used in related problems.
In order to match L, and thus maintain the pressure-Kn relationship between the Fourier and Couette cases, the wall velocity was set to ±61.8 m/s. The results of these calculations are shown in Figure 12 .
The first important feature visible in Figure 12 is the relative insensitivity of both tests to rarefaction in this problem, so much so that it was necessary to reduce the vertical scale by an order of magnitude to make the trends visible. The reduction in rejection rate between Kn = 1 and Kn = 10 provides a clue regarding the underlying issue. While it is expected that the strongly collisional (low Kn) cases would have near-equilibrium distributions in each cell, this particular problem also produces near-equilibrium velocity distributions in the free-molecular (high Kn) limit in each direction. The nonequilibrium nature of the flow is reflected in the fact that the velocity distributions in the directions parallel and perpendicular to the wall motion reflect different temperatures, defined as: where  is the standard deviation of the distribution. This behavior is demonstrated in Figure 13 , where Maxwellian distributions at 273 K are shifted left and right by 61.8 m/s and then combined into a single distribution. The result is a Maxwellian distribution with temperature 291 K.
Because the two endpoints are indistinguishable from equilibrium, the distributions at midrange Knudsen numbers never depart far from equilibrium, thus the tests show a low rejection rate. It may be noted, however, that the Anderson-Darling test again appears to be more sensitive in this case than the Sobolev norm-based test. The latter test expressed in terms of velocity magnitudes in three dimensions, instead of the one-dimensional implementation employed herein, may be able to discern nonequilibrium of this type. Investigation of this possibility is recommended for future work. 
