TERO VUOLIO, VILLE-VALTTERI VISURI, SAKARI TUOMIKOSKI, TIMO PAANANEN, and TIMO FABRITIUS The aim of this work was to develop a prediction model for hot metal desulfurization. More specifically, the study aimed at finding a set of explanatory variables that are mandatory in prediction of the kinetics of the lime-based transitory desulfurization reaction and evolution of the sulfur content in the hot metal. The prediction models were built through multivariable analysis of process data and phenomena-based simulations. The model parameters for the suggested model types are identified by solving multivariable least-squares cost functions with suitable solution strategies. One conclusion we arrived at was that in order to accurately predict the rate of desulfurization, it is necessary to know the particle size distribution of the desulfurization reagent. It was also observed that a genetic algorithm can be successfully applied in numerical parameter identification of the proposed model type. It was found that even a very simplistic parameterized expression for the first-order rate constant provides more accurate prediction for the end content of sulfur compared to more complex models, if the data set applied for the modeling contains the adequate information. IN blast furnace-based steel production, sulfur is considered one of the main impurities in hot metal. In powder injection, a desulfurization reagent is injected into hot metal with the help of an inert carrier gas through an immersed lance. Suitable desulfurization reagents include lime, calcium carbide, magnesium, soda ash, limestone, and zinc oxide.
I. INTRODUCTION
IN blast furnace-based steel production, sulfur is considered one of the main impurities in hot metal. In powder injection, a desulfurization reagent is injected into hot metal with the help of an inert carrier gas through an immersed lance. Suitable desulfurization reagents include lime, calcium carbide, magnesium, soda ash, limestone, and zinc oxide. [1] The focus of this study is on lime-and limestone-based desulfurization reagents.
The effect of particle size distribution on the rate of desulfurization reaction has not been extensively studied in the case of lime-based desulfurization reagents. In the studies conducted by Coudure and Irons, [2] Lindstro¨m and Sichen, [1] and Shevchenko et al., [3] it was postulated that decreasing the particle size of a desulfurization reagent increases the extraction capacity of the material. The studies conducted by Lindstro¨m and Sichen [4] indicate that a smaller particle size provides improved reaction kinetics between solid lime and sulfur, although the study considers only the solid-state diffusion-controlled phase, which is not considered the only rate-controlling mechanism in the injection-based industrial hot metal desulfurization. In addition, the authors were not able to extract the effect of a fluidizing element on the efficiency of a fine-grade lime-based reagent, and so could not give a quantitative description of the variables that determine the overall reaction kinetics in the full-scale process. Most importantly, the experiments were conducted with constant process parameters and in a two-phase system (reagent-metal), whereas the industrial hot metal desulfurization carried out with powder injection can be considered a three-phase system (metal-gas-reagent), in which the carrier gas potentially affects the desulfurization reaction by preventing a direct metal-reagent contact. [1, 2] The studies conducted by Coudure and Irons [2] concerned only the kinetics of calcium carbide, and so their results are only partially comparable to the results of this study. Shevchenko et al. [3] found out that material efficiency of a more fine-grade lime with a diameter less than 100 lm is higher than the corresponding efficiency of more coarse particles, but the authors did not consider the extent to which the finer gradation of lime might improve the desulfurization kinetics. In addition, the methodology applied for determining the particle size distribution of lime was a sieving analysis with only a few sieve classes, which gives a relatively inaccurate approximation of the full particle size distribution of the material. [1] Vinoo et al. [5] applied multivariable regression modeling for predicting the evolution of the sulfur content of the metal bath in the case of a calcium carbide reagent. However, the authors did not apply the properties of the injected reagent as a predictor variable, which assumedly decreases the accuracy of the model especially in continuous production, as the reagent properties cannot be assumed constant. The authors found that the variables affecting the efficiency of desulfurization could be described in terms of simple linear interactions in pre-classified operational temperatures, as a result of which the rate of desulfurization predicted by the model does obey the mass transfer laws only in certain linearized operational states. In addition, the prediction error of the model was relatively large (± 0.003 pct units), and was based on the validation data of 15 treatments only. [5] Rastogi et al., [6] Deo et al., [7] and Datta et al. [8] applied genetic algorithms and artificial neural networks in the identification of hot metal desulfurization prediction models. The authors managed to identify the most significant reaction mechanisms based on the industrial data, [6] and several other assumedly significant explanatory variables, but excluded the particle size distribution of the reagent from the data set. [7, 8] As the significance of particle size distribution as a suitable explanatory variable candidate has been confirmed in several studies, [1] [2] [3] [4] 9] the absence of it assumedly resulted in a relative poor predictive power of the approach, regardless of the complex model structure. [5] [6] [7] [8] In this paper, the hot metal desulfurization is analyzed concurrently with data-driven and phenomena-based modeling. In mathematical modeling of hot metal desulfurization, there are certain obscurities related to phenomena occurring in the hot metal ladle. For this reason, fully phenomena-based models with evaluative fitting parameters, and without accurate determination of the particle size distribution, often fail to predict the end content of sulfur precisely. [5] [6] [7] 10, 11] Moreover, mathematical models that are based on exhaustive descriptions of the physical and chemical fundamentals-especially those that provide a detailed solution of the fluid flow field-tend to be computationally heavy and unsuited to day-to-day process control.
The objective of this study is to develop a mathematical description with a high prediction performance based on a comprehensive analysis of system kinetics. The scope of the study is limited to the proper form of the prediction model, and to the set of explanatory variables that are relevant for the prediction of the final sulfur content and kinetics of desulfurization. In particular, the model aims to account for the effect of the reagent particle size distribution and certain operating variables on the kinetics of the transitory reaction.
The parameters for the suggested model types are identified by minimizing a multivariable least-squares cost function using the suitable solution strategies. The process data for analysis, fitting, and validation of the models are gathered from the primary desulfurization process at SSAB Raahe, Finland. All the algorithms and suggested solution strategies have been programmed with Matlab Ò .
II. METHODOLOGY
Given a large data set with high number of variables, finding the suitable set of features that describe accurately enough the changes in the output variable is a complex task. With high-dimensional data sets there are often a risk of selecting irrelevant, noisy, or collinear variables, which often results in a poorly interpretable model or weakened model performance. There are standardized methods for determining a proper set of variable which can be further categorized as manual and automatized feature selection methods. [12] In this work, the analysis and variable selection procedure is carried out in such a way that the variables chosen in the parameterized prediction models are partially extracted with manual feature selection, by applying the results of the simulations based on a theoretical description of the transitory reaction kinetics.
A. System Identification Based on the Rate of Transitory Reaction
Hot metal desulfurization with powder injection consists of two main reactions [13] :
The kinetics of the desulfurization reaction is determined as a sum of reaction rates k i and k ii , but due to the fact that in the case of powder injection the large interfacial area, determined by numerous spherical particles, for mass transfer results that k i ) k ii , which is why the permanent contact reaction can often be neglected from the overall kinetics. [6, 10, 13, 14] In some studies, the reaction between the particles entrapped in the carrier gas bubbles and the hot metal is also considered as one of the main mechanisms, but the contribution of the entrapped particles on the overall kinetics has been studied to be negligible. [2, 6, 15] In the case of a transitory desulfurization reaction with a solid lime-based reagent, the calcium oxide is converted into sulfide by a following ion-exchange reaction [16] :
The transitory reaction is often considered to follow first-order reaction kinetics, by assuming the mass transfer-related control of the reaction rate. Based on the previous research, the rate constant for hot metal desulfurization carried out with powder injection can be summarized to be mainly a function of the following parameters [1] [2] [3] [8] [9] [10] [11] [16] [17] [18] [19] [20] [21] :
active solid surface area in contact with the metal phase, feed rate of the particles, mass of the metal bath, total flow rate of the gaseous compounds, mass transfer coefficient in the metal-reagent diffusion boundary layer, rate of solid-state diffusion in the product phase, and average residence time of the reagent particles in the metal bath.
Various studies [2, 10, 11, 14, 17] have found the transitory desulfurization reaction to be controlled by mass transfer in the hot metal boundary layer. However, as the reaction proceeds, the diffusion of sulfur and calcium ions inside the CaS layer determines the rate of reaction as the slowest step of mass transfer. [10, 16] Delhey et al. [22] studied hot metal desulphurization with lime and calcium carbide according to the lance injection process. In general, the desulphurization efficiency increased non-linearly as a function of the amount of reagent injected. [22] For a given injection rate, the efficiency of desulphurization increased with a higher lance depth. [22] The increase in rate constant was not found to be linearly dependent on the estimated residence time of the particles, and consequently it was suggested that the deposition of the reaction product on the surface of the reagent hindered the increase in reaction rate. [22] As for lime, the desulphurization efficiency was found to be increased with a higher Al content of the metal bath. [22] However, with very high injection rates a fresh solid surface is continuously introduced in the melt, which assumedly increases the rate of desulfurization during the solid-state diffusion control. For this reason, the boundary-layer diffusion assumption is applicable in several situations, especially when applying relatively large particles in the injection and high injection rates of the solid reagent. As the desulfurization is assumed to follow first-order reaction kinetics, the dynamic changes in the sulfur concentration of hot metal phase can be written as a lumped parameter model, where the sulfur concentration in the melt approaches the equilibrium concentration of sulfur:
where k tot is the rate constant for transitory desulfurization reaction, [S] is the sulfur concentration, and [S] eq is the equilibrium sulfur concentration. Equation [2] can be re-arranged and integrated over the concentration gradient and treatment time. The analytical solution for the dynamic sulfur concentration is therefore
where [S] 0 is the initial sulfur concentration in the melt. Moreover, the rate constant for the transitory reaction can be formulated as follows:
B. Particle Size Class Specific Rate Constant
In a fully theoretic approach, the values of predicted particle size class specific rate constants are more or less trivial, as the residence times and the number of injected particles that get into contact with the melt are complex to determine accurately without extensive experiments or computational fluid dynamics simulations. For this reason, the mathematical models often apply evaluative fitting parameters in the prediction. [10, 11] The problem of this approach in dynamic process control is that the proposed fitting parameters are a function of operational variables, such as flow rate of the injection gas, mass flow rate of the reagent, and amount of co-injected gas-releasing agents, all of which affect to the convective flows in the system. Based on a simplified surface area approach, the rate constant for a single particle size class can be written as [10] 
where k i;d p is the particle size class specific rate constant, _ m r is the particle class specific feed rate, m Fe is the mass of the hot metal, t res is the average residence time of the particle in the melt, and q j is the density of a phase j. It should be noted that the term 6/d p corresponds to (A/V) p in the case of a sphere. In this formulation, the residence time of the single particle size class acts as an unknown fitting parameter. In the surface area approach, the rate constant is assumed inversely proportional to diameter of a reagent particle, and thus k i;d p fi ¥ as d p fi 0. Equation [5] gives the rate constant for a single size class. The prediction models of this kind often apply a suitable mean diameter in the expression. [2, 10, 11] The surface-based mean diameter (d 32 = 6/d p ) is also known as the Sauter mean diameter (SMD).
In the case of an example particle size distribution applied in this study, the calculated values for Sauter mean diameter are even as small as d 32 % 4 lm. So, as the rate of mass transfer is mostly determined by the surface area between the emulsified discrete phase and the continuous phase, the Sauter mean diameter often drastically overestimates the rate constant. This is because the solid surface area of the injected material is often significantly larger than the surface area that actually takes part in the reactions. In several cases, the theoretical single particle models applying the Sauter mean diameter in a prediction of the rate constant for the transitory reaction the values are overestimated.
The expression for the rate constant also suggests that all of the reagent particles get into contact with the melt, and thus the rate constant of a particle size class is directly proportional to the solid injection rate. The formulation also treats assumedly an emulsified system as a non-emulsified, and so the rate constant is valid only when the thermodynamic extraction capacity for a single size class is very small, which corresponds to a situation where the desulfurization reaction is truly controlled by boundary-layer diffusion instead of solid-state diffusion. With short average residence times, this approach can be considered valid, as the formed CaS layers around the particle are relatively thin. [10, 16] To treat the time constant in the case of a full particle size distribution, the volume-based rate constant can be written as a weighted sum of particle size class specific rate constants:
where F i is a binary variable determined from the contact criteria for a particle size class i, y i is the volume fraction of particle class i. The rate constant for a particle size class i is yield by weighing the solids flow rate with the mass fraction of a size class i in the cumulative distribution as follows:
The rate constant for the injected particles following a certain particle size distribution can be predicted by applying a mathematical description to the cumulative particle size distribution. In this study, the particle size distribution was described with Rosin-Rammler-Sperling distribution (RRS). The cumulative mass fraction of a particle size class i in the size distribution can be expressed by applying d 80 as the fineness parameter as follows:
where R i is the cumulative mass fraction of a particle size class i, d 80 is the particle size corresponding to percentage below 80 pct in the overall distribution, and n is the spreading parameter that describes the homogeneity of the distribution. The fineness parameter can be solved as a general least-squares optimization problem based on the characteristic particle size distribution.
C. Mass Transfer Around the Dispersed Phase
As the surface-based mean can often give highly overestimated results, the particle size distribution can be averaged by taking into account the mass transfer inside the boundary layer. Coudure and Irons [2] proposed a particle mean diameter based on the Sherwood number and the expression of the rate constant for the transitory reaction. In the case of a solid reagent particle, the viscous mass transfer rate in the continuous phase surrounding a rigid sphere can be calculated with the Ranz-Marshall correlation [23] : 3 ; ½9
where D [S] is the reference mass diffusivity of sulfur in the metal phase, Re is the Reynolds number, Sc is the Schmidt number, and Sh is the Sherwood number. Based on the limit of the Sherwood number (Sh = 2 when Re = 0) and the expression of the macrokinetic rate constant, the averaged particle size in terms of a viscous mass transfer in a diffusion-controlled process can be formulated as [2] 
where pct Vol; i corresponds to volumetric percentage of particle size class i in the differential particle size distribution. The transitory desulfurization reaction is assumed to occur within the ascending trajectory of the reagent particles, during which the injected particles are assumed to reach their terminal velocity very fast. The terminal velocity of a single particle size class was solved from force balance using the drag coefficient correlation proposed by Lapple. [23] D. Criteria for Particle-Metal Contact
In literature, a major factor that to limits the surface area in the injection is presented to be the number of particles that get into contact with the melt, referred as the contact control. [9, 15, 19] Mathematical treatments of the limited contact of fine-grade particles have been employed for calcium carbide. [15, 20] Chiang et al. [15] suggested that only 30 pct of the injected particles get into contact with the melt based on the theoretical expression of desulfurization rate in the plume, whereas Zhao and Irons [20] proposed that the fraction of non-contacted reagent particles can be determined from the heat balance of the system. Lee and Morita [9] stated that the particles with a diameter less than 100 lm do not necessarily wet the hot metal phase in full-scale injection due to surface forces of the continuous phase, and may float on the surface unreacted. [9] In practical injection conditions, the velocity of particle jet in the injection lance is 40 pct of the gas velocity. [24] The velocity profile of particle-gas flow cannot be considered as uniform as the boundary layer between the individual particles is a function of particle diameter and density. [18] The directional gas-particle-force balance calculations reveal that the terminal velocity of very small size classes approaches 0, and so it is possible that particles move with almost an equal velocity with the gas phase, or at least very close to terminal velocity. In CFD-modeling study of a dephosphorization process with solid lime, the particle jet velocity profile has been discovered to follow a normal distribution. [25] Therefore, in this study the particle velocities in the continuous gas phase were assumed to follow a normal distribution with an expected value of 0.4u g , and a standard deviation derived from the E(x) ± 3r. The velocity of a single particle in the lance tip can be thus treated as a random number drawn from a normal distribution, which is given as
where E(x) is the expected value for a particle velocity and r is the standard deviation of velocity. Nakano and Ito [19] gave a quantitative measure for the minimum penetration velocity, which corresponds to a velocity to be exceeded in order for a particle penetrate through gas-metal interface. This velocity can be expressed as a function of single particle diameter based on a critical Weber number, which is given as [19] We c ¼ 1 0:044 1 À exp 0:66
where We c is the critical Weber number, h is the contact angle of solid CaO, and hot metal and q* is the relative density between continuous and dispersed phases. The critical penetration velocity can thus be solved from the expression of the critical Weber number as [19] u c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
where u c is the critical penetration velocity for a particle size and c is the surface tension of the continuous phase. Desulfurization reaction between the reagent particles and the hot metal occurs only if the injected particles are wetted by the melt. [9] Therefore, the rate constant for a particle size class that is contact with the hot metal can be expressed by weighting the expression of rate constant with a binary variable F. The values of F are defined as
From Eqs. [11] through [14] , it results that the probability for reagent-metal contact is proportional to the diameter of the particle size class. This is due to the fact that critical Weber number is both a function of surface tension and diameter of the reagent particle; with constant surface tension a smaller particle size class results as a higher critical penetration velocity, from which follows that the probability for particle-metal contact approaches zero as the diameter of the particle approaches 0. The contact angle between solid particles and hot metal, and the surface tension of hot metal were extracted from the literature. [9] E. Injection of Gas-Releasing Agents
The injection of limestone as a gas-releasing additive within a desulfurization reagent has been studied only in the case of calcium carbide. [17, 26] The injected limestone is assumed to decompose through the following reaction [27] :
In the case of a calcium carbide, the injection of limestone is observed to improve the reaction kinetics by providing more solid surface area for metal-reagent contact, but also to limit the rate of desulfurization due to possibility for the increase of oxygen potential in the system through Boudouard reaction equilibrium. [17, 26] The increase in the solid surface area by adding gas-releasing agents was later confirmed by Lindstro¨m et al. [21] for lime-magnesium reagent mixes. [21] The effect of gas-releasing agents on the mixing of the metal bath was found to be negligible compared to the flow rate of the carrier gas by Irons. [17] Based on the studies conducted by Lindstro¨m and Sichen, [4] the increase in the oxygen potential of the system leads to more thermodynamically favorable conditions for the formation of 2CaOAESiO 2 -product layer, which on the other hand could be prevented by decreasing the particle size of lime. [1, 4] Although, when hot metal desulfurization operates a very far from thermodynamic equilibrium state, the increase in the provided solid surface area assumedly has more prominent effect on the rate of the desulfurization than the oxygen potential, as in the high sulfur concentrations the reaction is controlled by rate of mass transfer and not by the thermodynamic driving force. Also, it is worth mentioning that 2CaOAESiO 2 covers only half of the nominal surface area of the injected particles. [10] Nevertheless, the extent to which the injection of gas-releasing agents improves the rate of desulfurization in the industrial scale hot metal desulfurization remains unclear.
As the kinetics of calcium carbonate decomposition is not comprehensively studied in the operational temperature of hot metal desulfurization, the effect of particle size distribution of limestone on the rate of decomposition is ignored from the approach. [27] Similar to Irons, [17] the injected limestone particles are assumed to decompose instantly as the reagent particles are introduced to the melt. This assumption is based on the following considerations. First, despite the heat consuming decomposition reaction the heat flux between single limestone particle and the hot metal is large. Second, owing to their small size, the Biot number is estimated to be ( 0.1 and consequently, the heat transfer is virtually independent from the internal resistances of the limestone particles. Thus, a simplistic expression for the volume of injected gaseous compound and carrier-gas in hot metal per unit of time is derived from the ideal gas law and can be expressed as follows:
where Q tot is total amount of gas in the system per unit of time, p inj. is the pressure of the injection gas, T is the temperature of hot metal, T STP is the temperature in standard conditions, Q N 2 is the flowrate of carrier-gas, w CaCO 3 is the mass fraction of limestone in the reagent mix, M CaCO 3 is the molar mass of limestone, h is the injection depth, p atm is the atmospheric pressure, and g is the gravitational constant.
F. Parameterized Expression for the Rate Constant
In the research conducted by Chiang et al. [15] and Coudure and Irons, [2] the rate constant of desulfurization with a carbide-based reagent was expressed based on operational variables and initial slag condition. It was suggested that the rate constant for transitory desulfurization reaction could be formulated by applying a logistic multivariable regression model of a following multiplicative form [2, 15] :
where i is the number of a variable, n is the total number of prediction variables in a regression model, and b i is the corresponding regression coefficient. The original models were derived individually for operational parameters, particle size distribution, and initial slag condition, but did not account for their interactions. For this reason, the models proposed by Coudure and Irons [2] and Chiang et al. [15] are far too simplistic to apply in the prediction of high-dimensional industrial problems. In the surface area-based approach, the rate constant is directly proportional on the term (A/V) p , but due to the fact that all of the injected solid surface is not available for extraction and keeping in mind the high complexity of the injection of multiple particles, the increase of the surface area can be assumed to follow a logistic, rather than a linear growth. As there still is a large uncertainty related to the system identification, the relation between the theoretical rate constant and actual rate constant can be assumedly given as
where b j is the corresponding regression coefficient and e b 0 is the pre-exponential bias term, which summarizes the effect of unknown process variables on the rate of transitory reaction. It should be noted that if the mathematical description of the rate constant strictly corresponds to the actual process, the values of e b 0 and b j should approach unity, which is rarely true in the case of full-scale processes. Now, the regression coefficient gives the limit of the ratio of the percentage change in the time constant and the percentage change in the input variable. The multiplicative model is suitable especially in the situations where it relates fundamental uncertainties to the measured variables. [28] For instance, if it is considered that there is a certain fraction of particles that gets into contact with the metal phase, but only measurable variable is the particle size distribution and the actual flow rate, the effect of the solid surface area on the rate constant can be given as
where A Solid is the actual solid surface area and A injected is the injected surface area. Now X, denoting the fraction of particles that get into contact with hot metal, is an unobservable variable. From the form of the rate constant it results that the error term in the multiplicative prediction model is a function of corresponding regression coefficient:
And furthermore for the whole expression of rate constant, the error term can be given as
where X is the unknown factor related to each of the variables in the expression of rate constant, for example, the residence time, mass transfer coefficient, and the contact ratio. Thus, when writing the multiplicative form of the model, the product of measurable variables and unknown factor are absorbed into the pre-exponential bias term, and the error of the prediction is a function of the unknown factors. [28] Keeping in mind the aforementioned assumptions of, the surface area approximation-based rate constant for a single size class can be expressed in a multiplicative form:
e: ½22
III. MODEL PARAMETER IDENTIFICATION
The identification of the parameter vector to predict the rate constant was carried out based on two types of least-squares cost functions; linear and non-linear. In the linear case, the end sulfur content was predicted based on the predicted rate constant. The analysis of experimental data was carried out with multivariable regression (MLR) modeling. The MLR model is capable of revealing the magnitude and direction of interaction of the selected input variables to the output variable, and so can be applied to the analysis of the data and to selection of set of explanatory variables that explain the majority of variance of the output vector. In the analysis of the MLR model outcome, two possible hypotheses for interactions between explanatory and output variables can be stated [12] : H 0 Null hypothesis; the selected explanatory variable does not explain the changes in the output variable (b j = 0).
H a Alternative hypothesis; the selected explanatory variable explains the changes in the output variable (b j 6 ¼ 0Þ.
The effect of explanatory variable x i on the outcome is interpretable from the value of the corresponding modeling coefficient b i . A linear form of multivariable regression model can be expressed as a sum of weighted interactions of linearly independent explanatory variables as follows [12] :
whereŷ is the output variable or the dependent variable, x i is the independent explanatory variable, and b i is the regression coefficient, b 0 is the intercept, j is the number of variables in the prediction model, and e is the error term. Equation [23] is applicable for prediction if and only if the sum of weighted interactions follow linear relationships between the predicted output and explanatory variables. In the case of complex process dynamics, the relationships are hardly ever linear, due to the fact that chemical reactions rarely follow zero-order kinetics. Therefore, a multiplicative form of a regression model is assumedly more applicable approach, which can be formulated as a multivariable linear regression model [28] :
where y i is the measured outcome. The multivariable linear regression model can be written in a matrix form [12] :ŷ
where X is the matrix containing the input vectors and b is the vector for regression coefficients. The input vectors in the matrix X constitute of the measurement data of independent variables. The linear independency of the design matrix can be determined by calculating rank(X). For a full rank, rank(X) = j + 1, which is a sufficient criteria to establish the design matrix to be linearly independent. The regression coefficients are obtained by solving a least-squares optimization problem, in which the objective function is formulated as [29] min
where M is the number of outcomes. In optimization, the formulation of a proper objective function is essential in order to acquire reasonable results for the parameter vector b. In the identification of the empirical weight coefficients, a linear cost function can be considered:
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The form of the prediction equation can be converted into a linear form, and thus be expressed as follows:
dynamics and succeeds to describe the changes in the output variables (k tot and[S]) with reasonable accuracy. It can be shown that the least-squares solution for a linear parameter identification problem can be given as the product of pseudoinverse of matrix X and the output vector y as [12] b 
½30
It is observable from the form of Eq. [30] that the cost function is non-convertible into a linear form. For this reason, the parameter vector b has to be solved numerically. For this task, a suitable numerical solution strategy is considered. While examining form of the non-linear cost function and inspection of the data, it can be seen that as the sulfur contents in the hot metal are in ppm level, a local optima for a least-squares solution isŷ ¼ ½S ! eq: , which is the steady-state solution of the mass transfer-controlled desulfurization reaction. The aforementioned solution can be found with very high values of the modeling coefficients b 1 …b 4 , if the b 0 is in physically relevant order of magnitude. This makes it evident that the efficiency of the iterative search is highly dependent on the initial value of b.
A. Genetic Algorithm
To obtain the least-squares solution for the non-linear cost function, a genetic algorithm (GA) was applied. GA belongs to the family of evolutionary search methods, as it mimics the natural selection in the iterative process. [30] GA is a robust numerical solution strategy, which has been applied successfully to multivariable optimization and parameter identification problems in various fields, including metallurgy, signal processing, electrical engineering, energy systems, hydrodynamics, automation engineering, and many more. [6, 7, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] GA can be implemented with various structures. A simple genetic algorithm is composed of three basic operators: reproduction, crossover, and mutation. [30] The nature of the problem defines the suitable combination of different genetic operations, some of which performance is dependent on the computational parameters, ergo size of the population, maximum number of generations, crossover probability, and mutation probability. [30] [31] [32] [33] [34] [35] 39] In this study, a non-adaptive GA was applied, which means that the computational parameters are selected manually based on trial and error procedure by applying some rules of thumb summarized in the literature.
In this study, a binary-coded genetic algorithm was applied. The initial population is generated by tossing a non-biased coin, ergo generating a random number between 0 and 1 following a uniform distribution. [30] If the random number is smaller than 0.5, the bit is assigned with 0, and with 1 otherwise. A chromosome population constitutes of parameter vectors b coded in binary digits such that each member of a population is a l 9 k + 1-dimensional matrix, where l is the number of binary digits in a single chromosome and k is the number of variables and the bias term. The first digit of the chromosome determines whether the chromosome is assigned with a negative value; if the first digit is equal to one, then the chromosome is coded negative.
The task of selecting a suitable population size is highly dependent on the system under study. [41] If the target system is high dimensional or otherwise complex, a large population often gives more desirable results than a small population. However, an excessively large population demands higher computational resources and does not necessarily provide a higher accuracy, [40] and in some cases can result even as deteriorated performance of the algorithm. [41] Consequently, a feasible size of the population is to some extent a compromise between the computational resources and the desired accuracy.
The convergence of a population towards the solution of the problem is achieved with a crossover. In this study, a single-point crossover was applied. The basic idea of a crossover is that two selected parent chromosomes produce two offspring chromosomes. The reproduction of a new individual is conducted by swapping n number of bits between the parent chromosomes. In a single-point crossover, the number of bits swapped is n = l À r, where r is the randomly selected crossover point. The rate of crossover is regulated with a crossover probability. The crossover is performed if the random number between 0 and 1, generated from a uniform distribution is below the crossover probability. Otherwise, the individuals are moved to the next generation. [30] The selection of an individual for crossover is based on the roulette-wheel selection, in which the probability for an individual to be selected is directly proportional to its fitness. [30] In a minimization problem, the evaluation of fitness of the individuals is based on the inverse of the objective function. To avoid the convergence towards the steady-state solution, the aforementioned is combined with a penalty condition. The penalty condition is a simple scaling, in which the fitness of the individual is reduced, as proposed by Goldberg. [30] As was proposed by Gharahbagh and Abolghasemi, [42] the number of parents selected to produce a new offspring is n pop /2. [42] The penalty is given for a member of a population if the predicted end sulfur content is below the thermodynamic equilibrium content.
Similar to for example Sattarpour et al. [43] the mutation operator is implemented after the crossover, but such that every gene after the selected mutation point of a produced offspring is treated by a bitwise inversion with a certain mutation probability. [42] Even though the mutation operator is considered as a secondary operator in a genetic algorithm, the mutation often leads more reliable convergence towards the extreme of the objective function, which can be further associated to increased diversity of the generations. [30] The suitable value for mutation probability is dependent on both the properties of the individuals and the formulated problem. For example, some studies have achieved good results with low mutation rates p mut = 0.01, [35] and in some studies a mutation probability as high as p mut = 0.8 [31] is applied successfully in parameter identification.
Ba¨ck and Schu¨tz [39] studied different control mechanisms for a mutation probability. In their study, it was established that a deterministic mutation rate schedule gives desirable results for convergence. [39] However, when inspecting the limit of the deterministic schedule proposed by the authors it is seen that the limit for the rate of mutation is dependent on the length of the chromosome, hence p mut T À 1 ð Þ¼l À1 , [39] which results that the rate of mutation is relatively large during the last generations with a small length of a chromosome, which could cause a loss of valuable information. This being so, in this study the rate of mutation proposed by Ba¨ck and Schu¨tz [39] is modified such that p mut fi 0, when k fi T. Thus, the mutation probability is given by
where p mut is the mutation probability, k is the generation, n is the length of the chromosome, and T is the maximum number of generations. The chosen structure of the genetic algorithm for this study is illustrated in Figure 1 .
B. Nelder-Mead Algorithm
The Nelder-Mead algorithm is a computational algorithm, which is suitable for minimizing a non-linear multivariable cost function. [44] Nelder-Mead falls under a category of direct search methods as the implementation does not require a knowledge of the objective function derivatives. [45] Nelder-Mead is often claimed to be robust for noisy or discontinuous objective functions, and thus it is widely popular in several fields of research. [46] In various studies, Nelder-Mead algorithm is successfully applied for solving multivariable optimization problems. [37, [44] [45] [46] [47] [48] The principal idea of the Nelder-Mead algorithm is based on the adaptive simplex, of which number of dimensions corresponds to j + 1. In this study, a commercial Nelder-Mead algorithm (Matlab: fminsearch) [48] was applied to evaluate the consistency of the results provided by the GA, and thus a more detailed description of the algorithm and its convergence properties is provided in the literature. [44, 47] 
C. Evaluation of Fit
The evaluation of the solution vector provided by a parameter identifying strategy often demands external knowledge of the system functioning and an external validation of the obtained type of the model. For example, the best solution found based on the fitting data is not necessarily the physically most feasible solution, as it is rather typical that the data are over-fitted. This is often faced when the prediction model contains an excessively large number of variables compared to observations, or when the data set is noisy or collinear.
The cross-validation process is mandatory especially in preventing the over fit of the data. The cross-validation process consists of two parts; fitting and external validation, also referred as testing. When there are multiple set of parameters that produce almost an identical outcome for the minimization problem, the evaluation of the model performance is recommended to be conducted with cross-validation. [49] Thus, it is obvious that a reliable result is the one that explains the variance both in the fitting and external validation data. Prior to fit, the applied data set is split such that the data applied in the external validation contain no data that are applied in the fit a priori to external validation. In this study, 67.5 pct of the data were applied to fit and 32.5 pct for external validation. A flowchart of the cross-validation process is shown in Figure 2 .
The performance of the prediction models was evaluated to obtain a quantitative measure for the prediction accuracy for each of the model types. Evaluation of the statistical significance of the prediction models was based on two-tailed t test, analysis of p value as reported in References 50 and 51, coefficient of determination (R 2 ), sum of squared error (SOS), and mean absolute error of prediction (MAE). The linear interaction between the measured input and output can be quantified by the so-called Pearson correlation coefficient (R). The correlation coefficient describes the linear dependency between the two variables. The value of the correlation coefficient varies between À 1 and 1, of which R = À 1 indicates perfect inverse linear dependency and R = 1 indicates perfect linear dependency. The square of the correlation coefficient R 2 measures the percentage of the output variable variation, which can be explained by the fitted MLR model. [28] IV. EXPERIMENTAL DATA The experiments at the desulfurization site were carried out by applying five lime-based desulfurization reagents with varying particle size distributions and amounts of limestone in the reagent mix. The experiments were conducted in 80 t ladles with an average processing time of 8 minutes. The average hot metal composition at the primary hot metal desulfurization site is C = 4.5 wt pct, Si = 0.45 wt pct, S = 0.045 wt pct, and Mn = 0.172 wt pct, whereas the average temperature is around 1623 K (1350°C). The particle size distributions for the reagents were determined prior to experiments by laser-diffraction analysis. The volume-based characteristic particle size distributions of lime mixed with the limestone, with corresponding average diameter-based volume, surface area, and formulation based on the mass transfer law are presented in Table I . It should be noted that the particle size distribution of the limestone was approximately constant during the experiments.
The analysis of the hot metal samples was carried out by C-S combustion method and by X-ray fluorescence (XRF). The hot metal samples were taken instantly before and after desulfurization treatments to obtain a representable set of samples, and to minimize the effect of sulfur pick-up assumedly originating from the inverse permanent contact reaction. During the injections, the carrier gas flow rate and immersion depth of the injection lance were held constant, which is why the value of Q tot can be considered as a pure function of temperature and injection rate of limestone at constant pressure. The data set consists of 40 data points overall. The full data set is presented in Table II .
V. RESULTS AND DISCUSSION
The calculations based on the theoretical expression for the rate constant were carried out prior to variable selection for the parameterized prediction models. The predictions were conducted by applying different expressions for a reagent particle size distribution. To inspect in what extent does the gas-forming additives increase the predictive power of the theoretical model, the corresponding regression coefficient was identified by applying MLR.
A. System Identification and Variable Selection
According to the results of the simulations, the variables, which explain a majority of variance of the desulfurization kinetics are the particle size distribution, mass flow rate of the reagent, carrier gas flow rate, and mass of the hot metal. This is in consistence with the principal component analysis, which reveals that 92 pct of the variance in the data can be captured within four principal components. The design matrix determined for such set of explanatory variables fulfills the presumed criteria for linear independency, as the rank(X) = 5. The criteria for independency are fulfilled due to the fact that the amount of CaCO 3 mixed within the reagent varies between the experiments. Thus, the particle size distribution, the mass flow rate, and the total gas flow rate can be applied in the predictions without the problem of multicollinearity.
The surface area-based approximation presents that when applying an extensively fine-grade particle size distribution, the average residence times to achieve a decent prediction accuracy are relatively short. Also, the model assumes that the thermodynamic extraction capacity of a single size class is practically infinite, which thus ignores the solid-state diffusion-controlled phase. The surface area approximation also ignores the fact that as a single particle is in equilibrium with the melt, there are no advantages achievable with longer residence times. For this reason, the predictions conducted with a surface area approximation tend to reach the state of thermodynamic equilibrium, which is in practice non-achievable with decent material consumption.
A major factor that increases the prediction accuracy of the model is the defined criteria for particle-metal-control. In the example when comparing the reagents B and E, it is observable from the simulation results that the finer gradation results in approximately 10 pct-point drop in the fraction of particles that get into contact with the metal phase. This is due to the fact that Weber number is both a function of surface tension and diameter of the penetrated particle. The smaller particle size class results as a higher minimum penetration velocity, and so the probability for particle contact is smaller, but highly dependent on the expected value of a single particle velocity at the tip of the lance. The result is in qualitative accordance with the results obtained by Jin et al., [14] although they employed a coarser particle size distribution in the simulations, which resulted in a larger number of contacted particles. [14] The calculations suggest that in order to maximize the desulfurization efficiency of the reagent, the particle size of lime cannot be decreased endlessly. In the case of a full particle size distribution, the existence of particles with a very low contact probability potentially decreases the extraction capacity of the overall distribution. The predictions show that the non-contacted reagent fraction can be compensated with a finer gradation, because the extraction capacity for a fine-grade reagent particle size class is significantly higher than the corresponding value for coarse size classes. The aforementioned factors indicate that rate constant cannot be linearly dependent on the mass flow rate and reciprocal of the particle diameter, but should rather follow a logistic growth, and also that the corresponding modeling coefficients for the variables should be smaller than 1 in the case of operational variables.
B. A Static Approach in Parameter Identification
Based on the whole data, the MLR model that explains a majority of variance in the stoichiometric yield of the injected reagent can be expressed as a linear combination of four explanatory variables; Henrian activity of sulfur, particle size distribution parameter d 80 , amount of limestone in the reagent mix, and the measured mass flow rate of the reagent. The variables were chosen with a forward-selection procedure. The Henrian activity of sulfur was calculated based on WLE formalism, for which the interaction coefficients were extracted from the literature. [52] The predictive power of the model can be considered relatively accurate, even though the gathered data set is relatively small. This is due to the fact that the coefficient of determination gives a high value (R 2 = 0.92) and the averaged absolute prediction error is small (MAE = 0.5). In the test statistic point of view, the variables selected in the prediction model explain the changes of the stoichiometric efficiency, as the quantitative measure of evidence against acceptation of null hypothesis is in the order of magnitude of 10 À4 to 10 À16 , which fulfills the presumed criteria for the p value < 0.01.
The coefficient of determination for the whole data set is R 2 = 0.94. When inspecting the reliability factors for independent predictors it can be clearly seen that selected set of variables gives statistically significant results due to the fact that the probability to make a false interpretation based on the regression coefficient is very low, which can be deduced from the fact that p value is significantly lower than the stated confidence level. However, it can be interpreted that the desulfurization efficiency and the stoichiometric yield of the reagent described well with simple linear interactions only within a certain operational area. Based on the values of the regression coefficients, it can be interpreted that the stoichiometric yield of the injected reagent can be increased by increasing the activity of sulfur in the hot metal before the treatment, applying a finer grade reagent and by injecting gas-forming additives within the lime. Based on the statistical prediction, by decreasing the mass flow rate of the reagent, which results as an increased treatment time and decreased solid/gas load with a constant carrier gas flow rate, the yield of the reagent can be improved.
The more detailed analysis of the model reveals that the solid surface area in the reaction system potentially controls the material efficiency of the process, as the reagent yield has a dependency on both particle size distribution and injected amount of limestone. This is due to the fact that the surface area provided by the injected material is inversely proportional to single particle diameter. However, the static prediction model is applicable only in limited number of cases, as the molar efficiency of solid CaO follows the first-order kinetics. Therefore, the regression coefficients are highly a function of target sulfur content, which practically rules out the possibility of applying static linear prediction models for hot metal desulfurization, which is further confirmed as a poor predictive power of the model for end sulfur content. It is also reported in the literature that the MLR method fails in the parameter identification problem, when the applied data for the fit is noisy or collinear. However, the static approach identifies the most significant single factors, and thus creates a baseline for the further inspection of dynamic model forms.
C. Parameter Identification for Dynamic Models
The identified modeling coefficients for 67.5 pct of the data are presented in Table III . An illustration of the fit is provided in Figure 3 . It can be seen that all of the identifying methods give reasonably consistent results for the model parameters, especially in view of the effect of particle size distribution on the rate constant. It is also evident from Figure 3 that the solved coefficients are capable of predicting changes in the sulfur content based on the fitting data with sufficient accuracy. The main uncertainty is related to the cross-correlation of the exponential bias term b 0 and to the coefficient related to the volume of the hot metal phase. Nevertheless, all of the fitted bias terms are in accordance with the theoretical considerations as it is expected that t res b [S] < 1 even with relatively long residence times. It is worth noticing that the actual values of mass transfer coefficient and the residence time of single size class are collinear, as both of the variables are a function of particle Reynolds number through the ascending velocity of the particles in the hot metal. The dynamic model proposed for the rate of desulfurization agrees well with the static reagent efficiency model. Unlike in the case of static linear model, the evolution of stoichiometric yield and desulfurization efficiency are actually a function of sulfur concentration gradient, which implies the time dependency of the aforementioned model. This indicates that a linearized static model formulation, which applies the stoichiometric yield, or the desulfurization efficiency as dependent variables are not applicable for predicting the end sulfur content as precisely as a dynamic non-linear approach.
D. Analysis of the Modeling Results
The prediction error of the surface area approximation can be drastically improved by applying the RRS distribution and the derived contact criteria. Applying a full particle size distribution does not provide any additional benefits compared to a single particle model, apart from a slightly smaller average error of prediction. The prediction ability of the surface area approximation is drastically increased when the limited contact criteria and the effect of gas-forming compounds identified with MLR are added to formulation of the rate constant.
In Table IV , the modeling results are summarized for each of the studied model types. The surface area approximation was found to predict too high desulphurization rates; this is highlighted by the fact that in many cases the sulfur content reached its equilibrium value. It can be seen that the surface area approximation provides accurate results in a few of the cases, and in the others the results are merely suggestive.
Nevertheless, the parameterized expression of the rate constant gives more accurate results regardless of the method of identifying the parameters. The result can be explained well by the fact that the effective surface area in hot metal desulfurization differs significantly from the nominal surface area of the particles. This is mainly due to the fact that the surface area approximation does not take the internal mass transfer resistances of the lime particles into account, and so gives adequate results only in limited cases.
In the case of the parameterized solutions, the effect of particle size distribution on the rate of desulfurization is obvious: a finer particle size distribution improves the reaction kinetics. However, the accuracy of the parametrized rate constant is on some extent dependent on the applied distribution parameter. For example, when solving the coefficient vector b by applying the mass transfer-averaged mean diameter, the formulated model tends to underestimate the model coefficient related to surface area, although the corresponding modeling coefficient is in the same order of magnitude (b 1 % 0.5) as in the case of distribution parameter d 80. This is interpretable from Table I and from the differential particle size distribution of reagent D, which contains a relatively large volume fraction of particles with a diameter less than 1 lm. The contact probability of the particles of such a small size class is very low, and so both the surface area and mass transfer averaged diameters do not properly describe the changes in the effective solid surface area (A solid ) in Eqs. [19] and [22] , as the theoretical surface area differs significantly from the nominal surface area of the particles.
Equation [22] suggests that, for instance, in the case of surface area term, the effect of particle size distribution is inversely proportional to the rate constant, but the order of magnitude is dependent on the parameter b 1 . In practice this implies that the interfacial area for the reaction can be increased by decreasing the average particle size, but the certain phenomena, namely the limited extraction capacity and residence time of a single particle and the fraction of particles that get into contact with the melt can potentially limit the rate constant. For example, decreasing the d 80 particle size from 250 to 70 lm increases the rate constant by 0.13 1/min (between 30 and 50 pct depending on the gas flow rate), but as the corresponding regression coefficient b 1 ( 1, it is evident that the whole injected solid surface area is not used in the extraction of sulfur. In view of the reasoning above, and of earlier studies on the subject, [2, 4, 16] this result can be partially explained with the combined effect internal mass transfer resistances, and thus by limited extraction capacity, and by the formation of 2CaOAE SiO 2 , which prevents the diffusion of S 2À and Ca
2+
ions to the core of a single particle. It should be noted that the formulation of the multiplicative model form presented in Section II-F also concerns the fraction of entrapped particles such that regression coefficients b 1 …b 3 are in fact in some extent a function of the contribution of these particles on the overall kinetics. These considerations highlight the significance of the accurate determination of the particle size distribution for the prediction of transitory reaction kinetics. The effect of surface area on the system kinetics becomes evident from the values of the coefficients b 2 and b 3 . On the other hand, the injection of gas-forming compounds assumedly spreads the particles more efficiently to the melt (b 3 > 0), or can contribute on the scattering of large carrier gas bubbles in the smaller swarms of bubbles, rather than by increasing the stirring of the hot metal bath. These findings and deductions are somewhat consistent with the results provided by Irons [17] and Lindstro¨m et al. [21] As the studied process operates very far from thermodynamic equilibrium, it is reasonable to assume that the reduce in the thermodynamic driving force due to formation of CO 2 is negligible. If the flow rate is increased by 10 kg/min, the time constant is increased by a magnitude of 0.03 1/min, which is between 15 and 30 pct depending on the gas flow rate. The rate of change in the rate constant due to the change in the mass flow rate is slightly above the theoretical value of the rate of change, because by increasing the mass flow rate, the flow rate of the gaseous compounds increases as the limestone is mixed within the lime. However, the rate of change of the rate constant decreases within the increase of the mass flow rate, which results as that for excessively high flow rates no additional benefits are achieved by increasing the flow rate of the reagent. Due to the increase in the mass flow rate, the material efficiency of the reagent decreases due to the fact that the concentration gradient acts as the main driving force for a mass transfer-controlled reaction. The effect of mass of the hot metal is further discussed in the next section.
The volumetric amount of reagent particles injected in the melt is found to be a less significant factor than the particle size distribution, although the two factors are interrelated, are related also to the total flow rate of the gaseous compounds. Nonetheless, the kinetics of desulfurization seems to be directly proportional to the mass flow rate, although the rate of change in the effect of mass flow rate decreases while increasing the flow rate to excessively high values. This is due to the fact that with high sulfur concentrations, the overall rate of reaction is limited by the solid-state diffusion-controlled phase. The kinetics can be further improved by introducing fresh reaction surface to the melt, but at a certain point the solid/gas load can affect the penetration behavior of particles and the carrier gas momentum, which contributes to proper spread of the particles to the metal phase. The model formulation and the solved coefficients are thus in agreement with the earlier studies. [11, 16, 18] E. External Validation and Sensitivity Analysis of the Dynamic Parameterized Models
The external validation was carried out by predicting the end sulfur contents by applying 32.5 pct of the original data set. The external validation data set was chosen randomly such that it contains at least 3 data points for each of reagents A-E. The external validation results are presented in Table V . It can be seen in the table that GA gives the best modeling results based on the cross-validation process. It is seen that MLR and the Nelder-Mead algorithm provide equally good results for the fitting data, as does the genetic algorithm, but it is evident that the parameters obtained with these strategies do not explain the changes in the external validation data as well as does the solution of the GA.
Although MLR and GA provide results with equivalent statistical accuracy, the parameters identified with MLR are not physically feasible. This is interpretable from the coefficient corresponding to the mass of the hot metal. MLR suggests that b 4 < 1, which practically means that the molar efficiency of the reagent increases within the mass of the hot metal. This result is physically irrelevant for two reasons. First, the increased residence time resulting from the increased height of the metal bath does not provide a further increase in material efficiency after the reagent particles are in equilibrium with the hot metal. Second, the relative variation in the height of the metal bath is rather low in typical operation.
The results of the external validation of the parameters obtained with GA are presented in Figure 4 . The validation result can be considered sufficient as the residuals are equally spread within the diagonal line. Both the coefficient of determination for the fit and external validation are high, R 2 = 0.91 and R 2 = 0.91, respectively. The mean absolute prediction error of the end sulfur content is very small (MAE = 0.0010 to 0.0012 [wt pct]), which can be considered sufficient in view of the measurement error of the C-S analyzing device (0-5 ppm).
However, the external validation results are highly dependent on the size of the population; typically a small population tends to find a feasible accuracy for the fit, but the solution does not explain well the changes in the external validation data. This is mainly due to the fact that the initialization of the small population does not contain initial guesses with significantly high fitness values with very high probability, and thus the algorithm tends to converge towards a weak solution. A notable difference between the numerical solution strategies is that unlike the GA, the Nelder-Mead tends to converge towards the steady-state solution. Thus, it is evident that the penalty condition is fundamental to ensure a physically feasible solution under the conditions of this study. As for the GA approach, the computationally optimal convergence and the best results were achieved with a population size of 200 individuals. Although the number of individuals is high, it has to be noted that the optimization problem is complex in nature, as there are numerous pseudo-feasible solutions for the parameter vector b, which on the other hand provide excessively good results for the fit but fail to predict the changes in the external validation data. This finding is in a qualitative accordance with Deo and Srivastava. [39] Based on the results of the sensitivity analysis and external validation, it can be said that GA, in which the mutation probability follows a deterministic schedule, is a suitable numerical solution strategy for parameter identification. However, the results provided by the GA need to be validated with an external data set and the identification process has to be repeated for a number of times for sufficient results.
Generally, while comparing the results of the fitting and validation process it is observable that the genetic algorithm tends to over fit the coefficients for the data, which results as a poor external validation result. Still, the GA tends to find the solution for the problem with significantly higher probability than the other identification methods applied in the study. For an excessively large search space, the algorithm does not obtain feasible results in decent amount of iterations, and thus the search space is necessary to be constrained such that b j = [À 4 4] .
The calculation time for one iteration loop of GA is in the order of 0.01 second. For a sufficient convergence, the maximum calculation time for a single parameter identification trial is in the order of 30 seconds, but is highly dependent on the success of the initialization, desired accuracy, and the maximum number of iterations. The initialization can be further improved by applying a non-random initial guesses. In the case of the GA, the solution can be found in approximately 15 to 30 iterations, which corresponds to 0.15 to 0.3 seconds of computational time. Unlike the commercial NelderMead, the GA identifies the parameters with sufficient accuracy with a high probability. The performance of both algorithms was evaluated based on 500 repetitions. In the case of a GA, a decent accuracy for both fit and validation is achieved with probabilities of P(R 2 ‡ 0.85) = 0.58 and P(MAE £ 0.0016) = 0.82, whereas the corresponding values for the Nelder-Mead algorithm are P(R 2 ‡ 0.85) = 0 and P(MAE £ 0.0016) = 0.39. The summary of the test statistics is presented in Table VI .
VI. CONCLUSIONS
The main findings of this study can be summarized as follows:
1. The prediction accuracy of the surface area approximation can be increased by substituting the mass transfer coefficient and the average residence time of the particles with a pre-exponential bias term. The parameterized approach for the rate constant provides the most accurate results in the viewpoint of process control purposes. 2. The accurate determination of solid surface area and the volumetric amount of injected reagent increase the predictive power of all model types. Without adequate information of the reagent properties and the injection parameters, the accurate prediction of the hot metal desulfurization kinetics is not possible. The analysis also reveals that the effective surface area of the transitory reaction differs greatly from the nominal surface area of injected particles. Based on the results it can be said that applying a finer grade particle size distribution of lime in the injection can be realized in increased reaction kinetics, but certain phenomena, namely the fraction of non-contacted particles limits the reaction kinetics in case of excessively fine-grade particles. However, there is no quantitative measure of the minimum particle size in the injection, even though the probability for reagent metal contact decreases when applying an excessively fine-grade particle size distribution. 3. A non-linear form of a cost function provides physically relevant results, provided that the employed numerical solution strategy is sufficiently robust. The best external validation results are also acquired by applying the evolutionary search method. Under conditions of this study, a modified genetic algorithm is a feasible alternative for parameter identification. 4. When the hot metal desulfurization operates far away from thermodynamic equilibrium, the kinetics of the transitory reaction improved by adding limestone within the reagent. The effect of limestone could be attributed to increased effective solid surface area by scattering of the reagent particles due to gas-forming decomposition reaction. 5. By optimizing the mass flow rate of the reagent, the total consumption of the reagent can be decreased, if the rate constant is of feasible order of magnitude. The decrease in the material consumption is associated with the thermodynamic driving force. It appears that there is an optimum time instant t at which the flow rate should be decreased to minimize the overall costs of injection. The cost wise optimization of the injection trajectory demands additional research.
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