Abstract. Let M be a connected orientable compact surface, f : M → R be a Morse function, and D id (M ) be the group of difeomorphisms of M isotopic to the identity. Denote by S (f ) = {f • h = f | h ∈ D id (M )} the subgroup of D id (M ) consisting of difeomorphisms "preserving" f , i.e. the stabilizer of f with respect to the right action of D id (M ) on the space C ∞
Introduction
Let M be a smooth (C ∞ ) compact two-dimensional manifold, P be either the real line R or the circle S 1 , and D(M ) be the group of C ∞ diffeomorphisms of M . Then there is a natural right action η : C ∞ (M, P ) × D(M ) → C ∞ (M, P ) of this group on the space of smooth maps M → P defined by the formula η(f, h) = f • h. For f ∈ C ∞ (M, P ) let Let f : M → P be a smooth map, and K be a connected component of some level set f −1 (c) of f , where c ∈ P . We will call K regular , whenever it does not contain critical points of f . Otherwise K will be called critical . The space of Morse maps M → P will be denoted by M(M, P ), and its subspaces consisting of simple, resp. generic, Morse maps will be denoted by M smp (M, P ) and M gen (M, P ) respectively. Obviously, the following inclusions hold:
Notice that M gen (M, P ) is open and everywhere dense in the subset of C ∞ (M, P ) taking constant values at boundary components of M .
By [32] , see also [22, Theorem 11.7] , for every f ∈ M(M, P ) the map
is a locally trivial principal S(f )-fibration.
In [25, Theorem 3.7] second author shown that for a wide class of maps on surfaces which contains all Morse maps the group S id (f ) is either contractible or homotopy equivalent to the circle, see also [24] , [19] . He also proved in [22, Theorems 1.5, 1.6] that if f has at least one saddle point, then S id (f ) is contractible, π n O f (f ) = π n M for n ≥ 3, π 2 O f (f ) = 0, and for π 1 O f (f ) we have the following commutative diagram with exact rows:
for some k ≥ 0 and a finite group G(f ) being the group of automorphisms of the Kronrod-Reeb (or Lyapunov) graph Γ f of f induced by diffeomorphisms from S (f ), see (2.2) below. The upper row in (1.2) comes from the exact sequence of homotopy groups of the fibration (1.1). Moreover, if f is generic, then the group G(f ) is trivial (see Lemma 2.1 below), and O f (f ) is homotopy equivalent to one of the spaces
• S 2 , if M = S 2 and f have only two critical points maximum and minimum;
m , in all other cases, for some m ≥ 0 which depends on f . The homotopy types of connected components of the spaces of Morse functions on compact spaces are calculated by E. Kudryavtseva [15] , [16] , [17] . In those papers she also extended the above result to the case when G(f ) is non-trivial: [15] , [16] , [17] ). Let M be an orientable compact surface and f ∈ M(M, R) be such that χ(M ) < |Fix(S (f ))|. The last condition holds if χ(M ) < 0, or if f is generic and has at least one saddle critical point. Then there exists a free action of the group G(f ) by isometries on an m-dimensional torus (S 1 ) m with flat metric, where
is homotopy equivalent to the quotient space
Remark 1.3. The group G(f ) in Theorem 1.2 is the holonomy group of the compact affine manifold (S 1 ) m /G(f ). Also recall that, e.g. [6] , [9] , Thus π 1 D id (M ) ⊕ Z k is abelian and m in Theorem 1.2 is its torsion-free rank.
The algebraic structure of the homomorphism ρ :
for the case when M is orientable and distinct from S 2 and T 2 = S 1 × S 1 , (see the Lemma 4.3 below). Furthermore, in a series of papers S. Maksymenko and B. Feshchenko [20] , [7] , [27] , [21] 
be the sets of isomorphisms classes of groups G(f ), where f runs over all Morse maps (respectively, simple, and generic Morse maps) from compact surface M to P . As noted above, G gen (M, P ) = {{1}} consists of the trivial group {1} only, see Lemma 2.1. In this paper, using the results from [26] , we give an algebraic description of the sets G(M, P ) and G smp (M, P ). Theorem 1.4. Let P be the minimal family of isomorphism classes of groups satisfying the following conditions: (a) {1} ∈ P; (b) if A, B ∈ P and n ∈ N, then A × B, A Z n ∈ P. Let also P 2 ⊂ P be the minimal subfamily with the property that (a2) {1} ∈ P 2 ; (b2) if A, B ∈ P 2 , then A × B, A Z 2 ∈ P 2 . Then for each connected orientable compact surface
Here A Z n is the wreath product of groups A and Z n , see §3. In particular, Theorem 1.4 shows that G(M, P ) and G smp (M, P ) do not depend on M and P , whenever M is orientable and distinct from S 2 and T 2 .
Preliminaries
Graph of a Morse map. Let f ∈ C ∞ (M, P ), Γ f be a partition of M into connected components of level sets of f , and p : M → Γ f be the canonical factor-map associating to each x ∈ M the connected component of the level set f −1 (f (x)) containing that point. Endow Γ f with the final topology with respect to the mapping p, so a subset A ⊂ Γ f is open if and only if its inverse image
It is well known that if f is Morse, then Γ f has a structure of a one-dimensional CWcomplex, and we will call it the graph of f . Its vertices correspond to the critical connected components of level sets of f and connected components of the boundary of the surface.
This graph was independently introduced in the papers by G. Adelson-Welsky and A. Kronrod [1] , and G. Reeb [31] , and often called Kronrod-Reeb or Reeb graph of f . It is a useful tool for understanding the topological structure of smooth functions on surfaces, e.g. [14] , [3] . It plays as well an important role in a theory of dynamical systems on manifolds and called Lyapunov graph of f following J. Frank [8] , see also [4] , [33] , [5] . The reason is that for generic Morse maps Γ f can be embedded into M , so that f will be monotone on its edges, cf. 2) of Lemma 2.1 below.
Denote by H(Γ f ) the group of homeomorphisms of Γ f . Then each h ∈ S(f ) leaves invariant every level set of f , i.e. h(f −1 (c)) = f −1 (c) for all c ∈ P . Hence it induces a homeomorphism ρ(h) of the graph Γ f making commutative the following diagram:
One easily checks, see Lemma 2.1 below, that the image ρ(S(f )) is a finite subgroup of H(Γ f ). Thus, in a certain sense, ρ(S(f )) encodes "discrete symmetries of f ".
It also follows from E. Kudryavtseva and A. Fomenko [18] that for every finite group G there exists a Morse function f on some compact surface M such that G ∼ = ρ(S(f )) and f takes the value i at each critical point of index i, for i = 0, 1, 2.
We will be interested in the image of the group S (f ) := S(f ) ∩ D id (M ), which we denote by G(f ):
The following statement collects several properties of homomorphism ρ, e.g. in [22] , [16] , [17] . We include it for the convenience of the reader and since they will be used in the proof of Theorem 1.4.
2) There exists a continuous map s : Γ f → M being "right homotopy" inverse to the factormap p : M → Γ f , i.e. p • s is homotopic to the identity map id Γ f . If f is simple, then s can be chosen to be an embedding such that p • s = id Γ f . Hence the homomorphism p 1 :
Proof. 1) Notice thatf is monotone on edges of Γ f and ρ(h) preservesf . Hence if h 1 , h 2 ∈ S(f ) are such that the homeomorphisms ρ(h 1 ) and ρ(h 2 ) induce the same permutation of
. In other words, each element of ρ(S(f )) is determined by its permutation of edges. Since Γ f has only finitely many edges, it follows that We need to extend s to the edges of Γ f . Let e be an open edge of Γ f with vertices v 0 and v 1 (which may coincide if P = S 1 , so f is a circle-valued map) and φ e : [0, 1] → Γ f be the characteristic map for e, so φ e (i) = v i , i = 0, 1, and φ homeomorphically maps (0, 1) onto e.
Fix an arbitrary embedding ψ e : [0. e : e → M , see Figure 2 .1a). Then s : Γ f → M is continuous, p • s(v) = v for each vertex v ∈ Γ f , and p • s(e) = e for each edge e of Γ f . This implies that p • s is homotopic to id Γ f relatively to the set of vertices.
Anther proof of 2) is presented in [5, Corollary 3.8] . Also notice that if f is simple, and K v is a critical component of some level set of f , then one can choose z v to be a unique critical point belonging to K v . Moreover, for every edge e we can define ψ e : [0, 1] → M to be an embedding. In this case we will have that p • s = id Γ f , see Figure 2 .1b), where the image of s is shown in gray.
3) Notice that for every h ∈ S(f ) (2.1) induces the following commutative diagram:
in which horizontal arrows are surjective due to 2).
, then h 1 is the identity, whence so is ρ(h) 1 . 4) Suppose f is generic. First, we prove that ρ(h) fixes each vertex of Γ f , i.e. each of the following sets is invariant with respect to h:
• critical components of K 1 , . . . , K a of all sets of the level f , and • connected components B 1 , . . . , B b of the boundary ∂M . Indeed, since h(∂M ) = ∂M and h is isotopic to the identity map id M , we get that h(B j ) = B j for all j = 1, . . . , b.
Moreover, by assumption f
Furthermore, due to 3) ρ(h) trivially act on the group H 1 (Γ f , Z) and therefore it leaves invariant each edge of Γ f with its orientation. But as noted in 1) ρ(h) is determined by its permutation of edges, whence ρ(h) is the identity. 
Wreath products
For a set X denote by Σ(X) the permutation group on X, i.e. the group of all self-bijections of X with respect to the composition of maps. Then Σ(X) naturally acts on X from the left. Assume that some G group also acts from the left of X, which gives a certain homomorphism δ : G → Σ(X).
Let H be another group, and Map(X, H) be the group of all maps X → H with respect to the pointwise multiplication. Then G acts from the right on Map(X, H) by the rule: if α ∈ Map(X, H) and h ∈ G, then the result of the action of h on α is just the composition of maps:
− −− → X α − − → H, which will be denoted by α h . Then the semidirect product
corresponding to this G-action will be called the wreath product of H and G over δ. In this case G is also called the top group of H δ G.
Thus, H δ G is the Cartesian product of sets Map(X, H) × G with the multiplication defined by the following formula:
If G is a subgroup of Σ(X) and j : G ⊂ Σ(X) is the inclusion map, then the corresponding wreath product H j G will be denoted by H X G:
G.
Finally notice that the group G acts on itself by left shifts, whence we have a natural inclusion map j : G → Σ(G) and can define the wreath product H j G, which in this particular case is usually denoted by H G.
For example, the group H Z n (appearing in Theorem 1.4) is the Cartesian product of sets H × · · · × H n ×Z n with the following multiplication:
where all indexes are taken modulo n.
Definition 3.1. Let G = {G i } i∈Λ an arbitrary family of finite groups. Denote by R(G), the minimal family of isomorphism classes of groups satisfying the following conditions:
In particular, in Theorem 1.4
Consider examples of groups which belong to these families, and groups that do not belong to them. 
Remark 3.3. Wreath products D Z p , where p is a simple, and D is a p-group, for example, the groups Example 3.5. For any q ≥ 2 and r ≥ 1 the group W = Z q (Z q × Z qr ) does not belong to P.
Proof. Suppose, W ∈ P. Then either W = P × Q for some nontrivial groups P, Q ∈ P, or W = P Z n for some non-trivial group P ∈ P and n ≥ 2.
Suppose W = Z q (Z q × Z qr ) ∼ = P × Q. Then, due to (1) of Lemma 3.4, each element of the nontrivial group Z q must have a unique root of order |Z q × Z qr | = q 2 r. However, q 2 r · x = 0 for all x ∈ Z q , and therefore every nonzero element of Z q has no roots of order q 2 r in Z q . Thus, W can not be decomposed into a nontrivial direct product.
Suppose that W = Z q (Z q × Z qr ) ∼ = P Z n for some n ≥ 2. Then, according to (2) of Lemma 3.4, P ∼ = Z q and Z n ∼ = Z q × Z qr . But Z q × Z qr is not a cyclic group, since q divides qr. Hence W is not a wreath product with the top group Z n . Thus, both cases are impossible, and so W ∈ P.
Jordan's theorem. We will show now that the families of groups P and P 2 are related with Jordan's theorem on the group of automorphisms of trees. For n ≥ 1 let X n := {1, . . . , n} and Σ n := Σ(X n ) be the permutation group of X n , so Σ n acts from the left of X n . Let id Σn : Σ n → Σ n be the identity isomorphism of Σ n , and j n : Σ n → Σ(Σ n ) the inclusion corresponding to the actions of Σ n on itself by left shifts. Then for every group H one can define two wreath products:
corresponding to the actions of Σ n on X n and on itself respectively. It is obvious, that
On the other hand, for n ≥ 2 these wreath products, in general, are not isomorphic. Indeed, if H is a finite group, then
Let R Σ be the minimal family of isomorphism classes of groups satisfying the following conditions:
(i) the trivial group {1} belongs to R Σ ; (ii) if A, B ∈ R Σ and n ≥ 1, then A × B, A Xn Σ n ∈ R Σ . Thus, R Σ differs from R({Σ n } n≥1 ) by the assumption that the wreath products A Σ n are replaced with A Xn Σ n . As noted in [30, Nr. 54 ] the following theorem is a reformulation following the old result of C. Jordan [11] Note that Theorem 1.4 characterizes in a similar way families of groups G(f ) of automorphisms of graphs Γ f of Morse maps f : M → P for compact surfaces M = S 2 , T 2 induced by diffeomorphisms belonging to S (f ). For instance, one can assume that M is a 2-disk, whence Γ f is a tree, see 3) of Lemma 2.1, whence such groups correspond to special automorphisms of finite trees.
Proof of Theorem 1.4
First we will give another description of the sets P and P 2 . Consider the following countable alphabet:
is, for each n ∈ N we regard Z n as one letter.
Denote by L * the minimal subset consisting of finite words from the alphabet A satisfying the following conditions:
(i) 1 ∈ L * ; (ii) if A, B ∈ L * and n ∈ N, then the words (A), (A) × (B), and
The words from L * will be called admissible. Evidently, every admissible word W uniquely defines (up to an isomorphism) a certain finite group ν(W ). Let P * the family of isomorphism classes of groups that are written by admissible words. We claim that P * = P := R({Z n } n∈N ), whence the correspondence W → ν(W ) will be a surjective map ν : L * → P. Indeed, P * obviously satisfies the conditions (a) and (b) of the definition of P in Theorem 1.4 and therefore contains the minimal set P, that is P * ⊃ P. Conversely, if P is an arbitrary family of isomorphism classes of groups satisfying the same conditions, then it necessarily contains all groups written by admissible words, that is P * ⊂ P . In particular, P * ⊂ P, and hence, P * = P.
Consider further the following finite subalphabet in A:
and denote by L * 2 is the minimal subset of finite words from the alphabet A 2 , satisfying the following conditions:
* and by similar arguments, P 2 = ν(L * 2 ). Let us also mention the following simple statement which we will use several times:
* belongs to L * 2 if and only if W does not contain letters Z n for n ≥ 3. Hence if W ∈ L * 2 and A is a subword (a consecutive sequence of symbols) of W belonging to L * , then A ∈ L * 2 as well. Suppose now that M is a compact orientable surface distinct from S 2 and T 2 . First we will prove that
In other words, we need to show that for every admissible word W ∈ L * there exists a Morse map f ∈ M(M, P ) such that ν(W ) G(f ). Moreover, if W ∈ L * 2 , then such an f can be chosen to be a simple Morse map.
We will use an induction on the length len(W ) of the word W simultaneously for all orientable surfaces M = S 2 , T 2 and P = R or S 1 . a) Let len(W ) = 1, so W = 1, and hence ν(W ) ∼ = {1} is the trivial group. Then, due to Lemma 2.1, for each generic Morse map f : M → P on any compact surface M we have that
b) Let len(W ) = n ≥ 1 and assume that we have already proven that • for each admissible word A ∈ L * of length len(A) < n and each orientable surface M = S 2 , T 2 and P = R or S 1 the group ν(A) ∈ G(M, P );
We need to prove that ν(W ) ∈ G(M, P ), and moreover, if
Fix any generic Morse map g : M → P having a unique local maximum z ∈ M . According to the definition of admissible words we should consider the following three cases.
(1) Suppose W = (A) for some A ∈ L * . Then ν(W ) ∼ = ν(A) and len(A) = n − 2 < n.
for some admissible words A, B ∈ L * . Then their lengths are less than n, whence, by the induction, there exist functions α, β ∈ M(D 2 , R) on a 2-disk such that ν(A) ∼ = G(α) and ν(B) ∼ = G(β). Using α and β we can change g in a neighborhood of the point z such that the resulting map f will belong to M(M, P ) and
If W ∈ L * 2 , then due to Lemma 4.1 A, B ∈ L * 2 as well, so by induction, α and β can be chosen to be simple. Then f will also be simple. Hence ν (A)×ν( 
In all other cases, W = (A) Z k , for some k ∈ N and some admissible word A ∈ L * such that len(A) = n − 3 < n. Then by induction there exists a Morse function α ∈ M(D 2 , R) on a 2-disk, such that ν(A) ∼ = G(α). Now, using α we can change g in a neighborhood of the point z such that the resulting map f will belong to M(M, P ), and G(f ) ∼ = G(α) Z k , see Figure 4 .2 for k = 5. Then,
If W ∈ L * 2 , then k = 2 and by Lemma 4.1 A ∈ L * 2 . Therefore, by induction, α can be chosen to be simple, and since k = 2, the map f will also be simple. Thus This proves (4.1). Let us establish the inverse inclusions [26, Theorem 5.3] . Let M be a compact orientable surface distinct from S 2 and T 2 and let f ∈ M(M, P ). Then there exist finitely many subsurfaces
Now if (4.2) is shown for a 2-disk and a cylinder, then G(f | M i ) ∈ P for all i = 1, . . . , k. Since P is closed with respect to finite direct products, we will get that G(f ) ∈ P. Moreover, if f is a simple, then f | M i will also be simple. Therefore G(f | M i ) ∈ P 2 for all i, whence, G(f ) ∈ P 2 as well. This will prove the inclusions (4.2).
Let M = D 2 or S 1 × I and f ∈ M(M, P ). We need to show that G(f ) ∈ P, and if f is simple then G(f ) ∈ P 2 .
Without loss of generality we can assume that f takes a local minimum on some connected component γ of the boundary ∂M . We will use an induction on the number c 1 (f ) of saddle critical points of f . 
and therefore f has only one critical point which is an extremum (in this case the maximum, since we assumed that f takes the minimum value on ∂D 2 = γ), see Figure 4 .4b). In both cases the graph Γ f of the map f consists of one edge, whence 2) Now let c 1 (f ) ≥ 1, i.e. f has at least one saddle critical point. Assume that we have proved that G(α) ∈ P for all Morse maps α on D 2 and S 1 × I with c 1 (α) < c 1 (f ). Let u be the vertex of the graph Γ f corresponding to the boundary component γ ⊂ ∂M , (u, v) be a unique edge Γ f incident to u, K = p −1 (v) be the critical component of level set of f corresponding to v, and c = f (K).
Fix small ε > 0 and let R be the connected component of f −1 ([c − ε, c + ε]) containing K, (since P is an abelian group for both cases R and S 1 = R/Z, the segment [c − ε, c + ε] ⊂ P is well defined). Decreasing ε one can also assume that K does not intersect ∂M and contains no other critical points of f except for the one belonging to K, see Figure 4 .5.
Then h(R) = R for all h ∈ S (f ), and therefore M \ R is also invariant with respect to S (f ). Let
• X 0 , . . . , X a be all connected components of M \ R, invariant with respect to S (f ), that is h(X i ) = X i for all h ∈ S (f ) and i = 0, . . . , a, • Y 1 , . . . , Y b be all other connected components of M \ R. We can also assume that γ ⊂ X 0 ;
Notice that each connected component of the boundary ∂M is preserved by each h ∈ S (f ) = S(f ) ∩ D id (M ), since it is isotopic to id M . Moreover, as γ ⊂ X 0 , and every connected component of ∂R (being a simple closed curve) separates M , it follows that
• X 0 is a cylinder, X i , i = 1, . . . , a, is either a 2-disk, or a cylinder, and every Y j , j = 1, . . . , b, is a 2-disk; • the restriction of f to each X i and Y j is Morse in the sense of Definition 1.1, and (1) Suppose that each connected component of M \ R is invariant with respect to S(f ), i.e. there is no Y j -components.
Otherwise, b = cm for some c, m ∈ N, and the surfaces {Y j } can be renumbered by pairs of indices (k, l) as follows:
so that every diffeomorphism h ∈ S(f ) cyclically shifts the columns in (4.3), i.e. there exists n ∈ {0, . . . , m − 1} depending on h, such that
Since the family P is closed with respect to direct product and wreath products with finite cyclic groups from the top, we get from Lemma 4.3 that G(f ) ∈ P.
Assume now that f is simple. Then M \ R consists of three connected components X 0 , Z 1 , Z 2 , such that X 0 is a cylinder containing ∂D 2 , and Z 1 , Z 2 are discs, see Figure 4 .6. Moreover, f | Z 1 and f | Z 2 are simple Morse maps and therefore, by induction,
Case (1) Case ( If Z 1 and Z 2 are invariant with respect to S (f ), then by the case (1) of Lemma 4.3,
Otherwise, there exists h ∈ S(f ) such that h(Z 1 ) = Z 2 . Therefore, we have the case (2) of Lemma 4.3. Moreover, the numbering in (4.3) can be done as follows:
that is c = 1, m = 2. Therefore G(f ) ∼ = G(f | Y 1,0 ) Z 2 ∈ P 2 . Theorem 1.4 is completed.
Generalizations
In fact, in [26] it was studied the set F(M, P ) of smooth maps f : M → P taking constant values at connected components of ∂M and being smoothly equivalent to homogeneous polynomials without multiple factors in neighborhoods of their critical points. As the polynomials ±x 2 ± y 2 are homogeneous and have no multiple factors, it follows from Morse lemma that M(M, P ) ⊂ F(M, P ). We will sketch here a variant of Theorem 1.4 for the maps from F(M, P ).
One could check that every f ∈ F(M, P ) has only isolated critical points, and it is possible to define its graph Γ f and the homomorphism ρ : S(f ) → Aut(Γ f ) similarly to §2.
Let also ∆(f ) be the subgroup of ker(ρ) consisting of diffeomorphisms h such that for every degenerate local extreme z of f the induced tangent map T z h : T z M → T z M is the identity. Denote ∆ (f ) = ∆(f ) ∩ D id (M ) and put (5.1) G(f ) = S (f )/∆ (f ).
Notice that if f ∈ F(M, P ) has only non-degenerate local extremes, e.g. it is Morse, then ∆(f ) = ker(ρ). Hence so in this case the definitions (2.2) and (5.1) agree, and G(f ) can be regarded as a subgroup of the group of automorphisms of the graph Γ f of f . However, for maps f ∈ F(M, P ) having degenerate local extremes ∆(f ) is a proper subgroup of ker(ρ). Nevertheless, Lemmas 4.2 and 4.3 are proved in [26] for all f ∈ F(M, P ) if one define G(f ) by (5.1).
Theorem 5.1. Let M be a compact surface distinct from S 2 and T 2 and G F (M, P ) = {S (f )/∆ (f ) | f ∈ F(M, P )} be the family of isomorphism classes of group G(f ) defined by (5.1), where f run over all F(M, P ). Then G F (M, P ) = P.
Sketch of proof. By Theorem 1.4 P = G(M, P ) ⊂ G F (M, P ). The inverse inclusion can be proved similarly to G(M, P ) ⊂ P using Lemmas 4.2 and 4.3 for F(M, P ), and [26, Theorem 5.5] claiming that if f ∈ F(D 2 , P ) has a unique critical point and that point is a degenerate local extreme, then G(f ) ∼ = Z 2n for some n ∈ N. We leave the details for the reader.
