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EXISTENCE OF A DEGENERATE SINGULARITY IN
THE HIGH ACTIVATION ENERGY LIMIT OF A
REACTION-DIFFUSION EQUATION
GEORG S. WEISS AND GUANGHUI ZHANG
Abstract. We consider the singular perturbation problem
∆uǫ = βǫ(uǫ),
where βǫ(s) =
1
ǫ
β( s
ǫ
), β is a Lipschitz continuous function such
that β > 0 in (0, 1), β ≡ 0 outside (0, 1) and
∫
1
0
β(s) ds = 1
2
.
We construct an example exhibiting a degenerate singularity as
ǫk ց 0. More precisely, there is a sequence of solutions uǫk → u
as k →∞, and there exists x0 ∈ ∂{u > 0} such that
u(x0 + r·)
r
→ 0 as r → 0.
Known results suggest that this singularity must be unstable, which
makes it hard to capture analytically and numerically. Our re-
sult answers a question raised by Jean-Michel Roquejoffre at the
FBP’08 in Stockholm.
1. Introduction
In this paper we are concerned with the singular perturbation prob-
lem
(1.1) ∆uǫ = βǫ(uǫ) in Ω,
where Ω is a bounded domain in Rn, ǫ > 0 and βǫ(s) =
1
ǫ
β( s
ǫ
). Here
β is a Lipschitz continuous function such that β > 0 in (0, 1), β ≡ 0
outside (0, 1) and
∫ 1
0
β(s) ds = 1
2
.
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This problem arises in the mathematical analysis of equidiffusional
flames (see [3], [4]), in which case ǫ is proportional to the inverse of the
activation energy.
Formally, as ǫ → 0, the solutions uǫ converge to a solution u of the
free boundary problem
(1.2)
∆u = 0 in Ω \ ∂{u > 0},
u = 0, (u+ν )
2 − (u−ν )
2 = 1 on ∂{u > 0}.
On a rigorous level, L. Caffarelli established a locally uniformly Lips-
chitz estimate for bounded solutions {uǫ} (see [5]). In [10], C. Lederman
and N. Wolanski proved that u is a viscosity solution of (1.2). They
also proved that u satisfies the free boundary condition in a pointwise
sense at non-degenerate free boundary points at which there is an in-
ward unit normal of {u > 0} in the measure theoretic sense. Here
“non-degenerate” means that
r−n−1
∫
Br(x)
u+ ≥ c > 0 for r ≤ r0.
A related convergence result has been proved for the p-Laplace operator
in [6].
From [1, Lemma 3.4] we know that all free boundary points of local
minimizers are non-degenerate. This suggests that if there are degen-
erate free boundary points of a limit function u, then they must be
unstable.
It has been known that cross-shaped free boundaries occur for do-
main variation solutions (see the Introduction of [12]), for example
u(x1, x2) = |x
2
1 − x
2
2| (cf. Figure 1).
John Andersson suggested a triple junction example (see Figure 2)
where the solution is homogeneous of degree 3/2; domain variation
solutions with a degree of homogeneity ∈ (1, 3/2) are not possible.
However it is not so obvious whether these examples arise as limits of
the reaction-diffusion equation (1.1). This is the question Jean-Michel
Roquejoffre posed at the FBP’08 in Stockholm. The main result of the
present paper gives a partial answer to that question:
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u > 0
u > 0
u > 0
u > 0
Figure 1. Cross-like Singularity
u > 0
u > 0
u > 0
Figure 2. Triple Junction Singularity
Theorem A. There exist uniformly bounded solutions uǫk : B1(0) ⊂
R
2 → R such that ǫk → 0, uǫk → u as k →∞, and there is a degenerate
free boundary point of u in B1(0). More precisely, there is x
0 ∈ B1(0)∩
∂{u > 0} such that
lim
r→0
u(x0 + rx)
r
= 0 for every x ∈ R2.
Remark 6.5 shows that we may construct degenerate points with an
arbitrarily high number of symmetry lines. See Figure 3 for an example
with 4 symmetry lines.
Section 3 also suggests a numerical approach for the construction of
this unstable solution which would be otherwise hard to capture.
2. Notation
Throughout this article Rn will be equipped with the Euclidean inner
product x · y and Br(x
0) will denote the open ball of center x0 with
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uǫ > ǫ
uǫ > ǫ uǫ > ǫ
uǫ > ǫ
Figure 3. Imaginable ǫ-solution
radius r. When not specified, x0 is assumed to be 0. We will use
the polar coordinates (r, θ) in R2. We use the n-dimensional Lebesgue
measure Ln and the m−dimensional Hausdorff measure Hm. We shall
often use abbreviations for inverse images like {u > 0} := {x ∈ Ω :
u(x) > 0}.
3. Construction of ǫ−solutions
We are going to use a method introduced in [2].
Let K = {(r cos θ, r sin θ) : 0 < r < 1, 0 < θ < π/m}, where m is an
integer ≥ 3. For g ∈ Cα0(∂B1 ∩ ∂K), α0 ≥ α > 0, C
α
g (K¯) will denote
the subspace of Cα(K¯) consisting of all functions with boundary values
g on ∂B1 ∩ ∂K. We consider the following problem:
(3.1)
∆u(x) = βǫ(u(x)− u(0) + ǫ) in K,
u = g on ∂K ∩ ∂B1,
∂u
∂ν
= 0 on ∂K \ ∂B1.
Let T = Tǫ,g : C
α
g (K¯)→ C
α
g (K¯) be the operator defined by
∆T (u) = βǫ(u(x)− u(0) + ǫ) in K,
T (u) = g on ∂K ∩ ∂B1,
∂T (u)
∂ν
= 0 on ∂K \ ∂B1.
Using Schauder’s fixed point theorem, we can prove the existence of
a solution of equation (3.1):
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Proposition 3.1. For each g ∈ Cα0(∂B1 ∩ ∂K), T has a fixed point
uǫ ∈ C
α
g (K¯) for some α > 0 depending only on α0.
Proof. Let v ∈ Cαg (K¯), F (x) = βǫ(v(x) − v(0) + ǫ). Then there is a
W 1,2(K)-solution u of the problem:
∆u = F in K,
u = g on ∂K ∩ ∂B1,
∂u
∂ν
= 0 on ∂K \ ∂B1.
We extend u to a function u˜ : B1 \ {0} → R by even reflection:
u˜(r, π/m+ θ) = u(r, π/m− θ), if 0 ≤ θ ≤ π/m,
u˜(r, jπ/m+ θ) = u˜(r, jπ/m− θ), if 0 ≤ θ ≤ π/m,
for j = 1, 2, . . . , 2m− 1. It follows that u˜ is a solution of
∆u˜ = F˜ in B1 \ {0},
u˜ = g˜ on ∂B1,
where F˜ and g˜ are defined by even reflection. As the origin is a set of
vanishing 2-capacity (see [7]), u˜ is a weak solution of ∆u˜ = F˜ in B1.
Applying the regularity theory of elliptic equations (see for example
[8, Corollary 9.29]), we see that u˜ ∈ Cα(B¯1) for small α, and that
||u˜||C0,α(B1) ≤ C, where α ∈ (0, α0) and C are constants depending on
α0, ||g||C0,α0 and ||F ||L∞(K). Hence T is a continuous compact linear
operator from Cαg (K¯) into itself for small α > 0, and
||Tǫ,g(w)||Cα(K¯) ≤ C
for every σ ∈ [0, 1] and every solution of the equation
∆w = σβǫ(w(x)− w(0) + ǫ) in K,
w = g on ∂K ∩ ∂B1,
∂w
∂ν
= 0 on ∂K \ ∂B1;
here C is a constant depending only on g, β and ǫ.
From Schauder’s fixed point theorem (see [8, Chapter 11]) we infer
that Tǫ,g has a fixed point uǫ ∈ C
α
g (K¯). 
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4. Convergence
From now on all of our functions are defined in B1(0) by the above
reflection. We choose one non-constant g ∈ C2(B¯).
Let vǫ(x) = uǫ(x)− uǫ(0) + ǫ. Then vǫ is a solution of
∆vǫ(x) = βǫ(vǫ(x)) in B1,
vǫ(0) = ǫ,
vǫ = g − uǫ(0) + ǫ on ∂B1.
By the maximum principle, |uǫ(0)| ≤ ||g||L∞(B1), therefore ||vǫ||L∞(B¯1) ≤
C, where C depends only on ||g||L∞(B1).
First we state a result from [5] proving a uniform Lipschitz estimate.
Proposition 4.1. Let wǫ be a family of solutions to ∆wǫ = βǫ(wǫ) in
a domain Ω ⊂ Rn such that ||wǫ||L∞(Ω) ≤ C for some C < ∞. Let
K ⊂ Ω be a compact set and let τ > 0 be such that Bτ (x
0) ⊂ Ω for
every x0 ∈ K. Then there exists a constant L = L(τ, C), such that
|∇wǫ(x)| ≤ L for x ∈ K.
If the boundary data is smooth enough, we have the following gra-
dient estimate near the boundary (see [9]).
Proposition 4.2. Let Ω ⊂ Rn be a bounded domain with smooth
boundary and let wǫ ∈ C
2(Ω) ∩ C0(Ω¯) be a solution of
∆wǫ(x) = βǫ(wǫ(x)) in Ω,
wǫ = f on ∂Ω,
where f ∈ C2(Ω¯), ||f ||C2(Ω¯) < C1. Then there exist ǫ0 > 0, C < ∞
such that
|∇wǫ(x)| ≤ C(1 + | log d(x, ∂Ω)|)
for ǫ ∈ (0, ǫ0), x ∈ Ω, where d(x, ∂Ω) is the distance from x to the
boundary of Ω.
Now we are ready to prove the convergence of {vǫi}.
Proposition 4.3. There exist a sequence {vǫi} and a locally Lipschitz
continuous function v0 such that
1) vǫi → v0 uniformly on B¯1,
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2) vǫi → v0 in W
1,2
loc (B1),
3) v0 is harmonic in B1 \ ∂{v0 > 0},
4) ∆vǫi → µ as measures on B1; here µ is a locally finite non-negative
measure supported on the free boundary ∂{v0 > 0}.Therefore
∆v0 = µ in B1,
that is ∫
B1
∇v0 · ∇φ dx+
∫
B1
φ dµ = 0
for every φ ∈ C10(B1).
5) v0(r, jπ/m+θ) = v0(r, jπ/m−θ) for 0 ≤ θ ≤ π/m and 1 ≤ j ≤ 2m.
Proof. 1) By Proposition 4.2, {vǫ} is equicontinuous. Since {vǫ} is uni-
formly bounded in C0(B¯1), by the Arzela-Ascoli theorem there is a
sequence {vǫi} that converges to some v0 in C
0(B¯1). By Proposition
4.1, it is easy to see that v0 is locally Lipschitz continuous.
2) For 0 ≤ η ∈ C∞0 (B1), we obtain from the local Lipschitz bound
that
(4.1)
∫
B1
η|∇v0|
2 dx ≤ lim inf
ǫi→0
∫
B1
η|∇vǫi|
2 dx.
If we prove the converse inequality, the result will follow. Multiplying
the ǫi-equation (1.1) by ηvǫi, we obtain that
∫
B1
vǫi∇η · ∇vǫi dx+
∫
B1
η|∇vǫi|
2 dx = −
∫
B1
ηvǫiβǫi(vǫi) dx ≤ 0.
Letting ǫi → 0, we get
(4.2) lim sup
ǫi→0
∫
B1
η|∇vǫi|
2 dx ≤ −
∫
B1
v0∇η · ∇v0 dx.
For each δ > 0, we define
vδ(x) =


v0(x)− δ, if v0(x) > δ,
v0(x) + δ, if v0(x) < −δ,
0 otherwise.
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Multiplying the ǫi-equation by ηvδ and integrating, we have∫
B1
vδ∇η · ∇vǫi dx+
∫
B1
η∇vδ · ∇vǫi dx = 0.
Letting ǫi → 0, it follows that∫
B1
vδ∇η · ∇v0 dx+
∫
B1
η|∇vδ|
2 dx = 0,
and letting δ → 0, we get∫
B1
v0∇η · ∇v0 dx+
∫
B1
η|∇v0|
2 dx = 0.
Using (4.2), we obtain
(4.3) lim sup
ǫi→0
∫
B1
η|∇vǫi|
2 dx ≤
∫
B1
η|∇v0|
2 dx.
Combining (4.1) and (4.3), we obtain
(4.4) lim
ǫi→0
∫
B1
η|∇vǫi|
2 dx =
∫
B1
η|∇v0|
2 dx,
which implies that
η1/2∇vǫi → η
1/2∇v0 in L
2(B1).
For η such that η = 1 in D ⊂⊂ Ω, it follows that
∇vǫi → ∇v0 in L
2(D).
Therefore vǫ → v0 strongly in W
1,2(D).
By a diagonal sequence argument, assertion 2) of the proposition
follows.
3) Since v0 is continuous, the sets {v0 > 0} and {v0 < 0} are open.
Let x0 ∈ {v0 > 0}. From the fact that vǫi → v0 uniformly on B1, there
exist r > 0 and N ∈ N such that vǫi(x) ≥ v0(x
0)/2 > 0 for x ∈ Br(x
0),
i ≥ N . Thus vǫi is harmonic in Br(x
0) for i ≥ N and the same fact
holds for v0. In the same way we prove that v0 is superharmonic in
{v0 ≤ 0}
0. On the other hand, vǫi is subharmonic in B1, so that v0 is
also subharmonic. Therefore v0 is harmonic in {v0 ≤ 0}
0 and 3) follows.
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4) Multiplying equation ∆vǫi = βǫi(vǫi) by φ ∈ C
∞
0 (B1) and inte-
grating by parts, we get∫
B1
∇vǫi · ∇φ dx+
∫
B1
βǫi(vǫi)φ dx = 0.
We know that vǫi → v0 in W
1,2
loc (B1), hence
(4.5)
∫
B1
∇vǫi · ∇φ dx→
∫
B1
∇v0 · ∇φ dx.
On the other hand, ∫
B1
βǫi(vǫi)φ dx ≤ C.
This L1-bound implies that there exists a locally finite non-negative
measure µ such that for a subsequence which we still call {vǫi}, βǫi(vǫi)→
µ as measures in B1. Passing to the limit in (4.5), we get∫
B1
∇v0 · ∇φ dx+
∫
B1
φ dµ = 0,
which implies
∆v0 = µ in B1.
Since we know that v0 is harmonic in B1 \∂{v0 > 0}, we conclude that
supp µ ⊂ ∂{v0 > 0}.
5) follows from the fact that vǫi has been defined via even reflection.
This property is preserved by the uniform limit v0. 
Let Bǫ(z) =
∫ z
0
βǫ(s) ds and χǫ(x) = 2Bǫ(vǫ(x)). It follows that
0 ≤ χǫ(x) ≤ 1, and the uniformly Lipschitz estimate for vǫ implies the
relative compactness of χǫ in L
1
loc(B1):
Proposition 4.4. {χǫ} is precompact in L
1(D) for each D ⊂⊂ B1.
Proof. By Proposition 4.1, there exists an L > 0 such that ||∇vǫ||L∞(D) ≤
L, hence∫
D
|∇χǫ| dx = 2
∫
D
|βǫ(vǫ)∇vǫ| dx ≤ 2L
∫
D
βǫ(vǫ) dx ≤ C.
Therefore {χǫ} is bounded in W
1,1(D). By the Sobolev embedding
theorem {χǫ} is precompact in L
1(D). 
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Thus we may assume that χǫi(x) → χ0(x) locally in L
1. Similar to
[12, Lemma 4.1], we have
Proposition 4.5. χ0(x) ∈ {0, 1} for a.e. x ∈ B1.
Proof. For δ ∈ (0, 1/4), B(s) = 2
∫ s
0
β(t) dt and Aδ = {x ∈ D ⊂⊂ B1 :
χ0 ∈ [2δ, 1− 2δ]} we have
L2(Aδ) ≤ L
2(Aδ ∩ {χǫm 6∈ [δ, 1− δ]}) + L
2(Aδ ∩ {B(
vǫm
ǫm
) ∈ [δ, 1− δ]})
≤ L2(D ∩ {|χǫm − χ0| > δ}) + L
2(D ∩ {
vǫm
ǫm
∈ [B−1(δ),B−1(1− δ)]})
≤ L2(D ∩ {|χǫm − χ0| > δ}) + C1(δ, β)ǫm
∫
D
βǫm(vǫm) dx
≤ L2(D ∩ {|χǫm − χ0| > δ}) + C2(δ, β)ǫm → 0
as m→∞. 
5. Monotonicity formula
In this section we state a monotonicity formula proved in [13], which
is a key tool in constructing a degenerate singularity.
Proposition 5.1. Let x0 ∈ B1, and
Φǫ(r) = r
−2
∫
Br(x0)
|∇vǫ|
2 + r−2
∫
Br(x0)
χǫ − r
−3
∫
∂Br(x0)
v2ǫ dH
1.
Then Φǫ satisfies the monotonicity formula
Φǫ(σ)−Φǫ(ρ) ≥
∫ σ
ρ
r−2
∫
∂Br(x0)
2(∇vǫ·ν−
vǫ(x)
r
)2 dH1dr for 0 < ρ < σ.
Letting ǫ→ 0,
Φ(r) = r−2
∫
Br(x0)
|∇v0|
2 + r−2
∫
Br(x0)
χ0 − r
−3
∫
∂Br(x0)
v0
2 dH1
satisfies the monotonicity formula
Φ(σ)−Φ(ρ) ≥
∫ σ
ρ
r−2
∫
∂Br(x0)
2(∇v0·ν−
v0(x)
r
)2 dH1dr for 0 < ρ < σ.
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6. Existence of a Degenerate Free Boundary Point
In this section we are going to prove the existence of a degenerate
singular free boundary point for v0. We start with some lemmas.
Lemma 6.1. Let w be a solution of
∆w = βǫ(w) in Ω ⊂ R
n and let χǫ(x) = 2Bǫ(w(x)).
Then ∫
Ω
|∇w|2div φ− 2∇wDφ∇w + χǫdiv φ dx = 0
for φ ∈ C10(Ω;R
n).
Proof. Integrating by parts, we get
∫
Ω
|∇w|2div φ− 2∇wDφ∇w + χǫdiv φ dx
=
∫
Ω
n∑
i=1
(
∂w
∂xi
)2 n∑
j=1
∂φj
∂xj
− 2
n∑
i,j=1
∂w
∂xi
∂φj
∂xi
∂w
∂xj
+ χǫdiv φ dx
= −2
∫
Ω
n∑
i,j=1
φj
∂w
∂xi
∂2w
∂xi∂xj
−
n∑
i,j=1
φj
∂
∂xi
(
∂w
∂xi
∂w
∂xj
)
+ βǫ(w)∇w · φ dx
= 2
∫
Ω
n∑
i,j=1
φj
∂w
∂xj
∂2w
∂x2i
− βǫ(w)∇w · φ dx
= 2
∫
Ω
∇w · φ(∆w − βǫ(w)) dx
= 0.

Lemma 6.2. If v0 ≡ 0 in Br for some r > 0, then χ0 ≡ 1 in Br.
Proof. By Lemma 6.1 we have
∫
B1
|∇vǫi|
2div φ− 2∇vǫiDφ∇vǫi + χǫidiv φ dx = 0
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xit
Pi
Figure 4. The set Pi
for φ ∈ C∞0 (Br;R
2). Letting ǫi → 0, we obtain from the strong conver-
gence of vǫi that
0 =
∫
B1
|∇v0|
2div φ− 2∇v0Dφ∇v0 + χ0div φ dx
=
∫
Br
χ0div φ dx,
hence χ0 ≡ const in Br. We know that χ0(x) ∈ {0, 1} for a.e. x ∈ B1,
therefore χ0(x) ≡ 0 or χ0(x) ≡ 1 in Br.
For 0 < c ≤ 1/4, let Pi = {x ∈ Br : cǫi ≤ vǫi(x) ≤ (1 − c)ǫi} and
Qi = {x ∈ Br : vǫi(x) > cǫi}. Supposing towards a contradiction that
χ0 ≡ 0 in Br, and recalling that χǫi → χ0 in L
1(Br) we have
L2(Qi) ≤ L
2({x : χǫi > 2B(c)})→ 0
as i→∞.
Let δ ∈ (0, r/4), Iǫi = {t : δ ≤ t ≤ r, min
x∈∂Bt
vǫi(x) ≥ ǫi/2} and
Icǫi = [δ, r] \ Iǫi . Then we have L
1(Iǫi) ≤ L
2(Qi)/δ → 0 as i → ∞,
hence there exists an ǫ0 > 0 such that L
1(Icǫi) > r/2 for ǫi < ǫ0. As
vǫi is subharmonic in B1, ǫi = vǫi(0) ≤ max
∂Bt
vǫi for every t ∈ [0, r). It
follows that for each t ∈ Icǫi, there exists a point x
i
t ∈ ∂Bt such that
vǫi(x
i
t) = ǫi/2 (cf. Figure 4). By the uniformly Lipschitz continuity
of vǫi there exists a d > 0 independent of ǫ, such that Bdǫi(x
i
t) ⊂ Pi.
Therefore
L2(Pi) ≥ L
2(
⋃
xit∈I
c
ǫi
Bdǫi(x
i
t)) ≥ rdǫi/4.
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On the other hand, since ∆vǫi → 0 in Br,
L2(Pi)/ǫi ≤ C
∫
Br
βǫi(vǫi)→ 0.
Thus we get a contradiction and therefore χ0 ≡ 1 in Br. 
Lemma 6.3. Let v0(x
0) = 0 for some x0 ∈ B1, 0 < rk → 0 as k →∞
and v0k(x) =
v0(x0+rkx)
rk
. Then there exists a blow-up limit v00 such that
for a subsequence the following holds:
1) v0k → v00 in C
0,α
loc (R
2) for every 0 < α < 1, ∇v0k → ∇v00 weakly*
in L∞loc(R
2),
2) v0k → v00 in W
1,2
loc ,
3) v00 is homogeneous of degree 1.
Proof. 1) Since ∇v0k(x) = ∇v0(x0 + rkx), {v0k} is locally uniformly
Lipschitz continuous in R2 and 1) follows.
2) Let D ⊂⊂ R2. Then there exists a C <∞ such that |∇v0k(x)| <
C in D, hence v0k is bounded W
1,2(D). It follows that there is a
subsequence, which we still call v0k, such that v0k → v00 weakly in
W 1,2(D) and
||v00||W 1,2(D) ≤ lim inf
k→∞
||v0k||W 1,2(D).
Since ∆v0 = µ and supp µ ⊂ ∂{v0 > 0}, we get
v0k(x)∆v0k(x) = 0.
Let η ∈ C∞0 (R
2). Then
∫
R2
η|∇v0k|
2 = −
∫
R2
v0k∇η · ∇v0k and
lim sup
k→0
∫
R2
η|∇v0k|
2 ≤ −
∫
R2
v00∇η · ∇v00.
For each δ > 0, we define
vδ(x) =


v00(x)− δ, if v00(x) > δ,
v00(x) + δ, if v00(x) < −δ,
0 otherwise.
Multiplying the equation for v0k by ηvδ, we get
η(x)vδ(x)∆v0k(x) = 0,
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if k is large enough. Hence∫
R2
η∇vδ · ∇v0k = −
∫
R2
vδ∇η · ∇v0k.
Letting k →∞, it follows that∫
R2
η∇vδ · ∇v00 = −
∫
R2
vδ∇η · ∇v00,
and letting δ → 0, we get∫
R2
η|∇v00|
2 = −
∫
R2
v00∇η · ∇v00.
Hence
lim sup
k→0
∫
R2
η|∇v0k|
2 ≤
∫
R2
η|∇v00|
2
for every η ∈ C∞0 (R
2). It follows that v0k → v00 in W
1,2(D).
3) For 0 < R < S <∞,
Φ(Rrk) = R
−2
∫
BR
|∇v0k|
2 + χ0(rkx) dx−R
−3
∫
∂BR
v0k
2 dH1.
Since v0(x
0) = 0 and v0 is Lipschitz continuous, Φ(r) is bounded. Con-
sequently we obtain from the monotonicity formula Proposition 5.1
that
0← Φ(Srk)− Φ(Rrk) =
∫ S
R
2r−2
∫
∂Br
(∇v0k · ν −
v0k
r
)2dH1dr
=
∫
BS\BR
2|x|−4(∇v0k(x) · x− v0k(x))
2dx.
Letting k →∞, we obtain that ∇v00(x) · x = v00(x) a.e. in R
2, hence
v00 is homogeneous of degree 1. 
Now we are ready to prove Theorem A of the Introduction.
Theorem 6.4. There is a free boundary point x0 ∈ ∂{v0 > 0} such
that v0 is degenerate at x
0. More precisely,
lim
r→0
v0(x
0 + rx)
r
= 0
for every x ∈ R2.
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x0
v0 ≤ 0
Figure 5. Touching the Free Boundary
Proof. Case 1: 0 6∈ ∂{v0 > 0}.
There exists an r > 0 such that v0(x) ≤ 0 in Br. Since v0(0) = 0,
the subharmonicity of v0 implies that v0 ≡ 0 in Br. Suppose that r is
the largest number such that v0 ≡ 0 in Br. Noticing that r < 1 as the
boundary values of v0 are not constant. It follows that there is a point
x0 ∈ ∂Br such that x
0 ∈ ∂{v0 > 0} (cf. Figure 5).
By a translation and a rotation we may assume that x0 = 0 and
v0 ≡ 0 in Br(−r, 0). Let v00 be a blow-up limit of v0 at x
0, i.e. the
limit of v0(x
0+rkx)
rk
as k →∞. We are going to show that v00 ≡ 0.
Suppose towards a contradiction that v00 6≡ 0 and let S = {v00 > 0}.
Then v00 is harmonic in S. Moreover, we know from Lemma 6.3 that
v00 is homogeneous of degree 1, so that, solving the resulting ODE for
v00, v00 = cx · ν in S for some c ∈ R and ν ∈ ∂B1. Noticing that
v00 ≡ 0 in the left half plane, we conclude that v00 = cmax(0, x · ν),
where c > 0 and ν = (1, 0).
Let χr(x) = χ0(rx) and let χ00 be the limit of χrk of the above
sequence k → ∞. By Lemma 6.2, χ0 ≡ 1 in Br(−r, 0), hence χ00 ≡ 1
in the left half plane. Moreover we know that χ0(x) = 1 if v0(x) > 0,
hence χ00 ≡ 1 in the right half plane. Thus χ00(x) ≡ 1 in R
2.
From
0 =
∫
R2
|∇v00|
2div φ− 2∇v00Dφ∇v00 + χ00div φ dx
for every φ ∈ C∞0 (R
2;R2), we infer that
∫
R2
|∇v00|
2div φ− 2∇v00Dφ∇v00 = 0
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for every φ ∈ C∞0 (R
2;R2). This however contradicts v00 = cmax(0, x ·
ν). We conclude that the blow-up limit v00 must be the constant func-
tion 0 in R2.
Case 2: 0 ∈ ∂{v0 > 0}.
Suppose towards a contradiction that a blow-up limit
v00 = lim
j→∞
v0(sj·)
sj
6≡ 0.
Similar to case 1, v00 must be of the form cx ·ν in some half plane; here
ν is again a unit vector. On the other hand Proposition 4.3 5) — which
incidentally is preserved under the blow-up limit — implies that there
are at least two vectors e1 6= e2 ∈ ∂B1 and two half lines {αe
1 : α > 0}
and {αe2 : α > 0}, such that e1 · ν > 0, ∇v00 = ∇v00 · e
1 e1, e2 · ν > 0
and ∇v00 = ∇v00 · e
2 e2 which is not possible for v00(x) = cx · ν unless
c = 0. 
Remark 6.5. Using methods in the forthcoming paper [11], it is ac-
tually possible to show that Case 1 in the proof of Theorem 6.4 cannot
occur. More precisely, a degenerate point x0 at which the set {v0 = 0}
contains a disk touching x0 is not possible.
Consequently the origin must in our example be a degenerate point.
The fact that we can introduce many symmetry lines suggests that we
can construct degenerate points with growth ≤ |x|m in B1/2 for any
integer m.
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