We consider Markovian GSMPs (generalized semi-Markov processes) in which the rates of events are subject to control. A control is monotone if the rate of one event is increasing or decreasing in the number of occurrences of other events. We give general conditions for the existence of monotone optimal controls. The conditions are functional properties for the one-step cost functions and, more importantly, structural properties for the GSMP. The main conditions on costs are submodularity or supermodularity with respect to pairs of events. The key structural condition is strong permutability, requiring that the state at any time be determined by the number of events of each type that have occurred, regardless of their order. This permits a reformulation of the original control problem into one based only on event counting processes. This reformulation leads to a unified treatment of a broad class of models and to meaningful generality beyond existing results.
1. Introduction. Without special structure, computation of optimal controls for Markov decision processes is generally infeasible. This motivates investigations into the form of optimal policies. Perhaps the simplest form is a threshold policy: below a threshold one action is optimal, above it another is. Switching curces characterize a less restrictive class of policies: one action is optimal in states lying below the curve, another is optimal in states lying above it. When optimal actions take values in a continuous set, the natural generalization of a switching-curve policy is a monotone optimal control. The monotonicity may be with respect to components of the state or the occurrence of other events. Specific problems for which monotone optimal controls have been identified include those in Bartroli and Stidham (1987) , Ghoneim and Stidham (1985) , Hajek (1984) , Rosberg, Varaiya, and Walrand (1982) , Serfozo (1981) , and Weber and Stidham (1987) , among others. In our setting, as in these, the rates of events are controllable. A control is monotone if the rate of each event is increasing or decreasing in the number of occurrences of other events.
We show that monotone optimal controls exist in considerable generality and that conditions for their existence are easily verified. Three rather simple type of hypotheses combine to make optimal controls monotone: * structural conditions on how the occurrence of events drives the evolution of the state; * submodularity and supermodularity conditions on the one-step cost function; and, * inequalities for the one-step cost function at the boundary of the state space. The main contribution of this paper is the development of the link between monotone optimal controls and the structural conditions. With these conditions in place, we use submodularity much as in Topkis's (1978) theory of ordered optimal solutions, though our setting requires some new results of this type. A step in our analysis extends cost functions beyond boundaries. We use the inequalities mentioned Requiring sup max la(x) < xES aeA makes Q bounded and ensures the existence of a (right-continuous) Markov process X = {Xt, t > 0} on S with Q as its generator. Generally, we fix the initial state x) of X and include it in the specification of the scheme S.
In a controlled Markovian GSMP, the control (or policy) is AL, mapping S x A into R+. For x E S and a e E(x), Ai(x) is the rate at which event a is controlled in state x. If a 6X(x), the value of A/ (x) has no particular meaning and no effect on the evolution of the process; but, for convenience, we do not restrict the domain of A .(x) to 6(x). We sometimes write X"' for the Markovian GSMP obtained under control Lu.
We consider schemes with deterministic routing-schemes in which for every x E S and every a E (x) there is just one y E S with p(y; x, a) > 0. In this case, p(y: x, a) = 1, and we define +(x, a) to be the y for which this holds. Thus, f(x, a) is the state to which the process moves from x upon the occurrence of a. If 0(x, a) # x and if there is no other /3 e 6(x) with O(x, ,) = (x, a), then Q(x, O(x, a)) = Aa,(X). A Markovian GSMP can always be based on a scheme with deterministic routing by, if necessary, introducing new events. But this modification can affect the validity of the structural conditions we discuss next, so the distinction between deterministic and probabilistic routing is important. We can now define key structural properties for schemes. It is convenient to distinguish the case of state-independent rates, in which ,J(x) = ua(y) for all x, y E S, for all a E A. ,(X"?, a2).
In a noninterruptive scheme, the occurrence of one event never deactivates any other event. In a permutable scheme, the event list and clock speeds reached through a (feasible) string of events a-depends on a-only through [ac] . Under strong permutability, the state reached through a-is determined by [0-].
Noninterruption is invoked by various authors in various settings; an early use appears in Schassberger (1976) . In the terminology of formal languages, (i) makes _f locally free; see, e.g., Shor et al. (1991) . The combination of properties (i) and (iii) is the commuting condition of Glasserman (1991). In the state-independent case, noninterruption and permutability are equivalent to condition (M) (for monotonicity) of Glasserman and Yao (1992a, b) . In the general case, (i) and (ii) are implied by condition (SM) (for speeds monotonicity) of Glasserman and Yao (1992a).
When conditions (ii) or (iii) apply, we make some notational simplifications. With the initial state x" fixed, and with d = [c-] for some a-E &Y, we sometimes write G'(0) or &(d) for (4(x, a-)). Given strong permutability, we sometimes write O(x ", d) for O(x (, a-) and A/(d) for bL/((x1, d)). Glasserman and Yao (1992b) , the language generated by a noninterruptive, permutable scheme is an antimatroid with repetition, in the terminology of Shor et al. (1991) . A language f is an antimatroid (with repetition) if it satisfies the following conditions: (Al). If a-a E f then a-E Y; i.e., every prefix of a feasible string is feasible (including the empty string). Glasserman and Yao (1992b) , and also an immediate consequence of the strong exchange condition. For part (ii), consider the set of feasible scores dominated by some score d. This set is finite, and it is not empty because the zero vector is a feasible score. Now take the maximum over this set. The resulting score is feasible, by part (i). This is the basis of d. o Though we usually attach the antimatroid property to /', it applies to the score space as well. To make the connection transparent, think of d E Z' as encoding a multiset containing da copies of a. Then the collection of multisets generated by H7 contains the empty set and is accessible in the sense of, e.g., Korte and Lovasz (1983) . Proposition 2.2(i) verifies the remaining antimatroid axiom, closure under unions. With this correspondence, our use of "basis" coincides with its usual meaning for matroids and antimatroids; see the treatment in Dietrich (1989) , for example.
Antimatroid connections. As discussed in
In the setting of matroids and (set-system) antimatroids, the rank of a set is the cardinality of its basis. The analogous definition in the setting of noninterruptive, permutable schemes (Glasserman and Yao 1992b) 4. Monotone controls. Our objective is to give conditions under which (6) or (7) admits a monotone optimal control; that is, an optimal control /L with the property that Examining the term in curly braces, we see that the marginal cost of an increase in A,,
MONOTONE OPTIMAL CONTROL OF PERMUTABLE GSMPS is increasing in [V,(d + e,) -V,(d)]. An optimal control increases as the marginal cost decreases; thus, the optimal A,a is increasing (decreasing) in dg if [?l(d + e,) -,,(d)] is decreasing (increasing) in dP.
So, monotonicity of the optimal rate follows from monotonicity of the increments of V,.
Through this observation, submodularity of cost function takes a prominent place, as it has in previous related studies. A function h on the lattice Z+ is supermodular if it has the property featured in (1); it is submodular if the property holds with the inequality reversed. Since Z'7 is a finite product of totally ordered sets, it follows from Topkis (1978, Theorem 3.1) that h is submodular if and only if it has antitone differences, meaning that for all distinct a, /3 E A,
h(d + e? + e,) -h(d + e3) < h(d + ea) -h(d), or, equivalently, (12) h(d + Ce + e,) + h(d) < h(d + e) + h(d + e).
Similarly, the functions with isotone differences-those for which (12) holds with the opposite inequality-are precisely the supermodular functions on Z+. In later sections, cost functions will not necessarily be defined on lattices. We say that a function h on a subset F of Z+ is (a, 3)-submodular if (12) holds whenever all four points are in S. Define (a, ,)-supermodularity analogously.
In order to consider submodularity and supermodularity together, we introduce a further definition. Let vJ and y+ be sets consisting of distinct pairs of elements of A and let J= (G_, X+). Every pair of distinct events is in X u f+, but these sets need not be disjoint. We show that this transformation preserves --modularity. We develop this argument using ideas from Topkis (1978) , as do Weber and Stidham (1987); but our use brings some modification, primarily because we consider sub-and supermodularity simultaneously. This leads to more general monotonicity results. Also, since in later sections we do not have a lattice, we use a formulation based, instead, on a subset of a product of totally ordered sets. It appears that Weber The first inequality follows from the definition of gk, the second from condition (i) and the third from condition (ii). We conclude that We can now give our first set of conditions for monotone optimal controls in the presence of boundaries. We formulate the result in terms of the original GSMP control problem. THEOREM 
Let X' be a controlled Markovian GSMP based on a noninterruptive, strongly permutable scheme. Suppose the rates of nonpermanent etents can be controlled to zero, in the sense of (17). Suppose also that (B1) holds and that h(.) = h(O(x, ? )) is --modular. Then there exists a monotone optimal control kL; L,L increases or decreases in dO according as (a, /3) E ./-or (a, /8) E +.

PROOF. Once we replace h with h, we can work with the unconstrained dynamic programming recursion (10), rather than (8). Since h is X-modular at d for
Projection to the boundary. Extending h beyond X via infinite penalties (and replacing a constrained problem with an unconstrained one) is only effective if rates for inactive events can be controlled to zero; otherwise, all controls yield infinite costs. Thus, to relax (17) we need a different way to handle the boundary. We now extend h beyond X by projecting infeasible scores to their bases. This motivates DEFINITION 6.1. For any h: I'-R, the basis extension of h is the function h: Z+ -3 R defined by h(d) = h(d), where d is the basis of d.
We i.e., h is (a, /3)-submodular. n Once we can extend h beyond X while preserving -modularity, monotonicity of an optimal control follows: THEOREM 6.3. Let XI be a controlled Markovian GSMP based on a noninterruptive, strongly permutable scheme. Suppose that h(') = h(4(x?, )) is --modular on -/ and satisfies (B1)-(B2). Then there exists a monotone optimal control 1I; PC, increases or decreases in dp according as (a, ,3) E _ or (a, pf) E X+.
PROOF. It is enough to show that ,, is /-modular for all n. Since Vi) is identically zero, this is the case if T preserves -modularity and (B2), where T is the dynamic programming operator in (8). Let T be T without boundary constraints; i.e., T is the operator in (11) with h replaced by h. We make the following observations: (a) for any real-valued function f on IA, Tf is the restriction of Tf to IV, where f is the basis extension of f; (b) if f is /-modular at all d E -I, then so is Tf; (c) if Tf is Xmodular at all d E A, then Tf is -modular and satisfies (B2). If (a)-(c) hold and JV, is -modular and satisfies (B2), then V, is /-modular at all d E X (by Lemma 6.2(i)), and so is TV,, (by (b)). From (a) and (c), it follows that
Vn+l, the restriction of V,,+, = 7l, satisfies /-modularity and (B2). Thus, every ;,, In other words, each event corresponds to a translation in some feasible direction of the state space. This type of model is the starting point of Weber and Stidham (1987) . While many queueing systems fit this framework, not all do. In particular, (18) entails strong permutability because vector addition is commutative. But (18) is more restrictive than strong permutability because it presupposes that the same translation x > x + ai applies throughout the state space. Also, an approach starting from the assumption that S c Z' and (18) holds, rather than from a GSMP, fails to reveal the structural conditions on the system that make the monotonicity results go through.
When the framework above does apply, through a translation of the state space we may assume that x" is the zero vector. In this case, h ( 7.3. Joins and merges. Consider, now, the system illustrated in Figure 1 . There are three queues; ai denotes arrival to queue i, i = 1,2, and y denotes service completion at queue 3. Between the first two queues and the third, we consider alternative mechanisms. Under the join mechanism, a job at queue 1 is joined to a job at queue 2 when a job is present at both. This "subassembly" then moves to queue 3. In this case, /, -82 = 3. Under the merge mechanism, jobs move from queue i, i= 1,2, to queue 3 as they are completed, and are served individually at queue 3 in their order of arrival. In this case, /3 and 132 are distinct events. For ease of exposition, we consider a single work center with three buffers; the result extends readily to a series of such nodes. Type-1 jobs enter at the first buffer, proceed to the second buffer after their first service completion, then to the third buffer after completion of the second stage of service for a third and final stage. Type-2 jobs enter at the second buffer and subsequently follow the same route as the first class. Type-3 jobs enter at the third buffer and leave upon completing service. At each buffer, service is first come, first served. The service provided to a job depends on the buffer from which it is drawn, but not its class.
Denote the three arrival events by a,, a2, a3 and denote completion of service for a buffer-i job by Pi, i = 1,2,3. The state of the system is (x , x, x3) where xi records the number of jobs in buffer i. This system is noninterruptive and strongly permutable but its score space fails to be closed under min. To see this, suppose the system starts empty and consider the feasible strings a /,3132 and a20,2. The minimum of their scores corresponds to the string 32, which is infeasible: no service completion can occur before the first arrival.
As an illustration of the type of conclusion that can still be drawn, consider a separable cost function h(x) = h (x ) + h2(x2) + h3(x3). Let X/ consist of all pairs (3,, /3j), i = j, and all pairs (ai, /3), i < j. Let + contain all other pairs of distinct events. Then we have 
