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In vielen Anwendungsdomänen tragen softwarebasierte Systeme
maßgeblich zu neuen Trends und Innovationen bei – so auch in den
Mobilitätsdomänen Automobilbau, Luftfahrt und Eisenbahnindustrie.
Wesentliche Neuerungen können in Software auf neuester Hardware-
Technologie entwickelt und in Umlauf gebracht werden. Speziell in
den Mobilitätsdomänen sind besondere Anforderungen zu berücksich-
tigen sobald die Funktionen und Technologien in sicherheitskritischen
Anwendungen integriert und eingesetzt werden. Neueste Hardware ist
jedoch oftmals nicht für den Einsatz in solchen Anwendungen ausgelegt
und kann daher die durch Standards und Normen vorgegebene Anfor-
derungen nicht ohne weiteres erfüllen.
Dies gilt auch für den aktuellen Trend in der Prozessortechnologie,
den Mehrkernprozessoren. Die bereits in Multimedia und Unterhal-
tungsmedien weit verbreiteten Mehrkernprozessoren können nicht
uneingeschränkt Einzug in sicherheitskritische Anwendungen halten.
Spezielle Methoden zur Absicherung im Sinne der funktionalen Sicher-
heit werden benötigt, um Mehrkernprozessoren überwachen und somit
mindestens ein gleiches Maß an Sicherheit, wie in bereits etablierten
Technologien, garantieren zu können.
In der vorliegenden Arbeit werden Methoden vorgestellt, die zur Stei-
gerung der Zuverlässigkeit für Multicoreprozessoren eingesetzt werden
können und es erleichtern, diese neuartige, komplexe Technologie in
eingebetteten sicherheitskritischen Anwendungen einzusetzen. Anwen-
dungsbereiche stellen beispielsweise Automobile, Flugzeuge, Anwen-
dungen im Bereich der Industrieautomatisierung oder Züge dar.
Obwohl (verteilte) Mehrprozessorsysteme bereits seit einigen Jahren
eingesetzt werden, unterscheiden sich die Herausforderungen zur Absi-
cherung durch die Integration in einen Chip erheblich von den bereits
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bekannten Herausforderungen bei der Entwicklung von Mehrprozes-
sorsystemen. Der Übergang von verteilten Mehrprozessorsystemen zu
hoch integrierten Mehrkernprozessoren bringt nicht nur eine neue Tech-
nologie, sondern auch eine immens gesteigerte Komplexität mit sich.
In den folgenden Kapiteln dieser Arbeit werden zunächst aktuelle
Arbeiten und die Herausforderungen sowie die einhergehende Komple-
xität beim Übergang von Mehrprozessor- zu Mehrkern-Systemen vorge-
stellt. Diese Herausforderungen werden im Kontext der Applikationen
als Fehlerbilder sichtbar, die wiederum zu Systemausfällen mit schwer-
wiegenden Folgen führen können. Diese resultierenden Fehlerbilder
und deren Ursprung werden dargestellt. Um mögliche Fehler und
daraus resultierende Ausfälle frühzeitig erkennen zu können werden
im weiteren Verlauf der Arbeit neuartige Methoden zur Überwachung und
Fehlererkennung in Mehrkernprozessoren vorgestellt und gegen die einge-
führten Fehlerbilder reflektiert. Die Monitoring Mechanismen sind dabei
nicht auf einen einzelnen Teil des Mehrkernprozessors oder eine Ebene
im Design beschränkt, vielmehr handelt es sich um eine Hardware/Soft-
ware Co-Design Entscheidung, welche der Mechanismen in Hardware
und/oder in Software abgebildet und auf welcher Ebene im System
diese umgesetzt werden. Das hieraus entstehende Multi-Level Monito-
ring mit parametrierbaren und adaptiven Konzepten deckt alle Ebenen von
der Applikation bis zur Hardwareplattform ab.
Doch nicht nur die Überwachung von Mehrkernprozessoren spielt
eine entscheidende Rolle, auch die sichere, deterministische und effiziente
Nutzung von Ressourcen innerhalb des System-On-Chip stellt eine beson-
dere Herausforderung dar. Dieser Nutzung wird ein weiteres Kapitel
dieser Arbeit mit einem neuartigen Konzept gewidmet, das eine für
die Software transparente Virtualisierung bereitstellt. Die eingeführte
Hardware-Virtualisierung kann in weiten Bereichen ebenfalls parametriert
werden und bietet die Möglichkeit zur Integration eines anwendungs-
spezifischen Schedulingverfahrens. Die vorgestellten Konzepte werden
prototypisch implementiert, bewertet und es wird eine Validierung
gegen die Fehlerbilder durchgeführt.
Weiterhin wird basierend auf den aktuellen Trends in der Industrie
und Forschung davon ausgegangen, dass zukünftige Anwendungen,
speziell durch den steigenden Grad an Automatisierung, strengeren
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Anforderungen genügen müssen. Dies bedingt, dass eine einfache
Fehlererkennung und die Überführung in einen sicheren Systemzustand
den künftigen Anforderungen nicht mehr genügen und ein bestimmter,
minimaler Funktionsumfang immer bereitgestellt werden muss. Ein
Konzept für die dynamische Migration von Funktionen für künftige Fail-
Operational Systeme zur Integration in einen Mehrkernprozessor rundet
die in dieser Arbeit vorgestellten Konzepte ab.
Speziell die Entwicklung von sicherheitskritischen Anwendungen folgt
strikten, durchgängigen und wohldefinierten Prozessen, in welchen die
Mechanismen nicht losgelöst voneinander betrachtet werden dürfen.
Zur besseren Handhabung der Konzepte und zur Anbindung an
bereits bestehende und etablierte Entwicklungsprozesse, werden die
Methoden in ein Bibliothekskonzept integriert. Dies sichert die einfache
Nutzbarkeit und die Übertragbarkeit auf andere Anwendungsfälle und
Architekturen. Die so entwickelten Systeme werden durch die vorge-
stellten Konzepte, die weitgehend parametriert und konfiguriert werden
können und sich auf den jeweiligen Anwendungsfall anpassen lassen,




In many application domains, software-based systems build the founda-
tion for new trends and innovations – such as in the mobility domains
Automotive, Avionics and Railway. Important innovations can be deve-
loped in software running on latest hardware technology and hence be
introduced into new products. Especially in the mobility domains, strict
requirements have to be considered when the applications and tech-
nology shall be used and integrated into a safety-critical application.
However, latest hardware is often not intended to be used in such a
scenario and hence cannot fulfill requirements specified by standards of
the related domains without modifications or special treatment.
This extends to the latest trend in processor technologies, the so called
multicore processors. This technology is already widely used for several
years in multimedia products, but cannot be introduced easily in safety-
critical applications. Special methods for protection and validation in the
context of functional safety are needed to provide at least the safe confi-
dence and level of safety as well known and established technology.
In this work methods are presented that can be used to increase the level
of reliability of multicore processors and ease the use of this new and
upcoming complex technology in embedded safety-critical applications.
The area of application ranges from automobiles and airplanes to indus-
trial automation and railways.
Even though (distributed) multiprocessor systems are already used for
several years, the challenges in the development of a safe system using
these integrated multiple cores in a single chip differs fundamentally
from known challenges using multiprocessor systems. The transition
from multi-processor systems to highly integrated multicore processors
does not only introduce a new technology; it also introduces an enor-
mous increase in complexity of the system.
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In the following chapters of this thesis, related work and challenges are
described as well as the complexity coming along with the transition
from multiprocessor to multicore systems. These challenges are beco-
ming visible in the context of the applications as error pattern, which can
subsequently lead to system failures with possibly fatal consequences.
The resulting error pattern and their sources are introduced. In order
to recognize failures and prevent from resulting system failures, new
methods for monitoring and failure recognition in multicore processors are
discussed and validated against the described error pattern. The moni-
toring mechanisms are not limited to one level in the design, they are
rather Hardware/Software Co-Design decisions about the realization in
hardware and/or software and about their introduction on the different
levels of the system. The resulting Multi-Level monitoring with the capabi-
lity of parametrization and adaptability covers all levels from the application
down to the hardware platform.
However, monitoring of the behavior of a multicore processor is not the
only issue to be covered. Efficient, deterministic and safe usage of shared
resources within a System-on-Chip is another huge challenge in the deve-
lopment of multicore-based systems. To address this usage, a subse-
quent chapter of this work describes a new concept, which introduces
a software transparent solution of device virtualization. The introduced
Hardware-Virtualization can also be parametrized in many aspects and
provides an opportunity for integrating a use case specific scheduling
mechanism. The described approaches are implemented prototypically
and validated against the error pattern.
Furthermore, latest trends in industry as well as in research show that
future applications will have to fulfill more and more stringent require-
ments basically due to the increasing level of automation. This implies
that a simple failure recognition and transition to a safe state is not
enough to cover future requirements, they rather need a minimal func-
tionality, at least degraded, which is provided in any case. Hence, a
concept for the dynamic migration of functions for future fail-operational
systems using multicore processors completes the methods described in
this work.
Especially in safety-critical applications, the development has to follow
well-defined, strict and holistic processes in which mechanisms are not
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considered separately. For better handling of the concepts and possible
integration into existing and established processes, the methods are inte-
grated into a library concept. This ensures an easy applicability and porta-
bility for other use cases and architectures. Developed systems based on
the introduced concepts, which are widely parametrizable and adap-
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Im täglichen Leben werden wir zunehmend mit Elektronik sowie soft-
warebasierten eingebetteten Systemen konfrontiert. Diese spielen eine
zunehmend wichtigere Rolle und begleiten uns durch den gesamten
Alltag, sei es in Radioweckern, elektrischen Zahnbürsten, Smartphones
oder in Mobilitätssystemen. In vielen Systemen in unterschiedlichen
Domänen werden zunehmend Prozessoren integriert (vgl. Abb. 1.1).
Mehr und mehr Innovationen werden von softwarebasierten Systemen
getrieben, so beispielsweise ca. 90% der Innovationen in der Automobil-
industrie. Die eingesetzten Systeme werden an ihrem Performanzlimit
betrieben und können nach wie vor nicht alle Anforderungen zufrieden-
stellend erfüllen.
 
Abbildung 1.1: Weltweite Entwicklung der Prozessorenanzahl in unter-
schiedlichen Domänen (in Milliarden), Quelle: [1]
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1 Einleitung
Dem gegenüber steht die Halbleiterindustrie, die zunehmend perfor-
mantere Recheneinheiten mit immer kleiner werdenden Strukturgrößen
bereitstellt. Lange Zeit folgten die Entwicklungen dem Mooreschen
Gesetz, welches besagt, dass sich die Anzahl an Komponenten in
einem Chip zunächst jährlich, später alle zwei Jahre verdoppelt. Doch
die Integrationsdichte von Transistoren und die realisierbaren Taktfre-
quenzen stoßen zunehmend an physikalische und thermische Grenzen.
Zur weiteren Steigerung der Rechenleistung von Prozessoren ist eine
Steigerung der Taktfrequenz nicht mehr möglich. Mehr und mehr
Hersteller gehen zu Prozessoren über, die mehr als nur einen Rechen-
kern integrieren und mit gleicher oder sogar geringerer Taktfrequenz
betrieben werden, wie es auch in der Entwicklung der Prozessoren von
Intel zu erkennen ist (Abb. 1.2). Theoretisch wird mit einer Verdopplung
der Rechenkerne die Rechenleistung verdoppelt. Dies ist jedoch durch
eine Vielzahl von nicht vervielfältigten Komponenten, wie beispiels-
weise Speichercontroller, nicht der Fall.
Abbildung 1.2: Prozessorentwicklung von Intel, Quelle: [2]
Doch nicht nur die ausbleibende Vervielfältigung von Komponenten
innerhalb eines Mehrkernprozessors stellt sich dabei als Einschränkung
heraus. Ebenso wird die Performanzsteigerung durch die Charakteristik
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der Applikation eingeschränkt. Dies wurde von Amdahl bereits in den
frühen 60er Jahren beschrieben und ist heutzutage als Amdahl’s Gesetz
bekannt. Amdahl beschreibt dabei einen Performanzzuwachs in Abhän-
gigkeit der verfügbaren Rechenkerne und des parallelisierbaren Anteils
der Applikation (Abb. 1.3). Wenn man aktuelle Entwicklungen in der
Prozessortechnologie berücksichtigt, so beispielsweise lokale Caches pro
Rechenkern, so wirkt Amdahl’s Gesetz sogar zu pessimistisch. In realen
Szenarien bleibt der Performanzzuwachs jedoch unterhalb der vorher-
gesagten Kurve.
 
Abbildung 1.3: Amdahl’s Gesetz, Quelle: [3]
Begründet werden kann der ausbleibende Zuwachs an Performanz
durch die entstehende Kommunikation durch die Parallelisierung der
Applikationen und die gemeinsam genutzten und zum Teil nur einfach
vorhandenen Komponenten. Dennoch wird die Mehrkernprozessor-




1.1 Motivation und Umfeld
Die in den vergangenen Jahren zu beobachtenden Fortschritte in der
Prozessortechnologie zeigen einen klaren Trend in Richtung Mehr-
kernprozessoren. Diese, mittlerweile in den Unterhaltungsdomänen
weit verbreiteten Architekturen, weisen durch ihre hochgradig paral-
lele Ausführung von Software eine weitere Performanzsteigerung und
eine erhöhte Bereitstellung digitaler Rechenleistung auf. Parallel zu
dieser Entwicklung steigen die Anforderungen an eingebettete, digitale
Rechenleistung in den Mobilitätsdomänen (z.B. Automobilbau, Bahn
und Luftfahrt). Jedoch gilt es hier andere und zumeist wesentlich strik-
tere Anforderungen zu erfüllen. Diese resultieren aus der Tatsache,
dass die betrachteten Systeme typischerweise eine sicherheitskritische
Funktion ausführen, so beispielsweise Steuergeräte in Fahrzeugen (z.B.
ABS, ESP), Flugzeugen (z.B. Flugsteuerungen, Triebwerkssteuerungen)
oder auch in Eisenbahnen. Unter sicherheitskritisch wird in diesem
Zusammenhang verstanden, dass der Ausfall bzw. die Abweichung
einer Systemfunktion zu erheblichen wirtschaftlichen oder humanitären
Schäden führen. Aus diesem Grund werden für Mobilitätsdomänen
Normen und Standards bereitgestellt, die bei der Entwicklung berück-
sichtigt werden müssen. Die strikten Anforderungen resultieren häufig
aus den einschlägigen Standards für die Entwicklung von elektroni-
schen Komponenten und Systemen der jeweiligen Domäne.
Die gestiegene Anforderung an Rechenleistung in den Mobilitätsdo-
mänen kann zum einen auf neue Funktionen, zum anderen auch auf eine
Integration von unterschiedlichen Funktionen in ein Steuergerät zurück-
geführt werden. In vielen Anwendungsdomänen ist das Streben nach
immer mehr Funktionalität zumeist geprägt durch softwarebasierte
Systeme zur Steigerung der Produktqualität aber auch der Konkur-
renzfähigkeit an der Tagesordnung. Aufgrund der nicht-funktionalen
Anforderungen (Space, Weight and Power (SWAP)) ist die Realisierung
dessen auf weiteren kleineren Steuergeräten, basierend auf Prozessoren
mit geringerer Rechenleistung, nicht möglich. Speziell in der Automo-
bilbranche ist derzeit ein weiterer Trend hin zu immer leistungsfähi-
geren Domänenleitrechnern zu beobachten [4], in denen alle Funktiona-
lität einer Fahrzeugdomäne (z.B. Chassis, Power-Train, Body) integriert
werden. Ähnliche Ansätze sind in der Luftfahrt zu verzeichnen. Funk-
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tionen, die klassischerweise über mehrere Steuergeräte verteilt waren
und dort jeweils einen eigenen Prozessor zur Verfügung hatten, teilen
sich nun eine gemeinsame Hardwareplattform (u.a. Ausführungseinheit
und Speicher). Da typischerweise in den Produkten der Mobilitätsdo-
mänen SWAP Anforderungen sehr hoch sind, wird durch die Integration
versucht eine Reduktion von Steuergeräten zu erreichen.
Es ist naheliegend den Trend der Mehrkernprozessoren auch in die
Mobilitätsdomänen zu übernehmen, um den hohen Anforderungen
an Rechenleistung gerecht werden zu können. Aus der Architektur
der Mehrkernprozessoren resultieren aber verschiedenste Herausforde-
rungen, die für einen sicheren und zuverlässigen Einsatz bei der Ausfüh-
rung einer sicherheitskritischen Funktion gemeistert werden müssen.
Hierzu gehören u.a. die aus der Parallelität entstehenden möglichen
Überschneidungen zeitlicher Natur (zum Beispiel zeitgleicher Zugriff
auf Speicher oder Peripherieeinheiten), sowie die gemeinsame Nutzung
von Sub-Komponenten in der Prozessorarchitektur (räumlicher Natur).
Gerade zur Sicherstellung der korrekten Ausführung einer bestimmten
Funktion müssen solche Überschneidungen vermieden bzw. mindestens
erkannt werden. Die Rest-Fehlerwahrscheinlichkeit muss unter den in
den Normen und Standards geforderten Schranken liegen. Zur Errei-
chung und Sicherstellung dieser Anforderungen müssen Methoden,
Konzepte und Pattern erforscht werden, die eine Fehlererkennung und
Vermeidung ermöglichen.
Diese Konstellation von neuartiger, aufkommender Prozessortechno-
logie mit den Mobilitätsdomänen und den dabei entstehenden Heraus-
forderungen motivieren die in dieser Arbeit entstandenen Methoden
und Konzepte, welche (Teil-) Lösungen für den Einsatz von Mehr-
kernprozessoren in den Mobilitätsdomänen darstellen. Um die korrekte
Ausführung auf einem Mehrkernprozessor sicherzustellen, ist eine
Überwachung (Monitoring) auf unterschiedlichen Ebenen unerlässlich.
Die Umsetzung dieser Überwachung kann vielfältig und aus unter-
schiedlichen Betrachtungsweisen (Hardware, Software, System) heraus
erfolgen. Zur sicheren Nutzung von gemeinsamen Ressourcen in einem
Mehrkernprozessor müssen geeignete Methoden angewandt werden,
die ein fehlerhaftes Verhalten verhindern. Dies sind betrachtete Heraus-
forderungen, die in dieser Arbeit näher untersucht und denen mit
entsprechenden Methoden entgegnet wird.
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1.2 Zielsetzung und Abgrenzung der Arbeit
Anknüpfend an die Beobachtungen im Bereich der geforderten digitalen
Rechenleistung in sicherheitskritischen Anwendungen in den Mobili-
tätsdomänen, beschäftigt sich diese Arbeit mit Methoden zur Über-
wachung von sowie der sicheren Nutzung der Ressourcen in Mehr-
kernprozessoren. Um einen möglichst geringen Overhead in Software
wie auch in Hardware zu erreichen, wird das Augenmerk auf ressour-
censparende Konzepte und Methoden gelegt. Da bei der Verwendung
von Mehrkernprozessoren eine nicht zu unterschätzende Komplexität
(im Sinne der Softwareentwicklung aber auch der Dokumentation) in
das Systemdesign eingebracht wird, zielt die Arbeit auf eine möglichst
transparente Umsetzung für den Softwareentwickler ab. Insbesondere
werden heterogene Mehrkernprozessoren betrachtet und dabei unter-
sucht in wie weit die Heterogenität vorteilhaft genutzt werden kann.
Die Lösung aller Herausforderungen beim Einsatz von Mehrkernpro-
zessoren in sicherheitskritischen Anwendungen ist ausdrücklich nicht
das Ziel dieser Arbeit.
1.3 Aufbau der Arbeit
Die Arbeit ist, um die Thematik zu beschreiben, wie folgt gegliedert:
In Kapitel 2 werden einige Grundlagen beschrieben, die zum besseren
Verständnis der behandelten Themen beitragen. Darüber hinaus werden
Begriffe definiert und eingeführt, wie sie im weiteren Verlauf der Arbeit
verwendet werden. Zu den Grundlagen gehören, abgesehen von den
Begriffen und Definitionen, eine Beschreibung der im Kontext der Arbeit
relevanten Domänen und den zugehörigen Standards sowie dem zuge-
hörigen Entwicklungsvorgehen. Gefolgt wird diese Beschreibung von
einer kurzen Einführung in aktuelle Prozessortechnologien sowie einer
Vorstellung von bekannten Virtualisierungstechniken.
Ergänzt werden die Grundlagen durch Kapitel 3, in welchem der aktu-
elle Stand der Forschung und Technik aufgearbeitet wird. In Zusammen-
hang mit der vorliegenden Thematik sind dabei Redundanzkonzepte,
der Einsatz von Prozessoren in sicherheitskritischen Anwendungen
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sowie Monitoringkonzepte und Virtualisierung im Fokus. Das Kapitel
schließt mit einer Abgrenzung der vorliegenden Arbeit zu bekannten
Ansätzen des Standes der Technik und identifiziert die Lücken, die mit
diesem Beitrag gefüllt werden sollen.
Auf Basis der identifizierten Lücken folgt in Kapitel 4 die Herleitung der
Herausforderungen bei der Entwicklung multicorebasierter Systeme.
Dabei wird verdeutlicht, welche Unterschiede sich aus der Architektur
ergeben und welche spezifischen Aspekte bei der Entwicklung berück-
sichtigt werden müssen. Auf Basis der noch zu lösenden Herausfor-
derungen wird aufgezeigt, welche Fehlerbilder aus Applikationssicht
entstehen und welchen Ursprung diese haben können. Die Fehlerbilder
werden im weiteren Verlauf der Arbeit zur Validierung der Methoden
verwendet und bilden daher eine wichtige Basis.
Kapitel 5 beschäftigt sich mit Methoden zur Überwachung und Fehler-
erkennung in Mehrkernprozessoren. Es werden verschiedene Ansätze
vorgestellt, die sich von Redundanz über eine Überwachung auf unter-
schiedlichen Ebenen bis hin zum Monitoring von speziellen Kompo-
nenten erstrecken. Die vorgestellten Methoden werden jeweils anhand
von prototypischen Implementierungen validiert und abschließend in
Bezug zu den Fehlerbildern aus Applikationssicht gesetzt.
Nicht nur die Überwachung des Prozessors bildet eine Lücke im
Stand der Technik die adressiert wird, auch die sichere Nutzung von
gemeinsam genutzten Ressourcen spielt eine wichtige Rolle. In Kapitel 6
wird aus diesem Grund eine Methode zur sicheren Nutzung von
Ressourcen vorgestellt und anhand der Beschreibung ihrer prototy-
pischen Implementierung validiert und wiederum in Bezug zu den
Fehlerbildern aus Applikationssicht gesetzt. Für zukünftige Systeme mit
noch höheren Anforderungen an die Verfügbarkeit wird außerdem eine
Methode zur dynamischen Migration von Funktionen vorgestellt und
diskutiert.
Gefolgt wird die Beschreibung der Methoden aus Kapitel 5 und 6
von einer ganzheitlichen Betrachtung. Diese Betrachtung sowie eine
Beschreibung der Übertragbarkeit auf andere Architekturen wird in
Kapitel 7 erörtert. Hierbei wird dargestellt, welche Ansätze kombiniert
werden können und welche Anforderungen an die Plattform gestellt
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werden. Das Kapitel schließt mit der Beschreibung der Übertragbarkeit
der Methoden und deren Skalierbarkeit.
Abschließend werden in Kapitel 8 Schlussfolgerungen gezogen, die sich
aus den durchgeführten Arbeiten ableiten lassen. Ebenfalls werden die




Die in diesem Kapitel aufgeführten Grundlagen stellen eine Basis für
das Verständnis des Umfelds und der zugrundeliegenden Technologien
dar. Hierfür wird eine kurze Übersicht über die diskutierten Anwen-
dungsdomänen und ihre spezifischen Charakteristika gegeben, um das
Verständnis und die Motivation der weiteren Absicherung zu stärken.
Weiterhin wird die eingesetzte Prozessortechnologie und mögliche
Architekturen eingeführt, die im weiteren Verlauf der Arbeit referenziert
werden und zur Umsetzung dienen. Gefolgt wird diese Einführung von
einer kurzen Erläuterung von Virtualisierung.
2.1 Begriffe und Definitionen
Da sich die Arbeit insbesondere mit dem Einsatz vom Mehrkernpro-
zessoren in sicherheitskritischen Anwendungen befasst, werden der
Kontext und die daraus resultierenden Spezifika im Folgenden kurz
erläutert. Dazu gehört auch eine Einführung unterschiedlicher Begriffe,
die im weiteren Verlauf der Arbeit verwendet werden.
2.1.1 Sicherheit
Eine Anwendung wird dann als sicherheitskritisch bezeichnet, wenn es
eine Systemfunktion gibt, bei deren Ausfall eine erhebliche Gefahr für
Menschen oder Sachwerte entstehen. Zur Sicherstellung der korrekten
Funktion und damit der Reduktion des Restrisikos werden unterschied-
liche Maßnahmen benötigt. Der in dieser Arbeit verwendete Begriff der
Sicherheit bezieht sich auf den Terminus der Betriebssicherheit/funk-
tionale Sicherheit (engl. Safety, im weiteren Verlauf auch als Synonym
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verwendet) und explizit nicht auf den Begriff der Angriffssicherheit
(engl. Security). Alle in einem sicherheitskritischen System enthaltenen
Komponenten, inkl. Software, werden auch als sicherheitskritisch einge-
stuft. Die Einstufung der Kritikalität erfolgt anhand von Standards und
wird in Kapitel 2.2 kurz erläutert. Ein System gilt auch bei einem
gewissen Restrisiko als sicher. Die Grenzwerte und zulässigen Restri-
siken werden durch Standards und Normen vorgeschrieben und müssen
mindestens erreicht werden (vgl. Kapitel 2.2).
2.1.2 Risiko
Der Begriff Risiko beschreibt die zu erwartende Häufigkeit, mit welcher
ein Ereignis, das zu Schäden führen kann, eintritt, in Kombination mit
dem zu erwartenden Schadensausmaß. Die Häufigkeit setzt sich dabei
typischerweise zusammen aus:
• Aufenthaltsdauer im Gefahrenbereich
• Möglichkeit zur Abwendung der Gefahr
• Wahrscheinlichkeit des Eintretens eines unerwünschten Ereig-
nisses.
2.1.3 Fehler
Der Ausfall eines Systems resultiert aus Fehlern. In der deutschen
Sprache wird häufig nur der Begriff Fehler verendet, der aber differen-
zierter betrachtet werden muss. Im Englischen finden die Begriffe error
- fault - failure Anwendung. Die folgende Konkretisierung des Begriffs
„Fehler“ kann entsprechend verwendet werden, um Klarheit über die
gewünschte Bedeutung zu erreichen und lehnt sich an [5] und [6] an:
Fehlerursache (engl. Fault) ist die Quelle eines Fehlerzustandes. Fehler-
ursachen können durch zufällige Ereignisse oder aber durch syste-
matische Fehler in der Entwicklung eintreten. Hierbei ist noch zu
unterscheiden, ob die Fehlerursache permanent anhaltend, periodisch
oder flüchtig ist. Permanente Fehlerursachen können beispielsweise aus
einem Defekt einer Komponente resultieren, periodische hingegen treten
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von Zeit zu Zeit wieder auf und resultieren zum Beispiel aus systemati-
schen Fehlern (z.B. Überschreiten von Zeitgrenzen).
Fehlerzustand (engl. Error) ist ein Systemzustand, der nicht dem spezi-
fizierten Zustand genügt. Der Fehlerzustand resultiert aus der Fehlerur-
sache und wird später als Fehlerauswirkung sichtbar.
Fehlerauswirkung (engl. Failure) ist das abweichende Verhalten eines








Abbildung 2.1: Darstellung von Fehlerursprung - Fehlerzustand -
Fehlerauswirkung und der resultierenden Fehlerkette
Der Zusammenhang von Fehlerursprung, Fehlerzustand und Fehleraus-
wirkung ist in Abbildung 2.1 dargestellt. Es ist ebenfalls der Zusammen-
hang von verschiedenen hierarchisch verknüpften Elementen gezeigt
und wie sich ein Fehler im ersten Element auf die weiteren Elemente
auswirkt.
Es muss jedoch nicht zwangsweise eine hierarchische Verknüpfung von
Elementen vorliegen. Fehler können sich ebenso im System entlang der
funktionalen Kette ausbreiten. Dies ist exemplarisch in Abbildung 2.2
dargestellt. Der Fehler in Element 1 kann somit entlang der funktionalen
Kette (z.B. durch weitere Berechnungen auf fehlerhaften Daten) über
Element 3 und Element 4 bis Element 2 propagieren, auch wenn keine
direkte Abhängigkeit von Element 1 und Element 2 vorhanden ist. Hierbei
spricht man von kaskadierten Fehlern.
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Abbildung 2.2: Darstellung der Fehlerpropagation entlang der funktio-
nalen Zusammenhänge - kaskadierte Fehler
Eine weitere Konstellation, in welcher ein Fehlerursprung zu einem
Fehlerzustand in mehreren Elementen führt, sind Ausfälle aufgrund
gemeinsamer Ursachen (engl. Common Cause Failure - CCF). Beispiele
hierfür können eine gemeinsame Takt- oder Spannungsversorgung sein.
Die Abhängigkeiten sind in Abbildung 2.3 verdeutlicht. Die möglichen
Fehlerquellen müssen von einer externen und unabhängigen Einheit
überwacht werden, die von einem Ausfall nicht betroffen ist. Dies kann
bedeuten, dass eine redundante Ausführung der Spannungsversorgung
benötigt wird und die Signale galvanisch getrennt werden müssen.
2.1.4 Zuverlässigkeit
Bei der Zuverlässigkeit handelt es sich um eine Eigenschaft eines
Systems, die angibt, in welchem Zeitintervall die dem System zuge-
wiesene Funktion erfüllt wird. Die Zuverlässigkeit wird benötigt, da
kein technisches System frei von Ausfällen ist. In engem Zusammen-
hang damit steht die Beschreibung der Zeitintervalle zwischen Ausfällen
(engl. Mean Time Between Failure MTBF; bei reparierbaren Systemen)











Abbildung 2.3: Darstellung der Abhängigkeiten bei Ausfällen mit
gemeinsamen Ursachen (CCF)
2.1.5 Determinismus
Der Determinismus beschreibt eine Eigenschaft eines Systems, die
besagt, dass sich das System bei definierten Eingaben immer gleich
verhält. Dies gilt auch für zukünftige Zeitpunkte. Im hier betrachteten
Kontext bedeutet dies, dass ein Prozessor zu jeder Zeit bei gleichen
Eingaben die gleichen Ausgaben erzeugt.
2.1.6 Segregation
Segregation, auch Partitionierung genannt, hat zum Ziel, Ressourcen
sicher zwischen mehreren Softwarekomponenten zu teilen. Dies ist ein
kritischer Aspekt in Multicoreprozessoren, da mehrere Rechenkerne
Software ausführen, die sich Ressourcen, wie das zentrale Bussystem
oder Speicher, teilen. Dabei wird in zeitliche und räumliche Segregie-
rung unterschieden.
2.2 Standards
Wie bereits in Kapitel 2.1.1 dargestellt, müssen bei der Entwicklung von
sicherheitskritischen Anwendungen in der Regel Standards/Normen
eingehalten und berücksichtigt werden. Die Normen bilden hierbei
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einen Leitfaden für die Entwicklung und setzen damit Anforderungen.
In den Normen sind Entwicklungsabläufe und Vorschläge zur Absiche-
rung eines sicherheitskritischen Systems auf einer sehr abstrakten Ebene
beschrieben.
Die funktionale Sicherheit wird in der Norm IEC61508 - "Functional
Safety of electric/ electronic/ programmable electronic safety-related
systems ausführlich beschrieben. Hier werden auch die damit in Zusam-
menhang stehenden Begriffe Risiko, Grenzrisiko, usw. definiert. Der
Standard IEC61508 bietet die Basis für weitere domänenspezifische





















Abbildung 2.4: Übersicht der Normen, eigene Darstellung nach [7]
Die internationale Norm IEC61508 befasst sich mit den Anforde-
rungen an elektrische/elektronische/programmierbare elektronische
Systeme (E/E/PES). Diese Anforderungen dienen dazu, klare Grenz-
werte und Sicherheitsziele zu definieren, die vom fertigen System einge-
halten werden müssen. Hierzu wird ein tolerierbares Risiko (Restrisiko)
festgelegt. Die Risikominimierung hat dabei höchste Priorität. Es handelt
14
2.2 Standards
sich um ein Vorgehen zur Vermeidung oder Beherrschung von gefährli-
chen Ausfällen eines Systems. Solche Ausfälle können durch systema-
tische Fehler oder durch zufällige Ausfälle der Hardware entstehen.
Systematische Fehler resultieren aus menschlichem Versagen, sowohl
in der Anwendung als auch bei der Entwicklung (Spezifikations-
fehler, Entwurfsfehler, Implementierungsfehler, etc.), wohingegen zufäl-
lige Hardwarefehler die begrenzte Zuverlässigkeit eines Hardwarebau-
steins (Fehlerrate) widerspiegeln.
Aus diesen Gründen stellt die IEC61508 Anforderungen an die Vorge-
hensweise zur Entwicklung solcher Systeme, um den Sicherheitsanfor-
derungen gerecht werden zu können. Hierzu zählen u.a. die Durchfüh-
rung einer Risikoanalyse und der Entwurf der Hard- bzw. Software nach
bestimmten vorgegebenen Prinzipien (vgl. [8]).
Auch die aus der IEC61508 abgeleiteten Normen folgen prinzipiell
dieser Vorgehensweise, beinhalten jedoch branchenspezifische Ände-
rungen. So muss vor der Entwicklung geprüft werden, nach welchen
bereichsspezifischen Normen und Standards vorgegangen werden
muss.
Um eine der Norm entsprechend selbst hergestellte oder beschaffte
Komponente zu integrieren, müssen sicherheitskritische Systeme nach
der Integration getestet werden. Anforderungen an Herstellungs- oder
Beschaffungsprozesse stellt die Norm keine. Bei der Integration soll
lediglich nachgewiesen werden, dass die Module korrekt aufeinander
wirken und die spezifizierten Funktionen erfüllen. Es sollen hier nur
Hardware- und Schnittstellenfunktionen geprüft werden, die Kombina-
tion mit der zugehörigen Software erfolgt erst im Sicherheitslebenszy-
klus der Software. Eine ausführliche Dokumentation über die Tests ist
vom Entwickler anzufertigen. Im Anschluss an die Integration kann die
Validierung erfolgen, um nachzuweisen, dass das System den spezifi-
zierten Sicherheitsanforderungen entspricht (vgl. [9]).
2.2.1 Safety Integrity Level (SIL)
Um die Einstufung eines Systems fassbar machen zu können, bedient
man sich sog. SIL. Diese SIL sind der Hauptaspekt der IEC61508.
Hier werden nach bestimmten Kriterien Einstufungen vorgenommen,
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a: keine speziellen Sicherheitsanforderungen
b: ein einzelnes SIS nicht ausreichend
1, 2, 3, 4: Safety Integrity Level (SIL)








































Leichte Verl. einer Person, kleinere schädl. 
Umwelteinflüsse
Möglich unter bestimmten Bedingungen
Cb GbSchwere Verletzungen oder Tod einer Person Kaum möglich
EintrittswahrscheinlichkeitCc Tod mehrerer Personen
Cd W1Tod sehr vieler Personen Sehr gering
Aufenthaltsdauer einer Person im 
gefährlichen Bereich
W2 Gering
Aa W3Selten bis häufig Relativ hoch
Ab Häufig bis dauernd
Schadensausmaß Gefahrenabwendung
Abbildung 2.5: Qualitative Methode zur Ermittlung des SIL, eigene
Darstellung nach [10]
die festlegen, dass entsprechende Maßnahmen zur Risikominimierung
bestimmt werden müssen.
In Abbildung 2.5 ist eine qualitative Methode zur Ermittlung des
SIL gezeigt (vgl. [10]). Zunächst muss das mögliche Ausmaß
des Schadens festgelegt werden. Im Anschluss an diese Einstu-
fung kann als weitere Spezifizierung die Aufenthaltsdauer im
gefährlichen Bereich identifiziert werden. Nach den beiden letzten
Einstufungen, sprich der Möglichkeit der Gefahrenabwendung
und der Ermittlung der Eintrittswahrscheinlichkeit, kann das
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entsprechende SIL abgelesen werden. Sollten nach durchlaufen
dieses Schemas von der Norm selbst keine speziellen Sicher-
heitsanforderungen vorgeschrieben werden, sollten zumindest
Aspekte der Qualitätssicherung und des eigenen Anspruchs greifen. Es
wird deutlich, dass anhand von verschiedenen, nicht genau definierten
Bedingungen ein Safety Integrity Level ermittelt wird. Die Ermittlung
des SIL ist somit kein eindeutiger Prozess. Die Festlegung der relativen
Parameter muss vom Entwicklungsteam erfolgen und einheitlich
kommuniziert werden. Die IEC61508 gibt vier Safety Integrity Level
vor, wobei die höchste (SIL 4) für diejenigen Funktionen bestimmt ist,
welche bei Ausfall die verheerendsten Auswirkungen hat. Nach der
Bestimmung des SIL können die zulässigen Ausfallraten der jeweiligen
Systeme bzw. Komponenten aus Tabellen der IEC61508 entnommen
werden (siehe Tabelle 2.1, vgl. [9]).
Tabelle 2.1: Zulässige Ausfallraten nach IEC61508 [9]
Safety Integrity Level Low demand High demand or
(SIL) mode of operation1 continous mode of operation, PFH2
1 ≤ 10−2 bis < 10−1 ≤ 10−6 bis < 10−5
2 ≤ 10−3 bis < 10−2 ≤ 10−7 bis < 10−6
3 ≤ 10−4 bis < 10−3 ≤ 10−8 bis < 10−7
4 ≤ 10−5 bis < 10−4 ≤ 10−9 bis < 10−8
1 Average probalility of failure to perform its designed function on demand
2 PFH (Probability of one dangerous failure per hour)
In einem System ist es möglich, serielle oder auch parallele Funktions-
gruppen oder Elemente zu kombinieren. Hieraus folgt ein evtl. anderes
Safety Integrity Level. In einer seriellen Kombination ergibt sich in der
Regel das niedrigste SIL der in der Kombination vorhandenen Elemente,
wohingegen bei parallelen Kombinationen evtl. ein höheres SIL bean-
sprucht werden kann. Dies wird in Abbildung 2.6 verdeutlicht.
2.2.2 Safe Failure Fraction (SFF)
Bei der SFF handelt es sich um die Zahl der ungefährlichen Fehler
zusammen mit der Anzahl der entdeckten gefährlichen Fehler, die













Abbildung 2.6: Bestimmung des resultierenden SIL nach [7]
führt. Die Übersicht aller in einem System möglichen Ausfälle kann
aus dem Diagramm in Abbildung 2.7 entnommen werden. Um die SFF
bestimmen zu können, müssen das Safety Integrity Level (SIL), die
Fehlertoleranz und der Typ des Systems bekannt sein (vgl. [11]). Die
Fehlertoleranz gibt an, wie viele Fehler ein System haben kann, bevor
es seine Funktion nicht mehr erfüllt. So ist beispielsweise eine Fehlerto-
leranz von N = 1 so definiert, dass ein Fehler auftreten kann, das System
jedoch weiter den dafür vorgesehenen Zweck erfüllt oder zumindest
in einen sicheren Zustand wechselt (Beispiel hierfür ist Redundanz
von Hardwareelementen). Beim Typ eines Systems handelt es sich
um die Eigenschaft, die angibt, ob das Ausfallverhalten aller einge-
setzten Bauteile ausreichend („Typ A“) oder nicht ausreichend („Typ B“)
bekannt ist. Bei Elementen vom Typ A handelt es sich beispielsweise
um Druckschalter oder ähnlichem, wohingegen komplexe Bauteile wie
Prozessoren zu Typ B gezählt werden. Die SFF bestimmt sich aus der
Kombination dieser nun bekannten Werte durch Ablesen aus Tabellen
(vgl. Tabelle 2.2). Sie gibt den Anteil an unkritischen Fehlern an, der
mindestens erreicht werden muss, um dem entsprechenden SIL gerecht
zu werden.
Die Ausfallrate λ besteht aus unterschiedlichen Anteilen von Ausfall-
raten, die in Abbildung 2.7 dargestellt sind. Die Ausfallrate der unge-




λDD - Erkannte gefahrbringende 
Ausfälle ( dangerous detected )
λDU - Unerkannte gefahrbringende 
Ausfälle ( dangerous undetected )
λSU - Unerkannte ungefährliche
Ausfälle ( safe undetected )
λSD - Erkannte ungefährliche





Abbildung 2.7: Zusammensetzung der Ausfallrate λ
λS = λSD + λSU (2.1)
Analog können die gefährlichen Ausfälle berechnet werden:
λD = λDD + λDU (2.2)




ΣλS + ΣλDD + ΣλDU
=
Σλ− ΣλD + ΣλDD
Σλ
(2.3)
Tabelle 2.2: Safe Failure Fraction und zugehöriges SIL nach [7]
Safe Failure Fraction (SFF) HW-Fehlertoleranz
Typ A Typ B N = 0 N = 1 N = 2
– 0% bis 60% – SIL 1 SIL 2
0% bis 60% 60% bis 90% SIL 1 SIL 2 SIL 3
60% bis 90% 90% bis 99% SIL 2 SIL 3 SIL 4
≥ 90% ≥ 99% SIL 3 SIL 4 SIL 4
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2.2.3 Funktionale Sicherheit in Personenkraftwagen
Bei der ISO26262 [6] handelt es sich um eine auf Personenkraftwagen
(PKW) bezogene spezifische Norm. Diese Norm setzt sich mit der
Entwicklung von elektrischen-elektronischen Systemen im PKW ausein-
ander. Es handelt sich hierbei um eine Spezialisierung der bereits
beschriebenen IEC61508 auf den Kraftfahrzeugbereich, speziell PKW.
Aufgrund von Unsicherheiten bei der Anwendung der IEC61508 im
Bezug auf Kraftfahrzeuge ist diese Ableitung und Spezialisierung
entstanden. Im Vergleich zur IEC61508 werden hier Modifizierungen
vorgestellt, die speziell für die Serienproduktion von Fahrzeugen ausge-
legt sind. So wird beispielsweise die Sicherheits-Gesamtvalidierung,
welche die IEC61508 für die Inbetriebnahme vorschreibt, durch das
Product-Release ersetzt. Durch die große Stückzahl bei der Produktion
wäre eine solche Validierung nicht für jedes einzelne Fahrzeug möglich.
Darüber hinaus bedient man sich im Automobilsektor nicht ausschließ-
lich der Redundanz, die beispielsweise vermehrt in der Avionik ange-
wendet wird, da hier die Kosten bei der Produktion einiger hundert-
tausend Fahrzeuge enorm ansteigen würden. Auch die große Anzahl
an vernetzten Steuergeräten wird in der IEC61508 nicht adressiert. Es
gibt keine Hinweise zum Vorgehen bei Entwicklung und Test solcher
Systeme (vgl. [7, 12, 13, 14, 15, 16]). Um jedoch im Bereich der Personen-
kraftwagen eine Einstufung der Systeme vornehmen zu können, bietet
die ISO26262 eine Abwandlung der SIL. Hierbei handelt es sich um die
Automotive Safety Integrity Level (ASIL). Im Automobilbereich kann
davon ausgegangen werden, dass die vorhandenen Systeme nie SIL 4
erreichen, da in IEC61508 die Einstufung SIL4 Gefährdungen vorbe-
halten ist, die eine Katastrophe mit vielen Toten zur Folge haben. Die
meisten sicherheitskritischen Systeme in diesem Bereich sind zwischen
SIL 2 und SIL 3 angesiedelt. Da hier die Zuordnung zu einem der
beiden Level sehr schwer fällt, führt die Einführung der ASIL zu einer
Zuordnung, bei der ASIL C zwischen SIL 2 und SIL 3 der IEC61508
liegt. Weitere Zuordnungen, Anmerkungen sowie Informationen dazu
können Tabelle 2.3 und [7] entnommen werden.
Im Automobilsektor herrscht die Situation, dass nach der Ausliefe-
rung ein Fahrzeug nicht mehr unter der Kontrolle des Herstellers steht.
Somit können zufällige Hardwareausfälle nicht systematisch erfasst
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Tabelle 2.3: Vergleich SIL der IEC61508 mit ASIL der ISO26262 nach [7]
DIN EN 61508 ISO 26262 Anmerkungen
QM
SIL 1 ASIL A
SIL 2 ASIL B
- ASIL C Entwurfsanforderungen in etwa wie SIL 2.
Verifikationsanforderungen in etwa SIL 3.
SIL 3 ASIL D Ein ASIL-D-System ist ein SIL-3-System,
nicht aber umgekehrt.
SIL 4 In Automotive keine elektronischen
Systeme mit SIL-4-Anforderungen.
Dies ist nur eine Leitlinie. Dennoch müssen die ASIL-x-
Anforderungen erfüllt sein, wenn ein als SIL y entwickeltes System
in einer ASIL-x-Anwendung eingesetzt werden soll, und umgekehrt.
und analysiert oder erst gar nicht bekannt werden. Aus den vorab
genannten Gründen wird in ISO26262 ein stärker qualitativ orientierter
Weg gegangen. Es wird verstärkt auf die Vermeidung von Fehlern im
Produktentstehungsprozess geachtet. So beispielsweise in der Vermei-
dung von Fehlern in der Spezifikation, der Konstruktion der Hardware
und bei Tests. Für den gesamten Lebenszyklus eines Fahrzeugs (von
der ersten Idee bis zur Verschrottung) muss ein Lebenszyklusmodell
zugrunde gelegt werden. Im Falle der hier diskutierten Norm liegt das
V-Model zugrunde. Hierbei handelt es sich um ein sehr geläufiges Model
in diesem Sektor. Auf der linken Seite des „V“ stehen die Erstellung der
Anforderungen und das Design, während auf der rechten Seite die Inte-
gration, Tests und die Validierung aufgeführt sind (siehe Abbildung 2.8).
Es wird deutlich, dass die Entwicklung in einem iterativen Prozess statt-
findet. Einzelne Ergebnisse müssen immer wieder gegen die entspre-
chenden Spezifikationen geprüft werden.
2.2.4 Funktionale Sicherheit in der Avionik
Sicherheitskritischen Systemen in der Avionik muss ebenfalls die
IEC61508 zugrunde gelegt werden. Hierbei liegt aber das Augen-
merk auf der Aufrechterhaltung der sicherheitskritischen Funktionen
im Redundanzprinzip. Bei der Anwendung von Redundanz ist darauf



























Abbildung 2.8: Darstellung des V-Modells
chen Hersteller kommen, da aufgrund von Fehlern in der Soft-
bzw. Hardware sonst die redundanten Systeme gleichzeitig ausfallen
könnten. Hierfür werden Produkte unterschiedlicher Hersteller mit
einer gewissen Diversifikation verwendet, um die gemeinsame Ausfall-
wahrscheinlichkeit zu minimieren. Häufig eingesetzte Strategien in der
Luftfahrt sind beispielsweise Duo-Duplex-Redundanz, Vierfachrechner,
Triplex-Triplex-Redundanz (vgl. Kapitel 3.1 und [17, 18]).
Tabelle 2.4: Design Assurance Level in der Avionik nach [19]
Software Level Aircraft Level Meaning
(DAL) Criticality
A Catastrophic Aircraft destroyed, many fatalities
B Hazardous Damage to aircraft, Crew overextended,
occupants hurt, some fatal
C Major Large reduction in safety margins,
occupants injury
D Minor Little effect on operation of aircraft
and crew workload
E No effect No effect on operation of aircraft
or crew workload
Um in der Avionik Hardware zu entwickeln, gibt es die Richtlinie
DO-254 [20]. Hierbei handelt es sich um einen de-facto Standard, also
22
2.2 Standards
um eine von allen Luftfahrtbehörden wie beispielsweise der Federal
Aviation Administration (FAA) angewendete Richtlinie (vgl. [21, 22]).
Diese Richtlinie beschreibt den Lebenszyklus der Hardwareentwicklung
und die zu den jeweiligen Phasen gehörigen Aktivitäten und Objekte. In
DO-254 sind Reviews in regelmäßigen Abständen sowohl innerhalb
des Projektteams als auch mit den Zertifizierungsbehörden vorgesehen.
Vergleichbar mit den SIL der IEC61508 werden in DO-254 verschiedene
„Design Assurance Level“ (DAL A - DAL E) definiert, die das Pendant
zu den SIL darstellen. Hierbei resultiert bei einem Ausfall eines Systems
mit DAL A eine Katastrophe, während DAL E einem System zugeordnet
wird, welches bei Ausfall keine Auswirkung auf die Sicherheit eines
Flugzeuges hat. Einige beispielhafte Erläuterungen zu den einzelnen
Levels können der Tabelle 2.4 entnommen werden. Der Einfluss des DO-
254 geht vom Flugzeughersteller (OEM) bis hin zu den Halbleiterherstel-
lern. Sämtliche verwendeten Komponenten müssen über dem DO-254
entsprechende Artefakte und Dokumentationen verfügen (vgl. [22]).
2.2.5 Hardwareentwicklung nach IEC61508
Um im Zuge der Entwicklung eines E/E/PES für eine sicherheitskriti-
sche Anwendung ein ASIC zu entwickeln, muss auch hier der Sicher-
heitslebenszyklus basierend auf dem V-Modell angewendet werden
(siehe Abbildung 2.9). Dieser umfasst alle Schritte von der Spezifika-
tion bis hin zur Validierung. Es wird festgelegt, welche Maßnahmen
direkt im ASIC realisiert oder der Hardware- bzw. Softwarearchi-
tektur zugewiesen werden. Beispiele für Funktionen, die dem ASIC
direkt zugewiesen werden können, sind RAM-Tests, Watchdog oder die
Überwachung der Spannungsversorgung (vgl. [7]). Um die im ASIC
vorhandenen Funktionen redundant auslegen zu können, müssen spezi-
elle Anforderungen respektiert werden. Hierbei ist beispielsweise zu
beachten, dass für jedes Element, das eine Sicherheitsfunktion ausführt,
ein separater Block auf dem Substrat vorhanden sein muss. Weitere
Anforderungen können direkt aus der Norm entnommen werden.
Um den Anteil an Ausfällen aufgrund von gemeinsamen Ursachen
abschätzen zu können, führt die Norm das βASIC- Modell ein. Der β-

























Abbildung 2.9: ASIC Entwicklungszyklus nach IEC61508 in Darstellung
analog zu [7]
muss eine bestimmte Vorgabe aus der Norm erfüllen. Dieser Faktor
spiegelt die gemeinsamen Fehlerursachen wider. Weiteres kann aus
[7] entnommen werden. Gemeinsame Fehlerursachen können Hotspots,
gemeinsame Spannungsversorgung oder ähnliches sein. Um Ausfälle
zu vermeiden, gibt die Norm verschiedene Empfehlungen an die
Entwicklung von ASICs und anwenderprogrammierbaren ICs. Unter
anderem zählen hierzu die Verwendung von betriebsbewährten Werk-
zeugen, Bibliotheken und Produktionsverfahren (mind. zwei Jahre in
Projekten eingesetzt), ausführliche Dokumentationen von Simulations-
ergebnissen und die Verifizierung aller erzielten Ergebnisse. Je nach SIL
gibt es unterschiedliche Empfehlungen über anzuwendende Verfahren
und Maßnahmen, um systematische Fehler in der Entwicklung zu
vermeiden. Als Beispiel aus der Praxis, wird hier auf [7] Kapitel 8.10
verwiesen. Dabei wird deutlich, dass die On-Chip Redundanz für
Mikroprozessoren eine notwendige Architektur darstellt. Die Chipher-





Um eine Software für ein sicherheitsrelevantes System zu entwickeln,
gibt die IEC61508 ein genaues Vorgehen vor. Hierbei handelt es sich
um die Erstellung eines Sicherheitslebenszyklus, der einem V-Modell
entspricht. Anhand dieses Vorgehens wird eine Software entwickelt, die
nach erfolgtem Validierungstest mit der Hardware integriert werden
kann. In erster Linie geht es bei der Spezifikation der Software darum,
die Sicherheitsanforderungen festzulegen. Dies geschieht mit Hilfe der
zuvor erstellten E/E/PES Sicherheitsspezifikationen und der daraus
resultierenden Architektur. Weiterhin sind für die Software verschie-
dene andere Qualitätsmerkmale wichtig. Hierzu zählen beispielsweise
die Testbarkeit, Dokumentation, Eindeutigkeit und die Verständlichkeit.
Darüber hinaus müssen die Software- Sicherheitsanforderungen dem
entsprechenden SIL angemessen sein. Hierzu zählt unter anderem die
Verwendung von rechnergestützten Spezifikationswerkzeugen. Aus der
IEC61508 kann aus verschiedenen Tabellen entnommen werden, welche
Verfahren bei einem bestimmten SIL anzuwenden sind. Für ein
SIL 3 System kann beispielsweise eine Kombination aus Ablauf- und
Zustandsübergangsdiagrammen angewandt werden. Diese Art der
Diagramme lässt sich mithilfe von rechnergestützten Werkzeugen in
UML darstellen. Wird in einer Softwarearchitektur sowohl eine sicher-
heitskritische als auch eine nicht sicherheitskritische Funktion reali-
siert, so zählt die komplette Softwarearchitektur als sicherheitskri-
tisch und wird so behandelt. Für jedes Softwareelement muss laut
IEC61508 ein Sicherheitshandbuch erstellt werden (vgl. [23]). Hier-
durch wird sichergestellt, dass einzelne Softwareelemente wiederver-
wendet werden können. Es ist darauf zu achten, dass Schnittstellen und
Wechselwirkungen zwischen Softwareelementen ausreichend geprüft
werden. Um eine Fehlertoleranz in der Software zu erreichen, gibt
es verschiedene Techniken. Ein Beispiel hierfür ist die Verwendung
von fehlererkennenden/fehlerkorrigierenden Codes bei der Übertra-
gung von kritischen Daten. Für die Software ist ein weiterer entschei-
dender Aspekt die Testbarkeit. Es ist sicherzustellen, dass die Software
gegen die Anforderungen wie z.B. Fehlertoleranz und Integration im
System getestet werden kann. Nicht nur die Auswahl der Architektur,
sondern auch die Auswahl geeigneter Tools zur Softwareentwicklung
und die Programmiersprache sind entsprechend des angestrebten SIL
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zu wählen. Um einen Compiler für eine sicherheitskritische Software
verwenden zu können, muss dieser zertifiziert oder betriebsbewährt
sein. Hieraus entsteht eine geschlossene Kette von Entwicklungswerk-
zeugen. Um die Komplexität zu begrenzen, bedient man sich der Modu-
larisierung (vgl. [24]). Dies vermeidet gleichzeitig die Fehleranfälligkeit
beim Entwurf. Eine weitere Empfehlung der Norm liegt in der defen-
siven Programmierung. Aufgrund der Anwendung dieser Empfehlung
kontrolliert sich die Software selbst auf Datenplausibilität oder ähnliches
und wird damit fehlertolerant. Durch die Verringerung der Komplexität
leidet meistens die Effizienz. Es können längere Durchlaufzeiten und
ein erhöhter Speicherbedarf entstehen. Im Fall von sicherheitskritischer
Software hat aber die funktionale Sicherheit Vorrang. Um die Software
nach und nach aufbauen zu können, werden zunächst die einzelnen
Module den entsprechenden Tests unterzogen. Sind alle Testfälle als
bestanden akzeptiert, so kann das Zusammenfügen von Modulen zu
Teilsystemen geschehen. Bei Fehlschlagen der Tests, müssen die Imple-
mentierung bzw. die Architektur geändert, die Modultests angepasst
und erneut getestet werden. Dieses Vorgehen ist bei den Integrations-
tests der Softwaremodule zu wiederholen. Im Anschluss erfolgt die Inte-
gration der Software auf der programmierbaren Hardware, um deren
Verträglichkeit zu prüfen. Bei der Validierung wird nun die gesamte
Software gegen die Spezifikation der Sicherheitsanforderungen geprüft.
Zum vollständigen Lebenszyklus einer sicherheitskritischen Software
gehört darüber hinaus noch das Konfigurationsmanagement. Hier wird
strikt dokumentiert, was, aus welchem Grund, von wem an der Software
verändert wurde. Um in redundanten Systemen eine weitere Sicherheit
zu erhalten, bedient man sich, abgesehen vom Sicherheitslebenszyklus
der Software, auch des N-Version-Programming. Aufgrund der mögli-
chen, noch in der Software vorhandenen Fehler, wird dieselbe Software
von verschiedenen Teams (oder auch von anderen Lieferanten) erstellt.
2.2.7 Ergänzende Regularien
Nachdem die beschriebenen Standards nur gewisse Vorgehensweisen
definieren und noch weiteren Spielraum für Interpretationen offen-











Abbildung 2.10: Übersicht und Integration E/E/PE-System nach [7]
wird nicht ausführlich auf diese ergänzenden Materialien eingegangen,
sie werden der Vollständigkeit halber erwähnt.
CAST32 & CAST32A: beim CAST-32A [25] handelt es sich um ein Positi-
onspapier des Certification Authorities Software Team (CAST), zur Klarstel-
lung der Haltung der Zertifizierungsbehörden bezüglich des Einsatzes
von Multicoreprozessoren in der Avionik. Dabei werden verschiedene
Aspekte, die die funktionale Sicherheit, Rechenleistung und Robustheit
von Software auf Mehrkernprozessoren betreffen diskutiert. Zu jedem
dieser identifizierten Aspekte stellt das Papier eine Begründung bereit,
die erklärt, warum diese Aspekte besonders betrachtet werden müssen.
Certification Memorandum: das Certification Memorandum [26, 27] der
EASA stellt eine Interpretationshilfe für die Standards der Luftfahrt dar.
Unter anderen werden verschiedene Abschnitte und Aspekte aus der
DO-254 klargestellt und präzisiert. Ebenso adressiert dieses Memo-
randum die für die Zertifizierung relevanten Aspekte. Speziell die
Verwendung von Hardware in sicherheitskritischen Anwendungen
wird diskutiert. Dies umfasst den Einsatz von Standardhardware
(Commercial of the shelf COTS) und deren Einordnung in die Kate-
gorien Einfach - Komplex - Sehr Komplex. Entscheidend hierbei ist, dass
die Verwendung von Mikrocontrollern, und damit auch Mehrkernpro-
zessoren, immer als sehr komplex einzustufen ist. Dies resultiert in
weiteren Anforderungen für die Entwicklung von Systemen basierend
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auf solchen Rechnern. Details können direkt dem Certification Memo-
randum [26, 27] entnommen werden.
2.3 Prozessortechnologie
Die vergangenen Jahre zeigen eine erhebliche Änderung und tech-
nologische Weiterentwicklung in der Prozessortechnologie. Die einge-
setzten Prozessoren in eingebetteten Systemen werden immer leistungs-
fähiger. Ausgehend von Einkernprozessoren (Singlecore) wird auch in
eingebetteten Systemen der Trend zu Mehrkernprozessoren (Multicore)
zunehmend deutlich. Aus diesem Grund und zur besseren Darstel-
lung der Unterschiede und Herausforderungen, die durch den Umstieg
auf Mehrkernprozessoren entstehen, werden die Prozessorarchitekturen
nachfolgend grob erläutert. Für detailliertere Beschreibungen sowie
Erklärungen wird beispielsweise auf [28, 29, 30] verwiesen.
2.3.1 Singlecoreprozessoren
Die nach wie vor am meisten eingesetzten Prozessorarchitekturen in
eingebetteten Systemen sind Einkernprozessoren. Bei diesen Architek-
turen handelt es sich um Prozessoren, die lediglich einen Rechenkern
(Prozessorkern) beinhalten. Weiterhin vorhanden sind typischerweise
Peripheriekomponenten, Bus-Systeme sowie Speicher. Diese Prozes-
sorarchitekturen reichen von einfachen 8Bit bis hin zu leistungsfähigen
64Bit Prozessoren.
Für den detaillierten Aufbau eines einfachen Rechenkerns kann
Abb. 2.11 herangezogen werden. Hierbei sind die wichtigen Bestandteile
des Rechenkerns das Steuerwerk (Steuerungsaufgaben, Befehlsregister -
BR, Register für Steuerbits - ST, Befehlszähler - BZ), das Speicherwerk
(Adresszähler - AR, Speicher - SP, Speicherregister - SR), das Rechen-
werk (Arithmetische-logische Einheit - ALU, Akkumulator - AK) und
das E/A-Werk (Eingabe/Ausgabe - E/A).
Bei der Architektur unterscheidet man typischerweise zwischen zwei







































Abbildung 2.11: Aufbau eines einfachen Prozessorkerns
29
2 Grundlagen
Abb. 2.12, 1.)) wird nur ein Speicher an den Prozessorkern angebunden,
der sowohl Daten als auch Befehle beinhaltet. Dies hat jedoch starke
Einschränkungen was die Zugriffe auf den Speicher angeht. Die zweite
weit verbreitete Architektur ist die Harvard-Architektur (vgl. Abb. 2.12,
2.)). Hierbei werden zwei Speicher an den Rechenkern angebunden, ein
Speicher für Daten und ein Speicher für Adressen. Dies lässt erheb-
lich bessere Zugriffe auf die Speicher zu und ist daher die heutzu-
tage am weitesten verbreitete Architektur. Beide Architekturen sind in
Abbildung 2.12 dargestellt. Der Aufbau zeigt sich beispielsweise in der
Cache-Architektur in Singlecoreprozessoren, speziell in der Trennung















Abbildung 2.12: Referenzmodelle für Computerarchitekturen
Auf Prozessorebene bzw. System-on-Chip (SoC) Level werden weitere
Komponenten integriert. Zusätzlich zum eigentlichen Rechenkern
werden Peripheriekomponenten (z.B. Kommunikationsschnittstellen -
UART, Ethernet, I2C), On-Chip Speicher (z.B. Caches) sowie Kommu-
nikationsstrukturen (z.B. Bussysteme, Cross-Bars) integriert. Je nach
Hersteller und Einsatzzweck werden weitere unterschiedliche Ausprä-
gungen und Komponenten verwendet. Eine Schematische Darstellung


































Abbildung 2.13: Abstrahierte und beispielhafte
Singlecoreprozessorarchitektur
Zu den Peripheriekomponenten, die typischerweise in einen Prozessor
integriert werden und im weiteren Verlauf dieser Arbeit relevant sind,
gehören Direct Memory Access (DMA)-Controller und Watchdogs:
• Direct Memory Access (DMA)-Controller:
Bei einem DMA-Controller handelt es sich um eine Hardwarekom-
ponente innerhalb eines System-on-Chip (SoC), die zum Ziel hat,
die Ausführungsgeschwindigkeit zu erhöhen. Dies wird erreicht
indem die Kommunikation der Rechenkerne mit den E/A-Geräten
minimiert wird. Ein DMA-Controller übernimmt die Übertra-
gung von Daten im Speicher an eine andere Position im Spei-
cher oder zu Peripherals. Durch diese Entlastung der Rechenkerne
wird die Geschwindigkeit der Ausführung der Rechnerarchitektur
beschleunigt. DMA-Controller werden dabei nicht nur in Singleco-
reprozessoren eingesetzt, sie sind auch in Multicoreprozessoren zu
finden.
• Watchdog:
Um die zeitliche Abfolge und die korrekte Funktionsweise eines
Prozessors zu überwachen, werden Watchdogs eingesetzt. Dabei
handelt es sich um eine Einheit, die bei nicht erfolgter Rückset-
zung einen Reset des Systems auslösen oder zumindest ein Fehl-
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verhalten signalisieren kann. Der Watchdog wird von der Soft-
ware, die auf dem Prozessor ausgeführt wird, zurückgesetzt.
Eine der für diese Arbeit wesentlichen Eigenschaften eines Singlecore-
prozessors ist die rein sequentielle Ausführung von Software. Aufgrund
der nur einfach verfügbaren Recheneinheit (Prozessorkern) ist diese
Limitierung der Ausführung bedingt. Dies wiederum bewirkt einen
rein sequentiellen Zugriff auf beispielsweise Peripheriekomponenten
oder Speicher. Etwaige Überschneidungen durch zeitgleiche, paral-
lele Zugriffe von unterschiedlichen Ausführungseinheiten sind ausge-
schlossen.
Da aufgrund thermischer Eigenschaften und Limitierungen in der
Skalierung von Transistoren eine Erhöhung der Rechenleistung nicht
mehr möglich ist, werden neue Ansätze entwickelt. In aktuellen
Entwicklungen in der Prozessortechnologie werden zur Erhöhung der
Rechenleistung weitere Rechenkerne in einen Prozessor integriert. Eine
Beschreibung der Eigenschaften und des schematischen Aufbaus folgt in
Kapitel 2.3.2.
2.3.2 Multicoreprozessoren
Zur Realisierung von höheren Rechenleistungen für eingebettete
Systeme sind Singlecoreprozessoren nicht mehr ausreichend. Technolo-
gisch, speziell aus thermischen Gründen, ist eine Erhöhung der Takt-
frequenz nicht mehr möglich. Eine Steigerung der Rechenleistung kann
somit nur noch durch eine Umsetzung von Parallelität erreicht werden.
Dies geschieht durch die Integration weiterer Prozessorkerne in einem
Chip. Die resultierenden Multiprozessor System-on-Chip (MPSoC)
bieten durch die parallele Ausführung von Software eine entsprechende
Steigerung an Rechenleistung. Damit gehen jedoch auch einige Heraus-
forderungen einher, die besonders beachtet werden müssen. Hierzu
gehören beispielsweise zeitgleiche Zugriffe auf gemeinsam genutzte
Ressourcen, z.B. Peripheriekomponenten oder Speicher. Die echte Paral-
lelität in Mehrkernprozessoren bildet somit den Hauptunterschied zu
Einkernprozessoren und den Ausgangspunkt für weitere Anforde-
rungen für deren Einsatz in sicherheitskritischen Anwendungen. In
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Kapitel 2.3.2.1 und 2.3.2.2 werden zwei mögliche Realisierungen von
Mehrkernprozessoren dargestellt und die Unterschiede diskutiert.
2.3.2.1 Homogene MCP
Ein homogener Mehrkernprozessor enthält nur Kerne vom selben Typ.
Dies bedeutet, alle Rechenkerne haben die gleiche Mikroarchitektur und
auch den gleichen Instruktionssatz. Zusätzlich zur Integration mehrerer
Kerne werden, analog zu Singlecoreprozessoren, zum Beispiel Periphe-
riekomponenten und Speicher für das SoC eingebracht. Peripheriekom-
ponenten und Speicher werden jedoch in der Regel nicht mehrfach
instanziiert. Typischerweise werden diese Komponenten nur einfach im
SoC vorgehalten und nicht vervielfältigt. Der schematische Aufbau ist
in Abbildung 2.14 dargestellt. Speziell bei Komponenten, die von allen
integrierten Prozessorkernen verwendet werden, wie zum Beispiel Spei-
chercontroller, kann ein zeitgleicher Zugriff entstehen, der bei Singleco-
reprozessoren aufgrund der Architektur und der sequentiellen Ausfüh-
rung nicht möglich war. Bei der zeitgleichen Ausführung von Software
auf mehreren Kernen in einem MPSoC können parallel mehrere Zugriffe
auf eine gemeinsam genutzte Ressource entstehen.
2.3.2.2 Heterogene MCP
Im Gegensatz zu homogenen Mehrkernprozessoren (vgl. Kapitel 2.3.2.1)
sind in heterogenen Mehrkernprozessoren verschiedene Arten von
Prozessorkernen enthalten. Hierbei kann es sich um Prozessorkerne mit
unterschiedlichen Mikroarchitekturen oder auch um spezielle Beschleu-
niger handeln. Durch einen solchen Aufbau können weitere Prozes-
sorkerne im System vorhanden sein, die ebenfalls zeitgleich auf eine
nur einfach vorhandene Komponente im System zugreifen. Ebenfalls
verfügbar sind Architekturen, die zusätzlich zu einem Mehrkernpro-
zessor eine rekonfigurierbare Logikarchitektur integrieren. Bei dieser
rekonfigurierbaren Logik handelt es sich typischerweise um eine Field
Programmable Gate Array (FPGA) Architektur (vgl. [31]), die über
eine sehr enge Anbindung zur internen Kommunikationsarchitektur






































Abbildung 2.14: Abstrahierte und beispielhafte Multicoreprozessor-
architektur
wesentlich erweiterten Entwurfsraum und somit Möglichkeiten zur
Integration weiterer Hardwarekomponenten, die in einem Standard
Prozessor (als ASIC vorhanden) nicht möglich sind. Beispielsweise
können HW-Beschleuniger für spezielle Algorithmen integriert werden,
die eine Beschleunigung der Berechnung und eine Auslagerung vom
Mehrkernprozessor erlauben. Der abstrahierte, schematische Aufbau
mit den potentiell vorhandenen Komponenten und einer rekonfigu-
rierbaren Hardwarearchitektur sind in Abbildung 2.15 dargestellt. Wie
abgebildet, besitzt die rekonfigurierbare Logik eine direkte Anbin-
dung zur internen Kommunikationsstruktur und somit ebenfalls zu den
verfügbaren Peripheriekomponenten, Speichercontrollern etc.
Die Verfügbarkeit einer vom Nutzer konfigurierbaren HW-Logik bringt
zusätzlich eine erhebliche Flexibilität mit sich. Beliebige, ebenfalls
parallellaufende Prozesse oder State-Machines können integriert
werden und direkt mit den Prozessorkernen interagieren. Die in der
rekonfigurierbaren Hardware umgesetzten Komponenten können dabei










































Abbildung 2.15: Abstrahierte und beispielhafte heterogene Multicore-




minismus darstellen und eine wiederholbare Ausführung garantieren
können.
2.4 Virtualisierung






Abbildung 2.16: Darstellung des zusätzlichen Layers bei Virtualisierung
Virtualisierung ist ein sehr breites Feld. Im Kontext dieser Arbeit wird
Virtualisierung als System Virtualisierung, im Speziellen als Hard-
ware Virtualisierung, verstanden. Unter Virtualisierung versteht man
das Nachbilden einer Hardware- oder Softwarekomponente durch das
Einfügen einer zusätzlichen Abstraktionsschicht. Dieses Konzept bietet
somit eine Möglichkeit, eine nur einfach im System vorhandene Kompo-
nente als vielfach vorhandene virtuelle Komponente darzustellen. Diese
virtuellen Komponenten können durch unterschiedliche Nutzer in glei-
cher Weise wie das physikalische Gerät im nicht-virtualisierten Fall
angesteuert werden. Die unterschiedlichen, etablierten Ansätze für
Virtualisierung können grob in zwei Kategorien eingeteilt werden -
Voll- und Para-Virtualisierung. Beide Konzepte können in Software
umgesetzt werden, wenn keine Hardwareunterstützung verfügbar ist.
Bei Verfügbarkeit einer Hardwareunterstützung können diese Ansätze
jedoch optimiert und somit der Overhead in Software reduziert werden.
Unabhängig von der Hardwareunterstützung wird ein neuer Software-
Layer, der sog. Virtual Machine Monitor (VMM) oder Hypervisor einge-
36
2.4 Virtualisierung
führt, der sich um die Überwachung des Systems kümmert. Nachfol-
gend werden die beiden Konzepte kurz diskutiert, da Virtualisierung
im weiteren Verlauf der Arbeit eine Rolle spielt.
2.4.1 Voll-Virtualisierung
Bei der Voll-Virtualisierung handelt es sich um eine Technik, welche
es erlaubt, Gast-Betriebssysteme ohne Modifikation auf der Hardware
auszuführen. In diesem Fall bildet der Hypervisor eine Abstraktion der
darunterliegenden, geteilten Hardware, also eine Simulation der Hard-
ware. Instruktionen des Gast-Betriebssystems werden durch Hardwa-
reunterstützung abgefangen und übersetzt (emuliert durch den Hyper-
visor), um den gewünschten Effekt auf der virtualisierten Hardware zu
erreichen. Auch ohne Hardwareunterstützung kann dies durch dynami-
sche binäre Übersetzung erreicht werden. Der Hypervisor übersetzt alle
Befehle des Betriebssystems zur Laufzeit und speichert die Ergebnisse
für eine spätere Verwendung zwischen, während User Level Befehle



























































Bei Para-Virtualisierung handelt es sich um ein weiteres softwareba-
siertes Virtualisierungskonzept. Hierbei ist der Hauptunterschied zur
Voll-Virtualisierung, dass der Code des Betriebssystems, innerhalb einer
virtuellen Maschine, explizit modifiziert wird. Dies dient dazu Aufrufe
für Befehle, die nicht direkt auf der Hardware ausgeführt werden
können, im Hypervisor auszulösen, was in Abbildung 2.18 visualisiert
ist. In diesem Fall weiß das Gast-Betriebssystem, dass eine Virtuali-
sierungsschicht existiert. Dieses Konzept kann effizienter als die Voll-
Virtualisierung umgesetzt werden, was jedoch auf Kosten der Komple-
xität bei der Implementierung geht. Speziell zur Modifizierung des Gast-
Betriebssystems muss der Source Code verfügbar sein und ist damit
nicht immer umsetzbar.
Speziell beim Einsatz von eingebetteten Systemen die den Echtzeitbe-
dingungen genügen müssen, wird häufiger Para-Virtualisierung einge-
setzt, vor allem dann, wenn keine Hardwareunterstützung vorhanden
ist. Dies ist zumeist bei ressourcenschwächeren Prozessoren, beispiels-


















































Abbildung 2.18: Aufbau der Para-Virtualisierung
38
3 Stand der Technik
Schon seit einigen Jahren werden Prozessoren in sicherheitskritischen
Systemen eingesetzt. Bislang wurden als Prozessoren hauptsächlich
Singlecoreprozessoren aufgrund der Verfügbarkeit verwendet. Zur
Absicherung der Funktionalität und zur Steigerung der Zuverlässigkeit
werden unterschiedliche Mechanismen zur Überwachung oder Schaf-
fung von Redundanzen eingesetzt. Je nach angestrebter Verfügbarkeit
der Systeme werden verschiedene Maßnahmen verwendet. Auch der
Trend hin zu virtualisierten Systemen im Bereich eingebetteter Systeme
ist zu beobachten. Diese von Datencentern und Desktop Rechnern
bekannte Technologie wird vermehrt in kleinen, leistungsschwächeren
Prozessoren Anpassungen vorgenommen und evaluiert.
In den folgenden Kapiteln wird der Stand der Technik in den genannten
Bereichen zusammengefasst. Dabei liegt der Fokus auf den Themen,
die im Zusammenhang mit der vorliegenden Arbeit stehen und für die
Erreichung der Ziele relevant sind. Hierfür folgt ein umfassender Über-
blick über existierende Redundanzkonzepte, Monitoringansätze sowie
Virtualisierung im Bereich eingebetteter Systeme.
3.1 Redundanzkonzepte
In aktuellen sicherheitskritischen Anwendungen, welche auf Single-
coreprozessoren basieren, werden bereits Redundanzkonzepte einge-
setzt. Viele dieser Architekturen sind u.a. in der Avionik im Einsatz.
Diese Redundanzkonzepte sind zum Teil bereits etliche Jahre etabliert.
Eines der verwendeten Konzepte ist die Duo-Duplex-Architektur.
Bei der Duo-Duplex-Redundanz handelt es sich um einen System-
aufbau, welcher zwei redundante Systeme verwendet, welche intern
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Abbildung 3.1: Darstellung der Duo-Duplex-Architektur nach [18]
eine weitere duale Redundanz aufweisen. Aus Abbildung 3.1 kann
der schematische Aufbau entnommen werden. Der in diesem Zusam-
menhang verwendete Begriff Kanal bezieht sich auf die in der
IEC61508 [9] vorhandenen Definition. Hier handelt es sich um ein
Element oder eine Gruppe von Elementen, die unabhängig vonein-
ander eine Funktion ausführen (vgl. [9]). Bei der Duo-Duplex-
Architektur werden zwei unterschiedliche Softwareversionen (Software
A und Software B) auf Rechner A ausgeführt. Während Rechner
A mit Software A als operativer Rechner dient, wird Rechner A
mit Software B als Monitor eingesetzt. Die Ergebnisse von A und
B werden miteinander verglichen. Kommt es zu einer Diskrepanz,
so wird das betroffene Teilsystem isoliert und ein Ersatzrechner
(Kanal 2) übernimmt dessen Aufgabe. Dieser ist wiederum redundant
ausgelegt und basiert auf der Hardware eines anderen Herstellers.
Weitere Einzelheiten über den Aufbau können [18] entnommen werden.
In einem Vierfachrechner bedient man sich einem Aufbau aus vier unter-
schiedlichen Rechnern (vgl. Abbildung 3.2). Jedem Rechner wird ein
Voter zur Seite gestellt, der das jeweilige Ergebnis des Rechners verifi-
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ziert und mit den Ergebnissen der anderen Rechner vergleicht. Stellt ein
Voter eine Abweichung fest, so wird der entsprechende Kanal isoliert
und das System kann seine Funktionalität aufrechterhalten. Hier wäre
das System selbst bei einem Ausfall von drei Rechnern noch funktions-
fähig. Bei Ausfall eines Rechners kann nach wie vor ein Mehrheitsent-
scheid getroffen werden, falls es zu weiteren Abweichungen kommt.
Es muss auch hier beachtet werden, dass gemeinsame Fehlerursachen
ausgeschlossen werden. Dabei fällt beispielsweise die Spannungsversor-



























Abbildung 3.2: Darstellung der Quadruplex-Architektur nach [18]
Der Triplex-Triplex-Redundanz-Ansatz kombiniert die beiden bisher
vorgestellten Prinzipien. Es werden drei identische Kanäle mit je einer
internen Redundanz von drei aufgebaut. In jedem Kanal wertet ein
Voter die Ergebnisse der verschiedenen Rechner aus. Dabei ist darauf zu
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achten, dass in jedem Kanal wiederum Hard- bzw. Software von unter-
schiedlichen Herstellern zu verwenden ist. In den jeweiligen Teilkanälen
dienen zwei Rechner zur Überwachung eines operativen Rechners. Der
Voter vergleicht sowohl die Ergebnisse innerhalb eines Kanals mitein-
ander, als auch die Ergebnisse mit den Ergebnissen der anderen Kanäle.
Der Aufbau wird in Abbildung 3.3 verdeutlicht. Aufgrund dieser hohen
Redundanz können zwei Kanäle und ein Teilkanal des verbleibenden
Kanals ausfallen, ohne dass die Funktion des Systems eingeschränkt
































Abbildung 3.3: Darstellung der Triplex-Triplex-Architektur nach [18]
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Die vorgestellten Konzepte bedingen alle eine Replikation der Hard-
ware und sind nicht für Multicoreprozessoren ausgeprägt. Speziell die
Herausforderungen, die durch die Architektur eines Multicoreprozes-
sors eingebracht werden, werden nicht adressiert. Einzig die Lock-Step
Architektur, welche industriell verfügbar ist, besteht aus zwei Rechen-
kernen, die sehr eng gekoppelt sind und mit einem Taktversatz von
0 - 2 Takten dieselbe Software ausführen und die Ergebnisse mittels
einer komplexen Logik vergleichen [32]. Bei einem Rechenkernpaar in
Lock-Step Konfiguration handelt es sich um ein „1-out-of-2 (1oo2)“
Redundanzschema ggf. mit Diagnose. Hierbei sind die beiden Rechen-
kerne nicht als Multicoreprozessor zu betrachten, da für die Software
und deren Entwickler nur ein funktionaler, logischer Kern sichtbar ist.
Es kann mit diesem Aufbau ein Fehler erkannt werden, jedoch kann
nicht festgestellt werden, welcher der beiden Kerne den Fehler hervor-
gerufen hat. Ein Ansatz, der in der Lage ist einen Fehler zu erkennen und
zu korrigieren, ist die Durchführung eines Mehrheitsentscheids (z.B.
2-out-of-3 (2oo3) Architektur) über mehrere Rechner hinweg. Hierzu
gehört beispielsweise die sog. Triple Modular Redundancy (TMR) [33].
In diesem Ansatz werden drei unabhängige Kanäle ausgewählt, deren
Ergebnisse von einem Voter verglichen werden und eine Entscheidung
der Korrektheit auf Basis einer Mehrheit getroffen wird. Ein anderer
Ansatz diskutiert eine fehlertolerante Struktur für SRAM basierte FPGA
Systeme [34, 35].
Auf Software Ebene kann ebenso eine Redundanz eingebracht werden.
So wird in [36] eine Prozess-Redundanz vorgeschlagen, welche in Soft-
ware realisiert und für das Betriebssystem transparent dargestellt wird.
Alternativ dazu wird in [37] ein Ansatz zum Coded Processing diskutiert
und in [38] ein Ansatz vorgestellt, der energieeffizient Tasks repliziert,
um die Zuverlässigkeit zu steigern. Des Weiteren werden Konzepte zum
dynamischen Scheduling von Software Komponenten diskutiert, um
eine Fehlertoleranz zu erreichen [39]. Ebenso können Redundanzen auf
Steuergeräte Ebene betrachtet und mit Softwareunterstützung umge-
setzt werden [40]. Ein anderer Ansatz der sich mit kernübergreifender
Redundanz bei Hard-Errors1 befasst wird in [41] diskutiert.
1Hierbei handelt es sich um Defekte im Chip des Prozessors, die beispielsweise durch
Alterung entstehen und nicht repariert werden können.
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3.2 Prozessoren in sicherheitskritischen
Anwendungen
Da schon längere Zeit Prozessoren in sicherheitskritischen Anwen-
dungen eingesetzt werden, existieren einige Ansätze sowie spezialisierte
Prozessoren. So werden beispielsweise von verschiedenen Herstellern
Prozessoren bereitgestellt, die Mechanismen zur Absicherung der Funk-
tionalität mitbringen. In diesem Kontext sind die AURIX Prozessor-
familie [42] von Infineon, die Hercules RM Prozessorfamilie [43] von
Texas Instruments oder Prozessoren der MCP5xxx-Serie [44] von NXP zu
nennen. Diese beinhalten Maßnahmen, um Fehler erkennen zu können.
Hierzu gehören Error Correction Codes (ECC), Lock-Step Prozessoren
und Watchdogs [45, 33, 46]. Ebenso werden externe Watchdogs, die
beispielsweise über ein Serial Peripheral Interface (SPI) angebunden
werden, vorgeschlagen um einen Prozessor zusätzlich überwachen zu
können [47, 48]. Diese Prozessoren bieten aber je nach sicherheitskriti-
scher Anwendung nicht mehr ausreichend Rechenleistung. Leistungsfä-
higere Prozessoren, wie beispielsweise die P4080 Architektur [49] von
NXP, bieten keine Mechanismen, die für einen Einsatz in sicherheitskri-
tischen Anwendungen benötigt werden.
Um Fehler in der zeitlichen Ausführung zu erkennen werden Watch-
dogs in den meisten Prozessoren eingesetzt, so auch in Multicoreprozes-
soren. Je nach Architektur variiert die Anzahl der Watchdogs, so sind
beispielsweise im P4080 [49] jeweils ein unabhängiger Watchdog pro
Core, im MCP5746M [44] ein Watchdog für das SoC vorhanden. Diese
Watchdogs können Fehler im Timing erkennen, die zum Beispiel aus
einer nicht terminierenden Bus-Transaktion oder einer Endlosschleife
der Software entstehen. Je nach Architektur können die Maßnahmen,
die ergriffen werden, variieren und reichen vom Auslösen eines Inter-
rupts bis hin zum System-Reset. Typischerweise werden die Informa-
tionen vom Watchdog direkt verarbeitet und eine Reaktion eingeleitet.
Eine übergreifende Einheit, die sich aus Systemsicht um die Fehlerbe-
handlung kümmert, existiert zumeist nicht.
Zusätzlich zu den beschriebenen Reaktionen eines Watchdogs sind
ausgefallenere Mechanismen denkbar. Hierbei wird oftmals in sicher-
heitskritischen Systemen auf eine Challenge-Response-Abfrage zurück-
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gegriffen [45, 32]. Ein einfaches Rücksetzen des Watchdog Timers ist
dabei nicht ausreichend. Im MCP5746M von NXP wird beispielsweise
die Konfiguration des Watchdogs in dieser Weise vorgenommen. Es
muss eine bestimmte Sequenz eingehalten werden, um die entspre-
chenden Werte setzen zu können. Dieser Mechanismus wird häufig auch
für eine Kommunikation mit einer externen Einheit eingesetzt. Für das
Rücksetzen des Watchdog Timers von der Software wird dieser Mecha-
nismus jedoch nicht verwendet.
Ein Ansatz, der sich mit der Überwachung eines Prozessors auseinan-
dersetzt und im Automotive-Umfeld häufig eingesetzt wird, ist das E-
Gas Konzept [50]. In diesem Konzept werden drei Ebenen der Über-
wachung vorgestellt. Ebene 1 beinhaltet die eigentliche Funktion, Ebene
2 überwacht Ebene 1 (beispielsweise durch einen Watchdog), während
Ebene 3 das gesamte Element (z.B. den Multicoreprozessor) über eine
externe Einheit überwacht.
Um eine noch höhere Sicherheit beim Einsatz von Singlecorprozes-
soren zu erreichen werden verschiedenste Mechanismen und Konzepte
angewendet, um ein besseres und detaillierteres Verständnis über den
Systemzustand zu erlangen. Diese Mechanismen umfassen Online-
Monitoring des Systems sowie den Einsatz von Redundanz um tran-
siente, sporadische und permanente Fehler in digitalen Systemen
erkennen und korrigieren zu können [51, 52, 45, 33, 53, 54].
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Typische MPSoC Architekturen bringen neue Herausforderungen beim
Einsatz in sicherheitskritischen Anwendungen mit sich. Durch immer
weiter sinkende Transistorgröße, die steigende Integrationsdichte und
durch die niedrigeren Spannungsversorgungen steigt die Soft-Error-
Rate in Mehrkernprozessoren [55, 56, 57]. Diese Fehler führen zu einer
Abweichung des gewünschten Verhaltens und erfordern somit die
Umsetzung von Online-Monitoring. Zusätzlich zu den sog. Soft Errors
kommen zeitgleiche Zugriffe auf gemeinsam genutzte Ressourcen inner-
halb des Chips. Diese Zugriffe müssen ebenso im Betrieb überwacht
werden, um die korrekte Funktion des Systems sicherzustellen.
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Zwei entscheidende Charakteristika, die Systeme in sicherheitskri-
tischen Anwendungen erfüllen müssen, sind Determinismus und
Vorhersagbarkeit. Standard Mehrkernprozessoren können diese beiden
Charakteristika nicht ohne Weiteres erfüllen. Dies resultiert aus sehr leis-
tungsfähigen Cache Architekturen, mehreren Bus Mastern im System
und zeitgleichen Zugriffen. Um dem entgegenzuwirken, muss das
System mit äußerster Sorgfalt konfiguriert werden. Dies bedeutet im
Umkehrschluss, dass nicht die maximal mögliche Performanz des
Systems erreicht werden kann. Um auch während des Betriebs sicher-
stellen zu können, dass die Konfiguration Bestand hat, muss diese Über-
wacht werden. In vielen Architekturen existieren bereits Möglichkeiten,
mit denen ein Online-Monitoring umgesetzt werden könnte, diese sind
aber nicht dafür vorgesehen oder erst gar nicht dokumentiert. Einige der
Möglichkeiten können nur zu Debugging Zwecken eingesetzt werden
[58, 59, 60, 61] und versetzen so das System in einen Zustand, der
nicht dem Produktivsystem entspricht. Andere werden zur Optimie-
rung [62, 63, 61] und Evaluation [64] genutzt. Ein weiteres Beispiel
ist die Nutzung von Online-Monitoring in Commercial Off The Shelf
(COTS) Prozessoren das in [65, 66] vorgestellt wird, aber ausschließ-
lich auf Zugriffe für den Hauptspeicher limitiert ist. Ein weiterer Ansatz
zeigt die Verwendung von in den Prozessorkernen integrierten Zählern,
die zu einem nicht-intrusiven Monitoring eingesetzt werden können
[67, 68], aber nur zur Abschätzung der Worst Case Execution Time
(WCET) genutzt werden. Ebenso existieren Ansätze, die ein zusätzliches
Monitoring-Subsystem integrieren, um Systemzustände zu evaluieren
[69, 70]. Hierbei wird aber nicht von eingebetteten Echtzeit Systemen
ausgegangen und es wird eine zusätzliche Infrastruktur benötigt.
Ein weiterer wichtiger Aspekt ist die Überwachung von Komponenten
im SoC. An dieser Stelle existieren einige Ansätze, die sich mit der Über-
wachung von Bussystemen und Network-on-Chip (NoC) beschäftigen
[71, 72, 73, 66, 74, 75].
Im Kontext von Online-Monitoring werden des Weiteren Ansätze
verfolgt, die es ermöglichen, Plattformservices zu überwachen, so z.B.
die Überwachung von virtuellen Maschinen auf einem Multicore in [76]




Virtualisierung wird eingesetzt, um Ressourcen wie CPU, I/O Kompo-
nenten/Peripherals, Speicher oder Co-Prozessoren zwischen verschie-
denen isolierten Partitionen, oftmals als Virtuelle Maschine/Virtual
Machine (VM) bezeichnet, zu teilen. Dabei kann die Ausprägung so
geartet sein, dass die Virtualisierung für die Applikation und Treiber
innerhalb einer virtuellen Maschine mehr oder weniger transparent
ausgeprägt ist. Obwohl Virtualisierung hauptsächlich Anwendung in
Datencentern findet, gibt es auch in eingebetteten Systemen mehr
und mehr den Trend und durch Hardwareunterstützung eine gestei-
gerte Attraktivität zum Einsatz von Virtualisierung [80, 81]. Durch das
Bestreben von Systemintegratoren hin zu immer höher integrierten
Systemen2 mit diversen Funktionen, welche oftmals sehr unterschied-
lichen Anforderungen an die Performanz, Reaktionszeit und Zuverläs-
sigkeit besitzen, werden Ansätze aus Datencentern mehr und mehr in
eingebettete Systeme übertragen.
Eine Virtualisierungsschicht, die rein in Software oder mit Hardwa-
reunterstützung umgesetzt werden kann, kümmert sich um die Arbi-
trierung und passendes Scheduling sowie die Zugriffssteuerung auf
gemeinsam genutzte Geräte. Hierbei wird den virtuellen Maschinen
vorgespielt, dass sie exklusiven Zugriff auf eine Ressource besitzen.
Basierend auf diesen Annahmen liegt der Fokus traditioneller Virtua-
lisierungslösungen auf einem guten Mittelwert der Rechenleistung und
des Durchsatzes, während Zugriffe strikt eingehalten und eine räum-
liche Trennung (Spatial Segregation) von Speicherbereichen umgesetzt
wird und so die Systemstabilität sichern. Die strikten Zugriffe, sowie die
räumliche Trennung von Speicherbereichen, stellen oftmals Grundvor-
aussetzungen in sicherheitskritischen Anwendungen dar.
Unterschiedliche bekannte Ansätze zur Gerätevirtualisierung sind in
Abbildung 3.4 dargestellt und werden im Folgenden diskutiert.
2Hochintegrationsszenarien sind beispielsweise die im Automotive Umfeld angestrebten
Domänenleitrechner, in denen viele Funktionen einer Fahrzeugdomäne zusammenge-
fasst werden, um Steuergeräte einsparen zu können.
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Abbildung 3.4: Übersicht von Virtualisierungstechnologien
Die Maximierung des Durchsatzes und die Minimierung der Latenz
von virtualisierten Peripheriegeräten sind die beiden Hauptkriterien
für eine gute Performanz der virtualisierten Systeme. Eine mögliche
Technik für die Virtualisierung von Peripheriegeräten ist die Emulation
von Gerätetreibern, wie sie in [82] beschrieben wird. Bei diesem Ansatz
können die Gerätetreiber innerhalb der VM unmodifiziert weiterver-
wendet werden. Privilegierte Instruktionen, die von diesen Gerätetrei-
bern ausgeführt werden, werden im Hypervisor abgefangen und geson-
dert verarbeitet. Der hauptsächliche Nachteil dieser Technik sind die
Kosten für das Abfangen der Instruktionen, die Emulation selbst, sowie
die damit einhergehenden Kontextwechsel. In Abbildung 3.4 A) ist das
Konzept für die Gerätevirtualisierung dargestellt. Die eigentliche Hand-
habung der gemeinsamen Nutzung von Ressourcen findet dabei im
Hypervisor statt, was eine erhöhte Komplexität des Hypervisors und
damit ein erhöhtes Sicherheitsrisiko darstellt.
Um der Herausforderung bzgl. der Performanz der Geräte Emulation zu
begegnen, wird Paravirtualisierung vorgestellt. Bei Paravirtualisierung
wird ein Back-End Treiber im Hypervisor vorgehalten oder eine dedi-
zierte VM in Kombination mit angepassten Front-End Treibern inner-
halb der virtuellen Maschinen verwendet [83]. In dieser Konstellation
wird kein Abfangen im Hypervisor mehr benötigt und somit der Over-
head reduziert. Durch die nach wie vor benötigten Kopiervorgänge der
Daten und die Kontextwechsel wird der Overhead noch immer auf ca.
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20% geschätzt, wenn angenommen wird, dass die VM mit dem Back-
End Treiber und die Applikationen auf unterschiedlichen Kernen ausge-
führt werden, wie in [84] beschrieben. Zur gemeinsamen Nutzung von
Controller Area Network (CAN) Controllern in Intergrated Modular
Avionics (IMA) Systemen durch Paravirtualisierung wird in [85] eine
zusätzliche Latenz von ca. 200 µs im Vergleich zum nicht-virtualisierten
System beschrieben. Durch die Verwendung einer eigenen VM zur
Umsetzung der gemeinsamen Nutzung von Geräten kann der Code des
Hypervisors und damit die Komplexität reduziert werden.
Eine verbesserte Implementierung beim Einsatz einer dedizierten Trei-
ber/Proxy VM zur gemeinsamen Nutzung von Graphics Processing
Unit (GPU)s durch unterschiedliche virtuelle Maschinen für Automotive
HumanMachine Interface (HMI) Anwendungen wird in [86] vorge-
stellt. Der Ansatz ist dabei auf Safety Anforderungen im Automotive
Umfeld ausgelegt und integriert effiziente Integrationsstrategien für
HMI Systeme im Automobil.
Um den Overhead weiter zu reduzieren, wird in [87] von Raj et al. ein
Ansatz zur Selbstvirtualisierung vorgestellt. Durch die Verschiebung der
Virtualisierungsschicht in Hardware, nahe an das eigentliche physika-
lische Gerät, kann der Durchsatz verdoppelt werden. Diese Alterna-
tive ist in 3.4 C) dargestellt. Durch direkte Gerätezuweisung kann der
Zugriff ohne Aktivität des Hypervisors erfolgen. Dieser Ansatz ist nur
möglich, wenn Geräte selbst in Hardware implementiert sind und ange-
passt werden können (vgl. graue Boxen in Abbildung 3.4) oder aber in
einem FPGA (vgl. graue Boxen in 3.4) vorhanden sind.
Darüber hinaus wird in [88] der Vergleich zweier weiterer Ansätze
zur gemeinsamen Nutzung von CAN-Controllern von unterschiedli-
chen virtuellen Maschinen vorgestellt. Das erste Konzept, welches in
[89] beschrieben wird, nutzt Paravirtualisierung vergleichbar mit der
Darstellung in Abbildung 3.4 B) auf einer Automotive Multicoreplatt-
form (Infineon AURIX [42]). Der zweite Ansatz basiert auf einem selbst-
virtualisierten CAN-Controller, der die SR-IOV-Technologie für PCIe
eines Intel Core i7 nutzt. Dabei sind CAN-Controller und Gerätevirtua-
lisierung komplett in einem FPGA realisiert, wie es in Abbildung 3.4 C)
durch die grünen Boxen dargestellt ist.
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In einem weiteren Ansatz von Pham et al. [90] wird ein Hyper-
visor Konzept für eine hybride ARM-FPGA Architektur vorgestellt,
der rekonfigurierbare Funktionen in Hardware unterstützt. Ein weiterer
Ansatz für FPGAs wird in [91] vorgeschlagen. Beide Ansätze generieren
jedoch einen erheblichen Overhead in Software, welcher die Komple-
xität der Software steigert und damit die Beherrschbarkeit weiter
einschränkt.
Im Bereich kleinerer eingebetteter Controller wird eine Virtualisierung
in [92] vorgeschlagen, jedoch ohne heterogene Architekturen zu adres-
sieren und mit Overhead in Software. Des Weiteren wird ein Partitio-
nierender/Isolierender Hypervisor in eingebetteten Systemen in [93]
diskutiert. Der Proteus Hypervisor bietet sowohl Vollvirtualisierung als
auch Paravirtualisierung für eingebettete Multicoresysteme [94], kommt
jedoch auch nicht ohne zusätzliche Software aus.
3.5 Abgrenzung
Basierend auf dem aktuellen Stand der Technik werden mehrere Lücken
in der Forschung adressiert. Unter anderem wird betrachtet, in wie weit
das Einbringen einer Redundanz in einen Multicorprozessor darstellbar
ist. Es wird methodisch untersucht, wie ein solches Konzept aussehen
und integriert werden kann und welche Implikationen dies auf die
Hardware/Software Architektur hat. Ebenso wird geprüft, welcher
Overhead bzw. welche zusätzliche Latenz durch die Einbringung der
Redundanz in einem Mehrkernprozessor entsteht. Um auch übergrei-
fende Fehlerquellen erkennen und abfangen zu können, wird beurteilt,
welche zusätzlichen Maßnahmen ergriffen werden müssen.
Zur Adressierung der für Multicoreprozessoren spezifischen Fehlerursa-
chen und der nachfolgenden Erkennung von Fehlern, werden Methoden
untersucht, welche zum Online-Monitoring für Bus-Master in einer
solchen Architektur notwendig sind und verwendet werden können.
Hierfür existieren keine parametrierbaren Ansätze, die für eine Vielzahl
von Bus-Master-Komponenten Anwendung finden können und speziell
die Herausforderungen in einem Mehrkernprozessor adressieren.
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Im aktuellen Stand der Technik existieren einige Ansätze zur Virtuali-
sierung für Multicoreprozessoren. Diese Ansätze kommen meist nicht
ohne eine Anpassung der Software und damit nicht ohne eine erhöhte
Komplexität aus. Andere Ansätze benötigen eine Anpassung der physi-
kalischen Geräte, die virtualisiert werden sollen. Es wird eine parame-
trierbare Virtualisierung benötigt, die ohne eine Anpassung der Soft-
ware und somit transparent für den Software-Entwickler ist. Speziell
im Bereich heterogener Multicorearchitekturen existieren keine Ansätze,
die eine Virtualisierung von ASIC-Geräten ohne deren Anpassung
erlaubt. Techniken zur Gerätevirtualisierung, die in der Literatur disku-
tiert werden, benötigen entweder eine Anpassung der Software oder
eine Anpassung der physikalischen Geräte.
Speziell die zusätzlich eingebrachten Fehlerquellen in Multicorepro-
zessoren (u.a. die gesteigerte Soft-Error-Rate [55, 56, 57], Fehler durch
gemeinsam genutzte Ressourcen sowie Fehler durch parallele Zugriffe
und daraus resultierenden Verzögerungen in der Ausführung) müssen
angegangen werden. Um dies zu erreichen und eine Überwachung
sowie sichere Handhabung von Ressourcen zu gewährleisten, werden
die folgenden Methoden zur Überwachung und Fehlererkennung sowie
zur sicheren Nutzung von Ressourcen und zur Funktionsmigraton




4 Die Multicore Herausforderung
In diesem Kapitel werden die durch die Architektur von Multicore-
prozessoren resultierenden Herausforderungen aufgearbeitet und basie-
rend darauf mögliche Fehlerbilder aus Applikationssicht abgeleitet.
Es wird verdeutlicht, dass der Übergang von Mehrrechnerarchitek-
turen zu Mehrkernprozessoren einen erheblichen Unterschied mit sich
bringt. Hierfür wird analysiert, welche Änderungen sich ergeben und in
welchen Herausforderungen dies resultiert. Die anschließend beschrie-
benen Fehlerbilder bilden im weiteren Verlauf der Arbeit die Grundlage
für die Validierungen.
4.1 Herausforderungen bei der Entwicklung
multicorebasierter Systeme
In vielen Anwendungen werden bereits parallele Ausführungseinheiten
genutzt, zumeist jedoch auf einer hohen Abstraktionsebene. So zum
Beispiel in Automobilen oder Flugzeugen, in denen die Vernetzung von
Steuergeräten als verteilte, parallele Ausführung von Funktionen mit
einem gemeinsamen Kommunikationskanal dargestellt wird. Als eine
Weiterentwicklung dessen können Mehrprozessorsysteme betrachtet
werden, die eine höhere Integrationsdichte aufweisen. Bei Mehrprozes-
sorsystemen werden mehrere Prozessoren in ein Steuergerät integriert
und über einen Kommunikationskanal auf einer Platine verbunden,
während die anderen Komponenten unabhängig bleiben. Sehr abstrakt
betrachtet, ähneln sich die beiden Architekturen und bieten auch
gewisse Gemeinsamkeiten. Beide Architekturen führen Funktionen in
sicherheitskritischen Anwendungen aus und teilen sich jeweils einen
Kommunikationskanal. Hinzu kommt jedoch, dass auf Ebene eines
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Steuergeräts nur eine Schnittstelle der eigentlichen Electronic Control
Unit (ECU) zur Vernetzung im Fahrzeug existiert. Diese Architektur ist





























Abbildung 4.1: Von verteilten Mehrprozessorsystemen zu Mehrkern-
prozessoren
Basierend auf dem Grad der Integration ergeben sich neue Herausfor-
derungen. Durch die sehr hohe Integration von Rechenleistung, Input/-
Output (I/O) Komponenten und Speicher innerhalb eines Chips, wird
ein Level erreicht, auf dem die Parallelität eine noch größere Rolle spielt.
In jedem Zyklus könnte theoretisch jeder Rechenkern einen Zugriff
auf den gemeinsam genutzten Speicher oder eine gemeinsam genutzte
Peripherikomponente ausführen. Auf Basis dieser Beobachtungen wird
deutlich, dass die Wahrscheinlichkeit für eine Kollision von mehreren
Zugriffen bei einem zeitlich parallelen Zugriff erheblich ansteigt.
Solche Kollisionen aufgrund von parallelen Zugriffen können bereits
in einem gemeinsamen Verbindungsnetzwerk im Chip oder aber erst
an der eigentlichen Ressource auftreten. Je nach Ausprägung können
Kollisionen durch eine erhöhte Bandbreite oder durch Arbitrierung an
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der Ressource gelöst werden, verursachen damit jedoch eine gewisse
Wartezeit für einen der zugreifenden Rechenkerne. Da in vielen Fällen
eine Erhöhung des Durchsatzes der Peripheriekomponenten oder der
Speichercontroller typischerweise nicht im gleichen Verhältnis wie die
Rechenleistung der Prozessorkerne steigt, können damit die Kollisionen
in der Regel nicht gelöst werden.
Durch die beschriebenen Kollisionen entsteht eine Beeinflussung von
Rechenkernen und damit eine nicht vorhersagbare Wartezeit selbst bei
funktional unabhängigen Rechenkernen.
Ergänzend zu den funktional unabhängigen Rechenkernen in einem
Multicore sind Konstellationen mit funktionalen Abhängigkeiten in
vielen Szenarien erstrebenswert zur Steigerung der Performanz. Auch
hier treten die gemeinsam genutzten Ressourcen, wie Speicher, in
den Vordergrund. Zusätzlich jedoch wird in einer solchen funktional
abhängigen Verteilung der Software eine Synchronisation unabdingbar.
Entscheidend ist sowohl die Datenkonsistenz als auch die Vermeidung
von Warteschleifen aufgrund nicht verfügbarer Daten.
Durch die beschriebene Dateninkonsistenz und die möglichen Warte-
schleifen kann ein funktionales Fehlverhalten auftreten.
Weiterhin resultiert durch die gesteigerte Integrationsdichte in einem
Multicore eine wesentlich höhere Komplexität im Vergleich zu Single-
coreprozessoren. Typischerweise werden in neuen Generationen eines
MPSoC nicht nur mehr Rechenkerne, sondern auch zusätzliche Periphe-
riekomponenten, Beschleuniger, Test- und Debug-Möglichkeiten oder
andere Funktionen integriert. Für die Anwendung in sicherheitskriti-
schen Anwendungen müssen sichere und zuverlässige Konfigurationen
erarbeitet werden, was sich aufgrund des wesentlich größeren Konfigu-
rationsraums als eine Herausforderung darstellt.
Durch die Integration von mehr und mehr Funktionen und Kompo-
nenten in das MPSoC steigt der Umfang der verfügbaren Dokumen-
tationen. Jedoch werden einige Komponenten und Funktionen inner-
halb eines SoC nicht dokumentiert, da diese zu Test- und Entwick-
lungszwecken bei den Herstellern eingebracht werden. Speziell diese
wenig dokumentierten Funktionen müssen bei einer Zertifizierung in
einigen Domänen durch Dokumentationen belegt und ein Einfluss auf
das Produktivsystem ausgeschlossen werden.
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Die für Multicoreprozessoren in sicherheitskritischen Anwendungen
relevanten Aspekte und Herausforderungen können folgendermaßen
zusammengefasst werden:
• Trennung in Raum und Zeit (Segregation in Time and Space):
Es werden Methoden benötigt, die eine effiziente gemeinsame
Nutzung von Ressourcen unter Einhaltung der Trennung reali-
sieren.
• Synchronisation und effiziente Verteilung der Applikationssoft-
ware:
Softwarekomponenten/Funktionen für die Realisierung einer
Applikation müssen vor dem Hintergrund einer Kostenfunk-
tion hinsichtlich der Synchronisation und Kommunikation verteilt
werden.
• Effiziente Verteilung von Plattformsoftware:
Analog zur Verteilung von Applikationssoftware muss auch Platt-
formsoftware, wie beispielsweise ein Betriebssystem, optimiert
verteilt werden, um Kosten für die Synchronisation und Kommu-
nikation gering zu halten.
• Analyse von Multicore Plattformen und Software:
Zur Abschätzung und Bestimmung von Garantien sowie oberen
Schranken, wie beispielsweise der WCET, muss die Hardware/-
Software Architektur analysiert werden.
• Handhabung und Management der Komplexität:
Die Beherrschung des Konfigurationsraums eines Multicores ist
notwendig, um eine sichere und zuverlässige Konfiguration der
Plattform zu erreichen.
Für die beschriebenen Herausforderungen kann nicht immer zur
Design-Zeit eine definitive Lösung erarbeitet werden. Oftmals können
beispielsweise keine Vorhersagen für Kollisionen während der Entwick-
lung eines multicorebasierten Systems identifiziert werden. Dies moti-
viert den Einsatz von Methoden zur Überwachung im Betrieb sowie
den Einsatz von Methoden zur sicheren gemeinsamen Nutzung von
Ressourcen, um den Fehlerbildern aus Applikationssicht zu begegnen.
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Zur Entwicklung einer neuen Datenverarbeitungseinheit (DVE) für eine
sicherheitskritische Anwendung muss zunächst eine genaue Spezifika-
tion des Gesamtsystems erfolgen. Je nach Einsatzzweck und System-
kontext, wird eine Einstufung der DVE im Sinne der Kritikalität
im Falle eines Ausfalls vorgenommen. Diese Einstufung erfolgt auf
Basis der/des anzuwendenden Standards der Domäne. Unterschied-
liche Kritikalitätslevel bedingen andere Anforderungen der Überwa-
chung und Fehler-Präventionsmechanismen. Zunächst erfolgt somit
eine Ableitung der Anforderungen auf Basis der durchgeführten Einstu-
fung. Unter anderem gehört die Feststellung der Anforderungen an
die Ausfallwahrscheinlichkeiten einzelner Komponenten im System zu
einem notwendigen Schritt. Basierend auf den Standards werden tole-
rierte Ausfallraten identifiziert und heruntergebrochen auf Komponen-
tenebene.
Die Anforderungen dienen im weiteren Verlauf der Entwicklung als
Ausgangspunkt und bedingen wiederum den Einsatz verschiedener
Mechanismen, die zur Fehlererkennung sowie der darauffolgenden
Reaktion im Systementwurf berücksichtigt werden müssen, um die
benötigte Zuverlässigkeit zu erreichen und die Ausfallwahrscheinlich-
keit unter die in den Standards gesetzten Grenzwerte zu senken. Hierfür
ist es ausreichend, Fehler zu erkennen und eine entsprechende Reaktion
herbeizuführen. Bei der Reaktion handelt es sich um das Überführen
des Systems in einen sicheren Zustand (z.B. Reset-Zustand eines Prozes-
sors mit definierten Ausgangswerten). Um jedoch einen Fehler über-
haupt erst erkennen zu können, sind unterschiedliche Mechanismen auf
verschiedenen Ebenen des Systems notwendig. Speziell bei Mehrkern-
prozessoren resultiert eine Vielzahl neuartiger Fehler aus der Prozes-
sorarchitektur. Zur Erkennung dieser Fehler werden im Folgenden
verschiedene neue Ansätze für Multicoreprozessoren präsentiert und
diskutiert. Es sei jedoch erwähnt, dass keiner der Ansätze für sich
genommen alle Anforderungen zum Einsatz von Mehrkernprozessoren
erfüllen kann, sondern eine Kombination mit weiteren Methoden (z.B.
durch weitere externe Beschaltung) notwendig ist.
Zusätzlich zu Methoden der Fehlererkennung spielt in Mehrkernpro-
zessoren die sichere gemeinsame Nutzung von Ressourcen eine wich-
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tige Rolle, um hierbei Fehler von vorn herein zu vermeiden. Zugriffe auf
Ressourcen innerhalb eines MCP müssen auch bei parallelem Eintreffen
von Anfragen einer deterministischen Abfolge genügen. Darüber hinaus
muss für jeden Zugriffsberechtigten die Möglichkeit bestehen, die
Komponente zuverlässig ansteuern zu können und dabei nicht durch
andere Zugriffe verdrängt zu werden.
Die im weiteren Verlauf dieser Arbeit beschriebenen Methoden sind
somit als Sammlung von Konzepten und Architekturmustern (Pattern)
zu verstehen, die einen sicheren Einsatz von Mehrkernprozessoren
unterstützen. Eine konkrete Kombination von Mechanismen muss auf
den Anwendungsfall angepasst und anschließend evaluiert werden.
Die Konzepte eignen sich jeweils für den Einsatz in einer Vielzahl von
Prozessortypen und können je nach Anwendungsfall erweitert oder
reduziert umgesetzt werden. Dies bedeutet, dass im jeweiligen Anwen-
dungsfall an unterschiedlichen Parametern eine Einpassung bzw. Inte-
gration im Gesamtsystemkontext vorgenommen werden kann, mit dem,
je nach Zielfunktion, ein Trade-Off zwischen Monitoring-Detailgrad,
Mechanismen zur gemeinsamen Nutzung von Komponenten und Over-
head (im Sinne von Performanzeinbußen) sowie Ressourcenbedarf
gefunden werden kann.
Um den sicheren Einsatz eines MCP unterstützen zu können, müssen
alle Komponenten entlang der funktionalen Kette von Fehlererken-
nung über Fehlerisolation bis hin zu Fehlerkorrektur bzw. der Reak-
tion auf einen Fehler berücksichtigt werden. Als Beispiel ist in Abbil-
dung 4.2 ein Fehlerszenario auf einem Mehrkernprozessor dargestellt.
Hierbei entsteht ein ungewünschter Zugriff auf ein Peripheral zum
falschen Zeitpunkt durch einen sporadischen Fehler im Prozessorkern
(vgl. Abbildung 4.2 „Fehlerursprung“). Dies führt im Umkehrschluss
dazu, dass ein weiterer Prozessorkern nicht wie gewünscht auf das Peri-
pheral zugreifen kann, da dieses bereits genutzt wird. Der Fehler ist
somit im System propagiert und beeinflusst nicht nur die Ausführung
auf einem Prozessorkern, sondern beeinflusst das gesamte SoC.
Nachfolgend werden Klassen von Fehlern vorgestellt, die in einem
Mehrkernprozessor auftreten können, gefolgt von Methoden zur
Fehlererkennung, Fehlerisolation und Fehlerkorrektur. Die entwickelten
Methoden und Mechanismen zur Fehlererkennung sowie eine Methode
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Funktionale Kette Fehlerursprung Propagierter Fehler
Abbildung 4.2: Beispielhafte Fehlerpropagation in einem
Mehrkernprozessor
zur sicheren gemeinsamen Nutzung von Ressourcen decken die gesamte
Fehlerkette ab.
Im Allgemeinen können Fehler in einem Multicoreprozessor in drei Vari-
anten, unabhängig vom Fehlerursprung, sichtbar werden:
• Indeterministische/zu lange Ausführungszeit
• Fehlerhafte Daten/Berechnung
• Fehlende Ausführung von Funktionen oder Funktionsteilen.
Die Fehlerbilder an sich können auch in Singlecoreprozessoren
auftreten, die Auswirkungen sind in Multicoreprozessoren jedoch weit-
reichender. Ebenso sind die Ursachen, die ein solches Fehlerbild hervor-
rufen, bei Multicore vielfältiger. Aus diesem Grund wird eine gesonderte
Überwachung benötigt. Eine Übersicht der Fehlerbilder aus Applikati-
onssicht sowie mögliche Fehlerquellen sind in Abbildung 4.3 dargestellt.
Eine verlängerte Ausführungszeit sowie die Berechnung der Worst
Case Execution Time (WCET) wird durch parallele/zeitgleiche Zugriffe
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Abbildung 4.3: Fehlerbilder aus Applikationssicht und mögliche
Fehlerquellen
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auf Ressourcen beeinflusst bzw. erschwert. Beispielsweise entsteht ein
solches Verhalten durch gemeinsam genutzte Caches, da ein Datum von
einem konkurrierenden Rechenkern verdrängt wurde. Bei der Verwen-
dung von effizienten (und dadurch zumeist indeterministischen) Cache
Strategien kann ein nicht vorhersagbares Zeitverhalten eines Rechen-
kerns entstehen, was dazu führt, dass eine Deadline nicht eingehalten
wird. Ein ähnliches Verhalten ist durch parallele oder übermäßige
Kommunikation über ein Interconnect zu beobachten, bei dem die
Latenzen nicht deterministisch vorhergesagt werden können. Ergän-
zend werden Verzögerungen durch Zugriffe auf geteilte Ressourcen
(z.B. Speichercontroller, Peripherals, Plattform Services) oder durch eine
Blockierung (z.B. durch Priorisierung) ermöglicht.
Fehlerhafte Daten bzw. Fehler in der Berechnung können aus der
nicht erwünschten Verwendung veralteter Daten resultieren. Hierbei
kann das Datum zum Zeitpunkt des Auslesens bereits wieder
veraltet sein, wenn parallel zum Auslesen durch einen Rechen-
kern ein anderer Rechenkern das Datum überschreibt. Diese sog.
Race-Conditions treten dann auf, wenn ein Rechenkern das Datum
im Speicher überschreiben möchte, aber aufgrund einer niedrigeren
Priorität noch keinen Zugriff erhält, während ein anderer Rechen-
kern mit höherer Priorität das Datum auslesen kann. Des Weiteren
kann ein fehlerhaftes Datum bzw. ein Fehler in der Berechnung
durch sog. Bit-Flips1 hervorgerufen werden. Diese können durch
Strahlung sog. Single Event Effect (SEE)/Single Event Upset (SEU)2
entstehen und können sowohl Änderungen in den Befehlen als auch in
Daten herbeiführen.
Als weiteres Fehlerbild kann die fehlende Ausführung von Funkti-
onsteilen auftreten. Hierbei werden Teile oder sogar ganze Funktions-
teile nicht ausgeführt. Aufgrund der hohen Konfigurierbarkeit und den
daraus entstehenden Permutationen kann es durch einen Bit-Flip in
den Konfigurationsregistern zu einer fehlerhaften Zuweisung von Inter-
rupts kommen. Diese werden dann fälschlicherweise an einen anderen
Rechenkern geleitet als ursprünglich im Design vorgesehen. Da für
diesen Fall keine explizite Interrupt Service Routine (ISR) vorge-
1Inversion eines Bits von seinem ursprünglichen Wert. Beispielsweise im Speicher oder
in Registern.
2Durch Strahlung auftretende Effekte innerhalb einer integrierten Schaltung.
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sehen ist, wird der eigentliche Funktionsteil, sprich die vorgesehene
ISR, nicht ausgeführt. Eine fehlerhafte Zuweisung von Interrupts zur
Designzeit des Systems würde hingegen während des Verifikations-
/Validierungsprozesses erkannt werden. Ergänzend können durch Bit-
Flips in Befehlen Funktionsteile übersprungen bzw. ausgelassen werden.
Die dargestellten Fehlerbilder dienen im weiteren Verlauf der Einord-
nung der Monitoring Konzepte, die unterschiedliche Fehlerbilder adres-
sieren. Ebenso wird die Abdeckung der dargestellten möglichen Fehler-
bilder in der gesamtheitlichen Betrachtung der Monitoringansätze
verdeutlicht.
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Fehlererkennung
Einige im Mehrkernprozessor enthaltenen Komponenten bieten ein
erhöhtes Fehlerpotential aufgrund der gemeinsamen Nutzung durch
mehrere Rechenkerne sowie andere Master-Komponenten am gemein-
samen Interconnect. Zur Erkennung von Fehlern, die bei der Nutzung
dieser Komponenten auftreten, müssen im Prozessor an unterschiedli-
chen Stellen Monitore eingebracht werden. Diese Monitore müssen zum
einen den Fehler erkennen und zum anderen diese Erkenntnis an eine
übergeordnete Einheit melden, um die weiteren Reaktionen auf einer
höheren Ebene auszulösen. Die eingebrachten Monitore sollen hierbei
möglichst wenig Overhead bedingen und sich, soweit möglich, bereits
vorhandene Komponenten zu Nutze machen.
Fehler können jedoch nicht nur erkannt, sondern auch korrigiert bzw.
abgeschwächt/mitigiert werden. So kann beispielsweise der Einsatz
von Redundanz, welche einen größeren Overhead erzeugt, einen Fehler
erkennen und abschwächen, so dass das System weiterhin voll funk-
tionstüchtig bleibt. Je nach Einsatzzweck ist ein solches Architektur-
muster jedoch notwendig. Hierbei spielt der Zielkonflikt - Ausfallsicher-
heit vs. Overhead - eine entscheidende Rolle.
Im Folgenden werden zwei Methoden zur Erkennung von Fehlern in
kritischen Komponenten eines Mehrkernprozessors sowie eine Methode
zur Umsetzung von Redundanz (zur Aufrechterhaltung der System-
funktion) auf Prozessorlevel vorgestellt und diskutiert.
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5.1 Redundanz in Mehrkernprozessoren
Es gibt vielfältige Möglichkeiten, um auf einen aufgetretenen Fehler
zu reagieren. Diese Reaktionen sind wiederum vom Anwendungs-
fall und Einsatzzweck abhängig. Beispielsweise kann beim Fehler in
einer Berechnung, resultierend aus einem Bit-Flip, ein Zwischener-
gebnis verworfen und im nächsten Zyklus mit einem korrekten Ergebnis
gerechnet werden. Einige Anwendungsfälle lassen ein solches Vorgehen
zu, z.B. bei Regelung eines trägen mechanischen Systems, welches
im nächsten Regelzyklus noch keine kritische Position eingenommen
hat. Es gibt jedoch Anwendungsfälle, in denen jedes Ergebnis zur
Ansteuerung korrekt vorliegen muss. Hierfür kann man sich einer
redundanten Berechnung bedienen und anschließend die Ergebnisse
vergleichen. Beim Einsatz eines Multicoreprozessors kann die redun-
dante Berechnung in einen MPSoC verschoben werden. Ein mehrfaches
Vorhalten der Hardware ist dafür nicht mehr notwendig. Die zur Umset-
zung einer redundanten Berechnung notwendigen Ressourcen inner-
halb eines Mehrkernprozessors müssen jedoch vorgehalten werden.
Dies beinhaltet, je nach redundanter Auslegung, die Bereitstellung
jeweils einer Berechnungseinheit und einer auswertenden Instanz
(Voter). Dieser Voter kann wiederum auf einem Rechenkern in Software
oder alternativ sehr effizient in Hardware umgesetzt werden. Basie-
rend auf den Anforderungen an die Sicherheit, wird das Redundanz-
schema sehr grob- oder feingranular aufgebaut. Bei einem grobgra-
nularen Aufbau werden beispielsweise nur Endergebnisse verglichen,
während bei einem feingranularen Aufbau beliebig viele Zwischener-
gebnisse verglichen werden. Oftmals ist es ausreichend die Endergeb-
nisse, die zur Ansteuerung oder Weiterverarbeitung genutzt werden
sollen, zu vergleichen. Zur Steigerung der Rückverfolgbarkeit des
Fehlerursprungs bietet es sich jedoch an, Zwischenergebnisse auszu-
werten und den jeweiligen Status zu speichern.
5.1.1 Konzept
Zur Realisierung eines TMR-Konzepts, bietet sich die Möglichkeit, dies
auf nur einem Chip mit mehreren Rechenkernen umzusetzen. Dieses
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Abbildung 5.1: Konzept des TMR on Chip
Konzept basiert auf der Diplomarbeit [95]. Die Idee, beispielsweise
drei Prozessorkerne für TMR zu verwenden und einen weiteren als
Voter, erspart die Vervielfachung der Hardware (Prozessoren oder ganze
ECUs), bringt aber neue mögliche Fehlerquellen mit sich. Als zusätz-
liche Fehlerquellen müssen vor allem gemeinsame Ressourcen, wie die
Spannungsversorgung, der gemeinsame Takt oder auch der gemeinsam
genutzte Speicher (Common Cause Failure (CCF)), betrachtet werden.
Um in einem MPSoC, auf dem das TMR-Konzept umgesetzt ist,
die einzelnen Prozessoren zu überwachen, werden weitere Mecha-
nismen benötigt. Hier kann man sich einer Challenge-Response-Abfrage
bedienen, welche eine zyklische Abfrage einer CPU realisiert. Im
einfachsten Fall ist dies über einen Watchdog oder bei aufwendi-
geren Systemen mit einer weiteren CPU und mehr Funktionalität in
Software realisiert. Zur Umsetzung wird von einem überwachenden
Prozessor des Multicores zyklisch eine Anfrage an die TMR-Prozessoren
gestellt, die diese innerhalb einer Deadline beantworten müssen. Wird
die Anfrage nicht rechtzeitig beantwortet, so müssen Konsequenzen,
wie zum Beispiel die Isolation oder der Restart des entsprechenden
Prozessors, gezogen werden. Dieser interne Monitor hat die Eigenschaft,
eine sehr hohe Kommunikationsbandbreite zu den TMR-Prozessoren
zu haben, was sehr kurze Anfrage-Antwort-Zeiten ermöglicht, die von
einem externen überwachenden Element nicht gehalten werden können.
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Ein Nachteil des internen Prozessors sind die gleichen gemeinsamen
Fehlerquellen wie bei den TMR-CPUs. Um auch solche Fehlerquellen
überwachen zu können, wird ein externes Überwachungselement benö-
tigt. Hierbei handelt es sich um einen externen Monitor, der die gemein-
samen Fehlerquellen überwacht und den internen Monitor kontrolliert.
Die Funktion des internen Monitors wird auch hier über eine Challenge-
Response-Abfrage realisiert. Der externe Monitor stellt zyklisch eine
Anfrage an den internen Monitor, der innerhalb einer gewissen Zeit-
spanne antworten muss. Kommt keine Reaktion oder eine verspä-
tete Antwort, müssen auch hier Konsequenzen gezogen werden. Die
Challenge-Response-Abfrage des externen Monitors an den internen ist
aufgrund der Busanbindung und der Latenzzeiten der hierzu nötigen
Peripherieeinheiten, z.B. ein I²C-Interface, nicht in solch kurzen Zeitab-
ständen möglich, wie die Abfrage der TMR-Prozessoren vom internen
Monitor aus, welche über den direkten Prozessorinterconnect gestellt
wird. Um mögliche Fehler erkennen zu können wird ein System
implementiert, welches sowohl das TMR-Konzept beinhaltet als auch
einen einfachen hierarchischen Aufbau der Monitore. Die Übersicht des
Systems ist in Abbildung 5.1 dargestellt. Hier liefern die Kerne 1 - 3









































































Abbildung 5.2: Schematische Darstellung der Partitionierung des
Speichers im TMR Konzept
Zur Sicherstellung der Konsistenz der Daten und der Umsetzung
einer räumlichen Trennung wird eine Partitionierung des Speichers
vorgenommen. Dies bedeutet, dass jedem der Rechenkerne, die eine
Berechnung durchführen, ein dedizierter Speicherbereich zugewiesen
wird. Diese Aufteilung ist schematisch in Abbildung 5.2 dargestellt.
Durch Speicherschutzmechanismen kann überwacht und sichergestellt
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werden, dass kein anderer Kern einen Zugang zu diesem Bereich besitzt
und somit nicht fehlerhafterweise die Daten eines anderen Rechenkerns
überschreibt. Zum Austausch der Ergebnisse mit dem Voter kann jedoch
ein gemeinsam genutzter Speicherbereich verwendet werden, in den die
Rechenkerne nach Beendigung der eigentlichen Berechnung die Ergeb-
nisse kopieren und so dem Voter zur Verfügung stellen.
Diese Ergebnisse werden somit dem Voter übergeben, welcher einen
Mehrheitsentscheid durchführt. Je nach zur Verfügung stehender Hard-
ware kann der Voter in Hardware oder in Software auf einem weiteren
Rechenkern implementiert werden. Dies ist in Abbildung 5.1 darge-
stellt. Beide Varianten bieten Vor- und Nachteile. Eine Implementie-
rung in Hardware kann völlig transparent ablaufen und muss ledig-
lich ausgelöst werden, wenn die Ergebnisse zur Verfügung stehen.
Jedoch kann eine Erweiterung um eine Challenge-Response-Abfrage in
einer Hardware-Implementierung erheblich aufwendiger gestaltet sein
als in Software. Umgekehrt benötigt die Umsetzung in Software einen
weiteren Rechenkern, auf welchem das Software Voting durchgeführt
wird. Die Flexibilität zur Integration einer Challenge-Response-Abfrage
ist dafür wesentlich höher.
Der schematische Ablauf ist in Form eines Aktivitätsdiagramms in
Abbildung 5.3 dargestellt. Der für den Voter dargestellte Ablauf kann
sowohl in Hardware als auch in Software realisiert sein. Zunächst
wird das TMR-System vom Voter initialisiert und die Kerne, welche
die Berechnung durchführen, synchronisiert. Die Berechnung auf den
Kernen 1 - 3 wird somit ausgelöst. Jeder der Kerne, welche die funktio-
nalen Berechnungen durchführen, muss eine Anfrage (Challenge) des
Voters innerhalb einer definierten Zeitspanne beantworten. Bleibt die
Antwort auf die Anfrage aus, wird das Ergebnis des entsprechenden
Kerns beim Voting nicht berücksichtigt. Nach Beendigung der Berech-
nung wird dem Voter von den Kernen signalisiert, dass die Ergeb-
nisse zur Verfügung stehen. Die Ergebnisse können dabei direkt zum
Voter übertragen oder in einem gemeinsam genutzten Speicherbereich
abgelegt werden. Zur Übertragung der Ergebnisse von einem privaten
Speicherbereich eines Kerns in den gemeinsam genutzten Speicher wird
ein DMA Transfer verwendet.1
1Da hierbei ein Zugriff auf eine gemeinsam genutzte Ressource entsteht, muss diese
zusätzlich überwacht werden, da auch damit zu rechnen ist, dass die Berechnungen
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Abbildung 5.3: Aktivitätsdiagramm des TMR on Chip Konzepts
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Der Voter wertet anschließend die Ergebnisse aus und übergibt das
Mehrheitsergebnis an einen entsprechenden Ausgang (z.B. Peripheral,
Kommunikationsschnittstelle) oder legt das Resultat für weitere Berech-
nungen im Speicher ab.2 Das Ergebnis des TMR-Votings (ETMR) kann
als logische Operation bzw. Verknüpfung der drei Teilergebnisse (E1, E2,
E3) dargestellt werden:
ETMR = (E1 ∧ E2) ∨ (E1 ∧ E3) ∨ (E2 ∧ E3) (5.1)
Die in Gleichung (5.1) verwendeten Literale repräsentieren Ergebnis-
vektoren, die je nach Implementierung unterschiedliche Datenformate
besitzen können.
Basierend auf dem vorgestellten Konzept kann je nach benötigter
Zuverlässigkeit eine Erweiterung durchgeführt werden. Eine Skalierung
zu einem n-out-of-m Aufbau kann durch Berechnungen auf weiteren
Rechenkernen und der Skalierung des Voters einfach umgesetzt werden.
Die Berechnung folgt damit der Vorschrift (5.2).
En−oo−m = (E1 ∧ E2 ... ∧ En) ... ∨ (E2 ∧ E3 ... ∧ En+1), mit n < m (5.2)
Ebenso kann eine Erweiterung um eine Berechnung auf einer diversitä-
ren Architektur (z.B. in Hardware in einer rekonfigurierbaren Archi-
tektur eines MPSoC) im selben Chip oder auch auf einer externen Einheit
von Nöten sein. Je nach benötigter Berechnungsrate kann eine externe
Einheit jedoch potentiell nicht effizient genug angebunden werden,
weshalb eine interne Realisierung bevorzugt wird.
Durch die Verwendung einer diversitären Hardwarearchitektur werden
zusätzlich systematische Fehler in der Architektur und den verwendeten
Werkzeugen (z.B. Code-Generatoren, Compiler) verhindert. Ebenso
der Kerne zeitgleich abgeschlossen werden. Ein Konzept für die Überwachung von
DMA Zugriffen ist in Kapitel 5.3 beschrieben.
2Beim Zugriff auf ein gemeinsam genutztes Peripheral muss ausgeschlossen werden,
dass sich hierbei Überschneidungen mit anderen Zugriffen auf dieses ergeben. Ein
Konzept zur Vermeidung und Erkennung von Überschneidungen von Peripherals ist
in Kapitel 6.1 beschrieben.
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können systematische Fehler in der Implementierung der Software
durch unterschiedliche Entwicklerteams erkannt werden. Dies hat
jedoch zur Folge, dass verschiedene Teams die Anforderungen in glei-
cher Weise verstehen und eine weitere Hardwareplattform vorgehalten
werden muss.
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Abbildung 5.4: Erweiterung des TMR on Chip um einen externen
Monitor
Durch eine Umsetzung innerhalb eines einzelnen MPSoC können
jedoch zusätzliche Fehlerquellen auftreten, die zu einem Ausfall des
gesamten TMR-Systems führen. Hierzu gehören beispielsweise die
gemeinsame Spannungsversorgung sowie der Systemtakt. Diese zusätz-
lichen Fehlerquellen müssen gesondert durch eine externe Einheit
überwacht werden. Dieser externe Monitor überwacht die grundle-
genden Basisvoraussetzungen, die benötigt werden, um das MPSoC
zu betreiben, wie etwa Spannungsversorgung und Takt. Des Weiteren
kann aber auch eine Überwachung des Programmablaufs des MPSoC
durchgeführt werden. Hierzu dient eine Challenge-Response-Abfrage,
welche vom externen Monitor gestellt und vom internen Monitor beant-
wortet werden muss. Durch diese Kommunikation ist es möglich, die
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Informationen über den Systemzustand des MPSoC an eine externe
Einheit weiterzugeben. Diese besitzt die Möglichkeit, einen externen
Reset (vgl. RES Abbildung 5.14 in Kapitel 5.2) des Multicores durchzu-
führen. Ebenso ist das Auslesen von spezifischen Werten des MPSoC
über den externen Watchdog denkbar. Hierzu gehören beispielsweise
Systemparameter wie die Chip Temperatur, die z.B. über eine JTAG
Schnittstelle ausgelesen werden kann. In diesem Fall muss gesondert
untersucht werden, in wie weit dieses Auslesen eine Beeinflussung für
den Programmablauf auf dem Multicore darstellt (intrusiver vs. nicht-
intrusiver Zugriff). In Abbildung 5.4 ist die Erweiterung des On-Chip
Konzepts dargestellt. Hierbei kommuniziert der externe Monitor mit
dem internen Monitor/Voter3.
Die hier beschriebene Methode wurde auf dem Midwest Symposium on
Circuits and Systems (MWSCAS) vorgestellt und in [San+14a] veröffent-
licht.
5.1.2 Prototypische Umsetzung und Validierung
Zur Evaluation des in Kapitel 5.1.1 vorgestellten Redundanzkonzepts
wird dies prototypisch realisiert, um den Ansatz auf realer Hardware
validieren zu können. Es wird zur Umsetzung ein frei verfügbares Multi-
coresystem genutzt und in einem FPGA implementiert. Da der Basis-
aufbau auf der Diplomarbeit [95] basiert, finden sich einige technisch
detailliertere Beschreibungen der HW/SW-Architektur in der Ausarbei-
tung.
5.1.2.1 Hardwareaufbau des Multiprozessor
System-on-Chip (MPSoC)
Als Zielarchitektur wird für eine erhöhte Flexibilität ein FPGA mit Mehr-
kernprozessor herangezogen. Durch die Verwendung eines frei verfüg-
baren und quelloffenen Prozessors, bieten sich Möglichkeiten für tiefe
Einblicke in die Architektur sowie Möglichkeiten zu Anpassungen der
3Die Beschreibung und der Aufbau des internen/externen Monitors (Hierarchischer
Watchdog) wird in Kapitel 5.2 näher beschrieben.
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Hardware, falls nötig. Im Gegensatz dazu kann in COTS Prozessoren
kein Einfluss auf die Hardware genommen werden. Verwendet wird zur
Realisierung des Redundanzansatzes ein Virtex 5 FPGA [96] von Xilinx
mit einem SPARC V8 [97] Mehrkernprozessor. Die Umsetzung im FPGA
erfolgt dabei als Quadcore-Prozessor mit einem zentralen Kommunika-
tionsbus, low- und high-speed Peripherals sowie einer Möglichkeit zur
Anbindung von externem DDR-Speicher. Der schematische Aufbau des
Leon 3 Quadcore-Systems inklusive der zugehörigen Komponenten ist























































Abbildung 5.5: Realisierung des TMR Konzepts
Der Aufbau des MPSoC bedient sich der von Cobham Gaisler AB bereit-
gestellten Komponenten und der vorgeschlagenen Vernetzungstopo-
logie (vgl. [98]). Der Kern des Aufbaus sind die 4 SPARC V8 Prozes-
sorkerne, die an ein gemeinsames Advanced High-Performance Bus
(AHB) System angebunden sind. Zusätzlich sind mit dem AHB der DDR
Controller sowie das Ethernet Interface verbunden. Über eine Bridge,
welche die Protokollumsetzung von AHB zu Advanced Peripheral Bus
(APB) übernimmt, ist der Peripheral Bus für low-speed Peripherals
erreichbar. An diesem APB Bus sind eine Inter-Integrated Circuit (I²C)-
und eine Universal Asynchronous Receifer Transmitter (UART)-Schnitt-
stelle sowie ein Multicore Interrupt Controller (MCIRQ) und ein Timer
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zu finden. Der DDR-Speicher wird für den Datenaustausch der Kerne
gemeinsam verwendet. Dieses Minimal-Set an HW-Komponenten dient
als Repräsentant für einen Multicoreprozessor und wird somit zur Vali-
dierung des TMR-Ansatzes verwendet.
Über die I²C-Schnittstelle wird ein einfacher externer 8-Bit Microcon-
troller angebunden, der als externe Monitoring Einheit verwendet wird
und die Challenge-Response-Abfrage mit dem internen Monitor/Voter
durchführt. Zusätzlich wird eine Verbindung zum JTAG-Anschluss des
FPGA hergestellt. Über die JTAG-Schnittstelle können weitere Informa-
tionen des FPGA ausgelesen werden, so zum Beispiel die Versorgungs-
spannung und die Chip-Temperatur.
5.1.2.2 Softwarearchitektur
Die Softwarearchitektur bildet den Kern des Konzepts. Um das TMR-
Konzept realisieren zu können, muss auf drei der vier Kerne dieselbe
Funktion ausgeführt werden und deren Ergebnisse anschließend vergli-
chen werden. Zur Vermeidung eines gegenseitigen Einflusses der
Rechenkerne, werden die Programm- und Datenspeicher im DDR-
Speicher manuell voneinander separiert, bzw. eine Partitionierung des
Speichers durchgeführt. Eine Memory Management Unit (MMU) wird
hier nicht eingesetzt, sondern es erfolgt eine manuelle Partitionierung,
was aber keine Einschränkung darstellt. Entscheidend für das Konzept
ist es, eine Möglichkeit zu schaffen, mit der die Berechnungen der
einzelnen Kerne synchronisiert werden können. Des Weiteren wird ein
Mechanismus benötigt, der einen atomaren, geschützten Zugriff auf
Speicherstellen zulässt, während derer kein anderer Kern auf die Spei-
cherstelle zugreifen kann. Hierfür wird ein Mutex implementiert.
Für die Umsetzung wird auf ein Betriebssystem verzichtet, um keine
weitere Komplexität in die Softwarearchitektur einzubringen und die
atomaren Zugriffe zu ermöglichen. Die Softwarearchitektur folgt somit
einem Aufbau wie in Abbildung 5.6 dargestellt.
Auf jedem der vier Rechenkerne wird somit eine Bare Metal Applika-
tion ausgeführt, die jeweils zyklisch durchlaufen wird. Prozessorkern
CPU 0 kommt dabei eine besondere Rolle zuteil. Applikation 0, welche
auf Prozessorkern CPU 0 ausgeführt wird, beinhaltet die Challenge-
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Abbildung 5.6: Softwarearchitektur des TMR Konzepts
Response-Abfrage der internen Rechenkerne sowie die Beantwortung
der externen Abfrage. Zusätzlich wird die SoC Initialisierung und
das TMR-Voting auf CPU 0 durchgeführt. Die Rechenkerne CPU 1 -
CPU 3 beantworten die gestellten Anfragen und führen die eigentliche
funktionale Berechnung durch und erzeugen somit die Ergebnisse, die
beim Voting verglichen werden. Für die Beantwortung der gestellten
Anfragen wird von CPU 0 ein Timer gestartet, der zur Prüfung der
Deadlines herangezogen wird. Diese Abfrage tritt mehrfach in einem
Zyklus der Kerne CPU 1 - CPU 3 auf, was eine feingranulare Zeitauf-
lösung bewirkt. Der Softwareablauf auf CPU 0 kann Abbildung 5.7(a)
entnommen werden.
Speziell die Synchronisation der Rechenkerne CPU 1 - CPU 3 zur Sicher-
stellung der Konsistenz der Daten sowie die Synchronisation mit CPU 0
für das Voting stellen eine große Herausforderung dar. Die Synchronisa-
tion der funktionalen Kerne4 untereinander ist entscheidend um sicher-
zustellen, dass diese auf den gleichen Eingangsdaten arbeiten. Sollte hier
ein Versatz entstehen, würden zwangsweise die Ergebnisse, über welche
der Mehrheitsentscheid gebildet wird, auseinanderlaufen. Zur Umset-
4Damit werden im Folgenden die Rechenkerne bezeichnet, welche die eigentlich funktio-
nale Berechnung durchführen und damit die gewünschte Funktion erfüllen.
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(a) Interner Monitor (b) Funktionaler Kern
Abbildung 5.7: Sequenzdiagramme der Software des TMR Konzepts.
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zung wird eine Synchronisationsbarriere zu Beginn der zyklischen
Funktion integriert, welche zusätzlich einen Time-Out integriert. CPU 1
- CPU 3 zeigen damit ihre Bereitschaft und Verfügbarkeit für die nächste
Rechenoperation. Der Time-Out wird dabei benötigt, um im Falle des
Ausbleibens einer Rückmeldung mit den verbliebenen zwei Kernen eine
Berechnung durchführen zu können. Beide verbliebene Rechenkerne
melden das Ausbleiben eines Rechenkerns sowie die Nummer der CPU
an CPU 0 zurück, um dieses Ergebnis im Voting aussparen zu können.
Eine Verzögerung eines Rechenkerns kann dabei beispielsweise beim
Zugriff auf den gemeinsam genutzten Speicher entstehen, was eine zu
große Verzögerung zur Folge hat. Im nächsten Zyklus kann der Rechen-
kern durch Bereitstellung der vorangegangenen Ergebnisse wieder in
die Berechnung einsteigen und entsprechend beim Voting berücksich-
tigt werden. Tritt das Ausbleiben eines Kerns häufiger auf, so werden in
CPU 0 nach Erreichen einer maximalen Anzahl Maßnahmen ergriffen.
Der Ablauf der Software, welcher auf den funktionalen Kernen umge-
setzt wird, kann Abbildung 5.7(b) entnommen werden.
Parallel zur Software auf den Rechenkernen der Multicorearchitektur
wird ein externer Monitor aufgesetzt, der die Funktionalität des internen
Monitors auf Korrektheit überprüft. Hierzu wird auf einem Single-
core Microcontroller (Atmel ATMega1284P) eine Challenge-Response-
Abfrage realisiert, die den internen Monitor/Voter überwacht. Hierzu
gehört sowohl die Überprüfung der korrekten Antwort als auch das
Timing. Der Ablauf, der für die Challenge-Response-Abfrage umgesetzt
wird, ist im Sequenzdiagramm in Abbildung 5.8 verdeutlicht.
Ergänzend zur Challenge-Response-Abfrage wird eine JTAG State-
Machine5 implementiert, die über den JTAG-Port des FPGA Infor-
mationen über Spannungsversorgung und Chip-Temperatur ausliest.
Die physikalische Verbindung zum JTAG-Port des FPGA wird über
GPIO-Ports des Microcontrollers realisiert. Bei Abweichungen kann der
externe Monitor den Reset des SoC auslösen und einen Neustart herbei-
führen oder das SoC im Reset-Zustand halten. Da die Anbindung des
externen Monitors per I²C realisiert ist, wird eine höhere zeitliche Granu-
larität verwendet als beim internen Monitor.
5Die implementierte State-Machine orientiert sich dabei am Standard IEEE 1149.1 [99]
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externer Monitor interner MonitorI²C-Bus
InterruptroutineAnfrage stellen
challenge response Anfrage überprüfen
Anfrage vorhanden




Abbildung 5.8: Sequenzdiagramm der Challenge-Response-Abfrage des
externen zum internen Monitor
Zur Überprüfung der Funktionalität und zur Evaluation wird ein
Mechanismus zur Fehlerinjektion integriert. Hierbei werden Fehler
sowohl in Daten als auch im Timing bewusst herbeigeführt. Durch
fehlerhafte Daten kann der Voting Mechanismus überprüft und auf
Robustheit untersucht werden. Verzögerungen im Timing werden
hingegen vom internen Monitor bei der Challenge-Response-Abfrage
erkannt. Damit kann das Auslassen von Ergebnissen beim Voting über-
prüft werden. Ebenfalls werden Fehler im internen Monitor injiziert,
welche vom externen Monitor erkannt werden können.
Eine Übertragbarkeit auf andere Architekturen, die beispielsweise als
Application Specific Integrated Circuit (ASIC) vorliegen, ist mit klei-
neren Anpassungen der Software möglich, da keine Änderungen
der Hardware benötigt werden. Durch die Verwendung eines FPGA-
basierten Ansatzes entstehen somit keine Einschränkungen und dieser
kann als Grundlage für weitere Implementierungen als Ausgangspunkt
dienen.
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5.1.3 Bezug zu den Fehlerbildern
Bei Verwendung eines Redundanz Ansatzes, wie dem hier beschrie-
benen TMR on Chip, liegt der Fokus auf der Erkennung und Korrektur
von Fehlern in der Berechnung und der daraus resultierenden fehler-
haften weiteren Verarbeitung (Fehlerbild: Fehlerhafte Berechnung/Daten/-
Zugriffe). In Bezug auf die in Kapitel 4.2 dargestellten Fehlerbilder
stellt das vorgestellte Konzept eine Möglichkeit zum Umgang mit
SEE/SEU dar. Die aus SEE/SEU resultierenden fehlerhaften Berech-
nungen werden durch die eingebrachte Redundanz vollständig erkannt
und im Falle eines Einzelfehlers korrigiert. Im Gegensatz zu verfügbaren
Konzepten wie Lock-Step (LS) kann bei einem 2-o-o-3 Ansatz ein Einzel-
fehler im laufenden Betrieb korrigiert werden. Dies bedingt keinen
Neustart eines oder mehrerer Kerne oder ähnliche Maßnahmen. Analog
zum Lock-Step-Konzept müssen gemeinsame Fehlerquellen, die einen
Ausfall des gesamten MPSoC bedingen, gesondert überwacht werden.
Abhängig von der Anwendung, die auf dem Multicore ausgeführt wird,
kann eine solche Fehlerkorrektur im laufenden Betrieb notwendig sein,
um die Berechnungen innerhalb der geforderten Zeitschranken abzu-
schließen.
Weiterhin ist durch die Integration eines Challenge-
Response-Verfahrens eine zeitliche Überwa-
chung sowie eine Abfrage der korrekten Funk-
tionsweise der Kerne, welche die funktionale Berechnung durch-
führen, möglich. Fehlerhaftes Zeitverhalten kann somit frühzeitig
erkannt und ausgewertet werden. Durch die korrekte Rückmeldung
auf die Anfrage des internen Monitors/Voters, wird eine korrekte
Ausführung der entsprechenden Funktionsteile nachgewiesen und




Durch die Integration mehrerer Applikationen in einen Mehrkernpro-
zessor ergeben sich zusätzliche Anforderungen hinsichtlich Segregation
und Synchronisation. Werden beispielsweise zwei Applikationen unter-
schiedlicher Fahrzeugdomänen6 in einem MCP integriert, so kann eine
Reaktion auf Fehler je nach Anwendung unterschiedlich ausfallen. Zu
den möglichen Reaktionen auf einen solchen Fehler gehört beispiels-
weise der Reset-Zustand bzw. der Neustart. Da in einem Mehrkern-
prozessor ein Reset des gesamten Prozessors beide darauf ausgeführten
Applikationen betreffen würde, ergibt sich eine Notwendigkeit weitere
Mechanismen vorzusehen, die dazu dienen, Fehler auf einzelnen Kernen
zu erkennen und getrennt, also pro Kern, reagieren zu können. Durch
das Überführen eines Kerns in einen Reset-Zustand, kann der fehlerhafte








 Applikationsebene Sehr hohe zeitliche 
Auflösung und schnelle 
Reaktion auf einzelne Kerne
Geringe zeitliche 
Auflösung und Reaktion 
auf Systemebene
Abbildung 5.9: Hierarchischer Aufbau der beteiligten Watchdogs
6Beispielsweise eine Kombination der Fahrzeugdomänen Infotainment, Body, Chassis
und Power-Train
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5.2.1 Konzept
Speziell zur zeitlichen Überwachung der Softwareausführung in einem
Multicore wird eine Methode benötigt, die es erlaubt, sowohl feingra-
nular (auf Rechenkern-Ebene) als auch grobgranular (auf SoC-Ebene)
Timing-Informationen zu sammeln und Maßnahmen einzuleiten. Die
Hierarchiepyramide mit den zugehörigen Ebenen der Überwachung ist
in Abbildung 5.9 zu finden.
Zur Erkennung von feingranularem Timing-Verhalten wird ein Lokaler
Watchdog pro Rechenkern verwendet. Dieser ist für die Überwachung
des korrekten Timing-Verhaltens des Kerns zuständig. Hierbei wird
überwacht, ob die Ausführung der Software auf diesem Kern entspre-
chend der Anforderungen ausgeführt wird. Dazu können mehrere Refe-
renzzeitpunkte herangezogen werden, zu denen ein Rücksetzen des
Watchdog Timers ausgelöst wird. Da diese Information sich ausschließ-
lich auf einen der Rechenkerne bezieht, entspricht diese nicht dem
Zustand des Gesamtsystems. Daher wird diese Information von jedem
lokalen Watchdog zyklisch an eine übergeordnete Einheit (Globaler
Watchdog) kommuniziert, welche auf Basis aller verfügbaren Informa-
tionen den Zustand des Gesamtsystems ableitet und diese wiederum
an eine externe Einheit (Externer Watchdog) kommuniziert. Der sche-
matische Aufbau des hierarchischen Watchdogs ist in Abbildung 5.10
dargestellt. Es wird das Zusammenspiel der lokalen Watchdogs mit dem
globalen Watchdog und die zeitliche Abfolge verdeutlicht.
Pro Rechenkern ist somit ein lokaler Watchdog vorhanden, welcher den
zeitlichen Ablauf des zugehörigen Rechenkerns kontrolliert und über-
wacht. Zu definierten Zeitpunkten muss von jedem Rechenkern ein
Rücksetzen des lokalen Watchdog Timers ausgelöst werden. Parallel
dazu wird vom globalen Watchdog eine Abfrage der lokalen Watch-
dogs ausgelöst. Jeder lokale Watchdog ist mit einer Möglichkeit zum
Setzen eines Interrupts und einem Reset des jeweiligen Rechenkerns
ausgestattet. Der globale Watchdog ermöglicht einen globalen Reset. Der
globale Reset ermöglicht es, eine Reset-Anfrage für einen einzelnen Kern
im zugehörigen lokalen Watchdog anzufordern, welcher diesen dann
zurücksetzt. Die lokalen Watchdogs werden vom globalen Watchdog
zyklisch in einer definierten Reihenfolge abgefragt. In Abbildung 5.10

































































Abbildung 5.10: Konzept und logischer Aufbau des hierarchischen
Watchdogs
eine Möglichkeit zur Signalisierung eines Systemfehlers. Diese Signa-
lisierung wird innerhalb des Chips weiterverarbeitet oder nach außen
an eine externe Einheit kommuniziert, die anschließend Maßnahmen
treffen kann. Der Ablauf, welcher im globalen Watchdog realisiert ist,
wird in Abbildung 5.11 als Unified Modelling Language (UML) Aktivi-
tätsdiagramm dargestellt. Der globale Watchdog startet mit der Abfrage
des ersten lokalen Watchdogs. Hierbei wird eine Anfrage (Challenge) an
den lokalen Watchdog (LWD) gestellt und ein interner Timer gestartet.
Innerhalb einer definierten Zeitspanne muss der lokale Watchdog diese
Anfrage beantworten. Kommt keine Antwort in der gesetzten Zeit-
spanne, wird sowohl der lokale Watchdog wie auch der zugehörige
Kern zurückgesetzt und neu gestartet. Kommt die Rückmeldung inner-
halb der gesetzten Zeitspanne, wird der Timer zurückgesetzt. In beiden
Fällen wird anschließend mit dem nächsten lokalen Watchdog in der
Kette fortgefahren. Der globale Watchdog legt alle gesammelten Infor-
mationen ab und zieht so Schlüsse zum Systemzustand. Tritt ein Fehl-
verhalten eines Kernes vermehrt auf, so kann dieser permanent in einen
sicheren Zustand (z.B. Reset-Zustand) überführt werden. Die Historie
wird vom globalen Watchdog gesichert und ausgewertet.
Auf der Seite der lokalen Watchdogs, wird eine ähnliche Prozedur
durchgeführt, die in Abbildung 5.12 dargestellt ist. Hierbei wird jedoch
die Anfrage nicht an einen anderen Watchdog gesendet, sondern direkt
an den zugehörigen Rechenkern. Die Reaktion, die ausgelöst wird, wenn
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Abbildung 5.11: Aktivitätsdiagramm des globalen Watchdogs
das Zurücksetzen des Timer vor Ablauf der Deadline ausbleibt, ist zwei-
stufig. Bei Ablauf der ersten Deadline wird im Rechenkern vom lokalen
Watchdog ein Interrupt ausgelöst, um zu überprüfen, ob die Interrupt
Routine noch richtig ausgeführt wird und den Watchdog zurücksetzen
kann. Ist auch dies nicht erfolgreich, wird der Rechenkern zurück-
gesetzt, sobald keine Rückmeldung innerhalb der gewünschten Zeit-
spanne (bei Erreichen der zweiten Deadline) ankommt oder die Anfrage
falsch beantwortet wurde. Tritt dieser Fall ein oder wird ein Interrupt
ausgelöst, so wird der globale Watchdog informiert.
Überträgt man diesen schematischen, logischen Aufbau auf ein MPSoC,
erhält man die in Abbildung 5.13 dargestellte Architektur. Eine Umset-
zung des Konzepts kann komplett in Hardware erfolgen, um zusätzliche
Komplexität der Software zu vermeiden. Lediglich die ISR muss in Soft-
ware realisiert werden. Eine entscheidende Grundvoraussetzung ist es,
eine Möglichkeit zu schaffen, über welche einzelne Kerne zurückgesetzt
werden können, ohne dass die Ausführung und der Ablauf der verblei-
benden Kerne gestört werden. Hierzu gehört auch die Initialisierung
von gemeinsam genutzten Komponenten, die nicht ausgeführt werden
darf, da sonst sämtliche Rechenkerne, welche diese Einheit benutzen,


























Abbildung 5.12: Aktivitätsdiagramm der lokalen Watchdogs
jedoch durchgeführt werden, um zu vermeiden, dass noch alte Daten/
Informationen des fehlerhaften und anschließend neu gestarteten Kerns
vorhanden sind. Beim Starten des Rechenkerns wird zusätzlich ein
Selbsttest (Build-In Self Test (BIST)) durchgeführt, welcher eine Abfrage
durch den lokalen Watchdog beinhaltet. Des Weiteren werden Mecha-
nismen benötigt, welche eine Re-Synchronisation des neu gestarteten
Kerns zulassen.
Abbildung 5.13 verdeutlicht, dass der globale Watchdog in Hardware,
hier in einer rekonfigurierbaren Architektur, realisiert ist. Durch die
direkte Anbindung an das interne Interconnect kann eine Kommu-
nikation mit geringer Latenz mit den lokalen Watchdogs garantiert
werden. Ebenso ermöglicht dieser Aufbau einen Zugriff auf die Register
der Rechenkerne sowie eine Verbindung nach außen, über welche die
Meldung eines Systemfehlers und weitere Statusmeldungen übertragen
werden können. Die Möglichkeit zum Zurücksetzen eines einzelnen
Kerns wird direkt in diesem umgesetzt.
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Abbildung 5.13: Hierarchischer Watchdog in einem MPSoC
Bei der Verwendung von Mehrkernprozessoren, ist eine Konstella-
tion, in der Software (z.B. Betriebssystem) über mehrere Kerne verteilt
ausgeführt wird, denkbar. Diese Variante der Software-Architektur
bedingt, dass das Reset-Handling anders gehandhabt werden muss, als
wenn ausschließlich eine Applikation pro Kern ausgeführt wird. Wenn
beispielsweise eine Partition über zwei Kerne verteilt verarbeitet wird,
muss der globale Watchdog darüber in Kenntnis gesetzt sein, um bei
einem Fehler in einem Kern auch den anderen zurücksetzen zu können
und die gesamte Partition neu zu starten.
Der Reset eines Kerns kann als Teilmenge des Partitions-Reset darge-
stellt werden. Dieser wiederum als Teilmenge des internen System-
Reset, welcher wiederum eine Teilmenge des externen System-Reset
bildet. Diese Hierarchie kann mathematisch mit Hilfe von Mengen
dargestellt werden.
Die folgenden Mengen werden dazu herangezogen, welche in Abbil-
dung 5.14 dargestellt sind:
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• Reset der Rechenkerne: RCn mit n = {1, ..., AnzahlKerne}
• Reset einer Partition: RPm mit m = {1, ..., AnzahlPartitionen}
• Interner Reset des SoC: RIS
• Externer Reset des SoC: RES
Dabei gelten die folgenden Beziehungen:
RCn ⊆ RPm ⊆ RIS ⊆ RES (5.3)
RES = Externer System Reset
RIS = Interner System Reset
RP = Reset einer Patition
RC = Reset eines Kern
Abbildung 5.14: Übersicht der unterschiedlichen Reset als
Mengendarstellung
Sobald ein Reset auf der höchsten Ebene (externer System-Reset)
durchgeführt wird, werden sämtliche interne Reset deaktiviert und
das komplette MPSoC zurückgesetzt bzw. neugestartet. Im Falle der
Verwendung von Virtualisierung (vgl. Kapitel 2.4) kann der Reset einer
Partition auch über einen Hypervisor ausgelöst werden. In diesem Fall
hat der Hypervisor Kenntnis über die pro Partition verwendeten Kerne
und kann damit den Reset der Rechenkerne auslösen.
5.2.2 Prototypische Umsetzung und Validierung
Die Realisierung des Multi-Level Watchdog Konzepts erfolgt auf Basis
der in Kapitel 5.1.2 beschriebenen Hardware-Architektur. Ergänzend
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wird das SoC im Wesentlichen durch zwei HW-Anpassungen erweitert.
Es wird zum einen ein globaler Watchdog mit Reset Controller benö-
tigt, welcher von jedem lokalen Watchdog7 an den Kernen die Infor-
mationen sammelt und jeden Kern separat zurücksetzen kann und eine
Möglichkeit bietet, einzelne Kerne neu zu starten. Der Controller wird
ergänzend im FPGA als HW-Komponente realisiert. Dieser wird als IP-
Core im FPGA implementiert und erhält dabei eine Verbindung zum
zentralen AHB-Interconnect und zum Registerinterface der einzelnen
Kerne. Zum anderen werden die Rechenkerne selbst um eine Möglich-
keit zum Zurücksetzen erweitert. Es wird eine Möglichkeit geschaffen,
welche es ermöglicht, die Rechenkerne und deren Kontext zurückzu-
setzen.
Um eine korrekte Rücksetzung umsetzen zu können, müssen einige
Komponenten der Rechenkerne zurückgesetzt bzw. in ihren Ausgangs-
zustand zurückversetzt werden. Hierzu gehören unter anderem die
Pipeline sowie die Caches, um vermeiden zu können, dass veral-
tete Daten bei einem Neustart verarbeitet werden. Diese Maßnahmen
werden durch die Erweiterung an den Leon3 Kernen umgesetzt. Der
Reset selbst wird vom Reset Controller ausgelöst.
Der Reset Controller bietet zusätzlich eine Schnittstelle über die der
interne Monitor die einzelnen Reset der Kerne anfordern kann. Zusätz-
lich können Informationen der einzelnen lokalen Watchdogs abge-
fragt werden. Diese Schnittstelle ist als AHB-Schnittstelle realisiert
und kann somit einfach angesprochen werden. Die erweiterte Hard-
ware-Architektur ist in Abbildung 5.15 dargestellt. Die Validierung
des Ansatzes erfolgt über einfache Fehlerinjektionen in den Prozessor-
kernen. Diese wird in Form von Warteschleifen realisiert, in welcher der
lokale Watchdog nicht innerhalb der vorgegebenen Deadline zurück-
gesetzt wird. Dies wird vom globalen Watchdog aufgenommen und
gespeichert. Zusätzlich kann über die AHB-Schnittstelle diese Informa-
tion vom internen Monitor (vgl. CPU 0 Abbildung 5.15) ausgelesen
werden. Ergänzend kann bei Erkennung von beispielsweise Berech-
nungsfehlern (wie in Kapitel 5.1 beschrieben) ein Reset vom internen
Monitor/Voter ausgelöst werden, der vom Reset-Mechanismus am
Rechenkern umgesetzt wird.





























































Abbildung 5.15: Erweiterung der Hardwarearchitektur um den hierar-
chischen Watchdog
87
5 Parametrierbare und adaptive Monitoring-Methoden zur Fehlererkennung
5.2.3 Bezug zu den Fehlerbildern
Die Anwendung und Integration eines hierarchischen Watchdogs dient
der zeitlichen Überwachung der Rechenkerne. In Bezug auf die Fehler-
bilder, die in Kapitel 4.2 beschrieben sind, bedeutet dies hauptsächlich
einen Beitrag zum Fehlerbild Hohe Ausführungslatenz. Es können zeit-
liche Fehler in der Ausführung auf fein- und grobgranularem Level
erkannt und darauf reagiert werden. Zudem werden die Informationen
in einer höheren Instanz gesammelt, um eine Übersicht auf System-
Ebene zu erhalten. Ebenso dient die Möglichkeit des Reset der einzelnen
Kerne, Partitionen und des SoC zur Fehlerisolation. Ein Kern, der
in einen Resetzustand versetzt wird, hat zumindest keine weiteren
negativen Auswirkungen auf andere gemeinsam genutzte Ressourcen.
Jedoch muss der globale Watchdog dafür sorgen, dass keine Beeinträch-
tigungen der anderen Rechenkerne durch fehlende Daten entstehen.
Zusätzlich kann der hierarchische Watchdog dem Fehlerbild „Fehlende
Funktionsausführung“ entgegnen. Ausbleibendes Rücksetzen des Watch-
dogs lässt Rückschlüsse auf eine fehlende Ausführung von Funkti-
onsteilen zu. Dies betrifft nicht nur die eigentliche Funktionsausfüh-
rung, das Konzept kann ebenso auf Interrupts ausgeweitet werden.
Beim Auslösen eines Interrupts wird ein Timer gestartet, welcher von
der ISR zurückgesetzt wird. Ein ausbleibendes Rücksetzen lässt darauf
schließen, dass die ISR nicht korrekt innerhalb einer bestimmten Zeit-
spanne ausgeführt wird. Speziell bei Echtzeitsystemen, die eine zykli-
sche Ausführung besitzen, werden Interrupts verwendet. Die Inter-
rupts besitzen dabei eine definierte Zeitspanne, welche benötigt wird,
um die ISR zu starten. Diese wohldefinierte Zeitspanne kann für einen
Interrupt-Watchdog verwendet werden. Diese wird mit einem gewissen
Sicherheitsaufschlag als obere Schranke definiert und dient somit als
Basis für den Interrupt-Watchdog.
88
5.3 Monitoring für Master-Komponenten im Multicoreprozessor
5.3 Monitoring für Master-Komponenten im
Multicoreprozessor
Als besonders kritisch können Bus-Master Komponenten innerhalb
eines Multicoreprozessors angesehen werden. Diese haben durch ihre
Master Eigenschaft mehr Möglichkeiten Zugriffe auf Komponenten
durchzuführen, auch wenn diese nicht dem gewünschten Fall entspre-
chen. Zusätzlich kann durch Master-Komponenten die Auslastung des
Interconnect besonders beeinflusst werden. Dies gilt für die meisten
Master-Komponenten und wird im Folgenden anhand eines DMA-
Controllers diskutiert, da dieser zusätzlich direkte Zugriffe auf den Spei-
cher ausführen kann. Der Ansatz der Überwachung, der vorgestellt
wird, ist jedoch auch für andere Bus-Master übertragbar. Zur Sicher-
stellung der Übersichtlichkeit wird im Folgenden der Fokus auf einen
DMA-Controller gelegt.
Eine besonders kritische Komponente in einem Mehrkernprozessor
stellt der Speichercontroller dar. Aufgrund des Zugriffs sowohl von
Rechenkernen als auch von DMA-Controllern, kann eine Auslastung am
Limit des Speichercontrollers schnell zu einem Fehler im System führen.
Hierbei ist zu beachten, dass der DMA-Controller seinerseits auch
von mehreren Einheiten genutzt werden kann. Ebenso wie der Spei-
chercontroller, wird der DMA-Controller von den Rechenkernen, aber
auch von weiteren Bus-Mastern im Prozessor, alloziert. Hierzu gehören
beispielsweise Peripherals, die einen hohen Datendurchsatz besitzen -
z.B. Ethernet oder PCI(e). Eine Überauslastung des DMA-Controllers
kann darauffolgend zu einem undefinierbaren Verhalten am Speicher-
controller und somit zu möglichen Fehlern des Systems führen. Die
potentielle Überauslastung des Speichercontrollers spiegelt sich vor
allem in höheren Latenzen sowie möglichen Race-Conditions wieder.
Eine schematische Darstellung des Konzepts ist in Abbildung 5.16 abge-
bildet.
Die Problematik entsteht, wenn über Peripherals unerwartet häufige
Anfragen an den DMA-Controller gestellt werden. Dies erfolgt zumeist
ohne Kenntnis bei den Rechenkernen, die somit verzögert werden.
Auf Basis dieser Problematik wird ein Konzept vorgestellt, welches
eine Möglichkeit zur Überwachung eines DMA-Controllers darstellt
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Abbildung 5.16: Schematische Darstellung des DMA-Monitoring
und weitere Möglichkeiten zur Integration von Mechanismen erlaubt.
Ebenso wird auf die Übertragbarkeit des Ansatzes für weitere Kompo-
nenten im SoC eingegangen. Das Konzept basiert auf der Masterarbeit
[Bir13].
5.3.1 Konzept
Die Auslastung des DMA-Controllers (vgl. Formel (5.5)) ist ein entschei-
dender Indikator für das Zugriffsverhalten auf den Speichercontroller.
Basierend auf diesem Parameter kann im laufenden Betrieb die verblei-
bende Kapazität geschätzt und der Systemzustand evaluiert werden.
Speziell beim Überschreiten von maximal zulässigen Grenzwerten der
Auslastung und der daraus resultierenden Zugriffe auf den Speichercon-
troller, müssen entsprechende Gegenmaßnahmen in Betracht gezogen
werden. In einem solchen Szenario wird, soweit möglich, die Quelle der
Zugriffe identifiziert und der Fehler somit eingegrenzt und im Ursprung
behandelt. Eine Überauslastung des DMA-Controllers kann zu einer
Verzögerung wichtiger anderer Systemfunktionen führen, die hieraus
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resultierend ihre Funktion nicht mehr in der geforderten Zeitschranke
erfüllen können.
Nicht nur die obere Schranke der maximal zulässigen Auslastung
kann bei einer Überwachung von Interesse sein. Auch eine Unter-
schreitung einer minimalen Auslastung kann Rückschlüsse auf eine
ausbleibende Anfrage einer Komponente zulassen. Betrachtet man eine
zyklisch aufgerufene Funktion, die bei jedem Aufruf einen DMA-
Transfer auslöst, so fällt eine ausbleibende Anfrage durch die Über-
wachung auf. Es können hierdurch weitere Mechanismen greifen, die
speziell die Komponente, deren Zugriff ausbleibt, untersuchen.
Die Auslastung des DMA-Controllers kann dabei durch die zeitliche
Länge des angeforderten Transfers bzw. durch die Aufrufhäufigkeit
beeinflusst werden. Selbst zeitlich kurz andauernde Anfragen, die
häufig angefordert werden, können einen zusätzlichen Aufwand durch
Kontextwechsel hervorrufen. Dieses Verhalten wird in Abbildung 5.17
verdeutlicht. Hierbei ist im oberen Zeitdiagramm die Ausführung eines
einzelnen zeitlich lange andauernden Transfers gezeigt und im unteren
die Ausführung mehrerer „kurzer“ Transfers.





Abbildung 5.17: Darstellung der zeitlichen Abläufe auf dem DMA-
Controller
Beide sind jeweils für eine Periode T und den Zeitraum t1 bis t1 + 1
aufgezeigt. Das Verhältnis (vgl. (5.4)) von benötigter Zeit für Kontext-
wechsel (tKW) zu Nutzzeit (tN) des DMA-Controllers beschreibt die
erreichte Effizienz ηDMA.
In einer Periode T mit n als laufende Nummer des Aufrufs innerhalb
von T gilt:
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Es muss also differenziert betrachtet werden, wie die Nutzung des
DMA-Controllers ausgelegt werden kann. Für den hier betrachteten Fall
der Überwachung ist diese Auslegung insofern interessant, da sich die
Grenzen für die Auslastung identifizieren lassen.
Betrachtet man nun im Zeitintervall T den Anteil der Kontextwechsel plus
Nutzzeit im Verhältnis zur gesamten Periode T erhält man die prozentuale
Auslastung $DMA des DMA-Controllers:
$DMA = 100 ∗
∑ tKWn + ∑ tNn
T
(5.5)
Über (5.5) kann zwar die gesamte Auslastung des DMA-Controllers
bestimmt werden, jedoch nicht die Quellen der Aufrufe. Zur Bestim-
mung der Aufrufhäufigkeit einzelner Kanäle (Kanal =̂ eine Ressource,
die den Transfer auslöst) wird ein weiterer Mechanismus eingesetzt.
Das Überwachen der Aufrufe der einzelnen Kanäle kann dazu genutzt
werden eine fehlerhafte Ressource zu identifizieren, die übermäßig
häufig auf den DMA-Controller zugreift. Weiterhin kann das Monitoring
verwendet werden um Budgets einzuhalten und zu überwachen, die
den einzelnen Kanälen zugeordnet sind. Abhängig von der konkreten
Implementierung des DMA-Controllers wird diese Überwachung nicht
unterstützt. Es wird ein Zähler/Timer benötigt, der pro Periode die
Aufrufe durch die einzelnen Kanäle aufzeichnet und auswertet, sowie
entsprechend Maßnahmen ergreifen kann.
Bei Architekturen mit einem rekonfigurierbaren Anteil (beschrieben
in Kapitel 2.3.2.2) können solche Zähler/Timer sehr effizient in Hard-
ware realisiert werden. Hierfür wird ein DMA-Controller entspre-
chend erweitert. Alternativ kann bei DMA-Controllern, wie in
Kapitel 2.3.1 dargestellt, diese Funktionalität nicht in Hardware
integriert werden. Hierfür ist eine softwarebasierte Lösung von
Nöten. Diese erlaubt eine höhere Flexibilität, die jedoch zu Lasten
der Effizienz geht. Nach jedem Kontextwechsel wird zunächst
eine Routine ausgeführt, welche die Kanalzähler iteriert und somit
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die Aufrufhäufigkeit durch einen einzelnen Kanal aufzeichnet.
Bei der Routine handelt es sich um eine in der Ausführungs-
zeit sehr kurze Routine (tct), die in Abbildung 5.18 im Gesamt-
ablauf dargestellt ist.




Idle (tidle) Zählerroutine (tct)
Abbildung 5.18: Darstellung der zeitlichen Abläufe auf dem DMA-
Controller inkl. Zählerroutine
Die Berechnung der Effizienz des DMA-Controllers verändert sich,





∑ (tKWn + tctn)
∑ tNn
(5.6)
Dieser Overhead kann durch eine Implementierung in Hardware,
welche vollständig parallel abläuft, verhindert werden, ist jedoch nicht
in allen Architekturen umsetzbar.
Bei Verwendung eines softwarebasierten Ansatzes lassen sich noch
weitere Aspekte umsetzen, die der funktionalen Sicherheit zuträg-
lich sind. Eine Möglichkeit stellt die Umsetzung eines Voters für
eine 2oo3 Architektur (2-out-of-3, z.B. Triple Modular Redundancy,
vgl. Kapitel 3.1) dar. Hierbei hat der DMA-Controller die Möglich-
keit auf den Speicher über den Speichercontroller zuzugreifen. Die
Berechnungsergebnisse der Rechenkerne können so aus dem Speicher
geholt und verglichen werden. Das Mehrheitsergebnis wird anschlie-
ßend wiederum in den Speicher geschrieben oder direkt an ein Peri-
pheral weitergereicht. Die Umsetzung des Voters im DMA-Controller
verhindert einen Overhead auf den eigentlichen Rechenkernen und
implementiert gleichzeitig die Umsetzung auf einer diversitären Archi-
tektur. Der schematische Aufbau ist in Abbildung 5.19 dargestellt.
93
















Abbildung 5.19: Darstellung des schematischen Aufbaus des DMA 2oo3
Ansatzes
Die schematische, logische, zeitliche Abfolge des Mehrheitsvergleichs
ist in Abbildung 5.20 dargestellt. Der zeitliche Versatz in der Übertra-
gung der Ergebnisse der einzelnen Rechenkerne dient der Steigerung
der Übersichtlichkeit, kann aber im realen System auch parallel erfolgen.
Die Berechnung der sicherheitskritischen Funktion wird auf den Prozes-
sorkernen (vgl. Abb. 5.19) durchgeführt. Die (Zwischen-) Ergebnisse
werden im Speicher in einem bestimmten Bereich abgelegt und ein Flag
gesetzt, welches signalisiert, dass das Ergebnis zur Verfügung steht. Die
Berechnungen könnten beispielsweise eine zyklische Regelschleife oder
Sensordatenverarbeitung sein. Der DMA-Controller holt sich in peri-
odischen Abständen die Ergebnisse aus dem Speicher. Die Ergebnisse
der drei Rechenkerne werden anschließend auf dem DMA-Controller
verglichen und auf eine Mehrheit überprüft. Das mehrheitlich vorhan-
dene Ergebnis wird, basierend auf der Entscheidung und des Szena-
rios, wieder für weitere Berechnungen in den Speicher geschrieben oder
direkt einem Peripheral zur Kommunikation, auf beispielsweise einem
Bus-System (z.B. CAN), übergeben.
Die hier beschriebene Methode wurde auf dem SAE World Congress
vorgestellt und in [Bap+15] veröffentlicht.
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Abbildung 5.20: Darstellung des logischen zeitlichen Ablaufs des DMA
2oo3 Ansatzes
5.3.2 Prototypische Umsetzung und Validierung
Um den Ansatz des Monitoring-Wrappers zu validieren wird eine proto-
typische Implementierung des DMA-Monitoring aufgesetzt. In diesem
Kontext wird eine Freescale8 Multicorearchitektur verwendet. Zum
Einsatz kommt ein Freescale i.MX 6Quad [100] mit 4 ARM Cortex A9
Rechenkernen. Dem Aufbau und der prototypischen Implementierung
liegt die Masterarbeit [Bir13] zu Grunde. Dieser Ausarbeitung können
technisch detailliertere Ausführungen entnommen werden. Ein Über-
blick wird im Folgenden gegeben.
5.3.2.1 Hardwareaufbau
Für die prototypische Umsetzung wird ein Commercial Off The Shelf
(COTS)-Prozessor in Form eines ASIC verwendet, der keine Ände-
8Mittlerweile NXP Semiconductors N.V.
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rungen an der Hardware zulässt. Das Konzept lässt sich somit rein in
Software umsetzen. Nachfolgend wird die Prozessorarchitektur kurz
vorgestellt. Für detailliertere Informationen sei auf [100] verwiesen.
Beim i.MX 6Quad handelt es sich um einen Vierkernprozessor basierend
auf der ARM Cortex A9 [101] Architektur. Im SoC sind noch weitere
Videoverarbeitungseinheiten, Peripherals, Security-Erweiterungen und
Debug Einheiten vorhanden. Für die Implementierung des beschrie-
benen Ansatzes wird der Fokus auf die Cortex A9 Rechenkerne und
den DMA-Controller9 gelegt. Speziell der DMA-Controller ist der Kern
der prototypischen Umsetzung. Die Architektur des SoC ist in Abbil-
dung 5.21 analog der Darstellung aus [100] veranschaulicht und die
Kernkomponenten für diesen Ansatz hervorgehoben.
Aus Abbildung 5.21 wird deutlich, dass der SDMA-Controller
sowohl mit dem AXI-Interconnect, dem Speichercontroller sowie den
gemeinsam genutzten Peripherals verbunden ist. Durch diesen Aufbau
erhält der SDMA einen Zugriff auf das innere des SoC sowie über
die gemeinsam genutzten Peripherals zur Außenwelt. Der SDMA-
Controller selbst beinhaltet einen kleinen RISC Prozessor, welcher vom
Nutzer programmiert werden kann. Diese Programmierbarkeit des
SDMA sowie der Aufbau des SoC werden im Folgenden verwendet um
das Konzept umzusetzen.
5.3.2.2 Softwarearchitektur
Für die Implementierung werden Funktionen in Software sowohl auf
den Applikationskernen als auch dem SDMA benötigt. Hierbei muss
eine Kommunikationsmöglichkeit zwischen den beiden Teilen ermög-
licht werden um gemeinsame Daten auszutauschen. Hierfür wird ein
Austausch über gemeinsam genutzte Speicherbereiche eingerichtet, auf
die sowohl SDMA als auch Applikationskerne Zugriff haben. Eine Über-
sicht der Softwarearchitektur und der benötigten Funktionen, welche
auf den Applikationskernen bzw. dem SDMA ausgeführt werden, ist
in Abbildung 5.22 dargestellt. Bei den in dieser Darstellung als Script
9In der Freescale i.MX 6Quad Architektur als SDMA benannt. Wenn im weiteren Verlauf
dieses Kapitels von DMA die Rede ist, wird Bezug auf den Smart Direct Memory
Access (SDMA) Controller der i.MX 6Quad Architektur genommen.
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CSI2/MIPI LDB HDMI DSI/MIPI
Abbildung 5.21: Architektur des Freescale i.MX 6Quad analog der
Darstellung aus [100]
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Abbildung 5.22: Softwarearchitektur des DMA-Monitoring
Auf Seiten der Applikationskerne wird eine API definiert. Diese umfasst
u.a. Funktionen zum Initialisieren, Starten und Auslesen des Monito-
rings auf dem SDMA. Ebenso wird ein Applikationskern für Messungen
und die Evaluation des Konzepts eingesetzt, dieser könnte aber in einem
Produktivsystem für weitere Applikationen, z.B. als interner Monitor
der Informationen des gesamten SoC sammelt und auswertet, genutzt
werden. Für die Umsetzung spielen die Scripte auf dem SDMA eine
entscheidende Rolle und werden daher im Folgenden kurz beschrieben:
• Idle Script: Beim Idle Script handelt es sich um die Funktion,
welche immer ausgeführt wird, wenn keine DMA-Anforderung
vorhanden ist. Das Script wird mit der niedrigsten Priorität ausge-
führt, um zu gewährleisten, dass jede Anfrage für einen DMA-
Transfer vorgezogen und somit ausgeführt wird. Zusätzlich wird
das Idle Script als Watchdog eingesetzt. Ein integrierter Zähler
muss vor dem Überlauf zurückgesetzt werden, anderenfalls wird
ein Interrupt an die Applikationskerne gesetzt. Der Zähler wird
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ebenfalls für die Messung der Auslastung des SDMA-Controllers
genutzt.
• Update Script: Um die Messergebnisse des Monitoring in den
Hauptspeicher zu kopieren und somit für die anderen Kerne,
speziell für den internen Monitor, verfügbar zu machen, wird
das Update Script umgesetzt. Die Ergebnisse werden vom Update
Script in den Hauptspeicher kopiert. Des Weiteren setzt dieses
Script die SDMA internen Daten zurück. Die Hauptaufgabe des
Script ist somit die Kommunikation mit dem Monitoring Modul
auf Seiten der Applikationskerne.
• Logger Script: Über das Logger Script werden die Aufrufe
der einzelnen DMA-Kanäle aufgezeichnet. Zur Umsetzung wird
dieses Script vor jeder Ausführung eines DMA-Kanals ausgeführt.
Über einen Zähler werden die Aufrufe pro Kanal inkrementiert
und im internen Speicher des SDMA abgelegt.
• Dump Script: Da der SDMA-Controller direkt mit den gemein-
samen Peripherals verbunden ist, bietet sich die Möglichkeit, Infor-
mationen bzw. Daten direkt über diese Peripherals an eine externe
Einheit weiterzugeben. Hierbei kann als externe Einheit beispiels-
weise ein externer Monitor oder ein Aktor herangezogen werden.
Die Kommunikation wird mittels des Dump Script realisiert.
• Voter Script: Zur Demonstration und zur Übertragung des TMR-
Konzepts (vgl. Kapitel 5.1) auf eine andere Architektur, wird der
SDMA-Controller als Voter für einen Mehrheitsvergleich genutzt.
Der Vergleich der Ergebnisse (Voting) wird auf dem SDMA-
Controller im Voting Script realisiert. Das Mehrheitsergebnis wird
dann über die Peripherals extern verfügbar gemacht. Die Berech-
nung wird auf den Applikationskernen durchgeführt und die
Ergebnisse im Hauptspeicher abgelegt. Der SDMA-Controller liest
die Ergebnisse und führt im Voter Script den Vergleich durch.
Unter Verwendung der vorgestellten Scripte und den Auswertungen auf
den Applikationskernen werden verschiedene Messungen durchgeführt
und im Folgenden vorgestellt.
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5.3.2.3 Messungen
Die Auslastung des SDMA-Controllers ($SDMA) wird mit Hilfe des
Idle Scripts ermittelt. Das Idle Script wird immer ausgeführt, wenn
keine Anfragen für DMA-Transfers vorhanden sind. Ein integrierter
Zähler wird während der Ausführung des Scripts inkrementiert und
der Zählerwert im Speicher abgelegt. Über den Zählerwert (Cnt) und
die Taktfrequenz des SDMA-Controllers ( fSDMA) kann die Auslastung






Insgesamt wird die Berechnung über eine Kombination von Funktionen
auf dem SDMA-Controller und Funktionen auf einem Applikationskern
durchgeführt. Zunächst wird über den Monitoring Engine Timer auf dem
Applikationskern das Update Script auf dem SDMA aufgerufen, um die
Werte für das Update Script zurückzusetzen. Die ausgeführte Sequenz
ist in Abbildung 5.23 als Sequenzdiagramm mit Funktionen auf Appli-
kationskern und SDMA-Controller dargestellt.
Zur Validierung und Evaluation der SDMA-Auslastung wird ein Script
umgesetzt, welches parametrierbar eine Last des Controllers erzeugt.
Das Script wird jede Millisekunde ausgeführt. Basierend auf dem Last-
Parameter wird eine längere Laufzeit erzeugt, was sich im Zählerstand
niederschlägt. Ein Vergleich der gemessenen zur errechneten Auslas-
tung wird in Tabelle 5.1 vorgenommen.
Die Ergebnisse zeigen eine Abweichung der gemessenen Auslastung
von der errechneten von 1-2%. Diese Variation resultiert aus Kontext-
wechseln, die beim Wechseln der Scripte auftreten. Die Kontextwechsel
sind in Abbildung 5.24 zur Verdeutlichung dargestellt.
Auf Basis dieser Darstellung wird deutlich, dass zunächst zu Beginn der
Ausführung sowie vor der Ausführung des Idle Scripts ein Kontext-
wechsel stattfinden muss. Dieser Overhead ist statisch und durch
die Architektur bedingt. Die Messung der Auslastung des SDMA-
Controllers dient im weiteren Verlauf als Grundlage für weitere
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Abbildung 5.23: Sequenzdiagramm zur Messung der Auslastung des
SDMA-Controllers
Tabelle 5.1: Messergebnisse der SDMA-Auslastung
# Berechnete Test Script Gemessene
Auslastung (%) Länge (cycles) Auslastung (%)
1 0 0 2
2 10 660000 11
3 25 16500000 26
4 50 33000000 51
5 75 49500000 76
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Messungen, die zeigen, wie sich der SDMA-Controller unter höheren
Lasten sowie mit variierender Datenlänge verhält. Hierfür werden
künstliche Daten erzeugt, die in ihrer Länge variiert werden können.
Als Beispielapplikation wird eine redundante Berechnung anhand eines
TMR-Schemas ausgeführt. Die drei Ergebnisse können entsprechend in
ihrer Länge angepasst werden. Basierend auf einer festgelegten Länge
der Daten wird die SDMA-Auslastung bei Verwendung der TMR-
Applikation gemessen. Diese Messung wird anschließend mit variie-
render Länge wiederholt. In Abbildung 5.25 werden die Ergebnisse
dargestellt. Die horizontale Achse zeigt dabei die Datenmenge, während
auf der primären vertikalen Achse SDMA-Last und auf der sekundären
vertikalen Achse die Ausführungszeit der TMR-Applikation abgebildet
sind.
Cnt++
Test Script Idle ScriptKontextwechsel / Logger 
Script
Δ T
Abbildung 5.24: Zeitliche Abfolge der Messung der SDMA-Auslastung
und Darstellung der Kontextwechsel
Bei Anlegen einer Tangente in den Ursprung wird deutlich, dass es ab
einer Länge von ca. 2500 words eine bemerkbare Abweichung gibt. Um
die Messung zu validieren ist ebenfalls in Abbildung 5.25 die gemessene
Ausführungszeit des Scripts, gemessen vom Applikationskern, abge-
bildet.
Es wird deutlich, dass auch bei dieser Messung eine Abweichung von
der Tangente zu beobachten ist. Mit den dargestellten Messungen auf
Basis des vorgestellten Aufbaus, zeigt sich, wie präzise diese Messungen
durchgeführt werden können. Zur weiteren Untersuchung dieser Nicht-
Linearität wird eine weitere Messung mit größerer Datenlänge durchge-
führt.
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Abbildung 5.25: SDMA-Auslastung und Ausführungszeit bei variie-
render Datenlänge
Bei genauerer Betrachtung des Graphen wird deutlich, dass zunächst
eine Abweichung und im weiteren Verlauf eine erneute Annäherung
an die Tangente beobachtet werden kann. Ein vergrößerter Ausschnitt
dessen ist in Abbildung 5.26 dargestellt.
Zur genaueren Untersuchung der Abweichung wird die Differenz der
Messwerte zur Tangente gebildet. Aus der Darstellung dieser Differenz
kann abgelesen werden, dass äquidistante Maxima im Abstand von 4096
Words vorhanden sind. Diese Differenz ist in Abbildung 5.27 dargestellt.
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Um systematische Fehler ausschließen zu können, werden die folgenden
Parameter variiert:
• die Startadresse im Speicher
• die Zeitintervalle des Monitorings
• die Anzahl an Messungen
• die inkrementellen Schritte der Erhöhung der Datenlänge



















Abbildung 5.26: Vergrößerung der Abweichung der Messergebnisse der
Lastmessung bei Variation der Datenlänge
Da nur bei einer Änderung der Speicherposition eine Änderung des
Verhaltens auftritt, liegt die Vermutung nahe, dass dieses Verhalten vom
Speichercontroller oder vom Speicher selbst hervorgerufen wird und
nicht vom Monitoring-Konzept resultiert.
Auf Basis der durchgeführten Messungen zeigt sich nicht nur, dass die
Auslastung des SDMA-Controllers überwacht werden kann, sondern
auch detaillierte Informationen über das SoC und dessen Architektur
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Abbildung 5.27: Differenz der Messwerte zur Tangente bei der Messung
der Auslastung des SDMA-Controllers
generiert werden können. Ebenso kann das Verhalten des SoC bei hoher
DMA-Auslastung evaluiert werden, um notwendige Grenzwerte zu
identifizieren und um Fehler zu vermeiden.
Weitere Messungen, Evaluationen der Plattform und deren Beschrei-
bung können [Bap+15] sowie [Bir13] entnommen werden. Durch die
Umsetzung des Konzepts in Software, ist eine Portierung auf andere
Architekturen mit Anpassungen möglich. Je nach verwendetem DMA-
Controller kann die Umsetzung eingeschränkt sein.
5.3.3 Bezug zu den Fehlerbildern
Durch die Anwendung des DMA-Monitorings können Rückschlüsse auf
den Systemzustand und die Verwendung/Auslastung von Ressourcen
gemacht werden. Speziell der Zustand des Speichercontrollers und
die daraus resultierende Latenz können identifiziert werden und
dienen im Weiteren der Steuerung des Gesamtsystems. Diese Steuerung
bezieht sich auf die Reaktion durch Zugriffsbeschränkungen (z.B. durch
Budgetierung), um in einen stabilen und deterministischen Zustand
zu gelangen. Dabei wirkt diese Methode gegen das Fehlerbild „Hohe
Ausführungslatenz“, hervorgerufen durch eine zu hohe Auslastung des
Speichercontrollers oder die fehlerhafte Nutzung von Services (hier des
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Direct Memory Access), und unterstützt eine frühzeitige Erkennung
eines Fehlverhaltens. Die Monitoring-Ergebnisse (Aufrufhäufigkeit und
Auslastung) können dann auf Systemlevel mit weiteren Informationen
fusioniert werden, um einen Überblick über das Gesamtsystem zu
erhalten. Des Weiteren können die Ergebnisse des Mehrheitsentscheids
dem Fehlerbild „Fehlerhafte Berechnung/Daten/Zugriffe“ entgegenwirken
und Fehler in der Berechnung eines Kerns korrigieren. Durch das 2oo3
Voting kann selbst bei einer fehlerhaften Berechnung, also einem abwei-
chenden Ergebnis, ein korrektes Ausgangsdatum garantiert werden. Zur
Erkennung und Korrektur von mehr als einer fehlerhaften Berechnung
ist ein 2oo3 Ansatz nicht mehr ausreichend. Jedoch kann das Voting im
DMA-Controller auf einen n-out-of-m Ansatz erweitert werden, solange
genügend Rechenkerne zur Verfügung stehen, welche die Berechnungs-
ergebnisse liefern.
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Ressourcennutzung und
Funktionsmigration
Die in Kapitel 5 beschriebenen Methoden bilden Möglichkeiten zur
Erkennung und zur Korrektur von Fehlern. Dabei werden unter
anderem Fehler erkannt, welche durch die gemeinsame Nutzung von
Ressourcen entstehen können. Um jedoch die Fehlerhäufigkeit möglichst
gering zu halten, werden Methoden zur gemeinsamen Nutzung von
Ressourcen benötigt.
Hierzu werden Anpassungen der geteilten Ressource, der Software
und/oder der Hardware benötigt, die ggf. eine Möglichkeit zur Über-
wachung bereits integrieren.
Um den steigenden Anforderungen an die Verfügbarkeit von einge-
betteten Systemen in sicherheitskritischen Anwendungen gerecht zu
werden, werden zukünftig Fail-Operational Systeme benötigt. Im
Gegensatz zu aktuellen Fail-Safe Systemen wird dabei mindestens
eine verringerte Funktionalität im Fehlerfall aufrechterhalten. Einige
Konzepte hierfür sind bereits aus der Luftfahrt bekannt. Diese bedingen
alle eine Replikation von Hardware, was teuer ist und aus Platzgründen
nicht immer realisiert werden kann.
Nachstehend wird hierfür eine Methode zur dynamischen Migration
einer degradierten Funktion in einem heterogenen MPSoC vorgestellt
und diskutiert.
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6.1 Hardware-Virtualisierung
Im Gegensatz zu den bisher vorgestellten Methoden zur Überwa-
chung (Monitoring) eines Multicores wird im Folgenden eine Methode
zur Nutzung von geteilten Komponenten vorgestellt. Eine Möglich-
keit zur sicheren gemeinsamen Nutzung von Ressourcen innerhalb von
Prozessoren stellt die Virtualisierung dar. Hierbei wird verschiedenen
(zumeist) virtuellen Maschinen oder Partitionen jeweils die Verfüg-
barkeit einer Komponente vorgetäuscht. Typischerweise werden die
Zugriffe aus den einzelnen Partitionen im Hypervisor weiterverar-
beitet. Dabei können Prioritäten oder Scheduling Mechanismen zum
Einsatz kommen, die einen deterministischen Zugriff sicherstellen. Die
in Kapitel 2.4 dargestellten Konzepte können hierfür verwendet werden,
bringen aber jeweils einen beträchtlichen Overhead in Software mit sich,
der zumeist nicht transparent für den Softwareentwickler ist. Oftmals
müssen die Applikationssoftware und die Basissoftware modifiziert



















Abbildung 6.1: Konzept der HW-Virtualisierung
Im Kontext von heterogenen Multicorearchitekturen, die einen rekon-
figurierbaren Logikanteil besitzen, kann dieser Overhead der Soft-
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ware entfallen. Zusätzlich ist in einer Vielzahl von Prozessoren für
eingebettete Systeme keine Hardwareunterstützung für Virtualisierung
vorhanden, was eine Software Lösung oftmals sehr ineffizient macht.
Das Konzept der Hardware-Virtualisierung wird in Abbildung 6.1
dargestellt und in den folgenden Kapiteln erläutert und diskutiert. Das
vorgestellte Konzept basiert auf der Masterarbeit [Sto15].
6.1.1 Konzept
Um Virtualisierung auf einer heterogenen Architektur mit Hardware-
unterstützung bzw. rein in Hardware umzusetzen, kann man sich der
rekonfigurierbaren Logik bedienen. In Abbildung 6.2 ist die schemati-
sche Architektur sowie die Kommunikation von Rechenkernen bis zur
Peripherieeinheit dargestellt.
Dabei wird deutlich, dass die typischerweise in Software realisierte
Virtualisierungsschicht (vgl. Kapitel 2.4, Hypervisor) in die rekonfigu-
rierbare Logik verschoben wird. Durch die direkte Anbindung an das
zentrale Interconnect, an welches die Rechenkerne sowie die Peripherals
angebunden sind, kann auch die Virtualisierungsschicht sehr effizient
angebunden werden. Für jeden Rechenkern wird in der Virtualisie-
rungsschicht ein virtuelles Gerät zur Verfügung gestellt, auf welches
der jeweilige Rechenkern/die jeweilige Partition1 exklusiven Zugriff
besitzen. Der Rechenkern/die Partition interagiert mit dem gleichen
Interface, das bei der physikalischen Komponente vorhanden ist. Für
die Zugriffe wird somit keine Änderung der Software notwendig. Es
handelt sich beim Zugriff lediglich um einen anderen Adressbereich,
der angesprochen wird. Bei der Ausführung der Software und der beab-
sichtigten Berechnung entsteht kein zusätzlicher Overhead in Form von
benötigter Rechenzeit.
Der in Abbildung 6.2 dargestellte HW-Virtualisierungsblock stellt dabei
die Menge der instanziierten virtuellen Geräte sowie die zugehö-
rige kombinatorische Logik und weitere Steuerkomponenten dar. Als
Schnittstelle zu den Rechenkernen dient eine Standardschnittstelle,
1Bei Verteilung einer Applikation oder eines Betriebssystems über mehr als einen Kern
wird hier von einer Partitionierung und damit von einer Partition gesprochen.
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Zugriff der Kerne auf gemeinsam 
genutzte Peripherie
Zugriff der HW-Virtualisierung 
auf die physikalische Peripherie
Abbildung 6.2: Schematische Architektur der Hardware-Virtualisierung
und der Kommunikation in einem MPSoC
welche je nach verwendeter Architektur flexibel ausgewählt werden
kann.
In Abbildung 6.3 ist der innere Aufbau der HW-Virtualisierungsschicht
dargestellt. Basierend auf der Anzahl der Rechenkerne (nKerne) oder
Partitionen (npart), welche sich ein physikalisches Gerät teilen, wird die
zugehörige Anzahl an virtuellen Geräten (virtual Devices nVdev) instan-
tiiert (nVdev = nKerne bzw. nVdev = nPart).
Zu jedem virtuellen Gerät gehört ein Interface (Virt.-Interface_n), welches
für den Datenaustausch vom Rechenkern/der Partition mit der HW-
Virtualisierung verwendet wird. Diese virtuellen Geräte sind zusätz-
lich mit dem Virtualisierungsmanager (VMNG) verbunden, welcher
den Zugriff auf das physikalische Gerät regelt und durchführt. Der
























































































Abbildung 6.3: Aufbau der Virtualisierungsschicht in der rekonfigurier-
baren Logik
Vdev_n) sowie ein Interface zur Kommunikation mit dem physikalischen
Gerät (Ph.-Interface_1). Für die Konfiguration des Virtualisierungsmana-
gers steht eine weitere Schnittstelle (Konfig) zur Verfügung. Diese kann
ebenfalls von den Rechenkernen beim Start des Systems angesprochen
werden. Über die Konfigurationsschnittstelle kann im Virtualisierungs-
manager die Anzahl der virtuellen Geräte konfiguriert werden, um nicht
benötigte Schnittstellen zu deaktivieren. Es kann je nach Systemkonstel-
lation von Vorteil sein, mehr Schnittstellen für virtuelle Geräte vorzu-
halten, um auf dynamische Änderungen der Partitionen reagieren zu
können. Typischerweise sind solche dynamischen Änderungen jedoch
in sicherheitskritischen Anwendungen nicht vorhanden, können aber in
sonstigen Applikationen denkbar sein.
Der aus dem vorgeschlagenen Aufbau resultierende Overhead schlägt
sich sowohl in Form von verwendeten Logikressourcen als auch in
Latenz nieder. Der Verbrauch (Utilization U) der Logikzellen (ULogik)
kann folgendermaßen beschrieben werden:
ULogik = UVMNG + n ∗UVdev + n ∗UInt (6.1)
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In (6.1) wird dabei der Verbrauch an Logikzellen für die Verbindung
der einzelnen Komponenten in UInt zusammengefasst. Die verwendeten
Logikressourcen zur Verbindung des Virtualisierungsmanagers mit dem
physikalischen Gerät sind in UVMNG enthalten, da diese Verbindung
einen statischen Verbrauch darstellt. Da der Anstieg des Verbrauchs von
Logikzellen zur Verbindung der virtuellen Geräte mit dem Virtualisie-
rungsmanager bei einem Anstieg der Anzahl virtueller Geräte nur sehr
gering ist, kann (6.1) folgendermaßen vereinfacht werden:
ULogik ≈ UVMNG + n ∗UVdev + UInt (6.2)
Aus (6.2) folgt somit, dass bei einer Änderung der Anzahl der virtu-
ellen Geräte lediglich UVdev eine Änderung des Ressourcenverbrauchs
bewirkt, UVMNG und UInt können als statisch angenommen werden. Die
Zunahme des Logikressourcenverbrauchs geschieht somit als lineare
Funktion in Abhängigkeit der Anzahl der virtuellen Geräte nVdev und
ist mit der Anzahl verfügbarer Logikressourcen nach oben beschränkt.
Zum bisher diskutierten Overhead kommen noch die Kosten für die
Kommunikation, sprich die zusätzliche Latenz, hinzu. Zu betrachten
ist hierbei die Worst Case Access Time (WCAT), welche benötigt wird,
um von einem Rechenkern auf ein physikalisches Gerät zuzugreifen.
Während im nicht virtualisierten Fall ein Zugriff „direkt“, also ohne
Umleitung in die rekonfigurierbare Logik geschieht, bringt die HW-
Virtualisierung eine zusätzliche Latenz für dieses Re-Routing ein. Die
Latenz L der nicht virtualisierten Lösung (LNV) ist somit immer geringer
als die Latenz der virtualisierten Lösung (LHWV):
LNV < LHWV (6.3)
Die Latenz für den Zugriff im nicht virtualisierten Fall setzt sich haupt-
sächlich aus der Latenz, die über das Interconnect entsteht, zusammen.
Im Falle der Virtualisierung in Software, z.B. Nutzung eines Hyper-
visors, entsteht die zusätzliche Latenz in der verwendeten Software-
schicht. Im Falle der Hardware Virtualisierung wird in der Software
keine Latenz eingebracht, dafür jedoch eine gewisse Verzögerung durch
die in der rekonfigurierbaren Logik umgesetzten Anteile, also die Latenz
112
6.1 Hardware-Virtualisierung
eines virtuellen Geräts (LVdev) und der Latenz des Virtualisierungsma-
nagers (LVMNG). Diese Latenz kann als Summe der beiden Teilaspekte
beschrieben werden:
LHWV = LVdev + LVMNG (6.4)
Bei der Berechnung der Latenz wird nur die Latenz eines virtuellen
Geräts einbezogen, da sich diese Berechnung für einen Zugriff eines
Kerns auf ein physikalisches Gerät bezieht, unabhängig davon, wie viele
virtuelle Geräte instanziiert sind. Des Weiteren wird die Latenz eines
virtuellen Geräts (LVdev) als konstant angenommen, da keine dynami-
schen Effekte auftreten. Im Gegensatz dazu kann die Latenz im VMNG
variieren. Zur Verdeutlichung ist der interne Aufbau des VMNG in





































Abbildung 6.4: Schematischer Aufbau des Virtualisierungsmanagers
(VMNG)
Speziell im abgebildeten Scheduler können je nach Schedulingverfahren
unterschiedliche Latenzen entstehen. Da im Falle sicherheitskritischer
Anwendungen die Zugriffe auf Peripherie etc. möglichst determinis-
tisch ablaufen sollen, bietet sich die Integration eines statischen Sche-
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duling mit einer eindeutigen Latenz an. Hierbei kann beispielsweise
auf das Round Robin Schedulingverfahren zurückgegriffen werden, in
welchem eine Lastgleichverteilung realisiert wird. Bei der Verwendung
eines solchen Schedulingverfahrens kann die WCAT genau bestimmt
und vorhergesagt werden und so zu einem deterministischen System-
verhalten beitragen. Die Latenz ist jedoch abhängig von der Anzahl
der instanziierten virtuellen Geräte. Bei der Verwendung von Round
Robin wird pro zusätzlichem virtuellen Gerät ein weiterer Slot einge-
bracht, der die Latenz erhöht. Alternativ dazu kann ein prioritätsgesteu-
ertes Scheduling zum Einsatz kommen. Dabei ist nicht exakt vorher-
zusagen, welche Latenz für einen Zugriff entsteht, so lange nicht klar
ist, welche anderen Zugriffe mit ggf. höherer Priorität parallel durch-
geführt werden. Die Latenz im VMNG (LVMNG) berechnet sich folg-
lich aus der Latenz des Interface zum physikalischen Gerät (LPh−Int)
und des Interface für die Kerne zum virtuellen Gerät (LV−Int) sowie der
Verarbeitungs- (LVerarb.) und Scheduling-Latenz (LSched) zu:
LVMNG = LV−Int + LPh−Int + LSched + LVerarb. (6.5)
Nicht nur die Integration eines statischen Schedulingverfahrens kann in
sicherheitskritischen Anwendungen von Vorteil sein, auch die Verwen-
dung eines Budgetierungsansatzes ist integrierbar. Durch Budgetzu-
weisungen können Garantien für die Zugriffe einzelner Rechenkerne
auf das physikalische Gerät gegeben werden. Diese werden in der
HW-Virtualisierung im Scheduler (vgl. Abbildung 6.4) mit integriert.
Das Budget bezieht sich in diesem Fall auf die Anzahl an Zugriffen
über eine bestimmte Zeitspanne (zt über die Periode T). Wie die Vertei-
lung dargestellt wird, bieten verschiedene Parameter die Möglichkeit
zur Anpassung an die jeweilige Anwendung. Es kann beispielsweise
eine symmetrische oder asymmetrische Verteilung konfiguriert werden.
Vorteil einer solchen Budgetierung ist die gute Möglichkeit zur Über-
wachung und Kontrolle der Zugriffszahlen. Beim Überschreiten des
Budgets eines Rechenkerns kann dieser für weitere Zugriffe gesperrt
und es kann gefolgert werden, dass es sich um ein fehlerhaftes Verhalten
des entsprechenden Kerns handelt. Vor Überschreiten des Budgets wird
dem entsprechenden Rechenkern bereits per Interrupt signalisiert, dass
sich das Budget dem Grenzwert nähert. Je nach Zustand des Rechen-
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kerns kann dieser Maßnahmen ergreifen, z.B. nur noch sicherheitskriti-
sche Nachrichten an das physikalische Gerät senden. Ebenso wird die
Annäherung an die Budgetgrenze bzw. das Überschreiten der Grenze
an eine übergreifende Monitoringeinheit kommuniziert. Diese kann
weitere Maßnahmen auf MPSoC Ebene ergreifen und den Gesamtzu-
stand des Systems evaluieren. Erreicht einer der Kerne seine Budget-
grenze während die anderen Rechenkerne noch ein großes Restbudget
besitzen, kann eine dynamische Verschiebung des Budgets durchge-
führt werden. Dies kann basierend auf der maximalen Zugriffshäufig-
keit in Relation zur verbleibenden Zeit der vorgegebenen Zeitspanne
geschehen. Über dieses Verhältnis wird weiterhin abgeschätzt, ob ein
Kern sein Budget aufbrauchen kann oder ob Zugriffe garantiert nicht
benutzt werden. Ist dies der Fall, besteht die Möglichkeit, die übrigen
Zugriffe dem Rechenkern zu übertragen (transferiert), welcher sein
Zugriffslimit erreicht hat. Die Berechnung der maximal verbleibenden
Zugriffe kann folgendermaßen durchgeführt werden:





Abbildung 6.5: Darstellung der Zugriffe eines Kerns auf die physikali-
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Verbleibendes Budget zum Zeitpunkt t innerhalb der Periode T, mit zt
als Anzahl der tatsächlichen Zugriffe bis zum Zeitpunkt t:
zverb,T = zges − zt (6.9)
Ist nun
zverb,T > zmax,t (6.10)
dann kann die Differenz
ztrans = zverb,T − zmax,t (6.11)
als maximale Anzahl transferierbarer Zugriffe des Budgets eines Kerns
zum anderen betrachtet werden. Die Überwachung bzw. Aufzeichnung
der tatsächlich durchgeführten Zugriffe eines Kerns auf das physika-
lische Gerät über die HW-Virtualisierungsschicht wird mit Hilfe von
Zählern umgesetzt.
Bisher wurden ausschließlich Zugriffe der Rechenkerne auf das physika-
lische Gerät betrachtet. Je nach Komponente die virtualisiert werden soll,
kann eine Kommunikation in beide Richtungen, sprich von den Rechen-
kernen zur physikalischen Komponente und zurück, gefordert sein.
Dabei kann es sich sowohl um eine einfache Bestätigung der Ausfüh-
rung einer Anfrage sowie um einen Datenaustausch handeln. Geht man
beispielsweise von der Virtualisierung eines Kommunikationsinterfaces
aus, wird klar, dass über diese Schnittstelle auch der Empfang von
Daten berücksichtigt werden muss. Für diese Kommunikationsrichtung
können zwei unterschiedliche Konzepte integriert werden. Zum einen
können empfangene Daten an alle Kerne signalisiert werden2, z.B. über
die Verwendung von Interrupts, bei dem jeder Rechenkern dann für sich
selbst auswerten muss, ob die Nachrichten für die weitere Bearbeitung
notwendig sind oder ob diese verworfen werden können. Als zweite
2Dies entspräche einem Broadcast an alle Teilnehmer respektive Kerne oder Partitionen.
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Möglichkeit kann ein passender Filter im VMNG integriert werden,
welcher Nachrichten nur an die Empfänger weiterleitet, die mit den
Daten in der weiteren Verarbeitung umgehen müssen. Hierfür muss
der VMNG Kenntnis über die Zusammenhänge Absender ↔ Empfänger
haben. Die zweite Möglichkeit bietet dabei den Vorteil, dass die Auswer-
tung und Filterung der Nachrichten bereits in der Hardware geschieht
und somit eine Reduktion des Interruptaufkommens folgt. Gleichzeitig
muss die Auswertung der Nachrichten nicht in Software umgesetzt
werden und erspart so Rechenzeit auf den Kernen und kompensiert ggf.
die durch die Hardwarelösung eingebrachte Latenz. Diese Filterung und
Verteilung der Nachrichten geschieht im Verarbeitungsblock, welcher in
Abbildung 6.4 dargestellt ist.
Um die Zugriffe der virtuellen Geräte auf das physikalische Gerät über-
wachen zu können, wird zusätzlich ein Monitoring integriert. Dieser
Monitor kann sowohl die Kommunikationsrichtung Rechenkern→ physi-
kalisches Gerät als auch die Richtung physikalisches Gerät → Rechenkern
überwachen. Speziell die Zugriffe und das dem zugrundeliegende Sche-
duling sowie eine potentielle Budgetierung werden überwacht und im
Fehlerfall signalisiert. Bei fehlerhaften Zugriffen oder abweichendem
Scheduling kann direkt im Virtualisierungsmanager reagiert und die
Fehlerursache identifiziert sowie die Information über einen Fehler an
eine weitere Instanz kommuniziert werden. Ebenso wird diese Moni-
toringeinheit für die Überwachung der Budgetierung verwendet. Die
verbleibenden Budgets der einzelnen Kerne/Partitionen auf das virtua-
lisierte Gerät können erfasst werden und tragen somit ebenso zur Evalu-
ierung des Systemzustands bei.
Zur Parametrierung der HW-Virtualisierung können verschiedene
Gesichtspunkte herangezogen werden. Die folgenden Parameter sind
dabei zu beachten:
• Anzahl der virtuellen Geräte, nVdev
• Benachrichtigungsschema (Broadcast, Filterung), νHWV
• Schedulingverfahren, σHWV
• Budgetierungsschema, βHWV
Zur Festlegung der Parameter kann eine Kostenfunktion zu Lasten des
Logikressourcenverbrauchs und der Latenz erstellt werden:
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KLatenz = f (σHWV , βHWV , nVdev) (6.12)
KLogik = f (σHWV , νHWV , nVdev) (6.13)
Es wird deutlich, dass je nach Systemauslegung ein Trade-Off zwischen
dem Nutzen der Hardware-Virtualisierung und den entstehenden
Kosten besteht. Bei einer Virtualisierung in Software tritt, wie auch bei
einer Realisierung in Hardware, eine vergrößerte Latenz auf, welche mit
der HW-Virtualisierung verglichen werden kann. Da lediglich in der
Hardwarelösung Logikressourcen benötigt werden, sind diese schwer
der Softwarelösung gegenüberzustellen, jedoch ist dieser Verbrauch
an Logikressourcen vergleichbar mit der in Software zusätzlich einge-
brachten Komplexität in der Softwarelösung. Bei der Nutzung ist die
Konfiguration sowohl in einem Hypervisor bei Verwendung einer Soft-
warelösung durchzuführen als auch beim Virtualisierungsmanager bei
Verwendung der Hardwarelösung.
Die hier beschriebene Methode wurde auf dem Applied Reconfigurable
Computing Symposium vorgestellt und in [Bap+16] veröffentlicht.
6.1.2 Prototypische Umsetzung und Validierung
Auf Basis des in Kapitel 6.1.1 beschriebenen Konzepts, wird eine
prototypische Implementierung aufgesetzt, um eine Evaluation und
eine Abschätzung des Overheads auf realer Hardware durchführen
zu können. Für die Umsetzung wird auf eine heterogene Multicorear-
chitektur zurückgegriffen. Der Basisaufbau basiert auf der Masterar-
beit [Sto15], in deren Ausarbeitung weitere technische Details nachge-
schlagen werden können.
6.1.2.1 Hardwareaufbau
Zur Umsetzung des Konzepts wird eine heterogene Multicorearchi-
tektur herangezogen, welche sowohl einen Multicore als auch Peri-
pherals in Form eines ASIC beinhaltet und einen FPGA-Anteil enthält.
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Bei der Architektur handelt es sich um die Zynq-7000 [102] Architektur
von Xilinx. Im SoC enthalten ist ein ARM Cortex A9 [101] Dualcore als
sog. Processing System (PS) sowie unterschiedliche Peripherals. Für die
Evaluation des Ansatzes wird auf eine CAN-Controller Virtualisierung
zurückgegriffen. Die Virtualisierung wird im FPGA-Teil des Zynq-7000,
hier Programmable Logic (PL) genannt, implementiert. In Abbildung 6.6
ist die Integration der HW-Virtualisierung in der PL dargestellt. Die
bereits in Kapitel 6.1.1 beschriebenen Komponenten sind für die Reali-
sierung in Hardware abgebildet.
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Abbildung 6.6: Integration der HW-Virtualisierungslösung innerhalb
der Zynq-7000 Architektur von Xilinx. Die Darstellung
der Zynq-7000 Architektur erfolgt in Anlehnung an
[102].
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Beim integrierten CAN-Controller handelt es sich um einen Standard-
controller, der zu ISO11898-1[103], CAN 2.0A und CAN2.0B kompatibel
ist und von Xilinx, welcher als fester IP-Block im SoC integriert wird.
Da es für die spätere Evaluation wichtig ist, werden zwei der möglichen
Betriebsmodi des CAN-Controllers genannt:
• Normal Mode: Hierbei handelt es sich um den im normalen
Betrieb eingesetzten Modus, welcher ein Senden und Empfangen
von Nachrichten erlaubt.
• Loopback Mode: In diesem Modus werden die Sende- (Rx) und
Empfangsleitung (Tx) miteinander verbunden. Dies resultiert in
einem direkten Empfang einer gesendeten Nachricht.
Um eine Nachricht per CAN zu versenden, muss lediglich das Datum in
den TxFIFO des Controllers geschrieben werden. Weitere Eingriffe sind
von Seiten der Software nicht nötig.
Die virtuellen Geräte (Vdef) und der Virtualisierungsmanager (VMNG)
stellen die Kernkomponenten des Konzepts dar. Die Verbindungen der
Komponenten und die Einbettung in das Zynq-7000 SoC sind in Abbil-
dung 6.6 dargestellt. Die virtuellen Interfaces sind über eine AXI Master-
schnittstelle mit der PS verbunden. Zusätzlich werden die virtuellen
Geräte mit dem Virtualisierungsmanager verbunden. Hierfür werden
ebenfalls AXI Interfaces bereitgestellt und zusätzlich wird das Interrupt-
signal des CAN-Controllers mit dem virtuellen Interface verbunden.
Die virtuellen Geräte bilden die Schnittstelle zum Processing System
(PS). Die Adressen, die für die Register benötigt werden, sind im Adress-
bereich des SoC abgebildet. Über die Schnittstelle zum Virtualisierungs-
manager werden Descriptoren und Daten für den Transfer zwischen den
beiden Komponenten übertragen.
Um den CAN-Controller zu virtualisieren, muss nicht der komplette
CAN-Controller in der Programmable Logic (PL) repliziert werden.
Es müssen lediglich wenige Teile des Controllers abgebildet werden.
Hierzu gehören zum Beispiel die FIFO-Buffer, die zum Senden und
Empfangen verwendet werden. Diese FIFOs werden in Breite, Tiefe
und Anzahl konfigurierbar umgesetzt, um eine größere Flexibilität für
andere Interfaces als CAN zu erreichen. Die Nachrichten, die im RxFIFO
des physikalischen Geräts eintreffen, werden an alle virtuellen Geräte
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(a) Virtuelles Gerät (b) Virtualisierungsmanager (VMNG)
Abbildung 6.7: Detaillierte Darstellung der virtuellen Geräte und des
Virtualisierungsmanagers.
weitergeleitet. Die Sende-FIFOs (TxFIFO) werden nur gepuffert, aber
nicht repliziert. Um Nachrichten vom Processing System (PS) zu senden,
werden die virtuellen Geräte adressiert. Die zu sendende Nachricht
wird in den Puffer der virtuellen Geräte geschrieben und eine Über-
tragung vom Puffer zum physikalischen Gerät angefordert. Diese Über-
tragung übernimmt der im Virtualisierungsmanager integrierte DMA-
Controller. Beim Eintreffen einer neuen Nachricht am physikalischen
Gerät wird ein New Message Interrupt ausgelöst. Dieser Interrupt wird
zum Virtualisierungsmanager (VMNG) umgeleitet. Der VMNG über-
prüft anschließend das Interrupt Status Register des physikalischen
Geräts. Ist eine neue Nachricht eingegangen, wird diese mittels inte-
griertem DMA an die virtuellen Geräte verteilt und der Interrupt wird
zurückgesetzt. Sobald die Nachricht in die RxFIFOs der virtuellen
Geräte übertragen ist, wird ein Interrupt an das Processing System (PS)
gesetzt. Durch diesen Aufbau ist es möglich, ohne Software Interak-
tion die virtuellen Geräte „zwischen“ das Processing System und das
physikalische Gerät zu schalten. Die virtuellen Geräte sind somit aus
Software-Sicht nicht zu sehen und damit transparent für den Software-
Entwickler.
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Im Detail bestehen die beiden Kernkomponenten aus weiteren Modulen.
Der detaillierte Aufbau des Virtualisierungsmanagers (VMNG) ist in
Abbildung 6.7(a) dargestellt, sowie der Aufbau eines virtuellen Geräts
in Abbildung 6.7(b).
Durch den modularen Aufbau wird eine Flexibilität erreicht. Dies bein-
haltet die Parametrierbarkeit der Anzahl der virtuellen Geräte und
der damit verbundenen Anzahl der Schnittstellen im VMNG. Je nach
Anwendungsfall können mehrere virtuelle Geräte instanziiert werden.
Für die hier beschriebene Evaluation wird ein prioritätsbasiertes Sche-
duling umgesetzt. Weitere Schedulingverfahren können im VMNG reali-
siert werden.
Zur Umsetzung des Konzepts werden die in Tabelle 6.1 gezeigten
Logikressourcen für die Komponenten benötigt. Da es hier um die Vali-
dierung des Ansatzes geht, steht eine Optimierung des Logikverbrauchs
nicht im Vordergrund.
Tabelle 6.1: Benötigte Logikressourcen pro Komponente
Ressourcentyp: LUT FLOP-LATCH DMEM
Verf. in Zynq-7020 53200 (100%) 106400 (100%) 17400 (100%)
VMNG (inkl. DMA) 12516 (~23%) 4279 (~4%) −
DMA 3912 (~7%) 1953 (<1%) −
Virtuelles Gerät 1893 (~3%) 1493 (<1%) 192 (~1%)
Während für eine Erhöhung der virtuellen Geräte die Logikressourcen
für diese vervielfältigt werden, wird nur ein Virtualisierungsmanager
für bis zu acht virtuelle Geräte mit einem konstanten Logikressourcen-
verbrauch benötigt.
6.1.2.2 Softwarearchitektur und Messungen
Für das vorgestellte Konzept ist keine funktionale Applikation in Soft-
ware für die Evaluation vorgesehen, jedoch wird ein gewisser Anteil für
die Durchführung von Messungen benötigt, der hier vorgestellt wird.
Um zu evaluieren, welcher zeitliche Overhead (Latenzen) durch das
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Konzept in das Systemdesign eingebracht wird, werden die zusätzlich
eingebrachten Verbindungen und Zugriffe vermessen.
Um die Software einfacher und besser verständlich zu halten, wird eine
Bare-Metal Applikation aufgesetzt. Diese Applikation wird auf einem
der ARM Cortex A9 Kerne ausgeführt, die mit einer Frequenz von
ARMclk = 666MHz getaktet sind. Für die Messungen wird ein inte-
grierter 32 Bit Timer verwendet, der sehr schnelle Zugriffe (ca. 6 Prozes-
sortaktzyklen) zulässt und mit einer Frequenz Timerclk = ARMclk/2 =
333MHz getaktet wird. Der FPGA hingegen wird mit FPGAclk =
100MHz getaktet. Der virtualisierte CAN-Controller, CAN 0, wird mit
500kBaud betrieben. Zur Messung wird der im nachfolgenden Listing 6.1
dargestellte Ablauf verwendet.
/ / Check TxFIFO i s f u l l #1
while ( ( X i l _ I n 32 ( BaseAddr + 0x1C ) & 0 x400 ) != 0x0 ) ;
/ / Wri te TxFIFO #2
Xil_Out32 ( BaseAddr + 0x30 , TxFrame [ 0 ] ) ;
Xil_Out32 ( BaseAddr + 0x34 , TxFrame [ 1 ] ) ;
Xil_Out32 ( BaseAddr + 0x38 , TxFrame [ 2 ] ) ;
Xil_Out32 ( BaseAddr + 0x3C , TxFrame [ 3 ] ) ;
/ / Check i f RxFIFO i s empty #3
while ( ( X i l _ I n 32 ( BaseAddr + 0x1C ) & 0x80 ) == FALSE) ;
/ / Read RxFIFO #4
RxFrame [ 0 ] = Xi l _ In 3 2 ( BaseAddr + 0x50 ) ;
RxFrame [ 1 ] = Xi l _ In 3 2 ( BaseAddr + 0x54 ) ;
RxFrame [ 2 ] = Xi l _ In 3 2 ( BaseAddr + 0x58 ) ;
RxFrame [ 3 ] = Xi l _ In 3 2 ( BaseAddr + 0x5C ) ;
/ / C l e a r pending i n t e r r u p t s #5
Xil_Out32 ( BaseAddr + 0x24 , ( X i l _ I n 3 2 ( BaseAddr + 0x1C )
& 0x80 ) ) ;
Listing 6.1: Softwarefunktion zur Realisierung einer Sende-
Empfangsschleife des CAN-Controllers
Die Applikation wird in fünf Teile (vgl. Listing 6.1 #1 - #5) unterteilt, die
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Da Register die Basis der meisten Zugriffe der folgenden
Messungen bilden, wird zunächst ermittelt, wie lange ein Zugriff
auf ein solches Register dauert. Um eine Vergleichbarkeit zu
erzeugen, wird das Interrupt Service Routine (ISR) Register sowohl
vom physikalischen als auch vom virtuellen Gerät für die Messung
herangezogen. Der Zugriff auf das Register des physikalischen
Geräts beträgt im Mittel 49 Taktzyklen bei 333MHz, der Zugriff auf
die Register des virtuellen Geräts beträgt hingegen 64 Taktzyklen
bei 333MHz. Bei beiden Ergebnissen wurde eine Varianz von +/-2
Taktzyklen festgestellt.
• TxFIFO check (vgl. Listing 6.1 #1):
Um eine Nachricht per CAN verschicken zu können, wird
zunächst der Füllstand des TxFIFO ausgelesen. Hierzu wird das
Statusregister des CAN-Controllers ausgelesen. Die Messergeb-
nisse sind sowohl für das virtuelle Gerät (Virt0) als auch für das

















Taktzyklen @ 333 MHz
Analyse Can0 vs. Virt0 "check TxFIFO Level" (#1)
Can0
Virt0
Abbildung 6.8: Messung der Zugriffszeit für das Auslesen des TxFIFO
Füllstandes (#1 TxFIFO full check)
• Daten in TxFIFO schreiben (vgl. Listing 6.1 #2):
Der nächste Schritt zum Senden einer Nachricht ist das Schreiben
der Daten in den TxFIFO. Der CAN-Frame wird in Form von
vier 32Bit Übertragungen in den FIFO geschrieben. Die Übertra-
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gung wird als Block umgesetzt und gemessen. Die Ergebnisse der






















































































































































Taktzyklen @ 333 MHz
Analyse Can0 vs. Virt0 "TxFIFO Schreiben" (#2)
Can0
Virt0
Abbildung 6.9: Messung der Zugriffszeit für das Schreiben des TxFIFO
(#2 Write TxFIFO)
• Neue Nachricht im RxFIFO (vgl. Listing 6.1 #3):
Zur Messung der Verzögerung die entsteht, wenn eine neue Nach-
richt im RxFIFO eintrifft, wird eine zyklische Abfrage (Polling) des
zugehörigen Bit im Register implementiert. So lange das Bit nicht
gesetzt wird, bleibt der Prozessor in einer Schleife. Dieser Verbleib
in der Schleife wird gemessen. Für das physikalische Gerät bleibt
der Prozessor 42911 Taktzyklen bei 333MHz und für das virtuelle
Gerät 43378 Taktzyklen in der Schleife. Der entstehende Overhead
liegt bei 1%. Dieser Wert ist von der im CAN-Controller definierten
Baud-Rate abhängig.
• Daten aus dem RxFIFO lesen (vgl. Listing 6.1 #4):
Nachdem das Bit zur Signalisierung einer neuen Nachricht
gesetzt wurde, wird die Nachricht aus dem RxFIFO gelesen. Dies
geschieht analog zum Beschreiben des TxFIFO mittels vier Über-
tragungen mit jeweils 32Bit. Die Ergebnisse sind in Abbildung 6.10
dargestellt.
• Rücksetzen des „New Message“ Bit (vgl. Listing 6.1 #5):
Nach dem Auslesen der Nachricht aus dem RxFIFO des CAN-
Controllers, muss das „New Message“ Bit im ISR-Register zurück-
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gesetzt werden. Dies wird durch Setzen eines weiteren Bit im
Register durchgeführt.
• Sende-Empfangsschleife einer CAN Nachricht:
Um die einzelnen vorgestellten Messungen zu verifizieren, wird
eine weitere Messung über die gesamte Sende-Empfangsschleife
durchgeführt. Diese beinhaltet alle beschriebenen Schritte. Das



















































Taktzyklen @ 333 MHz






























Abbildung 6.10: Messung der Zugriffszeit für das Lesen des RxFIFO (#4
Read RxFIFO)
Tabelle 6.2: Evaluation der Latenz der Hardwareimplementierung
Taktzyklen@100MHz µs Varianz
Nachricht senden 30 0,30 0
Nachricht empfangen 125 1,25 1
Zur weiteren Analyse des Konzeptes wird eine zusätzliche Messung der
Latenz der Hardwareimplementierung direkt in Hardware durch einen
zusätzlichen Timer umgesetzt. Hierfür wird ein AXI-Timer [104] von
Xilinx in die Programmable Logic (PL) integriert, der ausgelöst
wird, sobald eine Übermittlungsanfrage an den virtuellen Interfaces
vorhanden ist. Wird die zu sendende Nachricht an das physikalische





































































































































































































































































































































Taktzyklen @ 333 MHz
Analyse Can0 vs. Virt0 "Sende-Empfangsschleife"
Can0
Virt0
Abbildung 6.11: Messung der gesamten Sende-Empfangsschleife einer
CAN-Nachricht
zeit und damit die Latenz der Hardwareimplementierung dar. Beim
Empfang einer Nachricht wird der Timer durch den New Message Inter-
rupt gestartet und beim Interrupt, der vom Processing System (PS)
ausgelöst wird, wieder gestoppt. Die Ergebnisse sind in Tabelle 6.2
dargestellt.
Zusammenfassend wird die eingebrachte Latenz und der erzeugte Over-
head in Tabelle 6.3 dargestellt. Dort sind die Mittelwerte der Zugriffs-
zeiten für das physikalische Gerät (tphy_zugri f f ) und das virtuelle Gerät
(tvirt_zugri f f ) gegenübergestellt, aus welchen der Overhead berechnet
wird. Insgesamt ist die eingebrachte Latenz für einen CAN-Controller
als unkritisch einzustufen und für reale Anwendungen einsetzbar.
Tabelle 6.3: Evaluation der Latenz der Hardwarevirtualisierung
tphy_zugri f f tvirt_zugri f f Overhead
Funktion [Taktzyklen] [Taktzyklen] [%]
Register lesen 49 64 ~30
#1 TxFIFO check 67 83 ~23
#2 Schreibe TxFIFO 405 501 ~23
#3 „New Messange“ Flag 42911 43378 ~1
#4 RxFIFO lesen 301 361 ~20
#5 „New Message“ Flag reset 88 117 ~33
Sende-Empfangsschleife 43772 44469 ~1
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6.1.3 Bezug zu den Fehlerbildern
Durch den Einsatz der Hardware-Virtualisierung wird eine Möglichkeit
geschaffen, über welche sich die Nutzung von gemeinsam verwendeten
Ressourcen optimieren und transparent, aus Sicht der Software, reali-
sieren lässt. Mit Hilfe der Integration eines Scheduling und einer Budge-
tierung kann dem Fehlerbild einer hohen Ausführungslatenz entgegenge-
wirkt werden. Hierbei werden speziell Peripherie und die Nutzung von
Services so ausgelegt, dass ein deterministischer Zugriff und damit eine
gut zu bestimmende WCAT entstehen. Die definierten Zugriffe helfen
nicht vorhersagbare Zugriffszeiten zu verhindern und gewisse Garan-
tien zu geben. Zusätzlich können durch die Verwendung eines Monito-
rings Fehler im Zugriffsverhalten erkannt werden, die dem Fehlerbild
Fehlerhafte Berechnung/Daten/Zugriffe, entstanden durch beispielsweise
Single Event Effect (SEE)/Single Event Upset (SEU), entsprechen. Durch
die mögliche Parametrierung lässt sich das Konzept auf eine beliebige
Anzahl zugreifender Kerne/Partitionen, verschiedene Schedulingver-
fahren und Budgetierungen erweitern. Je nach verfügbaren Logikres-
sourcen können entsprechende Konstellationen erzeugt werden.
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6.2 Dynamische Migration von Funktionen
In zukünftigen Systemen ist zu erwarten, dass die Anforderungen an die
Verfügbarkeit weiter steigen werden. Es werden zunehmend Systeme
diskutiert, die eine Fail-Operational Architektur3 beinhalten. Diese Fail-
Operational Architekturen sind bereits in der Luftfahrt bekannt und
im Einsatz, werden aber nur durch eine Vervielfältigung der Hardware
erreicht (vgl. Kapitel 3.1). Mit den aktuellen Entwicklungen im Bereich
eingebetteter Prozessoren wird es zunehmend denkbar, eine solche
Architektur in ein MPSoC zu integrieren. Hieraus entstehen Ansätze, die
einen geringeren Overhead mit sich bringen als die aktuell verwendeten
Ansätze aus der Luftfahrt.
Um ein Fail-Operational System bereitzustellen, muss dieses in einem
Fehlerfall nicht mehr die vollständige Funktion realisieren, es reicht
oftmals aus, eine degradierte bzw. reduzierte Funktion bereitzustellen.
Die degradierte Funktion beinhaltet dann den sicherheitskritischen
Anteil der Applikation.
Basierend auf der Erkennung eines Fehlers muss das System auf eine
Rückfallebene zurückgreifen können. Diese kann dynamisch zur Lauf-
zeit im Fehlerfall aktiviert werden und die Funktion übernehmen.
Hierfür kann das Rückfall-System (Backup System) in Stand-by vorge-
halten werden oder im Normalbetrieb eine andere Funktion ausführen.
Im Falle eines Fehlers muss das Backup System innerhalb einer gewissen
Zeitspanne zur Verfügung stehen und den Kontext der ursprünglichen
Funktion übernehmen.
Im Kontext von heterogenen Multicorearchitekturen mit rekonfigurier-
barer Logik (RL) kann diese Einheit in Form eines Hardware Moduls im
FPGA vorgehalten oder in Software realisiert werden. Ein Konzept zur
Umsetzung einer dynamischen Migration von Funktionen zur Aufrecht-
erhaltung der sicherheitskritischen Anwendung wird in den folgenden
Kapiteln diskutiert. Das vorgestellte Konzept basiert im Wesentlichen
auf der Simplex-Architektur aus [105] und den Masterarbeiten [Dör17]
und [Bal17].
3Mit Fail-Operational werden Systeme bezeichnet, die auch im Fehlerfall mindestens
eine degradierte Funktion aufrecht erhalten und nicht wie Fail-Safe Systemen in einen
sicheren Zustand übergehen.
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6.2.1 Konzept
In Anlehnung an das in [105] vorgestellte Simplex Konzept, das sich
nicht auf eine Mehrkernarchitektur bezieht, wird eine Methode zur
dynamischen Umschaltung von Kanälen in einem Safety System vorge-
stellt. Hierbei wird ein Systemanteil, der die Applikation ausführt, und
ein Safety Systemanteil, der das Backup System bildet, definiert. Der
Applikationsanteil führt im Normalbetrieb die eigentliche Funktion aus.
Tritt ein Fehler auf, so wird das Backup Safety System gestartet und
übernimmt die Funktion bis zu einem gewissen Umfang. Die Funk-
tion, welche noch ausgeführt wird muss dabei nicht dem vollen Umfang
entsprechen, in vielen Fällen ist eine degradierte Funktionalität in sicher-
heitskritischen Systemen zulässig.
Durch die verfügbaren Ressourcen und die vorhandenen Möglichkeiten
in einem Mehrkernprozessor bieten sich Möglichkeiten, eine dynami-
sche Migration von Funktionen auf ein Stand-by System innerhalb
kürzester Zeit umzusetzen. Basierend auf der Integration innerhalb
eines SoC können wesentlich geringere Reaktionszeiten realisiert und
eine Zustandsübergabe effizient ermöglicht werden.










Abbildung 6.12: Darstellung des Konzepts der dynamischen Funktions-
migration als Erweiterung der Simplex-Architektur
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Die in Abbildung 6.12 dargestellten Komponenten erfüllen jeweils den
folgenden Zweck:
• Applikationssystem:
Das Applikationssystem führt die eigentliche Applikation im
Normalbetrieb aus. Dieses System hat im Normalbetrieb vollen
Zugriff auf den Ausgang. Während des Normalbetriebs legt das
Applikationssystem den aktuellen Zustand im Zustandsspeicher
ab. Es besitzt einen Ausgang, der im Fehlerfall ein Signal an die
Steuerung übermittelt, sowie einen Eingang der Steuerung zu
Überwachungszwecken und für Steuerbefehle.
• Safety/Backup System:
Das Safety System bildet das Backup System, das im Fehlerfall
gestartet wird und eine reduzierte Funktion des Applikations-
systems ausführt. Der Start des Backup Systems wird von der
Steuerung ausgelöst. Es besitzt einen Ausgang, der im Fehlerfall
ein Signal an die Steuerung übermittelt, sowie einen Eingang der
Steuerung zu Überwachungszwecken und für Steuerbefehle.
• Steuerung:
Die Steuerung übernimmt die Kontrolle des Systems. Hier werden
Informationen zu Fehlern im Applikationssystem sowie im
Backup System gesammelt und eine Umschaltung des Ausgangs
vorgenommen. Zusätzlich erhält die Steuerung Zugriff auf den
Zustandsspeicher zur Überwachung.
• Zustandsspeicher:
Im Zustandsspeicher legen sowohl Applikationssystem als auch
Backup System ihren aktuellen Zustand ab. Dieser wird bei einem
Wechsel von Applikationssystem zu Backup System und zurück
benötigt, um den aktuellen Zwischenstand auslesen zu können.
• Umschaltung mit Zugriffskontrolle:
Zur Ansteuerung des Ausgangs muss genau ein System ausge-
wählt sein. Die Umschaltung realisiert die Verschaltung und
besitzt eine interne Zugriffskontrolle, welche die Zugriffe über-
wacht. Ausgelöst wird ein Umschaltvorgang von der Steuerung.
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Das Applikationssystem (APPS), das die eigentliche Funktion ausführt,
wird dabei beispielsweise durch eine geeignete Methode Überwacht,
dies können Watchdogs, Lock-Step Kerne, zählerbasierte Ansätze oder
sonstige Mechanismen zur Fehlererkennung sein. Beim Eintreten eines
Fehlers wird dieser geeignet an die Steuerung signalisiert. Parallel dazu,
sowie in regelmäßigen Abständen, speichert das Applikationssystem
seinen Zustand und den aktuellen Status im Zustandsspeicher. Die Steue-
rung wertet den Fehler aus, prüft, ob ein valider Status im Zustandsspei-
cher hinterlegt ist und löst den Start des Backup System (BS) aus. Ergän-
zend wird der Ausgang vom Applikationssystem getrennt. Sobald das BS
verfügbar ist, wird der Ausgang mit dem BS verbunden. Die Umschal-
tung des Ausgangs erfolgt dabei durch eine Änderung der Zugriffsbe-
rechtigungen.
Das Safety System besitzt nicht die gleiche Rechenkapazität wie das
APPS und führt daher nur eine reduzierte Funktion aus. Diese Funktion
ist so ausgelegt, dass die mindestens erforderlichen Anteile ausgeführt
werden, um einen sicheren Betrieb des Gesamtsystems sicherzustellen.
Ist die Umschaltung erfolgt, so wird von der Steuerung das APPS
zurückgesetzt und neu gestartet. Nach dem Neustart wird das APPS
Selbsttests unterzogen, um festzustellen, ob es sich um einen perma-
nenten oder einen vorübergehenden Fehler handelt. Wird kein perma-
nenter Fehler festgestellt, so wird von der Steuerung das APPS wieder
in Betrieb genommen und der Kontext des BS übernommen. Das APPS
kann dabei zunächst parallel arbeiten und erst später wieder produktiv
eingesetzt werden, wenn weiterhin keine Fehler auftreten. Die Ergeb-
nisse von APPS und BS werden von der Steuerung verglichen. Sind auch
nach einigen Durchläufen keine Fehler aufgetreten, wird der Ausgang
von der Steuerung wieder umgeschaltet und das APPS übernimmt
wieder dessen Ansteuerung. Das BS wird wieder in einen Ruhemodus
versetzt.
Um nicht zu viel Overhead zu generieren, ist es sinnvoll, das BS während
des Normalbetriebs entweder für eine andere Best Effort Anwendung zu
nutzen oder abzuschalten.
Für das BS muss eine entsprechend sichere Architektur vorgehalten
werden, da im Falle eines Fehlers im APPS das BS die einzige verblie-
bene Einheit darstellt, welche die Funktion aufrechterhält. Je nach Kriti-
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kalität bieten sich hierfür Lock-Step Architekturen oder dreifach redun-
dante Prozessoren (TMR) an, um mindestens das gleiche Zuverlässig-
keitslevel zu erreichen wie in einem Stand-Alone System.
Betrachtet man den durch den Aufbau und die Umschaltung einge-
brachten Overhead, so tragen unterschiedliche Laufzeiten zu einer
Verzögerung bei. Hierbei entsteht zunächst eine Verzögerung durch
die Fehlererkennung (tFE) und anschließend bei der Verarbeitung der
Fehlermeldung in der Steuerung (tVS). Die Steuerung löst dann die
Umschaltung und den Start des Backup Systems aus. Dafür wird die
Zeitspanne zum Start des BS tStart_BS benötigt. Diese beinhaltet die Zeit-
spanne, die das BS zum Starten benötigt und um Einsatzbereit zu sein.
Anschließend folgt die Signalisierung an die Steuerung, dass das BS
verfügbar ist, um die Zugriffssteuerung umzustellen (tZS).
In Summe resultiert die folgende Latenz tMig:









































Kommunikation im Backup Betrieb
Steuerung der Zugriffsberechtigungen
Abbildung 6.13: Darstellung des Konzepts der dynamischen Funktions-
migration auf Basis eines MPSoC
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Betrachtet man nun den schematischen Aufbau in Kontext eines MPSoC,
so kann die in Abbildung 6.13 dargestellte Architektur angenommen
werden. Dabei ist zu beachten, dass das Backup System sowohl in der
rekonfigurierbaren Logik als auch im ASIC Teil des MPSoC abgebildet
werden kann. Gleiches gilt für die Steuerung. Je nach Architektur, kann
es bereits im ASIC Möglichkeiten geben, die Steuerung umzusetzen,
in anderen Architekturen hingegen wird eine rekonfigurierbare Logik
benötigt, um eine solche Steuerung realisieren zu können.
Ist das System wie in Abbildung 6.13 aufgebaut, so kann die Signalisie-
rung eines Lock-Step Fehlers des Applikationssystems genutzt werden,
um die dynamische Migration zu starten. Dieses Signal wird von der
Steuerung überwacht.
Um nicht permanent die Ressourcen für das Backup System zu belegen
bzw. vorhalten zu müssen, kann dieses in eine rekonfigurierbare Logik
verschoben werden und im Falle eines Fehlers konfiguriert werden.
Dies kann durch den Einsatz partiell dynamischer Rekonfiguration
(vgl. [106, 107, 108, 109]) ermöglicht werden. Hierbei kann während des
Normalbetriebs eine andere Komponente im FPGA konfiguriert sein,
welche durch das BS im Fehlerfall ersetzt wird. Die im Normalbetrieb
vorhandene Komponente darf dabei keine sicherheitskritische Funktion
ausüben bzw. Daten für eine solche liefern.
Verdeutlicht man sich den schematischen Aufbau unter Einsatz einer
rekonfigurierbaren Einheit und partiell dynamischer Rekonfiguration,
so erhält man die in Abbildung 6.14 dargestellte Architektur.
Die in (6.14) vorgestellte Berechnung für die Latenz muss in diesem Fall
um die Zeitspanne, die zur Konfiguration der Hardware im FPGA benö-
tigt wird, ergänzt werden. Hieraus folgt:
tMig_rekon f = tFE + tVS + tStart_BS + tZS + trekon f (6.15)
Durch die erhöhte Latenz kann es je nach Anwendungsfall zu einer
Latenz kommen, die für den Anwendungsfall nicht mehr ausreichend
schnell ist. In der vorliegenden Arbeit ist die Optimierung der Latenz
jedoch nicht im Vordergrund, da diese in jedem Anwendungsfall vari-
iert und nicht direkt vom Safety Konzept abhängig ist.
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Abbildung 6.14: Schematische Darstellung des Konzepts der dynami-
schen Funktionsmigration auf Basis eines MPSoC mit
rekonfigurierbarer Logik
6.2.2 Prototypische Umsetzung und Validierung
Auf Basis des in Kapitel 6.2.1 vorgestellten Konzepts wird eine proto-
typische Implementierung angestrebt, die verwendet wird, um das
Konzept zu evaluieren. Zur Feststellung des Overheads wird auf eine
verfügbare MPSoC Architektur zurückgegriffen. Der Aufbau setzt auf
den Masterarbeiten [Dör17] und [Bal17] auf, in deren Ausarbeitungen
weitere technische Details nachgeschlagen werden können und weitere
Messwerte zu finden sind.
6.2.2.1 Hardwareaufbau
Zur Realisierung der prototypischen Umsetzung des Konzepts wird eine
Xilinx Zynq Ultrascale+ Architektur (vgl. [110]) eingesetzt, die sowohl
135
6 Methoden zur sicheren Ressourcennutzung und Funktionsmigration
eine Real-Time Processing Unit (RPU) in Form eines ARM-Cortex R5
Dual Core Prozessors, eine Application Processing Unit (APU) in Form
eines ARM-Cortex A53 Quad Core Prozessors und einen FPGA-Anteil
enthält. Das auf die hier relevanten Komponenten reduzierte Blockdia-
gramm ist in Abbildung 6.15 dargestellt. Die beiden Prozessoren der
RPU können dabei sowohl als Zweikernprozessor als auch in Lock-Step
Mode betrieben werden. Der vorhandene Lock-Step Mode wird für die
weitere Implementierung als Basis-Mechanismus eingesetzt, um Fehler
in den Prozessoren erkennen zu können und spielt somit eine wichtige
Rolle. Ebenso wird der von Xilinx bereitgestellte Fehlerinjektionsmecha-
nismus genutzt um das System auf seine Funktionalität zu prüfen.
Der Start der Rechenkerne sowie die Überwachung des SoC wird im
Xilinx Zynq Ultrascale+ von der Platform Management Unit (PMU)
verwaltet. Bei dieser PMU handelt es sich um einen weiteren, vom
Nutzer programmierbaren Prozessor, der verwendet werden kann, um
den Kontext zu speichern bzw. eine Umschaltung vom APPS auf das
BS durchzuführen. Es bietet sich an, die in Kapitel 6.2.1 erläuterte Steue-
rung auf der PMU zu realisieren und dazu deren Firmware anzupassen4.
Alternativ wäre auch eine Realisierung der Ablaufsteuerung in der
Programmierbaren Logik möglich.
Die Berechnung der eigentlichen Applikation wird auf der RPU imple-
mentiert, bei der eine Lock-Step Konfiguration zur Fehlererkennung
verwendet wird. Erkennt die Lock-Step Logik einen Fehler, wird dieser
an die PMU weitergegeben und das Backup System kann gestartet
werden.
Zur Umsetzung der Zugriffssteuerung wird ebenfalls eine bereits im
MPSoC enthaltene Komponente genutzt, die Xilinx Peripheral Protec-
tion Unit (XPPU). Bei aktivierter XPPU werden unerlaubte Zugriffe auf
ein Modul nicht an dieses weitergeleitet und es erfolgt eine Benachrich-
tigung an die PMU.
Um das Backup System abzubilden wird in der rekonfigurierbaren
Logik ein weiterer Prozessor instanziiert, der eine diversitäre Archi-
tektur besitzt. Genutzt wird hierfür eine Xilinx Microblaze Architektur.
Um diesen Prozessor nicht permanent vorhalten zu müssen, wird dieser
4Die konkrete Umsetzung sowie eine Analyse der PMU Firmware kann der Masterarbeit
[Dör17] entnommen werden
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Abbildung 6.15: Blockdiagramm der Xilinx Zynq Ultrascale+ Archi-
tektur reduziert auf die in diesem Kontext relevanten
Komponenten
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in einen partiell rekonfigurierbaren Bereich integriert und kann bei
Bedarf konfiguriert werden. Während im System kein Fehler auftritt,
kann in diesem Bereich eine andere Applikation oder ein anderer Co-
Prozessor konfiguriert werden, der für die eigentliche sicherheitskriti-
sche Applikation nicht benötigt wird5.
Als weitere verbleibende Komponente wird der Zustandsspeicher
und die Übergabe realisiert. Diese werden in Form einer dedizierten
Schaltung und mit Hilfe von Block-RAMs in der programmierbaren
Logik implementiert. Diese Variante der Implementierung reduziert die
Zugriffszeit sowie die Zugriffssteuerung und erlaubt eine spezifische
Implementierung für die Umschaltung der Block-RAMs.
6.2.2.2 Evaluierung
Für die Anwendung eines Mechanismus, wie in Kapitel 6.2.1
beschrieben, ist es besonders wichtig, die Umschaltzeiten und entste-
henden Latenzen zu kennen. Ebenso ist es wichtig zu wissen, wie groß
der Zeitraum ist, in dem die Funktionalität kurzfristig nicht bereitgestellt
werden kann, um abzuschätzen, ob dies zulässig ist. Je nach Anwen-
dungsfall kann eine gewisse Totzeit akzeptabel sein, da beispielsweise
das mechanische System, das gesteuert werden soll träge ist und somit
keine merkliche Auswirkung auftritt.
Im Weiteren werden einige ausgewählte Messergebnisse präsen-
tiert, welche die Funktionalität validieren und die Einschränkungen
aufzeigen.
Entscheidend ist für das vorgestellte Konzept ein kompletter Zyklus
von Fehlerinjektion über die Übernahme durch das Backup System, den
Reset des Applikationssystems (APPS) bis zur Rückgabe der Funktiona-
lität an das APPS. Speziell die folgenden Zeitspannen sind zur Charak-
terisierung des Konzepts und der Implementierung von Interesse:
• Intervall von Fehlerinjektion bis zum Eintritt in den Interrupt
Handler.
5Die konkrete Umsetzung der partiell dynamischen Rekonfiguration des Microblaze
Prozessors kann der Masterarbeit [Bal17] entnommen werden
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• Intervall ab Eintritt in den Interrupt Handler bis zur Signalisierung
der Bereitschaft des Backup Systems, inkl. der Konfiguration des
Zugriffsschutzes.
• Initiierung des RPU Resets.
• Intervall vom Reset der RPU bis zur Signalisierung der Bereitschaft
des Applikationssystems.
• Intervall zur Rekonfiguration der Zugriffssteuerung zur Übergabe
an das Applikationssystem.
Insbesondere die beiden ersten Intervalle stellen einen kritischen
Systemzustand dar. In diesen beiden Zeitspannen ist davon auszugehen,
dass das Applikationssystem (APPS) fehlerhaft ist und das Backup
System noch nicht bereit ist. Ab dem dritten Intervall, also der Signa-
lisierung der Bereitschaft des Backup Systems, kann mindestens eine
degradierte Funktion bereitgestellt werden. Die Rückgabe zum Appli-
kationssystem ist in diesem Fall optional und auf eine sichere Weise
erreichbar. Während das Backup System funktioniert, wird das APPS
auf Fehler überprüft und neu gestartet. Sind keine permanenten Fehler
zu erkennen, kann eine Übergabe von BS zum APPS erfolgen, bedingt
jedoch wiederum eine geringe Ausfallzeit.
In Tabelle 6.4 sind die Ergebnisse für die Messung der einzelnen Inter-
valle gelistet.
Tabelle 6.4: Benötigte Intervalldauer für die dynamische Migration von
Funktionen bei Auftreten eines Lock-Step Fehlers
Messintervall Dauer in PMU Takten bei 33,33MHz
Injektion bis IRQ Handler 375, 01± 0, 07
IRQ Handler bis BS verfügbar 453, 19± 0, 81
Initiierung des RPU Reset 1.095, 32± 0, 89
Reset RPU bis zur Bereitschaft 5.528, 00± 7, 41
Rekonf. der Zugriffssteuerung 509, 67± 4, 36
Der Gesamte Zyklus nimmt somit ca. 238, 86µs in Anspruch, von denen
ca. 198, 72µs vom Backup System abgedeckt sind. Nicht abgedeckt sind
somit 24, 85µs bei der Übergabe vom APPS an das Backup System bzw.
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15, 29µs bei der Rückgabe. Entscheidend sind somit die 24, 85µs, zu
Beginn des Zyklus. Dieser Wert stellt jedoch eine sehr kurze Zeitspanne
dar, die in sehr vielen Anwendungsfällen als akzeptables Intervall ange-
sehen werden kann6.
Abgesehen von der Latenz werden durch die Implementierung in Hard-
ware Logikressourcen verwendet. Ein Überblick über die Verwendeten
Ressourcen ist in Tabelle 6.5 zu finden.
Tabelle 6.5: Benötigte Hardwareressourcen für die dynamische Migra-
tion von Funktionen
Ressourcentyp verwendet verfügbar
CLB 910 34.260 2, 66%
LUT 4.432 274.080 1, 62%
Flip-Flops 4.452 548.160 0, 81%
BRAM 12 912 1, 32%
DSP Slices 3 2.520 0, 12%
6.2.3 Bewertung
Mit der Einbringung einer dynamischen Migration von Funktionen
eines Applikationssystem (APPS) auf ein Backup System (BS) werden
neue Möglichkeiten aufgezeigt, die es erlauben, selbst im Fehlerfall ein
gewisses Maß an Funktionalität zu gewährleisten. Die einer Migration
zu Grunde liegenden Überwachungsmechanismen werden benötigt, um
Fehler zu erkennen und diese zu signalisieren. Stellt man diese Migra-
tion nun in Relation zu den in Kapitel 4.2 vorgestellten Fehlerbilder,
so wird deutlich, dass dieses Konzept nicht direkt eines der Fehler-
bilder adressiert. In diesem Fall wird selbst bei Auftreten eines Fehler-
bildes eine Möglichkeit geschaffen das System weiterhin, wenn auch mit
ggf. reduzierter Funktionalität, zu betreiben. Die Überwachungsmecha-
nismen, die eingesetzt werden um einen Fehler zu erkennen, können
6Ein ABS System in einem PKW besitzt beispielsweise eine Regelfrequenz von ≤ 20Hz
nach [111].
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dabei sehr unterschiedlich ausfallen und sich der bereits in Kapitel 5.1,
5.2 und 5.3 vorgestellten Konzepte bedienen.
Weiterhin wird mittels der dynamischen partiellen Rekonfiguration der
Overhead geringgehalten. Die Ressourcen müssen ausschließlich im
Fehlerfall vorgehalten werden und können im Normalbetrieb für andere
Aufgaben und Funktionen eingesetzt werden. Im Normalbetrieb können
beispielsweise weitere Überwachungsmechanismen integriert werden,
die im Fehlerfall nicht mehr benötigt und so ersetzt werden können.
Für die Migration spielt dabei der Fehlerursprung zunächst keine Rolle
und kann daher für alle Fehlerbilder eingesetzt werden.
Durch die Integration innerhalb eines Multiprozessor System-on-Chip
(MPSoC) wird zwar Overhead erzeugt, jedoch eine Vervielfältigung
der Hardware minimiert. Im Vergleich zu Redundanzansätzen, wie
der Quadruplex-Architektur oder der Triplex-Triplex-Architektur (vgl.
Kapitel 3.1) wird eine Reduzierung des Hardwareaufwands erreicht.
Dieser Aufbau wird erst durch heterogene Multicorearchitekturen
ermöglicht. Durch eine separate Spannungsversorgung der Applica-
tion Processing Unit (APU) bzw. Real-Time Processing Unit (RPU) und
des FPGA kann so auch eine Unabhängigkeit der Systemkomponenten
erreicht werden. Eine Untersuchung der gemeinsamen Fehlerquellen
muss je nach eingesetztem MPSoC durchgeführt werden. Im hier vorlie-
genden Fall des Xilinx Zynq Ultrascale+ wird beispielsweise die RPU
in der Low-Power Domain und der FPGA und die APU in der Full-Power
Domain betrieben.7
7Weitere Details zur Spannungsversorgung, der Taktverteilung und Isolation der unter-




7 Ganzheitliche Betrachtung und
Einordnung
Die in den vorherigen Kapiteln losgelöst beschriebenen Methoden bzw.
Ansätze werden in diesem Kapitel zueinander in Bezug gesetzt und
gesamtheitlich betrachtet.
Dieses Kapitel gibt einen Überblick über die in dieser Arbeit vorge-
stellten Methoden zur Überwachung und Fehlererkennung in multi-
corebasierten Systemen und wie diese miteinander kombiniert werden
können. Es soll herausgearbeitet werden, inwiefern Kombinationen der
Ansätze möglich sind bzw. benötigt werden, um die Fehlerbilder und
die Herausforderungen in multicorebasierten Systemen (vgl. Kapitel 4)
zu adressieren. Es wird dargestellt in welchen Kombinationen welche
Abdeckung erreicht werden kann.
Die Anforderungen an die Ansätze, welche in Kapitel 5 und 6 vorge-
stellt wurden, können im Kontext eines Anwendungsfalls sehr unter-
schiedlich ausfallen und müssen daher Berücksichtigt werden. Diese
Anpassungen können in Form von Parametern in der Umsetzung der
Ansätze einfließen. Die beschriebenen Komponenten bieten entspre-
chende Möglichkeiten zur Anpassung an den Anwendungsfall.
Zur Verdeutlichung wird herausgearbeitet, inwieweit die Ansätze auf
andere Architekturen übertragbar sind und im Kontext des Anwen-
dungsfalls skaliert und parametriert werden können. Ebenso wird
gezeigt, welche Einschränkungen vorhanden sind.
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- global watchdog -
Abbildung 7.1: Gesamtübersicht der kombinierten Monitoringansätze
Die in Kapitel 5.1, 5.2, 5.3 und 6.1 vorgestellten Konzepte können
sowohl unabhängig voneinander eingesetzt als auch in einem MPSoC
in Kombination integriert werden. In Abbildung 7.1 ist eine schemati-
sche Integration der einzelnen Konzepte in ein MPSoC dargestellt. Insge-
samt kann durch die Kombination der verschiedenen Ansätze eine sehr
gute Überwachungsabdeckung des MPSoC erreicht und der Gesamtzu-
stand evaluiert werden. Alle einzelnen Monitore übertragen die Infor-
mationen an die interne Monitoring Einheit, welche eine Auswertung auf
MPSoC-Level durchführt. Der ermittelte Zustand wird von der Monito-
ring Einheit an eine externe Einheit kommuniziert. Diese dient der Über-
wachung von Fehlerquellen (CCF), die für den Ausfall des gesamten
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MPSoC verantwortlich sein können, z.B. Taktversorgung und Versor-
gungsspannung.
Ergänzend wird durch die Erkennung von Fehlern dazu beigetragen, die
in Kapitel 4.1 beschriebenen Herausforderungen bewältigen zu können.
Auch wenn Fehler damit nicht kategorisch vermeidbar sind, wird durch
eine Erkennung zu einem sicheren Betrieb beigetragen.
Stellt man nun die Kombination der Monitoringansätze und die mögli-
chen Fehlerbilder aus Applikationssicht (vgl. Kapitel 4.2) gegenüber, so
wird deutlich, dass die vorgestellten Ansätze alle drei Hauptkategorien
- Hohe Ausführungslatenz, Fehlerhafte Berechnung/Daten/Zugriffe, Fehlende
Funktionsausführung - adressieren. Dabei wird eine mindestens zwei-
fache Überdeckung der Hauptkategorien erreicht. Die Hauptkategorien
können wie folgt abgedeckt werden:
• Hohe Ausführungslatenz:
Hierarchischer Watchdog (Kap. 5.2), DMA-Monitoring (Kap. 5.3),
HW-Virtualisierung (Kap. 6.1)
• Fehlerhafte Berechnung/Daten/Zugriffe:
TMR On-Chip (Kap. 5.1), DMA-Monitoring (Kap. 5.3), HW-Vir-
tualisierung (Kap. 6.1)
• Fehlende Funktionsausführung:
TMR On-Chip (Kap. 5.1), Hierarchischer Watchdog (Kap. 5.2)
Die resultierenden Monitoring Informationen ergänzen sich zum
Gesamtsystemzustand. In Abhängigkeit vom Safety-Ziel auf System-
level kann eine Kombination von zwei oder mehr der vorgestellten
Konzepte eingesetzt und trotzdem eine Abdeckung erreicht werden.
Mögliche Kombinationen sind in Tabelle 7.1 mit einem Kreuz (x) darge-
stellt. Dabei stellt eine Zeile jeweils die Kombinationsmöglichkeiten
dar. Als Beispiel kann eine Abdeckung durch Kombination des TMR
On-Chip Ansatzes mit dem hierarchischen Watchdog oder mit DMA-
Monitoring oder mit HW-Virtualisierung erreicht werden.
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Tabelle 7.1: Kombinationsmöglichkeiten der Monitoringansätze bei
denen alle drei Hauptkategorien der Fehlerbilder abgedeckt
werden
TMR On-Chip Hier. Wdog DMA-Mon. HW-Virt
TMR On-Chip x x x
Hier. Wdog x x x
DMA-Mon. x x
HW-Virt x x
Die Kombinationen (Ci), die zur Erreichung der Abdeckung anwendbar
sind, können als logische Verknüpfung interpretiert werden, die sich
nicht ausschließen:
C1 = TMR On-Chip∧Hier.Wdog (7.1)
C2 = TMR On-Chip∧DMA-Mon. (7.2)
C3 = TMR On-Chip∧HW-Virt (7.3)
C4 = Hier.Wdog∧DMA-Mon. (7.4)
C5 = Hier.Wdog∧HW-Virt (7.5)
Aus diesen Konstellationen entsteht eine Menge von Kombinationsmög-
lichkeiten MC:
MC = {C1, C2, C3, C4, C5} (7.6)
Hieraus resultiert die Mächtigkeit (|MC|) der Menge der Kombinations-
möglichkeiten (Ci):
|MC| = 5 (7.7)
Mit all diesen Kombinationen kann eine Abdeckung der Fehlerbilder
aus Applikationssicht, welche in Kapitel 4.2 dargestellt sind, erreicht
werden. Die Auswahl der Konstellation wird auf Basis der zur Verfü-
gung stehenden Hardware-Architektur durchgeführt. Die vorliegende
Hardware-Architektur bedingt somit Einschränkungen der Realisierbar-
keit von verschiedenen Ansätzen.
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Betrachtet man die verschiedenen Ansätze, wird deutlich, dass sich diese
auf unterschiedlichen Ebenen im System befinden. Zusätzlich können
die Ansätze mit Methoden der Überwachung in Software kombiniert
werden, wie beispielsweise der in Kapitel 5.1.1 und 5.2.1 in Form
einer Challenge-Response-Abfrage vorgestellte Ansatz. Eine Challenge-
Response-Abfrage sowie weitere Mechanismen, die in Software reali-
siert werden, umfassen dann alle Ebenen von der Applikation bis zur
Hardware. Eine Darstellung dessen ist in Abbildung 7.2 zu finden.
Insgesamt kann die Entwicklung und Einbindung der Überwachung als

















































Abbildung 7.2: Monitoringansatz über mehrere Ebenen
Die Monitoring Ebene - SoC kann dabei als globale Monitoring Einheit
betrachtet werden, welche sämtliche Informationen der unterschiedli-
chen Ebenen sammelt und auswertet und somit dem Zustand des SoC
evaluiert.
Da speziell im Falle eines Mehrkernprozessors die Komplexität der Soft-
ware1 durch die eingebrachten Abhängigkeiten besonders hoch ist, wird
eine Umsetzung in Hardware bevorzugt. Darüber hinaus wird durch
1Hier ist der gesamte Software Stack gemeint und beinhaltet die Applikation, das
Betriebssystem sowie weitere optionale Treiberschichten oder Hypervisor.
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eine Umsetzung in Hardware und die daraus folgende Transparenz eine
Unabhängigkeit geschaffen, die im Kontext der Standards für Sicher-
heitskritische Systeme (vgl. Kapitel 2.2) einen entscheidenden Aspekt
bildet. Wird die Überwachung in Software auf demselben Prozessor-
kern durchgeführt, so wird ein Fehler in diesem, Auswirkungen sowohl
auf die Applikation als auch auf die Überwachung haben. Wird die
Überwachung hingegen in Hardware umgesetzt, ist dies zunächst unab-
hängig von der Applikation und die Überwachung kann im Fehler-
fall des Prozessorkerns weiterhin fehlerfrei ausgeführt werden. Durch
eine separate Spannungs- sowie Taktversorgung kann eine weitere Tren-
nung erreicht und somit die Unabhängigkeit der Systemteile unter-
stützt werden. Die kann beispielsweise in heterogenen Architekturen
mit rekonfigurierbarer Logik erreicht werden, wenn der FPGA-Anteil
separat versorgt wird.
Basierend auf den vorgestellten Konzepten kann die Erkennung von
Fehlern im System verbessert werden. Dies trägt dazu bei die zuläs-
sigen Ausfallraten, die durch die Standards vorgegeben werden (vgl.
z.B. Tabelle 2.1 in Kapitel 2.2.1), zu erreichen. Werden die vorgestellten
Konzepte im Kontext von sicherheitskritischen Anwendungen mit SIL-
Einstufung eingesetzt, so kann die in Kapitel 2.2.2 vorgestellte Safe
Failure Fraction (SFF) verbessert werden. Speziell λDD in Formel (2.3)
wird durch die vorgestellten Mechanismen verbessert und trägt somit
zu einer messbaren Verbesserung und zum Erreichen der durch die
Standards vorgegeben Ausfallraten bei. Die in die Berechnung der SFF
einfließenden Summe der erkannten gefahrbringenden Ausfälle wird
durch die Konzepte minimiert. Es wird mindestens ein sicherer Zustand
erreicht (entspricht N = 1 in Tabelle 2.2), im Falle des vorgestellten
Redundanzansatzes und der dynamischen Funktionsmigration wird
hingegen die Funktion aufrechterhalten, was N = 2 in Tabelle 2.2
entspricht. Wird davon ausgegangen, dass die weiteren Werte für λ und
λD in Formel (2.3) gleich bleiben und durch die vorgestellten Mecha-
nismen λDD verbessert wird, so wirkt sich dies direkt auf die SFF aus
und trägt somit zur Erfüllung der Anforderung aus den Standards bei.
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7.2 Übertragbarkeit und Skalierbarkeit
Basierend auf der vorliegenden Plattform2, die für das zu entwi-
ckelnde System eingesetzt werden soll, kann sich der Einsatz der vorge-
stellten Methoden unterscheiden. Grundsätzlich sind alle vorgestellten
Konzepte in einer heterogenen Multicoreplattform mit rekonfigurier-
barer Logik (RL) anwendbar. Speziell durch die Bereitstellung der rekon-
figurierbaren Logik entsteht ein wesentlich größerer Entwurfsraum mit
einer gesteigerten Flexibilität.
Jedoch sind nicht alle vorgestellten Konzepte auf eine heterogene Multi-
corearchitektur mit rekonfigurierbarer Logik (RL) angewiesen. Die nach-
folgende Tabelle 7.2 gibt einen Überblick über die mögliche Integration
der Konzepte in einer heterogenen Commercial Off The Shelf (COTS)
Multicorearchitektur mit RL sowie deren Integration in eine Architektur
ohne RL, an welcher keine Änderungen der Hardware mehr möglich
sind.
Durch die Berücksichtigung der unterschiedlichen verfügbaren Archi-
tekturen und dem aufkommenden Trend, wird die Übertragbarkeit weit-
gehend sichergestellt. In vielen Anwendungsfällen kann die Nutzung
einer Architektur mit rekonfigurierbarer Logik vorteilhaft sein, um
weitere Co-Prozessoren, Schnittstellen o.ä. integrieren zu können.
Die vorgestellten Ansätze sind weitestgehend skalierbar, was in diesem
Zusammenhang einschließt, dass diese mit Blick auf die Zielplattform
parametriert werden können. Der vorgestellte Redundanzansatz kann
beliebig zu einer n-out-of-m Architektur ausgeweitet werden, wenn dies
im Systemkontext notwendig ist. Es können weiterhin Ergebnisse einer
weiteren, durch Hardware Redundanz abgebildeten, Einheit berück-
sichtigt und in das Voting mit einbezogen werden. Vergleicht man
dies mit der in Kapitel 3.1 vorgestellten Quadruplex-Architektur, kann
bereits jeder Kanal, welcher auf einem Mehrkernprozessor basiert, eine
interne Redundanz und damit gesteigerte Zuverlässigkeit bereitstellen.
Dies geschieht ähnlich zur vorgestellten Triplex-Triplex-Architektur,
die jedoch pro Kanal mehrere Rechner benötigt. Im Umkehrschluss
ermöglicht dies weitere redundante Kanäle zu minimieren und die
Gesamtkosten des Systems im Sinne von Space, Weight and Power
2Dies beinhaltet Software und Hardware.
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Tabelle 7.2: Integrationsmöglichkeiten der Ansätze in COTS Multico-
rearchitekturen mit und ohne rekonfigurierbare Logik (RL)
mit RL ohne RL Bemerkungen
TMR On-Chip x x Umsetzung kann rein in Software
erfolgen.
Hier. Wdog x (x) Die Integration in ein COTS
MPSoC ohne rekonf. Logik ist
davon abhängig, ob im Prozessor
Möglichkeiten zum Reset einzelner
Rechenkerne vorhanden sind.
DMA-Mon. x (x) Die Integration in ein COTS MPSoC
ohne rekonf. Logik ist davon
abhängig, ob ein frei programmier-
barer DMA Controller integriert
ist.
HW-Virt x Umsetzung erfolgt in rekonf. Hard-
ware.
Fkt.-Mig. x Umsetzung erfolgt in rekonf. Hard-
ware.
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(SWAP) zu optimieren. Eine Untersuchung auf gemeinsame Fehler-
quellen (Common Cause Failure (CCF)) muss jedoch immer gesondert
durchgeführt und entsprechend betrachtet werden.
Analog ist der vorgestellte hierarchische Watchdog je nach Anwen-
dungsfall parametrierbar und skalierbar. Eine erhöhte Anzahl an
Rechenkernen kann im globalen Watchdog problemlos integriert
werden. Jeder der Rechenkerne muss dafür einen eigenen lokalen
Watchdog mitbringen, der die Informationen zum globalen Watchdog
weiterreicht. Der globale Watchdog kann fast eine beliebige Anzahl an
Rechenkernen unterstützen, bis die Umlaufzeit der Abfragen größer als
die kleinste Rückmeldezeit der lokalen Watchdogs ist.
Das hier am Beispiel eines Direct Memory Access-Controllers vorge-
stellte Überwachungskonzept ist auf andere Bus-Master Komponenten
übertragbar. In vielen Fällen sind kleine Reduced Instruction Set
Computer (RISC) Prozessoren in solchen Komponenten vorhanden, auf
deren Software Einfluss genommen werden kann. Beispiele hierfür sind,
wie vorgestellt, DMA-Controller, Hardware Security Module (HSM)
oder Plattform Management Einheiten. In Architekturen mit rekonfi-
gurierbarer Logik (RL) kann der Ansatz frei im FPGA implementiert
werden und so auf weitere Co-Prozessoren o.ä. angewendet werden.
Sollen mehr Partitionen oder Rechenkerne auf eine gemeinsam genutzte
Ressource zugreifen, so bietet die vorgestellte Hardware Virtualisie-
rung die Möglichkeit die Anzahl der virtuellen Geräte zu skalieren
und entsprechend der Zahl der zugreifenden Einheiten anzupassen.
Der Virtualisierungsmanager (VMNG) erlaubt es, mehr virtuelle Geräte
anzubinden, ohne einen weiteren VMNG zu instanziieren. Ebenso kann
das Schedulingverfahren, das die Zugriffe auf das physikalische Gerät
steuert, parametriert werden. Dabei können unterschiedliche Schedu-
lingverfahren integriert werden, die je nach Anwendungsfall die Anfor-
derungen voll erfüllen.
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7.3 Bibliothekskonzept und Einbettung in den
Design Flow
Zur Beherrschung der Komplexität und zur Bereitstellung von wieder-
verwendbaren Pattern, ist ein weiteres Ziel dieser Arbeit, die vorge-
stellten Konzepte auch für Ingenieure bereitzustellen, die keine Erfah-
rung mit sicherheitskritischen Anwendungen besitzen. Um dieses Ziel
erreichen zu können, wird ein Bibliothekskonzept vorgestellt, welches
die erarbeiteten Methoden enthält und somit die Entwicklung sowohl
von Software als auch von Hardware erleichtert und eine Möglichkeit
für Erweiterungen mitbringt.
Weiterhin wird zur systematischen Anwendung vorgestellt, wie das
Bibliothekskonzept im Entwicklungsprozess eingebunden werden kann
und welche Informationen benötigt bzw. bereitgestellt werden und
welche Einschränkungen sich ergeben.
7.3.1 Aufbau der Safety-Modul Bibliothek
Um eine einfache Wiederverwertung der vorgestellten Konzepte zu
ermöglichen, wurde bei der Erstellung darauf geachtet, dass die
Konzepte modular, parametrierbar und adaptiv aufgebaut sind. So
werden beispielsweise die Hardwareimplementierungen als parame-
trierbare IP Cores bereitgestellt. Doch nicht nur die Implementierungen
in der rekonfigurierbaren Hardware werden in dieser Bibliothek berück-
sichtigt, auch die Software wird in Form von Treibern und Funktionsmo-
dulen mit eingebunden.
Das es sich bei den vorgestellten Kombinationen der Mechanismen um
einen HW/SW Co-Design Ansatz handelt, werden sowohl der Software
als auch der Hardware Anteil der Bibliothek in Abbildung 7.3 darge-
stellt. Die umgesetzten Mechanismen können mit in Kombination mit
bestehenden Softwarebibliotheken betrachtet werden. Beispielsweise
kann die in Kapitel 5.1 vorgestellte Challenge-Response Architektur, der
DMA-Monitoring Ansatz aus Kapitel 5.3 oder der Voting Algorithmus
für den Redundanzansatz aus Kapitel 5.1 als Safety Software Modul in
die Entwicklung mit einbezogen werden.
152









































Abbildung 7.3: Bibliothekskonzept für die Entwicklung sicherheitskriti-
scher Multicore Systeme
Parallel zu den Softwarekomponenten, die eine konkrete Funktionalität
umsetzen, werden Konfigurationselemente benötigt, welche Einfluss
auf Applikation, Betriebssystem und die Hardware-Module der Safety
Mechanismen haben. Speziell die Konfiguration und Parametrierung
der Ansätze spielt eine entscheidende Rolle, um die korrekte Funktio-
nalität sicherzustellen. Die Konfigurationselemente dienen der Erstel-
lung zulässiger Konfigurationen. Dies kann jedoch nicht unabhängig
von der Applikation geschehen und benötigt auch von dieser Informa-
tionen. Hierzu gehören beispielsweise Informationen über den Aufbau
des Speicherabbilds bzw. der Speicherpartitionierung.
In der Hardware Bibliothek werden die Module in Form von IP Cores
gesammelt und können entsprechend der einzubindenden Ansätze
ausgewählt, konfiguriert und parametriert werden. Diese werden
dann basierend auf der eingesetzten Architektur in die rekonfigurier-
bare Logik oder auf vorhandene Komponenten abgebildet. Zusätzlich
können die IP Cores mit bereits vorhandenen Informationen, beispiels-
weise über die Abbildung von Softwarefunktionen auf Rechenkerne
oder über die Speicherpartitionierung, angereichert werden. In der
Bibliothek sind die in Kapitel 6.1 beschriebenen Komponenten der Hard-
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ware Virtualisierung und die globale Monitoring Einheit aus Kapitel 5.2
vorhanden.
Beide Bibliotheken können mit weiteren Konzepten erweitert werden.
Die Auswahl der Safety Mechanismen hängt stark von der Architektur
ab. Die Auswahl und das Vorgehen bei der Auswahl wird im folgenden
Kapitel beschrieben.
7.3.2 Einbettung der Bibliothek in den
Entwicklungsprozess
Da im Bereich sicherheitskritischer Anwendungen bei der Entwicklung
zu meist auf das V-Modell (vgl. Kapitel 2.2.3) zurückgegriffen wird und
die auch in den Standards verankert ist, wurde dieses Vorgehen in der
vorliegenden Arbeit berücksichtigt. Der Einstieg der Entwicklung ist
die Festlegung der Zielfunktion und der Spezifikation. Basierend auf
der Zielfunktion und der Spezifikation kann das Sicherheitslevel und
das Sicherheitsziel der Funktion eingestuft werden. Diese Einstufung
bedingt gewisse Anforderungen an die Safety Mechanismen, die im
System integriert werden müssen. Aus der Zielfunktion und der Einstu-
fung des Sicherheitslevels lassen sich die Anforderungen für das System
Design ableiten.
Aus den Anforderungen der Applikation3 und den Safety Anforde-
rungen hinsichtlich Überwachung und Fehlererkennung, können benö-
tigte Mechanismen aus der vorgestellten Bibliothek der Safety Mecha-
nismen ausgewählt und im weiteren Verlauf der Entwicklung berück-
sichtigt werden. Die Auswahl der Safety Mechanismen kann anhand
der in Kapitel 7.1 vorgestellten Tabelle 7.1 auf Basis der Safety Anfor-
derungen an die Überwachung und die zu beachtenden Fehlerbilder
getroffen werden. Als Eingangsgröße wird daher davon ausgegangen,
dass bereits eine Ableitung der Anforderungen hinsichtlich der zu
beachtenden Fehlerbilder aus Applikationssicht durchgeführt wurde
und die Anforderungen entsprechend vorliegen.
Zur Auswahl werden jedoch weitere Anforderungen bzw. Einschrän-
kungen durch die geplante HW-Zielplattform bedingt. Diese Einschrän-
3Beispielsweise an Rechenleistung oder Speicherbedarf
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kungen reduzieren den Entwurfsraum und die Möglichkeiten bei der
Auswahl der Mechanismen. Dabei kann durch die Eigenschaften der
HW-Zielplattform über die in Kapitel 7.2 vorgestellte Tabelle 7.2 fest-
gestellt werden, welche Mechanismen innerhalb des Entwurfsraums
liegen.



























Hardware Design Software Design
UmsetzungHW - Zielplattform
Abbildung 7.4: Einbettung des Bibliothekskonzepts in den
Entwicklungsprozess
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Dies definiert die Eingangsartefakte der Bibliothek zur Auswahl der
Mechanismen. Als Rückfluss in den Entwicklungsprozess bietet die
Bibliothek die Möglichkeit, sowohl im Software als auch im Hard-
ware Design, bereits existierende Komponenten wieder zu verwenden.
Hierzu gehört auch die Bereitstellung von Konfigurationen, die für die
Parametrierung der Mechanismen benötigt werden. Diese werden in die
eigentliche Entwicklung der Applikation integriert und können somit
auf die Zielplattform abgebildet werden.
Die Einbindung der Bibliothek in den Entwicklungsprozess und dessen
Ablauf ist in Abbildung 7.4 dargestellt und zeigt die ausgetauschten
Artefakte.
Basierend auf den eingehenden Anforderungen und der Beschreibung
der HW-Zielplattform können die benötigten Mechanismen ausgewählt
werden. Kann die gewünschte Abdeckung mit mehreren Mechanismen
bzw. deren Kombination erreicht werden, so kann eine optimierte
Lösung, beispielsweise hinsichtlich der Kosten oder der Performanz,
in den folgenden Prozessschritten beispielsweise durch eine Entwurfs-
raum Exploration (Design Space Exploration) erzielt werden. Für die
Auswahl der Mechanismen ist aber nach wie vor ein gutes Detailwissen
der Zielfunktion und der Systemarchitektur notwendig, eine automati-
sierte Auswahl wurde nicht umgesetzt.
In Abbildung 7.5 werden die durchlaufenen Schritte innerhalb der
Bibliothek entlang des Entwicklungsprozesses detailliert dargestellt. Es
wird verdeutlicht, dass bei einer Verfügbarkeit von mehreren Kombi-
nationen bzw. Mechanismen eine Schleife zur Bewertung der Kosten
durchlaufen wird. Ist nur ein Mechanismus vorhanden, kann dieser
auch Bewertet und eine Kostenabschätzung durchgeführt werden,
eine weitere Auswahlmöglichkeit ist jedoch nicht vorhanden. Sollte
keine Kombination bzw. kein Mechanismus die Anforderungen erfüllen
können, wird der Durchlauf abgebrochen und es muss auf herkömm-
liche Weise ein alternativer Mechanismus entwickelt werden. Es kann in
diesem Fall nicht auf die Bibliothek zurückgegriffen werden.
Durch dieses systematische und methodische Vorgehen und die defi-
nierten Ein- und Ausgangsgrößen der Bibliothek können wiederholbare
Ergebnisse erzielt und nachvollziehbar entwickelt werden.
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8 Schlussfolgerung und Ausblick
Die nachfolgenden Abschnitte fassen die in dieser Arbeit vorgestellten
Konzepte und Ergebnisse zusammen und geben einen Ausblick über
anschließende, darauf aufbauende mögliche Arbeiten und Erweite-
rungen.
8.1 Zusammenfassung und Ergebnisse der
Arbeit
Durch die in dieser Arbeit erforschten und erarbeiteten Methoden zur
Überwachung und Fehlererkennung sowie der sicheren Nutzung von
gemeinsam genutzten Ressourcen, wurde eine Sammlung an Methoden
und Entwurfsmustern geschaffen, die einen Einsatz von heterogenen
Mehrkernprozessoren mit rekonfigurierbarer Logik in sicherheitskriti-
schen Anwendungen wesentlich vereinfachen. Ein Einsatz dieser Tech-
nologie in sicherheitskritischen Anwendungen war seither, wenn über-
haupt, nur mit sehr großen Einschränkungen möglich.
Basierend auf den systematisch abgeleiteten Herausforderungen bei
der Entwicklung von multicorebasierten Systemen im sicherheitskriti-
schen Umfeld und den daraus entstehenden spezifischen Fehlerbildern,
wird in dieser Arbeit ein Baukastensystem mit Methoden zur Über-
wachung und Fehlererkennung bereitgestellt, das die Entwicklung und
den Einstieg vereinfacht. Durch die zugrundeliegende Modularität und
Parametrierbarkeit kann dieses Baukastensystem auf einfache Weise
erweitert und mit anderen Bibliotheken verbunden werden. Durch die
Möglichkeit zur Anbindung an bekannte Entwicklungsprozesse wird
eine Integration in bekannte und etablierte Entwicklungsschritte verein-
facht.
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Selbst die Vielfalt an verfügbaren Mehrkernprozessoren kann durch die
beschriebenen Konzepte und deren prototypische Umsetzung auf unter-
schiedlichen Plattformen beherrscht werden. Die Bibliothekselemente
können je nach Zielarchitektur wiederverwendet werden und bedürfen
keiner großen Anpassung.
Durch die Bereitstellung von adaptiven, parametrierbaren Multi-Level
Monitoring-Mechanismen sowohl in Hardware als auch in Software,
wird eine Abdeckung der Überwachung über alle Ebenen des Systems
von der Applikation über das Betriebssystem bis hin zur Hardware
erreicht. Das in einer typischen Entwicklung von sicherheitskritischen
eingebetteten Systemen vorhandene HW/SW Co-Design kann auf diese
Weise bestens unterstützt werden.
Die vorgestellte Möglichkeit zur Abbildung einer sicheren Ressourcen-
nutzung in eine rekonfigurierbare Logik bringt eine bisher nicht verfüg-
bare Möglichkeit, gemeinsam genutzte Ressourcen bei sehr geringer
zusätzlicher Latenz sicher zu nutzen ohne eine erhöhte Komplexität in
Software zu bedingen. Diese Variante kann nicht nur innerhalb eines
FPGA implementiert werden, auch eine Integration in künftige Hard-
ware Architekturen in Form eines ASIC ist möglich.
Speziell im industriellen Umfeld spielt Flexibilität und Übertragbarkeit
eine entscheidende Rolle, um die Dauer von Entwicklungszyklen redu-
zieren zu können. Durch die vorgestellten Architekturmuster, die auf
eine breite Palette von Architekturen übertragbar sind, können bei der
Entwicklung bereits bekannte Muster auf eine neue HW-Zielplattform in
einfachster Weise übertragen werden. So kann in industriellen Anwen-
dungen die Zeitspanne bis zur Platzierung eines Produkts am Markt
reduziert werden.
Für zukünftige Anwendungen im sicherheitskritischen Umfeld werden
immer weiter steigende Anforderungen aufkommen, die sich durch den
steigenden Grad an Automatisierung ergeben. Durch eine dynamische
Migration von Funktionen, die ohne eine permanente Bereitstellung
von Ressourcen auskommt, wird eine Beispielarchitektur geschaffen,
Systeme ohne Vervielfältigung der Hardware im Fail-Operational
Kontext zu entwickeln.
Zusammenfassend stellt die vorliegende Arbeit eine Basis für den
Einsatz und die Beherrschung von heterogenen Multicorearchitekturen
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mit rekonfigurierbarer Logik in sicherheitskritischen Anwendungen
bereit und gibt einen grundlegenden Überblick über die Herausforde-
rungen und Spezifika von Mehrkernprozessoren.
8.2 Ausblick
Da der Hauptfokus der Arbeit auf der konzeptionellen Erarbeitung
von Mechanismen und Methoden lag, wurden Kompromisse beim
Ressoucenverbrauch und dem Energieverbrauch eingegangen. In vielen
Anwendungsfällen kann jedoch gerade der Energieverbrauch und der
Ressourcenaufwand eine wichtige zusätzliche Rolle spielen, weswegen
eine Optimierung und Analyse in diese Richtung eine mögliche Erwei-
terung dieser Arbeit darstellt.
Auf Basis eines konkreten Anwendungsfalles kann zusätzlich eine
detaillierte Berechnung von Ausfallraten durchgeführt werden. In dieser
Arbeit wurde darauf verzichtet, da für eine Berechnung Informationen
der HW-Hersteller und der Anwendung benötigt werden, die in der
Regel nur in Serienprodukten zur Verfügung gestellt und im Falle einer
Zertifizierung nachgewiesen werden müssen.
Zur weiteren Umsetzung und Untersuchung von Fail-Operational
Systemen, kann im konkreten Anwendungsfall eine detaillierte Unter-
suchung von Abhängigkeiten der Systemkomponenten durchgeführt
werden. In den beschriebenen Konzepten wurde dies nicht nachgeprüft,
es wurden lediglich die Informationen aus verfügbaren Quellen zu Rate
gezogen.
Bei aktuellen und neuen Designs wird mehr und mehr eine modellba-
sierte Entwicklung verfolgt. Beim Einsatz eines modellbasierten Top-
Down Entwicklungsprozesses ist es von besonderem Vorteil die Hard-
ware frühzeitig in den Entwicklungsprozess einbeziehen zu können.
Hierfür werden Modelle auf unterschiedlichen Ebenen benötigt, die
Safety Mechanismen einschließen. Diese Modelle können für die Allo-
kation und Scheduling von Software verwendet werden. Daher kann
eine Modellierung der Mechanismen auf Basis eines gängigen Standard-
formats durchgeführt werden, sobald dies vorhanden ist. Die Modelle
können ebenso in einer Design Space Exploration als Eingangsarte-
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