Abstract-In recent years there have been many improvements in the reliability of critical infrastructure systems. Despite these improvements, the power systems industry has seen relatively small advances in this regard. For instance, power quality deficiencies, a high number of localized contingencies, and large cascading outages are still too widespread. Though progress has been made in improving generation, transmission, and distribution infrastructure, remedial action schemes (RAS) remain non-standardized and are often not uniformly implemented across different utilities, independent system operators (ISOs), and regional transmission organizations (RTOs). Traditionally, load shedding and islanding have been successful protection measures in restraining propagation of contingencies and large cascading outages. This paper proposes a novel, algorithmic approach to selecting RAS policies to optimize the operation of the power network during and after a contingency. Specifically, we use policy-switching to consolidate traditional load shedding and islanding schemes. In order to model and simulate the functionality of the proposed power systems protection algorithm, we conduct Monte-Carlo, time-domain simulations using Siemens PSS/E. The algorithm is tested via experiments on the IEEE-39 topology to demonstrate that the proposed approach achieves optimal power system performance during emergency situations, given a specific set of RAS policies.
I. INTRODUCTION
Power systems contingencies continue to have negative impacts, not only on the ability to provide immediate electrical power where needed, but more significantly on the longterm sustainability of our economic, societal, and political institutions that rely on a dependable source of energy. Power systems engineers and scientists are continually striving to find methods that will mitigate the effects of both exogenous and endogenous system perturbations. Extreme variability in load or generation, machine or component failure, adverse weather, and even acts of terrorism [1] are some examples of the former. Operator error, improper device settings or maintenance, and miscalculation of generation or load dispatch are a few simple examples of the latter. While in both cases it is important to prevent entering into fragile situations, it is often the case, in practice, that remedial action schemes (RAS 1 ) must be implemented during a contingency to avoid cascading outages. Thus, designing power system protection methods that are robust, fair, efficient, and reliable is crucial.
The breadth of RAS policies is vast and continually expanding. Traditionally, two protection actions have proven to be highly effective as part of an RAS -namely load shedding and islanding. Load shedding has many permutations ranging from homogeneous, naive techniques [2] , [3] to highly complex and adaptive [4] - [6] . Load shedding is a powerful scheme because it fundamentally seeks to optimize the power flow so that load and generation match precisely. Also, depending on its complexity, the computation time is often small enough to merit on-line operation. Islanding, on the other hand, is a relatively new method for protection. Its main purpose is to isolate functional sections of the power system so that a contingency does not cascade and become more severe. Some studies have been done with regard to islanding's effectiveness on both micro and macro scale grid topologies [7] [8] . Others have started to consider the effects of having distributed generation (DG) sources contained within islands [9] . Despite the many factors that influence the use of islanding, it is largely agreed upon that this protection method is useful for improving the operation of a power system in some contingency situations [10] . Typically islanding policies have been determined offline by simulating a large set of different contingencies and finding sections of the grid that can continue to operate independently of adjacent grid infrastructure. Reference [10] also proposes one of the first on-line islanding algorithms.
Given the variety of load shedding and islanding approaches, along with their various combinations, the number of possible RAS policies (just considering these two schemes) is vast. Unfortunately, during emergency situations it is difficult to determine which such policy will optimally improve network operation after a contingency. The main contribution of this paper is to provide a novel approach to selecting such RAS policies in a manner that maintains strong performance guarantees. Specifically, we introduce the framework of policy switching. Policy switching is an algorithmic approach to selecting and executing the policy that exhibits the best performance according to Monte-Carlo simulation techniques [11] . As time progresses, this approach may switch between multiple policies, depending on the specific way that the grid system evolves. This methodology has been used in machine learning and artificial intelligence spheres to improve the outcomes of multiple control problems ranging from realtime strategy (RTS) games to computer networking. Grid protections provide similar control issues in that there is a wide breadth of RAS policies to choose from. Ideally, the optimal solution will be found in an automated and real-time manner.
The remainder of this paper will first address, in more detail, the RAS policies of load shedding and islanding. Subsequently, further background on the theory of policy switching (Markov Decision Processes) and its potential applications in power systems will be discussed (Sections II-A, II-B and II-C respectively). Section III will discuss the scope and the notable assumptions made in the simulations, as well as introduce the specific algorithm that is simulated on a model of IEEE-39. Following that, Section IV will highlight the details of the experiments performed. The paper concludes with Section V which explains key takeaways as well as the authors' ideas for algorithm improvements and future policy switching work in the field of power systems.
II. BACKGROUND

A. Remedial Action Schemes
This section reviews relevant load shedding and islanding approaches in order to lay the framework for why intelligent selection algorithms are useful.
1) Load Shedding: Load shedding is characterized by the ability to alter the amount of electrical power consumed by a specific load bus (or by a set of load buses). In some more advanced methodologies only particular loads are partially or fully shut down, whereas more naive methods decrease load power consumption at all of the loads in the network. Advanced approaches, often labeled as adaptive, are characterized by the ability to do one or more of the following: determine the severity of a contingency and shut down loads appropriately, determine where a contingency occurs and shut down loads spatially or electrically near the contingency, assign significance to particular loads that are of higher priority (i.e., hospitals, schools, data centers, etc.), as well as base decisions off of bus voltages, system frequency, and the time derivative of voltage and frequency [4] - [6] , [12] .
In order to test the policy of load shedding, we select a simple approach that is commonly used in utility protective methods today. That is, we select traditional, under-voltage load shedding. This RAS is specifically chosen because of its ease of implementation, as well as its aptness to be performed on-line. Traditional load shedding selects each operating, controllable load in the system and reduces its power consumption by a fixed ratio R. More formally:
Where L final is defined as the MVA power demand after load shedding, and L k is each operational load at bus k, where k iterates over in-service load buses from the ith load bus to the jth load bus.
2) Islanding: Islanding techniques are relatively new to the power systems protection arsenal. One way of performing islanding analysis is to simulate a large set of possible contingencies (e.g., N − 1 − 1, N − 2) on the network topology in question. For each specific contingency, an islanding scheme is selected that best allows the system to be saved from severe off-nominal operation. An operator or an automated RAS can then recall a specific islanding scheme if ever the matching contingency occurs. Some new islanding methodologies that have been recently proposed that use slow-coherency, active and reactive power balancing, and distributed generation considerations [7] - [10] .
For the purpose of our experiments, we define two levels of islanding capability that have been determined offline. Similar to current methods used in grid operations, we have pre-determined where to island based on balancing load and generation in each island [13] . Fig. 1 depicts the IEEE Case 39 topology with our example islanding scheme. The general concept of our islanding method is to split the case, electrically, in half. This illustrative rule in Fig. 1 can be generalized to a proper measure of electrical distance that yields relatively stable islands in a slow-coherency sense, as proposed in [14] . Due to the small size of Case 39 we determined that more than two iterations of this policy created islands that were not autonomous and therefore ineffective. For the first iteration, we partition the case into Island 1 and Island 2 (labeled and shadowed in blue and red in Fig. 1 ). The second level of islanding allows another split in half. Specifically, two subislands contained within Island 1 and Island 2 are created. As seen in Fig. 1 , the two new sub-partitions are labeled Island 3 and Island 4 (shadowed in green and purple). 
B. Markov Decision Processes
We formalize the control problem of choosing amongst RAS policies within the framework of Markov Decision Processes (MDPs) [15] . MDPs are a widely used mathematical model of controllable systems with stochastic dynamics. By modeling a control problem as an MDP, it is possible to draw on decades of research that has produced rich theory and computational solutions. Here we describe the necessary MDP concepts for this paper and in the next section describe our chosen computational approach of policy switching.
An MDP is a tuple (S, A, P, R), where S is a set of system states and A is a set of possible control actions. For example, in a power system network, each state would correspond to a possible configuration of the joint state variables in the network. Each action might correspond to the control actions available to a network operator, e.g. opening a transmission line. The third MDP component, P , is a conditional transition distribution defined such that P (s ′ | s, a) gives the probability that the system will transition to state s ′ after action a is selected in state s. Here we assume a discrete time setting, where continuous time systems can be handled by discretizing at an appropriate time scale. Note that P defines a first-order dynamic system in the sense that the distribution over next states only depends on the current state and the selected action, rather than also depending on previous states and actions. In an electrical network, P describes network state transitions due to both electrical laws, the control actions, and random exogenous events. For example, an operator action of taking a transmission line out of service will result in transient state transitions, whereas a random (exogenous) weather event will also result in such transitions. The final MDP component, R, is a reward function that maps states to numeric rewards. In the context of power networks, R(s) might measure the overall profit or quality-of-service associated with state s, noting that negative rewards can be used to model system costs.
Given an MDP, the objective is to derive a controller for the system that will accumulate the largest possible long term reward by selecting appropriate actions over time. More formally, a controller for an MDP is typically referred to as a policy π which is a mapping from states to actions. Given a policy π the MDP is controlled by selecting the actions dictated by the policy in states that arise according to the MDP dynamics. Thus, a policy π defines a distribution over the possible state sequences, and in turn reward sequences, of the system over time. Intuitively, we would like to use a policy that produces sequences with large accumulated rewards, which is formalized via the concept of value functions. Each policy π is associated with a value function V π , which is a function from states to real-numbers, such that V π (s) measure the "quality" of π when started in state s. More formally, in this paper we will let V π (s) be the expected discounted infinite sum of rewards starting from state s given by:
where E[·] is the expectation operator, β ∈ (0, 1) is a discount factor, and s t is a random variable denoting the state that results after starting in state s and following actions dictated by π for t steps (so s 0 = s). The discount factor β is included in the above expression to ensure that the infinite sum of rewards remains finite, which is accomplished by exponentially discounting future rewards at a rate of β. If a small value of β is used, then only temporally near rewards will influence the value of a policy. Rather, in practice β is often set to large values close to one to ensure that more distant rewards have significant impact on the value. A policy π * is said to be an optimal policy if in any state s its value V π (s) is at least as good as that of any other policy. A fundamental theoretical result is that every MDP has an optimal policy, though there may be multiple optimal policies (all with the same value function). Given an MDP description, it is possible to compute an optimal policy using classic algorithms such as value iteration or policy iteration [16] . Unfortunately, these algorithms are only applicable to relatively small MDPs (thousands to millions of states) and become impractical for enormous MDPs such as those that arise from large electrical networks. Further, it can be shown that computing optimal policies for such systems is formally computationally hard [17] . Thus, approximate solution approaches are generally used in such situations. One such approximate solution is policy switching, which we now describe.
C. Policy Switching
In many control applications, it is possible to obtain or create a set of diverse policies for which it is expected that at least one of the policies will perform well in any situation that may arise. For example, in the context of electrical networks, any existing RAS scheme (and all of their parameterizations) is a possible policy. The main challenge in exploiting such a policy set, in practice, is that it is difficult to define rules for determining which policy is the best for a given state of the system. Policy switching [18] , [19] is a control technique designed precisely for this situation. In particular, rather than attempt to compute an optimal policy, policy switching instead attempts to compute a policy that is at least as good in any state as any of the policies in a provided policy set.
Policy switching assumes the availability of both a policy set Π = {π 1 , π 2 , . . . , π n } and an MDP simulator. The simulator allows for starting in any state s and simulating any policy π in the MDP, resulting in a state and reward sequence. Note that for stochastic MDPs, the simulator may produce different results each run. Using such a simulator it is possible to compute an estimateV π (s) of π's value function V π (s) from any state s. In particular, this can be done by conducting some number of Monte-Carlo simulations of π starting in s for a fixed time horizon and averaging the total discounted rewards across the simulations. This estimate converges rapidly to the true value as the number of simulations and time horizon grows 2 [20] .
The availability of a reasonably accurate MDP simulator is realistic in many domains, including power systems. There are continually improved research grade tools as well as mature industrial grade simulators that answer a variety of problems for power networks.
Given the ability to estimate values using the simulator, policy switching uses a very intuitive approach to selecting actions. In particular, when arriving at state s in the actual system, policy switching computes the value estimate of each policy and then selects the action chosen by the highest valued policy. After selecting the action, the system then transitions to a new state and the policy switching process repeats. Note that since all policies are considered at each encountered state, it is possible to switch between different policies over time. We propose a correspondence between these policies and the actions dictated by a RAS scheme for a given period of time. Formally, the policy switching policy over policy set Π, denoted by Π ps , is defined as follows:
where here i * is the index of the policy that that accumulates the maximum reward in state s using our simulator to estimate policy values. The computation time to obtain the policy Π ps in state s scales linearly with the number of policies being considered. The run time is typically dominated by the simulations required for value estimates. Importantly, the algorithm can be easily parallelized since all simulations can be run on independent processors. This allows for an approximate linear reduction in runtime in terms of the number of available processors. This is important if one wants to consider large policy sets while also meeting real-time constraints on action selection.
It is not entirely obvious that it is safe in general to allow such free switching between any policy in a large set. However, this simple algorithm is able to provide the very strong guarantee that the value of the switching policy Π ps in any state is at least as good as that of the best policy in Π. In particular, assuming that there is no approximation error in the value estimatesV πi we get the following:
Theorem 1 (Adapted from [18] ): For any MDP, any policy set Π, and any state s we have that
Thus we can leverage the potential benefits of switching without a system penalty. The above guarantee assumes that the value estimates were perfect, which will not be the case in reality due to both inaccuracies in the simulator and MonteCarlo sampling. However, the result has been extended [19] to the case of approximate value estimates, where each value estimateV π is guaranteed to be within ǫ of the true value. In that case, the above theorem is modified so that the value of the switching policy is no more than 2ǫ worse in value than the best policy in the set.
III. METHODOLOGY
This section is meant to lay out the operation of the policy switching algorithm that has been implemented in PSS/E version 33. In order to perform efficient and organized experiments that interface with PSS/E in real time, we use a Python-based computational engine to complete the file organization, simulation controls, and post-processing. The PSS/E API is heavily used to automate data and file loading, network control actions (such as opening a transmission line), and data processing from PSS/E output.
First, we performed a dynamic study of the IEEE Case 39 benchmark system due to the complex transient characteristics that arise in power system contingency situations. As suggested in earlier RAS studies such as [3] and [21] , we chose to utilize a time domain, dynamic simulation. See Appendix A for details about the specific dynamic parameters (i.e., generator machine models, governors, and exciters).
We have set up a simulation strategy over two RAS policies where we implement a Monte-Carlo process that parallely computes the best base policy for each dispatch time after a contingency has occurred. A contingency is said to have occurred, in the case of our experiments, when any single bus voltage falls outside of the acceptable operating range. The acceptable operating range, derived from both the US Western and Eastern Interconnection standards, is: .9 < V pu < 1.12.
Besides defining these values, we have also modified the line flow limits to ensure an N − 1 secure network. Specifically, we added 10% capacity to each branch's limit given any N −1 situation.
Another important aspect of using policy switching as an effective power system protection algorithm is determining the effectiveness of each individual policy within each successive state (in this case, successive dispatch time intervals). As described in Sections II-B and II-C, a reward value is associated with each successfully completed Monte-Carlo simulation of policy π i within the current state s. Thus given Theorem 1 we simply need to define a universal reward method for the two RASs in our set of base policies. We have defined the reward value for each individual base policy as follows:
where L t and L t−1 are the amounts of operational load at time t and some arbitrary time horizon earlier t − 1, respectively. B is a boolean/binary variable that takes on the value 1 or 0 depending on whether the system was returned to a stable and acceptable operating point as a result of the policy. 3 The constant L total represents the total load demand in the case. In short, R(s t ) is a reward for an individual policy in state s at time t. It is defined as the weighted and normalized sum of the change in operational load over the time horizon t − 1 to t, and whether or not the power system was returned to a nominal operating point. This, along with Eq. 2 yields the value function (V π (s)). This equation now spans one entire simulation ranging from time 0 to τ , therefore we take β to be 1 in this finite time horizon as follows: Fig. 2 is a schematic visualization of the policy switching simulation technique. In summary, PSS/E is initialized with Case 39 information, a random N-2 contingency is simulated, and the policy switching algorithm works to recover the system with minimal load lost in each state.
Another key point to note about Fig. 2 is that the algorithm takes a continuous time, real-world application and breaks it into three discrete timescales. The first, and lowest level (not pictured), is PSS/E's default time step of 1/120 seconds. Next, is our defined relay operation time frame of 0.1 seconds. Notably, a sub-second timing is used since this is an acceptable range for which modern relays evaluate and take action in contingency situations. Third, is our policy switching redispatch (or intervention) time, which is derived from the settling time of the primary governor and exciter controls of the machines (5 seconds). See Appendix A for specific values. 
IV. RESULTS
In this section we provide an in depth review of one of the N − 2 contingency situations simulated on IEEE Case 39.
First, we open the branches between Bus 19 and Bus 20, as well as between Bus 2 and Bus 25. This subsequently causes an out-of-bounds violation for multiple buses throughout the network topology. Three experiments are then conducted to test the proposed policy switching approach. In the first two experiments, we limit the policy space Π to only one policy. The first policy is Islanding (I), and the second policy is load shedding (LS). In the third experiment, we increase the space of policies (Π) to include both islanding (I) and load shedding (LS). The value function for each experiment is calculated from the rewards of each policy in the individual experiments. These results are detailed in Table I . From the value function results in Table I , one can quickly identify the policy space Π(I, LS) as the most suitable solution to the contingency. However, it is not entirely clear that the proposed algorithm does indeed select the best combination of RAS actions from those available. This is especially true in the case of Experiment 3 where there are multiple policies to choose from. In order to show that the theory presented in Section II can be intelligently utilized to guarantee a recovered and stable network, and that the methodology presented in Section III is apt for this topology, we provide further data highlighting what occurs both in the switching algorithm and in the power network behind the scenes. These data are seen in Table II.  Table II ultimately shows that, via policy switching, one can achieve an efficient algorithm that successfully implements multiple protection methods to meet and stabilize the unique transient characteristics of a specific outage. To create this cohesive enumeration of results we forced the algorithm to choose every possible combination of islanding and load shedding over our simulation time horizon. It is important to note that this is not the way in which the algorithm would operate in a real-world setting. By observing the changes in operational load after using different RAS policies, as well as by tracking the stability of the system (given by B), it becomes apparent that the policy switching algorithm chose the best order of policies to use at each consecutive dispatch time. The shaded cells in Table II depict the path that our policy switching algorithm chose in Experiment 3. 
A. Concluding Remarks
The above work is meant to be a preliminary introduction to the fundamental idea of policy switching for power systems protection. In an effort to show the benefits and capability of policy switching, simple protection methods (islanding and load shedding) were implemented and tested on a small network topology using a well validated time-domain, dynamic simulator (Siemens PSS/E).
We found that within any set of defined protection policies there is a unique combination of protection measures that optimally return the electric grid to an acceptable and stable state. Perhaps nonintuitively, this combination of protection measures is not necessarily a single one-size-fits-all RAS. Rather, for the nearly infinite number of contingencies, both exogenous and endogenous, there will be a specific order of protection measures that must be implemented to optimally save the power network from off-nominal modes that have the potential to develop into cascading outages.
In conclusion, policy-switching provides an algorithmic means to determine which RAS policy should be implemented and avoids presupposing the individual solution to any specific contingency. This is becoming increasingly important, especially as more complex constraints are introduced into grid operation such as variable renewable generation, large storage capability, increased grid congestion, and demand for high quality power in data centers, and fabrication laboratories. One question that still remains is: can we afford to simulate every combination of policies -can we design this algorithm to effectively balance computational, economic, societal, and political expenses?
B. Future Work
Finally, we list some important considerations that will be made in continuing this research and in improving upon the methodology explained in this paper.
1) Algorithm Considerations:
• Increase the number and complexity of RAS policies in the policy set.
• Define a complex and multi-faceted reward allocation scheme.
• Implement different percentages of variable renewable generation density.
2) Simulator Considerations:
• Test algorithm on larger grid topologies (i.e., Poland, Ireland, and larger IEEE test cases 
