








(M. Eng., XIDIAN UNIVERSITY)
A THESIS SUBMITTED
FOR THE DEGREE OF MASTER OF ENGINEERING
DEPARTMENT OF ELECTRICAL & COMPUTER ENGINEERING
NATIONAL UNIVERSITY OF SINGAPORE
2005
Acknowledgements
I would like to express my heartfelt gratitude to my supervisor, Dr. George
Mathew, for his invaluable guidance, support and patience throughout my study
in the department of Electrical & Computer Engineering at the National Univer-
sity of Singapore. Dr. Mathew has always been ready to render his assistance
and expertise to my research work. What is more, he is also warmhearted to help
me to solve my personal problems. Without his judicious advice and support, the
completion of my study would not be possible. It is my honor to work under his
supervision.
I would like to extend my gratitude to Dr. Lin Yu, Maria, Ms. Cai Kui, Mr.
Zou Xiaoxin, and Dr. Guo Guoxiao, who have been kindly sharing their knowledge
and research experiences with me.
I am indebted to all my friends, especially Yang Hongming, Ashwin Kumar,
Fabian, Yuan Tao, Kang Kai, and Wang Yadong for their great help while I am
studying in NUS.
My family namely, my father and mother who have been my source of encour-
agement, have provided me with many moral supports which are invaluable to me.
Extension of my appreciation of support would like to give to my girlfriend, Chen
i
Nan and her family.
Last but not least, I would like to thank all the staff and students in Data




Table of Contents iii
Summary v
List of Figures ix
List of Symbols and Abbreviations xi
1 Introduction 1
1.1 Introduction to Optical Data Storage . . . . . . . . . . . . . . . . . 1
1.2 Introduction to Holographic Data Storage . . . . . . . . . . . . . . 2
1.3 Survey of Existing Work . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Equalization and Detection Techniques . . . . . . . . . . . . 7
1.4 Motivation and Contribution of Our Work . . . . . . . . . . . . . . 9
1.4.1 Nonlinear MMSE Equalization . . . . . . . . . . . . . . . . . 10
1.4.2 Partial Response Equalization . . . . . . . . . . . . . . . . . 11
1.4.3 Accurate Channel Modeling . . . . . . . . . . . . . . . . . . 11
iii
1.5 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 12
2 Background on Holographic Data Storage Systems 13
2.1 Holographic Data Storage System Architecture . . . . . . . . . . . . 13
2.2 Channel Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Equalization and Detection Schemes . . . . . . . . . . . . . . . . . 20
2.3.1 Linear MMSE Equalization . . . . . . . . . . . . . . . . . . 20
2.3.2 Iterative Magnitude-Square DFE . . . . . . . . . . . . . . . 22
2.3.3 Partial Response Equalization and Viterbi Detector . . . . . 23
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Nonlinear Equalization for Holographic Data Storage Systems 28
3.1 Nonlinear MMSE equalization . . . . . . . . . . . . . . . . . . . . . 29
3.1.1 Linear Equalization Target . . . . . . . . . . . . . . . . . . . 31
3.1.2 Nonlinear Equalization Target . . . . . . . . . . . . . . . . . 33
3.2 BER Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Electronics Noise Channels . . . . . . . . . . . . . . . . . . . 41
3.3.2 Optical Noise Channels . . . . . . . . . . . . . . . . . . . . . 45
3.3.3 Channels with Electronics and Optical Noises . . . . . . . . 45
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 Partial Response Target Design and Equalization 50
4.1 Partial Response Target Design . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Existence of Better PR Targets . . . . . . . . . . . . . . . . 54
iv
4.2 Optimum Partial Response Target Design . . . . . . . . . . . . . . 57
4.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5 Accurate Channel Model 67
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Model for Channel without Noise . . . . . . . . . . . . . . . . . . . 68
5.3 Model for Channel with Optical and Electronics Noises . . . . . . . 73
5.3.1 Derivation for Ai,j . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.2 Derivation for Bi,j . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.3 Derivation for Ci,j . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3.4 Channel Model with Optical and Electronics Noises . . . . . 82
5.4 Numerical Evaluation of Our Channel Model . . . . . . . . . . . . . 85
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6 Conclusions and Further Work 89
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.2 Directions for Further Work . . . . . . . . . . . . . . . . . . . . . . 90
Bibliography 92
List of Publications 95
v
Summary
Holographic data storage, first introduced in 1963, is an attractive candidate for ap-
plications requiring very high storage densities and data rates due to the volumetric
page-oriented storage approach used. Prototypes of holographic data storage sys-
tems (HDSS) with 100 bits/µm2 and 10 Gbps have been demonstrated. In this
thesis, we address the development of detection techniques for ensuring reliable
data recovery in HDSS.
Recently, considerable research effort has been spent on developing channel
models and equalization and detection schemes for HDSS. Apart from the 3-
dimensional (3D) nature of recording, a key aspect that distinguishes HDSS from
conventional optical data storage systems such as CD, DVD and blu-ray disc is
that the recording channel in coherent HDSS is nonlinear. This calls for the use
of nonlinear equalization and/or detection for optimum data recovery in HDSS.
However, since the use of nonlinear reception techniques may require complexities
that may not be affordable at high data rates, existing equalization approaches
for HDSS are linear in nature. In this thesis, we investigate the application of
nonlinear equalization techniques and accurate channel modeling for HDSS.
We present a novel and simple-to-implement nonlinear equalization scheme,
vi
called the quadratic minimum mean square error (QMMSE) equalization approach.
While the computational complexity of QMMSE equalizer is comparable to that
of linear MMSE (LMMSE) equalizer, the bit error rate (BER) performance of
QMMSE equalizer is significantly superior. Further, since a nonlinear equalization
target is more natural for a nonlinear channel, we extend the QMMSE approach to
the case of nonlinear equalization target. We also present a theoretical analysis of
the BER performance of the threshold detector that follows the QMMSE equalizer.
Extensive simulation results for HDSS channels with different noise conditions and
channel duration are presented to illustrate the advantages of QMMSE equaliza-
tion.
The combination of a partial response (PR) equalization followed by the Viterbi
algorithm based sequence detection (PR-VD) is a commonly used signal detection
technique for data storage. The application of PR-VD technique to the HDSS
is investigated in this thesis. An analytical approach for obtaining optimum PR
target based on effective detection SNR of Viterbi detector (VD) is presented.
A search for optimum 2-dimensional (2D) PR target which minimizes BER is
presented and optimum targets are found for HDSS channels with different noise
conditions and channel duration. A monic constrained PR target design is also
considered. For a given target and the 2D Viterbi detector, the advantages of using
QMMSE over LMMSE are illustrated. Comparison of partial response and full-
response QMMSE is given to illustrate the performance gain obtainable through
PR-VD.
Existing channel models for HDSS are based on approximations of the actual
vii
channel. For further investigation of the applicability of signal processing tech-
niques to HDSS, a more accurate channel model is necessary. Hence, we study the
HDSS channel and propose a more accurate channel model. Our channel model
provides more accurate representation of the signal and noise parts at the CCD
output. Derivation of this model included a very detailed analysis of the noise
statistics (optical noise and electronics noise) in HDSS. Also, the complexity of
this channel model is acceptable for simulation purpose. The analysis of the noise
statistics helped to develop simple and easier means to generate the optical noise
parts at the CCD output. Numerically generated CCD output and its probability
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In this chapter, we first give a brief introduction to optical data storage systems
and in particular the holographic data storage system (HDSS). Then, a brief survey
of existing literature on channel modeling and equalization and detection schemes
is presented. This review motivates us to do the research work reported in this
thesis. The chapter concludes with a summary of the main contributions and the
organization of the thesis.
1.1 Introduction to Optical Data Storage
The increasing amount of data generated due to the boom in information technol-
ogy has fueled the demand for high-capacity digital data storage systems. The op-
tical data storage systems, once appeared to be a failing technology in the market,
are quickly finding its way into homes and offices with multimedia and archival
applications. Optical recording was for a long time, and is still, considered a
replacement for magnetic recording. Optical recording systems potentially have
greater reliability than magnetic recording systems due to the larger distance be-
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tween the read/write element and the moving media. Therefore, there is no wear
associated with repeated use of the optical systems. Another advantage of the op-
tical recording systems over the magnetic recording systems, e.g. hard disk drives,
is their removability.
Optical data storage refers to storage systems that use light for recording and
retrieval of information. Several kinds of optical recording systems operate on the
same principle, i.e. detecting variations in the optical properties of the media.
For example, while CD and DVD drives detect changes in the light intensity, the
magneto-optical (MO) drives detect changes in the light polarization.
1.2 Introduction to Holographic Data Storage
The principles of holographic data storage were first introduced by P. J. van Heer-
den in 1963. Bit storage densities in the order of 1/λ3 with a source wavelength of
λ and a capacity of nearly 1 TB/cm3 for visible light were predicted by Heerden
[32]. Holographic data storage system (HDSS) breaks the density bottleneck of
conventional storage systems by recording information throughout the volume of
the medium instead of just on the surface. Unlike other technologies that record
one data bit at a time, HDSS allows a data page, usually consisting of a million
bits of data, to be written and/or read in parallel with a single flash of light. This
enables significantly higher transfer rates than conventional optical storage sys-
tems do. Combining the high storage densities, fast transfer rates, and durable,
reliable, and low cost media, HDSS was considered as an attractive candidate for
very high-capacity storage systems.
However, over the years, progress on the exploration of its potential was ham-
pered by a lack of key technologies such as compact lasers, spatial light modulators
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Figure 1.1: Schematic of a digital volume HDSS in the 4-fL architecture.
ical optoelectronic device technologies in place, holography data storage is once
again considered as a promising next generation data storage system. In addi-
tion, the flexibility of the technology allows for the development of a wide variety
of holographic storage products ranging from handheld devices for consumers to
archival storage products for the enterprise. Attractive applications include 2GB
of data on a postage stamp, 20 GB on a credit card, or 200 GB on a disk [16].
HDSS prototypes with 100 bits/µm2 and 10 Gbps have been demonstrated [24].
The underlying concept of HDSS can be shown using a schematic diagram of
the so called 4-fL (focal length) architecture in Figure 1.1 [29]. Here we only give
a general review of the process and more details will be given in Chapter 2. As
shown in Figure 1.1, an object (i.e. spatial light modulator (SLM) representing
a bit pattern of ones and zeros) is illuminated by a laser beam. The light beam
(usually called the signal beam) transmitted by the SLM passes through a lens
and reaches a recording medium, where it interferes with another beam of light
(usually referred to as the reference beam, which is generated from the same laser
source as the signal beam). The interference pattern changes the optical properties,
such as absorption and refractive index, of the medium [22]. Hence, a copy of the
interference pattern, or hologram, is recorded in the medium. The medium, when
illuminated with only the reference beam used for recording a particular data page,
causes the light to be diffracted and creates a wavefront containing the data page
information stored in the medium. This reconstructed wavefront, after passing
through an aperture and a lens, is imaged onto a detector (usually a charge coupled
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device (CCD) array detector) where the information bearing light is converted to
electronic signal and the data page information is recovered.
A large number of pages can be stored or ‘multiplexed’ within the same volume
of the storage medium (usually a crystal) and can be randomly accessed by using
appropriate addressing reference beams based on the Bragg condition [8]. Several
multiplexing methods are available, such as angle multiplexing, peristrophic mul-
tiplexing, wavelength multiplexing, phase-code multiplexing, shift multiplexing,
spatial multiplexing, etc [8].
The page oriented data storage approach in HDSS also facilitates parallel data
transfer, thus enabling potentially very high read-out rates.
1.3 Survey of Existing Work
Signal processing techniques for data recovery in data storage systems can be
developed by considering the storage system as an imperfect transmission channel
where the responses due to adjacent bits tend to smear each other. Knowledge
of the characteristics of this interference can be applied at the output end of the
storage system to help to eliminate or minimize the interference and recover the
originally recorded bits. In digital communication applications and conventional
storage systems such as hard disk drives and CD/DVD drives, the interference takes
place between adjacent signals only in 1-dimension (1D), i.e. along the track. In
HDSS, the interference occurs in 2D because the light for a particular pixel tends
to diffract into its surrounding pixels [8]. Hence, signal processing techniques
for HDSS are 2D extensions of the 1D techniques developed for communication
systems and conventional data storage systems1.
1Strictly speaking, at very high track densities, the interference in conventional data storage
systems also becomes 2D in nature due to interferences from along and across the tracks.
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Considerable research on characterization of the interference (i.e. channel mod-
eling) and investigation of the applicability of signal processing techniques (includ-
ing equalization and detection techniques) for HDSS has been done in the recent
past. A brief review of this work is given here. More details will be given in
Chapter 2.
1.3.1 Channel Models
There are generally two main impairments in HDSS: crosstalk and noise [29].
There are two kinds of crosstalk in the read-back data: interpixel or intrapage
(within a page) crosstalk, also known as intersymbol interference (ISI), and inter-
page crosstalk [33]. In this thesis, we will focus on intrapage crosstalk (i.e. ISI)
and do not address the issue of interpage crosstalk. Two categories of noises exist
in HDSS, which are the optical noise and the electronics noise [12]. The optical
noise arises from scatter and laser speckle and the electronics noise from the signal
detection electronics [12]. A good equalization and detection scheme based on a
good channel model provides an effective means to combat ISI and noise. Hence,
it is necessary to develop an accurate channel model for HDSS. Considerable work
has been done to characterize the channel.
A model for translation (i.e. page misalignment between CCD and SLM) in
HDSS was presented by Heanue et al. [14]. Their model considered the ISI caused
by misalignment of the CCD detector array with the input SLM array. Under the
condition that misalignment is less than one pixel in each dimension, they modeled
the HDSS channel as a linear 2D transfer function with additive white Gaussian
noise (AWGN) introduced at the detector input.
Two different linear channel models (magnitude model and intensity model)
were presented by Vadde and Kumar [29] for the 4-fL architecture. In these mod-
els, intrapage crosstalk, and optical and electronics noises are considered. The op-
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tical noise is modeled as a stationary complex-valued circularly symmetric white
Gaussian process and the electronics noise as a real-valued AWGN process. The
linearity of the channel models, the equalization gain under different conditions
(fill factor, aperture size and contrast ratio2), and the bit error rate (BER) per-
formance are presented in their paper. They showed that the magnitude model
is more suitable for systems with low fill factor while intensity model for systems
with high fill factor. They also showed that the optimum aperture for HDSS is
close to the Nyquist aperture, which is given by the ratio of λfL to SLM pixel
width.
Due to the intensity detection by the CCD, the coherent HDSS channel is non-
linear in nature. A nonlinear (quadratic) channel model for the 4-fL architecture
was proposed by Chugg et al. [7]. In their model, the aperture is modeled as
the source of ISI. In order to characterize the nonlinear (quadratic) channel, a
4-dimensional (4D) kernel is used to represent the interference between pixels at
different spatial locations. Besides this, their model incorporates both optical noise
and electronics noise, which are modeled as in [29].
Keskinoz and Kumar [18, 19, 20] presented a channel model, named discrete
magnitude-squared channel model (DMSC), for the 4-fL architecture considering
intrapage crosstalk, and optical and electronics noises under quadratic nonlinearity.
They obtained their model through investigation of the mathematical structure of
discretization of the 2D continuous space to a 2D discrete space. Their approach
showed that the CCD output can be considered as equal to the total response of a
bank of magnitude-squared sub-channels (a discrete linear shift invariant channel
followed by the magnitude square operation). The channel model could be fur-
ther simplified to contain only one magnitude-squared sub-channel using principal
component analysis.
2Here, fill factor refers to the ratio of pixel pitch to pixel width and contrast ratio refers to
the ratio of the average amplitudes of the pixels corresponding to bit ‘1’ and bit ‘0’.
6
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From the above review of the efforts aimed at channel modeling for HDSS, we
may conclude the following.
• Heanue et al.’s [14] model assumes a linear channel with AWGN.
• Vadde and Kumar’s [29] models linearize the channel but do not show the
mathematical relationship between their channel models and actual physical
channel.
• Chugg et al.’s [7] model incorporates the nonlinearity of the channel but it
is too complicated to use a 4D kernel for further analysis.
• Keskinoz and Kumar’s [20] model, although approximations are made in the
derivation, is to some extent a compromise between model complexity and
accuracy. It will be discussed in detail in Chapter 2.
Therefore, in our efforts in this thesis to develop novel equalization and detection
approaches for HDSS, we will use Keskinoz and Kumar’s [20] model.
1.3.2 Equalization and Detection Techniques
After a data page passes through the optical channel (having been recorded and
retrieved), each CCD detector converts the optical beam incident on it into an
electronic signal which can then be postprocessed (equalized) and passed through
a detector to recover the original data page. Ideally, the detected data page should
be the same as the input data page to the SLM. However, due to the existence
of ISI and noise, detection errors may arise. Several equalization and detection
schemes have been reported in the literature to improve the BER performance for
the HDSS in the 4-fL architecture. They will be reviewed briefly below. More
details will be given in Chapter 2.
7
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Linear equalization based on minimum mean square error (MMSE) criterion,
for HDSS was investigated by Chugg et al. [7] and Keskinoz and Kumar [17].
Because the HDSS channel is 2D and nonlinear (quadratic) [7, 17], the principle
of linear MMSE (LMMSE) equalization for 1D linear channels was extended to
the case of 2D quadratic channels. Using an approach similar to that used to
obtain the LMMSE equalizer coefficients for conventional 1D linear channel (i.e.
orthogonality principle), the optimum equalizer coefficients and minimum mean
square error for HDSS were obtained. BER performance evaluation showed that
the LMMSE equalizer provides performance gain compared to the case where the
equalizer is absent.
Similar decision feedback equalization (DFE) schemes for HDSS in the 4-fL ar-
chitecture were proposed by King and Neifeld (quadratic pseudo-DFE, QPDFE)
[21] and Keskinoz and Kumar (iterative magnitude-squared DFE, IMSDFE) [19,
20]. Their schemes consist of two parts: initial data estimation and iterative im-
provement. The principle can be explained briefly as follows. With the knowledge
of channel characteristics and a correctly detected bit, we can compute the CCD
output of this bit and obtain its interference on its neighboring bits. For detection
of a particular bit, the interference from all its surrounding bits can be computed
and considered. Unlike the conventional DFE, the QPDFE and IMSDFE use the
decisions only in the detection part rather than in the equalization part and hence
the BER performance could be improved by iteration. Simulation results showed
that high SNR gain could be achieved by the DFE over LMMSE equalization for
HDSS under severe ISI. More details will be given in Chapter 2.
Application of Viterbi algorithm (VA) [10] to the unequalized HDSS channel
was investigated by Heanue et al. [14]. A scheme, named DF-VA, combining 2D
VA [4] and DF for HDSS was developed in their investigation. Detection by VA is
performed row by row and the detected rows are used for canceling the associated
ISI during the detection of the next row. The DF procedure is able to significantly
8
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reduce the complexity such that the number of states is reduced from (23)
2
= 64
for 2D VA to (22)
2
= 16 for DF-VA for a moderate ISI channel, e.g. 3×3. However,
this approach is very costly when the ISI is severe as it leads to exponential increase
in the number of states in 2D VA. Hence, to shorten the channel length, partial
response (PR) equalization needs to be used with VA.
PR equalization allows controlled amounts of ISI in the system to reduce the
noise enhancement and deals with this controlled ISI during detection. In practice,
the PR equalized data are detected with maximum likelihood sequence detection
(MLSD) which is often implemented with Viterbi detector (VD). This is referred
to as ‘PRML’ in the literature. We will refer to it as ‘PR-VD’ since VD and MLSD
are not equivalent in practice due to coloration of the noise by the PR equalizer.
The PR-VD scheme for HDSS was investigated by Vadde and Kumar [30]. The
PR-VD is conventionally applied to 1D channels. In order to apply the PR-VD
to the 2D HDSS channel, they [30] first applied the zero forcing (ZF) equalization
to eliminate the ISI along one dimension (e.g. the columns) of the page. Then,
the PR-VD is employed to do detection along the other dimension (e.g. the rows)
in the page. Here, the PR target used is (1 +D) [30] which makes the equalized
channel response have a memory length of only 1 pixel (‘D’ denotes one bit delay
operator). Thus, a 2-state VA could be used to perform PR-VD. They named this
approach as ZF-PRML.
1.4 Motivation and Contribution of Our Work
From the above brief survey of existing research work on detection for HDSS chan-
nels, we find that almost no efforts have been focused on the nonlinear character-
istics of the HDSS channel. An exception is the IMSDFE proposed by Keskinoz
and Kumar [20] wherein they incorporate the nonlinear nature of the channel in
9
CHAPTER 1. INTRODUCTION
the iterative part. All the other techniques are basically linear in nature. The
reason for this may be that the use of nonlinear reception techniques may require
complexities that may not be affordable at high data rates. However, intuitively,
nonlinear equalization and/or detection for data recovery in HDSS should provide
superior performance over the linear approach since the HDSS channel is nonlinear.
This motivates us to work on the development of nonlinear equalization and/or
detection approaches for data recovery in HDSS. Our work reported in this the-
sis consists of three parts, nonlinear MMSE equalization followed by simple slicer
detector, PR equalization combined with 2D VA detection, and accurate channel
modeling.
1.4.1 Nonlinear MMSE Equalization
In Chapter 3, we present a novel and simple-to-implement nonlinear equalization
approach based on MMSE criterion. This approach uses a quadratic equalizer
whose complexity is comparable to that of a linear equalizer. Since the channel is
nonlinear, for the first time, we explore the effectiveness of a nonlinear equalization
target as compared to the conventional linear target. BER performance is studied
for channels having electronics noise, optical noise and different span of ISI. With
linear target, whereas the linear equalizer exhibits error-floor in the BER perfor-
mance, the quadratic equalizer significantly improves the performance with no sign
of error-floor even until 10−7. With nonlinear target, whereas the quadratic equal-
izer provides an additional performance gain of 1-2 dB, the error-floor problem of
linear equalizer has been considerably alleviated and thus resulting in significant
improvement in the latter’s performance. A theoretical performance analysis of
the detector is also presented. An approach is developed to reduce the computa-
tional and memory complexity required for computing the underlying probability
density functions, optimum threshold for the slicer-detector, and BER, using the
10
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theoretical analysis. Numerical results show that the theoretical predictions agree
very closely with simulations.
1.4.2 Partial Response Equalization
In Chapter 4, we present a combined 2D PR equalization and 2D VA scheme (i.e.
2D PR-VD) for HDSS. This approach uses a quadratic equalizer whose complexity
is comparable to that of a linear equalizer to equalize the HDSS channel to a 2D
PR target. For the first time, we explore the detection scheme combining 2D PR
and 2D VA. We design the PR target using an existing monic constraint based
approach [23], a BER-based search approach, and a search approach based on the
effective detection signal to noise ratio (SNR) of 2D PR-VD. BER performance
is studied for channels having electronics noise, optical noise and different span
of ISI. While the monic constraint based PR target results in performance that
is comparable to quadratic full-response equalizer in Chapter 3, the optimum PR
targets obtained using the search methods improve the performance by another 2
dB.
1.4.3 Accurate Channel Modeling
Because of the nonlinear nature of the HDSS channel, the existing channel models
are based on a few serious approximations. For more accurate investigation of
signal processing techniques for HDSS, an accurate channel model is necessary. In
Chapter 5, an accurate channel model is developed mathematically for HDSS in
the 4-focal length architecture.
11
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1.5 Organization of the Thesis
The rest of the thesis is organized as follows. Chapter 2 gives a review on the holo-
graphic data storage system along with channel modeling and application of signal
processing techniques for this system. Chapter 3 gives a detailed description of our
proposed nonlinear equalization approach for HDSS. Combination of nonlinear PR
equalization and 2D Viterbi detection is proposed in Chapter 4. In Chapter 5, we
develop a more accurate channel model for HDSS. Finally, the thesis is concluded
in Chapter 6 with some comments on possible directions for further work.
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Chapter 2
Background on Holographic Data
Storage Systems
As we have introduced in Chapter 1, HDSS is an attractive candidate for applica-
tions requiring very high storage densities and data rates [5]. Since the concept of
HDSS is the starting point for our work reported in this thesis, a detailed descrip-
tion of the 4-fL architecture for HDSS is presented in this chapter. The 4-focal
length architecture for HDSS is introduced in Section 2.1, followed by the chan-
nel model adopted for our research in Section 2.2. In Section 2.3, the existing
equalization and detection schemes are reviewed.
2.1 Holographic Data Storage System Architec-
ture
The schematic of the 4-fL architecture for HDSS is shown in Figure 2.1 [29]. Es-
sential components comprising a typical HDSS are as follows [28].
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Figure 2.1: Schematic diagram of HDSS in the 4-fL length architecture.
• a coherent source (array) or collection of sources that provide object, refer-
ence, and playback waves, and possibly another source for erasure;
• a spatial light modulator (SLM) for preparing the binary data to be stored
as 2D images or pages;
• optics for routing and imaging the wavefields within the system, along with
other components for performing data multiplexing;
• a storage medium, such as photopolymer films, photorefractive crystals or
photochromic films, within which holograms may be written by altering the
optical properties of the material through some physical process;
• a detector (array) and subsequent electronics for data read-out, postdetection
signal processing, and error correction.
Generally, the SLM is implemented as a 2D grid of liquid-crystal modulators
followed by a polarizer, or an array of micro-cantilever-based deflectors [8], capable
of controlling the amplitude transmittance that is proportional to the input func-
tion of interest [11]. The system uses a grid of input-plane SLM pixels to represent
binary 1’s and 0’s (‘ON’ and ‘OFF’, respectively). Information bit stream from
computers or other sources are represented by ON and OFF patterns in a page
oriented form on the SLM, which permits or blocks, respectively, the normal plane
wave1 light incident on SLM, like miniature open and close shutters [8].
1Plane wave is a constant frequency wave whose wavefronts (i.e. surfaces of constant amplitude
and phase) constitute infinite parallel planes normal to the propagation direction.
14
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Each of the two lenses in the above 4-fL system performs a Fourier transform
(FT) operation, i.e. when an input image is placed in the front focal plane2 of the
lens, its FT is formed on the rear focal plane [11]. Because of this, the pixels of
the SLM get imaged onto the charged coupled device (CCD).
The crystal or storage medium is placed prior to the first FT plane so that
a compact hologram can be recorded close to the FT plane [29]. Storing Fourier
holograms instead of image holograms helps to reduce the burst errors as image
information is distributed in the FT plane [29].
The CCD detector array is an integrated circuit containing an array of linked,
or coupled, capacitors [8]. A 2D CCD array detector captures the whole or a
rectangular portion of the image projected by a lens on it and converts the contents
of the array to a varying voltage, which is then sampled, digitized and stored in
the memory.
During recording, the input data bits are arranged in the form of a page on the
SLM and subsequently impressed on a collimated object beam. The FT is then
formed inside the crystal by the first lens. At the same time, a plane reference wave
is introduced from the side of the crystal for that data page. Thus, the interference
pattern, a Fourier hologram3, is formed and recorded inside the crystal by changing
some properties of the medium [8, 28].
During retrieval, this page is addressed by the reference beam that was used to
record that page. The diffracted field is Fourier transformed by the second lens,
thus forming the image of the original data page on the CCD. Each CCD output
pixel is detected as a binary 1 or 0, depending on whether it is above or below a
preset threshold value [8, 28].
2The front or rear focal plane means a plane normal to the lens axis situated at a distance of
the focal length fL of the lens in front or behind the lens, in the direction of propagation of light
[11].
3Actually, it is not exactly the FT stored in the medium, because it is the aperture that is in
the rear focal plane rather than the medium in this scheme.
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A large number of pages, or holograms, can be stored in several stacks in the
medium. In each stack, holograms are multiplexed within the same volume of
the medium to increase the capacity when the medium is thick enough [8]. These
multiplexed holograms can later be randomly accessed by appropriately addressing
using the reference beam. Several multiplexing methods are available, such as angle
multiplexing, wavelength multiplexing, phase-code multiplexing (i.e. changing the
phase of the reference beam), peristrophic multiplexing (i.e. rotating the medium
relative to the reference beam), shift multiplexing (shifting the medium over a
few microns relative to the reference beam), and spatial multiplexing (different
spatial location in the medium) [8]. For angle multiplexing, multiple holograms
can be stored by changing the angle between the two interfering beams (signal
beam and reference beam), and usually it is done by only changing the direction of
reference beam. This process can be explained as follows. Governed by the Bragg
effect4, for a given thickness, an angle can be found at which the diffraction from
a hologram is minimum; at this angle another hologram can be stored. Thousands
of holograms can thus be recorded in the same volume of medium and a very high
storage capacity can be achieved.
To mitigate the inter-stack interference occurring during data retrieval and also
to prevent scattered light from entering the second Fourier lens, an aperture stop
is typically placed in the rear focal plane of the first FT lens [31]. This helps to
minimize the blockage of useful signal and maximize storage density by reducing
interference from adjacent hologram stacks [29]. A small aperture helps to closely
place the stack and lead to a higher density. However, it also introduces severe
intrapage interference, the interference coming from adjacent pixel in a data page
[31]. Hence, there exists an optimum aperture, considering this density-ISI trade-
off.
4The Bragg effect states that the stored hologram will not be diffracted off unless a beam of
light incident on a thick holographic storage medium comes in at a particular angle [8].
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The page-oriented data storage scheme also facilitates parallel data transfer,
thus enabling potentially very high read-out rates.
Generally two methods can be used to increase the storage density. One is to
increase the number of pixels per page, which is currently in the range of 106−108.
For a given storage system architecture and multiplexing scheme, as we increase the
number of pixels per data page, the high resolution requirement on optics makes
it extremely difficult to accomplish pixel-matched imaging between the SLM and
the CCD (each SLM pixel is imaged onto one CCD pixel)5. The other approach
is to increase the number of holograms multiplexed per stack, M . However, as
M increases, the diffraction efficiency (i.e. the ratio of diffracted power to the
incident power) falls as 1/M2 [8]. This imposes an upper limit on M . Given M ,
we would like to record as many hologram stacks as possible per unit volume.
This necessitates the use of small optical apertures during readback to prevent
interpage interference from adjacent hologram stacks [31]. Although a smaller
optical aperture enables higher storage densities by close packing of hologram
stacks, it can lead to severe ISI through diffraction of light, thus making readback
challenging [29, 8]. For these reasons, a proper architecture should be carefully
studied to maximize the storage capacity. In this thesis, we will focus on ISI (i.e.
the interpage interference) only.
2.2 Channel Modeling
The channel model we use in Chapters 3 and 4 for the investigation of nonlinear
equalization techniques is the discrete magnitude-squared channel model (DMSC)
proposed by Keskinoz and Kumar [18, 19, 20]. The channel model was developed
for the HDSS in the so-called ‘4-fL’ architecture as shown in Figure 2.1 [29]. More
5It is reported that the pixel-matched architecture helps to achieve high data rates [29].
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details on the development of this channel model are given below.
Let di,j ∈ {1, 1/ǫ} denote the binary input data page and Ii,j be the corre-
sponding CCD output, where ǫ denotes the amplitude contrast ratio. Here, (i, j)
denotes the pixel location on the page of size N ×N with (i, j) = (0, 0) being the
center. Assuming square pixels in SLM and CCD with size ∆×∆, we may obtain













where P = (N − 1)/2, h(x, y) denotes the pixel response of the system at CCD
input, and β is the linear fill factor of the CCD pixel. The optical noise, n(x, y),
arises from scatter and laser speckle and is modeled as circularly symmetric com-
plex Gaussian, and the electronics noise, ηi,j, is due to the signal detection elec-
tronics and is modeled as white Gaussian with variance σ2e [12]. The approach of
Keskinoz and Kumar [20] to obtain a discrete model for the HDSS channel is as
follows.
In the absence of optical noise, and assuming that the pixel response h(x, y) is





di−k,j−ldi−m,j−nGk,mGl,n + ηi,j, (2.2)
where L denotes the extend of the 2D ISI in the channel. The element, Gk,m, of













where w = D/DN is the normalized aperture width, D is the aperture width,
DN = λfL/∆ is the Nyquist aperture width, fL is the lens’ focal length, and λ is
the wave-length. The matrix G has the following symmetric properties:
Gk,m = Gm,k, Gk,m = G−k,−m. (2.4)
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Figure 2.2: Discrete-space channel model for HDSS in the 4-fL architecture.
In the presence of optical noise, the squaring operation in (2.1) makes it
very hard to derive an accurate and easily computable discrete channel model.
Therefore, Keskinoz and Kumar [20] approximated G using its principal eigen-
component as
Gk,m ≈ λvkvm (2.5)
where λ is the maximum eigenvalue of G and vk is the k
th component of the
associated unit-norm eigenvector. Substituting (2.5) in (2.2), we get the channel





= |di,j ⊗ hi,j|2 + ηi,j (2.6)
where ⊗ denotes convolution and
hi,j = λvivj . (2.7)
Hence, the channel model including the optical noise can be expressed as [20]
Ii,j ≈ |di,j ⊗ hi,j + ni,j|2 + ηi,j (2.8)
where the optical noise ni,j = n˜i,j + j˜˜ni,j (with j ,
√−1) is circularly symmetric
complex Gaussian whose real and imaginary parts n˜i,j and ˜˜ni,j, respectively, are
independent Gaussian random variables with variances σ2o each [12]. Hence, a
schematic for this channel model can be as shown in Figure 2.2.
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2.3 Equalization and Detection Schemes
Some of the work on signal processing for HDSS have been reviewed in Chapter 1.
Here we will focus on minimum mean square error (MMSE) based full-response
and partial response (PR) equalization because we will investigate these two kinds
of equalization schemes with nonlinear technique in this thesis.
2.3.1 Linear MMSE Equalization
Linear minimum mean square error (LMMSE) equalization for HDSS was inves-
tigated by Chugg et al. [7] and Keskinoz and Kumar [17]. They extended the
principle of the LMMSE equalization for 1D linear channel directly to the case of
the 2D nonlinear channel in HDSS. Therefore, the procedure to obtain the opti-
mum coefficients of the 2D LMMSE equalizer is similar to that for conventional
1D case [9]. It is discussed in the following based on the development in [17].
For convenience, the 2D equalizer can be expressed in the form of an equiv-
alent 1D transversal filter. The filter input and coefficient vectors are defined,
respectively, as the column vectors
i = [Ii+Q,j+Q, Ii+Q,i+Q−1, · · · , Ii−Q,j−Q]T , (2.9)
and
c = [c˜−Q,−Q, c˜−Q,−Q+1, · · · , c˜Q,Q]T , (2.10)
where the superscript ‘T’ stands for transpose, Q denotes the equalizer size. Let ik
and ck denote the k
th elements of i and c, respectively. Then, the equalizer output






For full-response LMMSE, i.e. the desired output of the equalizer is di,j, the
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error at equalizer output becomes
ei,j = di,j − yi,j = di,j − cTi. (2.12)








]− 2cTp+ cTRc (2.13)
where E[·] denotes the expectation operator. The cross-correlation vector p and
autocorrelation matrix R are defined as





Observe that the MSE ξ is a quadratic function of the coefficient vector c with a
unique global minimum if R is positive definite.
To obtain the equalizer coefficients that minimize the MSE ξ, we need to solve
the system of equations that results from setting the gradient of ξ with respect to
c to zero. Setting the gradient to zero, we obtain
Rc− p = 0, (2.15)
which is the equivalent of the well-known Wiener-Hopf equation [9] for the 2D








]− cTo p = E [d2i,j]− cToRco. (2.17)













= −2E [ei,jis] . (2.18)





= 0, s = 1, 2, · · · , (2Q+ 1)2, (2.19)
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Figure 2.3: Schematic of IMSDFE.
where eoi,j is the optimum estimation error. This shows that at the optimal setting
of the equalizer coefficients, the estimation error is orthogonal to the equalizer
input. This is the principle of orthogonality for 2D LMMSE equalization.
From the above derivation, we observe that the nonlinearity of the channel is
not explicitly accounted for while designing the optimum equalizer.
2.3.2 Iterative Magnitude-Square DFE
As we have discussed in Section 1.3.2, similar DFE schemes for HDSS in the
4-fL architecture were proposed by King and Neifeld (quadratic pseudo-DFE,
QPDFE) [21] and Keskinoz and Kumar (iterative magnitude-squared DFE, IMS-
DFE) [19, 20]. Here, we revisit their schemes because the nonlinear nature of the
HDSS channel was considered for detection and significant BER improvement was
observed using their schemes. Taking the IMSDFE as an example, the general
principle could be explained as shown in Figure 2.3.
The detection process consists of two parts: initial data estimation and iterative
improvement, as we have presented before. In the initial data estimation part,
the data page detection is done by LMMSE equalization followed by threshold
detection. During the iterative improvement part, the estimated values of the
pixels (from the initial data estimation for the first iteration or from the previous
iteration for the second and following iterations) surrounding a particular pixel,
which is to be detected, are used with the nonlinear channel model (DMSC) to
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determine the noise-free channel output under the hypothesis that the pixel to
be detected is either ‘1’ or ‘0’. The noise-free channel output values are then
compared with the actual noisy channel output to determine whether the pixel
was more likely to be detected as bit ‘1’ or bit ‘0’. This iterative estimation
part could be repeated several times to obtain better performance. Note that the
iterative estimation could be done in parallel, i.e. the whole page could be updated
at the same time, and this is good for achieving very high data rates. Simulation
results showed that high SNR gain could be achieved by the DFE over LMMSE
equalization for HDSS under severe ISI.
However, we observe that IMSDFE is much more complicated than LMMSE
equalization due to the introduction of the iterative part. Also notice that although
the iteration can be performed in parallel, the use of iteration reduces the data
rate compared with LMMSE equalization. Besides these two shortcomings, the
IMSDFE will also need to deal with the error propagation problem inherent in
DFE. We may remark that when many errors occur in the initial estimation part
(this is possible when the SNR is low) the performance of IMSDFE may deteriorate
significantly.
2.3.3 Partial Response Equalization and Viterbi Detector
The VA utilizes the principle of dynamic programming to perform MLSD for a
finite alphabet signal passing through a channel with a known 1D transfer function
under AWGN.
VA for HDSS was studied by Heanue et al. [14] based on the work of Burkhart
[4] who extended the VA to 2D applications. Burkhart’s approach is best illustrated
by a simple example where a 2D channel with a 3× 3 pixel response is considered
(see Figure 2.4). In this case, the channel output at one spatial location depends
on the input at corresponding location as well as the eight surrounding locations.
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Figure 2.4: State definition for 2D Viterbi algorithm for a channel with 3×3 pixel
response.
The symbol alphabet can be defined based on the values that can be taken by a
data column of height equal to the vertical extent of the pixel response. Hence, the
symbol alphabet consists of 23 = 8 symbols in this example. The memory length
is determined by the horizontal extent of the pixel response, i.e. 3− 1 = 2 for this
example. Hence, the state is defined as shown in Figure 2.4. Because the memory
length is 2, each state is made up of two consecutive symbols. The transition
from the current state (made up of the bits in the solid box) to the next state
(made up of the bits in the dashed box) fully determines the noise-free channel
output. For a linear space-invariant system with AWGN, the optimum metric (in
the sense of MLSD) associated with this transition is the square of the difference
between the actual channel output and the noise-free output computed for this
transition. Accumulating these metrics, the VA progresses along the horizontal
direction and continues row by row on the whole page as shown in Figure 2.4, to
compute the Euclidean distance (i.e. path metrics) associated with every possible
sequence of data symbols. The sequence with the minimum path metric is chosen
as the detected page.
In Heanue et al.’s work [14], VA was applied to a HDSS assuming linear space
invariant channel model under AWGN. One problem with this approach is that
the complexity of the detector is very high even for short memory length. In the
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Figure 2.5: Use of decision feedback to reduce the number of states for 2D Viterbi
detector.
above example, the number of states is (23)
2
= 64 which leads to a high complexity
Viterbi detector.
In order to reduce the complexity, a 2D data detection scheme that combines
the VA in one dimension with decision feedback (DF) in the other dimension was
proposed by Heanue et al. [14]. They named this scheme as DF-VA and its
principle can be described using Figure 2.5. In their approach, the VA is applied
row by row. Even though the pixel response is 3 × 3, the states are constructed
based on 2×2 data, as shown in Figure 2.5. To make this possible, the rows above
the current row are assumed to be known. This knowledge is used for cancelling
the interference from these rows on the current row. As a result, the number of
states of VA gets reduced from 64 to (22)
2
= 16 in the above example.
For channels with medium and long memory lengths, the computational burden
for the use of VA or DF-VA is very high. Hence, PR equalization is used to shorten
the channel length. PR equalization allows controlled amounts of ISI in the system
to reduce the noise enhancement compared with full-response equalization (where
the objective is to cancel all the ISI) and it deals with this controlled ISI during
detection. In practice, the PR equalized data is detected with MLSD which is often
implemented with VA. This approach is referred to as PRML in the literature. As
we mentioned in Chapter 1, we will refer to this as PR-VD since the VA is not
25
CHAPTER 2. BACKGROUND ON HOLOGRAPHIC DATA STORAGE SYSTEMS
performing MLSD due to the coloration of noise by the PR equalizer.
PR equalization for the HDSS was discussed by Vadde and Kumar [30]. In their
investigation, the ISI from the 12 most interfering neighbor pixels was considered.
In order to reduce the complexity (i.e. number of states), they first use ZF (zero-
forcing) equalization to eliminate the ISI along one dimension (the columns) of the
page. Then, the PR-VD is employed for data detection along the other dimension
(the rows) in the page. Because the channel response extended across several
pixels along the rows, a VA with many states would be required. Therefore, a
PR equalizer is used to shape the channel response to a shorter target response so
that the number of states of VA is significantly reduced. The PR target chosen
in their investigation is (1 + D) which makes the equalized channel response to
have a memory length 1. Thus, a 2-state VA can be used to perform MLSD. They
named this approach as ZF-PRML.
2.4 Conclusions
From the above review, we notice that almost all of the work are based on lin-
ear channel model or using linear equalization and/or detection techniques for
nonlinear channels, except for the IMSDFE scheme. In the channel modeling in
Section 2.2, approximations (i.e. only the principal eigen-component of DCM is
used) were made to obtain the channel model, DMSC. In the MMSE equalization
scheme in Section 2.3.1, the linear equalization technique was used for a nonlinear
channel. In the IMSDFE, although channel nonlinearity was considered, a higher
complexity compared with LMMSE equalization is required and error propagation
problem may arise. In order to reduce the complexity of 2D VA or DF-VA, PR
equalization was used. In the PR equalization schemes in Section 2.3.3, only 1D
PR target was considered for a 2D channel.
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We may expect performance improvement using nonlinear equalization and 2D
PR equalization for the 2D nonlinear HDSS channel. Also, for further investigation
of the applicability of signal processing techniques for HDSS, a more accurate chan-
nel model is needed. Hence, in Chapters 3, 4 and 5, nonlinear equalization schemes,






Despite the fact that the channel in HDSS is nonlinear, existing approaches use
linear equalization for data recovery. In this chapter, we present a novel and simple-
to-implement nonlinear equalization approach based on minimum mean square
error criterion. This approach uses a quadratic equalizer whose complexity is
comparable to that of a linear equalizer. Since the channel is nonlinear, for the first
time, we explore the effectiveness of the nonlinear equalization target as compared
to the conventional linear target. BER performance is studied for channels having
electronics noise, optical noise and different span of ISI. A theoretical performance
analysis of the detector is also presented. An approach is developed to reduce
the computational and memory complexity required for computing the underlying
probability density functions, optimum threshold for the slicer-detector, and BER
using the theoretical analysis. Numerical and simulation results are presented to
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verify theoretical predictions.
This chapter is organized as follows. Section 3.1 derives the expressions of
optimum equalizer coefficients and MMSE for the nonlinear equalization approach
with linear and nonlinear equalization targets. Section 3.2 presents a theoretical
analysis of the BER performance of the nonlinear equalizer. Section 3.3 presents
simulation results comparing the nonlinear and linear equalizers for linear and
nonlinear targets. Section 3.4 concludes this chapter.
3.1 Nonlinear MMSE equalization
As mentioned in Chapter 1 and 2, a key aspect that distinguishes HDSS from
conventional optical data storage systems such as CD, DVD and blu-ray disc is
that the recording channel in coherent-HDSS is nonlinear [20, 21, 29]. This calls
for the use of nonlinear equalization and/or detection for optimum data recovery
in HDSS. However, existing equalization approaches for HDSS are linear in nature,
such as the linear minimum mean square error (LMMSE) equalization investigated
by Keskinoz and Kumar [17, 20] and Chugg et al [7]. A minor exception is the work
of Keskinoz and Kumar [20] who, to take the channel nonlinearity into account,
extended the LMMSE approach to develop an iterative magnitude-squared decision
feedback equalization approach.
Since the HDSS channel is nonlinear in nature, we would expect a nonlinear
equalizer to perform better than a linear one. Hence, we develop a nonlinear
equalizer for the HDSS channel which is modeled by Keskinoz and Kumar [20, 17]
as discussed in Section 2.2.
Among the various nonlinear filters, quadratic filters are relatively easy to im-
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where Q denotes the equalizer size, and cn1,n2 and cn3,n4,n5,n6 denote the equalizer
coefficients for the linear and quadratic parts, respectively. Note that the quadratic
equalizer presented here is a truncated form of the general Volterra equalizer [1, 13].
Obviously, the quadratic equalizer is more complicated than a linear equalizer.



























n5,n6 denote three groups of equalizer coefficients, with
the first group corresponding to the linear part. The optimum quadratic equalizer
coefficients are obtained by minimizing the mean square value of the error
ei,j = d˜i,j − yi,j, (3.3)
where d˜i,j is the desired output of the equalizer. Therefore, we call our approach
‘QMMSE equalization’ as compared to the conventional LMMSE equalization [20,
17, 7] approach. We will elaborate on the choice of d˜i,j later. For the choices
of d˜i,j considered here, close examination of the values of the optimum quadratic
equalizer coefficients revealed that only the coefficient c
(2)
0,0 corresponding to I
2
i,j is














With Q = 1 we have only 10 coefficients in (3.4) compared to 26 in (3.2). Thus,
the complexity of the simplified nonlinear equalizer in (3.4) is comparable to that
of the linear equalizer.
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We now present the design of the optimum coefficients of our QMMSE equalizer.
As in Chapter 2, for the sake of convenience, we express the 2D equalizer in (3.4)
in the form of an equivalent 1D transversal filter. The filter input and coefficient
vectors are defined, respectively, as the column vectors1
i =
[














−Q,−Q, · · · , c(1)Q,Q, c(2)0,0
]T
, (3.6)
where i1 = [Ii+Q,j+Q, · · · , Ii−Q,j−Q]T is the linear part of the equalizer input and I2i,j
is the nonlinear part of the equalizer input. Let ik and ck denote the k
th elements






We now consider two different choices for the equalization target d˜i,j.
3.1.1 Linear Equalization Target
The linear target we choose is given by
d˜i,j = di,j, (3.8)
which corresponds to the linear ISI-free equalization target. Therefore, the error
at equalizer output becomes
ei,j = di,j − yi,j = di,j − cTi. (3.9)








]− 2cTp+ cTRc (3.10)
1For the sake of convenience, the notations used in this section for quadratic equalization are
same or similar to that in Section 2.3.1 for linear equalization. We feel that this should not lead
to confusion since we do not need to compare the equations for linear and nonlinear equalizers
side-by-side.
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where E[·] denotes the expectation operator. The cross-correlation vector p and
autocorrelation matrix R are defined as




































. Observe that the MSE ξ is a quadratic function of the coefficient
vector c with a unique global minimum if R is positive definite.
Setting the gradient of ξ with respect to c to zero, we obtain
Rc− p = 0, (3.13)
which is the equivalent of the well-known Wiener-Hopf equation [9] for QMMSE








]− cTo p = E [d2i,j]− cToRco. (3.15)













= −2E [ei,jis] . (3.16)





= 0, s = 1, 2, · · · , (2Q+ 1)2 + 1, (3.17)
where eoi,j is the optimum estimation error. This shows that at the optimal setting
of the equalizer coefficients, the estimation error is orthogonal to the equalizer
input. This is the principle of orthogonality for this case.
32
CHAPTER 3. NONLINEAR EQUALIZATION FOR HOLOGRAPHIC DATA STORAGE SYSTEMS
3.1.2 Nonlinear Equalization Target
The equalization target d˜i,j = di,j corresponds to a linear ISI-free (i.e. full-
response) target. Since the channel is nonlinear, it is natural to consider a nonlinear
target instead of a linear target. Moreover, for a given equalizer complexity, the
amount of equalization effort required to equalize the nonlinear channel to a non-
linear target should be less compared to a linear target. Therefore, we now present




which is the nonlinear equivalent of ISI-free (full-response) linear target.
The equalizer structure is the same as that in Section 3.1.1 as given by (3.4)-
(3.7). Therefore, with d˜i,j = d
2
i,j, we get the error at equalizer output as
e¯i,j = d
2
i,j − yi,j = d2i,j − cTi. (3.19)








]− 2cTp¯+ cTRc (3.20)
























. The autocorrelation matrix R is same as






]− c¯To p¯ = E [d4i,j]− c¯ToRc¯o. (3.23)
The quantities R, p and p¯, which are required to compute the optimum
QMMSE equalizers, can be obtained by substituting for i using (2.8) in (3.12),
(3.12) and (3.21) and evaluating the expectations by making use of the statistical
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models assumed for di,j, ni,j and ηi,j , and the knowledge of h(x, y). This approach,
although feasible, can turn out to be very tedious since upto 8th order moments
need to be evaluated. An easier way to circumvent this difficulty is to estimate R,
p and p¯ by means of data averaging, which is what we use in our simulations in
this chapter.
3.2 BER Analysis
The detector used in our work is a simple slicer which does the detection as
dˆi,j = 1, if yi,j > vth
dˆi,j = 1/ǫ, if yi,j ≤ vth
(3.24)
where vth is the threshold level of the slicer, ǫ is the amplitude contrast ratio, and
yi,j is the equalizer output. In this section, we present a theoretical analysis of
the BER performance of this detector. This analysis takes into account the non-
Gaussian nature of the noise and nonlinear equalization. The aim of this analysis
is two-fold: firstly to determine an optimum value for the slicer threshold and
secondly to validate the simulation results.
Let us define si,j, ui,j and vi,j as
si,j = di,j ⊗ hi,j = s˜i,j + j˜˜si,j (3.25)
ui,j = si,j + ni,j = u˜i,j + j˜˜ui,j (3.26)
vi,j = |ui,j|2 = u˜2i,j + ˜˜u2i,j (3.27)
where s˜i,j and ˜˜si,j are the real and imaginary parts, respectively, of si,j, and u˜i,j
and ˜˜ui,j are the real and imaginary parts, respectively, of ui,j. Then, we get
u˜i,j = s˜i,j + n˜i,j, ˜˜ui,j = ˜˜si,j + ˜˜ni,j (3.28)
and
Ii,j = vi,j + ηi,j. (3.29)
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Since ni,j is circularly symmetric complex Gaussian, for a given input page {di,j},
we find that u˜i,j and ˜˜ui,j are independent Gaussian random variables with means s˜i,j
and ˜˜si,j, respectively, and variances σ
2
o each. Therefore, vi,j (for a given {di,j}) has
a non-central Chi-square distribution with 2 degrees of freedom and non-centrality


















0 v < 0
(3.30)
where I0(x) is the 0
th order modified Bessel function of the first kind. Further,
since vi,j and ηi,j are independent, the PDF of Ii,j is of the form
pI(I|si,j) = pv ⊗ pη =
∫ ∞
0
















































































0,0x. Since the noise components in the CCD output Ii,j
are independent from pixel to pixel, xi,j ’s are also independent, for a given input
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page {di,j}. Therefore, we can express the PDF of yi,j as
py(y|si,j) = p0,0 ⊗ p−Q,−Q ⊗ p−Q,−Q+1 ⊗ · · · ⊗ pQ,Q (3.36)
where pn1,n2 is used to denote pxn1,n2 (y|si,j) for notational convenience.
For the detection given by (3.24), the BER can be expressed as
Pe = Pr (1/ǫ|1)Pr (di,j = 1) + Pr (1|1/ǫ) Pr (di,j = 1/ǫ) (3.37)
where
Pr (1/ǫ|1) = Pr (yi,j < vth|di,j = 1) (3.38)
Pr (1|1/ǫ) = Pr (yi,j ≥ vth|di,j = 1/ǫ) , (3.39)
and Pr(A) denotes the probability of the event A. Assuming unbiased di,j, i.e.
Pr (di,j = 1) =
1
2







[Pr (1/ǫ|1) + Pr (1|1/ǫ)] . (3.40)
Each yi,j is dependent on the data bits in a window of size (2L+ 2Q+ 1)× (2L+
2Q+1) centered about the pixel (i, j), where L and Q refer to the sizes of channel
hi,j and equalizer, respectively. Let DJ be the data pattern that falls within this







[PDJ (1/ǫ|1) + PDJ (1|1/ǫ)] Pr(DJ), (3.41)
where
PDJ (1/ǫ|1) = Pr (yi,j < vth|DJ , di,j = 1)
PDJ (1|1/ǫ) = Pr (yi,j ≥ vth|DJ , di,j = 1/ǫ) .
(3.42)





. By using (3.30),
(3.31) and (3.35)-(3.36), we can evaluate the BER given by (3.41). It is easy to
note that this analysis is valid for both the linear and nonlinear equalization targets
considered in Section 3.1.
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The above analysis can be used in two ways to determine the optimum detec-
tion threshold, vth. First, using (3.36), we can evaluate the PDFs py(y|di,j = 1)
and py(y|di,j = 1/ǫ). The value of y at which these PDFs cross each other gives
the optimum threshold. Second, using (3.41), evaluate the BER as a function
of vth. Then, the threshold that results in minimum BER corresponds to the
optimum threshold. However, both of these approaches are too expensive, in com-
putational and memory requirements. This is because the number of possible DJ ’s
is 2(2L+2Q+1)
2−1 and for each possible DJ there are two PDFs corresponding to
di,j = 1 and di,j = 1/ǫ. Hence, evaluation of the PDFs py(y|di,j) requires the
evaluation of 2(2L+2Q+1)
2
conditional PDFs as given by (3.36). Furthermore, the
variable y in (3.36) is continuous-valued. To circumvent these problems, we de-
veloped a simplified approach to evaluate these PDFs and BER. This is explained
below.
Depending on the equalizer, some DJ ’s will have greater effect on the BER
than others. In our BER calculation using (3.41), we consider only those DJ ’s
which are more likely to result in detection error. Clearly, this approach will
result in an upper bound for the actual BER. Nevertheless, it makes the numerical
computations affordable.
The selection of DJ ’s for use in BER calculation is as follows. In the QMMSE
equalizer, some of the coefficients are positive and others are negative. Suppose
that the bit to be detected is di,j = 1. If the In1,n2 corresponding to a negative
equalizer coefficient is large, it will tend to make the equalizer output small and
thereby make a detection error more likely than when the corresponding In1,n2 is
small. Because the channel hi,j is symmetric in the 2D space with the central
element larger than the other elements, to obtain a larger In1,n2, the input bit
in the position (n1, n2) should be 1. Thus, in the positions where the equalizer
coefficients are negative, we set the bits in DJ to 1. Hence, the number of DJ ’s is
reduced to 2(2L+2Q+1)
2−N1−1 for detection of ‘1’, where N1 is the number of negative
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PDF of y given di,j=1
PDF of y given di,j=1/ε
Figure 3.1: Conditional PDFs of equalizer output y given di,j.
equalizer coefficients. Similar approach is used for the case of detection of bit ‘0’
and the required number of DJ ’s is reduced to 2
(2L+2Q+1)2−N2−1, where N2 is the
number of positive equalizer coefficients. Hence, the number of DJ ’s that need to
be investigated is reduced substantially by this approach.
The conditional PDFs of the QMMSE equalizer output y obtained using the
above simplified approach is shown in Figure 3.1, for linear equalization target.
The optimum threshold corresponds to the value that minimizes the BER given












To minimize the Pe with respect to vth, we set the derivative of Pe with respect to
vth to 0, resulting in
∂pe
∂vth
= py(vth|di,j = 1)− py(vth|di,j = 1/ǫ) = 0. (3.44)
Thus, we find that the optimum vth which minimizes Pe corresponds to the point
at which the conditional PDFs cross each other. Thus, from Figure 3.1, we get
the optimum threshold to be about 0.58. Obviously, the value of this optimum
threshold depends on the characteristics of noise, channel, and equalizer.
The BER performance, computed using (3.41) with optimum threshold, is
shown in Figure 3.2. The BER performance obtained by page-by-page simula-
tion is also shown (dashed trace) for comparison. The simulation conditions and
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Figure 3.2: Comparison of BER performances obtained using analysis and simula-
tion for a 3× 3 channel with equal amounts of electronics noise and optical noise
(quadratic equalizer, linear target). The simulation results correspond to optimum
and nonoptimum slicer thresholds.
the meaning of ‘noise ratio’ and SNRe will be clarified in Section 3.3. Observe
that the analytically estimated BER appears to have about 1 dB SNR advantage
compared to simulations. This could be due to two reasons. Firstly, for the sake
of convenience, the slicer threshold used in simulations is chosen to be the mean
intensity value of the page at detector input, rather than the optimum threshold
obtained from the theoretical analysis. Secondly, the BER expression given by
(3.41) is in fact a lower bound to the actual BER since the derivation of (3.41)
considers only the isolated and independent bit errors while neglecting the case
of burst errors. To verify our conjecture on the use of threshold, we repeated
the simulations using the optimum threshold and the results are shown in Fig-
ure 3.2 (middle plot). Observe that the use of optimum threshold improves the
BER performance and reduces the SNR-gap with theory to less than 0.3 dB. Thus,
the simplified analytical approach is able to give quite accurate estimation of the
actual BER.
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3.3 Simulation Results
We now present some computer simulation results to illustrate the advantages and
effectiveness of the proposed nonlinear equalizers, as well as to corroborate the
theoretical analysis of BER. Our simulation is based on the system architecture of
PRISM [3]. The parameters used are the same as the those used by Bernal et al. [2]
in their work, and are given by ∆ = 18µm, β = 100%, fL = 89mm, λ = 514.5nm,
and DN = 2.54mm. Our results are based on 3× 3 and 5× 5 channels, i.e. L = 1
and L = 2, with ǫ = 10, w = 1 and N = 200. The size of the quadratic equalizer
is chosen as Q = 1 for both channels. Unless otherwise specified, the quadratic
equalizer used in this study corresponds to the simplified 10-term equalizer given
by (3.4). We use MMSE and BER as performance measures for assessing the
equalizers. For the sake of comparison, we also evaluate the performance of the
linear MMSE equalizer (see Section 2.3.1) with size Q = 1, which correponds to a
9-term linear equalizer. We perform the investigations for three kinds of channel
conditions, namely,
• channels with electronics noise only,
• channels with optical noise only, and
• channels with both noises.
We present the results for the cases of linear and nonlinear targets. For the sake of
convenience, we use the mean signal intensity value as the threshold for detection.
As demonstrated in Figure 3.2, the BER performance can be improved by about
0.5 dB if optimum threshold is used.
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Quadratic equalizer (26 terms)
Quadratic equalizer (10 terms)














Quadratic equalizer (10 terms)
Quadratic equalizer (26 terms)
Figure 3.3: MMSE and BER performances with linear and quadratic equalizers
for a 3× 3 electronics noise channel with linear target.
3.3.1 Electronics Noise Channels
In such channels, we assume that optical noise is absent. We first consider the case
of linear equalization target given by (3.8). The MMSE computed using (3.15)
and the BER estimated using simulations, with optimum linear and nonlinear
equalizers for a 3 × 3 channel, are shown in Figure 3.3. The quantity ‘SNRe’ is
defined as




Observe that the quadratic equalizers (Eqs. (3.2), (3.4)) improve the performance
significantly over that of the linear equalizer. We find that the performance is
improved by almost 6 dB at BER of 10−5. Also, the performance loss incurred
in simplifying the quadratic equalizer in (3.2) with 26 terms to (3.4) with only
10 terms is very small. In fact, at high SNRs, the BER performances of the two
quadratic equalizers are almost the same.
To investigate the validity of our scheme for channels with larger ISI-span, we
also designed the quadratic equalizer for a 5 × 5 channel. The MMSE and BER
performances are shown in Figure 3.4. Observe that our nonlinear equalization
scheme works well for channels with larger ISI-span also. Further, it is important
to note that the use of linear equalization for nonlinear channels with larger ISI-
span results in error-floor in BER. This, in fact, reveals the main disadvantage
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Quadratic equalizer (10 terms)
Figure 3.4: MMSE and BER performances with linear and quadratic equalizers
for a 5× 5 electronics noise channel with linear target.
of using linear equalizers for equalizing nonlinear channels. For obvious reasons,
the error-floor effect in BER associated with linear equalizer is alleviated by the
nonlinear equalizer. Further, the performance loss due to the simplification given
by (3.4) is very small. Comparing Figure 3.3 with Figure 3.4, we note that the
MMSE and BER performances worsen as the ISI-span increases, which is quite
expected.
Figure 3.5 compares the MMSE and BER performances with linear and non-
linear equalization targets for a 3× 3 channel. In the case of quadratic equalizer,
the SNR gain (at BER = 10−6) offered by the nonlinear target is about 1 dB.
The corresponding gain is about 4 dB for linear equalizer. Figure 3.6 shows the
corresponding results for a 5 × 5 channel. In this case, the SNR gains provided
by the nonlinear target is about 2 dB and more than 10 dB for quadratic and
linear equalizers, respectively, at BER = 10−6. In particular, it is important to
note that the use of nonlinear target helps to alleviate the error-floor problem of
linear equalizer. These performance advantages resulting from the use of nonlinear
target follow from the fact that the channel is nonlinear.
Figure 3.7 compares the BER performance obtained using the theoretical analy-
sis presented in Section 3.2 with that estimated from simulations, for the 3 × 3
channel. Observe that the analytical prediction of BER is very close to the BER
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Figure 3.5: Comparison of MMSE and BER performances with linear and
quadratic equalizers for a 3× 3 electronics noise channel with linear and nonlinear
targets.
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Figure 3.6: Comparison of MMSE and BER performances with linear and
quadratic equalizers for a 5× 5 electronics noise channel with linear and nonlinear
targets.
43
CHAPTER 3. NONLINEAR EQUALIZATION FOR HOLOGRAPHIC DATA STORAGE SYSTEMS















Figure 3.7: Comparison of BER performances obtained using analysis and sim-
ulation with quadratic equalizer for a 3 × 3 electronics noise channel with linear
target.
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Quadratic equalizer (26 terms)
Quadratic equalizer (10 terms)
Figure 3.8: BER performances with linear and quadratic equalizers and linear
target for (a) a 3× 3 channel and (b) a channel 5× 5 with optical noise.
estimated from simulations, as was the case in Figure 3.2. Similar results were
obtained for the case of nonlinear target also.
From the point of view data retrieval, BER is more relevant and useful as a
performance measure compared to MMSE. Nevertheless, we presented the MMSE
performance curves along with BER in Figures 3.3 to 3.6 to convey the trends in
MMSE for the different equalizers and targets. Since similar trends are observed
even when optical noise is added in the channel, we will not show the MMSE curves
for the remaining two channel conditions.
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3.3.2 Optical Noise Channels
In such channels, we assume that electronics noise is absent. The BER perfor-
mances with optimum linear and nonlinear equalizers for 3× 3 and 5× 5 channels
are shown in Figure 3.8. The quantity ‘SNRo’ is defined as




Observe that the quadratic equalizers improve the performance significantly over
that of the linear equalizer. We find that the performance is improved by almost 8
dB at BER of 10−6 in the 3× 3 case. As before, the effectiveness of the quadratic
equalizers is even more pronounced for the 5 × 5 case as the linear equalizer is
hardly able to achieve a BER of 10−5. Also, as before, performance loss due to the
simplification given by (3.4) is very small.
Figure 3.9 compares the BER performances with linear and nonlinear equal-
ization targets for 3 × 3 and 5 × 5 channels. Similar observations, remarks and
conclusions as we made in connection with Figures 3.5 and 3.6 can be made about
the results in Figure 3.9, with respect to the SNR advantages offered by the non-
linear target. Finally, Figure 3.10 compares the BER performances obtained from
theory and simulations for a 3×3 channel. Clearly, the analytical prediction agrees
well with simulations. Similar results were obtained for the case of nonlinear target
also.
3.3.3 Channels with Electronics and Optical Noises
In such channels, both electronics noise and optical noise are present. The BER
performances with optimum linear and nonlinear equalizers for 3 × 3 and 5 × 5
channels are shown in Figure 3.11. The BER is still plotted against SNRe which is
defined based on electronics noise only. The power of optical noise for each SNRe is
chosen according to the noise ratio r = σo/σe. In the simulations reported here, we
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Figure 3.9: Comparison of BER performances with linear and quadratic equalizers
and linear and nonlinear targets for (a) a 3 × 3 channel and (b) a 5 × 5 channel
with optical noise.















Figure 3.10: Comparison of BER performances obtained using analysis and simu-
lation with quadratic equalizer for a 3× 3 optical noise channel with linear target.
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Figure 3.11: BER performances with linear and quadratic equalizers and linear
target for (a) a 3 × 3 channel and (b) a 5 × 5 channel having equal amounts of
electronics noise and optical noise.
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Figure 3.12: Comparison of BER performances with linear and quadratic equalizers
and linear and nonlinear targets for (a) a 3 × 3 channel and (b) a 5 × 5 channel
having equal amounts of electronics noise and optical noise.
choose r = 1. We choose to do this instead of defining the SNR based on the sum
of the noise powers of the two noises (i.e. σ2e + σ
2
o) since these noises influence the
detection performance differently. Observe that the quadratic equalizers improve
the performance significantly over that of the linear equalizer. The performance
is improved by almost 7 dB at BER of 10−6 in the 3 × 3 case. On the other
hand, in the case of 5 × 5 channel, while the linear equalizer performance settles
to a BER floor well above 10−5, the quadratic equalizers significantly improve the
performance with no indication of error-floor even until 10−7.
Figure 3.12 compares the performances with linear and nonlinear equalization
targets for 3 × 3 and 5 × 5 channels. Similar remarks as we made in connection
with Figures 3.5 and 3.6 can be made about the results in Figure 3.12. Finally,
the comparison of BER performances obtained from theory and simulations for
this case was discussed in connection with Figure 3.2, showing close agreement of
analytical prediction with simulations. Similar results were obtained for the case
of nonlinear target also.
Finally, as a consolidation step, we show in Figure 3.13 the theoretically ob-
tained BER performances for a 3×3 channel with a quadratic equalizer and linear
target under the three different noise conditions considered above. These results
show that the optical noise is much more harmful than electronics noise. Repeat-
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Figure 3.13: BER performance (analytically obtained) comparison for the 3 × 3
channel with quadratic equalizer and linear target, under the three different noise
conditions: i) electronics noise only, ii) optical noise only, and iii) electronics noise
and optical noise in equal proportion.
ing the above performance comparison for the case with nonlinear target, similar
observations as in Figure 3.13 were found. One reason for this to happen is that
the presence of optical noise leads to an effect that is somewhat equivalent to
having ‘signal-dependent noise’ at the detector input. It is well known from ex-
isting literature that signal-dependent noise degrades the detection performance
much seriously as compared to electronics noise [27]. Therefore, as a future work,
it is worth investigating novel equalization and/or detection approaches that are
customized to work on channels with optical noise.
Based on the results presented in this section for the three different noise con-
ditions, we can conclude the following.
• Quadratic equalizer improves the performance significantly over that of linear
equalizer, while being comparable in complexity.
• Quadratic equalizer helps to alleviate the BER saturation problem with linear
equalizer.
• Use of nonlinear equalization target improves the performance of quadratic
equalizer by 1-2 dB.
• Use of nonlinear target helps to alleviate the BER saturation problem with
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linear equalizer.
In summary, the proposed quadratic equalization with nonlinear target is a very
attractive and affordable reception approach for HDSS.2
3.4 Conclusions
To tackle the nonlinear nature of the channel in holographic data storage systems,
this chapter has presented a novel and simple-to-implement quadratic equaliza-
tion approach, whose complexity is comparable to that of linear equalizer. The
quadratic equalizer, which is designed based on the minimum mean square error
criterion, has been found to significantly improve the detection performance as
compared to the linear equalizer which exhibits an ‘error-floor’ effect in its BER
performance. In addition, a nonlinear equalization target has also been proposed
as compared to the conventional linear target. While the nonlinear target im-
proves the performance of the quadratic equalizer by 1-2 dB, it helps to alleviate
the error-floor effect in linear equalizer. Performance evaluation has been done
for different channel lengths and noise conditions. A theoretical analysis of the
detection performance is also presented to determine the optimum slicer threshold
and to validate the simulation results. The theoretical predictions are found to
closely agree with simulations. In conclusion, the combination of quadratic equal-
izer with nonlinear equalization target has been found to result in significantly
improving the detection performance compared to the conventional combination
of linear equalizer with linear target, with no requirement for extra complexity.
2It is also good to note that while the IMSDFE proposed by Keskinoz and Kumar [19, 20] also
results in good improvements, similar to our approach, over the linear equalizer, the complexity
of our approach is superior to that of the IMSDFE. Furthermore, we do not have any iterations,
as well as possible error propagation problems as in IMSDFE.
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Partial Response Target Design
and Equalization
The results in Chapter 3 showed that significant gains in BER performance can
be achieved with the application of nonlinear equalization to HDSS. Naturally,
the next step of our investigation would be to apply similar nonlinear techniques
to do partial response (PR) equalization of the HDSS channel, since the receiver
structure consisting of PR equalizer followed by Viterbi detector (VD) has been
found to be very suitable for data recovery in high-density storage channels [25].
PR equalization and Viterbi detection for HDSS have been investigated by Heanue
et al. [14] and Vadde and Kumar [30]. However, in Heanue et al.’s scheme, only
direct application of VD to HDSS is discussed (i.e. without equalizing the channel
to shorten the channel memory) and the channel model used is linear with AWGN
which is clearly not suitable for typical HDSS. Consequently, to reduce the detector
complexity, they combined VD with decision feedback, thereby shortening the
channel memory. In Vadde and Kumar [30], they only investigated the application
of 1D PR target, 1+D, and 1D VD with linear PR equalizer. For the 2D channel
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of HDSS, 2D PR target and 2D VD need to be investigated. Hence, in this chapter,
we focus on the optimum 2D PR target and BER performance for HDSS. In our
work, the 2D VD is performed row by row and each row is detected independently.
This chapter is organized as follows. Section 4.1 follows the procedure devel-
oped by Moon and Zeng [23] to compute a PR target under monic constraint (i.e.
first tap of the target is constrained to be 1.0) for HDSS. Our simulation results
show that the BER performance of VD with this PR target is comparable to the
BER performance of threshold detectors with nonlinear equalization presented in
Chapter 3, with no noticeable gain in performance. Hence, we develop an algorithm
to search through possible targets to find the target which minimizes the BER.
In order to provide an analytical/theoretical basis for the search algorithm and
to reduce the computational complexity required for the search, in Section 4.2 we
extend the optimum PR target design approach for 1D linear channel to 2D non-
linear channel based on the effective SNR of VD. Simulation results are presented
in Section 4.3.
4.1 Partial Response Target Design
The problem of optimum PR target design was addressed by Moon and Zeng [23].
Their work focused on the 1D PR target design. This approach can be extended
to the 2D case. Using the minimum mean square error technique, we derive the
optimum PR target with monic constraint and nonlinear (quadratic) equalizer for
the 2D nonlinear channel in HDSS.
The equalizer structure is the same as that in Section 3.1 given by Eqs. (3.4)-
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The desired 2D linear target and the corresponding input data pattern can be
expressed in vector form as
g = [g˜−S,−S, · · · , g˜S,S]T , (4.5)
and
d = [di+S,j+S, · · · , di−S,j−S]T (4.6)
where S stands for the size of the target. Let gk and d˜k denote the k
th elements of






Thus, the error at equalizer output becomes
ei,j = xi,j − yi,j = gTd− cTi. (4.8)





= gTTg − 2cTPg + cTRc. (4.9)
The cross-correlation matrix P and autocorrelation matrices R and T are defined
as
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In order to obtain nontrivial equalizer and PR target that minimize the MSE ξ,
we need to specify an appropriate constraint during the minimization procedure.
Moon and Zeng [23] studied the effect of different constraints for 1D linear channels
and found that the monic constraint is superior in dealing with noise correlation
and getting a BER performance that is close to that of the optimum target designed
by maximizing the effective SNR of VD. Hence, we first investigate the use of
monic constrained PR target for data detection in HDSS. The Lagrange multiplier
method is used to solve the constrained minimization problem. We choose to set
the center element of the target to 1.0 (i.e. g˜0,0 = 1.0). Therefore, following the
procedure in [23], we define a column vector j of (2S+1)2 elements, with the center
element of j being ‘1’ and other elements being ‘0’. Then, the monic constraint
can be expressed as
jTg = gTj = 1. (4.13)
Therefore, the Lagrange cost function becomes
ξc = g
TTg− 2cTPg + cTRc− 2λ (gTi− 1) (4.14)
where λ is the Lagrange multiplier. Taking the partial derivatives of ξc with respect
to c, g and λ, we obtain
∇cξc = −2Pg + 2Rc (4.15)
∇gξc = 2Tg − 2PTc− 2λi (4.16)
∇λξc = gTi− 1. (4.17)
Setting these gradients to zero and solving for c, g and λ, we obtain
λ =
1






T−PTR−1P)−1 i = R˜−1i
iTR˜−1i
(4.19)
c = R−1Pg, (4.20)
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Using the channel conditions specified in Section 3.3, we evaluate the MMSE
and BER performances of the monic constrained target (of size 2 × 2) and non-
linear equalizer (i.e. 10-term quadratic equalizer). We also compared this with
the performances of the linear equalizer and the 10-term quadratic equalizer with
threshold detector studied in Chapter 3. The resulting performances for channels
with electronics noise only are shown in Figures 4.1 and 4.2. Observe that the
monic constrained PR equalization with VD gives almost the same MMSE and
BER performances as full-response1 QMMSE equalization for 3 × 3 and 5 × 5
electronics noise channels. In other words, the monic constrained design approach
does not turn out to be worthwhile despite the power of VD and PR equalization
that does not demand zero ISI.
4.1.1 Existence of Better PR Targets
The results in Figures 4.1 and 4.2 suggest that the monic constrained approach,
as described above, may not be suitable for HDSS. Perhaps, the monic constraint
needs to be imposed on some other coefficient instead of the center one g˜0,0. There-
fore, we feel the need to ascertain the existence of PR targets that can improve upon
the performance of QMMSE full-response equalization. Hence, we shall search over
all possible 2D PR targets for the optimum one. Noting the symmetrical property
of Gk,m in (5.27) and hi,j (2.7), we define our target in the following symmetrical
format
g = [g˜0,0, g˜0,1, g˜1,0, g˜1,1]
T (4.22)
where g˜0,1 = g˜1,0 and g˜0,0 = 1.
1Here, the phrase ‘full-response’ refers to the situation where the equalization target is zero
ISI, as opposed to non-zero ISI in PR equalization.
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Quadratic equalizer (10 terms)
2x2 PR target (monic)











Quadratic equalizer (10 terms)
2x2 PR target (monic)
Figure 4.1: MMSE performance of monic constrained PR equalization (with 2× 2
target) in comparison to full-response equalization for 3 × 3 and 5 × 5 channels
with electronics noise.















Quadratic equalizer (10 terms)
2x2 PR target (monic) VD















Quadratic equalizer (10 terms)
2x2 PR target (monic) VD
Figure 4.2: BER performance of monic constrained PR equalization (with 2 × 2
target) in comparison to full-response equalization for 3 × 3 and 5 × 5 channels
with electronics noise.
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Even for a 2D 2×2 target, the computational burden will be very heavy if a fine
step-size is used in the search procedure and all 4 elements need to be optimized.
The above format helps to reduce the computational burden greatly since there
are only 2 parameters to search for instead of 4. Our experiments showed that we
can confine the search for each coefficient to the range of [-1,1]. However, using a
single fine step-size to search through the range of [−1, 1] will be costly in terms of
computations and time. Hence, we use different step-sizes for different phases of
the search. Specifically, our search procedure consists of two steps, an initial coarse
search and a fine search. In the initial search, we use a step-size of 0.05 to find
several targets which lead to locally minimum BER. Then in the fine search, we use
a step-size of 0.001 to search around these targets. This two-step search approach
helps to significantly reduce the computation time for finding the optimum target.
Simulation results showed that some PR targets lead to better performance
than the monic constrained PR target. An example is shown in Figure 4.3 which
gives the BER performance obtained using the PR target that resulted from the
above search procedure. The target corresponds to g˜0,1 = g˜1,0 = −0.003 and
g˜1,1 = −0.04. For the sake of comparison, we also show the BER performance
obtained for the monic constrained PR target. Observe that the target obtained
from the search procedure gives about 2 dB improvement for both 3× 3 and 5× 5
channels (with electronics noise) as compared to the monic constrained PR target.
This result motivated us to develop a formal analytical basis and approach to
obtain the optimum PR target for HDSS channels, which we present in the next
section.
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2x2 PR target 1 (monic) VD
Optimum 2x2 PR target (brute−force) VD
Figure 4.3: BER performance of brute-force search PR equalization (with 2 × 2
target) in comparison to monic constrained PR equalization for 3×3 channel with
electronics noise.
4.2 Optimum Partial Response Target Design
Recall that the cost function we used for designing the equalizer in Chapter 3 and
the monic constrained equalizer and target in Section 4.1 is the MSE at equalizer
output. However, it is obvious that the most appropriate criterion for equalizer and
target design is the detection error probability. Hence, in this section, we present
the design of optimum PR equalizer and target based on this criterion. Here, we
only investigate the electronics noise channels, since the presence of optical noise
makes the analysis of detection error probability too complicated.
The design of optimum PR target for recording channels has been addressed by
several researchers [6, 15, 23]. However, no work has been reported so far for the
2D nonlinear HDSS channel. In this section, we will investigate the optimum PR
target design problem for HDSS. Our approach proceeds in similar lines as that in
[6, 15, 23].
The channel model and detection scheme of PR equalizer followed by VD for
HDSS are shown in Figure 4.4. Here, di,j ∈ {1, 1/ǫ} is the recorded input data,
hi,j is the pixel response, c˜i,j is the quadratic equalizer given by (3.4) and (3.6),
g˜i,j is the PR target defined as in (4.5) and we assume that g˜0,0 = 1 without loss of
generality, ηi,j is the white Gaussian electronics noise, η˜i,j is the equivalent noise
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Figure 4.4: PR equalization followed by Viterbi detector.
at the detector input (or, equalizer output), qi,j is the detector input, and dˆi,j is
the detector output.
The detector input qi,j can be expressed as
qi,j = di,j ⊗ gi,j + η˜i,j = φi,j + η˜i,j (4.23)
where





with S denoting the size of the PR target. The second term on the RHS of (4.24)
is the ISI. We first consider the detection performance under the condition that
η˜i,j is white Gaussian with variance σ
2
η .
We define (with n = −P = −(N − 1)/2, N being odd)
di = [di,n, di,n+1, . . . , di,n+N−1]
T (4.25)
and
dˆi = [dˆi,n, dˆi,n+1, . . . , dˆi,n+N−1]T (4.26)
as the ith rows of the input and output data pages of size N ×N , respectively, and
ei = di − dˆi = [ei,n, ei,n+1, . . . , ei,n+N−1]T (4.27)
as the detection error sequence. Then, di and dˆi are said to define an error event
ǫ of length Nǫ if the following conditions are satisfied
2:
2 Assume that there is only one error event in ei.
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• ei,n1+j = 0 for j < 0 and j ≥ Nǫ. Here n1 is the position where the error
event starts.
• There are no Lg consecutive zeros in ei between n1 and n1 + Nǫ − 1 where
Lg is the effective memory of the channel.
An error at a particular position can arise from several error events. Assume
that the probability of an error event is independent of its starting position, which
is true when the bit sequence is much longer than the length of the error event.
Let E denote the set of all error events. The probability of a detection error at a









where Ne is the number of errors in the error event ǫ.








where Ψ and Ψˆ are the correct and incorrect paths in VD trellis corresponding
to di and dˆi, respectively, and Sǫ is the set of all paths that support the error
event ǫ. According to the principle of VD, Pr(Ψˆ|Ψ) can be upper-bounded by
the probability that the path metric corresponding to dˆi is smaller than that
corresponding to di. That is,
Pr(Ψˆ|Ψ) ≤ Pr
[{











where qi is the VD input vector defined as
qi = [qi,n1 , qi,n1+1, . . . , qi,n1+M−1]
T = φ(di) + ηi (4.31)
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with M = Nǫ + 2S and
ηi = [η˜i,n1 , η˜i,n1+1, · · · , η˜i,n1+M−1]T (4.32)
φ(di) = [φi,n1, φi,n1+1, · · · , φi,n1+M−1]T. (4.33)
Hence, we have
‖φ(di)− φ(dˆi) + ηi‖2 − ‖ηi‖2 = ‖φ(ei)‖2 + 2φT(ei)ηi (4.34)
where






Without loss of generality, we set n1 = 0. Then,























































is the probability of data sequences that support the error event ǫ.
From (4.28), we note that the probability of detection error is mainly deter-
mined by the probabilities of error events. Observe from (4.28) and (4.41) that
the error event with higher probability will have larger effect on the probability
of detection error. We call these error events as dominant error events. Also note
from (4.29) and (4.40) that the probability of an error event is mainly controlled
by the ratio d
2(ǫ)
2σγ
. The smaller the ratio, the larger the probability, and vice versa.
Hence, dominant error events have smaller values for this ratio. The error event
minimizing this ratio for a given target (or has the largest probability) is called
the most dominant error event. At high SNR’s, the detection performance will be
dominated by the most dominant error event and hence the probability of detection
error at high SNR can be approximated as






where K is a constant and ǫd is the most dominant error event.
Eq. (4.43) implies that an appropriate criterion for designing the equalizer
and PR target is to maximize the ratio d
2(ǫd)
2σγ
. Therefore, we define an ‘effective





In the following, we will use SNReff as a criterion for designing the optimum PR
target for HDSS. That is, we are going to find the PR target which maximizes
the SNReff defined in (4.44) and therefore minimizes the probability of detection
error.
In the PR equalization scheme for HDSS shown in Figure 4.4, the electronics
noise ηi,j is white Gaussian. Therefore, for a finite length PR target g˜i,j, the noise
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η˜i,j will be neither white nor Gaussian due to nonlinear equalization. However, for
the sake of analytical tractability, we shall assume that η˜i,j is Gaussian. Let the
error event be ǫ = [ei,0, ei,1, . . . , ei,Nǫ−1]





where N˜ǫ = Nǫ + 2S. Therefore, σ
2




e˜i,j1 e˜i,j2φη(j1 − j2) (4.46)
where
φη(k) = E[η˜i,j η˜i,j−k]. (4.47)









e˜i,j1 e˜i,j2φη(j2 − j1)




where e˜ = [e˜i,0, e˜i,1, . . . , e˜i,N˜ǫ ]








η˜i,n, η˜i,n−1, . . . , η˜i,n−N˜ǫ
]T
and the minimization is done over all possible error events.
Therefore, the optimal PR target which minimizes the probability of detection
error can be found through an extensive search over all possible PR targets and
error events according to (4.48). Using the results obtained for PR equalization in
Section 4.1, we have
c = R−1Pg (4.49)
where c, g, P and R are defined in Section 4.1 (see Eqs. (4.3), (4.5), (4.10) and
(4.11)). That is, for each choice of the target g, we design the equalizer c by
minimizing the MSE at the equalizer output. Thus, the resulting c and correlation
matrix Rη˜ are used to evaluate the SNReff for the given g. After doing this for all
possible choices of g, the target that maximizes SNReff is taken as the optimum
PR target.
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We need to search through all possible error events for a particular PR target
and this search has to be repeated for each possible PR target. This procedure is
usually costly in computational load and time. Our simulations showed that the
dominant error events are usually short (e.g. [1 − 1/ǫ, 1 − 1/ǫ]T, [1 − 1/ǫ,−(1 −
1/ǫ)]T). Hence, in our simulation, we only consider error events with lengthNǫ ≤ 3.
This greatly reduces the computational load. Furthermore, we use the two-step
search procedure described in Section 4.1.1 to further reduce computational load
and time.
4.3 Simulation Results
We now present some computer simulation results to illustrate the advantages
of PR equalization. Our simulation is based on the same system architecture
and parameters stated in Chapter 3. Unless otherwise specified, the quadratic
equalizer used in this study corresponds to the simplified 10-term equalizer given
by (4.1) and the PR targets are given by (4.22) obtained with monic constraint
and by brute-force search. We use BER as performance measure for assessing the
PR targets. Investigations are performed for three kinds of channel conditions,
namely,
• channels with electronics noise only,
• channels with optical noise only, and
• channels with both noises.
For the purpose of illustrating the effective SNR based target design approach, we
also present the results using the PR target obtained by search based on effective
SNR for electronics noise only channel.
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Quadratic equalizer (10 terms)
PR target (monic)
PR traget (monic, linear equalizer)
Optimum target (brute−force)
Optimum target (effective SNR)















Quadratic equalizer (10 terms)
2x2 PR target (monic)
Optimum target (brute−force)
Figure 4.5: BER performances of partial response and full-response equalizers for
(a) 3× 3 and (b) 5× 5 channels with electronics noise.
The BER performances of 2×2 PR target with VD for 3×3 and 5×5 electronics
noise only channels are shown in Figure 4.5. The performance using the PR target
obtained based on effective SNR is also included for the 3 × 3 channel. Observe
that the PR target obtained through monic constraint approach does not result in
any significant BER performance gain compared with QMMSE equalization with
linear target for both 3×3 and 5×5 electronics noise only channels. On the other
hand, the PR targets obtained using the search approaches provide almost 2 dB
SNR gain at BER of 10−6 for these channels. Also, the BER curves corresponding
to the PR targets obtained based on the effective SNR and brute-force searches
are very similar for 3× 3 channel. This confirms that the effective SNR criterion
results in optimum targets. Also shown in Figure 4.5(a) is the BER performance
obtained with monic constrained PR target using linear equalizer. Observe that
it is inferior to the BER performance of the PR target obtained using quadratic
equalizer. This is what we expect based on our results in Chapter 3 which showed
that quadratic equalization is significantly superior to linear equalization since the
HDSS channel is nonlinear.
Simulation results obtained for optical noise channels and for channels with
electronics and optical noises are shown in Figures 4.6 and 4.7, respectively. The
amounts of the electronics noise and optical noise in Figure 4.7 are chosen to be
equal, as in Section 3.3.3. Similar observations and conclusions as in Figure 4.5 can
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Quadratic equalizer (10 terms)
2x2 PR target (monic)
Optimum target (search)















Quadratic equalizer (10 terms)
2x2 PR target (monic)
Optimum 2x2 target (search)
Figure 4.6: BER performances of partial response and full-response equalizers for
(a) 3× 3 and (b) 5× 5 channels with optical noise.















Quadratic equalizer (10 terms)
2x2 PR target (monic)
Optimum 2x2 target (search)














Quadratic equalizer (10 terms)
2x2 target (monic)
Optimum 2x2 target (search)
Figure 4.7: BER performances of partial response and full-response equalizers for
(a) 3 × 3 and (b) 5× 5 channels having equal amounts of electronics and optical
noises.
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be made about the results in Figures 4.6 and 4.7 also. The PR targets obtained
using the search approach provide SNR gains of almost 2 dB in BER performance
for all the three cases of channel conditions considered here.
4.4 Conclusions
In this chapter, we presented our efforts on the design of PR equalizer and target
for HDSS channels. An analytical approach for obtaining optimum PR target
based on effective detection SNR of Viterbi detector (VD) is presented. A monic
constrained PR target design is also considered. Our simulation results showed that
the optimum PR targets based on effective SNR (or brute-force search) provide
about 2 dB SNR gain with PR equalizer and VD over the QMMSE followed by
slicer detector. This performance gain is obtained at the cost of increased detector
complexity in VD. We also note that the performance gain is limited by the fact




The nonlinear equalization work we presented in Chapters 3 and 4 is based on
the approximate channel model developed by Keskinoz and Kumar [20]. In this
chapter, we present the development of a more accurate model of HDSS channels.
5.1 Introduction
Achievable pixel density (per page) in HDSS is generally limited by ISI and noise.
Equalization can reduce the effect of ISI and noise to make high densities possi-
ble. Equalizer design typically requires careful modeling of the recording channel.
Hence, a detailed study of the HDSS channel for the purpose of deriving an ac-
curate model is necessary. Since extensive simulations may often be necessary to
develop and evaluate algorithms and optimize receiver parameters, it is important
that the channel model is not too complicated so that simulations can be done with
reasonable time and complexity, while not sacrificing accuracy. In the nonlinear
equalization work we presented in Chapters 3 and 4, we used the channel model
proposed by Keskinoz and Kumar [20]. The development of this model was briefly
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described in Chapter 2 (see Section 2.2). However, recall from Section 2.2 that
the development of the model in [20] involves approximating the discrete channel
matrix G by its first principal eigencomponent. For practical relevance of HDSS
performance, a more accurate channel model is necessary. In this chapter, we
present our effort on developing an accurate channel model for HDSS in the 4-fL
architecture [29].
5.2 Model for Channel without Noise
A simple and approximate discrete-space model has been developed by Keskinoz
and Kumar [20]. In their work, they approximated the discrete channel matrix
G using its principal eigencomponent as shown in (2.5) and this led to a sim-
ple expression for the data part of the playback signal. Besides, they also made
approximation about the optical noise. As shown in (2.1), the continuous-space
optical noise is inside the magnitude square operation. However, in their derivation
[20], they ignored the optical noise first to obtain the data-only part of the model.
In the resulting discrete-space model, the optical noise term (in discrete-space)
was inserted to get the complete model with noise. This follows the development
by Vadde and Kumar [29] where the model is constructed in such a way that the
optical noise does not go through the integration operation by CCD (see Eq. (8) in
[29]). We believe that they [20, 29] did this for the sake of simplicity in doing sim-
ulations and mathematical analysis. In the interest of accuracy, in this chapter, we
aim to develop a channel model without making the above approximations. Our
derivation starts from the work of Keskinoz and Kumar [20] as given by Eq. (2.1).
We first consider the noise free (signal part only) channel model for the HDSS.
A 2D continuous-space channel model for HDSS (without noises) is shown in
Figure 5.1. Here {di,j} with di,j ∈ {1, 1/ǫ} denotes the input data page, ǫ denotes
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( ),p x y F ( ),A x yH f f F 2∫∫  { }, 1,1i jd ε∈ ( ),s x y ( ),r x y ,i jI
SLM CCDLens1 Lens2Aperture
Figure 5.1: 2D continuous-space channel model (noiseless) for 4-fL architecture.
the SLM amplitude contrast ratio, p(x, y) denotes the SLM pixel shape function,
F denotes Fourier transform (FT), and HA(x, y) denotes the aperture frequency
response. The CCD array detects and integrates the magnitude square of the
incident light wavefront over its pixels and outputs the intensity data page Ii,j .
This channel model considers the aperture at the frequency plane, the SLM and
CCD fill factors, the SLM contrast ratio, and the SLM pixel shape function as
main sources of ISI.
An important factor that affects the nature of ISI is the ‘fill factor’. The areal
fill factor refers to the ratio of the active area of the device (SLM or CCD) to the
total area. Similarly, linear fill factor is the ratio of pixel pitch to pixel width along
each dimension. We will assume that the linear fill factors are the same for both
SLM and CCD along x and y coordinates. The linear fill factor of SLM is defined
as
α = δx1/∆x1 = δy1/∆y1, (5.1)
where (x1, y1) denotes the coordinate axes in the object plane (i.e. SLM), and
(∆x1, δx1) and (∆y1, δy1) denote the (width, pitch) of the pixels along the x1 and
y1 axes, respectively. In similar notations, if (x2, y2) denotes the coordinate axes
in the image plane (i.e. CCD), the linear fill factor of the CCD is defined as
β = δx2/∆x2 = δy2/∆y2. (5.2)
An important factor that affects the CCD output is the SLM contrast ratio
which arises because the ‘OFF’ pixels of the SLM are not completely dark. The
amplitude contrast ratio ǫ is defined as the ratio of the average magnitude of ‘ON’
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pixels to that of the ‘OFF’ pixels:
ǫ = E [
√
rON ] /E [
√
rOFF ] , (5.3)
where rON and rOFF are the intensity values of the ‘ON’ and the ‘OFF’ pixels,
respectively, and the expectation is carried out over the entire set of pixels in the
page.
Since the SLM pixel is assumed to be rectangular with widths δx1 and δy1, the
SLM pixel shape function p(x, y) can be described as







where rect(x, y) denotes the 2D unit rectangular function1. Because this 2D unit
rectangle function is separable, we have






) = p1(x)p1(y), (5.5)




the SLM consists of N ×N pixels (N is an odd number), the SLM output s(x, y)




dk,lp(x− k∆x1, y − l∆y1), (5.6)
where P = (N − 1)/2, and (k, l) denotes the pixel location on the page of size
N ×N with (k, l) = (0, 0) being the center.
The spatial frequencies (fx, fy) relate to the spatial position coordinates (x, y)
in the frequency plane as fx = x/(λfL) and fy = y/(λfL) [31], where λ is the
wavelength of the light and fL is the lens’s focal length. A square aperture of width
D centered at the origin in the frequency plane (i.e. |x| ≤ D/2 and |y| ≤ D/2)
serves as an ideal low-pass filter with cut-off frequencies (D/(2λfL),D/(2λfL)).
1Here, rect(x, y) = 1 for {|x| ≤ 0.5, |y| ≤ 0.5} and 0 otherwise. Similarly, in 1D, rect(x) = 1
for {|x| ≤ 0.5} and 0 otherwise.
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That is, the aperture frequency response is given by









We assume that the system is shift-invariant. Hence, the aperture and the FT
lenses can be characterized by the aperture impulse response hA(x, y) which is
the inverse FT of HA(fx, fy). This response hA(x, y) is also known as the point
spread function (PSF) of the system (i.e. the field distribution of an impulse input
before the CCD) and it is another factor that strongly influences the nature of ISI.



















When the SLM output s(x, y) passes the shift-invariant system with aperture
impulse response hA(x, y), we get the CCD input r(x, y) as











dk,lh(x− k∆x1, y − l∆y1)
= dk,l ⊗ h(x, y), (5.9)
where ⊗ denotes convolution and h(x, y) = p(x, y)⊗ hA(x, y) is the pixel response
before the CCD. Because p(x, y) and hA(x, y) are separable, we have
h(x, y) = p(x, y)⊗ hA(x, y)
= [p1(x)⊗ hA1(x)][p1(y)⊗ hA1(y)]
= h1(x)h1(y), (5.10)
where h1(x) is given by
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Thus, the pixel response is separable and the component functions along x and
y axes can be expressed as the convolution of a rectangular function and a sinc
function [33]. Further, each square pixel in the SLM plane is transformed into a
convolution of a 2D rectangular function and a 2D sinc function in the CCD plane
due to the diffraction effect. Consequently, the image of each pixel on the CCD
has a main lobe and a series of side lobes. The overlap of the images of the input
pixels gives rise to the interpixel crosstalk on CCD, i.e. ISI.
The CCD integrates the incident intensity in space domain and time domain to
produce the output intensity values. Assume that the intensity variations on the
CCD pixels are smooth enough in time domain so that only the spatial integration






|r(x, y)q(x− i∆x2, y − j∆y2)|2 dydx, (5.12)
where q(x, y) is the pixel shape function on the CCD and is given by



























Eq. (5.14) describes the noiseless output of the CCD where the channel h(x, y)
appears in continuous-space domain. As shown in Section 2.2, this expression can
be expressed as the output of a discrete channel matrix G (see Eqs. (2.2), (2.3)).
Since our interest is primarily the development of a discrete channel model for
noisy channels, we shall look into the details of discretization in the next section.
72
CHAPTER 5. ACCURATE CHANNEL MODEL
SLM CCDLens1 Lens2Aperture
2∫∫  
( ),n x y ,i jη
( ),p x y ( ),s x y ( ),AH x y,i jd ( ),r x y ,i jI ,i jXF F
Figure 5.2: 2D continuous-space channel model (with noises) for 4-fL length archi-
tecture.
5.3 Model for Channel with Optical and Elec-
tronics Noises
As already mentioned in Chapters 1 and 2, there are two kinds of noises in HDSS.
One is the optical noise, n(x, y), which arises from scatter and laser speckle and
is modeled as circularly symmetric complex Gaussian [12]. Since the noise power
output from CCD should be finite, we model the optical noise as complex band-
limited noise. This band-limited property may be attributed to the optics. In other
words, n(x, y) = n˜(x, y)+j˜˜n(x, y), where2 n˜(x, y) = ℜ[n(x, y)], ˜˜n(x, y) = ℑ[n(x, y)]
and j =
√−1. Here n˜(x, y) and ˜˜n(x, y) are modeled as independent zero mean
Gaussian random variables with variance σ2o each. The other is the electronics
noise, ηi,j, which is due to the signal detection electronics and is modeled as additive
white Gaussian noise (AWGN) with zero mean and variance σ2e [12]. These two
kinds of noises can be integrated into the system as shown in Figure 5.2.













|r(x, y) + n(x, y)|2 dydx+ ηi,j. (5.15)
A discrete-space channel model can be developed as follows. Expanding the RHS
2ℜ[x] and ℑ[x] stand for real and imaginary parts, respectively, of the complex number x.
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|n(x, y)|2 dydx+ ηi,j
= Ai,j +Bi,j + Ci,j +Di,j, (5.16)


















|n(x, y)|2 dydx, (5.19)
Di,j = ηi,j . (5.20)
Here, Ai,j represents the data-only part in the CCD output, Bi,j and Ci,j represent
the effect of optical noise, and Di,j represents the electronics noise part in CCD
output. Since Di,j = ηi,j is modeled as white Gaussian with mean zero and variance
σ2e , in the following, we will examine the terms Ai,j, Bi,j and Ci,j. The aim is to
develop mathematical models for generating these terms in simulations.
5.3.1 Derivation for Ai,j
We assume square pixels with ∆1 = ∆x1 = ∆y1 and ∆2 = ∆x2 = ∆y2. Using this
and substituting (5.9) and (5.10) into (5.17), we get
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h1(y − l∆1)h∗1(y − n∆1)dy. (5.21)
Assuming pixel-matched condition, i.e. ∆1 = ∆2 = ∆, and substituting (5.1) and











h1(y − l∆)h∗1(y − n∆)dy. (5.22)













′ + (j − l)∆)h∗1(y′ + (j − n)∆)dy′. (5.23)






















′ + n′∆)dy′. (5.24)
According to the nature of the holographic channel, we know that h(x, y) = 0
outside the region {(x, y) : |x| ≤ (L + 1/2)∆, |y| ≤ (L + 1/2)∆}, where 2L is the
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Here, Gk,m denotes the (k,m)
th element of the discrete channel matrix (DCM) G
which is determined by channel characteristics such as fill factors and the aperture
impulse response. According to (5.25), Gk,m controls one dimension of the output
intensity, i.e. the x coordinate, and Gl,n controls the other dimension of the output,











































since α = β. Define a normalized aperture width w as
w = D/DN , (5.28)
where DN = λfL/∆ is known as the Nyquist aperture width. This Nyquist aper-
ture width implies that the 2D sinc type of PSF has its first null coincident with the
center of the first horizontally or vertically interfering pixel [29]. Further, defining
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and E [di,j] =
1+1/ǫ
2
as di,j = 1 and di,j = 1/ǫ are assumed to
be equi-probable. We have also assumed that the page {di,j} consists of a sequence










, k = m, l = n



















]− [mean(Ai.j)]2 . (5.33)
5.3.2 Derivation for Bi,j
Substituting (5.9) in (5.18), and since r(x, y) is real, n(x, y) = n˜(x, y) + j˜˜n(x, y)















n˜(x, y)h(x− k∆, y − l∆)dydx. (5.34)
77
CHAPTER 5. ACCURATE CHANNEL MODEL
As we did in Section 5.3.1, with change of variables x′ = x− i∆, y′ = y − j∆,










n˜(x′ + i∆, y′ + j∆)h(x′ + k′∆, y′ + l′∆)dy′dx′. (5.35)
















n˜(x+ i∆, y + j∆)h(x+ k∆, y + l∆)dydx. (5.37)
Because n˜(x, y) is a zero mean band-limited Gaussian noise with power σ2o , Jk,l,i,j
for different (k, l) is a correlated Gaussian noise for given (i, j). Therefore, we could
develop a 2D autoregressive model for generating this sequence for given (i, j) and
different (k, l). Strictly speaking, the sequence Jk,l,i,j is also correlated for different
(i, j), since n˜(x, y) is a correlated noise. However, for the sake of simplicity, we
neglect this correlation across pixels in our analysis.
For further simplification, we replace h(x + k∆, y + l∆) in (5.37) with the
stair-case approximation h(k∆, l∆). Then, we get





n˜(x+ i∆, y + j∆)dydx. (5.39)
Since n˜(x, y) is zero mean Gaussian, n˜i,j is also zero mean Gaussian. Substituting




di−k,j−lh(k∆, l∆)n˜i,j . (5.40)
78
CHAPTER 5. ACCURATE CHANNEL MODEL
Since n˜i,j and di,j are mutually independent, it immediately follows from (5.40) that
the mean of Bi,j is zero since the mean of n˜i,j is zero. Further, the autocorrelation
function of Bi,j can be obtained as

















h(k1∆, l1∆)h(k2∆, l2∆)E [di1−k1,j1−l1di2−k2,j2−l2]
·Rn˜i,j(i2 − i1, j2 − j1) (5.41)
where Rn˜i,j (i2 − i1, j2 − j1) is the autocorrelation function of n˜i,j . Using (5.39),
Rn˜i,j(i2 − i1, j2 − j1) can be expressed as













Rn˜(x2 − x1 + (i2 − i1)∆, y2 − y1 + (j2 − j1)∆)
dx1dx2dy1dy2 (5.42)
where Rn˜(x, y) is the autocorrelation function of n˜(x, y).








h(k1∆, l1∆)h(k2∆, l2∆)E [di−k1,j−l1di−k2,j−l2]










h(k1∆, l1∆)h(k2∆, l2∆). (5.43)
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Thus, the variance of Bi,j depends on the bandwidth of the optical noise n˜(x, y).
Recall from Section 5.2 (see Eq. (5.10)) that the pixel response h(x, y) depends
on the aperture in the FT plane, which acts as a low pass filter. For the sake of
convenience, we assume that the power spectrum density (PSD) of n˜(x, y) is similar









where w is the normalized aperture width and ∆ is the pixel pitch. Therefore, we
get the autocorrelation function of n˜(x, y) as
Rn˜(x2 − x1, y2 − y1) = σ2osinc ((x2 − x1)Bo, (y2 − y1)Bo) . (5.45)
5.3.3 Derivation for Ci,j







n˜2(x, y) + ˜˜n2(x, y)
]
dydx, (5.46)
where n˜(x, y) and ˜˜n(x, y) are independent band-limited white Gaussian processes
with variance σ2o . As before, with x










n˜2(x+ i∆, y + j∆) + ˜˜n2(x+ i∆, y + j∆)
]
dydx. (5.47)



























= 2β2∆2σ2o . (5.48)
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n˜2(x1 + i∆, y1 + j∆) + ˜˜n
2(x1 + i∆, y1 + j∆)
]
[
n˜2(x2 + i∆, y2 + j∆) + ˜˜n




We compute the expectation in (5.49) first:
E
[[
n˜2(x1, y1) + ˜˜n
2(x1, y1)
] [
















































= 2 · 3σ4o + 2 · σ4o
= 8σ4o . (5.51)
































+ 2σ4o . (5.52)
It is difficult to evaluate the first two terms on the RHS of (5.52) exactly, since
n˜(x, y) and ˜˜n(x, y) are not white. Hence, we may use the Cauchy-Schwartz in-





] ≤ √E [n˜4(x1, y1)] E [n˜4(x2, y2)]
= 3σ4o . (5.53)
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] ≤ 3σ4o . (5.54)
Hence, (5.52) can be upper-bounded as
RHS2 ≤ 3σ4o + 3σ4o + 2σ4o = 8σ4o . (5.55)
Therefore, we get the RHS of (5.50) as
RHS = RHS1 +RHS2
≤ 8σ4oδ(x1 − x2, y1 − y2) + 8σ4o [1− δ(x1 − x2, y1 − y2)]
= 8σ4o . (5.56)















≤ 8β4∆4σ4o − 4β4∆4σ4o
= 4β4∆4σ4o . (5.58)
5.3.4 Channel Model with Optical and Electronics Noises
Using the same parameters as given in Section 3.3, we can numerically evaluate
the statistics of the terms Ai,j , Bi,j , Ci,j and Di,j.
Gk,m depends only on the system and can be determined using (5.29). Then,
the mean of Ai,j can be directly computed using (5.30). Substituting the above
computed values of Gk,m in (5.30), we can get the expression for the mean of Ai,j
in terms of ǫ and ∆. As we see that the means and variances of Ai,j, Bi,j and Ci,j
depend on ∆, we will express our results in terms of ∆. As the computation of the
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variance of Ai,j using (5.32) involves upto 4
th order statistics of di,j, we use data
averaging instead of analytical approach. As in the case of the mean of Ai,j, we
can express the variance of Ai,j in terms of upto 4
th order statistics of di,j weighted
by summation of Gk,m according to (5.32). Evaluating the weights, we can get the
expression for the variance of Ai,j in terms of ǫ and ∆. Substituting ǫ = 10, we
get the computed mean and variance of Ai,j in terms of ∆ as
mean(Ai,j) = (0.42 + 0.29/ǫ+ 0.42/ǫ
2)∆2 ≈ 0.5∆2 (5.59)
var(Ai,j) = (0.1186− 0.0136/ǫ− 0.21/ǫ2 − 0.0136/ǫ3 + 0.1186/ǫ4)∆4
≈ 0.1∆4. (5.60)
Using (5.42) and (5.45), we can first compute Rn˜i,j(0, 0). Then, we can compute
h(k∆, l∆) using (5.10). As in the case of the mean of Ai,j, the variance of Bi,j can
be evaluated using (5.43) as
var(Bi,j) = β
4∆4σ2o . (5.61)
The mean and variance of Ci,j are given by (5.48) and (5.58) as
mean(Ci,j) = 2β
2∆2σ2o (5.62)
var(Ci,j) ≤ 4β4∆4σ4o . (5.63)
For comparison, we list below the means and variances of Ai,j, Bi,j , Ci,j and
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Di,j together:
mean(Ai,j) ≈ 0.5∆2 (5.64)
var(Ai,j) ≈ 0.1∆4 (5.65)





var(Ci,j) ≤ 4β4∆4σ4o (5.69)




From the above, we notice that when the power of optical noise is small, the
variance (and power) corresponding to component Ci,j is much smaller compared
to that of Bi,j and Ai,j. In other words, the relative variations in Ci,j about its
mean are much less compared to that of Bi,j and Ai,j . In practice, low optical
noise variance can be realized by careful design/adjustment of the optical system
in HDSS. Hence, we may approximate Ci,j as a constant noise floor located at its
mean value in our channel model. Such an approximation can also be considered
reasonable from the fact that Ci,j is nothing but the average of |n(x, y)|2 in the
(i, j)th pixel (see Eq. (5.19)). This approximation greatly reduces the complexity
of noise modeling. Substituting this approximation in (5.16), we get the discrete-




di−k,j−ldi−m,j−nGk,mGl,n +Bi,j + Ci,j + ηi,j (5.72)
where Bi,j is given by (5.36), (5.38) and (5.39), and Ci,j is modeled as the constant
2β2∆2σ2o . Further, recall from Section 5.3.2 that Bi,j is Gaussian for a given data
page.
Based on the arguments we presented in Sections 5.2 and 5.3 leading to the
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derivation of the model given in (5.72), we claim that the channel model (5.72) is
more accurate compared to the model given by Keskinoz and Kumar [20].
5.4 Numerical Evaluation of Our Channel Model
Direct comparison between the actual HDSS channel output given by (5.15) and
the output given by (5.72) is impossible, since we cannot generate the continuous-
space noise term n˜(x, y) in (5.15). However, for the sake of illustration, we compute
and compare the CCD output for a given input data page using our model given
by (5.72) and Keskinoz and Kumar’s model given by (2.8). Since the electronics
noise is common to both models, we ignore this in the following evaluation. The
same simulation conditions as in Section 3.3 are used here.
In the simulation based on (5.72), we need to generate a data-dependent cor-
related noise term Bi,j. Note from (5.36)-(5.39) that we need to generate the
correlated Gaussian noise {n˜i,j} to generate Bi,j . The technique used to generate
a sequence of random numbers with a given autocorrelation function, or a given
PSD, is to filter a sequence of uncorrelated zero mean noise samples by a linear
filter so that the target PSD is obtained. Therefore, the problem of generating a
sequence of random numbers of given PSD is reduced to the problem of finding
a linear filter whose transfer function is the square root of the required PSD. In
our case, the autocorrelation function of n˜i,j is given by (5.42) and its PSD can
be obtained as the FT of this autocorrelation function. The transfer function of
the linear filter is then obtained as the square root of the PSD. The problem of
finding a linear filter having a given transfer function can be solved by finding
the best fit to the transfer function in the least square sense. This may lead to a
solution in the form of an IIR (infinite impulse response) filter. Hence, we need to
properly truncate the impulse response. Using the above mentioned method, we
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Figure 5.3: Signal-only part of the CCD output for (a) our channel model and (b)
Keskinoz and Kumar’s model.
Figure 5.4: CCD output with optical noise for (a) our channel model and (b)
Keskinoz and Kumar’s model.
can generate n˜i,j, and hence, Bi,j using (5.36).
The computed signal-only part of the CCD output for the two channel models is
given in Figure 5.3. Further, the computed CCD output with optical noise for the
two channel models is given in Figure 5.4. For the purpose of comparison, we also
show 3 separated rows of the noisy CCD page output in Figure 5.5. Specifically,
they are the 1st, 100th and 200th rows. They are concatenated together to make a
long sequence consisting of 600 samples.
We also obtain the distribution of the computed CCD output for the two chan-
nel models as shown in Figure 5.6. Observe that the distributions for the two
channel models are different. Hence, equalization and detection schemes should be
carefully investigated before being applied to the real system.
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(a) Three rows of CCD page output for our model









(b) Three rows of CCD page output for Keskinoz and Kumar’s model
Figure 5.5: Three rows (concatenated) of CCD output with optical noise for (a)
our channel model and (b) Keskinoz and Kumar’s model.


























(b) Keskinoz and Kumar’s model.
Figure 5.6: Probability density function of CCD output with optical noise for (a)
our channel model and (b) Keskinoz and Kumar’s model.
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5.5 Conclusion
To provide an accurate channel model for equalization and detection used to in-
crease the density of HDSS, this chapter has presented our effort to derive an
accurate channel model for HDSS. Our channel model provides more accurate rep-
resentation of the signal and noise parts at the CCD output. Derivation of this
model includes a very detailed analysis of the noise statistics (optical noise and
electronics noise) in HDSS. Also, the complexity of this channel model is accept-
able for simulation purpose. The analysis of the noise statistics helped to develop
simple and easier means to generate the optical noise parts at the CCD output.
Numerically generated CCD output and its probability density function are pre-
sented for our channel model and Keskinoz and Kumar’s model.
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Conclusions and Further Work
6.1 Conclusions
In this thesis, we investigated nonlinear equalization, partial response (PR) tar-
gets and accurate channel modeling for HDSS. In particular, we have developed a
simple-to-implement nonlinear equalization scheme and an accurate channel model
for HDSS. We also developed a method to design optimum PR target for HDSS
channels with Viterbi detection (VD).
The thesis can be divided into three parts. In Part 1, which consists of Chap-
ters 1 and 2, after a brief survey of the existing literature on the related topics,
we presented a detailed description of the 4-fL architecture, channel modeling,
LMMSE equalization, PR equalization and Viterbi detection for HDSS. In Part 2,
which consists of Chapters 3 and 4, we investigated the application of nonlinear
equalization with full-response or partial response equalization targets for HDSS.
In Part 3, which consists of Chapter 5, we investigated the problem of accurate
channel modeling for HDSS. The contents of Parts 2 and 3, which form the new
contributions of this thesis, are elaborated below.
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All the works reported so far in the literature on equalization for HDSS are
linear in nature. The work reported in this thesis (Chapters 3 and 4) is the first
known attempt to apply nonlinear (quadratic) equalization for HDSS. In the pro-
posed schemes, the equalizer is a quadratic filter, which has been simplified for
HDSS to obtain significant performance gain while keeping a comparable complex-
ity with linear equalization scheme. Our work consists of QMMSE equalization
and PR equalization followed by 2D Viterbi detector. Simulation results showed
that the QMMSE scheme provides 5-6 dB gain in SNR compared with LMMSE
scheme at BER of 10−6 and PR equalization followed by Viterbi detector provides
an extra gain of 2 dB at that BER level. We may also remark that the optimum
target design approach presented in Chapter 4 is the first of such an attemp for
HDSS channel. All the prior approaches are basically 1D in nature.
It is very important to obtain an accurate channel model for further study of
HDSS. However, existing channel models are not accurate enough. In Chapter 5,
we developed an accurate channel model for HDSS which includes the frequency
plane aperture, the SLM and the CCD fill factors, the SLM contrast ratio, and the
SLM pixel shape function as main sources of ISI and optical noise and electronics
noise.
6.2 Directions for Further Work
Several issues remain to be solved to make the nonlinear equalization scheme an
attractive approach for signal detection in HDSS. Limiting our scope to the prob-
lems attempted in this thesis, the following issues need to be addressed to make
this work more complete.
• Development of a novel equalization and/or detection approaches that cus-
tomized to work on channels with optical noise.
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• Development of a simulation approach to test our proposed channel model.
• Development of a QMMSE equalizer for both linear target and nonlinear
target based on our channel model.
• Development of a PR equalizer followed by 2D VD scheme for our channel
model.
• Development of an analytical approach to find the optimum PR target for
our channel model.
• Development of a modified 2D Viterbi scheme which is suitable for correlated,
non-Gaussian distribution.
We believe that the research on the above issues will help us to answer several
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