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Algebrai Multigrid for Two-Dimensional
Time-Harmoni Magneti Field Computations
Domenio Lahaye
Departement Computerwetenshappen, K.U.Leuven
Celestijnenlaan 200A, B-3001 Heverlee, Belgie
Abstrat
The nite element simulation of eletri energy transduers suh as ma-
hines and transformers requires solving linear algebrai system with a large
number of unknowns. In pratial omputations this solution proess re-
quires up to 90 perent of the total simulation time. This thesis ontributes
to the development of eÆient iterative tehniques for solving the nite
element linear systems. The algorithms proposed were implemented in a
simulation pakage in suh a way to allow their use in the omputation of
industrial models.
The models onsidered in this thesis are built upon two-dimensional
quasi-stationary approximations of the magneti eld equations. First sta-
tionary and time-harmoni magneti eld models are introdued. After-
wards models are treated in whih the time-harmoni magneti eld is
oupled with an external eletrial iruit. The disrete variant of these
models is solved using algebrai multigrid methods, possibly aelerated by
an outer Krylov iteration. Algebrai multigrid (AMG) methods allow to
obtain the mesh independent onvergene harateristi for multigrid on
models with a ompliated geometry. This thesis is based on previously de-
veloped AMG odes. The lass of problems for whih these are appliable
was extended.
The disretization of stationary problems without anti-periodi boun-
dary onditions results in systems that belong to the lass of problems for
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whih AMG was originally developed. Compared with the more onven-
tional one-level methods that were used prior to the start of this thesis, the
use of AMG results in a redution of the required simulation time. The
amount of this gain inreases with the problem size. In problems with anti-
periodi boundary onditions, the positive o-diagonal entries need to be
taken orretly into aount in the onstrution of the interpolation if the
AMG ode is to onverge without Krylov aeleration.
The disretization of time-harmoni problems results in systems with
symmetri, omplex-valued oeÆient matries. The AMG algorithm is ex-
tended to these systems by basing the seletion of the oarse grid points and
the onstrution of the interpolation operator on the real part of the matrix.
This extension is suh that the Galerkin oarse grid disretization yields a
matrix with similar struture and properties then its ne grid equivalent.
The disretization of eld-iruit oupled problems results in two-by-two
blok strutured systems. The rst and seond diagonal blok represent the
disretized eld equations and the eletrial iruit respetively. These two
bloks are oupled by the magnetially indued urrent and voltages in the
eletrial ondutors of the system. In the AMG algorithm this struture is
exploited by basing the seletion of the oarse grid points and the onstru-
tion of the interpolation on the disretized eld equations. The eletrial
iruit and the oupling terms are taken into aount in the solve phase
of the algorithm. For the implementation we developed an interfae that
allows to all AMG from within a software library for disretized dierential
equations. This library was in turn oupled with the nite element pakage
onsidered in this thesis. The oupling between these three software om-
ponents has proven to be eÆient and robust in pratial appliations. In
the omputation of an indution mahine for example the use of the general-
ization of AMG for eld-iruit oupled problems results in an aeleration
with a fator of 24 ompared with previously implemented solvers.
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e
Samenvatting
De eindige-elementensimulatie van elektrishe energieomzetters zoals ma-
hines en transformatoren vereist het oplossen van algebra

she stelsels ver-
gelijkingen met een groot aantal onbekenden. In praktishe berekeningen
neemt deze proedure tot 90 proent van de totale simulatietijd in beslag.
Deze thesis levert bijdragen in de ontwikkeling van eÆi

ente iteratieve me-
thoden voor de oplossing van de eindige-elementenstelsels. De voorgestelde
algoritmen werden ge

mplementeerd in een simulatiepakket teneinde ze te
kunnen aanwenden in de berekening van industri

ele modellen.
De modellen beshouwd in deze thesis zijn gebouwd op basis van twee-
dimensionale quasi-stationaire benaderingen van de magnetishe veldverge-
lijkingen. Eerst worden stationaire en tijdsharmonishe magnetishe veld-
modellen ge

ntrodueerd. Daarna komen komen problemen aan bod waarin
tijdsharmonishe magnetishe veldmodellen gekoppeld worden met een uit-
wendig elektrish netwerk. De disrete variant van deze modellen wordt
opgelost aan de hand van de algebra

she multiroostermethoden (AMG),
mogelijk versneld door een uitwendige Krylov-deelruimte-iteratie. AMG-
methoden laten toe om de roosteronafhankelijke onvergentie, karakteristiek
voor multiroostermethoden, te bekomen in problemen met ingewikkelde ge-
ometrie

en. Deze thesis steunt op de reeds eerder ontwikkelde AMG-odes.
De klasse van problemen waarvoor deze odes toepasbaar zijn werd uitge-
breid.
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De disretisatie van stationaire problemen zonder anti-periodieke rand-
voorwaarden resulteert in stelsels die tot de klasse van problemen behoren
waarvoor de AMG methode oorspronkelijk ontwikkeld werd. Vergeleken
met de meer onventionele een-roostermethoden die voor de aanvang van
deze thesis werden gebruikt, leidt het gebruik van AMG tot een redutie van
de vereiste simulatietijd. De grootte van de snelheidswinst neemt toe met
de probleemgrootte. In problemen met anti-periodieke randvoorwaarden
dienen de positieve niet-diagonaalelementen in de jnroostermatrix orret
in rekening te worden gebraht in de onstrutie van de interpolatie opdat
het AMG-algoritme zonder Krylov-versnelling zou onvergeren.
De disretisatie van tijdsharmonishe problemen resulteert in stelsels
met symmetrishe matries van omplexe o

eÆi

enten. Het AMG-algoritme
wordt naar deze stelsels uitgebreid door de seletie van de grofroosterpun-
ten en de onstrutie van de interpolatie te baseren op het re

eel van de
matrix. Deze uitbreiding is danig dat de Galerkin-grof-roosterdisretisatie
een matrix geeft met dezelfde strutuur en eigenshappen als zijn equivalent
op het jne rooster. Een numerieke validatie van dit algoritme toont een
versnelling van de simulaties die toeneemt met de probleemgrootte net zoals
bij stationaire problemen.
De disretisatie van tijdsharmonishe veld-iruit gekoppelde problemen
resulteert in twee-bij-twee blok-gestrutureerde systemen. Het eerste en
tweede diagonaalblok stellen respetievelijk de gedisretiseerde veldvergelij-
kingen en het elektrish iruit voor. Deze twee blokken worden gekoppeld
door de ge

ndueerde stromen en spanningen in de elektrishe geleiders van
het model. In het AMG-algoritme wordt deze blokstrutuur uitgebuit door
de seletie van de grofroosterpunten en de onstrutie van de interpolatie te
baseren op de gedisretiseerde veldvergelijkingen. Het elektrish iruit en
de koppelingstermen worden in rekening gebraht in de oplossingsfase van
het algoritme. Voor de implementatie hebben we een interfae ontwikkeld
die toelaat om de AMG-odes aan te roepen vanuit een softwarebibliotheek
voor het oplossen van gedisretiseerde dierentiaalvergelijkingen. Deze bi-
bliotheek werd op zijn beurt gekoppeld met het eindige-elementenpakket
dat beshouwd wordt in deze thesis. De koppeling tussen deze drie soft-
wareomponenten heeft bewezen eÆi

ent en stabiel te zijn in praktishe
berekeningen. In de simulatie van een indutiemotor bijvoorbeeld levert de
veralgemening van AMG voor veld-iruit gekoppelde problemen een ver-
snelling op met een fator 24 in vergelijking met voorheen ge

mplementeerde
solvers.
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1 Inleiding
1.1 Context van het onderzoek
In het ontwerp van elektromagnetishe toestellen wordt tegenwoordig het
experimentele werk vaak aangevuld met omputersimulaties. De doelstel-
ling op lange termijn bij de ontwikkeling van de hiervoor vereiste software
is het overbodig maken van het bouwen van dure prototypes.
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Deze thesis levert vershillende bijdragen tot de verbetering van een
pakket voor de numerieke simulatie van quasi-stationaire elektromagneti-
she energie-omzetters door het inorporeren van moderne tehnologie voor
het oplossen van stelsels van lineaire vergelijkingen. Dit interdisiplinair on-
derzoek kadert in de vruhtbare samenwerking tussen twee vakgroepen van
de Faulteit Toegepaste Wetenshappen van de K.U.Leuven. Deze groepen
zijn de vakgroep Elektrishe Energie van het Departement Elektrotehniek
(ESAT/ELEN) enerzijds en de groep Tehnish Wetenshappelijk Rekenen
van het Departement Computerwetenshappen (CS/SiComp) anderzijds.
De eerste groep heeft expertise in de studie van elektromagnetishe toe-
stellen zoals elektrishe motoren en transformatoren [30, 77, 56, 55℄. De
tweede groep heeft expertise in het ontwerp, de analyse en de implemen-
tatie van algoritmen voor de snelle oplossing van gedisretiseerde parti

ele
dierentiaalvergelijkingen (PDEs) [60, 47, 71℄.
1.2 Het Olympos-pakket
Het onderzoek in omputermodellen voor elektromagnetishe energie-omzet-
ters in de ESAT/ELEN-onderzoeksgroep is sinds 1995 geonentreerd rond
de ontwikkeling van het Olympos-pakket [86, 76, 35, 27℄. Vanwege het belang
van dit pakket in deze thesis, zullen we een korte beshrijving ervan geven.
In Olympos wordt een beperkt aantal van de Maxwell-vergelijkingen
opgelost voor het magnetish veld. Voor het type van toepassingen die
van belang zijn voor de ESAT/ELEN-groep, is het voldoende om quasi-
stationaire benaderingen te beshouwen. De verplaatsingsstroom kan met
andere woorden verwaarloosd worden. Het pakket laat toe om zowel statio-
naire, tijdsharmonishe als transitorishe magnetishe velden te simuleren.
Uit het berekend magnetish veld kunnen praktish relevante grootheden
zoals krahten en koppels afgeleid worden.
De omplexe geometrie van praktishe toestellen wordt in eerste stap
benaderd door het modelleren van tweedimensionale dwarsdoorsneden of
van axi-symmetrishe onguraties. De magnetishe vetorpotentiaal wordt
ingevoerd als onbekende. In stationaire formuleringen bestaat het ontinue
model uit een diusievergelijking voor de omponent van de vetorpotentiaal
loodreht op het beshouwde domein. In tijdsharmonishe formuleringen
wordt de variatie van de amplitude van de vetorpotentiaal in de ruimte
beshreven door de Helmholtz-vergelijking met omplexe vershuiving. In
praktishe toepassingen is de berekening van het magnetish veld onmogelijk
zonder de eigenshappen en de interonnetie van de elektrish geleidende
gebieden in het rekendomein in rekening te brengen. In deze gevallen dient
de dierentiaalvergelijking voor het magnetish veld aangevuld te worden
met bijkomende vergelijkingen die het elektrish iruit modelleren. Dit
resulteert in zogenoemde veld-iruit gekoppelde formuleringen.
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In Olympos wordt het ontinue model gedisretiseerd met lineaire ein-
dige elementen. Praktishe ervaring met het pakket heeft uitgewezen dat
het oplossen van de eindige-elementenstelsels de essenhals vormt in be-
rekeningen. Deze essenhals is danig dat simulaties waarin stelsels van
hoge-resolutiedisretisaties herhaaldelijk dienen opgelost te worden bijzon-
der tijdrovend zijn. Het doel van deze thesis bestaat erin deze essenhals
weg te werken door gebruik te maken van numerieke algoritmen die snel zijn
in CPU-tijd en die beperkte geheugenvereisten hebben. Het algoritme en-
traal in dit werk is de algebra

she multiroostermethode. In wat volgt geven
we een korte inleiding op deze methode met als doel de nodige terminologie
te introdueren.
1.3 De algebra

she multiroostermethode
De eindige-elementendisretisatie van PDEs resulteert in lineaire stelsels
met ijle matries van o

eÆi

enten. Dit motiveert de keuze voor iteratieve
oplossingstehnieken. De klassieke iteratieve methoden gebaseerd op een
splitsing van de matrix zijn oneptueel eenvoudig, maar onvergeren on-
aanvaardbaar traag voor problemen met een groot aantal onbekenden. In
multiroosterverbeteringen van deze methoden wordt de onvergentie op een
gegeven jn rooster versneld door berekeningen op een hi

erarhie van gro-
vere roosters.
De klassieke multiroostermethoden [111℄ vormen snelle iteratieve solvers
voor elliptishe modelproblemen en werden suesvol toegepast in vershil-
lende onderzoeksdisiplines. Hun implementatie is ehter lastig voor pro-
blemen met ingewikkelde geometrie

en. Als een alternatief voor de klassieke
multiroostermethoden werden daarom algebra

she multiroostermethoden
(AMG) ontwikkeld.
In AMG-methoden wordt de hi

erarhie van grof-roosterdisretisaties au-
tomatish geonstrueerd. Deze methoden opereren enkel op de jn-rooster-
matrix. Geen enkele geometrishe informatie over het gedisretiseerde pro-
bleem is vereist. Dit maakt AMG bijzonder aantrekkelijk in gebruik. In
deze thesis maken we gebruik van twee AMG-odes. De eerste werd ont-
wikkeld door Ruge en St

uben [95℄ en zullen we aanduiden met AMG1R5. De
tweede werd later ontwikkeld door St

uben [109℄ en zullen we aanduiden met
SAMG.
1.4 Bijdragen van de thesis
Dit werk heeft bijgedragen tot algoritmishe ontwikkelingen voor het ef-
i

ent oplossen van het stationaire, het tijdsharmonishe alsook het tijds-
harmonish veld-iruit gekoppelde probleem. De voorgestelde algoritmen
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werden ge

norporeerd in Olympos om ze op die manier te kunnen aanwen-
den in het oplossen van industrieel relevante problemen.
De disretisatie van stationaire problemen leidt tot symmetrish posi-
tief deniete M-matries. Het is voor deze klasse van matries dat AMG1R5
en SAMG oorspronkelijk ontwikkeld werden. Aan de hand van numerieke
voorbeelden tonen we dat het gebruik van AMG als solver leidt tot een
substanti

ele versnelling van simulaties vergeleken met een-rooster gepreon-
ditioneerde Krylov-deelruimtemethoden die voorheen in Olympos werden
gebruikt. De grootte van de snelheidswinst neemt toe met de probleem-
grootte. We tonen ook dat het gebruik van AMG als preonditioner verder
de snelheid en de robuustheid van de ode verhoogt.
De disretisatie van anti-periodieke randvoorwaarden introdueert grote
positieve niet-diagonaalelementen in de matrix. We hebben ontdekt dat
AMG1R5 deze positieve elementen niet orret behandelt, en dat dit de on-
vergentie van de ode verhindert als deze gebruikt wordt zonder Krylov-
deelruimteversnelling. Dit probleem werd opgelost in SAMG door de positieve
niet-diagonaalelementen orret in rekening te brengen in de onstrutie van
de interpolatie.
De disretisatie van tijdsharmonishe problemen leidt tot omplex sym-
metrishe stelsels. Een gepaste Krylov-deelruimtemethode voor deze stelsels
is de Symmetrishe Quasi-Minimum-Residu-methode [39℄. In problemen
zonder iruitrelaties wordt een algebra

she multiroostermethode geon-
strueerd door de seletie van de grof-roosterpunten en de onstrutie van de
interpolatie te baseren op het re

eel deel van de o

eÆi

entenmatrix.
In problemen waarin iruitrelaties aanwezig zijn, leidt de disretisatie
tot 22 blok-gestrutureerde matries. We ontwikkelden een algoritme dat
deze blokstrutuur uitbuit en dat toelaat AMG te hergebruiken voor het
oplossen van veld-iruit gekoppelde problemen.
Voor de implementatie van het veralgemeend AMG-algoritme voor het
gekoppelde probleem hebben we een interfae op punt gesteld die toelaat de
AMG-odes op te roepen vanuit de Portable, Extensible Toolkit for Sien-
ti Computations (PETS) [5℄. Dit pakket is een algemene softwarebibli-
otheek voor het oplossen van gedisretiseerde PDEs. De interfae tussen
AMG en PETS werd ge

norporeerd in Olympos. De resulterende solver
is danig dat Olympos de disretisatie en assemblage van het lineaire stel-
sel voor zijn rekening neemt. AMG onstrueert de hi

erarhie van grof-
roosterdisretisaties en PETS is verantwoordelijk voor de multiroosterite-
ratie versneld door Krylov-deelruimtesolvers. Bij het berekenen van mo-
dellen met praktishe relevantie is gebleken dat de koppeling tussen deze
drie pakketten eÆi

ent en robuust is. Vergeleken met een-rooster gepre-
onditioneerde Krylov-deelruimtesolvers levert het nieuwe algoritme in de
berekening van bijvoorbeeld een indutiemotor een versnelling met een fa-
tor tussen 5 en 24 afhankelijk van de probleemgrootte.
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1.5 Overziht van de thesis
Deze thesis bestaat uit 9 hoofdstukken. In Hoofdstuk 2 worden ontinue mo-
dellen voor magnetishe veldberekingen in elektromagnetishe toestellen af-
geleid, vertrekkende van de Maxwell-vergelijkingen. In Hoofdstuk 3 worden
deze modellen gedisretiseerd, gebruik makend van de eindige-elementenme-
thode, en de eigenshappen van de resulterende stelsels beshreven. In
Hoofdstuk 4 wordt een overziht van Krylov-deelruimtemethoden gegeven,
en de onvergentie-eigenshappen van deze methoden worden besproken.
In Hoofdstuk 5 worden de fundamentele onepten van multiroostermetho-
den in het algemeen en geometrishe multiroostermethoden in het bijzonder
ge

ntrodu-eerd. In een tijdsharmonish modelprobleem wordt de perfor-
mantie van een geometrishe multiroosteralgoritme geanalyseerd. In Hoofd-
stuk 6 worden algebra

she multiroostermethoden in detail besproken. De
performantie van de originele Ruge-St

uben-AMG1R5 en zijn opvolger SAMG
worden gevalideerd aan de hand van een verzameling van testproblemen.
Zowel stationaire als tijdsharmonishe problemen worden beshouwd. In
hoofdstuk 7 worden vershillende algoritmen voor veld-iruit gekoppelde
problemen voorgesteld en met elkaar vergeleken. Numerieke resultaten to-
nen dat het veralgemeend AMG-algoritme snel is zowel in aantal iteraties en
als in CPU-tijd. Hoofdstuk 8 is gewijd aan de beshrijving van de interfae
tussen de AMG-odes en PETS. In Hoofdstuk 9 tenslotte wordt deze thesis
afgesloten met enkele besluiten.
2 Magnetishe veld modellen
2.1 Quasi-stationaire magnetishe velden
In deze thesis worden quasi-stationaire benaderingen voor het magnetish
veld beshouwd. In deze benaderingen gaat men ervan uit dat de verplaat-
singsstroom verwaarloosbaar klein is ten opzihte van de geleidingsstroom.
Gegeven deze veronderstelling, kan men de wet van Ampere in funtie van
de magnetishe vetorpotentiaal A shrijven als
r (rA) = J ; (1)
met  en J respetievelijk de magnetishe relutiviteit en de stroomdiht-
heidsvetor. Door integratie van de wet van Faraday, bekomt men de vol-
gende uitdrukking voor het elektrish veld E
E =  r 
A
t
; (2)
xix
met  de elektrishe potentiaal. Met behulp van deze uitdrukking en van
de wet van Ohm
J = E ; (3)
met  de elektrishe geleidbaarheid, kan de vergelijking (1) geshreven wor-
den als
r (rA) + 
A
t
=  r : (4)
Voor tweedimensionale geometrie

en kiest met het artesish assenstelsel da-
nig dat het rekendomein in het xy-vlak ligt. De vetorpotentiaal heeft
slehts een omponent loodreht op het rekendomein, en deze omponent is
enkel van x en y afhankelijk
A = (0; 0; A
z
(x; y; t)) : (5)
De vergelijking (4) herleidt zih voor 2D-geometrie

en dan tot
L(A
z
) + 
A
z
t
=  

z
; (6)
waarbij we de volgende notatie hebben ingevoerd
L(A
z
) =  

x


A
z
x

 

y


A
z
y

: (7)
Voor stationaire magnetishe velden is de beshrijvende vergelijking voor de
vetorpotentiaal dan
L(A
z
) =  

z
: (8)
In tijdsharmonishe formuleringen veronderstelt men dat de elektromagne-
tishe grootheden sinuso

daal vari

eren in de tijd met een pulsatie !. Voor
een gegeven elektromagnetishe grootheid F (x; y; t) kan men dan shrijven
dat
F (x; y; t) = R[
b
F (x; y) exp(j!t) ℄ ; (9)
waarbij R het re

eel deel aanduidt en
b
F de amplitude. Voor deze formule-
ringen herleidt vergelijking (4) zih tot de volgende vergelijking voor
b
A
z
L(
b
A
z
) + j ! 
b
A
z
=  

b

z
: (10)
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2.2 Modellen van elektrishe geleiders
Voor de beshrijving van de elektromagnetishe wisselwerking worden in
deze thesis, behalve lokale veldgrootheden, ook ge

ntegreerde globale elek-
trishe grootheden ingevoerd. Hiertoe beshouwen we een elektrishe gelei-
der met lengte `
z
en dwarsdoorsnede 
. Indien deze geleider een stationaire
stroom voert, zijn de spanningsval 4V en de stroom I gerelateerd door de
wet van Ohm in integraalvorm
4V = RI ; (11)
met R de ohmse weerstand van de geleider. De grootheid G = 1=R noemt
men de admittantie. De onstitutieve relatie (11) dient veralgemeend te
worden naar zowel tijdsafhankelijke stromen als naar situaties waarin gelei-
ders met elkaar verbonden zijn in een iruit.
In de veralgemening van de wet van Ohm naar tijdsafhankelijke stromen,
speelt de verhouding tussen de indringdiepte Æ en de straal van de geleider
een rol. Naargelang deze verhouding groot of klein is, ondersheidt men
respetievelijk volle (solid) en gewikkelde (stranded) geleiders. Indies sol
en str zullen worden ingevoerd om de symbolen verbonden met de volle en
gewikkelde geleiders aan te duiden.
Voor een volle geleider veronderstelt men de spanningsval onstant over
de dwarsdoorsnede 

sol
. Door het integreren van
b
J
z
=

`
z
d
4V   j ! 
b
A
z
(12)
over 

sol
, bekomt men de volgende onstitutieve relatie
b
I
sol
= G
sol
d
4V
sol
  j !
Z


sol

b
A
z
d
 : (13)
De tweede term in het rehterlid van deze relatie is de magnetish ge

ndueer-
de stroom.
De dwarsdoorsnede van een gewikkelde geleider bestaat uit de vereniging
van dwarsdoorsneden van vershillende geleiders die elk een te kleine straal
hebben om apart gemodelleerd te worden. Over de individuele dwarsdoor-
sneden wordt de stroomdihtheid onstant verondersteld. Stelt men het
aantal in serie geshakelde individuele geleiders gelijk aan N
t
, dan kan men
de spanningsval 4V
str
over de gewikkelde geleider shrijven als N
t
keer de
gemiddelde spanningsval 4V
av
over 

str
. Men bekomt zo als onstitutieve
relatie
d
4V
str
= R
str
b
I
str
+ j !
N
t
`
z
S
str
Z


str
b
A
z
d
 : (14)
De tweede term in het rehterlid van deze vergelijking is de magnetish
ge

ndueerde spanning.
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2.3 Stationaire elektrishe iruits
De beshrijvende vergelijkingen voor een elektrish iruit zijn
 de Kirhho spanningswet (KVL)
 de Kirhho stroomwet (KCL)
 de stroom-spanningrelatie voor elke omponent in het iruit.
Om een maximaal lineair onafhankelijk stel van deze vergelijkingen te be-
komen, maakt deze thesis gebruik van een topologishe methode. Deze
methode assoieert een graaf met het iruit. In deze graaf wordt een boom
T getraeerd. Hierbij worden prioriteitsregels in aht genomen die danig
zijn dat spanningsbronnen en volle geleiders in de boom vershijnen, en
stroombronnen en gewikkelde geleiders in het omplement L ervan. De tak-
ken van de boom worden opgesplitst in spanningsbronnen (met index ),
volle geleiders en overige takken in de boom T
0
T = fsolg [ fg [ T
0
: (15)
Analoog worden takken in het omplement opgesplitst in stroombronnen
(met index i), gewikkelde geleiders en de overige takken L
0
L = fstrg [ fig [ L
0
: (16)
Weerstanden kunnen zowel in de boom als in het omplement voorkomen.
Gegeven de boom, kan men een fundamentele kringloopmatrix B
f
en een
fundamentele doorsnedematrix D
f
voor het iruit opstellen. Met behulp
van deze matries en de vetoren van onbekende spanningen 4V en stro-
men I kan met een maximaal lineair onafhankelijk stel van KVLs en KCLs
respetievelijk shrijven als
B
f
4V = 0 ; (17)
en
D
f
I = 0 : (18)
Om dit paar stelsels van vergelijkingen samen te smelten tot een vierkant
stelsel, worden de rijen en kolommen van de matries en vetoren verdeeld
volgens (15) en (16), en worden de spannings- en stroombronnen naar het
rehterlid gebraht. Zo bekomt men de volgende vergelijkingen voor een
stationair iruit
S
0
B
B

I
str
I
L
0
4V
sol
4V
T
0
1
C
C
A
=
0
B
B

B
str; 
4V

B
L
0
; 
4V

 D
sol; i
I
i
 D
T
0
; i
I
i
1
C
C
A
; (19)
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waarbij de matrix S gelijk is aan
S =
0
B
B

 diag[R
str
℄ 0  B
str; sol
 B
str; T
0
0  diag[R
L
0
℄  B
L
0
; sol
 B
L
0
; T
0
D
sol; str
D
sol; L
0
diag[G
sol
℄ 0
D
T
0
; str
D
T
0
; L
0
0 diag[G
T
0
℄
1
C
C
A
: (20)
Ze is symmetrish en niet-singulier door onstrutie.
2.4 Veld-iruit koppeling
Voor de formulering van het veld-iruit gekoppelde probleem, veronder-
stelt men dat het rekendomein bestaat uit een elektrish geleidend en niet-
geleidend deel. Het geleidende deel wordt verder opgedeeld in de unie van
de dwarsdoorsneden van de volle 

sol; q
en gewonden geleiders en 

str; p
.
Als het niet-geleidende deel aangeduid wordt met 

ore
, kan men stellen
dat

 =

[
p


str; p

[

[
q


sol; q

[ 

ore
: (21)
Het magnetish veldprobleem op 
 kan dan worden geformuleerd als
L(
b
A
z
) + j ! 
b
A
z
=

`
z
d
4V
sol; q
op 

sol; q
L(
b
A
z
) =
N
t; p
S
str; p
b
I
str; p
op 

str; p
L(
b
A
z
) = 0 op 

ore
:
(22)
Indien alle spanningsvallen over de volle geleiders en alle stromen over de
gewikkelde geleiders gekend zijn, dan kan dit dierentiaalprobleem opge-
lost worden. In het algemeen ehter dient het dierentiaalprobleem aange-
vuld te worden met elektrishe iruitvergelijkingen. Voor tijdsharmonishe
stromen bekomt men deze vergelijkingen door de magnetish ge

ndueerde
stromen en spanningen op te tellen bij het linkerlid van (19)
S
0
B
B
B

b
I
str
b
I
L
0
d
4V
sol
d
4V
T
0
1
C
C
C
A
+
0
B
B

 
d
4V
ind
0
b
I
ind
0
1
C
C
A
=
0
B
B
B

B
str; 
d
4V

B
L
0
; 
d
4V

 D
sol; i
b
I
i
 D
T
0
; i
b
I
i
1
C
C
C
A
: (23)
In veld-iruit gekoppelde problemen worden het dierentiaalprobleem (22)
en het algebra

sh stelsel (23) simultaan opgelost voor de vetorpotentiaal,
de spanning over de volle en de stroom door de gewikkelde geleiders.
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3 Eindige-elementendisretisatie
3.1 Variationele formulering
De eindige-elementendisretisatie van de PDEs afgeleid in het vorige hoofd-
stuk vertrekt van een variationele formulering. In deze formulering is het
oorspronkelijk dierentiaalprobleem, i.e., de dierentiaalvergelijking aange-
vuld met randvoorwaarden, equivalent met het oplossen van een probleem
van de vorm
vind u 2 V zo dat 8v 2 V geldt dat A(u; v) = F(v) : (24)
Hierbij is V voor de stationaire vergelijking (8) een re

ele vetorruimte en
zijn A en F respetievelijk een bilineaire en lineaire vorm op V , als volgt
gedenieerd
A(w; v) =
Z


rw  rv d
 (25)
en
F(v) =  
Z




z
v d
 : (26)
Voor de tijdsharmonishe vergelijking (10) is V een omplexe funtieruimte
en zijn A en F respetievelijk een sesquilineaire en lineaire vorm als volgt
gedenieerd
A(w; v) =
Z


[rw  rv + j !  w v℄ d
 (27)
en
F(v) =  
Z




b

z
v d
 : (28)
Voor de dierentiaalvergelijking (22) dienen deze denities vervangen te
worden door
A(w; v) =
Z


[rw  rv +
e
w v℄ d
 (29)
en
F(v) =
Z



s
v d
 ; (30)
waarbij 
e
en 
s
respetievelijk de ge

ndueerde en opgelegde stroomfun-
ties zijn. Het bestaan en de uniiteit van de oplossing van deze varia-
tionele formuleringen wordt aangetoond aan de hand van de stelling van
Lax-Millgram [90℄.
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3.2 Disretisatie
In deze thesis worden de oplossingen van de dierentiaalvergelijkingen be-
naderd door lineaire veeltermen, stuksgewijs gedenieerd over driehoeken.
Hiertoe wordt een ongestrutureerd rooster dat het rekendomein bedekt ge-
onstrueerd. Een voorbeeld van zo'n rooster voor een permanent-magneet-
motor wordt getoond in Figuur 1. Een typishe maat voor de maaswijdte
noemt men h. Men stelt X
h
gelijk aan de verzameling eindige-elementen-
basisfunties en ontwikkelt de disrete benadering in deze basis
u
h
=
X
k

k
'
k
: (31)
De disrete variationele formulering
vind u
h
2 X
h
zo dat 8v
h
2 X
h
geldt dat A(u
h
; v
h
) = F(v
h
) (32)
vertaalt zih dan naar een stelsel van lineaire vergelijkingen voor de o

eÆ-
i

enten 
k
in (31)
A = f : (33)
De uitdrukkingen voor de elementen van de matrix A
k`
en het rehterlid f
k
bekomt men door de bilineaire (of sesquilineaire) en lineaire vorm van de
variationele formulering te evalueren in de basisfunties als volgt
A
k`
= A('
k
; '
`
) (34)
en
f
k
= F('
k
) : (35)
In tijdsharmonishe problemen met iruitvergelijkingen dient het stelsel
(33) aangevuld te worden met gedisretiseerde iruitvergelijkingen. Deze
laatste bekomt men door het substitueren van de benadering (31) in de
uitdrukking van de ge

ndueerde stroom en spanning in (23). Het disreet
veld-iruit gekoppelde systeem kan men dan shrijven als
A


d

=

0
 g

; (36)
waarbij we de matrix A hebben ingevoerd
A =

A  F
 F
T
S

; (37)
waarbij de deelmatries S en F en de deelvetoren d en g respetievelijk
het elektrish iruit, de koppelingstermen en de onbekende en opgelegde
stromen en spanningen voorstellen.
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Figuur 1: Grof en jn rooster voor een permanent-magneetmotor.
3.3 Eigenshappen van de o

eÆi

entenmatrix
Voor de oordeelkundige keuze van een iteratieve oplossingsproedure voor
het stelsel (33) baseert men zih op de eigenshappen van de matrix A.
In stationaire problemen is de matrix A ijl symmetrish positief de-
niet. Het is een M-matrix als geen anti-periodishe randvoorwaarden in
het dierentiaalprobleem aanwezig zijn. De verwerking van anti-periodishe
randvoorwaarden leidt tot positieve buitendiagonaalelementen van dezelfde
orde van grootte dan de diagonaalelementen. In tijdsharmonishe proble-
men is de o

eÆi

entenmatrix omplex symmetrish. In problemen zonder
iruitrelaties heeft het re

eel deel van de matrix de eigenshappen van een
stationaire matrix. Het spetrum van de matrix ligt in het eerste kwadrant
van het omplexe vlak. In problemen met iruitrelaties introdueert de
koppeling van de gedisretiseerde PDE met het elektrish iruit eigenwaar-
den met mogelijk een negatief re

eel of imaginair deel.
xxvi NEDERLANDSE SAMENVATTING
4 Matrixsplitsings- en Krylov-deelruimte-
methoden
4.1 Matrixsplitsingsmethoden
De meest klassieke iteratieve methoden voor het oplossen van het stel-
sel (33) zoals de Jaobi-, Gauss-Seidel- en (Symmetrishe-) Suessieve-
Overrelaxatie-methoden, zijn gebaseerd op een splitsing van de matrix A
in de vorm
A =M  N : (38)
Deze splitsing geeft aanleiding tot het iteratieve shema
x
m+1
=M
 1
N x
m
+M
 1
b : (39)
Deze klassieke shema's zijn vaak niet eÆi

ent. Ze doen dienst als eenvou-
dige preonditioners voor Krylov-deelruimtemethoden en als bouwstenen
voor meer geavaneerde multiroostermethoden.
4.2 Krylov-deelruimtemethoden
Onder Krylov-deelruimtemethoden lassieert men een familie van niet-
stationaire iteratieve methoden die, gegeven een startoplossing x
0
en het
hiermee overeenkomstig initieel residu r
0
, iteranden x
m
bepalen danig dat
x
m
2 x
0
+K
m
(A; r
0
) : (40)
Hierbij is K
m
(A; r
0
) de Krylov-deelruimte van dimensie m gedenieerd als
K
m
(A; v) = span fv;A v; : : : ; A
m 1
vg : (41)
Gegeven de matrix V
m
waarvan de kolommen een basis vormen voor de
ruimte K
m
(A; r
0
) en een vetor van o

eÆi

enten y
m
kan de voorwaarde
(41) ook geshreven worden als
x
m
= x
0
+ V
m
y
m
: (42)
Krylov-deelruimtemethoden vershillen in de manier waarop ze de basis
V
m
onstrueren en de o

eÆi

enten y
m
bepalen. In de methode van Ar-
noldi wordt een gegeven basis van K
m
(A; r
0
) uitgebreid tot een basis van
K
m+1
(A; r
0
) door het berekenen van de vetor AV
m
(:;m) en de resulte-
rende vetor te orthogonaliseren ten opzihte van V
m
. Deze orthogonalisatie
leidt tot lange reursiebetrekkingen die rekenintensief zijn. In de bi-Lanzos-
methode worden deze lange reursiebetrekkingen vermeden door AV
m
(:;m)
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te orthogonaliseren ten opzihte van een basisW
m
van de Krylov-deelruimte
K
m
(A
H
; r
0
). Deze zogenoemde bi-orthogonalisatieproedure kan niet on-
middellijk worden verdergezet indien basisvetoren V
m
(:;m) en W
m
(:;m)
worden gegenereerd die orthogonaal zijn. Voor hermitishe matries herlei-
den de Arnoldi- en de bi-Lanzos-methode zih tot het Lanzos-algoritme.
Dit algoritme gebruikt korte reursiebetrekkingen en vereist slehts een
matrix-vetorvermenigvuldiging per iteratie.
Voor het bepalen van de o

eÆi

enten y
m
ondersheidt men algoritmen
gebaseerd op het (benaderend) minimaliseren van de residunorm enerzijds
en op residuprojetiemethoden anderzijds.
Voor omplex symmetrishe matries A kan een basis voor K
m
(A; r
0
)
worden geonstrueerd aan de hand van het Lanzos-algoritme indien men
de bilineaire vorm
< v
m
; w
m
>
T
= v
T
m
w
m
: (43)
hanteert in plaats van het standaard inwendig produt. Indien men dit al-
goritme ombineert met een residuprojetiemethode voor het bepalen van
y
m
, bekomt men een Krylov-deelruimtesolver waarvan de residunorm mo-
gelijk sterke osillaties vertoont tijdens het onvergentieproes. Met deze
osillaties gaan numerieke instabiliteiten gepaard. Om deze instabiliteiten
tegen te gaan, verdient het de voorkeur y
m
te bepalen met een riterium
waarin de residunorm benaderend geminimaliseerd wordt.
In praktishe ingenieurstoepassingen dienen Krylov-deelruimtemethoden
steeds te worden geombineerd met een preonditioner om eÆi

ente algorit-
men te bekomen. De onvergentiesnelheid van Krylov-deelruimtemethoden
wordt bepaald door de eigenwaardendistributie van de o

eÆi

entenmatrix
van het lineaire stelsel. Het idee van preonditioning bestaat erin het ge-
geven spetrum te transformeren in een spetrum dat gunstiger is voor de
onvergentie van de Krylov-iteratie. Met de methoden besproken in Setie
4.1 als preonditioner is de onvergentie van Krylov-methoden nog steeds
traag. In de twee volgende hoofstukken worden eÆi

entere preonditioners
besproken.
5 Basis van geometrishe multirooster-
methoden
5.1 De geometrishe multiroostermethode voor het
stationaire probleem
De onvergentiegeshiedenis van de basis matrixsplitsingsmethoden bespro-
ken in Setie 4.1 vertoont typish initieel een sterke redutie van de resi-
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dunorm. Na deze eerste fase van snelle onvergentie, stagneert de onver-
gentie. Dit onvergentiegedrag kan verklaard worden door het feit dat deze
methoden eÆi

ent de hoogfrequente omponenten van de fout dempen. De
onvergentie vertraagt indien de fout is opgebouwd uit enkel laagfrequente
omponenten. De fout wordt niet klein, maar wel glad (smooth). In de
ontext van multiroostermethoden worden deze basis iteratieve methoden
dan ook smoothers genoemd.
Gladde fouten vershijnen opnieuw als hoogfrequent indien ze worden
voorgesteld op een grover rooster. Op deze vaststelling zijn multirooster-
methoden gebaseerd. In deze methoden wordt namelijk de smoother aange-
wend op een hi

erarhie van steeds grovere roosters om de foutomponenten
te dempen overeenkomstig met de frequentie.
Eerst zullen we in deze setie de multiroostermethode voor het oplossen
van het stationaire probleem formeel uitleggen. De veralgemening voor het
oplossen van het tijdsharmonishe probleem zal in de volgende setie worden
besproken.
In de tweeroostermethode veronderstelt men dat de PDE (8) gedisre-
tiseerd wordt op een jn rooster met maaswijdte h en op een grof rooster
met maaswijdte H . Deze disretisaties resulteren in respetievelijk een jn-
en grof-roosterstelsel
A
h
x
h
= b
h
(44)
en
A
H
x
H
= b
H
: (45)
Funties kunnen tussen het jne en het grove rooster worden getransfereerd
met behulp van de restritie- en interpolatie-operator I
H
h
en I
h
H
. Gegeven
een benaderende oplossing x
h
m
voor de jn-roostervergelijkingen, worden
eerst de hoogfrequente omponenten van de fout e
h
m
= x
h
  x
h
m
gedempt
door het toepassen van enkele (typish een of twee) iteraties van de smoother
x
h
m
! x
h
m
met x
h
m
= x
h
m
  (Q
h
)
 1
(A
h
x
h
m
  b
h
) ; (46)
waarbij de matrix Q
h
het splitsingsshema voorstelt. Deze matrix is gelijk
aan de gesaleerde diagonaal van A
h
in het geval van gedempte Jaobi-
smoothing en aan het benedendriehoeksdeel van A
h
is het geval van Gauss-
Seidel-smoothing. In termen van de fout betekent (46) dat
e
h
m
= S
h
e
h
m
waarbij S
h
= (I
h
  (M
h
)
 1
A
h
) : (47)
De laagfrequente omponenten van de fout worden gedempt door de grof-
roosterorretie. Deze orretie bestaat uit het transfereren van het residu
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na smoothing r
h
m
= b
h
  A
h
x
h
m
naar het grover rooster, het oplossen van
de defetvergelijkingen
A
H
e
H
m
= I
H
h
r
h
m
; (48)
op het grover rooster, het interpoleren van de grof-roosterorretieterm naar
het jn rooster, en het optellen van deze term op het jne rooster bij de
bestaande benadering. Voor de opeenvolgende iteranden betekent dit dat
x
h
m
! x
h
m
waarbij x
h
m
= x
h
m
+ I
h
H
e
h
m
= x
h
m
+ I
h
H
(A
H
)
 1
I
H
h
r
h
m
= x
h
m
+ I
h
H
(A
H
)
 1
I
H
h
(b
h
 A
h
x
h
m
) :
(49)
Dit implieert dat de groforretie kan geshreven worden als
e
m+1
= K
h;H
e
m
waarbij K
h;H
= I
h
  I
h
H
(A
H
)
 1
I
H
h
A
h
: (50)
Omdat het optellen van de orretieterm bij de bestaande benadering mo-
gelijk opnieuw hoogfrequente foutomponenten introdueert, worden ge-
woonlijk enkele post-smoothing stappen uitgevoerd. De ombinatie van de
smoother met de grofroosterorretie resulteert in de tweeroosteroperator
M
h;H
(
1
; 
2
) = (S
h
2
)

2
K
h;H
(S
h
1
)

1
; (51)
waarbij onderindies 1 en 2 worden gehanteerd om de pre- en post-smoother
van elkaar te ondersheiden. De indies 
1
en 
2
duiden het aantal pre- en
post-smoothing stappen aan.
In multiroostermethoden op meer dan twee roosters wordt de grofroos-
terorretie (48) opgelost door het reursief toepassen van het tweerooster-
algoritme. Multiroostermethoden zijn optimaal in de zin dat de norm van
de iteratiematrix kan begrensd worden door een onstante onafhankelijk van
de jn-roostermaaswijdte h. Dit implieert dat de multiroosteronvergentie
onafhankelijk is van h.
5.2 De geometrishe multiroostermethode voor het
tijdsharmonishe probleem
In de veralgemening van multiroostermethoden voor tijdsharmonishe pro-
blemen, wordt de onstrutie van de interroosteroperatoren gebaseerd op
het re

eel deel van de o

eÆi

entenmatrix. Deze keuze wordt gemotiveerd
door het feit dat de Galerkin-disretisatie op het grof rooster
A
H
= I
H
h
A
h
I
h
H
(52)
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resulteert in een grof-roostermatrix A
H
met dezelfde strutuur en eigen-
shappen als de jn-roostermatrix A
h
. De smoother wordt gebaseerd op
het geheel van de o

eÆi

entenmatrix en is omplex. Een Fourier-analyse
van dit algoritme werd gegeven in [62℄.
Dit algoritme werd ge

mplementeerd voor een modelprobleem op een
vierkant. Numerieke resultaten tonen dat voor een gegeven, vaste frequentie
enerzijds, de typishe h-onafhankelijke onvergentie wordt teruggevonden.
Voor een gegeven, vaste jn-roosterdisretisatie anderzijds, neemt de snel-
heid van de multiroosteronvergentie af naarmate de frequentie toeneemt,
totdat de frequentie een zekere drempelwaarde bereikt. Als men de fre-
quentie laat toenemen voorbij deze drempelwaarde, versnelt het algoritme
weer. In het modelprobleem bekomt men een snelle onvergentie zelfs bij
de drempelfrequentiewaarde. Deze resultaten zijn in overeenstemming met
de resultaten van Fourier-analyse.
6 De algebra

she multiroostermethode
6.1 Componenten van de algebra

she multiroosterme-
thoden
Algebra

she multiroostermethoden (AMG) werden ontwikkeld als een alter-
natief voor het oplossen van problemen waarin de meer klassieke, geometri-
she multiroostermethoden niet of nauwelijks toepasbaar zijn. In deze setie
en de twee volgende zullen we de Brandt-Ruge-St

uben-aanpak van AMG
voor het oplossen van het stationaire probleem bespreken [18, 67, 108℄. De
veralgemening van AMG voor het oplossen van het tijdsharmonishe pro-
bleem zal in Setie 6.4 worden besproken.
In het oplossen van het stelsel vergelijkingen (44) met behulp van AMG
ondersheidt men twee fasen. In de opstartfase wordt een hi

erarhie van
grof-roosterdisretisaties automatish geonstrueerd. Hiervoor gebruikt AMG
enkel informatie bevat in de jn-roostermatrix A
h
. In de oplossingsfase
wordt deze hi

erarhie gebruikt voor het oplossen van het stelsel door mid-
del van multiroosteriteraties zoals in geometrishe multiroostermethoden.
In de opstartfase seleteert AMG een deelverzameling C
h
van de jn-
roosterpunten 

h
. De deelverzameling C
h
indueert een partitie van 

h
,
namelijk


h
= C
h
[ F
h
; (53)
die de C=F -splitsing van 

h
wordt genoemd. Het volgend grove` rooster 

H
wordt ge

dentieerd met C
h
. Matrixafhankelijke interpolatie- en restritie-
operatoren I
h
H
en I
H
h
worden geonstrueerd. Voor symmetrishe problemen
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wordt de restritie gedenieerd als de getransponeerde van de interpolatie
I
H
h
= (I
H
h
)
T
: (54)
De grof-roostermatrixA
H
wordt geonstrueerd aan de hand van de Galerkin-
formule (52). Deze onstrutie van het grof-roosterprobleem wordt reursief
toegepast vertrekkende van de matrix A
H
. De reursie stopt indien de op-
vulling (ll-in) in de o

eÆi

entenmatrix op het grofste rooster te groot, of
het aantal punten van het grofste rooster te klein wordt.
Daar de restritie-operator en de grof-roosterdisretisatie vastgelegd wor-
den door (54) en (52), dient enkel de onstrutie van de C=F -splitsing en
van de interpolatie nog gedetailleerd te worden om de beshrijving van de
opstartfase te vervolledigen.
In de oplossingsfase wordt steeds een eenvoudige punt-Gauss-Seidel-
smoother aangewend. De foutomponenten die niet door deze smoother
worden gedempt, dienen wel gedempt te worden door de grof-roosterorretie.
Hiertoe wordt deze orretie aangepast aan de lokale eigenshappen van de
smoother. Om deze laatste uitspraak te preiseren, worden in wat volgt
gladde fouten algebra

sh gekarakteriseerd, i.e., zonder referentie naar een
rooster.
6.2 Algebra

sh gladde fouten
In deze setie en de volgende zullen de indies h en H weggelaten worden
indien de betekenis van de symbolen duidelijk kan worden opgemaakt uit
de ontext.
Een fout e wordt algebra

sh glad genoemd indien de smoother S gede-
nieerd in (47) traag onvergeert op de fout, i.e., als
Se t e : (55)
Voor re

ele symmetrish positief deniete M-matries kan men, door het
vergelijken van de fout in vershillende matrixnormen, tonen dat voor een
algebra

sh gladde fout en het hiermee overeenkomstige residu r = Ae geldt
dat
X
i
r
2
i
=a
ii

X
i
r
i
e
i
: (56)
Heuristish gaat men er dan van uit dat men voor algebra

sh gladde fouten
kan verwahten dat
jr
i
j  a
ii
je
i
j 8 i: (57)
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De omgeving N
i
van een roosterpunt i wordt gedenieerd als
N
i
= fj 6= i j a
ij
6= 0g : (58)
Uit (57) leidt men af dat voor algebra

sh gladde fouten, de waarde e
i
kan
berekend worden als een funtie van naburige waarden e
j
, j 2 N
i
, door het
evalueren van
(r
i
=) a
ii
e
i
+
X
j2N
i
a
ij
e
j
= 0 : (59)
Dit is een belangrijke karakterisatie van gladde fouten daar het de basisin-
formatie zal leveren voor de onstrutie van de interpolatie. Hier zal verder
worden op ingegaan in de volgende setie.
6.3 Construtie van de interpolatie
Veronderstel dat een C=F splitsing van de punten in 

h
gegeven is. Voor de
interpolatie assoieert AMG met elk jn-roosterpunt i 2 F
h
een verzameling
van interpolerende onneties P
i
 C
h
en interpolatiegewihten fw
ij
j j 2
P
i
g. Men zegt dat de interpolatie gebeurt langsheen enkel direte onneties
indien P
i
 N
i
\ C
h
. In dit geval wordt de interpolatie gedenieerd door
e
h
i
= (I
h
H
e
H
)
i
=

e
H
i
if i 2 C
h
P
j2P
i
w
h
ij
e
H
j
if i 2 F
h
: (60)
Om een eÆi

ent multiroosteralgoritme te bekomen is het nodig dat men
gladde foutomponenten nauwkeurig interpoleert. Voor symmetrishe M-
matries kan de onvergentie van de tweeroostermethode aangetoond wor-
den indien na interpolatie aan (59) is voldaan 8i 2 F
h
[108℄. Dit kan worden
verwezenlijkt indien men stelt
8i 2 F
h
P
i
= N
i
en w
ij
=  a
ij
=a
ii
: (61)
Het stellen van P
i
= N
i
is ehter in de praktijk een te strenge eis. De
verzameling C
h
moet immers groot genoeg zijn om alle N
i
te omvatten.
Het implieert een trage vergroving (oarsening) van 

h
en een grote op-
vulling (ll-in) in de Galerkin-grof-roostermatries (52). Daar de smoother
gebaseerd is op een splitsing van de Galerkin-matrix, groeit de rekenkost
van de smoothing-operatie. De kost van de multiroosterylus wordt in
grote mate bepaald door de smoothing-operatie, en de keuze (61) leidt tot
multiroosteryli met een te hoge rekenkost.
De kost van de multiroosteryli kan beperkt worden door een snelle
vergroving toe te staan, i.e., door de grootte van de verzameling C
h
te be-
perken. Door de vergroving te snel uit te voeren, verliest men ehter de
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(snelle) onvergentie van de multiroosteriteratie. In het verkleinen van de
verzameling van interpolerende onneties, traht men de onvergentiesnel-
heid en de rekenkost per ylus met elkaar in evenwiht te brengen.
De onvergentie wordt verzekerd door te eisen dat elk jn-roosterpunt
voldoende gekoppeld is met zijn interpolerende onneties, i.e., door te eisen
dat
P
j2P
i
a
ij
voldoende groot is. Aan deze eis kan gemakkelijk worden vol-
daan door een trage vergroving toe te staan, i.e., door toe te staan dat veel
punten naar het grof rooster gaan. Om de onvergentie te versnellen wordt
een maximaal-onafhankelijke-verzamelingvoorwaarde opgelegd aan de grof-
roosterpunten. Deze voorwaarde verhindert dat twee grof-roosterpunten
sterk met elkaar gekoppeld zijn. De hoger vermelde eisen op de interpo-
latie en de vergroving werken elkaar tegen en zijn danig dat de vergroving
gebeurt in de rihting van sterke koppelingen.
6.4 AMG voor tijdsharmonishe problemen
In de uitbreiding van AMG voor tijdsharmonishe problemen wordt de on-
strutie van de C=F splitsing en van de interpolatie-operator gebaseerd op
het re

eel deel van de o

eÆi

entenmatrix. De Galerkin-grof-roosterdisretisa-
tie gebeurt met re

ele interpolatie- en restritie-operatoren en met een om-
plexe jn-roostermatrix. We hebben twee manieren gevonden om dit algo-
ritme te implementeren zonder daarbij bestaande AMG-odes drastish te
moeten wijzigen.
De eerste manier bestaat erin de omplexe dierentiaalvergelijking te
shrijven als een stelsel van twee gekoppelde re

ele vergelijkingen. Dit stelsel
kan na disretisatie opgelost worden met een AMG-ode voor stelsels van
dierentiaalvergelijkingen. Door een geshikte keuze te maken van de para-
meters die de stelsel-AMG-ode aansturen, bekomt men het algoritme dat
hierboven werd beshreven.
De tweede manier bestaat erin een laag van routines te implementeren
bovenop een AMG-ode voor salaire problemen. Deze toplaag van routi-
nes geeft het re

eel deel van de matrix door aan AMG. AMG onstrueert
de C=F splitsing en de interpolatie-operator. Deze operator wordt door
de toplaag van routines gebruikt als invoer voor het berekenen van het
Galerkin-produt. Deze proedure kan reursief worden herhaald. Eens de
grof-roosterhi

erarhie geonstrueerd is, kan de multiroosteriteratie in om-
plexe variabelen worden uitgevoerd door de toplaag van routines. Dit tweede
alternatief werd gedeeltelijk gerealiseerd door het ontwikkelen van een inter-
fae die toelaat de AMG-ode aan te roepen vanuit PETS. Deze interfae
zal verder worden beshreven in Hoofdstuk 8.
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6.5 Numerieke resultaten
In deze setie geven we enkele numerieke resultaten van de toepassing van
AMG voor het oplossen van stationaire en tijdsharmonishe problemen.
Numerieke resultaten voor het stationaire probleem
Als voorbeeld van een stationaire berekening, beshouwen we een niet-lineair
model van een permanent-magneetmotor. In dit voorbeeld start men van
een rooster met 1092 knopen en bekomt men na 13 adaptieve verjningsstap-
pen een rooster met 174.140 knopen. Op elk van deze 13 roosters lost men
een niet-lineair probleem op gebruik makend van een gedempte Newton-
iteratie. In elke Newton-iteratie wordt een stelsel van vergelijkingen met een
Jaobiaan als o

eÆi

entenmatrix opgelost. We vergelijken de performantie
van de volgende iteratieve methoden voor het oplossen van deze stelsels: de
Symmetrishe Suessieve Overrelaxatie-gepreonditioneerde CG-methode
(SSOR/CG), en de AMG-solvers AMG1R5 en SAMG, ge

ntrodueerd in Se-
tie 1.3. In het gebruik van AMG als solver beshouwen we de V(1,1)-, de
V(2,2)-, alsook de W(1,1)-ylus. In het gebruik van AMG als preonditio-
ner, beshouwen we enkel de V(1,1)-ylus.
Figuur 2(a) toont het gemiddeld aantal iteraties van AMG1R5 per Newton-
stap als een funtie van de adaptieve verjning. Figuur 2(b) toont analoge
resultaten voor SAMG. Deze guren tonen dat het aantal iteraties als funtie
van de probleemgrootte begrensd blijft en duiden dus op een multiroos-
tergedrag. Als de AMG-odes gebruikt worden als preonditioner, daalt
het aantal iteraties en is het aantal iteraties minder gevoelig aan de pro-
bleemgrootte. Dit gedrag kan worden verklaard door de onvergentie van de
Ritz-waarden naar de eigenwaarden van de iteratiematrix in CG-proes te
analyseren. Een vergelijking van Figuur 2(a) en Figuur 2(b) toont dat voor
elk van de beshouwde ylussen SAMG minder iteraties vergt dan AMG1R5.
Dit wordt verklaard door de hogere kwaliteit van de interpolatie in SAMG.
In Figuur 3 wordt de CPU-tijd vereist door AMG1R5 als solver en als
preonditioner vergeleken met deze vereist door de SSOR/CG-solver. Deze
guur toont dat AMG1R5 als solver sneller is dan SSOR/CG en dat de snel-
heidswinst toeneemt met de probleemgrootte. Op het jnste rooster levert
het gebruik van AMG1R5 een snelheidswinst op met een fator 7,5. Het ge-
bruik van AMG1R5 als preonditioner levert een bijkomende snelheidswinst
op. De extra rekenkost van de uitwendige CG-iteratie is verwaarloosbaar
klein ten opzihte van de winst in het aantal iteraties. Op het jnste roos-
ter is AMG1R5 als preonditioner twee maal sneller dan AMG1R5 als solver,
i.e., 15 maal sneller als de SSOR-gebaseerde solver (die voorheen in de
ESAT/ELEN-ode was ge

mplementeerd).
In Figuur 4 worden de CPU-tijden van AMG1R5 en SAMGmet elkaar verge-
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leken. Het gebruik van SAMG als preonditioner levert het snelste algoritme.
Op het jnste rooster is SAMG 21 maal sneller dan het SSOR/CG-algoritme.
Numerieke resultaten voor het tijdsharmonishe probleem
Als voorbeeld van een tijdsharmonishe berekening, beshouwen we een li-
neair model van een 400kW-indutiemotor. In dit voorbeeld bestaat het
initi

ele rooster uit 1028 knopen en wordt na vier verjningsstappen een
rooster met 75.951 knopen bekomen. In dit voorbeeld lossen we omplexe
stelsels op met een AMG-ode voor stelsels dierentiaalvergelijkingen die
we gebruiken als een preonditioner voor het BiCGSTAB-algoritme. Dit
algoritme is een Krylov-deelruimtemethode voor niet-hermitishe matries
gebaseerd op korte reursiebetrekkingen en met een zaht onvergentiever-
loop. In Figuur 5 wordt de CPU-tijd van deze solver vergeleken met deze
van een ILU-gepreonditioneerde CCG-solver voor omplex symmetrishe
matries. Deze guur toont dat het AMG-algoritme sneller is en dat de
snelheidswinst toeneemt met de probleemgrootte, zoals in het vorige voor-
beeld. Op het jnste rooster is het AMG-algoritme 6 maal sneller.
7 De oplossing van veld-iruit gekoppelde
systemen
7.1 Het multiroostershema
Voor de beshrijving van de veralgemening van AMG voor het oplossen van
de disrete veld-iruit gekoppelde stelsels beshreven in Setie 3.2, veron-
derstellen we dat de jn-roosterdisretisatie van het gekoppelde probleem
resulteert in het volgende stelsel van vergelijkingen
A
h

x
h
y

=

0
g

: (62)
De matrix A
h
is omplex symmetrish en heeft volgende blokstrutuur
A
h
=

A
h
B
h
(B
h
)
T
C

: (63)
In deze notatie komen de deelmatries A
h
, B
h
en C overeen met respe-
tievelijk de gedisretiseerde veldvergelijkingen, de koppelingstermen en het
elektrish iruit. De verzameling van vrijheidsgraden op het jne rooster


h
omvat zowel de magnetishe variabelen 

h
M
als de elektrishe variabelen
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(a) Resultaten voor AMG1R5.
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(b) Resultaten voor SAMG.
Figuur 2: Aantal iteraties van AMG1R5 en SAMG versus de adaptieve verj-
ningsstap in de berekening van een permanent-magneetmotor. Het aantal
iteraties dat getoond wordt voor een bepaalde verjningsstap is het ge-
middelde van het aantal iteraties in de individuele Newton-stappen in die
beshouwde verjningsstap.
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Figuur 3: Gemiddelde CPU-tijd in elke Newton-stap van AMG1R5 en van
SSOR/CG versus het aantal roosterpunten in de laatste vier adaptieve ver-
jningsstappen in het voorbeeld van de permanent-magneetmotor. Resulta-
ten voor AMG1R5 aangewend als solver en als preonditioner worden getoond.
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Figuur 4: Gemiddelde CPU-tijd in elke Newton-stap van AMG1R5 en van
SAMG gebruikt als solver en als preonditioner versus het aantal roosterpun-
ten in de laatste vier adaptieve verjningsstappen in het voorbeeld van de
permanent-magneetmotor.
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Figuur 5: CPU-tijd van SAMG als preonditioner voor het BiCGSTAB-
algoritme en van ILU als preonditioner voor het COCG-algoritme versus
het aantal roosterpunten in het voorbeeld van 400kW-indutiemotor.


h
E
, i.e.,


h
= 

h
M
[ 

h
E
: (64)
Elke variabele in 

h
M
stemt overeen met een knooppunt in het eindige-
elementenrooster. Het aantal elementen van 

h
E
is gelijk aan het aantal
kringloop- en doorsnedevergelijkingen.
Het vergroven van de verzameling 

h
gebeurt op zo'n manier dat de
vrijheidsgraden in 

h
E
tot het grof rooster behoren, i.e.,


h
E
 

H
: (65)
De magnetishe vrijheidsgraden worden gesplitst in vrijheidsgraden op het
grove en jne rooster respetievelijk genoteerd als C
h
M
en F
h
M
. AMG on-
strueert deze splitsing en de magnetishe interpolatie I
h
H
gebruik makend
van informatie vervat in het re

eel deel van de eerste diagonaalblok van A
h
.
Het volgende grove rooster 

H
en de interpolatie-operator I
H
h
voor het ge-
koppelde probleem kunnen dan ingevoerd worden. De verzameling 

H
is
als volgt gedenieerd


H
= 

H
M
[ 

h
E
: (66)
xxxix
Dit implieert dat de interpolatie-operator I
H
h
de volgende blok-diagonaal-
strutuur heeft
I
h
H
=

I
h
H
0
0 I

; (67)
waarbij de tweede diagonaalblok de eenheidsmatrix op 

E
voorstelt. De
symmetrie van A
h
motiveert de restritie I
H
h
te deni

eren als de getrans-
poneerde van de interpolatie. Het grof-roosterequivalent van A
h
wordt be-
rekend door het Galerkin-produt
A
H
= I
H
h
A
h
I
h
H
=

A
H
B
H
(B
H
)
T
C

; (68)
waarbij A
H
= I
H
h
A
h
I
h
H
en B
H
= I
H
h
B
h
.
In de oplossingsfase wordt de smoothing uitgevoerd op enkel de mag-
netishe variabelen. De smoothing laat de elektrishe variabelen invariant.
Gegeven een rehterlidvetor (f
h
; g) en een startoplossing (x
h
0
; y
0
) voor
het stelsel (62), bestaat de smoothing uit het berekenen van een gewijzigd
magnetish rehterlid f
h
= f
h
  B
h
y
0
en het toepassen van Gauss-Seidel-
relaxatie op het stelsel A
h
x
h
= f
h
. De grof-roosterorretie wordt berekend
door het oplossen van een lineair stelsel met (68) als o

eÆi

entenmatrix.
7.2 Numerieke resultaten
Als testvoorbeeld voor het veralgemeende AMG-shema voorgesteld in de
vorige setie, beshouwen we een model van een 45kW-indutiemotor met
148 iruitvergelijkingen. Het nale rooster werd bekomen na 3 adaptieve
verjningsstappen en bevat in totaal 59.574 knopen. Voor dit model hebben
we de CPU-tijd van drie preonditioners voor de CG-methode voor omplex
symmetrishe matries met elkaar vergeleken. Deze drie preonditioners
zijn: de ILU- en blok-Jaobi-methode en het veralgemeende AMG-shema.
In elke stap van de blok-Jaobi-methode worden de disrete veldvergelijkin-
gen benaderend opgelost door toepassing van slehts een AMG-ylus. De
resultaten zijn weergegeven in Figuur 6 en Figuur 7. Figuur 6 toont dat de
blok-Jaobi-methode sneller is dan de ILU-methode. Op het jnste rooster
levert de eerstgenoemde een winst op met een fator 8. Figuur 6 toont dat
het veralgemeende AMG-shema nog sneller is dan de blok-Jaobi-methode.
Op het jnste rooster levert het AMG-shema een winst op met een fator
3. Vergeleken met de ILU-methode, is het veralgemeende AMG-shema dus
sneller met een fator 24.
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Figuur 6: CPU-tijd van de CG-methode voor omplex symmetrishe ma-
tries met ILU en blok-Jaobi als preonditioner versus het aantal eindige-
elementenroosterpunten in het voorbeeld van een 45kW-indutiemotor.
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Figuur 7: CPU-tijd van de CG-methode voor omplex symmetrishe matri-
es met blok-Jaobi en het veralgemeende AMG-shema als preonditioner
versus het aantal eindige-elementenroosterpunten in het voorbeeld van een
45kW-indutiemotor.
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8 De AMG-PETS interfae
PETS is een vrij beshikbare softwarebibliotheek voor het oplossen van
gedisretiseerde PDEs. Het pakket omvat een breed gamma van Krylov-
deelruimtesolvers en preonditioners. Zo biedt PETS in het bijzonder een
raamwerk aan voor blokpreonditioners en voor multiroostermethoden.
De uitbreidbaarheid van PETS is danig dat funtionaliteit voorzien is
die de gebruiker toelaat nieuwe Krylov-deelruimtesolvers en preonditio-
ners toe te voegen aan het pakket. Van deze funtionaliteit hebben we
gebruik gemaakt om de AMG-odes en PETS te koppelen. In eerste in-
stantie hebben we ervoor gezorgd dat het mogelijk werd om de opstart- en
oplossingsfase van AMG aan te sturen vanuit PETS. Deze koppeling noe-
men we de niveau-1 AMG-PETS koppeling. Ze laat toe om bijvoorbeeld
AMG te versnellen met de Krylov-deelruimtesolvers beshikbaar in PETS,
om de onvergentie van de Ritz-waarden in de Krylov-iteratie te volgen en
om AMG aan te wenden als lokale solver in blokpreonditioneringsstrate-
gie

en.
In de niveau-1-koppeling neemt AMG de multiroosteriteratie voor zijn
rekening. Om een exibele omgeving te bekomen waarin we de multirooste-
riteratie konden aanpassen aan onze noden, hebben we de niveau-1-interfae
danig uitgebreid dat PETS de oplossingsfase van AMG overneemt. Deze
koppeling noemen we de niveau-2 AMG-PETS koppeling. De niveau-1-
koppeling biedt alle funtionaliteit van de niveau-2-koppeling. Daarenboven
laat de niveau-2-koppeling bijvoorbeeld toe om de grof-roostermatries en
interpolatie-operatoren geonstrueerd door AMG te visualiseren.
De niveau-2-interfae bood ons een vertrekpunt voor de implementatie
van het multiroosteralgoritme voor het veld-iruit gekoppelde probleem
beshreven in Hoofdstuk 7. In deze uitbreiding wordt de AMG-opstartfase
opgeroepen met als invoer de diagonaalblok van de o

eÆi

entenmatrix die
overeenkomt met de gedisretiseerde veldvergelijkingen. PETS werd uit-
gebreid met routines voor de multiroosteriteratie voor het gekoppelde pro-
bleem.
9 Besluiten
Deze thesis werd gemotiveerd door de nood aan snelle proedures voor het
oplossen van stelsels van lineaire vergelijkingen in een simulatiepakket voor
elektrishe energieomzetters. Door de introdutie van algoritmen gebaseerd
op de algebra

`she multiroostermethode, zijn we er voor een groot deel in
geslaagd aan deze nood tegemoet te komen.
In deze thesis werden tweedimensionale modellen beshouwd van statio-
naire en van quasi-stationaire tijdsharmonishe magnetishe velden en van
xlii NEDERLANDSE SAMENVATTING
tijdsharmonishe veld-iruit gekoppelde problemen. Voor de stelsels van
lineaire vergelijkingen die voortvloeien uit de eindige-elementendisretisatie
van deze modellen, werd zowel het aspet van de multiroosteriteraties als
dat van de Krylov-deelruimteversnelling uitvoerig bestudeerd. De voorge-
stelde algoritmen werden ge

mplementeerd in het simulatiepakket dat in
deze thesis wordt beshouwd. Op die manier konden de algoritmen uitvoe-
rig getest worden in praktishe ingenieursproblemen. Stationaire problemen
werden opgelost met de oorspronkelijke AMG-ode AMG1R5 en zijn opvol-
ger SAMG. Voor tijdshamonishe problemen werd gebruik gemaakt van de
uitbreiding van SAMG voor stelsels van gekoppelde vergelijkingen. Voor de
veralgemening van AMG voor veld-iruit gekoppelde problemen, hebben
we een interfae ontwikkeld tussen de AMG-ode en PETS.
Vergeleken met de methoden waarmee de stelsels werden opgelost voor
de aanvang van deze thesis, levert het gebruik van AMG in de drie klassen
van problemen een snelheidswinst die typish toeneemt met de probleem-
grootte. In een veld-iruit gekoppelde berekening van een indutiemotor
bijvoorbeeld, redueert de AMG-gebaseerde solver de CPU-tijd op het jn-
ste rooster met een fator 24.
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Chapter 1
Introdution
Alors vous imaginez ma surprise, au lever du jour, quand
une dr^ole de petite voix m'a reveille. Elle disait:
- S'il vous pla^t : : : dessine-moi un mouton!
- Hein !
- Dessine-moi un mouton : : :
1
1.1 Context of Researh
In the design of eletromagneti devies, experimental work on prototypes is
nowadays omplemented with omputer simulations. The omputer models
used in this ontext are simplied models based on the partial dieren-
tial equations (PDEs) that govern the essential physis of the devie under
onsideration. These equations are disretized to render an appropriate
numerial solution possible. The omputed solution is then ompared with
measurements. The original model is replaed by a more sophistiated one if
deemed neessary. The long term goal in modeling eletromagneti devies
is to avoid the need for expensive prototyping. Reahing this goal requires
ombining knowledge from dierent disiplines suh as eletrial engineer-
ing, applied mathematis and omputer siene.
This thesis ontributes to the improvement of a pakage for the nu-
merial simulation of quasi-stationary eletromagneti energy transduers
by inorporating state of the art linear solver tehnology. This interdis-
iplinary researh is part of a ollaboration between two researh groups
of the Faulty of Applied Sienes of the Katholieke Universiteit Leuven.
These groups are the Eletrial Energy group of the Department of Ele-
trial Engineering (ESAT/ELEN) and the Sienti Computing group of
1
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the Computer Siene Department (CS/SiComp).
The ESAT/ELEN group has expertise in the study of eletromagneti
devies suh as eletrial mahines and transformers [30, 77, 56, 55℄. Its ob-
jetive is to inrease the eÆieny of these devies by improving their design
and by minimizing undesired seondary phenomena suh as the generation
of heat or sound. This researh might result in onsiderable savings in ele-
trial energy and has as suh potentially strong eonomial impliations.
The CS/SiComp group has expertise in the design, analysis and imple-
mentation of algorithms for the fast solution of disretized PDEs [60, 47, 71℄.
The disretization of these equations yields systems of linear algebrai equa-
tions. The omputational ost of solving these systems grows strongly with
the auray of the disretization requested. This has stimulated researh
into algorithms that exploit properties of the oeÆient matrix to obtain
fast solution proedures. One distinguishes between diret and iterative
solution methods. Three important groups of iterative tehniques that are
investigated by the SiComp group are: Krylov subspae [21, 64, 49, 100℄,
multigrid [53, 75, 94, 85, 111℄ and domain deomposition [23, 104, 91℄ teh-
niques.
1.2 The Olympos Pakage
The researh in omputer models for eletromagneti energy transduers in
the ESAT/ELEN researh group has sine 1995 been onentrated around
development of the Olympos pakage [86, 76, 35, 27℄. Beause of its impor-
tane in this thesis, we will briey desribe the pakage.
In Olympos a redued set of the Maxwell equations is solved for the
magneti eld. For the type of appliations of interest to the ESAT/ELEN
group, it is suÆient to onsider quasi-stationary approximations, i.e., omit-
ting any displaements urrents. The pakage allows to simulate stationary,
time-harmoni as well as transient magneti elds. From the omputed eld,
quantities of pratial interest suh as fores and torques an be derived.
The omplex geometry of pratial devies is in a rst step approximated
by modeling two-dimensional ross-setions or axisymmetri ongurations.
The magneti vetor potential is introdued as unknown. In the stationary
ase, the ontinuous mathematial model onsists of a diusion equation
for the omponent of the vetor potential perpendiular to the domain on-
sidered. This equation has to be supplied with appropriate boundary on-
ditions. In the time-harmoni ase, the amplitude of the vetor potential
is governed by the Helmholtz equation with a omplex shift. In modeling
saturation, the diusion oeÆient in the above PDEs beomes solution de-
pendent and the dierential equations are therefore non-linear. In pratial
appliations, the omputation of the magneti eld is impossible without
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taking the properties and interonnetion of the eletrially onduting re-
gions in the omputational domain into onsideration. In suh ases, the dif-
ferential equation for the magneti eld is oupled with additional equations
modeling eletrial iruit onnetions. This results in so-alled eld-iruit
oupled problems.
In Olympos the ontinuous model is disretized by the nite element
method. An unstrutured grid of triangles overing the omputational do-
main is onstruted. On eah triangle the solution is approximated by a
polynomial of the rst degree. The oeÆients of the expansion of the solu-
tion in terms of the pieewise polynomials are given as the solution of a
system of linear equations. Non-linear models are linearized and treated by
iterating over a sequene of linear models. The meshes of triangles are on-
struted by an adaptive solution dependent renement proess. In linear
problems, eah renement step requires solving a linear system. In non-
linear problems, eah renement step requires solving a sequene of systems
derived from the linearization.
Olympos is a omplete nite element software pakage ontaining utilities
for pre- and post-proessing, mesh generation, assembling and solving the
linear system and for visualizing the results. It has been suessfully applied
in numerous industrial and sienti researh projets [86, 76, 35, 27℄.
Pratial experiene with Olympos has shown that solving the nite ele-
ment linear systems onstitutes the omputational bottlenek. This bottle-
nek has made it extremely time-onsuming to run omputer simulations
in whih linear systems of high resolution disretizations have to be solved
repeatedly. Examples of suh simulations inlude optimization problems in
whih one studies the dependeny of the magneti eld on a set of paramet-
ers and transient omputations in whih the solution is advaned from one
time-step to the next. The aim of this thesis is to alleviate this bottlenek
by providing numerial algorithms that are fast in CPU time and that have
modest memory requirements. The algorithm entral in this work is the
algebrai multigrid (AMG) method. To introdue some terminology used
further on, a brief introdution to this method is given next.
1.3 Algebrai Multigrid
The nite element disretization of PDEs yields systems with sparse oef-
ient matries. This motivates looking into iterative solution proedures
that have a omputational kernel onsisting of matrix-vetor multiplia-
tions. One lass of suh proedures is formed by the lassial matrix-
splitting methods suh as the Jaobi and Gauss-Seidel methods. These
methods are oneptually simple, but unaeptably slow to onverge on
large problems. In multigrid enhanements of these methods, onvergene
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on a given ne grid is aelerated by omputations on a sequene of oarser
grids.
In a two-grid method, the lassial matrix-splitting methods play the role
of smoother. After applying a few steps of the lassial method, smooth
error omponents are restrited to the oarser grid. On the oarse grid,
a orretion is omputed. This oarse grid orretion is interpolated to
the ne grid and added to the available approximation. In true multigrid
methods, the two-grid method is applied reursively in order to ompute the
oarse grid orretion. The reursion terminates when the ost of solving
the oarsest grid problem by a diret method beomes negligible.
Multigrid algorithms in whih the hoie for the smoother is adapted to
the oarsening strategy are alled geometri multigrid algorithms. These
algorithms onstitute fast solvers for model ellipti problems and have been
suessfully applied in a variety of engineering disiplines. They are however
umbersome to implement for the problems with disontinuous oeÆients
disretized on unstrutured grids that typially arise in the simulation of
quasi-stationary eletromagneti energy transduers. As an alternative to
geometri multigrid tehniques, algebrai multigrid methods have therefore
been developed.
In algebrai multigrid, the onstrution of the oarser grids is adapted
to the loal properties of the smoother. In the appliation of AMG, one
distinguishes two phases. In the set-up phase, AMG exploits information on
the strength of oupling between variables to onstrut a hierarhy of oarser
level disretizations. This information is oded in the ne level oeÆient
matrix. In the solve phase, AMG uses this hierarhy to solve the system by
multigrid yling as in geometri multigrid. Ruge and Stuben developed the
rst AMG ode alled AMG1R5 [95℄. Stuben later enhaned AMG1R5 in several
ways, resulting in the suessor of AMG1R5 alled SAMG [109℄. The fat that
AMG requires as input only the ne grid linear system, makes it attrative
as a plug-in multigrid solver in nite element simulation pakages. The
performane of AMG an be aelerated by using it in ombination with
Krylov subspae solvers.
Krylov subspae methods for solving linear systems are non-stationary
iterative methods. They produe iterands lying in a nested sequene of
Krylov subspaes generated by the oeÆient matrix and the initial residual
vetor. The onvergene of these methods is determined by the eigenvalue
distribution of the oeÆient matrix and an be speeded up onsiderably
by using a stationary method as preonditioner.
1.4 Contributions of the Thesis
This work has ontributed to algorithmi developments for the numerial
simulation of the stationary problem, the time-harmoni eld problem and
1.4. CONTRIBUTIONS OF THE THESIS 5
the time-harmoni eld-iruit oupled problem. It also led to software
developments. Algorithms developed in this thesis were inorporated and
tested in Olympos. We also developed an interfae between the AMG odes
and the Portable, Extensible Toolkit for Sienti Computations (PETS)
[5℄. The latter is a general software library for solving disretized PDEs.
The disretization of stationary magneti eld models in Olympos yields
real symmetri positive denite systems. For suh matries, the Conjugate
Gradient method [58℄ is the Krylov subspae method of hoie. In models
with Dirihlet, Neumann and periodi boundary onditions the matries are
M-matries. They fall into the lass of matries for whih AMG1R5 and SAMG
were developed. For both odes we will show by numerial examples that
the required number of iterations remains bounded. These examples also
demonstrate that the use of AMG as a solver results in a substantial speedup
ompared with the one-level preonditioned onjugate gradient solver used
before in Olympos. The amount of speedup grows with the problem size.
Using AMG as a preonditioner further inreases the speed and robustness
of the algorithm.
The disretization of anti-periodi boundary onditions introdues large
positive o-diagonal entries in the oeÆient matrix. We disovered that
these entries are not properly treated in AMG1R5, preventing the algorithm
from onverging if used without Krylov aeleration. This problem is xed
in SAMG by taking the large positive o-diagonal entries into aount in the
onstrution of the interpolation.
The disretization of time-harmoni eld models yields omplex sym-
metri systems. These systems an be solved eÆiently by the Symmetri
Quasi Minimal Residual Method [39℄. This Krylov subspae method om-
bines a onstant amount of work and memory storage per iteration step with
a smooth onvergene history. These advantages are obtained by ombining
a quasi minimal residual approah with a Lanzos method to onstrut the
Krylov searh spae.
For time-harmoni problems in whih no iruit relations are present,
an algebrai multigrid algorithm is onstruted by basing the set-up on the
strength of oupling dened by the real part of the oeÆient matrix. In
the solve phase, multigrid yling in omplex arithmeti an be performed.
For the implementation of this algorithm we view the omplex PDE as a
oupled system of two PDEs, one for the real and one for the imaginary
part of the eld. The disrete system is solved using the version of SAMG for
systems of PDEs aelerated by the BiCGSTAB method [113℄. The latter is
a smoothly onverging Krylov subspae method for non-symmetri matries
based on short reurrenes.
In problems in whih iruit relations are present, the disretization
yields omplex symmetri 2  2 blok-strutured matries. The rst di-
agonal blok represents the disretized PDE. The seond diagonal blok
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models the eletrial system in terms of the Kirhho laws. The entries in
the o-diagonal bloks are oupling terms obtained by integrating the mag-
neti vetor potential over the ross-setion of the eletrial ondutors. We
designed an algorithm that exploits this blok-struture in order to reuse
AMG to solve eld-iruit oupled systems. In this algorithm the set-up
phase uses as input the disretized PDE blok of the system matrix only.
The eletrial iruit is taken into aount in the solve phase.
For the implementation of AMG for the oupled problem, we developed
an interfae that allows to all SAMG from within PETS and extended PETS's
multigrid omponents. Our ode was inorporated in the Olympos pakage.
The resulting solver is suh that Olympos handles the disretization and sets
up the linear system. SAMG onstruts the oarser level disretizations and
PETS is responsible for the multigrid yling aelerated by Krylov subspae
solvers. The oupling between these three odes has proven to be eÆient
and robust in omputing models of pratial relevane. Compared with
the previously existing one-level preonditioned Krylov subspae solver, the
new solver yielded a speedup with a fator between ve and ten depending
on the problem size.
1.5 Overview of the Thesis
This thesis onsists of nine hapters. In Chapter 2 ontinuous models for
magneti eld omputation in eletromagneti devies are derived starting
from the Maxwell equations. Partiular attention is given to a onise ma-
thematial desription of eld-iruit oupling. In Chapter 3 these models
are disretized by the nite element method, and properties of the resulting
linear systems are looked into. In Chapter 4 an overview of Krylov sub-
spae methods is given, and their onvergene properties are disussed. In
Chapter 5 the fundamental onepts of multigrid in general and of geometri
multigrid in partiular are introdued. A model problem analysis of geo-
metri multigrid for the time-harmoni eld problem is given. In Chapter
6 algebrai multigrid is disussed in detail. The performane of the original
Ruge-Stuben ode AMG1R5 and of its suessor SAMG is validated on a set of
test examples. Stationary and time-harmoni eld problems are onsidered.
In Chapter 7 several algorithms for eld-iruit oupled problems are pro-
posed and ompared. Numerial results are presented showing that the
generalized AMG algorithm we propose is fast both in number of iterations
and in CPU time. Chapter 8 is devoted to the desription of the interfae
between the AMG odes and PETS. In Chapter 9 nally we draw some
onlusions and suggest some diretions for future researh.
Chapter 2
Models for Magneti Field
Computations
2.1 Introdution
In this hapter we desribe dierent partial dierential equation models
for the magneti eld in eletromagneti energy transduers. The ontinu-
ous model is a simpliation of the Maxwell equations obtained by taking
the time behavior of the exitation, the spatial symmetry of the problem
or partiular domain harateristis into aount. In Setion 2.2 we in-
trodue the Maxwell equations and in Setion 2.3 we derive Ohm's law in
integral form. In Setions 2.4 and 2.5 we onsider stationary and quasi-
stationary time-harmoni exitations and domains in two dimensions. Suh
two-dimensional domains represent ross-setions of the devie under on-
sideration. Assuming a stationary exitation, the magneti eld equations
are deoupled from the eletri ones. We introdue the magneti vetor
potential as the unknown. In two-dimensional stationary formulations we
arrive at a diusion equation for the z-omponent of the magneti vetor
potential. In the low-frequeny time-harmoni formulation, an additional
omplex Helmholtz term appears in the partial dierential equation. In
some appliations the omputation of the time-dependent magneti eld
is impossible without taking the onnetions of the eletrial ondutors
present in the model into aount. In Setion 2.6 we present a model of the
eletrial iruit in terms of integrated eletrial quantities, and in Setions
2.7 through 2.10 we desribe how suh a model an be oupled with the
dierential equation for the magneti vetor potential.
Non-linear magneti onstitutive relations introdued in Setion 2.11
ause the diusion oeÆient to be dependent on the vetor potential, giving
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rise to non-linear diusion operators. Suitable onditions on the boundary
of the domain are detailed in Setion 2.12. Periodi boundary onditions an
be applied to redue the area of the omputational domain and a onformal
mapping tehnique allows the treatment of problems posed on unbounded
domains.
2.2 Maxwell Equations
The starting point for deriving partial dierential equation models for mag-
neti eld omputations are the Maxwell equations [72, 105℄. These equa-
tions relate ve vetor elds: the magneti eldH, the magneti ux density
(or indution) B, the eletri eld E, the eletri displaement D and the
eletri urrent density J. They an be written as
rH = J+
D
t
; (2.1)
rE =  
B
t
; (2.2)
r B = 0 ; (2.3)
r D =  ; (2.4)
where  is the eletri harge density. Equations (2.1) and (2.2) are Ampere's
law and Faraday's law respetively. Equations (2.3) and (2.4) are onserva-
tion laws. The Maxwell equations have to be ompleted with onstitutive
material equations
B = H ; (2.5)
D = E ; (2.6)
J = E ; (2.7)
where ,  and  are the magneti permeability and the eletri permittivity
and ondutivity respetively. Equations `(2.5) and (2.6) are the magneti
and dieletri relations, and equation (2.7) is Ohm's law. In the general
ase, the quantities ,  and  are tensors. We will neglet any material
anisotropy and assume the material oeÆients to be salars. Neither do
we onsider any permanent magneti eets.
In the following setions the full set of Maxwell equations are redued
to simpler models by making assumptions on the time-behavior of the eld
and the dimensions of the problem.
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2.3 Ohm's Law in Integral Form
Besides magneti eld quantities, whih are loal in nature, we will also
make use of integrated eletrial quantities, that are global in nature.
To introdue these quantities, we onsider a ylindrial eletrial on-
dutor along the z-axis with length `
z
and ross-setion 
 in the xy plane.
The shape of the ross-setion 
 is assumed to be z-independent. Consider a
stationary eletrial urrent owing along the z-axis through the ondutor.
For stationary elds Faraday's law (2.2) implies that the eletri eld E is
url free. This ondition an be ensured by writing E in terms of the eletri
potential  as
E =  r : (2.8)
Substituting (2.8) into Ohm's law (2.7) yields
J =  r : (2.9)
For urrents owing in the z-diretion only, the above relation yields
J
z
=  

z
: (2.10)
Assuming the gradient =z to be onstant over the ross-setion 
, we
obtain Ohm's law by integrating (2.10) over 
 in integral form
4V = RI ; (2.11)
where
4V =  `
z

z
(2.12)
and
I =
Z


J
z
d
 (2.13)
are the voltage drop over and the urrent through the ondutor and where
R = `
z
=

Z


 d


(2.14)
is the ohmi resistane of the ondutor. Equation (2.11) an be rewritten
as
I = G 4V ; (2.15)
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where
G =
1
R
; (2.16)
is the ondutane of the ondutor.
Ohm's law (2.11) needs to be generalized in two diretions: we will need
to onsider time-varying urrents and interonnetions of various ondut-
ors. To take time-varying urrents into aount, we will distinguish dierent
types of eletrial ondutors in Setion 2.6. Interonnetions of ondutors
will be onsidered in Setions 2.8 and 2.9.
2.4 Two-Dimensional Magnetostati
Formulation
In a stationary regime, the magneti eld quantities are deoupled from the
eletri ones and governed by
rH = J ; (2.17)
r B = 0 ; (2.18)
B = H : (2.19)
Equation (2.17) states that eletrial harges moving uniformly in time give
rise to a stati magneti eld. The divergene-free ondition for the mag-
neti ux density B (2.18) is ensured by expressing B in terms of the mag-
neti vetor potential A as
B = rA : (2.20)
The substitution of (2.20) and (2.19) into (2.17) yields
r (rA) = J ; (2.21)
where  = 1= is the magneti relutivity. Equation (2.21) is a oupled
system of three seond order PDEs for the three omponents of A. One
this system has been solved for A, the tehnially relevant elds B and H
an be alulated by relations (2.20) and (2.19).
To avoid the omplexity of solving (2.21), two-dimensional approxim-
ations are often onsidered in engineering pratie. We will onsider two
suh approximations: a two dimensional Cartesian formulation and an axi-
symmetrial formulation in ylindrial oordinates. In many appliations,
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these formulations already give valuable information of the devie under
onsideration.
In two-dimensional Cartesian formulations, the problem is posed on a
domain 
 lying in the xy-plane and all eld quantities are assumed to be
z-independent. Here 
 models for example the ross-setion perpendiular
to the axis of an eletrial mahine. The urrent density J is assumed to be
perpendiular to 

J = (0; 0; J
z
(x; y)) : (2.22)
Due to symmetry, the eld quantity B lies in the plane 

B = (B
x
(x; y); B
y
(x; y); 0) : (2.23)
Condition (2.20) an therefore be met assuming a potential A of the form
A = (0; 0; A
z
(x; y)) : (2.24)
By this assumption, the system (2.21) redues to a single seond order PDE
for the z-omponent of the magneti vetor potential
 

x


A
z
x

 

y


A
z
y

= J
z
: (2.25)
After solving this PDE, the omponents of B in (2.23) an be omputed by
B
x
=
A
z
y
and B
y
=  
A
z
x
: (2.26)
In an axi-symmetrial formulation in ylinder oordinates (r; ; z), the
domain 
 lies in the rz-plane and all eld quantities are assumed to be -
independent. In analogy to the Cartesian formulation, the vetor potential
is assumed to be perpendiular to 

A = (0; A

(r; z); 0) : (2.27)
The system (2.21) then redues to the salar equation
 

r


r
(r A

)
r

 

z


A

z

= J

: (2.28)
The PDE in form (2.25) or (2.28) is the governing PDE for two-dimensional
stationary magneti eld omputations.
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2.5 Two-Dimensional Quasi-Stationary
Time-Harmoni Formulation
In order to derive the time-dependent magneti eld formulation, we elimin-
ate the urrent density J and the displaement urrent D in the right-hand
side of Ampere's law (2.1) using Ohm's law (2.7) and the dieletri relation
(2.6) respetively. These manipulations yield
rH = E+ 
E
t
: (2.29)
We assume the eletro-magneti exitations, and thus also the indued
eletro-magneti elds, to vary periodially in time with period T and with
frequeny f = 1=T . We introdue the dimensionless variable t
0
= t=T =
f t. By rewriting the time derivative in the right-hand of (2.29) in this
dimensionless variable, we obtain
rH = E+  f
E
t
0
: (2.30)
We assume the time-variations to be quasi-stationary. This assumption
is justied by the fat that in tehnially relevant simulations of eletro-
magneti energy transduers a suÆiently large upper bound on the fre-
queny is
f  10
4
Hz : (2.31)
For the eletrially onduting media that we will onsider, the eletri
ondutivity  and permeability  lie in the ranges
 2 [0; 10
9
℄C
2
N
 1
m
 2
s
 1
and  2 [
0
; 10 
0
℄ ; (2.32)
where 
0
= 8:85 : 10
 12
C
2
N
 1
m
 2
is the permittivity of vauum. The
above bounds on f ,  and  allow us to neglet the ontribution of the
displaement urrent, i.e. the seond term in the right-hand side of (2.30).
Hene, we obtain
rH = E : (2.33)
In the presene of time-varying elds, the denition (2.20) for the vetor
potential A remains valid. Introduing A in the left-hand side of (2.33)
yields
r (rA) = E : (2.34)
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By Ohm's law (2.7), this equation an be written as
r (rA) = J : (2.35)
In the presene of time-varying elds, the integration of Faraday's law (2.2)
yields
E =  r 
A
t
; (2.36)
where the gradient of the eletri potential r is an integration onstant.
The ontributions of the two terms in the right-hand side of (2.36) to the
urrent distribution will be treated separately. Substituting (2.36) into the
right-hand side of (2.7) yields
J = J
s
+ J
e
J
s
=  r J
e
=  
A
t
; (2.37)
where J
s
and J
e
are the soure and indued (or eddy) urrent density re-
spetively. Substituting (2.37) into the right-hand side of (2.34), we obtain
the following partial dierential equation for the vetor potential
r (rA) + 
A
t
= J
s
: (2.38)
Solving the PDE (2.38) numerially entails a time-stepping proedure
of some kind. In pratie, a great deal of useful information an already be
gained by assuming that the eletromagneti elds vary sinusoidally in time.
Assuming a pulsation ! = 2f , we an write a generi eletro-magneti
quantity F (x; t) osillating harmonially in time as
F (x; t) = R[
b
F (x) exp(j!t) ℄ ; (2.39)
where the magnitude
b
F is a omplex-valued quantity onsisting of a real and
imaginary partR[
b
F ℄ and I[
b
F ℄ respetively. In a time-harmoni formulation,
the PDEs (2.35) and (2.38) redue to the following PDE for the amplitude
b
A of the vetor potential
r (r
b
A) =
b
J (2.40)
and
r (r
b
A) + j !
b
A =
b
J
s
(2.41)
respetively. By a reasoning analogous to the derivation of equation (2.25),
we redue the system of oupled PDEs (2.40) and (2.41) to a salar PDE.
In the former ase we obtain the Poisson equation
 

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
=
b
J
z
(2.42)
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while in the latter a Helmholtz equation with omplex shift
 

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
+ j ! 
b
A
z
=
b
J
s;z
; (2.43)
where
b
J
s;z
denotes the z-omponent of the soure urrent density
b
J
s
. Equa-
tions (2.42) and (2.43) are the governing PDEs for two-dimensional time-
harmoni magneti eld formulations. In Setion 2.7 we will argue whih
irumstanes motivate the hoie for either one of these equations.
In (2.39) we assumed a single frequeny osillatory behavior. In more ad-
vaned formulations a small set a disrete frequenies is taken into aount.
Suh formulations are alled multi-harmoni [122, 123℄.
2.6 Condutor Models
Time-varying urrents in a ondutor magnetially indue eddy urrents
and voltages trying to ounterat their soure. The urrent will redistribute
in suh a way that the urrent density is larger towards the ross-setion
boundaries. This eet is known as the skin-eet and haraterized by the
skin-depth. The skin-depth Æ is typial length sale measuring the size of
the seond order term relative to the term of order zero in the PDE (2.43)
and is dened as
Æ =
r
1
f 
: (2.44)
It is represented shematially in Figure 2.1. Tehnially speaking, about
60% of the urrent ows in the shaded area in this gure. Dierent on-
dutor models are distinguished based on the ratio between the skin-depth
and the ondutor radius, i.e. on the importane of the skin-eet in mod-
eling the ondutor. In this thesis we will onsider solid and stranded on-
dutors. For both ondutor models and for time-varying eld, one obtains
by substituting (2.12) into (2.37) the relation
b
J
z
=

`
z
d
4V   j ! 
b
A
z
(2.45)
or, equivalently,
d
4V = `
z
 
b
J
z

+ j !
b
A
z
!
: (2.46)
Subsripts sol and str will be used to indiate properties assoiated with
the solid and stranded ondutors respetively.
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Figure 2.1: Cross-setion of a ondution showing the skin-depth.
2.6.1 Solid Condutors
A solid ondutor is a massive bar of eletrially onduting material with
homogeneous ross-setion 

sol
. The radius of a solid ondutor is large
ompared with the skin-depth Æ. The variation of the urrent density over


sol
an therefore not be negleted. The magnitude of the voltage drop
d
4V
sol
in ontrast is onstant over 

sol
.
Rotor bars in an indution mahine are typially modeled as solid on-
dutors.
To generalize (2.11) for time-harmoni elds in a solid ondutor, we
integrate both sides of (2.45) over 

sol
. Using the the fat that
d
4V
sol
is
onstant over 

sol
, we nd
b
I
sol
= G
sol
d
4V
sol
  j !
Z


sol

b
A
z
d
 ; (2.47)
where
G
sol
=
1
`
z
Z


sol
 d
 (2.48)
is the Ohmi resistane of the solid ondutor (see also e.g. [13℄).
2.6.2 Stranded Condutors
The ross-setion of a stranded ondutor 

str
is the union of several on-
dutors, eah of them too small to be modeled individually. The skin-depth
is large ompared to the radius of the individual ondutors, allowing the
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skin eet in the individual ondutors to be negleted. The urrent dens-
ity
b
J
z
is assumed to be onstant over 

str
. Due to magnetially indued
voltages, the variation of potential drop over 

str
has to be taken into a-
ount. Compared with a solid ondutor, the roles of urrent density and
voltage drop are interhanged.
While the solid ondutor is a physial entity, the stranded ondutor
is merely a onvenient mathematial tool that allows one to model, for
example, the windings in the stator of an indution mahine or the oil of
a transformer.
Assuming that the stranded ondutor is made up of N
t
ondutors,
eah arrying a urrent
b
I
str
, the average urrent density is
b
J
z
=
N
t
b
I
str
S
str
; (2.49)
where S
str
is the area of 

str
. The individual ondutors forming the stran-
ded ondutor are assumed to be onneted in series. By this assumption
the potential dierene
d
4V
str
over the latter is equal to the sum of the
potential dierenes
d
4V over the ondutors. This sum is approximated by
N
t
times the average potential dierene
d
4V
av
over an individual ondutor
d
4V
str
= N
t
d
4V
av
; (2.50)
where
d
4V
av
=
1
S
str
Z


str
d
4V d
 : (2.51)
Substituting (2.46) into (2.51), taking into aount that the urrent distri-
bution (2.49) as well as the ondutivity  are onstant over 
, one obtains
d
4V
str
= R
str
b
I
str
+ j !
N
t
`
z
S
str
Z


str
b
A
z
d
 ; (2.52)
see also e.g. [70, 13℄, where
R
str
=
N
2
t
`
z
S
str
Z


str
1

d
 (2.53)
is the Ohmi resistane of the stranded ondutor. The insulation material
surrounding the individual solid ondutors and the air gaps between them
an be taken into aount by multiplying  in (2.53) by a positive fator
smaller than one. This fator is alled the slot ll fator.
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2.7 Magneti Field in Condutors
Relations (2.47) and (2.52) generalize Ohm's law (2.11) to time-harmoni
urrents. The rst and seond term of the right-hand side of (2.47) represent
the resistive and indutive urrents respetively . The two terms in the right-
hand side of (2.52) are the resistive and indutive voltage . The relations
(2.47) and (2.52) ouple magneti eld quantities with integrated eletri
ones and are alled eletrial iruit relations .
To ompute the magneti eld over the ross-setion of a ondutor,
appropriate eld equations and iruit relations have to be oupled. The
right-hand side in PDE (2.43) an be written in terms of the applied voltage
d
4V
sol
over a solid ondutor using (2.37) and (2.12)
b
J
s;z
=  

z
=

`
z
d
4V
sol
; (2.54)
and is thus onstant over 

sol
. It is therefore onvenient to hoose the PDE
(2.43) in the form
 

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
+ j ! 
b
A
z
=

`
z
d
4V
sol
(2.55)
for the omputation of the magneti eld over 

sol
. By a similar argument
the magneti eld over the ross-setion of a stranded ondutor 

str
is
modeled by PDE (2.42). Upon eliminating the urrent density by (2.49),
this PDE beomes
 

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
=
N
t
S
str
b
I
str
: (2.56)
Condutors an be exited by either a voltage or a urrent soure. If a
solid ondutor is operated by a voltage soure, the soure term in the PDE
(2.55) is a known onstant, and the PDE an be solved. If instead the solid
ondutor is urrent driven, the soure in the PDE has to be alulated from
the eletrial iruit relation (2.47). In this ase, the PDE and the iruit
relation have to be solved simultaneously for the magneti vetor potential
and the applied voltage. To ompute the magneti eld distribution of a
voltage driven stranded ondutor, the PDE (2.56) and the iruit relation
(2.52) have to be solved simultaneously for the vetor potential and the
applied urrent.
2.8 Stationary Eletrial Ciruits
In this setion and in the following one, we will disuss interonnetions of
ondutors. Our aim is to provide information that will allow us to explain
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how eletrial iruits and magneti elds an be oupled in Setion 2.10.
This in turn will enable us to desribe the properties of the linear system
resulting from the nite element disretization.
In engineering appliations eletrial ondutors are typially interon-
neted and also onneted to other elements in an eletrial iruit. Suh
elements are urrent and voltage soures, resistanes, self-indutanes and
apaitors onneted in a network. In the disussion we will limit ourselves
to iruits of ondutors, resistanes, urrent and voltage soures.
In this setion we onsider iruits with onstant urrents. In Setion
2.9 we will generalize our disussion to iruits exposed to time-varying
quantities.
The laws governing the eletrial iruit are
 the Kirhho voltage law (KVL),
 the Kirhho urrent law (KCL) and
 the urrent-voltage relation for eah omponent.
The KVL states that the sum of voltage drops over the omponents in a
losed path in the iruit is zero. The KCL states that the net urrent
entering and leaving a iruit node is zero. The urrent-voltage relation for
a resistor is Ohm's law in either form (2.11) or (2.15).
Writing down the KVL and the generalized KCL for every possible losed
path and interonneted part of the iruit results in an over-determined
(but uniquely solvable) system. The method used in this thesis to obtain
a maximal set of linearly independent KVLs and KCLs was developed in
[28, 27℄. This method does not impose any assumptions on the way the
omponents in the iruit are onneted and operates on a graph assoiated
with the iruit. It is therefore alled general and topologial. The general
iruit theory on whih the method is built an be found in [25℄. In outlining
the method in the remainder of this setion, we omit some tehnial details
and rely on intuitive ideas of graph theory. For further details we refer the
reader to the ited referenes.
The method assoiates a graph G with the iruit. In this graph the set
of edges feg represents the eletrial omponents, and the set of verties
fvg the points at whih the omponents are onneted.
A tree T is traed through the graph and the set of edges not belonging to
the tree are said to form the otree L = fegnT . In traing the tree through
the graph, one requires the voltage soures and the solid ondutors to be
in the tree, and all urrent soures and stranded ondutors to be in the
otree. Resistanes are allowed to appear as both tree and otree edges.
Later on, this requirement will allow us to assoiate voltage and urrent
unknowns to tree and otree edges respetively.
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In pratie, simple iruits frequently our for whih the above require-
ment on the tree traing proedure annot be met. To analyze suh iruits,
additional so-alled partial transformations have to be performed. In this
thesis however, we assume the topology of the iruits to be suh that these
additional transformations are redundant.
We partition the tree edges into voltage soures (with index ), solid
ondutors and remaining tree edges T
0
T = fsolg [ fg [ T
0
: (2.57)
Likewise, we partition the otree edges into urrent soures (with index i),
stranded ondutors and remaining otree edges L
0
L = fstrg [ fig [ L
0
: (2.58)
Given the tree, fundamental loops and utsets an be traed in the graph.
A loop is a path through the graph with the same begin and end point. A
fundamental loop is a loop onsisting of a single otree edge or of a otree
edge and one or more tree edges. A utset is a set of edges having the
property that removing the utset from the graph results in a disonneted
graph. A fundamental utset is a utset onsisting of a single tree edge or
of a tree edge and one or more otree edges. To eah otree and tree edge
orresponds a fundamental loop and fundamental utset respetively.
The fundamental loop (utset) matrix B
f
(D
f
) gives the edge-loop
(edge-utset) inidene for all fundamental loops (utsets) in the graph for
a given tree. The rows and olumns of fundamental loop (utset) matri-
es orrespond to the loops (utsets) and edges respetively. The rows of
fundamental matries are linearly independent.
No KVL is written for a urrent soure edge, and no KCL is written
for a voltage soure edge. We denote by I the vetor of urrents through
all edges exept the voltage soures and by 4V the vetor of voltages over
all edges exept the urrent soures. A maximal set of linear independent
KVLs and KCLs an be expressed as
B
f
4V = 0 ; (2.59)
and
D
f
I = 0 : (2.60)
Equations (2.59) and (2.60) are alled the loop and utset equations respet-
ively.
The next step onsists in rewriting (2.59) and (2.60) as a single square
system of equations. To do so, we reorder the urrent and voltage unknowns
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aording to the tree-otree partitioning
I =

I
T
I
L

and 4V =

4V
T
4V
L

: (2.61)
The partitionings (2.57) and (2.58) allow us to further dierentiate the tree
and otree unknowns as follows
I =
0
B
B
B
B

I
sol
I
T
0
I
str
I
i
I
L
0
1
C
C
C
C
A
and 4V =
0
B
B
B
B

4V
sol
4V

4V
T
0
4V
str
4V
L
0
1
C
C
C
C
A
: (2.62)
Likewise, we reorder rows and olumns of the fundamental loop and utset
matrix
B
f
= [B
T
jB
L
℄ = [B
T
j1℄
=

B
str; sol
B
str; 
B
str; T
0
B
L
0
; sol
B
L
0
; 
B
L
0
; T
0




1 0
0 1

(2.63)
and
D
f
= [D
T
jD
L
℄ = [1 jD
L
℄
=

1 0
0 1




D
sol; str
D
sol; i
D
sol; L
0
D
T
0
; str
D
T
0
; i
D
T
0
; L
0

:
(2.64)
Bringing the voltage and urrent soures to the right-hand side, the loop
equations (2.59) and utset equations (2.60) an be rewritten as

B
str; sol
4V
sol
+B
str; T
0
4V
T
0
+4V
str
=  B
str; 
4V

B
L
0
; sol
4V
sol
+B
L
0
; T
0
4V
T
0
+4V
L
0
=  B
L
0
; 
4V

(2.65)
and

I
sol
+D
sol; str
I
str
+D
sol; L
0
I
L
0
=  D
sol; i
I
i
I
T
0
+D
T
0
; str
I
str
+D
T
0
; L
0
I
L
0
=  D
T
0
; i
I
i
(2.66)
respetively. The otree voltages 4V
str
and 4V
L
0
an be eliminated from
(2.65) using (2.11)
4V
str
= R
str
I
str
4V
L
0
= R
L
0
I
L
0
;
(2.67)
and the tree urrents I
sol
and I
T
0
from (2.66) using (2.15)
I
sol
= G
sol
4V
sol
I
T
0
= G
T
0
4V
T
0
:
(2.68)
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By multiplying equations (2.65) by  1, the loop and utset equations (2.65)
and (2.66) an thus be written into the following system of equations
S
0
B
B

I
str
I
L
0
4V
sol
4V
T
0
1
C
C
A
=
0
B
B

B
str; 
4V

B
L
0
; 
4V

 D
sol; i
I
i
 D
T
0
; i
I
i
1
C
C
A
; (2.69)
where the matrix S is given by
S =
0
B
B

 diag[R
str
℄ 0  B
str; sol
 B
str; T
0
0  diag[R
L
0
℄  B
L
0
; sol
 B
L
0
; T
0
D
sol; str
D
sol; L
0
diag[G
sol
℄ 0
D
T
0
; str
D
T
0
; L
0
0 diag[G
T
0
℄
1
C
C
A
: (2.70)
The bloks on the diagonal are diagonal matries ontaining the resistane
and admittane values. The matrix S is alled the iruit system matrix.
It is a square matrix whose dimension equals the number of loop equations
plus the number of utset equations. It is non-singular by onstrution.
Due to the property [25℄
D
x; y
=  B
T
y; x
(2.71)
the matrix S is symmetri
S = S
T
: (2.72)
2.9 Transient Eletrial Ciruits
The eletrial iruit system (2.69) needs to be generalized to situations
where time-varying urrents ow in the iruit. The magnetially indued
eets in ondutors must then be taken into aount. To do so, we add
the magnetially indued voltage over a stranded ondutor and the mag-
netially indued urrent in a solid ondutor, i.e., the seond term in the
right-hand side of equations (2.52) and (2.47) to their resistive and on-
dutibe ounterparts in the left-hand side of (2.69). Denoting by 

str; p
and


sol; q
the p-th stranded and q-th solid ondutor's ross-setion, and by
4
b
V
ind
and 4
b
I
ind
the vetors of the magnitudes of the indued voltages and
urrent with omponents
d
4V
ind; p
= j !
N
t; p
`
z
S
str; p
Z


str; p
b
A
z
d
 for p 2 fstrg ; (2.73)
and
b
I
ind; q
=  j !
Z


sol; q

q
b
A
z
d
 for q 2 fsolg ; (2.74)
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we obtain for the magnitudes of the urrent and voltage the linear system
S
0
B
B
B

b
I
str
b
I
L
0
d
4V
sol
d
4V
T
0
1
C
C
C
A
+
0
B
B

 
d
4V
ind
0
b
I
ind
0
1
C
C
A
=
0
B
B
B

B
str; 
d
4V

B
L
0
; 
d
4V

 D
sol; i
b
I
i
 D
T
0
; i
b
I
i
1
C
C
C
A
: (2.75)
This iruit system has to be oupled with eld equations for the integrand
b
A
z
in the right-hand side of (2.73) and (2.74). This yields the general eld-
iruit oupled problem given in the following setion.
2.10 Field-Ciruit Coupling
In some situations the omputation of the magneti eld is not possible
without taking the eletrial iruit onnetion into aount. We already
disussed simple examples of this situation in Setion 2.7. An example of
an engineering appliation is the simulation of an indution mahine where
the magneti eld annot be omputed without taking the onnetion of
the stator winding with the drive and the interonnetion of the rotor bars
into onsideration.
To formulate a general eld-iruit oupled problem, we onsider a two-
dimensional domain 
  R
2
partitioned into eletrially onduting and
non-onduting regions. The onduting region is the union of the ross-
setions of solid and stranded ondutors 

sol; q
and 

str; p
. Denoting the
non-onduting region by 

ore
, we have

 =

[
p


str; p

[

[
q


sol; q

[ 

ore
: (2.76)
By introduing the notation
L(
b
A
z
) =  

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
; (2.77)
the magneti eld problem on 
 an be stated as
L(
b
A
z
) + j ! 
b
A
z
=

`
z
d
4V
sol; q
on 

sol; q
L(
b
A
z
) =
N
t; p
S
str; p
b
I
str; p
on 

str; p
L(
b
A
z
) = 0 on 

ore
;
(2.78)
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supplied with appropriate boundary onditions. Given a subdomain 

0


, we introdue for future onveniene the indiator funtion I


0
with values
I


0
(x) =

1 for x 2 

0
0 for x 2 
 n

0
: (2.79)
The eddy urrent and soure funtions 
e
and 
s
are dened on 
 in the
following way

e
(x) = j !
X
q

q
(x) I


sol;q
(2.80)

s
(x) =
X
p
N
t; p
S
str; p
b
I
str; p
I


str;p
+
X
q

q
(x)
`
z
d
4V
sol; q
I


sol;q
: (2.81)
Using these funtions, the set of dierential equations (2.78) an be written
as the single PDE
 

x
 


b
A
z
x
!
 

y
 


b
A
z
y
!
+
e
(x)
b
A
z
= 
s
(x) on 
 : (2.82)
If none of the ondutors are interonneted, and if all solid ondutors are
driven by voltage soure and all stranded ondutors by a urrent soure,
then the soure terms
d
4V
sol
and
b
I
str
are known onstants and the partial
dierential problem (2.78) an be solved. If instead the ondutors are in-
teronneted, (some of) the onstants
d
4V
sol
and
b
I
str
are generally unknown
and the soure term in the PDE (2.82) is undetermined. In this ase a mag-
neti eld-eletrial iruit oupled system onsisting of the the PDE (2.82)
and linear system (2.75) have to be solved simultaneously for the magneti
vetor potential and the unknown otree urrents and tree voltages.
2.11 Material Parameters
In deriving the PDEs in the previous setions, we negleted anisotropy in
both the magneti relutivity  and the eletri ondutivity  and assumed
 and  to be real-valued salar quantities. In general, these quantities an
be funtions of the spatial oordinates over the domain 
. The ondutivity
in partiular an vary over the ross-setion of a solid ondutor. The
relutivity is stritly positive, whereas the ondutivity is positive and zero
over non-onduting parts of 
. Both material parameters an have sharp
disontinuities aross the interfae between two dierent materials. The
magneti permeability of air and iron, for example, dier by a fator of
several thousand.
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In many pratial appliations it is required to take the non-linear har-
ateristi of the magneti material into aount. For suh materials the
magneti onstitutive equation (2.5) is a non-linear relation. In the on-
stitutive models we onsider in this work the relutivity  is supposed to
be a funtion of the square of the magnitude of the magneti indution B.
This magnitude, denoted by jBj
2
, is in stationary formulations dened as
the inner produt of B with itself
jBj
2
=
1
2
B B ; (2.83)
and in time-harmoni formulations as the inner produt of B with its om-
plex onjugate
jBj
2
=
1
2
B B : (2.84)
For two-dimensional artesian stationary formulation, the relations (2.26)
imply that the denition (2.83) an be written as
jBj
2
=
1
2
"

A
z
x

2
+

A
z
y

2
#
: (2.85)
A similar expression an be derived in two-dimensional artesian time-
harmoni formulations.
2.12 Boundary Conditions
The partial dierential equations introdued before need to be supplied
with boundary onditions. In this work we will make use of homogeneous
Dirihlet, Neumann and periodi boundary onditions. When used in om-
bination with a onformal mapping tehnique, the latter allow the modeling
of innite domains.
2.12.1 Periodi Boundary Conditions
Let  
1
and  
2
be two disjoint parts of the boundary of the omputational
domain as shown in Figure 2.2 on page 25 for example. Let n
1
and n
2
denote the outward normal on  
1
and  
2
respetively. Periodi boundary
onditions onnet both the vetor potential and its normal derivative on
 
1
and  
2
. Periodi boundary onditions state that
A
z
j
 
1
= A
z
j
 
2
(2.86)

A
z
n
1
j
 
1
=  
A
z
n
2
j
 
2
: (2.87)
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Figure 2.2: Illustration of omputational domains and part of their boun-
dary on whih periodi boundary onditions an be applied. These ondi-
tions relate the values of the eld on  
1
and  
2
.
Anti-periodi boundary onditions state that
A
z
j
 
1
=  A
z
j
 
2
(2.88)

A
z
n
1
j
 
1
= 
A
z
n
2
j
 
2
(2.89)
see e.g. [91, 36℄. By imposing periodi boundary onditions one is able to
redue the area of the omputational domain. We illustrate this point by
an example. Consider the four-pole alternating urrent mahine depited
in Figure 2.3 on page 26. Due to symmetry in eld and geometry, it is
suÆient to model only two, or even just one pole of the mahine. Figure
2.4 shows a two-pole half model of the motor being onsidered. In this
model periodi boundary onditions relate the values on the straight edges
at the bottom of the model. In the one-pole quarter model shown in Figure
2.4, anti-periodi boundary onditions relate the values of the vertial and
horizontal straight edge.
The redution of the omputational domain entails a saving in ompu-
tational resoures required to solve the problem or allows to obtain higher
auray for the same problem size.
2.12.2 Unbounded Domains
In some pratial magneti eld omputations the domain 
 is unbounded.
Dierent types of so-alled open boundary problems exist. In a rst one the
aurate estimation of the eld in a region of interest might require taking
the surrounding unbounded domain into aount. In a seond type one
is interested in far eld eets, i.e. in the strength of the eld at a large
distane from the soure. An example of the former is the omputation of
the magneti eld in the viinity of a transformer. An example of the latter
is the omputation of the magneti eld exited by high voltage lines at
ground level.
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Figure 2.3: Model of an four pole alternating urrent mahine.
In numerial omputations the unbounded domain needs to be trunated
somehow. An overview of trunation tehniques proposed in the literature
an be found in [88℄.
In the appliation software onsidered in this work, a onformal mapping
tehnique is used. To desribe this tehnique formally, onsider equation
(2.25) posed on the domain 
 = R
2
. The PDE has to be supplied with the
ondition that the potential remains nite at innity. By properly saling
the potential, one an assume the value at innity to be zero, i.e.
A
z
(x; y)! 0 as
p
x
2
+ y
2
!1 : (2.90)
The part of 
 that is of interest is enlosed in a disk 

D
entered in (0; 0) .
The radius  of 

D
is required to be large enough so that the soure term
J
z
is zero on (

D
)

= R
2
n 

D
. We further assume  to be onstant on
(

D
)

. Hene, the funtion A
z
satises the Laplae equation on (

D
)

. Let
A
D
and A
D

denote the restrition of A
z
to 

D
and (

D
)

and n
D
and n
D

the outward normal on 

D
and (

D
)

respetively. The original problem
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Figure 2.4: Half model of an four pole alternating urrent mahine with
periodi boundary onditions.
Figure 2.5: Quarter model of an four pole alternating urrent mahine with
periodi boundary onditions.
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on R
2
is equivalent with
 

x


A
D
x

 

y


A
D
y

= J
z
on 

D
 

2
A
D

x
2
 

2
A
D

y
2
= 0 on (

D
)

;
(2.91)
supplied with onditions ensuring the ontinuity of A
z
and its normal ux
aross the boundary 

D
. These ontinuity onditions an be stated as
A
D
j


D
= A
D

j


D
and 
A
D
n
D
j


D
=  
A
D

n
D

j


D
: (2.92)
After setting z = x+ j y, one applies the onformal mapping
F(z) = 1=z (2.93)
to (

D
)

. The latter is mapped onto a disk 

E
with radius 1=
F [(

D
)

℄ = 

E
: (2.94)
Properties of onformal transformations imply that the funtion A
D

is a
harmoni funtion on the image disk 

E
if A
D

is harmoni on the domain
(

D
)

. The onformal mapping thus transforms the dierential problem
(2.91)-(2.92) into
 

x


A
D
x

 

y


A
D
y

= J
z
on 

D
 

2
A
D

x
2
 

2
A
D

y
2
= 0 on 

E
(2.95)
supplied with the onditions
A
D
j


D
= A
D

j


E
and 
A
D
n
D
j


D
=  
2

A
D

n
E
j


E
; (2.96)
where n
E
denotes the outward normal on 

E
. The fator 
2
appearing
in (2.96) is due to the loal magniation 1=jF
0
j evaluated on 

D
by
onformal mapping. Using a onformal mapping we have thus transformed
the original unbounded domain problem into two problems on bounded
domains: a Poisson type problem on 

D
and a Laplae problem on 

E
.
The ondition (2.90) is assured by imposing the potential to be zero in the
enter of 

E
A
z
= 0 in enter of 

E
: (2.97)
Chapter 3
Finite Element
Disretization
3.1 Introdution
We start Chapter 3 explaining how the ontinuous models from Chapter 2
are disretized to render their numerial solution possible. The ontinuous
dierential problem is ast in its variational form and disretized in spae by
the nite element method. The hoie for this method is motivated by the
fat that is has evolved into a powerful method to solve non-linear diusion
equations posed on ompliated geometries. We employ linear elements
on unstrutured grids of triangles. The nite element disretization yields
systems of linear algebrai equations for the value of the disrete vetor
potential at the nite element nodes.
Next we derive properties of the oeÆient matrix of the linear system
based on the knowledge of ertain properties of its variational formula-
tion equivalent. The disretized stationary formulation results in sparse
real symmetri positive denite matries. The disretized time-harmoni
formulation results in sparse omplex symmetri matries with symmetri
positive denite real part. The disretized oupled magneti-eletri formu-
lations yield blok-strutured matries in whih a large omplex symmetri
diagonal part is bordered by small dense bloks.
We onlude this hapter by desribing the eletromagneti simulation
software developed inside the ESAT/ELEN researh group and by giving
some examples of pratial engineering appliations used in the following
hapters.
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3.2 Variational Formulation
The starting point for the nite element disretization of a dierential prob-
lem is its reformulation into variational form [90, 107℄.
In the ontinuous variational formulation we will here only onsider ho-
mogeneous Dirihlet and Neumann boundary onditions. We assume that
problems with inhomogeneous Dirihlet onditions are reformulated into
problems with homogeneous Dirihlet onditions by a transformation of
the dependent variable. We postpone the treatment of periodi and anti-
periodi boundary onditions introdued in Setion 2.12.1 until Setion
3.2.2.
3.2.1 Magnetostati Variational Formulation
In this subsetion we ast PDE (2.25) desribing two-dimensional magneto-
stati elds into variational form. Assume 
 to be a subset of R
2
with
boundary   = 
. We introdue the spae of square integrable funtions
L
2
(
), its subspae of funtions with square integrable rst order derivat-
ives H
1
(
) and the spae L
1
(
) of essentially bounded funtions on 
 [69℄.
Let  
D
denote the part of the boundary   on whih homogeneous Dirih-
let boundary onditions are imposed, and H
1
0
(
) the subset of funtions
in H
1
(
) that vanish on  
D
. For the magnetostati variational formula-
tion we onsider these funtion spaes as vetor spaes over the eld of real
numbers.
The spae L
2
(
) is endowed with the salar produt
(u; v) =
Z


u(x) v(x) dx ; (3.1)
and the assoiated norm
k u k
0
= (u; u)
1=2
: (3.2)
The spae L
1
(
) is endowed with norm
k u k
1
= ess supfju(x)j jx 2 
g : (3.3)
The gradient
ru = (
u
x
;
u
y
) (3.4)
of a funtion u 2 H
1
(
) belongs to L
2
(
)  L
2
(
). Denoting by  the
Eulidean salar produt, we introdue on the latter spae the inner produt
(u; v) =
Z


u(x)  v(x) dx ; (3.5)
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and the assoiated norm
k u k
0
= (u; u)
1=2
: (3.6)
The spae H
1
(
) is endowed with the norm
k u k
1
=
 
k u k
2
0
+ k ru k
2
0

1=2
: (3.7)
In the PDE (2.25), we assume the magneti relutivity  to be bounded
 2 L
1
(
) ; (3.8)
and stritly positive, i.e., we assume the existene of a stritly positive
onstant 
0
suh that
0 < 
0
 (x) 8x 2 
 : (3.9)
We also assume the z-omponent of the urrent distribution funtion J
z
to
be square integrable
J
z
2 L
2
(
) : (3.10)
On H
1
0
(
) we introdue the linear form
F : H
1
0
(
)! R : F(v) = (J
z
; v) ; (3.11)
and on H
1
0
(
)H
1
0
(
) the bilinear form
A : H
1
0
(
)H
1
0
(
)! R : A(w; v) = (rw; rv) : (3.12)
Condition (3.10) implies the ontinuity of F
jF(v)j  C k v k
0
8 v 2 H
1
0
(
) (3.13)
where C =k J
z
k
0
, while (3.8) implies the ontinuity of A
jA(w; v)j   k w k
1
k v k
1
8 (w; v) 2 H
1
0
(
)H
1
0
(
) ; (3.14)
where  =k  k
1
. The bilinear form (3.14) is said to be oerive if there
exists a onstant  suh that
A(v; v)   k v k
2
1
8 v 2 H
1
0
(
) : (3.15)
The following proposition realls a lassial result. We inlude its proof in
order to generalize it later in time-harmoni formulations.
Proposition 3.2.1 The bilinear form dened in (3.12) is oerive, i.e.
there exists a onstant  > 0 suh that (3.15) is satised.
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Proof. By (3.9) we have that
A(v; v) = (rv; rv)  
0
(rv; rv) = 
0
k rv k
2
0
: (3.16)
By the Poinare inequality (see e.g. [90℄ Theorem 1.3.3) on the other hand
there exists a onstant C


suh that
k v k
2
1
=k v k
2
0
+ k rv k
2
0
 (1 + C


) k rv k
2
0
: (3.17)
The substitution of (3.17) into (3.16) yields
A(v; v) 

0
1 + C


k v k
2
1
: (3.18)
Setting
 =

0
1 + C


(3.19)
onludes the veriation of the proposition. 
The variational formulation of problem (2.25) reads
nd u 2 H
1
0
(
) suh that A(u; v) = F(v) 8 v 2 H
1
0
(
) : (3.20)
The existene and uniqueness of the solution of (3.20) is implied by the
Lax-Millgram theorem (see e.g. [90℄, theorem 5.1.2).
The variational formulation (3.20) is equivalent to the minimization of
the funtional
J(v) =
1
2
A(v; v)  F(v) : (3.21)
The funtion v orresponds to the z-omponent of the magneti vetor po-
tential A. The equivalent of J for three dimensional magnetostati formu-
lations is given by
J(A) =
1
2
Z


 (rA)  (rA) d
 +
Z


J A d

=
1
2
Z


H B d
 +
Z


J A d

(3.22)
In this notation it is lear that the funtional J orresponds with the mag-
neti energy stored in 
.
Choosing a nite dimensional subspae X  H
1
0
(
) and solving
nd u 2 X suh that A(u; v) = F(v) 8 v 2 X ; (3.23)
will result in a spatial disretization of (3.20).
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3.2.2 Variational Formulation of Periodi Boundary
Conditions
In this setion we disuss the variational formulation of dierential problems
with periodi and anti-periodi boundary onditions introdued in Setion
2.12.1. The periodi boundary onditions on the funtion, i.e., the ondi-
tions (2.86) and (2.88) are imposed in strong form [36℄. This is done by
imposing a restrition on the funtion spae in whih the solution is sought.
For the periodi boundary onditions (2.86)-(2.87) for example, this fun-
tion spae H
1
k
(
) is dened as
H
1
k
(
) = fv 2 H
1
o
j vj
 
1
= vj
 
2
g : (3.24)
The onditions on the normal derivative of the funtion, i.e., onditions
(2.87) and (2.89) are imposed in weak form. For the periodi boundary
onditions (2.86)-(2.87) for example, the solution u in H
1
k
(
) is required to
satisfy
Z
 
1

u
n
1
v d 
1
=  
Z
 
2

u
n
2
v d 
2
8 v 2 H
1
k
(
) : (3.25)
The bilinear form for `both `problems with periodi and anti-periodi boun-
dary onditions is dened as
A :H
1
k
(
)H
1
k
(
)! R :
A(w; v) = (rw; rv) +
Z
 
1

w
n
1
v d 
1
+
Z
 
2

w
n
2
v d 
2
:
(3.26)
The dierential problem an now be stated variationally as in the previous
subsetion.
3.2.3 Time-Harmoni Variational Formulation
For the variational formulation of the two-dimensional time-harmoni PDE
(2.43), we onsider the funtion spaes L
2
(
), H
1
0
(
) and L
1
(
) introdued
previously as vetor spaes over the set of omplex numbers C .
The salar produt on L
2
(
) over C is dened by
(u; v) =
Z


u v d
 ; (3.27)
where v denotes the omplex onjugate of v.
In the PDE (2.43), we assume the magneti relutivity  and the eletri
ondutivity  to be bounded over 

 ;  2 L
1
(
) ; (3.28)
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the relutivity to be stritly positive, the ondutivity to be non-negative
  0 ; (3.29)
and the amplitude of the z-omponent of the applied urrent distribution
to be square integrable
b
J
s;z
2 L
2
(
) : (3.30)
On H
1
0
(
) we introdue the linear form
F : H
1
0
(
)! C : F(v) = (
b
J
s;z
; v) ; (3.31)
and on H
1
0
(
)H
1
0
(
) the sesquilinear form
A : H
1
0
(
)H
1
0
(
)! C : A(w; v) = (rw; rv) + j ! ( w; v)
(3.32)
Conditions (3.28) and (3.30) imply the ontinuity of A and F respetively.
The sesquilinear form (3.32) is said to be oerive if there exists a positive
onstant  > 0 suh that (see e.g. [90℄, Remark 5.1.2)
jA(v; v)j   k v k
2
1
8 v 2 H
1
(
) : (3.33)
Proposition 3.2.2 The sesquilinear form dened in (3.32) is oerive, i.e.,
there exists a onstant  > 0 suh that (3.33) is satised.
Proof. We have that
jA(v; v)j = j (rv; rv) + j ! ( v; v) j  j (rv; rv) j : (3.34)
The remainder of the proof is analogous to that of Proposition 3.2.1. 
The time-harmoni variational formulation
nd u 2 H
1
0
(
) suh that A(u; v) = F(v) 8 v 2 H
1
0
(
) ; (3.35)
therefore has a unique solution by the Lax-Millgram theorem . Choosing a
nite dimensional subspae Y  H
1
0
(
) and solving
nd u 2 Y suh that A(u; v) = F(v) 8 v 2 Y ; (3.36)
will result in the disretization of (3.35).
For the variational formulation of the PDE (2.82) in eld-iruit oupled
problems, the linear and sesquilinear forms F and A are dened in terms of
the eddy and soure urrent funtions in the following way
F(v) = (
s
; v) (3.37)
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and
A(w; v) = (rw; rv) + (
e
w; v) : (3.38)
The existene and uniqueness of the solution to the variational formulation
in terms of (3.37) and (3.38), i.e. nd u 2 Y
nd u 2 Y suh that A(u; v) = F(v) 8 v 2 Y ; (3.39)
an be shown by the Lax-Millgram theorem .
3.3 Finite Element Disretization
3.3.1 Triangulation and Finite Element Basi
In the nite element (FE) method [90, 107℄, the solution is approximated by
pieewise polynomials. In this work we onsider approximations by linear
polynomials dened on triangles.
Assume 
 to be a polygonal domain and denote by T
h
a triangulation
of 
, i.e. a nite set of triangles suh that the intersetion of two triangles
is either empty, or a vertex or an edge, and suh that

 = [
K2T
h
K : (3.40)
The real parameter h is a harateristi measure of the mesh width of the
triangulation. Tehniques to onstrut suh triangulations are desribed in
e.g. [44℄. When 
 has smooth urved boundaries, these boundaries are only
resolved in the limit that h! 0.
We denote by P
1
the spae of polynomials in the variables x and y
with total degree less than or equal to one. With any triangulation T
h
, we
assoiate the nite dimensional subspae
X
h
:= fv
h
2 C
0
(
) j v
hjK
2 P
1
; 8K 2 T
h
g ; (3.41)
where v
hjK
is the restrition of v
h
to K. Moreover, X
0
h
is the subspae
X
0
h
:= fv
h
2 X
h
j v
h
= 0 on  
D
g : (3.42)
We take the FE degrees of freedom to be the values of the unknown PDE
solution in the verties of the trianglesK. We denote the verties of triangles
K by a
i
K
, i 2 f1; 2; 3g and the set of global FE nodes by 
h

h
= fa
i
K
j i 2 f1; 2; 3g ;K 2 T
h
g ; (3.43)
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and its subset 
0
h

0
h
= fa
i
K
j i 2 f1; 2; 3g ;K 2 T
h
; a
i
K
62  
D
g : (3.44)
In a global enumeration over all triangles we denote the FE nodes by a
k
.
To eah FE node a
k
2 
0
h
we assoiate the funtion '
k
2 X
0
h
suh that
'
k
(a
`
) = Æ
k`
8` : a
`
2 
h
(3.45)
where Æ
k`
is the Kroneker delta. The set B
h
B
h
= f'
k
j k = 1; : : : ; N
h
g (3.46)
then forms a basis for X
0
h
.
3.3.2 Magnetostati Disretization
The magnetostati variational formulation (3.23) is disretized by setting
the spae X in (3.23) equal to the spae X
0
h
dened in (3.42) and approx-
imating the solution u by a sum of basis funtions of X
0
h
u
h
=
X
k :a
k
2
0
h

k
'
k
: (3.47)
The real-valued oeÆients 
k
represent the values of u
h
in the FE nodes.
These oeÆients are the solution of a linear algebrai system
A = f ; (3.48)
obtained by substituting the disrete potential (3.47) into the variational
formulation (3.23). The entries of the matrix A and f are given by
A
k`
= A('
k
; '
`
) =
Z


r'
k
(x)  r'
`
(x) dx ; (3.49)
and
f
k
= F('
k
) =
Z


J
z
(x)'
k
(x) dx (3.50)
respetively.
3.3.3 Time-Harmoni Disretization
In the time-harmoni variational formulation (3.35) the spae X
0
is a vetor
spae over C . The disrete vetor potential (3.47) is expanded as a linear
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ombination of the real-valued FE basis funtions (3.46) with omplex oef-
ients 
i
. These oeÆients are the solution of the linear system
A = f ; (3.51)
with
A = A
R
+ jA
I
; (3.52)
where the elements of the real and imaginary part A
R
and A
I
of the matrix
A are given by
A
R; k`
= R[A('
k
; '
`
)℄ =
Z


r'
k
(x)  r'
`
(x) dx (3.53)
and
A
I; k`
= I[A('
k
; '
`
)℄ = !
Z


 '
k
(x)'
`
(x) dx (3.54)
and where the omponents of the right-hand side vetor f are given by
f
k
=
Z


^
J
s
(x)'
k
(x) dx : (3.55)
3.3.4 Coupled Field-Ciruit Disretization
In eld-iruit oupled problems, the variational formulation of the PDE
is disretized by substituting approximation (3.47) into (3.39), resulting in
the linear system
A = f ; (3.56)
where the omponents of the real and imaginary part A
R
and A
I
of the
matrix are given by
A
R; k`
= R[A('
k
; '
`
)℄ =
Z


r'
k
(x)  r'
`
(x) dx (3.57)
and
A
I; k`
= I[A('
k
; '
`
)℄ =
Z



s
(x)'
k
(x)'
`
(x) dx (3.58)
and where the omponents of the right-hand side vetor f are given by
f
k
= F('
k
) =
Z



s
(x)'
k
(x) dx : (3.59)
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Substituting denition (2.81) of the soure funtion 
s
into the expression
for the right-hand omponents, these omponents an be written as
f
k
=
X
p
N
t; p
S
str; p
b
I
str; p
Z


str; p
'
k
(x) d

+
1
`
z
X
q
d
4V
sol; q
Z


sol; q

q
(x)'
k
(x) d
 :
(3.60)
By dening the small retangular matries P and Q via their entries as
P
kp
=
N
t; p
S
str; p
Z


str; p
'
k
(x) d
 ; for k : a
k
2 
0
h
; p 2 fstrg ; (3.61)
and
Q
kq
=
Z


sol; q

q
(x)
`
z
'
k
(x) d
 ; for k : a
k
2 
0
h
; q 2 fsolg ; (3.62)
and the matrix F dened in terms of P and Q as
F =
 
P 0 Q 0

; (3.63)
the right-hand side of the linear system (3.56) an be rewritten as
f = P
b
I
str
+Q
d
4V
sol
= F
0
B
B
B

b
I
str
b
I
L
0
b
V
sol
b
V
T
0
1
C
C
C
A
(3.64)
In the eletrial iruit relations (2.75) the magnetially indued voltage
(2.73) and urrent (2.74) need to be disretized. This is done by approxim-
ating the integrand
b
A
z
in (2.73) and (2.74) by the nite element funtion
(3.47), resulting in the following expressions
b
V
ind; p
t j ! `
z
X
i
P
ip

i
; (3.65)
and
b
I
ind; q
t  j ! `
z
X
i
Q
iq

i
: (3.66)
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We thus obtain the following disretized eletrial system
S
0
B
B
B

b
I
str
b
I
L
0
d
4V
sol
d
4V
T
0
1
C
C
C
A
  j !`
z
F
T
 =
0
B
B
B

B
str; 
d
4V

B
L
0
; 
d
4V

 D
sol; i
b
I
i
 D
T
0
; i
b
I
i
1
C
C
C
A
: (3.67)
By multiplying both sides of (3.67) with the salar  given by
 = 1=j !`
z
(3.68)
we an nally ombine (3.56), (3.64) and (3.67) into the single linear system
A


d

=

0
 g

; (3.69)
where we introdued the matrix
A =

A  F
 F
T
S

(3.70)
and the vetors
d =
0
B
B
B

b
I
str
b
I
L
0
d
4V
sol
d
4V
T
0
1
C
C
C
A
and g =
0
B
B
B

B
str; 
d
4V

B
L
0
; 
d
4V

 D
sol; i
b
I
i
 D
T
0
; i
b
I
i
1
C
C
C
A
: (3.71)
3.3.5 Linear System Setup
Given an integrand '(x) dened over 
, the triangulation (3.40) allows one
to replae the integration over 
 by a sum of integrations over triangles
K 2 T
h
Z


'(x) dx =
X
K2T
h
Z
K
'(x) dx : (3.72)
This element-wise omputation of the entries of the matries and right-hand
sides in the previous subsetions is important in both deriving properties of
the system matries and the omputer implementation of the set-up of the
linear system.
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3.4 Disretization of Non-Linear Problems
In the ase that the magneti onstitutive relation is non-linear, the disrete
magneti eld equations are derived from an energy minimization priniple.
We will perform this minimization in the disrete setting only.
The disrete ounterpart J of the energy funtional dened in (3.22) is
in stationary formulations given by
J() =
1
2

T
A()   f
T
 ; (3.73)
where the matrix A and the vetors f and  are dened in (3.49), (3.50)
and (3.47) respetively. The matrix A depends on the oeÆient  through
the relutivity. In time-harmoni formulations, the matrix A and the vetor
f have to be replaed with (3.51) and (3.55) respetively. In eld-iruit
oupled formulations, the disrete energy funtional is given in terms of the
matrix and vetors introdued in (3.69).
The oeÆients  for whih the energy is minimal is sought by setting
its gradient rJ , also denoted by F , equal to zero. We thus obtain
rJ = 0, F () = A()   f = 0: (3.74)
Let N denote the number of degrees of freedom in the nite element approx-
imation. In the stationary formulations F maps from R
N
to R
N
, while in
time-harmoni formulations F maps from C
N
to C
N
. In ase of linear mag-
neti materials, the matrix A is independent of , and we retrieve the equa-
tions derived previously. In the ase of non-linear materials, (3.74) denes
a system of non-linear equations that an be solved for example by Piard
or Newton-Raphson iteration. Both methods handle the non-linearity by
iterating over a sequene of linear problems.
In the following two subsetions we desribe both linearization methods
formally. General referenes on this subjet inlude [33, 84℄. In the third
subsetion we apply Newton's method in stationary formulations. In the
nal subsetion we will reall results showing that in time-harmoni formu-
lations the funtion F dened in (3.74) is not analyti. T`herefore Newton's
method has to applied to an equivalent real formulation of the system (3.74).
3.4.1 Piard Iteration
In the Piard iteration, the system (3.74) is linearized as follows: given 
[k℄
,
the solution omputed at iteration step k, the matrix A(
[k℄
) is evaluated,
and the linear system
A(
[k℄
) 
[k+1℄
= f ; (3.75)
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is solved for the next approximate solution 
[k+1℄
. The iteration ontinues
until the norm of the non-linear residual
r
[k+1℄
= f  A(
[k℄
) 
[k+1℄
; (3.76)
drops below a presribed tolerane. By viewing the Piard iteration as a
xed-point iteration, one an show that, for starting values 
[0℄
suÆiently
lose to the solution of the non-linear problem, the onvergene of the Piard
iteration is linear. The onvergene of the Piard iteration an be stabilized
by introduing a damping parameter  with values between 0 and 1, and
dening the iteration

[k+1℄
=  
[k+1℄
Piard
+ (1  ) 
[k℄
Piard
: (3.77)
The parameter  an be hosen by a line-searh strategy, see e.g., [76, 33℄.
3.4.2 Newton Iteration
In the Newton-Raphson linearization the iterands are dened through a
Taylor series expansion up to rst order of the funtion F around a point

[k℄
in R
N
(if F is real valued) or in C
N
(if F is omplex valued)
F () = F (
[k℄
) +rF (
[k℄
) (  
[k℄
) +O(  
[k℄
)
2
; (3.78)
where rF is the Jaobian of F . The reursion formula for the Newton
iterands is then given by

[k+1℄
= 
[k℄
  [rF (
[k℄
)℄
 1
F (
[k℄
) ; (3.79)
For starting approximations 
[0℄
suÆient lose to the solution of the non-
linear problem, the onvergene of Newton-Raphson iteration is quadrati.
As in the Piard iteration, the Newton iteration an be damped by intro-
duing a parameter .
3.4.3 Non-Linear Stationary Problems
In this setion we apply Newton's method in two-dimensional stationary
problems. Our aim is to derive an expliit expression for the Jaobian rF
required in the iteration (3.79).
The i-th omponent of the funtion F dened in (3.74) is given by
F
i
() =
X
m
A
im
() 
m
  f
i
: (3.80)
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The ij-th omponent of rF evaluated in 
k
is thus by (3.49) equal to
(rF )
ij
j
=
[k℄
=
F
i

j
j
=
[k℄
= A
ij
(
[k℄
) +
X
m

[k℄
m
A
im

j
j
=
[k℄
= A
ij
(
[k℄
)
+
X
m

[k℄
m
Z




j
j
=
[k℄
(r'
i
 r'
m
) d
 :
(3.81)
A matrix entry A
ij
is non-zero only if the support of the FE basis funtions
'
i
and '
j
overlap. The same holds true for a matrix entry P
ij
. The matries
A and P have thus the same non-zero struture. To ompute the derivative
under the integral sign, we assume  to be a funtion of the nite element
approximation to jBj
2
. An expression for this approximation, denoted by
jB
h
j
2
, is obtained by substituting the nite element approximation (3.47)
for A
z
into (2.85). This yields
jB
h
j
2
=
1
2
X
mn

m

n
(r'
m
 r'
n
) : (3.82)
We therefore have that


j
=
d 
d jB
h
j
2
jB
h
j
2

j
=
d 
d jB
h
j
2
X
n

n
(r'
j
 r'
n
) : (3.83)
Substituting this expression into (3.81), we nally obtain the following ex-
pression for the Jaobian
(rF )
ij
j
=
[k℄
= A
ij
+ P
ij
; (3.84)
where
P
ij
=
X
mn

[k℄
m

[k℄
n
Z


d 
d jB
h
j
2
j
=
[k℄
(r'
i
 r'
m
) (r'
j
 r'
n
) d
 :
(3.85)
Numerial values for the derivative d =d jB
h
j
2
are obtained from given data
of the material under onsideration.
3.4.4 Non-Linear Time-Harmoni Problems
In this subsetion we onsider the non-linear system (3.74) in time-harmoni
formulations. We here reall the main results of [68℄. The funtion F dened
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in (3.74) does not satisfy the Cauhy-Riemann equations and is therefore
not analytial. In applying Newton's method in omplex arithmeti, the
entries of the Jaobian F
i
=
j
an therefore not be expressed in terms of
F
i
=
j
and F
i
=
j
, where 
j
and 
j
denote the real and imaginary part
of 
j
respetively. The latter is neessary however to take the magneti
onstitutive relation into aount. The solution proposed in [68℄ is to apply
Newton's method to an equivalent real formulation of the non-linear system,
i.e. to apply Newton's method separately to the real and imaginary part of
F . The resulting Jaobian in this equivalent is non-symmetri.
Solving non-symmetri systems an be avoided by resorting to Piard's
method. As the latter onverges only linearly, more non-linear iterations
will be required with this approah in general.
3.5 Linear Systems Properties
3.5.1 Numerial Linear Algebra Conepts
In order to disuss the properties of the linear system resulting from the
nite element disretization, it is useful to reall some onepts from the
theory of linear algebra [46℄.
We will use the subsript H for the omplex onjugate transpose of a
omplex matrix. Let A be a square omplex matrix of size N . The matrix
A is said to be Hermitian if A = A
H
.
Let 
i
; i = 1; : : : ; N be the eigenvalues of A. The spetral radius of A is
dened as
(A) = max fj 
i
j j i = 1; : : : ; Ng : (3.86)
Given a matrix norm k : k, the ondition number of a non-singular matrix
with respet to that norm is the value
ond(A) =k A k k A
 1
k : (3.87)
For Hermitian matries, the ondition number in Eulidean norm is given
by
ond
2
(A) = j 
max
j=j 
min
j : (3.88)
A matrix is said to be ill-onditioned if its ondition number is large.
The remainder of this setion is restrited to real matries. A square
matrix A is said to be positive denite if
w
T
Aw > 0 for all w 2 R
N
; w 6= 0 (3.89)
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Given s 2 R and I the identity matrix, any matrix of the form
A = s I  B; s > 0 ; B
ij
 0 ; (3.90)
for whih s  (B) is alled an M-matrix [14℄ .
3.5.2 Magnetostati System Matrix Properties
In this setion we desribe the properties of the disrete magnetostati sys-
tem matrix in (3.48) [90℄. Some properties of the system matrix (3.48) are
indued by its ontinuous ounterpart, i.e. the bilinear form A dened in
(3.12). The oerivity and symmetry of A imply that
A is positive denite, (3.91)
and that
A is symmetri (3.92)
respetively. The nite element basis funtions '
k
have loal support.
Hene
A is sparse. (3.93)
For problems without anti-periodi boundary onditions, we have that
under suitable onditions of the triangulation detailed in e.g [89℄ that
A
ii
> 0 and A
ij
 0 if i 6= j : (3.94)
From (3.91) and (3.94) we have by Theorem 2.3 in [14℄ that
A is an M-matrix : (3.95)
In problems with anti-periodi boundary onditions, the treatment of the
boundary onditions, leads to o-diagonal entries that are positive and of
the same order of magnitude as the diagonal entries. Suh matries do not
have the M-matrix property.
Under suitable onditions on the triangulation T
h
, one an show that
ond
2
(A) = O(h
 2
) : (3.96)
The ondition number is not only aeted by the size of the grid, but also by
the shape of the domain, the quality of the triangulation and the smoothness
of the material oeÆients in the PDE.
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3.5.3 Time-Harmoni System Matrix Properties
Let A be the oeÆient matrix of the time-harmoni system (3.51). The
relation (3.53) dening its real part A
R
and the relation dening the entries
of the oeÆient matrix of stationary systems (3.49) are the same. Therefore
A
R
has all the properties a stationary system matrix has, i.e.
A
R
is a sparse, symmetri and positive denite M-matrix ; (3.97)
and
ond
2
(A
R
) = O(h
 2
) : (3.98)
For the imaginary part A
I
, we have that the loal support of the FE
basis funtions and the symmetry in the indies k and ` of the expression
(3.54) imply that
A
I
is sparse and symmetri ; (3.99)
respetively. Next we prove that A
I
is positive semi-denite.
Proposition 3.5.1 Let  be an eigenvalue of A
I
: then   0.
Proof. The rows of the matrix A
I
orresponding to nodes in the non-
onduting parts of 
 are zero. Denoting the union of the onduting parts
of 
 by 


, we obtain by ordering the nodes in 


rst, the following blok
struture for A
I
A
I
=

e
A
I
0
0 0

: (3.100)
Let (; ) be an eigenvalue-eigenvetor pair of the diagonal blok
e
A
I
, and
onsider the linear ombination of FE basis funtions dened through  as
v =
P
i

i
'
i
. The support of v lies in 


, and therefore
 k  k
2
= 
T
e
A
I
 = !
Z



 v
2
(x) d
  ! min
x2


(x) k v k
2
0
> 0
(3.101)
The proposition then follows from the fat that the eigenvalues of A
I
are
those of
e
A
I
and 0. 
For the entire matrix, (3.97) and (3.99) imply that
A is omplex, sparse and symmetri : (3.102)
A is not Hermitian. We are able to prove that the spetrum of A lies in the
rst quadrant of the omplex plane.
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Proposition 3.5.2 Let  = 
R
+ j 
I
be an eigenvalue of A: then 
R
> 0
and 
I
 0.
Proof. Let (; ) be an eigenvalue-eigenvetor pair of the matrix A. The
symmetry of A
R
and A
I
implies that
 k  k
2
= 
T
R
A
R

R
+ 
T
I
A
R

I
+ j[
T
R
A
I

R
+ 
T
I
A
I

I
℄ : (3.103)
The proposition then follows from the fat that A
R
is positive denite and
A
I
positive semi-denite. 
Remark In some ases more detailed information on the spetrum of A is
available. Consider the model problem in whih the PDE (2.43) is posed
on 
 = [0; 1℄  [0; 1℄ disretized by a regular mesh, and in whih  is on-
stant over 
. In both the nite dierene method and the nite element
method with lumping (see e.g. [90℄), the matrix A
I
redues to a onstant
diagonal matrix, i.e., A
I
= k I . If (; ) is an eigenvalue-eigenvetor pair
of the matrix A
R
, then ( + jk; ) is an eigenvalue-eigenvetor pair of A.
The spetrum of A is that of A
R
shifted upward in the omplex plane by a
distane k.
As an illustration we plotted the spetrum of the matrix resulting from
the disretization of a time-harmoni problem in Figure 3.1.
3.5.4 Coupled Field-Ciruit System Matrix Properties
The eld-iruit oupled system (3.69) has a blok struture. The rst set
of equations represents the eld-equations, while the seond set represents
the eletrial iruit relations. The (1; 1)-blok of the system matrix A
dened in (3.70) has all the properties that a matrix of the disrete harmoni
system (3.51) has. Equation (2.72) implies the symmetry of the (2; 2)-blok
of the system matrix A. The matrix A is therefore symmetri. In pratial
appliations the number of iruit relations (up to 500) will be muh smaller
than the number of FE degrees of freedom (up to 500.000). We therefore
have
dim(S) dim(A) (3.104)
Numerial experiments demonstrate that the oupling with the eletrial
iruit introdues eigenvalues with possibly negative real or imaginary part.
As an illustration we plotted the spetrum of the matrix resulting from
the disretization of a eld-iruit oupled problem in Figure 3.2. This
gure shows an eigenvalue with a negative imaginary part.
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Figure 3.1: Spetrum of a matrix resulting from the disretization of a
time-harmoni problem.
3.6 Software Implementation
A nite element simulation pakage alled Olympos was developed by the
ELEN/ESAT researh group [86, 76, 35, 27℄. The iterative solvers for the
systems of linear equations developed in this study have been inorporated
into that pakage. We therefore touh upon a number of features of the
Olympos software pakage that inuened some of the hoies made in this
work.
3.6.1 Mesh Generation
To be able to model the ompliated domains of realisti appliations un-
strutured meshes of triangles are used in Olympos. These meshes are gen-
erated by adaptive renement [79℄.
Given an initial triangulation of 
, a ner mesh is onstruted by in-
serting nodes in suh a way that the nite element disretization error is
dereased. A loal error estimator uses the solution omputed on the initial
mesh to selet those triangles in whih some approximation to the disret-
ization error is large. A renement algorithm splits the elements with large
error into smaller ones by adding nodes in the triangulation. The rene-
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Figure 3.2: Spetrum of a matrix resulting from the disretization of a
eld-iruit oupled problem.
ment of elements is done by either inserting nodes in the interior of a triangle
(element based renement) or on the edges (edge based renement). After
insertion, nodes an be moved to improve mesh quality. The mesh rene-
ment proess is started with a minimal triangulation of the geometry and
is repeated until the disretization error estimate obtained on the newly
reated triangulation drops below a presribed tolerane.
The mesh onstrution proess for the magneti eld omputation in the
viinity of a onguration of high voltage wires is shown Figure 3.3 as an
example. The upper three gures give a global view of the problem, while
the lower three gures give a more detailed view of the triangulation lose
to the wires. The unboundedness of the domain is modeled by a onformal
mapping as disussed in Setion 2.12.2. The mapped unbounded domain is
represented by the disk in the upper right orner in the rst three gures.
The mesh renement proess in linear problems requires the solution of
a sequene of linear systems, eah orresponding to a dierent mesh. In
non-linear problems a set of linear systems resulting from the Piard or
Newton linearization has to be solved at eah mesh renement step.
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Figure 3.3: Illustration of the adaptive mesh onstrution proess for the
magneti eld omputation in the viinity of a onguration of high voltage
wires. The upper three gures give a global view of the problem, while
the lower three pitures give a more detailed view lose to the wires. The
mapped unbounded domain is represented by the disk in the upper right
orner in the upper three gures.
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3.6.2 Treatment of Non-Linearities
In Olympos the non-linear onstitutive laws in stationary and time-harmoni
formulations are treated by a Newton and Piard linearization respetively.
On the oarsest mesh the linearization is started with a zero initial guess.
On ner meshes an initial guess is obtained by projeting the solution om-
puted on the next oarser mesh [78℄. In every Newton or Piard iteration
step, eah linearised system is solved to full auray.
3.7 Example Problems
In this setion we give some example problems that we will use as test ases
in the following hapters.
3.7.1 Permanent Magnet Mahine
In example problem EP-1, we onsider the omputation of the stationary
magneti eld in the non-linear model for a permanent magnet mahine.
Figure 3.4 shows the geometry and the simulated equipotential lines of the
solution. The shape and arrangement of the permanent magnets in the
rotor is suh that no symmetry is present in the model and no periodi
boundary onditions of the type disussed in Setion 2.12.1 an be used to
redue the model size. The mesh renement proess is started on a mesh
with 1.092 nodes and 2.146 elements and results after 13 steps in a mesh
with 174.140 nodes and 347.757 elements. Figure 3.6 reports the inrease
in the number of nodes during the mesh renement proess. The initial
oarse mesh and some intermediate ner mesh are shown in Figure 3.5.
The number of Newton steps required on eah mesh is plotted in Figure
3.7. This gure illustrates that the number of non-linear steps on the initial
grid is larger than on all ner grids. This is due to the fat that on all ner
grids a better starting solution is available by the projetion from the next
oarser mesh.
3.7.2 Swithed Relutane Mahine
In example problem EP-2 we look at the linear stationary magneti eld
omputation in a model where anti-periodi boundary onditions are present.
As an example we take the quarter model of the swithed relutane ma-
hine used as an illustration in Setion 2.12.1. In this problem six adaptive
steps result in a mesh with 4141 nodes and 8064 elements. The mesh and
the motor's geometry are plotted in Figure 3.8.
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3.7.3 400 kW Indution Mahine
In example problem EP-3 we onsider the linear time harmoni omputation
of a four pole 400 kW indution mahine. The real and imaginary part of the
omputed solution are plotted in Figures 3.10 and 3.11 respetively. Thanks
to symmetry of the geometry and the eld, periodi boundary onditions
an be used and only two poles have to be modeled. The solid rotor bars
are driven by 0 V voltage soures (short iruited). The stator windings are
exited by a three-phase alternating urrent system of 154 A. No external
iruit relations are therefore neessary to model the eletri load. The
initial mesh onsists of 1028 nodes and 1966 elements. After four renement
steps 75951 nodes and 151504 elements are obtained. Figure 3.9 shows the
mesh obtained after two renement steps. In Figure 3.12 we plotted the
inrease of the number of nodes during mesh renement.
3.7.4 45 kW Indution Mahine
In a fourth and last example, example problem EP-4, we take a four pole
45kW indution mahine. Unlike in the previous example, we onsider a full
model. The nal mesh was onstruted after four adaptive renement steps
and ontains a total of 118802 elements and 59574 nodes. The nite element
model is oupled with an eletrial iruit onsisting of 148 equations. The
equipotential lines of the real part of the omputed magneti vetor potential
are shown in Figure 3.13.
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Figure 3.4: Computed equipotential lines of the vetor potential in example
problem EP-1.
Figure 3.5: Coarse and ne mesh in example problem EP-1.
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Figure 3.6: Number of nodes in triangulation versus the adaptive renement
step in example problem EP-1.
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Figure 3.7: Number of Newton steps versus the adaptive renement step in
example problem EP-1.
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Figure 3.8: Final mesh obtained in example problem EP-2.
Figure 3.9: Mesh obtained after two renement steps in example problem
EP-3.
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Figure 3.10: Equipotential lines of the real part of the vetor potential in
example problem EP-3.
Figure 3.11: Equipotential lines of the imaginary part of the vetor potential
in example problem EP-3.
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Figure 3.12: Number of nodes in triangulation versus the adaptive rene-
ment step in example problem EP-3.
Figure 3.13: Equipotential lines of the real part of the omputed vetor
potential in example problem EP-4.
Chapter 4
Basi Matrix Splitting and
Krylov Subspae Methods
4.1 Introdution
In this hapter we disuss lasses of iterative methods for solving the disrete
systems obtained in Chapter 3. The hoie for iterative instead of diret
methods is motivated by the fat that the omputational kernel of iterative
methods is formed by the matrix-vetor multipliation. For sparse matries
as those obtained in Chapter 3, the number of iterations required for this
operation is only linear in the number of unknowns.
The methods we will disuss in this hapter operate on a single level of
disretization. This is in ontrast with the methods that will be desribed
in Chapter 5 and Chapter 6. The methods in this hapter furthermore do
not require any information about the geometry of the disretized problem.
We rst desribe the lassial matrix splitting methods. Afterwards we
fous on Krylov subspae methods whih are non-stationary. We desribe
the priniples underlying these methods and some ommonly used examples.
We draw attention to Krylov subspae methods for omplex symmetri
systems. The speed of onvergene of the Krylov iteration is enhaned
by ombining it with a preonditioner. We give examples of some basi
preonditioning shemes. This hapter is onluded with some numerial
examples. They show that the performane of the above methods used by
itself for solving engineering problems is rather poor. This will motivate the
study of faster algorithms in subsequent hapters.
57
58 CHAPTER 4. MATRIX SPLITTING AND KRYLOV METHODS
4.2 Matrix Splitting Methods
It this setion we reall basi stationary iterative shemes for solving linear
systems resulting from the nite dierene or nite element disretization
of ellipti PDEs [118, 124, 21, 100℄. When used as stand-alone solvers,
these shemes are often not eÆient. However, they may serve as simple
preonditioning shemes for Krylov subspae methods leading to signi-
antly superior onvergene, see Setion 4.6, and as building bloks for more
advaned multigrid methods, see Chapter 5.
Basi iterative shemes for solving the system
Ax = b ; (4.1)
are based on splitting the oeÆient matrix A into
A =M  N : (4.2)
The matrix M should be non-singular, and the linear system
M x = y (4.3)
should be solvable at low ost. Given the starting solution x
0
, the splitting
(4.2) indues for the following iterative sheme
x
m+1
=M
 1
N x
m
+M
 1
b ; (4.4)
or, equivalently, by setting N equal to M  A
x
m+1
= x
m
 M
 1
(Ax
m
  b) : (4.5)
In terms of the iteration error e
m
= x x
m
and the residual r
m
= b Ax
m
,
(4.4) implies
e
m+1
= (I  M
 1
A) e
m
(4.6)
and
r
m+1
= (I  AM
 1
) r
m
: (4.7)
The speed of onvergene of the iterative sheme (4.6) is haraterized by
some norm or by the spetral radius of the iteration matrix C = I M
 1
A.
In order to give the matrix M in expliit form for ertain lassial iter-
ative methods, it is useful to introdue the notation
A = D   L  U (4.8)
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where D,  L and  U denote the diagonal, the stritly lower and stritly
upper triangular part of A respetively. Given a relaxation fator ! > 0,
the matrix M for the Jaobi, Gauss-Seidel and Suessive Overrelaxation
(SOR) methods is then given by
M
JAC
= D ; (4.9)
M
GS
= D   L ; and (4.10)
M
SOR
=
1
!
D   L (4.11)
respetively. In the Gauss-Seidel and the SOR methods, the order in whih
the omponents of the iterand x
m
are updated plays a role. A symmetri
version of the SOR method is obtained by sweeping over the unknowns a
seond time in reversed order. The matrix M for the resulting Symmetri
Suessive Overrelaxation (SSOR) method is given by
M
SSOR
=
1
!(2  !)
(D   !L)D
 1
(D   !U) : (4.12)
It is symmetri and positive denite if A is symmetri and positive denite.
The onvergene of these methods is analyzed in detail in [118℄.
The basi iterative shemes desribed above update eah omponent
of the iterand separately. By grouping omponents of the iterand it is
possible to update bloks of omponents simultaneously, giving rise to blok
versions of the above methods. Suh bloks may orrespond to the degrees of
freedom assoiated with a part of the omputational domain or, in problems
of oupled salar PDEs, to the set of degrees of freedom assoiated to a node
in the mesh.
In the Gauss-Seidel method oloring an be introdued to enable the
parallel update of bloks of omponents.
4.3 Krylov Subspae Methods
In the remainder of this hapter we will disuss a family of iterative methods
that are more robust and, if used in ombination with a preonditioner,
generally faster to onverge than those disussed in the previous setion.
The methods produe iterands in a nested sequene of Krylov subspaes
of inreasing dimension and are alled Krylov subspae methods. General
referenes on this subjet inlude the overview papers [45, 40℄ and the books
[46, 21, 64, 49, 100℄.
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Unfortunately, there is no single Krylov subspae method eÆient (with
respet to onvergene rate and memory usage) for a general lass of pro-
blems [80℄. The hoie of the partiular method is problem dependent. This
motivates the study of these methods for partiular problems.
In the following we explain how Krylov subspae methods ompute the
onseutive iterands. An overview of the methods that fouses on those
used in this thesis is given in the following setion.
Denition 4.3.1 Given a (real or omplex) matrix A and a vetor v, the
Krylov subspae of order m generated by A and v is dened as
K
m
(A; v) = span fv;A v; : : : ; A
m 1
vg : (4.13)
The dimension of K
m
(A; v) equals m, unless there exists an integer  < m
suh that the spae K

(A; v) is invariant under A.
Given an initial guess x
0
and the orresponding residual r
0
= b  Ax
0
,
Krylov subspae methods for solving the linear system (4.1) ompute iter-
ands x
m
, m  1, of the form
x
m
2 x
0
+K
m
(A; r
0
) : (4.14)
Given a basis fv
1
; : : : ; v
m
g for K
m
(A; v), the matrix V
m
dened as
V
m
= [v
1
; : : : ; v
m
℄ ; (4.15)
and a vetor of oeÆients y
m
2 C
m
, ondition (4.14) an be expressed as
x
m
= x
0
+ V
m
y
m
: (4.16)
In terms of the residual r
m
this implies
r
m
= b Ax
m
= r
0
 AV
m
y
m
: (4.17)
Krylov subspae methods dier in the way they onstrut the basis V
m
and
in the way they determine the oeÆients y
m
. We elaborate on these two
issues in the following two subsetions.
4.3.1 Krylov Subspae Basis Constrution
The two most ommon methods for onstruting a basis for K
m
(A; r
0
) are
the Arnoldi and the bi-orthogonal Lanzos method. Both methods iterate
over the dimension of the Krylov subspae. For Hermitian matries both
methods simplify to the Lanzos method .
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The Arnoldi Method
The Arnoldi iteration is started using as initial vetor
v
1
= r
0
= k r
0
k : (4.18)
Let fv
1
; : : : ; v
m
g be an orthonormal basis of K
m
(A; r
0
) obtained after ap-
plyingm steps of the Arnoldi method. The orthonormality an be expressed
in terms of the matrix V
m
= [ v
1
; : : : ; v
m
℄ as
V
H
m
V
m
= I
m
: (4.19)
The Arnoldi method expands this basis to an orthonormal basis of the
spaeK
m+1
(A; r
0
) by omputing Av
m
and orthogonalizing this vetor with
respet to fv
1
; : : : ; v
m
g. Let the resulting vetor be denoted by ~v
m
. If the
orthogonalization is arried out by a standard Gram-Shmidt proedure, we
have that
~v
m
= Av
m
 
m
X
i=1
h
i;m
v
i
; (4.20)
where the oeÆient h
i;m
are given by
h
i;m
= v
H
i
Av
m
for 1  i  m: (4.21)
The new basis vetor v
m+1
is then obtained by normalizing ~v
m
v
m+1
= ~v
m
= h
m+1;m
where ; (4.22)
h
m+1;m
=k ~v
m
k : (4.23)
Let H
m;m
be the mm upper Hessenberg matrix with elements h
i;j
dened
by (4.21)-(4.23), and let
e
H
m+1;m
be its extension by the additional row
[ 0 : : :0h
m+1m
℄ of length m, i.e.,
e
H
m+1;m
=

H
m;m
0 : : : 0h
m+1;m

: (4.24)
Using this matrix, the reursion for the Arnoldi basis vetors an be written
in matrix-vetor form as
AV
m
= V
m
H
m;m
+ h
m+1;m
v
m+1
e
H
m
= V
m+1
e
H
m+1;m
(4.25)
where e
H
m
denotes the row vetor [ 0; : : : ; 0; 1 ℄ of length m.
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In the Arnoldi method the basis vetor v
m+1
is onstruted by orthogon-
alizing with respet to all previous vetors fv
1
; : : : ; v
m
g, resulting in long
reurrenes. The omputational ost and the memory requirements of these
long term reurrenes grow with m. All basis vetors need to be stored in
memory.
By multiplying (4.25) to the left by V
H
m
one obtains by the orthonor-
mality of V
m+1
the relation
V
H
m
AV
m
= H
m;m
: (4.26)
This implies that the matrix H
m;m
an be interpreted as the orthogonal
projetion of A onto the vetor spae K
m
(A; r
0
). The eigenvalues of H
m;m
are alled Ritz values and provide an approximation to the eigenvalues of
A.
The Lanzos Method
Relation (4.26) implies that if A is Hermitian, the Hessenberg matrix H
m;m
is Hermitian as well, and therefore tridiagonal. We denote the matries
H
m;m
and
e
H
m+1;m
dened in (4.24) in the ase of Hermitian problems by
T
m
and
e
T
m+1
respetively. The tridiagonal struture of T
m
implies that the
reurrene relation for the basis vetors V
m+1
of K
m+1
(A; r
0
), namely
AV
m
= V
m
T
m
+ k ~v
m
k v
m+1
e
H
m
= V
m+1
e
T
m+1
(4.27)
are short term reurrenes. The version of the Arnoldi method for Hermitian
problems is alled the Lanzos method.
The Bi-Orthogonal Lanzos Method
If the matrix A is non-Hermitian, omputationally attrative short term
reurrenes for generating a basis V
m
for K
m
(A; r
0
) an be obtained by
making the orthogonality onditions less stringent. This an be done by
making V
m
orthogonal to a basis W
m
of a seond Krylov subspae L
m
of
dimension m. In the bi-orthogonal Lanzos method the spae L
m
is the
Krylov subspae generated by A
H
and some vetor r

0
L
m
= K
m
(A
H
; r

0
) : (4.28)
In the bi-orthogonal Lanzos method the basis vetors an be saled in
various ways. Here we follow the onventions adapted in [43℄ and assume
the basis vetors V
m
and W
m
to be normalized in suh a way that
k v
i
k=k w
i
k= 1 1  i  m: (4.29)
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The bi-orthogonality ondition an be expressed as
V
H
m
W
m
= D
m
= diag [d
1
; : : : ; d
m
℄ ; (4.30)
where
d
i
= v
H
i
w
i
1  i  m: (4.31)
The bi-orthogonal Lanzos reursion is started with the vetor
v
1
= r
0
= k r
0
k ; (4.32)
and a vetor w
1
with unit norm satisfying v
H
1
w
1
6= 0. The bases V
m
and
W
m
are extended from step m to m + 1 by omputing basis vetors v
m+1
and w
m+1
using the following reurrenes
~v
m+1
= Av
m
  
m
v
m
  
m
v
m 1
;

m+1
=k ~v
m+1
k ; v
m+1
= ~v
m+1
= 
m+1
;
(4.33)
~w
m+1
= A
H
w
m
  
m
w
m
 

m

m

m
w
m 1
;

m+1
=k ~w
m+1
k ; w
m+1
= ~w
m+1
= 
m+1
;
(4.34)
where we have introdued

m
=
w
H
m
Av
m
w
H
m
v
m
and 
m
=
w
H
m
v
m
w
H
m 1
v
m 1

m
: (4.35)
The oeÆients dened by the bi-orthogonal Lanzos method are dened
to be the elements of the mm tridiagonal matrix
T
m
= tridiag[ 
i 1

i

i 1
℄ 1  i  m; (4.36)
its extension
e
T
m+1
by the m + 1-st row [ 0; : : : ; 0; 
m+1
℄ as in (4.24), and
the diagonal matrix
 
m
= diag[ 
1
; : : : ; 
m
℄ ; (4.37)
where

i
=

1 if i = 1

i 1

i
= 
i
if i > 1
: (4.38)
Using these matries, the bi-orthogonal Lanzos reurrenes (4.33)-(4.34)
an be written in matrix-vetor form as
AV
m
= V
m+1
e
T
m+1
= V
m
T
m
+ 
m+1
v
m+1
e
H
m
(4.39)
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A
H
W
m
=W
m+1
 
 1
m+1
e
T
m+1
 
m
=W
m
 
 1
m
T
m
 
m
+ 
m+1
w
m+1
e
H
m
:
(4.40)
The tridiagonal struture of
e
T
m+1
implies that (4.39) and (4.40) are short
reurrenes. The bi-orthogonal Lanzos projetion of the matrix A onto the
spae K
m
(A; r
0
) is obtained by multiplying (4.39) to the left by W
H
m
. By
the bi-orthogonality of V
m+1
and W
m+1
, one obtains
W
H
m
AV
m
= D
H
m
T
m
: (4.41)
The matrix T
m
in (4.41) an be interpreted as an oblique projetion of A
onto K
m
(A; r
0
).
Eah step of the bi-orthogonal Lanzos algorithm requires a matrix-
vetor multipliation with both A and A
H
. The algorithm breaks down if
non-zero vetors v
i
and w
i
are generated for whih v
H
i
w
i
= 0.
4.3.2 Computation of Iterands
One the basis V
m
of K
m
(A; r
0
) has been onstruted, the oeÆients y
m
in (4.16) an be omputed by either a residual projetion or a residual norm
minimization approah.
Residual Projetion Methods
If the basis V
m
is orthonormal (as in Arnoldi's method), the oeÆients y
m
an be omputed by the Ritz-Galerkin ondition : r
m
?K
m
(A; r
0
), i.e.,
V
H
m
r
m
= 0 : (4.42)
By eliminating r
m
using (4.17), one obtains
V
H
m
AV
m
y
m
= V
H
m
r
0
; (4.43)
whih by (4.26) and (4.18) an be written as
H
m;m
y
m
= 
1
e
1
; (4.44)
where 
1
= r
0
= k r
0
k and e
1
is the rst unit vetor of size m. One obtains
a linear system of size equal to the dimension of K
m
(A; r
0
) for y
m
. Suh
a system has to be solved at eah iteration. For Hermitian problems the
matrix H
m;m
an be replaed by T
m
dened in (4.27)
T
m
y
m
= 
1
e
1
: (4.45)
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If the basis V
m
is bi-orthogonal to the basisW
m
(as in the bi-orthogonal
Lanzos method), the oeÆients y
m
an be omputed by the Petrov-
Galerkin ondition: r
m
?L
m
(A
H
; r

0
), i.e.,
W
H
m
r
m
= 0 : (4.46)
By an analogous reasoning as above, one obtains the linear system (4.45)
for y
m
, with matrix T
m
dened in (4.39).
Residual Norm Minimization Methods
In the minimal residual norm approah, the oeÆients y
m
are determined
suh that the Eulidean norm k r
m
k is minimal.
If the basis V
m
is orthonormal, then by (4.17), (4.18) and (4.25) the
residual norm minimization is equivalent to determining y
m
suh that
k r
m
k =k V
m+1
(
1
e
1
 
e
H
m+1;m
y
m
) k
= min
y2C
m
k V
m+1
(
1
e
1
 
e
H
m+1;m
y) k ;
(4.47)
where the unit vetor e
1
is of size m + 1. As V
m+1
is orthogonal, (4.47) is
equivalent to
k r
m
k= min
y2C
m
k 
1
e
1
 
e
H
m+1;m
y k : (4.48)
The oeÆients y
m
are obtained by solving the (m+ 1)m linear system
e
H
m+1;m
y
m
= 
1
e
1
(4.49)
in a least squares sense.
If the basis V
m
is bi-orthogonal, we obtain by an analogous reasoning as
above that the minimal residual riterion entails determining y
m
suh that
k r
m
k= min
y2C
m
k V
m+1
(
1
e
1
 
e
T
m+1
y) k : (4.50)
Solving the least-squares problem in the right-hand side of (4.50) results
in an algorithm in whih the memory requirements grow linearly with m
due to the required storage of all basis vetors. The omputational ost of
solving (4.50) grows even faster than linearly with m. To avoid this, the
true minimization an be replaed by the following quasi-minimization in
whih y
m
is determined suh that
k r
m
kt min
y2C
m
k 
1
e
1
 
e
T
m+1
y k : (4.51)
The oeÆients y
m
are obtained by solving the linear system
e
T
m+1
y
m
= 
1
e
1
; (4.52)
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in a least squares sense. The tridiagonal struture of
e
T
m+1
allows to on-
strut an algorithm in whih the oeÆients y
m
in (4.52) are omputed by
a three terms reursion. As opposed to solving (4.50), the omputational
ost of eah step of this algorithm is independent of m.
4.4 Overview of Krylov Subspae Methods
4.4.1 Conjugate Gradient Method
Historially the rst Krylov subspae method to be developed was the Con-
jugate Gradient (CG) method [58℄ .
The CG method is suitable for solving linear systems with real, symmet-
ri positive denite matries A and ombines the Lanzos method (4.27) to
generate a basis for the Krylov subspae with the Ritz-Galerkin (4.42) on-
dition to determine the oeÆients y
m
. Relation (4.26) with H
m;m
replaed
by T
m
implies that the matrix T
m
is symmetri positive denite at every
iteration step m if A is symmetri positive denite. This allows to solve
the system (4.44) by LU deomposition without pivoting. This LU deom-
position an be updated progressively and rewritten as a oupled two-terms
reursion for the residual and the so-alled searh diretion vetors. The re-
sulting algorithm requires per iteration one matrix-vetor produt involving
the matrix A, three vetor updates and two vetor inner produts.
The residual vetor r
m
and the searh diretion p
m
at iteration step m
an be expressed as
r
m
=  
m
(A) r
0
and p
m
= 
m
(A) r
0
(4.53)
where  
m
and 
m
are ertain polynomials of degree m. The residual poly-
nomial satises the additional onstraint  
m
(0) = 1.
The onvergene rate of the CG algorithm inreases during the iteration.
The CG algorithm onverges super linearly. Using Chebyshev polynomials
of the rst kind and results from approximation theory, the number of CG
iterations required for a presribed error-norm redution an be bounded
in terms of the spetral ondition number ond
2
(A) (3.88) of the matrix in
the following way
k x  x
m
k
A
 2
"
p
ond
2
(A)  1
p
ond
2
(A) + 1
#
m
k x  x
0
k
A
: (4.54)
This bound is a pessimisti one in ases where the spetrum of A onsists
of a luster of eigenvalues surrounded by a few outliers. More detailed
information on the onvergene of the CG algorithm an be gained by in-
vestigating the onvergene of the Ritz values towards the eigenvalues as
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in [112℄. Similar onvergene behavior is seen for other Krylov subspae
methods as well.
4.4.2 Minimal Residual Method
For real symmetri indenite matries the CG algorithm is no longer appro-
priate. On its way to onverge to a negative eigenvalue, a Ritz value may
beome zero and the matrix T
m
in (4.27) singular.
In the Minimal Residual (MINRES) algorithm [87℄ this problem is solved
by replaing the residual projetion by a residual norm minimization. By in-
dution onm it an be shown that the matrix
e
T
m+1
in (4.27) has full olumn
rank. The orresponding least-squares problem (4.49) (with
e
H
m+1;m
re-
plaed by
e
T
m+1
) is solved by rotating
e
T
m+1
to upper triangular form by a
series of Givens rotations. In the resulting algorithm, the tridiagonal stru-
ture of
e
T
m+1
allows to update the residual from one iteration to the next
by a three-terms reursion.
The linear systems that the CG and MINRES algorithms solve are the
same up to the additional row in
e
T
m+1
. This information an be used
to ompare the onvergene of both methods. In the absene of roundo
errors, the number of iterations needed to reah onvergene is about the
same for both methods. In nite preision arithmeti however three-terms
reursions are less robust than the mathematially equivalent oupled two-
terms reurrenes [52, 43℄. Compared with the CG algorithm, the MINRES
algorithm therefore is more easily subjet to round-o error problems.
As an illustration we plotted in Figure 4.1 the onvergene histories of
the CG and the MINRES algorithm in solving the system on the initial mesh
and in the rst Newton step in example problem EP-1 desribed in Setion
3.7.1. As the MINRES algorithm minimizes the residual in eah iteration,
its onvergene history is more smooth. Both methods require the same
number of iterations to redue the residual norm up to about 10
 11
. To
reah lower toleranes, the MINRES algorithm requires more iterations.
4.4.3 Full Orthogonalization and Generalized Minimal
Residual Methods
For solving large sparse non-Hermitian systems, the Arnoldi algorithm an
be ombined with either a Ritz-Galerkin or a minimal residual riterion.
The rst alternative yields the Full Orthogonalization Method (FOM) [97℄,
while the seond yields the Generalized Minimal Residual (GMRES) method
[101℄. In the GMRES method the least squares problem is solved by Givens
rotations. As for CG and MINRES, the linear systems that FOM and
GMRES solve in the m-th iteration to determine y
m
dier in the m+ 1-st
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Figure 4.1: Convergene history of the CG and MINRES algorithms in
solving the system on the initial mesh in the rst Newton step in example
problem EP-1.
row only. This fat an be exploited to prove that both algorithms require
about the same number of iterations to reah onvergene.
In order to avoid exessive memory requirements and oating point op-
erations during the Arnoldi proess, FOM and GMRES an be restarted
after m iterations. At the m+ 1-st iteration the initial residual is equal to
r
m
and the iterative proess is started anew. The resulting methods are de-
noted by FOM(m) and GMRES(m). Restarting FOM or GMRES auses a
severe loss of speed of onvergene. Other strategies to trunate the Krylov
subspae have therefore been developed (see e.g. [29℄).
4.4.4 BiConjugate Gradient Method
Another approah for solving non-Hermitian systems onsists in ombining
the bi-Lanzos method with a Petrov-Galerkin ondition. The resulting
method is the BiConjugate Gradient (BiCG) method [38℄. Its advantage is
its use of short term reurrenes.
The method breaks down however if the linear system determining the
oeÆient y
m
beomes rank deient. To distinguish this breakdown from
the breakdown in the onstrution of the bi-orthogonal basis, the latter
and former are alled breakdown of the rst kind and of the seond kind
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respetively. To overome these breakdowns, a look-ahead strategy [42, 41,
20℄ needs to be inorporated into the algorithm.
The onvergene of the BiCG algorithm an be very irregular in the
sense that very large intermediate residuals an our. This irregular on-
vergene is related to the system determining the oeÆient y
m
being badly
onditioned and to the near breakdown of the algorithm. The residual peaks
adversely aet the onvergene of the algorithm [103℄. During the iteration
true and updated residuals drift apart and the nal omputed solution may
have very little signiane.
The BiCG algorithm impliitly solves a seond linear system involving
the matrix A
H
together with the linear system involving the matrix A.
Unless one is interested in the solution of the former system, the opera-
tions involved in solving it are essentially wasted. The appliation of the
BiCG algorithm is furthermore restrited to problems where the onjugate
transpose of the matrix is readily available.
4.4.5 Conjugate Gradient Squared
In terms of the residual and searh diretion polynomials  
m
and 
m
in-
trodued in (4.53), the oeÆients (r
m
; r

m
) and (Ap
m
; p

m
) required in the
BiCG algorithm an be written as
(r
m
; r

m
) = ( 
m
(A)r
0
;  
m
(A
H
)r

0
) (4.55)
and
(Ap
m
; p

m
) = (A
m
(A)r
0
; 
m
(A
H
)r

0
) (4.56)
respetively. Redundant operations related to solving the A
H
linear system
an be reyled into more useful work by replaing these expressions with
(r
m
; r

m
) = ( 
2
m
(A)r
0
; r

0
) (4.57)
and
(Ap
m
; p

m
) = (A
2
m
(A)r
0
; r

0
) : (4.58)
This gives rise to the Conjugate Gradient Squared (CGS) algorithm [106℄,
an algorithm in whih the CG polynomials dening the residual and the
searh diretions are squared. It has been observed that in many pratial
omputations the CGS algorithm onverges twie as fast as the BiCG al-
gorithm (see e.g. [8, 22℄). The former does however suer from the same
irregular onvergene and breakdown situations as the latter.
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4.4.6 BiConjugate Gradient Stabilized
The BiCGSTAB algorithm [113℄ was developed with the aim of reduing
the numerial instabilities of the CGS algorithm. The iteration
r
m
=  
2
m
(A)r
0
; (4.59)
is replaed by
r
m
= 
m
(A) 
m
(A)r
0
; (4.60)
where  
m
(t) is the polynomial assoiated with the BiCG algorithm and
where 
m
(t) is a reursively dened polynomial onstruted with the aim to
smooth the onvergene history of the CGS algorithm. Due to its smoother
onvergene behavior, the BiCGSTAB algorithm produes more aurate
solutions and in many ases onverges faster than the CGS algorithm.
4.5 Methods for Complex Symmetri Systems
Linear systems with a omplex symmetri oeÆient matrix an be solved
by Krylov subspae methods for non-Hermitian matries. These methods do
not exploit the symmetry of the problem. The symmetry an be exploited
by building Krylov subspae methods based on the bi-orthogonal Lanzos
method for omplex symmetri matries. A third alternative for omplex
symmetri systems onsists in rewriting the omplex system as an equivalent
real one of double dimension. Complex arithmeti is then avoided.
4.5.1 The Complex Symmetri Bi-Orthogonal Lanzos
Method
For omplex symmetri matries, a onvenient hoie for L
m
in (4.28) is
L
m
= K
m
(A; r
0
) = fv j v 2 K
m
(A; r
0
)g (4.61)
where v denotes the omplex onjugate of v. With this hoie, only one
sequene of basis vetors needs to be omputed as W
m
an be set equal to
W
m
= V
m
; (4.62)
and only one matrix-vetor multipliation per bi-Lanzos step is required.
Indeed, given a basis vetor w
m
, the produt
A
H
w
m
= Av
m
; (4.63)
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is readily available. Given omplex-valued vetors v and w, we denote by
< ; > the true inner produt
< v;w >= v
H
w ; (4.64)
and by < ; >
T
the bilinear form
< v;w >
T
= v
T
w : (4.65)
For the latter so-alled quasi-null vetors exist, i.e., vetors v for whih
< v; v >
T
= 0 even though v 6= 0 : (4.66)
Relations (4.30) and (4.62) imply that the vetors V
m
are < ; >
T
orthogonal
V
T
m
V
m
= D
m
: (4.67)
The reurrene relation for these vetors follows from (4.39) and is given by
AV
m
= V
m+1
e
T
m+1
(4.68)
The resulting bi-orthogonal Lanzos algorithm for omplex symmetri ma-
tries oinides with the Lanzos algorithm for Hermitian matries with the
inner produt (4.64) replaed by the bilinear form (4.65) [39℄. It breaks
down if a newly generated basis vetor is a quasi-null vetor.
4.5.2 Complex Orthogonal Conjugate Gradient and
Symmetri Quasi Mimimal Residual Method
Krylov subspae solvers onstruted by the bi-orthogonal Lanzos method
for omplex symmetri matries an be ombined with either the Petrov-
Galerkin ondition
V
T
m
r
m
= 0 ; (4.69)
or the quasi-minimal residual ondition
k r
m
kt min
y2C
m
k 
1
e
1
 
e
T
m+1
y k ; (4.70)
where is
e
T
m+1
the tridiagonal matrix dened in (4.68). The rst alternative
yields the algorithm alled Conjugate Orthogonal CG (COCG) in [114℄ and
BiCG in [39℄. The seond alternative yields the Symmetri Quasi Minimal
Residual (SQMR) algorithm [39℄.
Both the COCG and the SQMR algorithms are short reurrene meth-
ods that require only one matrix vetor multipliation per iteration. Per
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iteration they are therefore heaper than Krylov subspae methods for ge-
neral non-Hermitian systems.
The COCG algorithm is straightforward to implement. All that needs to
be done is to replae the inner produt (4.64) by the bilinear form (4.65) in a
given CG implementation. Like the BiCG algorithm, the COCG algorithm
is suseptible to breakdown of the rst and seond kind and suers from an
irregular onvergene behavior. The breakdown of the rst kind is aused
by the introdution of quasi-null basis vetors.
As in the MINRES algorithm it an be shown that the matrix
e
T
m+1
in
(4.70) has full olumn rank. When the reursion for the residual vetors
is implemented as a three terms reurrene, the SQMR algorithm is only
suseptible to breakdown of the rst kind. To ensure robustness however,
it is preferable to implement the SQMR algorithm by oupled two terms
reurrenes. This an be done by LU-fatoring
e
T
m+1
prior to the least
squares solve [43℄. By doing so, one again introdues the possibility of
breakdown of the seond kind.
As for the CG/MINRES and the FOM/GMRES pairs, the number of
iterations that the COCG and SQMR algorithms require to onverge is
about the same. The onverge history of SQMR is smoother than that of
COCG.
4.5.3 Equivalent Real Formulations
Given a omplex matrix or vetor, we denote its real and imaginary om-
ponents using the subsripts R and I respetively. The omplex system
Ax = b ; (4.71)
an be rewritten as a real system of double dimension for the unknowns
(x
R
x
I
)
T
. Two equivalent real formulations exist [39℄: a non-symmetri one
A


x
R
x
I

=

b
R
b
I

where A

=

A
R
 A
I
A
I
A
R

(4.72)
and a symmetri variant
A


x
R
 x
I

=

b
R
b
I

where A

=

A
R
A
I
A
I
 A
R

: (4.73)
The systems (4.72) and (4.73) an be solved by appropriate Krylov subspae
methods. Proposition 5.1 in [39℄ gives information about the spetra of A

and A

. Denoting the spetrum of A by spe(A), it is shown by relating
the Jordan forms of A and A

that
spe(A

) = spe(A) [ spe(A) : (4.74)
4.6. PRECONDITIONING 73
As A

is real symmetri, its spetrum is real, i.e.,
spe(A

) = spe(A

) : (4.75)
And as

0 I
 I 0

 1
A


0 I
 I 0

=  A

; (4.76)
the matries A

and  A

are similar, i.e.
 
i
2 spe(A

) 8
i
2 spe(A

) : (4.77)
The following result relating the spetra of A

and AA is proven in e.g.
[61, p. 214℄
spe(A

) =

 2 C j
2
2 spe(AA)
	
(4.78)
Consider as an example the matrix A resulting from a eld-iruit oupled
problem with spetrum shown in Figure 3.2. For this matrix the spetra
of its ounterparts A

and A

are shown in Figure 4.2 and Figure 4.3
respetively.
4.6 Preonditioning
In pratial engineering appliations, Krylov subspae methods should be
used in ombination with a preonditioner in order to obtain eÆient al-
gorithms. The onvergene of Krylov subspae methods depends on the
eigenvalue distribution of the oeÆient matrix of the linear system. The
idea behind preonditioning is to transform the given system into a sys-
tem that has a spetrum more favorable to the onvergene of the Krylov
iteration.
Suppose the oeÆient matrix of the linear system (4.1) is real symmetri
positive denite. Preonditioning the CG algorithm for solving this system
amounts to solving the transformed system
C
 1
AC
 T
(C
T
x) = C
 1
b : (4.79)
Let the symmetri positive denite preonditioning matrix be dened as
M = CC
T
: (4.80)
Applying the CG algorithm to the system (4.79) is equivalent to applying
a modied or preonditioned CG algorithm to the system (4.1). The un-
preonditioned and preonditioned CG algorithm dier in one step. Given
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Figure 4.2: Spetrum of A

for the matrix A whose spetrum is shown in
Figure 3.2.
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Figure 4.3: Spetrum of A

for the matrix A whose spetrum is shown in
Figure 3.2.
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the residual vetor r
m
, this preonditioner step omputes the vetor z
m
by
solving the linear system
Mz
m
= r
m
: (4.81)
However, it is not neessary to split the preonditioner as in (4.80) in
order to preserve symmetry. The preonditioned CG algorithm an be writ-
ten as the unpreonditioned algorithm for the system M
 1
A =M
 1
b with
the standard inner produt is replaed by the inner produt dened by M .
Any stationary iterative sheme of the form (4.5) an be implemented
as a preonditioner for the CG algorithm by setting the starting solution
and the right-hand vetor for the stationary iteration equal to
x
0
= 0 and b = r
m
(4.82)
respetively and performing one iteration in every CG iteration.
The speed of onvergene of the preonditioned algorithm depends on
the eigenvalues of the matrix M
 1
A. The preonditioned iteration will
onverge fast if
M
 1
A t I (4.83)
in some sense. The relations (4.81) and (4.83) provide guidelines on how the
matrix M should be onstruted. There is a tradeo to be made between
the ost of solving the linear system (4.81) and quality of the approximation
(4.83).
For more general linear systems, the preonditioned system has the form
M
 1
1
AM
 1
2
(M
2
x) =M
 1
1
b : (4.84)
where M
1
and M
2
are the so-alled left and right preonditioners. Set-
ting either M
1
or M
2
equal to the identity results in a right- and left-
preonditioned system respetively.
In the above disussion preonditioning was introdued as a means to
speed up the onvergene of the Krylov iteration. In another perspetive,
the roles of the preonditioner and the Krylov iteration are reversed. The
Krylov iteration is then viewed as an aelerator of the stationary sheme.
We will give an example in Setion 6.7.
4.7 Preonditioning Tehniques
In this setion we give examples of preonditioning strategies based on ma-
trix splitting methods disussed in Setion 4.2 and on inomplete fatoriz-
ation shemes.
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Matrix splitting preonditioners
The matries M
JAC
and M
SSOR
dened in (4.9) and (4.10) respetively
are symmetri positive denite if A is symmetri positive denite and an
therefore be used to preondition the CG algorithm. The performane of
the Jaobi and the SSOR preonditioner is rather poor. In Chapter 5 we
will see multilevel improvements of these preonditioners.
Inomplete matrix fatorization preonditioners
In Inomplete LU (ILU) fatorization preonditioners, a sparse approximate
fatorization of A is omputed. Given the fators L and U , several variants
are distinguished based on the onstraints imposed on the residual matrix
R = LU   A. In the simplest form, denoted by ILU(0), all elements that
ause ll-in the Gaussian elimination proess are set to zero. The resulting
produt LU is equal to A in the non-zero pattern of A only. Other variants
ompute more aurate fatorizations by allowing some ll-in in the fators.
The amount of ll-in is ontrolled either by xing a non-zero pattern of LU ,
or by setting to zero all ll-in elements that are small in size. In the equi-
valent of these preonditioners for symmetri positive denite problems, the
Gaussian elimination is replaed by a Choleski fatorization. The resulting
preonditioners are alled Inomplete Choleski (IC) preonditioners.
Variable preonditioning
In some problems it an be useful to allow the preonditioner to vary during
the iteration. We will give examples of suh problems in Setion 7.3. In
that situation the Krylov iteration needs to be adapted to aommodate a
variable preonditioner. Several suh modiations have been proposed in
the literature [4, 98, 115℄. The Flexible GMRES (FGMRES) variant [98℄ in
partiular is derived from right preonditioned GMRES.
4.8 Numerial Examples
In this setion we present some numerial results of solving the station-
ary and the time-harmoni example problems desribed in Setion 3.7 by
preonditioned Krylov subspae iterations. We postpone the disussion of
similar results for eld-iruit oupled problems until Setion 7.2. In all
tests the onvergene riterion was taken to be a redution of the residual
norm by 10
 12
, measured in the two-norm. The solvers we used were taken
from the PETS pakage [5℄ (see also Chapter 8).
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4.8.1 Numerial Examples for Stationary Fields
In this subsetion we give onvergene results for the CG algorithm in solv-
ing the linear systems in example problem EP-1 desribed in Setion 3.7.1.
In Figure 4.4 on page 78 we plotted the average number of SSOR preondi-
tioned CG iterations per Newton step versus the adaptive renement step.
The number of unknowns in eah renement step is plotted in Figure 3.6.
The number of SSOR/CG iterations is high (relative to the problem size) for
eah of the renement steps and grows with the problem size. This number
is not sensitive to the hoie of the relaxation parameter !. In Chapter 6 we
will disuss a family of preonditioners for whih the number of iterations
is smaller and independent of the problem size.
4.8.2 Numerial Examples for Time-Harmoni Fields
In this subsetion we give onvergene results for the COCG algorithm in
solving the linear systems in example problem EP-3 desribed in Setion
3.7.3. In Figure 4.5 we plotted the number of iterations in eah adaptive
renement step. We ompare SSOR with ILU(0) preonditioning. In the
latter we apply reverse Cuthill-MKee reordering. Numerial experiments
show that doing so redues the number of iterations. Figure 4.5 shows that
the ILU preonditioned algorithm requires less iterations than when SSOR
preonditioning is used. As in the previous subsetion however the number
of iterations is overall rather high and growing with the problem size.
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Figure 4.4: Average number of SSOR/CG steps per Newton step versus the
number of adaptive renement step in example problem EP-1.
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nement step for example problem EP-3.
Chapter 5
Basis of Geometri
Multigrid
5.1 Introdution
In this hapter we introdue a family of stationary iterative tehniques
that employ a sequene of oarser level disretizations to speed up the
solution proess of the disretized PDE problem on the nest level. Ge-
neral referenes to these so-alled multigrid or multilevel methods inlude
[53, 73, 74, 75, 94, 85, 111℄. In this hapter we fous on a lass of multigrid
tehniques that expliitly rely on geometri information of the disretized
problem to build the oarser level disretizations. The next hapter deals
with a seond lass of multigrid methods that are able to build oarser
level disretization using algebrai information about the nest grid prob-
lem only. In order to distinguish both lasses, we will refer to the rst and
the seond by geometri and algebrai multigrid respetively. The aim of
this hapter is to explain the general multigrid priniples that are ommon
to both algebrai and geometri multigrid. For the ease of presentation, we
will only onsider model problems in this hapter.
In the following setion we disuss the multigrid method for solving a
model stationary magneti eld problem. This disussion is extended to a
time-harmoni problem without iruit relations in the next setion. The
multigrid treatment of a general eld-iruit oupled problem is postponed
until Chapter 7.
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5.2 Multigrid for the Stationary Problem
5.2.1 Classial Iterative Shemes as Smoothers
Consider the following disrete two-dimensional magnetostati problem
Ax = b : (5.1)
The properties of A are listed in Setion 3.5.2. The onvergene history of
the lassial matrix splitting iterative methods presented in Setion 4.2 ap-
plied to (5.1) show a fast derease of the residual norm in the initial stage of
the iteration. After this initial stage, the onvergene stalls. This behavior
an be explained by the following property. Classial matrix splitting iterat-
ive methods eÆiently remove high frequeny omponents of the error. The
rate of onvergene is poor when only low frequeny error onponents are
present. The error does not beome small, but smooth. This is illustrated
for the Gauss-Seidel method in Figure 5.1. In a multigrid ontext, lassial
matrix splitting shemes are therefore alled smoothers. Suessive errors
are related by (fr. (4.5))
e
m+1
= S e
m
where S = (I  M
 1
A) ; (5.2)
where M haraterizes the splitting sheme. E.g., it is the saled diagonal
of A in ase of damped Jaobi smoothing, and the lower triangular part of
A in ase of Gauss-Seidel smoothing.
5.2.2 Coarse Grid Aeleration
Smooth errors appear as more osillatory when represented on oarser dis-
retizations. The basi idea in multigrid tehniques is then to use the
smoother on dierent disretizations levels in order to wipe out error om-
ponents aording to their frequeny. Computations on a oarse grid an
be viewed as a means to speed up onvergene of the ne grid iteration.
To explain a two-grid method for solving (5.1), we onsider a ne and
oarse grid disretization of the PDE
 

2
A
z
x
2
 

2
A
z
y
2
= J
z
(5.3)
on the unit square. We assume this domain to be disretized uniformly
in x and y diretion. Let h and H denote the mesh width of a ne and
oarse grid disretization of the unit square and let 

h
and 

H
denote
the orresponding meshes. The mesh 

H
an be onstruted from 

h
for
example by deleting every other grid line in x and y diretion. This proess
is referred to as standard h! 2h oarsening. Restrition and interpolation
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Figure 5.1: Illustration of the smoothing property of the Gauss-Seidel ite-
ration. Figure 5.1(a) shows the initial error while Figure 5.1(b) and Figure
5.1() show the error after 5 and 10 iterations respetively.
operators I
H
h
and I
h
H
are mappings from the ne to the oarse grid solution
spaes and vie versa. The disretization of PDE (5.3) on the ne and oarse
grid results in the linear systems
A
h
x
h
= b
h
(5.4)
and
A
H
x
H
= b
H
(5.5)
respetively. In a two-grid method for solving (5.4), the ation of the
smoother (5.2) is ombined with a oarse grid orretion. One iteration
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of the two-grid method onsists of the followings steps. Given an approxim-
ate solution x
h
m
to (5.4), the high frequeny omponents of the error e
h
m
are
eliminated by applying a few (typially one or two) steps of the smoother,
transforming x
h
m
into x
h
m
. Low frequeny error omponents are eliminated
by restriting the residual after smoothing r
h
m
= b
h
 A
h
x
h
m
to the oarser
grid, solving the defet equation
A
H
e
H
m
= I
H
h
r
h
m
; (5.6)
on the oarser grid, interpolating the oarse grid orretion to the ne grid
and adding it to the previous approximation x
h
m
x
h
m
! x
h
m
where x
h
m
= x
h
m
+ I
h
H
e
h
m
= x
h
m
+ I
h
H
(A
H
)
 1
I
H
h
r
h
m
= x
h
m
+ I
h
H
(A
H
)
 1
I
H
h
(b
h
 A
h
x
h
m
) :
(5.7)
This implies that the oarse grid orretion operator an be written as
e
m+1
= K
h;H
e
m
where K
h;H
= I
h
  I
h
H
(A
H
)
 1
I
H
h
A
h
: (5.8)
As adding the orretion term to the existing approximation may introdue
high frequeny error omponents, a few post-smoothing steps are usually
performed. Combining the smoother and the oarse grid orretion yields
the two-grid iteration operator
M
h;H
(
1
; 
2
) = (S
h
2
)

2
K
h;H
(S
h
1
)

1
(5.9)
where the subindies 1 and 2 are used to distinguish between the pre- and
post-smoother. The integers 
1
and 
2
denote the number of pre- and
post-smoothing steps respetively. With this two-grid iteration operator
orresponds a splitting of the matrix A
h
suh that
M
h;H
= (I
h
  (Q
h;H
)
 1
A
h
) : (5.10)
Given this splitting, suessive iterands produed by the two-grid algorithm
an then be related through
x
h
m+1
= x
h
m
+ (Q
h;H
)
 1
(b
h
 A
h
x
h
m
) : (5.11)
In Figure 5.2 the two-grid yle is represented shematially.
5.2.3 Multigrid Extension
In a multigrid algorithm on more than two grids, the two-grid algorithm is
applied reursively in order to solve the oarse grid equation (5.6). Depend-
ing on the order in whih the grids are visited during one multigrid iteration,
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one distinguishes dierent yles suh as the V-, W- and F-yle shown in
Figure 5.3. In order to denote the number of pre- and post-smooting step
in a yle, we will use the notation V(
1
, 
2
) for the V yle for example.
Multigrid methods are known to be optimal in the sense that the ite-
ration matrix (5.9) an be bounded in some norm by a onstant smaller
than one independent of the mesh size h. This implies that the multigrid
onvergene is mesh size independent.
5.2.4 Interpolation and Anti-Periodi Boundary Con-
ditions
In this subsetion we omment on the interpolation in problems with anti-
periodi boundary onditions. In geometri multigrid an interpolation op-
erator with loally negative weights is onstruted. This will motivate the
onstrution of an interpolation with the same property in algebrai multi-
grid is Setion 6.9.2.
Consider the PDE (5.3) posed on the unit square with the anti-periodi
boundary onditions imposed on the left and right boundary  
1
and  
2
and homogeneous Dirihlet boundary onditions on the top and bottom
boundary, i.e.,
A
z j 
2
=  A
z j 
1
: (5.12)
In oding this onstraint, the nodes on  
2
are assumed to be titious points.
The values of A
z
on  
2
an be alulated from the values on  
1
whenever
needed. Given are grids 

h
and 

H
uniform in the x and y diretions
where 

H
is onstruted 

h
by standard h! 2h oarsening. Suppose that
the problem is disretized by linear nite elements, and let the funtion
u
h
dened in (3.47) be the disrete approximation to A
z
. For linear nite
elements the oeÆients  of the expansion of u
h
in terms of the FE basis
funtions are given by the nodal values of u
h
, i.e.,

i
= u
h
(a
i
) : (5.13)
This implies that the onditions (5.12) is enfored in disrete setting by
requiring that for the FE nodes a
j
2  
2
and a
k
2  
1
lying on the same
vertial grid line the following onditions is satised

j
=  
k
: (5.14)
A seven point interpolation will be used to interpolate the variables 
h
on the ne grid from their oarse grid equivalents 
H
. Let a
i
be a ne grid
point having a right oarse grid neighbor a
j
on  
2
and let a
k
be the node
on  
1
onneted to a
j
by the periodi boundary onditions. The variable
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Figure 5.2: Sheme of a two-grid method.
Figure 5.3: Standard multigrid yles: V, W and F.
5.3. MULTIGRID FOR TIME-HARMONIC PROBLEMS 85

h
i
is interpolated from 
H
j
with a positive weight w
ij
. The node a
j
however
lies on the tious boundary, and has to be eliminated as interpolatory
onnetion. Using the ondition (5.14), one obtains that 
h
i
is interpolated
from 
H
k
with weight w
ik
=  w
ij
.
A similar elimination is arried out in onstruting the ne-level disret-
ization matrix A
h
. Prior to the elimination the entry A
h
ij
is negative and
the entry A
h
ik
zero. After the elimination A
h
ij
is zero and A
h
ik
is positive: a
i
is onneted to a
k
by a positive onnetion. The interpolation weight w
ik
is negative if the orresponding matrix entry is positive.
5.3 Multigrid for Time-Harmoni Problems
The lassial multigrid algorithms are now generalised to solve model time-
harmoni problems. We are interested in obtaining mesh width independent
onvergent algorithms and we will analyze the inuene of the skin-depth
on the onvergene. A model problem on the square 
 = [0; L℄ [0; L℄ for
the equation
 

2
^
A
z
x
2
 

2
^
A
z
y
2
+ j !  
^
A
z
= 
^
J
s;z
(5.15)
where !,  and  = 1= are the pulsation, the eletri ondutivity and
the magneti permeability respetively is onsidered. On the boundary
inhomogeneous Dirihlet onditions are imposed suh that for ! 6= 0 the
funtion
^
A
z
=
^
J
s;z
j ! 
 
1 
osh

p
j !  (x  L=2)

osh

p
j !  L=2

!
(5.16)
is the exat solution of the problem. The problem is disretized on a regular
mesh with mesh width h = L=2
k
, k = 2; 3; : : : in both x and y diretion
using linear triangular nite elements. The matrix of the resulting linear
system an be represented by the stenil
A 
1
h
2
2
4
0  1 0
 1 4  1
0  1 0
3
5
+ j
!  
12
2
4
1 1 0
1 6 1
0 1 1
3
5
: (5.17)
In the multigrid algorithm for solving this linear system, the intergrid trans-
fer operators are based on the diusion part of (5.15), and are thus real-
valued. The smoother is based on a splitting of the matrix (5.17), and is
omplex. These hoies an be motivated by Fourier analysis. A Fourier
analysis of this multigrid algorithm is arried out in [62℄.
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In our numerial experiments we hoose standard h ! 2h oarsening,
the W-yle, seven-point restrition and interpolation and red-blak Gauss-
Seidel as smoother (see e.g. [53℄). The various parameters have the following
values: L = 0.01 m,  = 0.57  10
8


 1
m
 1
,  = 4  10
 7
VsA
 1
m
 1
,
J
s
= 10
6
Am
 2
, and ! = 2f , where f is the frequeny. In Table 5.1 we
listed the number of yles required to redue the initial residual by a xed
amount (namely by 10
 12
) as a funtion of the mesh width for dierent
frequenies. From Table (5.1), we onlude that for a given frequeny, the
required number of yles reahes an upper limit, indiating that the on-
vergene is mesh size independent. In Table 5.2, we listed the asymptoti
Number of Cyles
Mesh Width f = 1e-5 Hz f=50 Hz f=5e4 Hz
4  4 11 11 9
8  8 12 12 12
16  16 13 12 13
32  32 12 12 18
64  64 12 12 29
128  128 12 12 14
256  256 12 12 12
512  512 12 12 12
Table 5.1: Number of multigrid yles as a funtion of mesh width for
dierent frequenies.
onvergene fator  of the multigrid algorithm as a funtion of the fre-
queny for various mesh widths. We observe that that the speed of on-
vergene dereases with inreasing frequeny until the frequeny reahes a
threshold value. By inreasing the frequeny beyond this value, the multi-
grid algorithm speeds up again. This onvergene behavior is in agreement
with results from Fourier analysis.
Mesh Width 32  32
f [Hz℄ 1e-6 1 1e4 1e5 2e5 3e5 5e5 1e6
 0.12 0.12 0.14 0.35 0.40 0.35 0.18 0.13
Mesh Width 128  128
f [Hz℄ 1e-6 1 1e4 2e5 1e6 2e6 4e6 5e6
 0.12 0.12 0.125 0.13 0.35 0.37 0.35 0.30
Table 5.2: Asymptoti onvergene fator as a funtion of the frequeny for
dierent mesh widths.
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The fast onvergene for frequenies that are high relative to the mesh
width is irrelevant from a pratial point of view. For suh high frequenies
a ner disretization is required to ensure the auray of the numerial
solution. Furthermore, equation (5.15) is a model for the Maxwell equa-
tions assuming low frequeny and thus negleting the displaement urrent
density.
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Chapter 6
Algebrai Multigrid
6.1 Introdution
In this hapter we introdue a partiular lass of multigrid methods alled
algebrai multigrid methods. After having motivated their development,
we explain them in detail for solving magnetostati eld problems. We
desribe how the appliability of the method an be extended to solve time-
harmoni problems. By presenting numerial examples we give evidene of
the eÆieny and robustness of the method.
Multigrid tehniques have been suessfully applied to solve a broad
range of disretized dierential problems [57, 54, 34℄. In some appliations
however it is umbersome to onstrut eÆient multigrid algorithms. For
example, in unstrutured grid problems on ompliated geometries it is dif-
ult to selet appropriate oarse grids. Problems with disontinuous oef-
ients often result in very small onvergene rates for standard geometri
multigrid.
Motivated by these diÆulties, algebrai multigrid (AMG) algorithms
have been developed as an alternative to the lassial geometri multigrid
approahes. AMG algorithms onstrut the sequene of oarser grids, the
intergrid transfer and oarse grid orretion operators automatially from
the nest grid matrix. One this sequene has been onstruted, AMG
solvers proeed by solving the linear system by standard multigrid yling.
AMG solvers require only the linear system as input. No information about
the geometry of the disretized PDE is used. This makes them attrative
as plug-in solvers in appliation odes.
The development of AMG started in 1982 by a paper by Brandt e.a. [18℄
and was then popularized by Ruge and Stuben [95℄. This work ombines the
onepts of matrix-dependent interpolation and Galerkin-based oarsening.
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It resulted in the rst fairly general AMG ode alled AMG1R5.
The development of AMG lay dormant until in the early '90s omputa-
tions on unstrutured grids demanded inreasingly more eetive iterative
solvers. The original AMG idea attrated new interest [26, 50, 48, 65, 125℄.
Other AMG approahes were developed. An non-exhaustive list of these ap-
proahes inludes: AMG based on aggregation by Braess [16℄ and by Vanek
e.a. [116, 117℄, based on approximate Shur omplements by Reusken [93℄
and by Axelsson and Vassilevski [2, 3℄, based on multilevel ILU ideas by
Botta e.a. [15℄, by Bank and Wagner [10℄, by Notay [83℄ and by Saad [99℄,
based on energy minimizing interpolation by Wan e.a. [120℄ and on an ele-
ment by element approah by Brezina e.a. [19℄.
In reent years, Stuben enhaned and extended AMG1R5 in several ways
[67, 108℄. He provided entirely new oarsening and interpolation strategies
and optimized AMG1R5 in terms of memory management. He also provided
funtionality to solve linear systems resulting from the disretization of sys-
tems of oupled PDEs. The suessor of AMG1R5 is alled SAMG .
The eÆieny of multigrid algorithms hinges on the proper interation
of the smoother and oarse grid orretion. Non-smooth errors should be
damped by the smoother, while smooth errors should be treated by the
oarse grid orretion. In geometri multigrid the oarsening is xed and
the smoothing is adopted to the problem at hand. In algebrai multigrid,
on the ontrary, the smoother is fairly simple and work is invested towards
adapting the oarse grid orretion to the loal properties of the smoother.
As we used AMG1R5 and SAMG in our work, we will make these ideas more
preise by desribing the Brandt-Ruge-Stuben approah to AMG. This ap-
proah was originally developed for solving problems with oeÆients that
are real symmetri positive denite M-matries. We will rst onsider solv-
ing disrete stationary magneti systems. A separate disussion is devoted
to problems with anti-periodi boundary onditions as suh problems yield
oeÆient matries that violate the M-matrix property. The generalization
to solving disrete time-harmoni systems will be treated afterwards.
6.2 AMG Components
Let
A
h
x
h
= b
h
(6.1)
be a disrete magnetostati system on a grid 

h
with harateristi mesh
size h. In solving (6.1) by AMG, one distinguishes two phases: a setup
phase and a yling phase.
In the setup phase AMG automatially onstruts a hierarhy of oarser
level disretizations using information ontained in the system matrix A
h
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only. In the yling phase, AMG uses this hierarhy to solve the linear
system (6.1) by standard multigrid yling.
In onstruting the rst oarser level equivalent of (6.1), AMG selets
a proper subset C
h
of the ne grid points 

h
. The subset C
h
indues a
partitioning of 

h


h
= C
h
[ F
h
; (6.2)
referred to as the C=F splitting of 

h
. The set of oarser level points 

H
is identied with C
h
, and the oarser level system is denoted by
A
H
x
H
= b
H
: (6.3)
Interpolation and restrition operators I
h
H
and I
H
h
mapping from 

H
to 

h
and vie versa are onstruted. In AMG, these operators depend on the
matrix A
h
. For symmetri problems the restrition operator is set equal to
the transpose of the prolongation operator
I
H
h
= (I
H
h
)
T
: (6.4)
Having the interpolation and restrition operators I
h
H
and I
H
h
at ones dis-
posal, AMG builds the oarser system matrix A
H
by the Galerkin formula
A
H
= I
H
h
A
h
I
h
H
: (6.5)
The above proedure is applied reursively to ompute the next oarser level
disretization using as input A
H
. The reursion terminates if the number
of points on the oarsest level drops below a presribed number or if the
ll-in in the oarsest level equivalent of the operator beomes too large.
Having xed the restrition operator and the oarse level disretization
by (6.4) and (6.5) respetively, only the onstrution of the C=F splitting
(6.2) and the interpolation operator remain to be detailed in order to om-
plete the desription of the setup phase. This will be elaborated in Setion
6.4 and Setion 6.5.
In the AMG yling phase, smoothing is performed by a simple point
Gauss-Seidel smoother. To denote the operators used in the yling phase,
we will use the notation introdued in Setion 5.2.2.
For symmetri positive denite matries A
h
, the oarse grid orretion
K
h;H
e (5.8) produed by Galerkin based oarsening (6.5) an be shown to
be optimal in the sense that its A
h
-norm is minimal among errors e varying
in the range of the interpolation. From this, one derives that the onvergene
of AMG hinges on how well the range of the smoother and the interpolation
math. For a xed smoother, this implies that the C=F splitting and the
interpolation have to be adapted to the loal properties of that smoother. In
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order to explain how AMG onstruts a C=F splitting and the interpolation
onform to these requirements, one needs a way to haraterize smoothness
purely algebraially, i.e., without referene to a grid. This is disussed in
the next setion.
6.3 Algebrai Smoothness
6.3.1 Algebrai Versus Geometri Smoothness
From now on, the indies h and H will be omitted if the meaning of the
symbols is lear from the ontext.
An error e is said to be algebraially smooth if the smoother S dened
in (5.2) is slow to onverge on e, i.e., if
Se t e : (6.6)
In order to illustrate the dierene between algebrai smoothness and
the more intuitive notion of geometri or visual smoothness, three model
dierential problems will be onsidered here. All three model problems are
Poisson-type problems on the unit square disretized by standard entral
nite dierenes.
The rst model problem is the x-anisotropi equation


2
u
x
2
+

2
u
y
2
= f ; (6.7)
where  1, supplied with Dirihlet boundary onditions. After applying a
few point Gauss-Seidel steps to the disretized problem, the iteration error
e satises (6.6) and is thus by denition algebraially smooth. The error
is geometrially smooth in the y-diretion only. In x-diretion it is still
osillatory. This is illustrated in Figure 6.1.
The seond model problem is the equation

x


u
x

+

y


u
y

= f ; (6.8)
where the diusion oeÆient  is disontinuous aross the interfae between
two regions having dierent diusion harateristis, supplied with Dirihlet
boundary onditions. After applying a few point Gauss-Seidel steps, the
error is again algebraially smooth. It is geometrially smooth over the
interior of the two regions only. The gradient of the smoothed error is
disontinuous aross the interfae. This is illustrated in Figure 6.2.
The third problem is the equation

2
u
x
2
+

2
u
y
2
= f ; (6.9)
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where anti-periodi boundary onditions are imposed on the left and right
edge of the unit square and Dirihlet onditions on the top and bottom
edge. In this model the algebraially smooth error is geometrially smooth
in the interior of the square. Like the solution of the ontinuous problem
however, the smoothed error jumps aross the boundary where anti-periodi
boundary onditions are imposed.
In typial eletromagneti engineering problems, features of the rst two
model problems are present.
Let A be the symmetri positive denite oeÆient matrix of the linear
system (6.1) and let N be its dimension and D its diagonal. To apture
algebrai smoothness in mathematial terms, the following norms are intro-
dued on R
N
k v k
2
1
= (Av; v ) and k v k
2
2
=
 
D
 1
Av; A v

: (6.10)
The notation for these norms is motivated in [95℄. Given two symmetri
positive denite matries B
1
and B
2
, the following equivalene holds
(B
1
v; v )   (B
2
v; v ) , (B
 1
2
B
1
)  : (6.11)
Using this equivalene, one an prove that the norms dened in (6.10) are
related by
k v k
2
2
 (D
 1
A) k v k
2
1
: (6.12)
For an eigenvetor v of D
 1
A orresponding the eigenvalue  the following
equality holds
k v k
2
2
=  k v k
2
1
: (6.13)
Algebraially smooth errors in the ase of Jaobi and Gauss-Seidel it-
erations are linear ombination of eigenfuntions of D
 1
A orresponding
to small eigenvalues. This is readily seen for damped Jaobi relaxation as
small eigenvalues of D
 1
A orrespond to eigenvalues of S = (I  !D
 1
A)
lose to one. The same holds for Gauss-Seidel relaxation. As a onsequene
of (6.13) we have that algebraially smooth errors e satisfy k e k
2
k e k
1
.
In terms of the residual r = Ae this means
(D
 1
r; r) (e; r) ; (6.14)
or, more expliitly,
X
i
r
2
i
=a
ii

X
i
r
i
e
i
: (6.15)
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(a) Error after 5 iterations.
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Figure 6.1: Illustration of the smoothing property of the Gauss-Seidel ite-
ration in an x-anisotropi problem. After 10 iterations, the error is still
osillatory in x-diretion.
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Figure 6.2: Illustration of the smoothing property of the Gauss-Seidel ite-
ration in a problem with a disontinuous diusion oeÆient. After 10
iterations, the error is disontinuous aross the interfae dened by the dis-
ontinuity of the diusion oeÆient.
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Therefore, on the average, we an expet for algebrai smooth errors e that
jr
i
j  a
ii
je
i
j 8 i: (6.16)
Two grid points i and j in 

h
are said to be oupled or onneted if
the orresponding matrix entry a
ij
is non-zero. The neighborhood of a grid
point i is dened by
N
i
= fj 6= i j a
ij
6= 0g : (6.17)
From (6.16), we obtain a quite good approximation of e
i
as a funtion
of its neighboring values e
j
, j 2 N
i
, by evaluating
(r
i
=) a
ii
e
i
+
X
j2N
i
a
ij
e
j
= 0 : (6.18)
This is an important harateristi of algebrai mooth errors as it will
provide the basi information for the onstrution of the interpolation in
Setion 6.5.
We now give an interpretation of algebrai smoothness in terms of rel-
ative magnitude and sign of the onnetions between grid points. In doing
so, we distinguish disrete systems of the form (6.1) aording to whether
anti-periodi boundary onditions are present or not.
6.3.2 Algebrai Smoothness for M-Matries
If no anti-periodi boundary onditions are present in the problem (6.1),
then (3.95) states that oeÆient matrix A is an M-matrix. This, in par-
tiular, means that all (non-zero) onnetions a
ij
for i 6= j are negative. In
pratial omputations on unstrutured meshes the matrix A might have a
few positive o-diagonal entries due to roundo errors.
The oupling between the points i and j is said to be strong if a
ij
is
negative and large in absolute value ompared to the diagonal entry a
ii
.
Any positive onnetion is onsidered to be weak at this point.
The rst two model problems at the beginning of this setion yield M-
matries. In these two problems the error satises the relation (6.6) and
is thus by denition algebraially smooth. It is geometrially (or visually)
smooth in the diretions of strong ouplings only.
6.3.3 Algebrai Smoothness and Anti-Periodi
Boundary Conditions
In disrete problems with anti-periodi boundary onditions, the oeÆient
matrix ontains large o-diagonal entries a
ij
in the rows i orresponding to
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points lying on the anti-periodi boundary. These o-diagonal entries are of
the same order of magnitude as the diagonal entry a
ii
. This is the important
dierene ompared with the M-matrix ase, in whih onnetions of large
absolute value are always negative.
In problems with anti-periodi boundary onditions algebraially smooth
errors are geometrially smooth in the diretions of strong negative oup-
lings. They have a jump disontinuity aross the large positive onnetions.
6.4 Constrution of the Interpolation
The onrete onstrution of the interpolation operator will be detailed in
the next setion. First some general requirements this operator has to satisfy
are desribed.
Assume a C=F splitting of the points in 

h
is given. For the interpola-
tion, AMG assoiates to eah ne grid point i 2 F
h
a set of interpolatory
onnetions P
i
 C
h
and interpolation weights fw
ij
j j 2 P
i
g. If interpola-
tion is done along diret onnetions only, then P
i
 N
i
\ C
h
. In this ase
the interpolation is dened by
e
h
i
= (I
h
H
e
H
)
i
=

e
H
i
if i 2 C
h
P
j2P
i
w
h
ij
e
H
j
if i 2 F
h
: (6.19)
Obtaining an eÆient multigrid algorithm requires smooth error om-
ponents to be aurately interpolated. For symmetri M-matries, onver-
gene of the two level yle with one post-smoothing step an be proven if
after interpolation (6.18) is satised 8i 2 F
h
[108℄. This an be ahieved if
one sets
8i 2 F
h
P
i
= N
i
and w
ij
=  a
ij
=a
ii
: (6.20)
Setting P
i
= N
i
however is too strong a requirement to be pratial. It
requires C
h
to be large enough to ontain all N
i
for i 2 F
h
. It yields a
slow oarsening of 

h
and leads to a large ll-in in the Galerkin oarser grid
matries (6.5). As the smoothing operator on the oarser grid is based on
a matrix splitting of the Galerkin operator, the omputational omplexity
of the smoothing operation will grow. Sine the omputational ost of the
multigrid yle is largely determined by the smoothing operation, the hoie
(6.20) leads to omputationally too expensive multigrid yles.
The ost of the multigrid yle an be redued by allowing a faster
oarsening, i.e., by limiting the size of the oarser grid C
h
. By performing
the oarsening too fast however, one looses the auray of the interpolation
and therefore the (fast) onvergene of the multigrid yle. In trunating
the set of interpolatory onnetions, one therefore seeks to balane the speed
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of onvergene and the omputational work per yle. The omputation of
the interpolation weights and the seletion of the oarser grid points thus
beome losely oupled proesses.
Convergene is guaranteed by requiring that eah ne grid point is
suÆiently onneted to its interpolatory onnetions, i.e., by requiring
P
j2P
i
a
ij
to be large enough. This ondition is easily fullled by allowing
a slow oarsening, i.e., by allowing many points to enter the oarse grid. To
aelerate the oarsening, a maximal independent set ondition is imposed
on the oarse grid points. This ondition prevents two oarse grid points
to be strongly onneted to eah other. The above requirements on the
oarsening and the interpolation ounterat and are suh that oarsening is
done in the diretion of strong ouplings.
6.5 Pratial Interpolation Algorithms
6.5.1 Set of Strong Connetions
Pratial interpolation algorithms are desribed as detailed in [108℄ and
implemented in SAMG. These algorithms are an improvement and extension
of those used in AMG1R5 as will be shown in the numerial experiments in
Setion 6.9.
We introdue the following notations for matries with both positive and
negative o-diagonal entries
a
 
ij
=

a
ij
(if a
ij
< 0)
0 (if a
ij
 0)
and a
+
ij
=

0 (if a
ij
 0)
a
ij
(if a
ij
> 0)
:
(6.21)
A variable i is said to be strongly oupled to variable j if
 a
ij
 
str
maxf ja
ik
j j a
ik
< 0; k 2 N
i
g (6.22)
with xed 0 < 
str
< 1, and the set of strong onnetions of a variable i is
dened as
S
i
= fj 2 N
i
j i strongly oupled to jg : (6.23)
In this denition, all positive onnetions are onsidered to be weak. Pra-
tial experiene has shown that the preise value of 
str
is not ritial in
many appliations. A reasonable default is 0:25. For a disussion of situ-
ations in whih the value of 
str
is ritial however, we refer to [19℄.
We assume a C=F splitting has been onstruted by the algorithm
presented in [108℄. This allows one to dene the sets
C
s
i
= C \ S
i
and F
s
i
= F \ S
i
: (6.24)
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We desribe two interpolation tehniques: diret and standard interpola-
tion. By interpolating to a variable i 2 F by diret interpolation the strong
ouplings of i to other points in F are negleted, i.e. P
i
is set to C
s
i
. The
standard interpolation improves the diret interpolation by extending the
interpolation stenil to points in F
s
i
. First interpolation for M-matries and
small perturbations thereof is desribed. Later interpolation for problems
with anti-periodi boundary onditions will be treated.
6.5.2 Diret Interpolation
Assume A to be an M-matrix. The slow variation of an algebraially smooth
error in the diretion of strong negative ouplings allows one to determine
the value of a smooth error in a point i by a weighted average of the values at
strong neighbors. Given a set P
i
 C \N
i
, this justies the approximation
P
j2P
i
a
ij
e
j
P
j2P
i
a
ij
t
P
j2N
i
a
ij
e
j
P
j2N
i
a
ij
(6.25)
for smooth errors. The approximation (6.25) is better satised the more
strong ouplings of an F-variable i are ontained in P
i
. It allows one to
approximate (6.18) by
a
ii
e
i
+ 
i
X
j2P
i
a
ij
e
j
= 0 with 
i
=
P
j2N
i
a
ij
P
j2P
i
a
ij
; (6.26)
whih leads to an interpolation formula (6.19) with interpolatory onne-
tions
P
i
= C
s
i
; (6.27)
and matrix-dependent, positive weights
w
ij
=  
i
a
ij
=a
ii
(i 2 F; j 2 P
i
) : (6.28)
If the matrix A has a limited number of positive entries relatively small
in size, the interpolation is modied by adding the positive entries to the
diagonal. For smooth errors (6.18) is then approximated by
~a
ii
e
i
+ 
i
X
j2P
i
a
 
ij
e
j
= 0 with ~a
ii
= a
ii
+
X
j2N
i
a
+
ij
and 
i
=
P
j2N
i
a
 
ij
P
j2P
i
a
 
ij
(6.29)
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instead of (6.26), yielding positive interpolation weights
w
ij
=  
i
a
ij
=~a
ii
(i 2 F; j 2 P
i
) : (6.30)
This treatment of positive o-diagonal entries prevents 
i
from beoming
positive and obtaining negative interpolation weights. The approximation
in (6.29) is only aurate enough if for eah i 2 F , an algebraially smooth
error satises
X
j
a
+
ij
e
j
t e
i
X
j
a
+
ij
; (6.31)
whih, for j 6= i, either requires e
j
t e
i
or a
+
ij
to be small ompared to a
ii
.
6.5.3 Standard Interpolation
In the diret interpolation a ne grid point i is not interpolated from its
strong onnetions on the ne grid. For a point j 2 F
s
i
, this interpolation
an be improved by eliminating e
j
from
a
jj
e
j
+
X
k2N
j
a
jk
e
k
= 0 ; (6.32)
to obtain
e
j
=  
X
k2N
j
a
jk
e
k
=a
jj
: (6.33)
The latter expressions are used to eliminate e
j
, j 2 F
s
i
, from (6.18), resulting
in a new equation for e
i
^a
ii
e
i
+
X
j2
^
N
i
^a
ij
e
j
with
^
N
i
= fj 6= i j ^a
ij
6= 0g : (6.34)
By dening P
i
as
P
i
= C
s
i
[ ([
j2F
s
i
C
s
j
) ; (6.35)
we now dene the interpolation exatly as in (6.29)-(6.30) with all a's re-
plaed by ^a's and N
i
replaed by
^
N
i
.
The interpolation desribed in this subsetion is the interpolation used
by default in SAMG, and is therefore alled the standard interploation.
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6.5.4 Anti-Periodi Boundary Conditions
Let  
1
and  
2
be part of the boundary onneted by anti-periodi boundary
onditions. Aross these boundaries nodes are onneted by large positive
onnetions and the algebraially smooth error exhibits a jump as disussed
in Subsetion 6.3.3. Therefore ondition (6.31) is strongly violated aross
these boundaries. The interpolation based on strong negative onnetions
solely does not reet the disontinuity of the error. The interpolation has
to be modied in suh a way that strong positive onnetions are taken into
aount.
In Subsetion 5.2.4 we saw that in a geometri multigrid approah, the
elimination of the boundary ondition yielded an interpolation with negative
weights. Note that, as AMG does not have any information about the
geometry of the model, it has no immediate way of distinguishing interior
and boundary points.
To desribe the x proposed in [108℄, assume a C=F splitting and the
set of interpolatory onnetions P
i
for eah variable i in F have been on-
struted as desribed previously. The strong positive F   F onnetions of
a variable i in F are searhed for, i.e. one veries where there exist j 6= i
suh that
a
ij
 
+
str
max
k 6=i
ja
ik
j ; (6.36)
where 
+
str
is some tolerane set to, for instane, 
+
str
= 0:5. The set of strong
onnetions of the variable i is inreased to adding all j satisfying (6.36) to
S
i
. The variable j orresponding to the strongest positive oupling is added
to P
i
. The variable i is interpolated from variable j with negative weight
w
ij
=  
i
a
+
ij
P
k2N
i
a
+
ik
with 
i
=
P
j2N
i
a
+
ij
P
j2P
i
a
+
ij
: (6.37)
6.6 Computational Work Metris
The omputational work for yling and the amount of required memory
by AMG is haraterized by two numbers [108, 26℄. Denoting by N
k
the
number of grid points on level k, the grid omplexity is dened by

G
=
X
k
N
k
=N
1
: (6.38)
Given a number of levels onstruted, the level k = 1 orresponds to the
nest level. The grid omplexity gives an indiation of how fast the grids
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are redued in size. Denoting by r
k
the average number of non-zeros in the
system matrix on level k, the algebrai omplexity is dened by

A
=
X
k
r
k
N
k
=r
1
N
1
: (6.39)
It is the ratio of the number of non-zeros on all levels to those on the
nest grid. It gives an indiation of the number of operations required
for smoothing on all grids relative to that on the nest grid. It also gives
an indiation of the amount of memory required for storing the required
matries all grids relative to that of storing the ne grid matrix.
The geometri and algebrai omplexities are inuened by the speed of
oarsening. A faster oarsening will lead to smaller omplexities. To obtain
small omplexities, an aggressive oarsening strategy was implemented in
SAMG. Given a C=F splitting of 

h
omputed by the standard algorithm,
aggressive oarsening alls the standard algorithm a seond time on C
h
.
The loss in onvergene speed aused by the fast oarsening is ompensated
by using AMG as a preonditioner for a Krylov subspae solver (see Setion
6.7).
6.7 Krylov Aeleration
We disuss under whih onditions the two-grid iteration operator Q
h;H
(5.10) dened by AMG an be used as preonditioner for the CG iteration
and what the advantages of this approah are.
The interpolation operator I
h
H
has full olumn rank by (6.19) and there-
fore A
H
is positive denite if A
h
is positive denite [108℄. If the oarse grid
solve is done exatly, if 
1
= 
2
and if
S
h
1
= (S
h
2
)
T
; (6.40)
then we have by Theorem 3.5 in [60℄ that
Q
h;H
is symmetri positive denite : (6.41)
The matrixQ
h;H
is only dened impliitly. Condition (6.40) an be enfored
by doing the post-smoothing in reversed order of the pre-smoothing. The
oarse solve an be performed by a reursive appliation of the two-grid
algorithm. By property (6.41), AMG an be used as a preonditioner for
the CG algorithm.
Numerial experiments in Setion 6.9 will show two advantages of us-
ing AMG as a preonditioner over using it as a solver. Firstly, the AMG
preonditioned CG algorithm requires less iterations and less CPU time to
onverge. Seondly, the number of iterations of AMG as preonditioner
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is less sensitive to the mesh width, and, in non-linear problems, to per-
turbations in the linearized system matrix. The outer CG iteration adds
robustness to AMG.
The onvergene of AMG as a solver is determined by the spetral radius
of the matrix I   (Q
h;H
)
 1
A. The redution in the number of iterations by
using AMG as a preonditioner an be explained by examining the onver-
gene of the Ritz values towards the eigenvalues of the preonditioned oper-
ator during the CG iteration. Suppose that the spetrum of I   (Q
h;H
)
 1
A
onsists of a luster of eigenvalues lose to 0 surrounded by a few outliers.
In this ase only a few CG iterations are needed for the outermost Ritz
values to beome lose approximations of the outliers in the spetrum of
I   (Q
h;H
)
 1
A. One they are suÆiently lose, the AMG solver onverges
as if those outliers were not present. The eetive spetral radius is redued
and the speed of onvergene inreased. An analysis along these lines an
be used to explain why a poorly onverging AMG sheme an make an ef-
ient, mesh width independently onverging preonditioner. We will give
an example of suh an analysis is Setion 6.9.2.
6.8 AMG for Time-Harmoni Systems
We extended the appliability of the Brandt-Ruge-Stuben AMG approah
to solve disrete time-harmoni systems. We desribe both the algorithm
and its implementation.
6.8.1 Algorithm
An AMG algorithm for solving disrete time-harmoni systems should be
suh that it oinides with a geometri multigrid algorithm for model pro-
blems. In Setion 5.3 we saw that geometri multigrid for model time-
harmoni problems onsists of the following omponents. In onstruting
the oarser levels and in performing intergrid transfer, geometri multigrid
uses the same omponents as in stationary problems. Only the smoothing
is performed in omplex arithmeti. The same algorithm is obtained in
AMG setting if we only pass the real part of the ne grid system matrix
to the routines that ompute the C=F splitting and ompute the interpola-
tion. Only the routines that ompute the oarser grid matrix and arry out
the multigrid yling see both the real and imaginary part of the ne grid
system matrix.
To disuss the algorithm in more detail, let
A
h
x
h
= b
h
(6.42)
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be a disrete single frequeny time-harmoni system on a grid 

h
. The
matrix A
h
has real and imaginary parts
A
h
= A
h
R
+ j A
h
I
: (6.43)
As desribed in Setion 3.5.3, the matrix A
h
R
has the properties of a disrete
stationary matrix and therefore the AMG setup on A
h
R
an be performed
as desribed earlier.
A omplex oarser grid equivalent A
H
of the symmetri matrix A
h
is
omputed as follows. First a C=F splitting of 

h
and the orresponding
interpolation operator I
H
h
is omputed based on the real part A
h
R
. Given
I
H
h
and its transpose I
h
H
, A
H
is omputed by the Galerkin produt
A
H
= I
H
h
A
h
I
h
H
= I
H
h
A
h
R
I
h
H
+ j I
H
h
A
h
I
I
h
H
: (6.44)
Formula (6.44) implies that A
H
inherits the omplex symmetry from A
h
.
The real part of A
H
is the Galerkin oarsening of the real part of A
h
. The
two grid algorithm an thus be applied reursively to ompute the intergrid
and oarser grid operators on the next levels.
After the setup phase, the multigrid yling an be performed in the
usual way. The Gauss-Seidel smoothing operator is based on the splitting
of the matrix A
H
and is thus omplex.
6.8.2 Implementation
The implementation of the AMG setup for time-harmoni systems requires
providing the onstrution of the C=F splitting and the interpolation oper-
ator with the real part of the oeÆient matrix as input and providing the
omputation of the Galerkin produt with the entire matrix as input. We
found two ways to make this possible without having to drastially hange
the AMG ode.
The rst alternative onsists in rewriting the omplex time-harmoni
system (6.42) into the equivalent real form (4.73) or (4.72). The latter an
be viewed as a linear system resulting from the disretization of a system
of two oupled PDEs, one for the real and one for the imaginary part of the
vetor potential. They an be solved using an AMG solver for systems of
PDEs . By making appropriate hoies for AMG parameters in the setup
of the system AMG ode, it is possible to exatly implement the setup
algorithm as proposed in the previous setion.
In our work we use the system AMG ode developed by Stuben. This
ode requires the diagonal of the input matrix to be positive. Therefore
only the equivalent real form (4.72) is onsidered from here on.
The system version of SAMG builds the oarser disretizations based solely
on the diagonal bloks of the matrix (4.72). In our ase both diagonal bloks
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are equal to the real part of the matrix (6.43). In SAMG we hoose options
suh that the C=F splitting and the interpolation operator are built from
the rst blok of equations in (4.72) and fored upon the seond. In this
way we avoid omputing the interpolation twie.
To give more details on how SAMG performs smoothing in real arithmeti,
let x and x denote the omplex iterand before and after smoothing. Omit-
ting the index h, a point Gauss-Seidel step on the system (6.42) an be
written as
x
i
= (A
ii
)
 1
[b
i
 
X
k<i
A
ik
x
k
 
X
k>i
A
ik
x
k
℄ : (6.45)
Denoting by b
R; i
and b
I; i
the real and imaginary part of the i-th omponent
of the vetor b, this smoothing step is in real arithmeti equivalent to

x
R; i
x
I; i

=

A
R; ii
 A
I; ii
A
I; ii
A
R; ii

 1

b
R; i
b
I; i

 
X
k<i

A
R; ik
 A
I; ik
A
I; ik
A
R; ik

x
R; k
x
I; k

 
X
k>i

A
R; ik
 A
I; ik
A
I; ik
A
R; ik

x
R; k
x
I; k

#
:
(6.46)
The user an instrut SAMG to perform this smoother by speifying 2  2
blok smoothers. Eah blok ouples the PDE for the real and imaginary
part of the vetor potential in a nite element mesh point.
The equivalent real formulation used in ombination with a system AMG
ode that is unaware of the time-harmoni nature of the PDE problem has
several disadvantages. The matrix (4.72) requires twie the memory of the
matrix in omplex form (6.43). Not only the system matrix, but also the
oarse grid hierarhy is stored twie by the system AMG ode. This inrease
in memory an be a limiting fator in treating larger problems. The system
AMG ode furthermore omputes Galerkin produts in the form

I
H
h
0
0 I
H
h
 
A
h
R
 A
h
I
A
h
I
A
h
R
 
I
h
H
0
0 I
h
H

=

A
H
R
 A
H
I
A
H
I
A
H
R

(6.47)
whih take twie the number of oating point operations of the omputation
of the Galerkin produts in the form (6.44). In doing away with the original
omplex formulation ompletely and treating the problem as a general real
one, one also looses the symmetry. A Krylov subspae method for general
non-symmetri problems is therefore required if one wishes to aelerate the
AMG solver.
An alternative implementation onsists in providing a layer of routines
on top of the salar AMG ode. This layer of routines passes the real partA
h
R
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of the matrix A
h
to those AMG routines that ompute the C=F splitting
and the (real) interpolation operator I
h
H
. The interpolation operator is
then provided as input to the top layer routines for the omputation of the
Galerkin produt (6.44) in omplex form. Having the omplex oarser grid
matrix A
H
available, the proess is repeated reursively until the oarsest
grid is reahed. After the setup, the multigrid yling an be performed by
the top layer routines.
In this implementation the only AMG routines being used are those
that ompute the C=F splitting and the interpolation on a given level. It
has the advantages of maintaining the omplex symmetry of the problem
and of avoiding the dupliation of the required memory and oating point
operations in the setup phase in passing to an equivalent real formulation.
We realized some hybrid version between the two implementations de-
sribed. In that hybrid implementation the setup is performed using the
equivalent real formulation. After the setup, the oarse grid and interpola-
tion operators on all levels are passed to top layer routines. The equivalent
real oarser grid operators are transformed to omplex symmetri ones and
used by the alling routines to perform yling in omplex arithmeti. In
realizing the hybrid implementation, we developed an interfae between
PETS and SAMG desribed in Chapter 8.
6.9 Numerial Examples for Stationary Fields
In this setion the performane of AMG for solving stationary magneti eld
problems is reported. Two examples are onsidered. In the rst one, the
inuene of the problem size on the onvergene of AMG is investigated. In
the seond, a problem with anti-periodi boundary onditions is onsidered.
Comparable numerial results an be found in literature. The perform-
ane of AMG1R5 as a solver on regular strutured grid problems is desribed
in [95℄, and on both strutured and unstrutured grid problems in [26℄. It
is ompared with other multigrid approahes in [48℄. The performane of
SAMG both as a solver and as a preonditioner on model and engineering
problems is reported in [67, 108℄.
6.9.1 Salability Study
We evaluate the performane of both AMG1R5 and SAMG for example problem
EP-1 desribed in Setion 3.7.1. A sequene of systems resulting from the
Newton linearization has to be solved in eah adaptive renement step. We
report on number of iterations, required CPU time and memory as funtions
of the number of grid points. We ompare the CPU time required by AMG
to onverge with that of the SSOR preonditioned CG solver available in
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PETS. In using AMG as a solver, we onsider the V(1,1), the V(2,2) as
well as the W(1,1) yle. In using AMG as a preonditioner for the CG
algorithm, we only onsider the V(1,1) yle. In disussing the memory re-
quirements of SAMG, we will also evaluate the aggressive oarsening strategy
disussed in Setion 6.6. As onvergene riterion a redution of the residual
by a fator of 10
 12
is taken.
In Figure 6.3(a) and Figure 6.3(b) the number of iterations required
by AMG1R5 and SAMG to reah onvergene is plotted as a funtion of the
adaptive renement step respetively. The number of yles for a partiular
mesh renement step is the average of the number of yles required in eah
Newton step.
From Figure 6.3(a), one an onlude that the number of iterations re-
quired by AMG1R5 as a solver using the V(1,1) yle is independent of the
number of grid points exept for the peaks in the seventh and eleventh ad-
aptive renement step. This multigrid behavior is in sharp ontrast the
behavior of single level solver depited in Figure 4.4. The peaks in Figure
6.3(a) an be explained by the fat that the C=F splitting and the inter-
polation are suh that some frequeny omponents of the error are not well
aptured. The number of V(1,1) yles for example varies between 36 and
150. The average onvergene fator for this yle lies between 0.46 and 0.83.
From the same gure one an also onlude that the gain in onvergene
speed by swithing to omputationally more expensive yles like V(2,2)
and the W(1,1) is limited. Using AMG1R5 as a preonditioner for the CG
method however is beneial. The number of iterations drops and beomes
less sensitive to variations in the grid. Using AMG as a preonditioner re-
quires per iteration one matrix-vetor multipliation involving the ne grid
matrix and a few inner produts more than using AMG as a preonditioner.
These operations onstitute only a small fration of the total omputational
ost of one AMG yle. In disussing the CPU time measurements, we will
see that the redution in number of iterations outweighs the fat that eah
iteration is omputationally more expensive.
From Figure 6.3(b), we an draw similar onlusions for the number of
iterations of SAMG used as a solver and as a preonditioner. The number of
V(1,1) yles varies between 34 and 58, and the average onvergene fator
between 0.44 and 0.62. In omparing Figure 6.3(a) and Figure 6.3(b), one
sees that the onvergene of SAMG is less sensitive to variations in the grid
than that of AMG. The reason for this is the higher quality of the interpolation
in SAMG. The averaging of the number of iterations in a given renement
step hides the behavior of AMG in solving the individual Newton steps.
We therefore plotted in Figure 6.4(a) the number of AMG1R5 iterations for
every Newton step on the oarsest grid. In Figure 6.4(b) we did the same
for SAMG. From these gures we onlude that the number of iterations
for both AMG1R5 and SAMG remains bounded, and that the CG algorithm
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(a) Results for AMG1R5.
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Figure 6.3: Number of iteration steps of AMG1R5 and SAMG versus the adapt-
ive renement step for example problem EP-1. The number of iterations
shown for a partiular renement step is the average of the number of iter-
ations in the individual Newton steps on a given mesh.
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Figure 6.4: Number of iterations of AMG1R5 and SAMG on initial mesh versus
Newton step for example problem EP-1.
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both stabilizes and aelerates onvergene. Exept for the rst Newton
step, SAMG requires less iterations than AMG1R5. Furthermore, SAMG is less
sensitive to variations in the Jaobian than AMG1R5.
Next we ompare the CPU time required by AMG1R5 and SAMG with the
SSOR preonditioned CG algorithm. We will give CPU times of alulations
on a 700 MHz Pentium 3 Linux workstation with 250 MB of RAM. The ode
was ompiled using the GNU C++ and NAG Fortran90 ompilers. In AMG
we will onsider the V(1,1) yle only. In Figure 6.5 we plot the CPU time
required by AMG1R5 as a solver and as a preonditioner and by the SSOR/CG
solver versus the problem size on a logarithmi sale for both axes. From
this gure the order of omputational omplexity of the algorithms, i.e. the
exponent  in
CPU time  (problem size)

(6.48)
an be determined. For the AMG1R5/CG and SSOR/CG algorithms we have
the omplexity equals 1.1 and 1.4 respetively. Figure 6.6 illustrates the
speedup delivered by AMG1R5. This speedup beomes more signiant as the
problem beomes larger. On the nest grid the former solver is 7.5 times
faster than the latter. Using AMG1R5 as a preonditioner further redues the
CPU time. On the nest grid AMG1R5 as a preonditioner is twie as fast as
AMG1R5 as a solver, i.e. 15 times faster that the SSOR-based solver. This
SSOR-based solver was the solver implemented in the ESAT/ELEN ode
before the start of this thesis.
In Figure 6.7 the speed of AMG1R5 and SAMG both as a solver and as a
preonditioner is ompared. Using SAMG as a preonditioner delivers the
fastest algorithm. On the nest grid SAMG used as a solver is faster than the
SSOR/CG algorithm by a fator of 21.
To have an idea as of how the omputer arhiteture and the ompiler
inuene the CPU time measurements, we performed the same experiments
on a Hewlett-Pakard workstation with a PA-8500 proessor at 400 MHz
and 400 MB of RAM and on a SUN/Solaris workstation with an Ultra-Spar
2 proessor at 300 MHz and 400 MB of RAM. On these two systems, we
use the vendor supplied ompilers. There is virtually no dierene in the
results on the Hewlett-Pakard and Linux systems. Calulations run slower
on the SUN mahine, but the amount of relative speedup delivered by AMG
is about the same.
Finally we plotted in Figure 6.8 the memory requirements of AMG1R5 and
SAMG with standard and with aggressive oarsening. This gure illustrates
that SAMGwith standard oarsening requires roughly half the memory of that
of AMG1R5. With aggressive oarsening, memory requirements are halved
one again. On the nest grid AMG1R5 builds a hierarhy of 15 oarser grids.
SAMG with standard and with aggressive oarsening builds an hierarhy of 7
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and 6 grids respetively. The prie for the redued memory onsumption in
aggressive oarsening is an inrease in the number of iterations. Figure 6.9
illustrates that aggressive oarsening requires roughly double the number
of iterations of standard oarsening. From Figure 6.10, we onlude that
for the problem sizes onsidered, SAMG with standard or aggressive oarsen-
ing is equally fast to onverge in CPU time. The inrease in the number
of iterations is ompensated by eah iteration being omputationally less
expensive.
6.9.2 Anti-Periodi Boundary Conditions
In the seond numerial example we illustrate the eet of anti-periodi
boundary onditions on the onvergene of the lassial Brandt-Ruge-Stuben
algorithm. As an example we take example problem EP-2 desribed in
Setion 3.7.2. Results of omputations done on a mesh obtained after 6
adaptive renement steps with a total of 8084 elements and 4141 nodes will
be analyzed in more detail. Table 6.1 however shows that the onvergene
harateristis we present in this example are mesh size independent.
The lassial algorithm applied as a solver fails to onverge as shown in
Figure 6.11. In Table 6.1 we labelled the number of iterations by "div"if
the solver failed to onverge in less than 200 iterations. In the lassial
approah the positive onnetions aross the anti-periodi boundary are
erroneously treated as being weak, and the resulting interpolation is not
properly onstruted (see Setion 6.5.4).
The lassial algorithm an be fored to onverge by using it as a pre-
onditioner as shown in Table 6.1. Figure 6.11 shows that the aelerated
lassial algorithm requires a few iterations before onvergene sets in.
To understand the behavior of AMG as a preonditioner in this problem,
we investigated the onvergene of the Ritz values of the iteration matrix
I   (Q
h;H
)
 1
A (fr. 5.10) towards the eigenvalues. To keep the omputa-
tional ost of this analysis low, we performed omputations on the initial
mesh having 252 nodes and 453 elements. On this mesh the spetrum of the
iteration matrix onsist of a luster of eigenvalues around 0 and two out-
liers at 0.80 and 0.59. The asymptoti onvergene fator of AMG used as a
solver is thus 0.80. The AMG/CG algorithm on the other hand requires 15
iterations to onverge. In Figure 6.12 we plotted the Ritz values obtained
in the suessive CG iterations. These Ritz values ould be obtained easily
using the AMG-PETS interfae desribed in Chapter 8. As in [112℄, eah
sequene of Ritz values that seems to onverge to a spei eigenvalue for
inreasing iteration ount has been onneted. One learly sees that it only
requires 4 and 5 CG iterations for the outermost and seond outermost Ritz
value to land lose to 0.80 and 0.59 respetively. The outer CG iteration ef-
fetively removes the few outliers in the spetrum that prevents AMG from
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Figure 6.5: Logarithm of average CPU time required by AMG1R5 as a solver
and as a preonditioner and of SSOR/CG in eah Newton step versus the
logarithm of number of grid points for example problem EP-1.
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Figure 6.6: Average CPU time in eah Newton step of AMG1R5 as a solver
and as a preonditioner and of SSOR/CG in last four adaptive renement
steps in example problem EP-1.
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Figure 6.7: Average CPU time in eah Newton step of AMG1R5 and SAMG
both as a solver and as a preonditioner versus number of grid points in last
four adaptive renement steps in example problem EP-1.
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Figure 6.8: Average amount of memory in eah Newton step required by
AMG1R5, standard oarsening in SAMG and aggressive oarsening in SAMG
versus the number of grid points in last four adaptive renement steps in
example problem EP-1.
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Figure 6.9: Average number of iterations in eah Newton step of standard
and aggressive oarsening in SAMG used as a preonditioner versus number
of adaptive renement step in example problem EP-1.
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Figure 6.10: Average CPU time in eah Newton step of standard and ag-
gressive oarsening in SAMG used as a preonditioner versus number of grid
points in last four adaptive renement steps in example problem EP-1.
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onverging.
Another approah in making the lassial algorithm onverge is to take
the positive onnetions properly into aount as desribed in Setion 6.5.4.
This approah was implemented in SAMG, but is not a default part of the
set-up algorithm. It is ativated by a swith to be set by the user prior
to alling the set-up phase. The two right-most olumns in Table 6.1 give
the number of iterations of SAMG as a solver and as a preonditioner with
the swith for positive onnetions turned on. Figure 6.11 shows that both
algorithms onverge from the start of the iteration.
Number of iterations
Adaptive lassial lassial pos. onnetions pos. onnetions
renement step AMG AMG/CG AMG AMG/CG
0 148 15 76 14
1 div 16 27 14
2 div 17 43 15
3 div 17 28 14
4 div 18 47 16
5 div 17 36 15
6 div 17 27 14
Table 6.1: Number of iterations versus renement step of lassial AMG and
AMG with provision for positive onnetions in example problem EP-2.
6.10 Numerial Examples for Time-Harmoni
Fields
We now present numerial results obtained with the system version of SAMG
in order to solve the time-harmoni example problem EP-3 desribed in
Setion 3.7.3. In this example we use the SAMG V(1,1) yle as a preon-
ditioner for the BiCGSTAB algorithm. The latter is available in the SAMG
pakage. In Figure 6.13 we ompare the CPU time required by SAMG used
as a preonditioner with that required by the ILU preonditioned COCG
solver in PETS. In this experiment we use SAMG with standard oarsening.
Figure 6.13 shows a omputational speedup that inreases with inreasing
mesh size. On the nest grid the use of SAMG results in six-fold redution
of CPU time. The number of iterations that SAMG with both standard and
aggressive oarsening takes at eah mesh renement step in shown in Fig-
ure 6.14. This gure shows mesh width independent onvergene for both
oarsening strategies. In Figure 6.15 we report on the amount of memory re-
quired by both standard and aggressive oarsening in SAMG. Using aggressive
oarsening roughly halves the memory requirements.
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e histories of lassial AMG and AMG with provi-
sion for strong positive onnetions both as a solver and as a preonditioner
on a mesh obtained after 6 renement steps in example problem EP-2.
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Figure 6.13: CPU time of SAMG preonditioned BiCGSTAB and ILU pre-
onditioned COCG versus number of grid points in example problem EP-3.
Timings in this gure were performed on a SUN/Solaris mahine.
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Figure 6.14: Number of iterations of SAMG with standard and aggressive
oarsening versus mesh renement step in example problem EP-3.
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Chapter 7
Solving Field-Ciruit
Coupled Systems
7.1 Introdution
First some notations are introdued. As before, h denotesa typial measure
for the nite element mesh width. In the right-hand side of (3.69) the ele-
trial (mesh width independent) soure terms  g will be denoted by g. In
the matrix of (3.69) we set  F and S equal to B
h
and C respetively. The
disrete vetor potential at the mesh points and the unknown urrents and
voltages in the iruit will be denoted by x
h
and y respetively. The sys-
tem resulting from the hybrid eld-iruit oupled disretization disussed
in Setion 3.3.4 an then be written as
A
h

x
h
y

=

0
g

: (7.1)
The matrix A
h
is omplex symmetri and has the following blok struture
A
h
=

A
h
B
h
(B
h
)
T
C

: (7.2)
The submatries A
h
, B
h
and C represent the nite element disretization
of the Helmholtz operator, the eld-iruit oupling terms and the eletrial
iruit respetively.
The system (7.1)-(7.2) has the following properties:
 the matrix C remains unhanged in both size and value as the mesh is
rened. Its size is small relative to that of A
h
. In typial appliation
the size of A
h
and C ranges between 100 and 10
6
and between 1 and
500 respetively.
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 the oupling matrix B
h
involves integrals of the vetor potential over
ross-setions of solid and stranded ondutors. Its sparsity struture
is very dierent from that of A
h
. Depending on the problem, the
matrix B
h
is sparse with dense bloks or dense.
 the eld-iruit oupling is performed in suh a way that no ll-in
ours in A
h
. The latter diagonal blok therefore orresponds exatly
to the matries onsidered in the previous hapter.
The presene of the bloks B
h
and C destroys the M-matrix struture
of the real part of the system matrix and thus hampers the immediate
appliation of AMG in solving the system (7.1)-(7.2).
In this hapter we rst investigate how the presene of the iruit rela-
tions inuenes the onvergene of preonditioned Krylov subspae solvers.
In developing better performing iterative shemes, we rst tried to reuse the
SAMG solver introdued in the previous hapter without altering the blak
box nature of the ode. We did so by inorporating this ode in blok
preonditioning and Shur omplement shemes.
In an attempt to improve on this approah, we developed a generalized
AMG sheme. In this generalized sheme the sequene of oarser grids is
built based on the real part of the submatrix A
h
. The matries B
h
and C
are taken into aount on the oarsest grid and in the yling phase. This
sheme is a generalization of a multigrid sheme for a PDE augmented by
a salar equation. It only requires the ne level system as input, and is
therefore algebrai. The sheme was inorporated in the ESAT/ELEN ode
and proved to be eÆient and robust in pratial omputations.
For its implementation we extended the AMG-PETS interfae. This
allowed us to make extensive use of the proling tools in PETS in order to
optimize the yling phase. Details will be given in Chapter 8.
7.2 Ciruit Relations and Convergene of
Krylov Methods
Before developing iterative solvers for the oupled problem, the inuene
of the iruit relations on the onvergene of preonditioned Krylov sub-
spae solvers applied to the system (7.1)-(7.2) is studied. This is done by
omparing the number of iterations required to solve a given nite element
model oupled to dierent eletrial iruit models. Given an eletromag-
netial devie, dierent eletrial iruit models an be onstruted by, for
example, interhanging the urrent and voltage soures, or by modeling the
eletrial iruit with dierent degrees of auray.
Numerial results show that it is hard to quantify the eet of the pres-
ene of the iruit relations on the onvergene of the Krylov subspae sol-
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vers. The iruit relations do not neessarily adversely aet onvergene
however. Examples have been found for whih onvergene for a model
with iruit relations was faster than the same nite element model without
iruit relations. In order to illustrate these points, we plotted in Figure 7.1
the number of SSOR preonditioned SQMR iterations versus the number
of nodes for a given nite element model of an indution mahine oupled
with dierent eletrial iruits. In this gure the dierent eletrial iruits
are labelled by [; `℄, where  and ` denote the number of utset and loop
equations in the iruit respetively (see Setion 2.8). Note that the num-
ber of nodes inserted at eah stage of the adaptive mesh renement step is
dierent for the dierent iruit topologies. The gure shows that on the
nest mesh the model with no utset and two loop equations requires 714
iterations to onverge for example, while the model with no iruit equation
requires 1920 iterations.
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Figure 7.1: Number of SSOR preonditioned SQMR iterations versus the
number of nodes for a given nite element model of an indution mahine
oupled with dierent eletrial iruits.
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7.3 Blok Preonditioning Approahes
A rst approah in reusing SAMG for solving (7.1)-(7.2) is the use of blok
preonditioning tehniques. These preonditioners have been onsidered in
the ontext of solving saddle point problems arising in dierent ontexts
[96, 121, 102, 24, 66℄. They also serve as a starting point in developing
overlapping domain deomposition methods [23, 104, 91℄.
The blok Jaobi sheme

A
h
0
0 C

z
1
z
2

=

r
1
r
2

(7.3)
an be used as a preonditioner for the COCG or SQMR algorithms. The
matrix B
h
an be taken more diretly into aount by swithing to the
non-symmetri Gauss-Seidel preonditioner

A
h
0
(B
h
)
T
C

z
1
z
2

=

r
1
r
2

: (7.4)
for Krylov subspae methods for non-symmetri problems suh as GMRES
or BiCGSTAB. The Gauss-Seidel preonditioning step is more expensive
than that of Jaobi by the multipliation of the matrix B
h
only. The ap-
pliation of the Jaobi and Gauss-Seidel shemes requires solving a linear
system with oeÆient matries A
h
and C at every step of the Krylov sub-
spae method. One thus obtains an inner-outer iterative sheme. The inner
sheme is the solving of the A
h
and C linear systems and the outer sheme
is the Krylov subspae iteration. As the size of C is muh smaller than
that of A
h
, the ost of solving the C linear system is negligible ompared
to solving the A
h
linear system. In solving the A
h
system, AMG an be
reused. The system an be solved either exatly or approximately by ap-
plying a few (but xed) number of yles. Another alternative onsists in
making the auray of the inner AMG solve funtion of the residual norm
of the outer Krylov iteration. The resulting variable preonditioner an be
aelerated by FGMRES (see Setion 4.7) for instane.
Numerial results for the blok Jaobi sheme will be presented in Se-
tion 7.6.
7.4 Shur Complement Approahes
Another approah in reusing SAMG in solving (7.1)-(7.2) is through the use of
Shur omplements. Shur omplement methods are related to the Uzawa
sheme for solving saddle point problems [119, 9, 37, 17℄ and to a lass
of domain deomposition methods alled iterative substruturing methods
[23, 104℄.
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Using blok elimination, the system (7.1) an be written equivalently as
S
h
C
x
h
=  B
h
C
 1
g (7.5)
y = C
 1

g   (B
h
)
T
x
h

; (7.6)
with the matrix S
h
C
given by
S
h
C
= A
h
 B
h
C
 1
(B
h
)
T
: (7.7)
This matrix is alled the Shur omplement of C in A
h
[46℄. One system
(7.5) has been solved for x
h
, the dimension of C allows to solve (7.6) for y
by a diret solver. We an therefore fous on solving the Shur omplement
system (7.6) from here on.
The omplex symmetry of S
h
C
allows to solve this system using the
COCG or SQMR algorithms as outer Krylov iteration. The matrix-vetor
produt with matrix S
h
C
in eah step of these algorithms requires solving
a system with C as oeÆient matrix. The LU fatorization of C an be
omputed prior to the iteration. Eah matrix-vetor produt with the ma-
trix S
h
C
then requires two triangular solves of dimension equal to that of
C. The diÆulty is that no preonditioner is immediately available for S
h
C
.
The approah we therefore propose onsists in negleting the B
h
C
 1
(B
h
)
T
term in (7.7) and to preondition S
h
C
with an approximation to A
h
. This in
partiular allows to solve the preonditioning step in the COCG or SQMR
algorithms by applying SAMG based on A
h
.
By an argument similar to the derivation of (7.5)-(7.6), the system (7.1)
an also be written as
S
h
A
y = g (7.8)
x
h
=  (A
h
)
 1
B
h
y ; (7.9)
where the Shur omplement of A
h
in A
h
is given by
S
h
A
= C   (B
h
)
T
(A
h
)
 1
B
h
: (7.10)
Solving the linear system (7.8) by Krylov subspae methods is ompliated
by the fat that the matrix-vetor produt with matrix S
h
A
requires solving
a linear system with A
h
as oeÆient matrix.
The Shur omplement appproah has not been persued in this thesis.
7.5 Multigrid Sheme
Our multigrid tehnique for solving eld-iruit oupled problems is a gen-
eralization of the method for solving an ellipti problem augmented by an
algebrai equation, see e.g. [53, Setion 11.4℄.
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Let the linear system (7.1) with oeÆient matrix A
h
dened in (7.2) be
a ne grid disretization of the oupled problem. Let 

h
denote the set of
ne grid degrees of freedom. The set 

h
embraes both the magneti and
eletri variables, i.e. the variables x
h
and y. Denoting the former and the
latter by 

h
M
and 

h
E
respetively, yields


h
= 

h
M
[ 

h
E
: (7.11)
Eah variable in 

h
M
orresponds to a nite element mesh point. The num-
ber of elements of 

h
E
equals the number of loop and utset equations.
Next we desribe a generalized AMG algorithm for solving the the given
linear system. We will rst give details of the two-grid variant of our al-
gorithm. In doing so, we disuss the set-up and the solve phase separately.
In the set-up phase, the set 

h
is oarsened in suh a way that the
eletri degrees of freedom 

h
E
are in the oarse grid, i.e.,


h
E
 

H
: (7.12)
The magneti degrees of freedom 

h
M
are split into oarse and ne grid
ones denoted by C
h
M
and F
h
M
respetively. The magneti oarse grid 

H
M
is identied with C
h
M
. AMG onstruts this splitting and the magneti
interpolation I
h
H
mapping from 

H
M
to 

h
M
using information ontained in
the real part of the rst diagonal blok of A
h
, i.e. in the real part of
the disrete dierential operator A
h
. The next oarser grid 

H
and the
interpolation operator I
h
H
for the oupled problem an now be introdued.
The set 

H
is dened as follows


H
= 

H
M
[ 

h
E
: (7.13)
This denition implies that the interpolation I
h
H
has the following blok
diagonal form
I
h
H
=

I
h
H
0
0 I

; (7.14)
where the seond diagonal blok denotes the identity on 

h
E
. The symmetry
of A
h
motivates again to dene the restrition I
H
h
as the transpose of the
interpolation. The oarse grid equivalent of A
h
is omputed by a Galerkin
produt, resulting in
A
H
= I
H
h
A
h
I
h
H
=

A
H
B
H
(B
H
)
T
C

; (7.15)
with A
H
= I
H
h
A
h
I
h
H
and
B
H
= I
H
h
B
h
: (7.16)
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In the solve phase, we perform smoothing on the magneti variables only.
Smoothing leaves the eletri variables unhanged. Given a right-hand side
vetor (f
h
; g) and a starting solution (x
h
0
; y
0
) for the linear system (7.1),
smoothing onsists of omputing a modied magneti right-hand side vetor
f
h
= f
h
 B
h
y
0
; (7.17)
and applying Gauss-Seidel smoothing to the system
A
h
x
h
= f
h
: (7.18)
Let x
h
denote the iterand in the eld variables after smoothing. After
smoothing, the ne grid residual is omputed aording to
r
h
1
= f
h
 A
h
x
h
r
h
2
= g   (B
h
)
T
x
h
  C y
0
; (7.19)
and restrited to the oarser grid. The oarse grid orretion is omputed
by solving the linear system with matrix (7.15) by a diret solver.
If the two-grid sheme is applied reursively to solve this oarse grid
system, a multi-grid sheme is obtained. This multigrid sheme an be
applied as a preonditioner for the COCG and SQMR algorithms.
7.6 Numerial Example
In this setion we present some numerial results for the proposed shemes
for eld-iruit oupled problems. As a test ase, we use example prob-
lem EP-4 presented in Setion 3.7.4. We will ompare the blok Jaobi
and generalized AMG shemes with ILU(0) preonditioning applied to the
global matrix A
h
. These three shemes are aelerated by an outer COCG
iteration. In the rst two shemes SAMG with standard oarsening is used
in the set-up phase. In the blok Jaobi algorithm the A
h
linear system is
solved approximately by applying just one V (1; 1) yle. In the generalized
AMG algorithm` V (1; 1) yling on the oupled system is performed.
Details on the implementation of the blok Jaobi and generalized AMG
shemes are given in Chapter 8. The blok Jaobi sheme was implemented
using the level 1 SAMG-PETS interfae desribed in Setion 8.2. The multi-
grid yling is arried out in real arithmeti by SAMG. The matrix C is LU
fatored by PETS prior to the iteration. The generalized AMG sheme was
implemented as an extension of the level 2 SAMG-PETS interfae desribed
in Setion 8.3. This in partiular implies that multigrid yling in the gen-
eralized AMG sheme is performed in omplex arithmeti by PETS. The
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matrix A
H
on the oarsest level is assembled and LU fatored prior to the
iteration.
The blok Jaobi and generalized AMG shemes dier in omputational
omplexity by the matrix-vetor multipliation involving the matrix B
H
on
all oarser levels required in (7.17) and (7.19). Numerial results in example
problem EP-4 have shown that the operation (7.16) introdues ll-in the
matrix B
H
is suh a way that the matries B
H
beome dense quikly on
the oarser levels. In an eÆient implementation of the generalized AMG
sheme, it is very important to that this fat into aount. In delaring
the matries B
H
as dense in PETS one avoids the time-onsuming repeated
alls to memory alloation routines in onstruting the matrix. In dening
the matrix as dense, PETS furthermore alls BLAS routines for the matrix-
vetor multipliation.
In Table 7.1 we listed the number of blok Jaobi, generalized AMG
and ILU(0) preonditioned COCG steps as a funtion of the number of
the adaptive renement step. For the rst two algorithms the number of
iterations is mesh width independent. For the blok Jaobi sheme this
an be explained by analogy with the Shwarz type domain deomposition
algorithms (see e.g. [104, Setion 1.4℄). Table 7.1 also shows that the
generalized AMG sheme is superior to the blok Jaobi sheme in terms of
number of iterations by a fator of about 2.
Adaptive renement step 0 1 2 3
Generalized AMG / COCG 102 91 99 94
Blok Jaobi / COCG 180 189 200 199
ILU(0) / COCG 4455 4361 5117 5858
Table 7.1: Number of iterations of the blok Jaobi, generalized algebrai
multigrid and ILU(0) preonditioned COCG shemes as a funtion of the
adaptive renement step.
In Figure 7.2 the CPU time of the blok Jaobi and ILU(0) preondi-
tioned COCG solvers are ompared. Calulations were arried out on a
SUN/Solaris workstation having an Ultra 2 proessor at 300 MHz and 400
MB of RAM. This gure shows that the blok Jaobi onverges faster than
the ILU(0)/COCG solver and the speedup beomes more pronouned with
inreasing mesh size. On the nest grid onsidered, blok Jaobi speeds
up alulations by a fator of 8. In Figure 7.3 the CPU time of the blok
Jaobi and generalized AMG preonditioned COCG solvers are ompared.
This gure shows that the generalized AMG sheme is even faster to on-
verge than blok Jaobi. On the nest grid the former is faster than the
latter by a fator of 3. Compared with the ILU(0) preonditioner, the use
of AMG results in a speedup on the nest grid by a fator of 24!
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Figure 7.2: CPU time of blok Jaobi and ILU preonditioned COCG
method for omplex symmetri systems versus the number of nite element
grid points in example problem EP-4.
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Figure 7.3: CPU time of blok Jaobi and generalized AMG preonditioned
COCG method for omplex symmetri systems versus the number of nite
element grid points in example problem EP-4.
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Chapter 8
The AMG-PETS interfae
8.1 An Overview of PETS
The Portable, Extensible Toolkit for Sienti Computations (PETS) is a
publi domain software library for solving disretized PDEs. It is objet
oriented in design and implemented in C. We give a short overview of the
pakage. More detailed information an be found in the manual [7℄ and in
the online doumentation [6℄.
The pakage's most basi objets are vetors (Ve) and matries (Mat).
Dierent formats for e.g. sparse, blok-strutured and dense matries are
provided. An example of an elementary operation on these objets is
VeSetValues and MatSetValues. These routines assign a set of values to
spei loations in the orresponding objet. For eÆieny, more advaned
operations use BLAS and LAPACK routines whenever possible. Vetors and
matries an be either real or omplex valued. They an be assigned to a
single proessor or distributed aross several proessors. To support par-
allel omputing, objets in PETS are built on top of the Message Passage
Interfae (MPI) (see e.g. [51℄).
Using these objets as building bloks, the system of linear equations
solver objet (SLES) is implemented. Both diret as well as preondi-
tioned Krylov subspae methods are available. The Krylov subspae objet
(KSP) aommodates a large suite of Krylov subspae solvers, inluding all
those disussed in Chapter 4 exept the SQMR algorithm. Preonditioning
shemes aessible from within the preonditioning objet (PC) inlude ba-
si matrix splitting, inomplete fatorization, multigrid and Shwarz type
domain deomposition algorithms. All linear solvers are aessible through a
uniform interfae, failitating the experimentation with dierent algorithms.
The system of non-linear equations solver (SNES) and the time stepping
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(TS) objet are built on top of the SLES objet. PETS provides support for
the automati proling of oating point and memory usage and for intensive
error heking.
Figure 8.1: An overview of the PETS library.
8.2 Level 1 AMG-PETS Interfae
The extensibility of PETS allows users to easily add new objets to the
pakage. For example, new preonditioners an be dened. In developing
an interfae between AMG and PETS, we started by making AMG available
as a preonditioner from within PETS. We will all this interfae the level 1
AMG-PETS interfae. We implemented this interfae for AMG1R5 and SAMG,
and in the ase of SAMG for both stationary and time-harmoni problems.
The denition of a preonditioner in PETS is broken up into four stages.
In PCCreate required data strutures are reated. These data strutures are
destroyed in PCDestroy when no longer required. In PCSetUp, operators de-
ning the preondioner are omputed before the Krylov iteration starts. In
eah Krylov iteration step, the preonditioner is applied by alling PCApply.
In the level 1 interfae, we implemented these four steps for AMG. In
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PCSetUp the setup phase of AMG is alled. In PCApply, AMG yling is
performed.
The level 1 interfae makes it possible to aelerate AMG by the Krylov
subspae solvers available in PETS. In aelerating AMG by the CG al-
gorithm, the Ritz values an easily be extrated. The level 1 interfae
allowed us to implement the blok-preonditioning strategies desribed in
Setion 7.3.
8.3 Level 2 AMG-PETS Interfae
In the level 1 interfae, the multigrid yling is performed by AMG. In
order to obtain a more exible environment in whih we ould adapt the
yling to our needs, we extended the level 1 to the level 2 interfae. In
the latter yling is performed by objets in PETS. This interfae was only
implemented for SAMG for both stationary and time-harmoni problems.
The multigrid objets in PETS provide an abstrat algebrai framework
for multigrid yling. Their implementation is independent of any know-
ledge about the geometry or the disretization of the dierential problem.
They require as input a sequene of oarser grid matries, restrition and
interpolation matries along with the neessary vetors. This information
an be provided by the set-up phase of AMG. In this perspetive it is natural
to interfae AMG with the multigrid objets in PETS.
In the level 2 interfae, PETS passes the ne grid matrix to the AMG
setup phase by alling PCSetUp. AMG omputes the C=F splitting, the
interpolation and oarse grid matries on all levels. These operators are
fethed from AMG ommon bloks and stored into PETS matries. These
matries are passed to the multigrid objets to perform the yling.
The level 2 interfae has all the funtionality of the level 1 interfae. The
level 2 interfae oers the additional advantage of having the oarser grid
and intergrid transfer matries available as PETS matries. The non-zero
struture of these matries for example an therefore easily be visualized.
The ode for the level 1 interfae with RAMG1R5 is available to other
PETS users as it was inorporated into the pakage. The ode for the level
1 and level 2 interfae with SAMG will be made available in the future.
8.4 Extension of the Level 2 AMG-PETS In-
terfae for Field-Ciruit Coupled Problems
The level 2 interfae provides a framework to implement the generalized
multigrid algorithm for eld-iruit oupled problems desribed in Setion
7.5. We will give some details of the implementation.
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The ne grid matrix A
h
dened in (7.2) is stored in terms of the bloks
A
h
, B
h
and C. Passing only A
h
to the AMG setup routine by alling
PCSetUp an therefore easily be done. After the setup, the oarse grid and
interpolation operators A
H
and I
H
h
are made available as PETS matries.
The oupling matries B
H
on the oarser levels are omputed by a matrix-
matrix multipliation involving the transpose of I
H
h
and B
h
. The eletrial
iruit matrix and the disretized PDE and oupling terms on all oarser
levels are then passed to the solve phase for multigrid yling.
In the PETS multigrid framework we added a routine for the yling on
the oupled problem. This routine is an extension of the routine for standard
yling and is given below. This routine alls three routines that are parti-
ular for eld-iruit oupled problems. The routine MGFCUpdateRhs updates
the right-hand side vetor for the eld variables aording to (7.17). The
routine MGFCCalulateResidual omputes the residual in the eld variables
and the eletri variables aording to (7.19). The routine MGFCCoarsestGridSolve
does the diret linear solve involving the matrix (7.15) on the oarsest level.
It is assembled from its bloks A
H
, B
H
and C and LU fatored prior to the
multigrid iteration.
int MGFieldCiruitCyle_Private(MG *mglevels)
{
MG mg = *mglevels;
int levels = mg->levels;
int yles = mg->yles,ierr,its;
double rnorm;
Salar zero = 0.0, done = 1.0, dminone = -1.0;
Ve r;
PetsFuntionBegin;
if (!mg->level) {
/*..do solve on oarsest grid..*/
ierr = MGFCCoarsestGridSolve(mg); CHKERRQ(ierr);
} else {
while (yles--) {
/*..update rhs vetor in x-variables..*/
ierr = MGFCUpdateRhs(mg); CHKERRQ(ierr);
/*..do pre-smoothing..*/
ierr = SLESSolve(mg->smoothd,mg->upd_b,mg->x,&its);
CHKERRQ(ierr);
/*..ompute residual in both x and y variables..*/
ierr = MGFCCalulateResidual(mg);
/*..restrit x-residual and store restrited residual into
rhs of next oarser grid....*/
ierr = MatRestrit(mg->restrt,mg->r,mg->b);CHKERRQ(ierr);
/*..set start solution for error orretion eqns. in x..*/
ierr = VeSet(&zero,mg->x);CHKERRQ(ierr);
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/*..opy fine grid y-residual into rhs of next oarser grid..*/
ierr = VeCopy(mg->r_y, mg->b_y); CHKERRQ(ierr);
/*..set start solution for error orretion eqns. in y..*/
ierr = VeSet(&zero,mg->y);CHKERRQ(ierr);
/*..reursive all to next oarser grid..*/
ierr = MGFieldCiruitCyle_Private(mglevels-1);CHKERRQ(ierr);
/*..interpolate and add orretion in x..*/
ierr = MatInterpolateAdd(mg->interpolate,mg->x,mg->x,mg->x);
CHKERRQ(ierr);
/*..add orretion in y, i.e. overwrite y with y + e_y..*/
ierr = VeAXPY(&done, mg->y, mg->y); CHKERRQ(ierr);
/*..update rhs vetor in x-variables..*/
ierr = MGFCUpdateRhs(mg); CHKERRQ(ierr);
/*..do post-smooting..*/
ierr = SLESSolve(mg->smoothu,mg->upd_b,mg->x,&its);
CHKERRQ(ierr);
}
}
PetsFuntionReturn(0);
}
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Chapter 9
Conlusions and
Suggestions
for Future Researh
Beato l'uomo he fa del proprio limite la propria forza.
Beato l'uomo he non si ferma, he non si vuole arrendere.
Beato l'uomo he non ha paura di se stesso, della propria
fisiita. Beato l'uomo he sfida on amore il timore
della terrena provvisorieta ariata di ogni tipo di
diversita. Beato l'uomo he riese a sorridere ommunque.
Beato l'uomo totale. Beato l'uomo.
1
9.1 Conlusions
The nite element disretization of time-harmoni models for eletromag-
neti energy transduers yields large systems of algebrai equations. This
thesis showed that AMG tehniques used in ombination with Krylov sub-
spae solvers are eÆient in solving these systems, outperforming by far the
more ommonly used one-level iterative solvers. It also showed that AMG is
not a partiular ode, but instead a general algorithm that an be adapted
to the disretized problem at hand.
In this thesis solving disrete stationary magneti eld models by AMG
was onsidered rst. Afterwards the appliability of AMG was extended
to solving quasi-stationary time-harmoni models without eletrial iruit
relations. Both the aspet of the multigrid iteration as well as the Krylov
1
Mina in La Stampa, a Turin based daily
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aeleration were studied in detail. Finally the AMG algorithm was gener-
alized to solve eld-iruit oupled problems. The generalisation of AMG
for time-harmoni problems was partly developed during a one-month visit
to the German National Center for Information Tehnologies in 1998. The
ode for the oupled problems was suesfully optimized in terms of CPU-
time usage during a one-month visit to Argonne National Laboratory, USA,
in 2001. The solvers developed in this thesis were inorporated in a simu-
lation pakage in suh a way as to allow their use in omputing models of
industrial relevane.
In solving disrete stationary magneti eld problems without anti-periodi
boundary onditions, RAMG and its suessor SAMG an be used as a blak-box
solver. For both odes the multigrid property that the number of iterations
required for onvergene remains bounded as the problem size inreases was
veried. Compared with an SSOR preonditioned CG algorithm, the use
of the AMG odes as a solver results in a redution of required CPU-time.
The amount of gain in CPU-time grows with the problem size. Using the
AMG odes as a preonditioner for the CG algorithm further enhanes their
robustness and speed. In the omputation of a permanent magnet mahine
for example, the use of RAMG as solver and as preonditioner for a problem
of about 175.000 unknowns, results in a speedup of a fator of 7,5 and 15
respetively. SAMG is even faster and requires less memory than RAMG. Com-
pared with the SSOR preondioned CG algorithm, SAMG used as a solver and
as a preonditioner delivers a speedup of a fator of 15 and 21 respetively.
The disretization of problems with anti-periodi boundary onditions
yields oeÆient matries with large positive o-diagonal entries. RAMG fails
to take these positive onnetions properly into aount, ausing the on-
vergene of RAMG used as a solver to be hampered by a few outliers in the
spetrum of the iteration matrix. These outliers an easily be aptured by
an outer CG iteration, and the onvergene of RAMG used as a preonditioner
is mesh-width independent as before. In SAMG the positive onnetions are
properly taken into aount in the onstrution of the interpolation.
The appliation of AMG was extended to solving disrete time-harmoni
problems by providing only the real part of the ne level system matrix as
input for the onstrution of the oarser grid and the interpolation. Given
real-valued intergrid operators, the Galerkin produt yields omplex oarser
grid matries with similar struture and properties as the ne grid matrix.
In the yling phase, smoothing is performed based upon a splitting of
omplex-valued oeÆient matries. This algorithm was implemented in a
system version of SAMG and aelerated by a Krylov subspae method for
non-hermitian matries. In the omputation of an indution mahine, the
SAMG ode used as a preonditioner on a mesh of almost 80.000 nodes was 6
times faster than an ILU preonditioned CG solver for omplex symmetri
matries.
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The generalization of AMG for solving time-harmoni eld-iruit oupled
problems relied on the 2  2 blok struture of the oeÆient matrix. In
the generalized algorithm, the setup phase operates on the disretized PDE
blok of the matrix only. The eletrial iruit and the oupling terms are
taken into aount in the yling phase. In the omputation of an indu-
tion mahine, the use of the generalized AMG algorithm on a problem with
about 60.000 eld equations and 250 iruit equations resulted in a speedup
of a fator of 24 ompared with an ILU preonditioned CG solver.
For the implementation of the generalized AMG algorithm for eld-
iruit oupled systems, an interfae was developed that allows to all the
AMG odes from within the widely used software pakage PETS. PETS's
multigrid omponents were extended. The AMG-PETS interfae is suh
that PETS alls the AMG setup phase and that PETS performs multi-
grid yling on the hierarhy of oarser levels onstruted by AMG. The
multigrid yling an be aelerated by the Krylov subspae solvers avail-
able in PETS. This interfae was inorporated in Olympos. The oupling
with Olympos generalizes previously developed interfaes between the AMG
odes and Olympos, and between PETS and Olympos.
9.2 Suggestions for Future Researh
Optimization of the Non-Linear Solvers
In this thesis, the individual linearization steps in non-linear problems were
solved to full auray. One an save in omputational ost in the indi-
vidual linear steps by imposing less stringent stopping riteria. The pos-
sible expense of this approah is a possible slowdown of the outer non-linear
iteration. In Example Problem EP-1 for example more Newton steps are
required if one solves eah linear step approximately by applying only one
AMG yle. In inexat Newton methods [32, 33℄ one tries to balane the
omputational ost of the inner linear solves with the number of outer non-
linear iterations. One strategy is to relate the auray of the linear solve
with the norm of the non-linear residual. Another one is to avoid having to
run the AMG setup phase in eah linear solve by using the same multigrid
hierarhy in several onseutive linear solves. The non-linear iteration an
possibly be aelerated further by onsidering more advaned tehniques to
reah the region in whih the non-linear iteration is guaranteed to onverge.
As mentioned in Setion 3.4.4, non-linear time-harmoni problems were
solved by a Suessive Substitution iteration in this thesis. This iteration
onverges linearly for initial guesses suÆiently lose to the solution. This
iteration an be aelerated by replaing it with Newton's method that
onverges quadratially loally. To obtain a globally onvergent method,
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suitable damping tehniques need to be inorporated. Replaing the Su-
essive Substitution iteration with Newton's method requires developing
fast solvers for the real non-symmetri systems derived in [68℄.
Optimization of the Time-Harmoni Solver
The drawbaks of solving time-harmoni systems using an AMG ode that
is unaware of the omplex symmetri nature of the problem were mentioned
in Setion 6.8.2. These drawbaks an be resolved by developing a ode that
onstruts the C=F splitting and the interpolation operator using a salar
AMG ode and that provides a routine for the omputation of the Galerkin
produt involving real intergrid operators and a omplex ne grid operator.
For these future developments, the level 2 AMG-PETS interfae an be used
as a starting point. This interfae needs to be extended with an eÆient
PETS routine for the matrix-matrix multipliation. Suh a routine is hard
to develop in the general ase that the individual fators are sattered over
several proesses. One an therefore restrit oneself to the sequential ase
rst.
Optimization of the Field-Ciruit Coupled Solver
A proling of the generalized AMG ode for eld-iruit oupled problems
has shown that in the numerial example of Setion 7.6 more than 70 %
of the CPU-time required in the set-up phase is spent in omputing the
oupling terms B
H
on the oarser grids. This points to the need of having
a more eÆient matrix-matrix multiply available than the one implemen-
ted in this work. We did not investigate how using SAMG with aggressive
oarsening aets the memory requirements and the speed of onvergene
of the algorithm. The generalized AMG algorithm developed in Setion 7.5
does not inlude any smoothing on the iruit variables. Smoothing on these
variables an be done for example by solving the iruit equations with a
diret solver after eah smoothing step on the eld variables. Further re-
searh in neessary to investigate how the inlusion of this smoother aets
overall onvergene speed.
Transient Problems
The disretization of transient eld-iruit problems leads to real symmetri
matries that have the same struture as in the time-harmoni ase. For
these systems, the generalized AMG algorithm an be applied with little
implementation eort. One should investigate the interation of the indi-
vidual linear solves with the outer time-stepping loop. It might be possible
to save CPU time by solving the rst time-steps inaurately or by freezing
the AMG setup for several steps as suggested for non-linear outer iterations.
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In [76℄ it was laimed that the transient omputation of indution mahines
is not pratially feasible due to the large amount of CPU time spent in
one-level iterative linear system solvers. It would be interesting to see how
the results of [76℄ would hange by using the generalized AMG solver for
real-valued eld-iruit oupled systems.
Multi-Harmoni Problems
Multiharmoni formulations are typially disretized by the Harmoni Bal-
ane Finite Element Method [122, 123℄. Krylov subspae methods for solv-
ing the resulting linear systems in omplex arithmeti are proposed in [27℄.
One ould investigate whether it is possible to onstrut multilevel preon-
ditioners for these systems by a generalization of the approah for single
frequeny systems.
Multi-Physis Problems
In other extensions of this thesis, one ould look into iterative solvers for
the multi-physis problems in Olympos. Coupled thermal-magneti and
oupled strutural mehanis-magneti problems are onsidered in [35℄ and
[31℄ respetively. For suh problems one ould study the reuse of AMG
by inorporating it in blok-preonditioning tehniques or by onsidering
system variants.
Redesign of Olympos using PETS
In this thesis Olympos and PETS are interfaed at the level of the linear solve
only. After the onstrution of the mesh, the linear system is assembled and
stored in Olympos data strutures. For the linear solve using PETS's SLES
objet, these data strutures are opied into PETS data strutures. This
opying entails a doubling of the required memory. The linearization of
non-linear problems and the time-stepping of transient problems is handled
by Olympos. In the urrent interfae, PETS never sees a non-linear or time-
dependent problem.
A redesign in whih the pakage uses PETS as building bloks is strongly
reommended. In this design, Olympos beomes an appliation ode in the
top layer of abstration in Figure 8.1. PETS matries and vetors are the
only data strutures used to store the linear system, avoiding the afore men-
tioned inrease in memory requirements. All preonditioners, Krylov sub-
spae methods and interfaes to external pakages are immediately available
to Olympos. From this, Shwarz type domain deomposition algorithms an
be implemented on subdomains generated by METIS [63℄ for example. The
Newton linearization an be performed by PETS's SNES objet, providing
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a framework to experiment with Newton's method for time-harmoni pro-
blems and with inexat Newton methods. Time-stepping an be performed
by using the TS objet.
Extension of the AMG-PETS Interfae
In further the development of the AMG-PETS interfae, it would be in-
teresting to add the possibility to visualize the C=F splitting onstruted
by SAMG. This requires fething even more information from SAMG's data
strutures than urrently implemented. More advaned generalizations in-
lude the development of the interfae for systems of oupled PDEs and for
parallel omputations.
Extensions to 3D
The extension of Olympos for solving three-dimensional models requires a
redesign of the whole pakage, inluding the tools for pre- and post pro-
essing, the mesh generation and the assembly and solve of the linear sys-
tems. For the disretization of the double url equations derived in Setion
2.4 and Setion 2.5 so-alled edge nite element disretizations are appro-
priate. These nite elements were rst introdued in an abstrat setting
in [81, 82℄ and were later found to be attrative in omputational eletro-
magnetism ( see e.g. [12, 11℄ and referenes therein)`. In edge elements the
degrees of freedom are assoiated to the edges or faets of the elements in
the triangulation instead of to nodes. One of the virtues of edge elements
is that they assure appropriate ontinuity onditions of the approximated
vetor eld aros the interfae between two elements. As in 3D the size
of the models is larger than in 2D, the need for fast solvers in 3D is even
more urgent than in 2D. Multigrid algorithms for solving disrete edge ele-
ment linear systems were developed in [1, 59℄. These methods treat the
nullspae of the url operator and its omplement seperately. They rely on
edge elements to build a disrete representation of the nullspae. An algeb-
rai variant of these methods was developed in [92℄. Domain deomposition
algorithms for edge element disretizations were studied in e.g. [110℄.
9.3 Sienti Output of this Work
This work has led to 5 papers in international journals, 2 publiations in
onferene proeedinds, 3 posters presented during onferenes and 13 talks.
For eah of these atagories, this sienti output is detailed in this setion.
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Papers in International Journals
 R. Mertens, H. De Gersem, K. Hameyer, R. Belmans, D. Lahaye,
S. Vandewalle, D. Roose, An Algebrai Multigrid Method for Solving
Very Large Eletromagneti Systems, IEEE Trans. on Magn. Vol.34
5 pp. 3327-3330 (1998).
 H. De Gersem, D. Lahaye, S. Vandewalle and K. Hameyer, Compar-
ison of Quasi Minimal Residual and Bi-Conjugate Gradient Iterative
Methods for Solving the Complex Symmetri Systems of Time Har-
moni Magneti Problems Compel Vol.18 3 pp. 298-310 (1999).
 D. Lahaye, H. De Gersem, S. Vandewalle and K. Hameyer, Algebrai
Multigrid for Complex Symmetri Systems, IEEE Trans. on Magn.
Vol.36 4 pp. 1535-1538 (2000).
 H. De Gersem, D. Lahaye, R. Mertens, S. Vandewalle and K. Hameyer,
Solution Strategies for Transient, Field-Ciruit Coupled Systems, IEEE
Trans. on Magn. Vol.36 4 pp. 1531-1534 (2000).
 D. Lahaye, S. Vandewalle and K. Hameyer, An Algebrai Multilevel
Preonditioner for Field-Ciruit Coupled Problems, to appear in IEEE
Trans. on Magn. in Marh 2002.
Publiations in Conferene Proeedings
 H. De Gersem, D. Lahaye, S. Vandewalle and K. Hameyer, Compar-
ison of Quasi Minimal Residual and Bi-Conjugate Gradient Iterative
Methods for Solving the Complex Symmetri Systems of Time Har-
moni Magneti Problems Eight International IGTE Symposium on
Numerial Field Calulation in Eletrial Engineering, September 21-
23 1999, Graz, Austria, pp. 33.
 H. De Gersem, D. Lahaye, R. Mertens, S. Vandewalle and K. Hameyer,
Solution Strategies for the Hybrid Systems Arising from Field-Ciruit
Coupled Eletromagneti Models, International Conferene on Preon-
ditioning Tehniques for Large Sparse Matrix Problems in Industrial
Appliations, June 10-12, 1999, Minneapolis, USA, pp 55-61.
Posters Presented during Conferenes
 An Algebrai Multigrid Method for Solving Very Large Eletromagneti
Systems, Eleventh Conferene on the Computation of Eletromagneti
Fields, November 2-6, 1997, Rio de Janeiro, Brazil.
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 Algebrai Multigrid for Complex Symmetri Systems, Twelfth Confer-
ene on the Computation of Eletromagneti Fields, Otober 25-28,
1999, Sapporo, Japan.
 An Algebrai Multilevel Preonditioner for Field-Ciruit Coupled Pro-
blems, Thirteenth Conferene on the Computation of Eletromagneti
Fields, July 2-5, 2001, Evian, Frane.
Talks
 Coupling the Finite and Spetral Element Method in Wave Propaga-
tion Problems, September 24, 1996, Institute of Computational Math-
ematis, Johannes Kepler University Linz, Austria.
 Coupling the Finite and Spetral Element Method in Wave Propaga-
tion Problems, September 27, 1996, Post Graduate Programme Math-
ematis in Industry, Eindhoven University of Tehnology, Eindhoven,
The Netherlands.
 On the Use of Algebrai Multigrid in an Eletromagneti Systems Sim-
ulation Pakage, Ninth Copper Mountain Conferene on Multigrid
Methods, April 11-16, 1999, Copper Mountain, Colorado, USA.
 On the Use of Algebrai Multigrid in an Eletromagneti Systems Sim-
ulation Pakage, Sienti Seminar Series of CRS4, April 6, 1999,
CRS4, Cagliari, Italy.
 On the Use of Algebrai Multigrid in an Eletromagneti Systems Sim-
ulation Pakage, Sixth European Multigrid Conferene, September
27-30, 1999, Ghent, Belgium.
 On the Use of Algebrai Multigrid in an Eletromagneti Simulation
Pakage, February 17, 2001, Department of Computer Siene, K.U.
Leuven.
 Solving Magneti Field - Eletrial Ciruit Coupled systems, Sixth
Copper Mountain Conferene on Iterative Methods, April 3-7, 2000,
Copper Mountain, Colorado, USA.
 Solving Magneti Field - Eletrial Ciruit Coupled systems, Fifth In-
ternational Conferene on Eletri and Magneti Fields, Ghent, Bel-
gium, May 17-19, 2000.
 Using PETS: A Personal View, Marh 15, 2001, Graduate Shool
on Computational Mehanis, Department of Computer Siene, K.U.
Leuven.
 A Multilevel Preonditioner for Field-Ciruit Coupled Problems, Tenth
Copper Mountain Conferene on Multigrid Methods, April 1-6, 2001,
Copper Mountain, Colorado, USA.
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 A Multilevel Preonditioner for Field-Ciruit Coupled Problems, April
10, 2001, Mathemetis and Computer Siene Division, Argonne Na-
tional Laboratory, Illinois, USA.
 Algebrai Multigrid as a Solver and as a Preonditioner in Magneti
Field Computations, June 11, 2001, Fahgebiet Theorie Elektromag-
netisher Felder, Tehnial University Darmstadt, Germany.
 A Multilevel Preonditioner for Field-Ciruit Coupled Problems, Oto-
ber 29, 2001, Center for Advaned Studies, Researh and Development
in Sardegna (CRS4), Cagliari, Italy.
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