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AN IWAHORI-MATSUMOTO PRESENTATION OF AFFINE
YOKONUMA-HECKE ALGEBRAS
WEIDENG CUI
Dedicated to Professor George Lusztig on his seventieth birthday
Abstract. We first present an Iwahori-Matsumoto presentation of affine Yokonuma-
Hecke algebras Ŷr,n(q) to give a new proof of the fact, which was previously proved
by Chlouveraki and Se´cherre, that Ŷr,n(q) is a particular case of the pro-p-Iwahori-
Hecke algebras defined by Vigne´ras; meanwhile, we give one application. Using the new
presentation, we then give a third presentation of Ŷr,n(q), from which we immediately
get an unexpected result, that is, the extended affine Hecke algebra of type A is a
subalgebra of the affine Yokonuma-Hecke algebra.
1. Introduction
1.1. Affine Hecke algebras Ĥn(q) were introduced by Iwahori and Matsumoto in [IM], in
which they constructed an isomorphism between the convolution algebra C[I\G(Qp)/I]
of I-bi-invariant compactly supported functions on G(Qp) and the specialization algebra
Ĥn(q)|q=p, where I is an Iwahori subgroup of G(Qp). Later on, Bernstein found a totally
different presentation of Ĥn(q) in terms of an alternative set of generators and relations,
which is a q-analogue of the presentation of the extended affine Weyl group, as a semi-
direct product of the finite Weyl group and a lattice of translations. The representation
theory of affine Hecke algebras is very important, and has been studied extensively over
the past few decades; see [KL, CG, Xi] and so on.
1.2. When considering the convolution algebra C[I(1)\GLn(F )/I(1)] of compactly sup-
ported functions on GLn(F ), where F is a local non-Archimedean field and I(1) is the
pro-p-radical of an Iwahori subgroup, Vigne´ras [Vi1] introduced the pro-p-Iwahori-Hecke
algebras. In a recent series of papers [Vi2-4], Vigne´ras defined and studied the pro-p-
Iwahori-Hecke algebras associated to p-adic reductive groups of arbitrary type. In partic-
ular, she gave the Iwahori-Matsumoto presentation and Bernstein presentation of them,
described their centers, and classified their supersingular simple modules among other
things. Pro-p-Iwahori-Hecke algebras play an important role in the study of mod-p rep-
resentations of p-adic reductive groups.
1.3. Yokonuma-Hecke algebras were introduced by Yokonuma [Yo] as a centralizer al-
gebra associated to the permutation representation of a finite Chevalley group G with
respect to a maximal unipotent subgroup of G. In order to study the representations of
Yokonuma-Hecke algebras, Chlouveraki and Poulain d’Andecy [ChPA] defined and stud-
ied affine Yokonuma-Hecke algebras Ŷr,n(q). When q
2 is a power of a prime number p and
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r = q2−1, one can verify that Ŷr,n(q) is isomorphic to the specialized pro-p-Iwahori-Hecke
algebra associated to GLn(F ). Later on, Chlouveraki and Se´cherre [ChS] proved that the
affine Yokonuma-Hecke algebra is a particular case of the pro-p-Iwahori-Hecke algebras
by using their Bernstein presentations.
In [CW], we gave the classification of the simple Ŷr,n(q)-modules as well as the classi-
fication of the simple modules of the cyclotomic Yokonuma-Hecke algebras over an alge-
braically closed field K of characteristic p such that p does not divide r. Moreover, We
[C1] and also Poulain d’Andecy [PA] proved that the affine Yokonuma-Hecke algebra is in
fact isomorphic to a direct sum of matrix algebras over tensor products of extended affine
Hecke algebras of type A. Recently, we [C2] established an explicit categorical equiva-
lence between affine Yokonuma-Hecke algebras and quiver Hecke algebras associated to
disjoint copies of quivers of (affine) type A, generalizing Rouquier’s categorical equivalence
theorem.
1.4. In order to give a Frobenius type formula for the characters of Ariki-Koike algebras,
Shoji [S] first defined a variation of the Ariki-Koike algebra, called the modified Ariki-
Koike algebra in [SS], as a way of approximating the usual Ariki-Koike algebra. In general
the two algebras are not isomorphic, but they are isomorphic if a certain separation condi-
tion holds. Later on, Espinoza and Ryom-Hansen [ER] proved that the Yokonuma-Hecke
algebra is isomorphic to the modified Ariki-Koike algebra. Thus, they gave a new proof
of the isomorphism theorem for Yokonuma-Hecke algebras, previously proved by Lusztig
[Lu2] and also by Jacon-Poulain d’Andecy [JaPA], by using the isomorphism theorem
for modified Ariki-Koike algebras established by Sawada-Shoji [SS] and independently by
Hu-Stoll [HS].
1.5. In this paper, in Section 2, we first present an Iwahori-Matsumoto presentation
of affine Yokonuma-Hecke algebras Ŷr,n(q) to give a new proof of the fact, which was
previously proved by Chlouveraki and Se´cherre, that Ŷr,n(q) is a particular case of the
pro-p-Iwahori-Hecke algebras defined by Vigne´ras; meanwhile, we develop one application,
that is, we follow Jacon-Poulain d’Andecy’s approach in [JaPA] to give a new proof of
the isomorphism theorem for affine Yokonuma-Hecke algebras. In Section 3, we then
introduce a third presentation of the affine Yokonuma-Hecke algebra using its Iwahori-
Matsumoto presentation, from which we immediately obtain an unexpected result, that is,
the extended affine Hecke algebra of type A is a subalgebra of the affine Yokonuma-Hecke
algebra.
This is the first paper of a series. In two papers [C3] and [C4] which will come very
soon, we shall define and study two types of affine Yokonuma-Schur algebras associated to
the two presentations of affine Yokonuma-Hecke algebras given in this paper; for example,
we shall define the standard bases and canonical bases of them and classify the simple
modules of them among other things.
2. An Iwahori-Matsumoto presentation of Ŷr,n(q)
2.1. Affine Yokonuma-Hecke algebras. Let r, n ∈ N, r, n ≥ 1. Let q be an indetermi-
nate and let R = Z[1r ][q, q
−1].
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Definition 2.1. The affine Yokonuma-Hecke algebra, denoted by Ŷr,n = Ŷr,n(q), is an
R-associative algebra generated by the elements t¯1, . . . , t¯n, g1, . . . , gn−1,X
±1
1 , in which the
generators t¯1, . . . , t¯n, g1, . . . , gn−1 satisfy the following relations:
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2; (2.1)
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2; (2.2)
t¯it¯j = t¯j t¯i for all i, j = 1, . . . , n; (2.3)
git¯j = t¯si(j)gi for all i = 1, . . . , n− 1 and j = 1, . . . , n; (2.4)
t¯ri = 1 for all i = 1, . . . , n; (2.5)
g2i = 1 + (q − q
−1)e¯igi for all i = 1, . . . , n − 1; (2.6)
where si is the transposition (i, i + 1), and for each 1 ≤ i ≤ n− 1,
e¯i :=
1
r
r−1∑
s=0
t¯si t¯
−s
i+1,
together with the following relations concerning the generators X±11 :
X1X
−1
1 = X
−1
1 X1 = 1; (2.7)
g1X1g1X1 = X1g1X1g1; (2.8)
giX1 = X1gi for all i = 2, . . . , n− 1; (2.9)
t¯jX1 = X1t¯j for all j = 1, . . . , n. (2.10)
By definition, we see that the elements e¯i’s are idempotents in Ŷr,n, and the elements
gi’s are invertible with the inverse given by
g−1i = gi − (q − q
−1)e¯i for all i = 1, . . . , n− 1. (2.11)
For each w ∈ Sn, let w = si1 · · · sir be a reduced expression of w. By Matsumoto’s
lemma, the element gw := gi1gi2 · · · gir does not depend on the choice of the reduced
expression of w.
Let i, k ∈ {1, 2, . . . , n} and set
e¯i,k :=
1
r
r−1∑
s=0
t¯si t¯
−s
k . (2.12)
Note that e¯i,i = 1, e¯i,k = e¯k,i, and that e¯i,i+1 = e¯i. It can be easily checked that the
following holds:
gie¯j,k = e¯si(j),si(k)gi for i = 1, . . . , n− 1 and j, k = 1, . . . , n. (2.13)
In particular, we have gie¯i = e¯igi for all i = 1, . . . , n− 1.
We define the elements X2, . . . ,Xn in Ŷr,n by induction:
Xi+1 := giXigi for i = 1, . . . , n− 1. (2.14)
Then it is proved in [ChPA, Lemma 1] that we have, for any 1 ≤ i ≤ n− 1,
giXj = Xjgi for j = 1, 2, . . . , n such that j 6= i, i+ 1. (2.15)
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Moreover, by [ChPA, Proposition 1], we have that the elements t¯1, . . . , t¯n,X1, . . . ,Xn form
a commutative family, that is,
xy = yx for any x, y ∈ {t¯1, . . . , t¯n,X1, . . . ,Xn}. (2.16)
2.2. An Iwahori-Matsumoto presentation. Let Ŵ be the extended affine Weyl group
of type A, which is generated by ρ, si, 0 ≤ i ≤ n− 1 satisfying the relations:
s2i = 1, sisj = sjsi if i− j 6≡ ±1 (mod n); (2.17)
ρsi = si−1ρ, sisi+1si = si+1sisi+1 for 0 ≤ i ≤ n− 1, (2.18)
where i ∈ {0, 1, . . . , n− 1} with i ≡ i (mod n).
Set X := Zn, which is identified with a free abelian group generated by X1, . . . ,Xn
such that each element of X can be written in the form Xλ := Xλ11 · · ·X
λn
n for λ =
(λ1, . . . , λn) ∈ Z
n. The following lemma is well-known.
Lemma 2.2. We have an isomorphism of groups Ŵ ∼= X⋊Sn, which is given by
si 7→ si for 1 ≤ i ≤ n− 1,
s0 7→ sn−1 · · · s2s1s2 · · · sn−1X1X
−1
n , (2.19)
ρ 7→ sn−1 · · · s1X1.
Its inverse sends X1 to s1 · · · sn−1ρ and si to si for 1 ≤ i ≤ n− 1.
Let T = (Z/rZ)n, which is a commutative group generated by t¯1, . . . , t¯n with relations:
t¯it¯j = t¯j t¯i for all i, j = 1, 2, . . . , n,
t¯ri = 1 for all i = 1, 2, . . . , n.
We can write each element of T as t¯β = t¯β11 · · · t¯
βn
n for β = (β1, . . . , βn) with each 0 ≤ βi ≤
r− 1. We consider the semi-direct product W˜r,n := (T×X)⋊Sn, in which every element
can be written as t¯βXλσ. Note that t¯β and Xλ commute with each other.
We also define a group Ŵr,n, which is generated by tj, 1 ≤ j ≤ n, ρ, si, 0 ≤ i ≤ n− 1
satisfying the following relations:
s2i = 1, sisj = sjsi if i− j 6≡ ±1 (mod n); (2.20)
ρsi = si−1ρ, sisi+1si = si+1sisi+1 for 0 ≤ i ≤ n− 1; (2.21)
tri = 1, titj = tjti for 1 ≤ i, j ≤ n; (2.22)
sitj = tsi(j)si ρtj = tj−1ρ for 1 ≤ i ≤ n− 1, (2.23)
where we set t0 := tn.
By generalizing Lemma 2.2, we can easily get the following result.
Lemma 2.3. We have an isomorphism of groups Ŵr,n ∼= W˜r,n.
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Definition 2.4. We define an R-associative algebra Ĥaffr,n generated by the elements
t1, . . . , tn, Ts0 , . . . , Tsn−1 , T
±1
ρ with the following relations:
tri = 1 for all 1 ≤ i ≤ n; (2.24)
titj = tjti for all 1 ≤ i, j ≤ n; (2.25)
Tsitj = tsi(j)Tsi for all 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n; (2.26)
Tρtj = tj−1Tρ for all 1 ≤ j ≤ n; (2.27)
TρTsi = Tsi−1Tρ for all 0 ≤ i ≤ n− 1; (2.28)
TsiTsj = TsjTsi if i− j 6≡ ±1 (mod n); (2.29)
TsiTsi+1Tsi = Tsi+1TsiTsi+1 if 0 ≤ i ≤ n− 1 and n ≥ 3; (2.30)
T 2si = 1 + (q − q
−1)eiTsi for all 0 ≤ i ≤ n− 1; (2.31)
TρT
−1
ρ = T
−1
ρ Tρ = 1, (2.32)
where t0 := tn and for each 0 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1.
We now state the main result of this section, which can be regarded as a generalization
of the isomorphism theorem between the Iwahori-Matsumoto presentation and Bernstein
presentation of an extended affine Hecke algebra of type A.
Theorem 2.5. We have an R-algebra isomorphism Φ : Ĥaffr,n → Ŷr,n given by
Φ :
tj 7−→ t¯j for 1 ≤ j ≤ n,
Tsi 7−→ gi for 1 ≤ i ≤ n− 1,
Ts0 7−→ X
−1
1 Xn(gn−1 · · · g2g1g2 · · · gn−1)
−1,
Tρ 7−→ gn−1 · · · g1X1,
T−1ρ 7−→ X
−1
1 g
−1
1 · · · g
−1
n−1
with the inverse Ψ : Ŷr,n → Ĥ
aff
r,n defined by
Ψ :
t¯j 7−→ tj for 1 ≤ j ≤ n,
gi 7−→ Tsi for 1 ≤ i ≤ n− 1,
X1 7−→ T
−1
s1 · · · T
−1
sn−1Tρ,
X−11 7−→ T
−1
ρ Tsn−1 · · ·Ts1 .
Proof. We extend Φ and Ψ defined on the generators to algebra homomorphisms. We
need to show that Φ and Ψ preserve the defining relations of Ĥaffr,n and Ŷr,n, respectively.
By (2.3)-(2.5), it is obvious that Φ preserves (2.24)-(2.26).
To show that Φ preserves (2.27), it suffices to prove that gn−1 · · · g1X1t¯j = t¯j−1gn−1 · · · g1X1
for 1 ≤ j ≤ n, where we set t¯0 := t¯n. It easily follows from (2.4) and (2.16).
To show that Φ preserves (2.28), it suffices to prove that
gn−1 · · · g1X1 · Φ(Tsi) = Φ(Tsi−1) · gn−1 · · · g1X1 for 0 ≤ i ≤ n− 1. (2.33)
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Note that
Φ(Ts0) = X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1
= X−11 gn−1 · · · g2g1X1g
−1
2 · · · g
−1
n−1
= X−11 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1. (2.34)
For i = 0, in order to show (2.33), it suffices to prove
gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1 = g
−1
1 g
−1
2 · · · g
−1
n−2gn−1 · · · g2g1. (2.35)
By gi+1gig
−1
i+1 = g
−1
i gi+1gi for 1 ≤ i ≤ n− 2, we have
gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1 = gn−1 · · · g3g
−1
1 g2g1g
−1
3 · · · g
−1
n−1
= g−11 gn−1 · · · g4g
−1
2 g3g2g
−1
4 · · · g
−1
n−1g1
= · · · · · ·
= g−11 g
−1
2 · · · g
−1
n−2gn−1 · · · g2g1.
For i = 1, in order to show (2.33), it suffices to prove
gn−1 · · · g2g1X1g1X
−1
1 g
−1
1 · · · g
−1
n−1 = X
−1
1 gn−1 · · · g2g1X1g
−1
2 · · · g
−1
n−1, (2.36)
which follows from (2.15) and the commutativity of g1X1g1 and X
−1
1 .
For 2 ≤ i ≤ n− 1, in order to show (2.33), it suffices to prove
gn−1 · · · g2g1X1gi = gi−1gn−1 · · · g2g1X1. (2.37)
Note that
g−1i−1gn−1 · · · g2g1X1gi = gn−1 · · · gi+1g
−1
i−1gigi−1gi−2 · · · g1X1gi
= gn−1 · · · gi+1gigi−1g
−1
i gi−2 · · · g1X1gi
= gn−1 · · · gi+1gigi−1gi−2 · · · g1g
−1
i X1gi
= gn−1 · · · g2g1X1.
We see that (2.37) holds.
To show that Φ preserves (2.29), it suffices to prove that Φ(Ts0)Φ(Tsj ) = Φ(Tsj )Φ(Ts0)
for 2 ≤ j ≤ n− 2, which is equivalent to the following identity:
gj ·X
−1
1 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1 = X
−1
1 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1 · gj . (2.38)
Note that
gj ·X
−1
1 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1
=X−11 gn−1 · · · gj+2gjgj+1gjgj−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1
=X−11 gn−1 · · · gj+2gj+1gjgj+1gj−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1
=X−11 gn−1 · · · gj+2gj+1gjgj−1 · · · g2g1g
−1
2 · · · g
−1
j−1gj+1g
−1
j g
−1
j+1g
−1
j+2 · · · g
−1
n−1X1
=X−11 gn−1 · · · g2g1g
−1
2 · · · g
−1
j−1g
−1
j g
−1
j+1gjg
−1
j+2 · · · g
−1
n−1X1
=X−11 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1 · gj .
We see that (2.38) holds.
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To show that Φ preserves (2.30), it suffices to prove that
Φ(Ts1)Φ(Ts0)Φ(Ts1) = Φ(Ts0)Φ(Ts1)Φ(Ts0) (2.39)
and
Φ(Tsn−1)Φ(Ts0)Φ(Tsn−1) = Φ(Ts0)Φ(Tsn−1)Φ(Ts0). (2.40)
We first show that (2.39) holds. We have
Φ(Ts1)Φ(Ts0)Φ(Ts1) = g1 ·X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1 · g1
= g1 ·X
−1
1 Xng
−1
n−1 · · · g
−1
3 g
−1
1 g
−1
2 g
−1
1 g
−1
3 · · · g
−1
n−1 · g1
= g1X
−1
1 Xng
−1
1 · g
−1
n−1 · · · g
−1
3 g
−1
2 g
−1
3 · · · g
−1
n−1, (2.41)
and
Φ(Ts0)Φ(Ts1)Φ(Ts0)
=X−11 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1 · g1 ·X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1
=X−11 Xng
−1
n−1 · · · g
−1
3 g
−1
1 g
−1
2 g
−1
1 g
−1
3 · · · g
−1
n−1 · g1 ·X
−1
1 gn−1 · · · g2g1X1g
−1
2 · · · g
−1
n−1
=X−11 Xng
−1
n−1 · · · g
−1
3 g
−1
1 g
−1
2 g
−1
3 · · · g
−1
n−1 ·X
−1
1 gn−1 · · · g2g1X1g
−1
2 · · · g
−1
n−1
=X−11 Xng
−1
n−1 · · · g
−1
3 g
−1
1 X
−1
1 g1X1g
−1
2 · · · g
−1
n−1
=X−11 Xng
−1
1 X
−1
1 g1X1 · g
−1
n−1 · · · g
−1
3 g
−1
2 · · · g
−1
n−1 (2.42)
By (2.41) and (2.42), in order to show (2.39), it suffices to prove that
g1X
−1
1 g
−1
1 = X
−1
1 g
−1
1 X
−1
1 g1X1,
which follows from
g−11 X
−1
1 g
−1
1 X
−1
1 g1X1g1 = (g1X1g1)
−1 ·X−11 · (g1X1g1) = X
−1
2 X
−1
1 X2 = X
−1
1 .
Next we show that (2.40) holds. We have
Φ(Tsn−1)Φ(Ts0)Φ(Tsn−1) =gn−1X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1gn−1
=X−11 gn−1Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−2, (2.43)
and
Φ(Ts0)Φ(Tsn−1)Φ(Ts0)
=X−11 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1 · gn−1 ·X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1
=X−11 gn−1 · · · g2g1X1g
−1
2 · · · g
−1
n−2 ·X
−1
1 Xng
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1
=X−11 gn−1Xngn−2 · · · g2g1g
−1
2 · · · g
−1
n−2 · g
−1
n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1. (2.44)
By (2.43) and (2.44), in order to show (2.40), it suffices to prove that
g−1n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−2 = gn−2 · · · g2g1g
−1
2 · · · g
−1
n−2 · g
−1
n−1 · · · g
−1
1 · · · g
−1
n−1. (2.45)
By (2.2), we have
g−1n−2 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−2 = g
−1
1 g
−1
2 · · · g
−1
n−3g
−1
n−2g
−1
n−3 · · · g
−1
2 g
−1
1 ,
and
g−1n−1 · · · g
−1
2 g
−1
1 g
−1
2 · · · g
−1
n−1 = g
−1
1 g
−1
2 · · · g
−1
n−2g
−1
n−1g
−1
n−2 · · · g
−1
2 g
−1
1 .
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Thus, in order to show (2.45), it suffices to prove that
g−1n−1g
−1
1 g
−1
2 · · · g
−1
n−3 = gn−2 · · · g2g1g
−1
2 · · · g
−1
n−2 · g
−1
1 · · · g
−1
n−2g
−1
n−1, (2.46)
that is,
g−11 g
−1
2 · · · g
−1
n−3 = gn−2 · · · g2g1g
−1
2 · · · g
−1
n−2 · g
−1
1 · · · g
−1
n−2, (2.47)
which follows from (2.35).
By (2.34), we have
Φ(Ts0)
2 = X−11 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1 ·X
−1
1 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1
=X−11 gn−1 · · · g2g
2
1g
−1
2 · · · g
−1
n−1X1
=X−11 gn−1 · · · g2(1 + (q − q
−1)e¯1g1)g
−1
2 · · · g
−1
n−1X1
=1 + (q − q−1)e¯n,1X
−1
1 gn−1 · · · g2g1g
−1
2 · · · g
−1
n−1X1
=1 + (q − q−1)e¯n,1Φ(Ts0), (2.48)
which shows that Φ preserves (2.31).
Next we show that Ψ preserve the defining relations of Ŷr,n. It is obvious that Ψ preserve
the relations (2.1)-(2.7).
In order to show that Ψ preserve (2.8), it suffices to prove that
T−1s1 · · ·T
−1
sn−1Tρ · Ts1 · T
−1
s1 · · · T
−1
sn−1Tρ · Ts1
= Ts1 · T
−1
s1 · · ·T
−1
sn−1Tρ · Ts1 · T
−1
s1 · · · T
−1
sn−1Tρ. (2.49)
By (2.28), we have
Tρ · T
−1
s2 · · · T
−1
sn−1Tρ · Ts1 = T
−1
s1 · · ·T
−1
sn−2T
2
ρTs1 = T
−1
s1 · · ·T
−1
sn−2Tsn−1T
2
ρ .
Thus, in order to prove (2.49), it suffices to show that
T−1s1 · · ·T
−1
sn−1T
−1
s1 · · · T
−1
sn−2Tsn−1 = T
−1
s2 · · ·T
−1
sn−1T
−1
s1 · · ·T
−1
sn−2 , (2.50)
that is,
T−1s1 · · · T
−1
sn−2Tsn−1 · · · Ts1 = Tsn−1 · · ·Ts1 · T
−1
s2 · · ·T
−1
sn−1 , (2.51)
which follows from an argument similar to (2.35).
In order to show that Ψ preserve (2.9), it suffices to prove that
Tsi · T
−1
s1 · · ·T
−1
sn−1Tρ = T
−1
s1 · · ·T
−1
sn−1Tρ · Tsi for 2 ≤ i ≤ n− 1. (2.52)
By (2.28), we have Tρ · Tsi = Tsi−1 · Tρ for 2 ≤ i ≤ n − 1. Thus, in order to show (2.52),
it suffices to prove that
Tsi · T
−1
s1 · · · T
−1
sn−1 = T
−1
s1 · · ·T
−1
sn−1Tsi−1 , (2.53)
which follows from the identity TsiT
−1
si−1T
−1
si = T
−1
si−1T
−1
si Tsi−1 .
Finally we show that Ψ preserve (2.10). It suffices to prove that
T−1s1 · · ·T
−1
sn−1Tρ · tj = tj · T
−1
s1 · · ·T
−1
sn−1Tρ for 1 ≤ j ≤ n. (2.54)
For j = 1, we have T−1s1 · · ·T
−1
sn−1Tρ · t1 = T
−1
s1 · · ·T
−1
sn−1tn · Tρ = · · · = t1T
−1
s1 · · ·T
−1
sn−1Tρ.
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For 2 ≤ j ≤ n, we have
T−1s1 · · · T
−1
sn−1Tρ · tj = T
−1
s1 · · ·T
−1
sn−1tj−1 · Tρ
= T−1s1 · · ·T
−1
sj−2tjT
−1
sj−1T
−1
sj · T
−1
sn−1 · Tρ
= tj · T
−1
s1 · · ·T
−1
sn−1Tρ.
We see that (2.54) holds.
It is obvious that Φ ◦Ψ =Id and Ψ ◦ Φ =Id. Thus, Φ and Ψ establish an isomorphism
of algebras. 
Let S := {s1, . . . , sn−1} and S
aff := {s0, s1, . . . , sn−1}. Let W
aff be the subgroup of
Ŵ generated by s0, s1, . . . , sn−1, which is exactly the affine Weyl group of type A. It is
well-known that W aff is a Coxeter group with a length function ℓ. We extend the length
function ℓ from W aff to Ŵ by letting ℓ(ρkw) = ℓ(w) for any k ∈ Z and w ∈ W aff . We
further extend the length function ℓ from Ŵ to Ŵr,n by setting ℓ(tŵ) = ℓ(ŵ) for any t ∈ T
and ŵ ∈ Ŵ , where T is identified with the subgroup of Ŵr,n generated by the elements
t1, . . . , tn by Lemma 2.3.
For each w ∈ Ŵr,n, let w = tρ
ksi1 · · · sir be a reduced expression of w. From the
presentation of Ĥaffr,n given in Definition 2.4, we see that Tw := TtT
k
ρ Tsi1 · · · Tsir is well-
defined, that is, it does not depend on the choice of the reduced expression of w, and here
we set Tt := t ∈ T.
We first state the following lemma, which can be regarded as a generalization of [Ju,
Lemmas 3 and 5].
Lemma 2.6. In Ŵr,n, if there exist si, sj (0 ≤ i, j ≤ n − 1) and w ∈ Ŵr,n such that
ℓ(siwsj) = ℓ(w) and ℓ(siw) = ℓ(wsj), then we have
(1) eisiw = eiwsj.
(2) siwej = eiwsj.
(3) eiw = wej .
Proof. From the definition, we can get that ρei = ei−1ρ, siei = eisi and
sitei = ei
sit = eit
for any 0 ≤ i ≤ n− 1.
(1) We assume that the reduced expression of w is w = tρkw for some k ∈ Z and
w ∈W aff . By assumption, we have
ℓ(siwsj) = ℓ(sitρ
kwsj) = ℓ(
sitρksi+kwsj) = ℓ(si+kwsj) = ℓ(tρ
kw) = ℓ(w).
Similarly, we have
ℓ(siw) = ℓ(sitρ
kw) = ℓ(sitρksi+kw) = ℓ(si+kw) = ℓ(tρ
kwsj) = ℓ(wsj).
By [Lu1, Proposition 1.10], we have si+kw = wsj. Thus, we have
eisiw = eisitρ
kw = ei
sitρksi+kw = eitρ
kwsj = eiwsj.
(2) We prove it by induction on ℓ(w). If ℓ(w) = 1, then we assume that w = tρhsk for
some h ∈ Z and 0 ≤ k ≤ n− 1.
If k = i+ h, by the equality
ℓ(siw) = ℓ(sitρ
hsk) = ℓ(
sitρhsi+hsk) = 0 = ℓ(tρ
hsksj) = ℓ(wsj),
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we must have k = j. Thus, we get that
siwej = sitρ
hskej =
sitρhsi+hskej =
sitρhei+h =
siteiρ
h = eitρ
h = eiwsj.
If k 6= i+ h, by the equality
ℓ(siwsj) = ℓ(sitρ
hsksj) = ℓ(
sitρhsi+hsksj) = ℓ(si+hsksj) = ℓ(sk) = ℓ(w),
we must have j = i+ h, and hence k − i+ h 6≡ ±1 (mod n). So we have si+hsk = sksi+h
and skei+h = ei+hsk. Thus, we get
siwej = sitρ
hskej =
sitρhsi+hskei+h =
sitρhei+hsi+hsk
= siteiρ
hsksi+h = eitρ
hsksj = eiwsj.
Now we assume that the equality (2) is true if ℓ(w) < n. We suppose that w =
tρhsk1 · · · skn is a reduced expression of w.
If ℓ(w) > ℓ(siw), since we have siw = sitρ
hsk1 · · · skn =
sitρhsi+hsk1 · · · skn , hence we get
ℓ(si+hsk1 · · · skn) < ℓ(sk1 · · · skn). By [Lu1, Proposition 1.7], we get that si+hsk1 · · · skn =
w′ with ℓ(w′) < n, and so sk1 · · · skn = si+hw
′.
We need to check that w′ satisfies the equalities ℓ(si+hw
′sj) = ℓ(w
′) and ℓ(si+hw
′) =
ℓ(w′sj). By definition, we have w
′ = ρ−h · sit−1siw and ρ
−h · sit−1si = ρ
−hsit
−1 =
si+hρ
−ht−1. Thus, we get that
ℓ(si+hw
′sj) = ℓ(si+hρ
−h · sit−1siwsj) = ℓ(ρ
−ht−1wsj) = ℓ(wsj) = ℓ(siw) = ℓ(w
′),
and
ℓ(si+hw
′) = ℓ(si+hρ
−h · sit−1siw) = ℓ(ρ
−ht−1w) = ℓ(w) = ℓ(siwsj) = ℓ(w
′sj).
So by induction, we get that si+hw
′ej = ei+hw
′sj and that
siwej = sitρ
hsi+hw
′ej =
sitρhsi+hei+hw
′sj =
siteiρ
hsi+hw
′sj = eitρ
hsi+hw
′sj = eiwsj.
If ℓ(w) < ℓ(siw), then we have
ℓ(si · wsj · sj) = ℓ(siw) = ℓ(wsj),
ℓ(si · wsj) = ℓ(w) = ℓ(wsj · sj),
and
ℓ(wsj) = ℓ(si · w) > ℓ(w) = ℓ(si · wsj).
Thus, we can apply the first case on the element wsj, and get that si(wsj)ej = ei(wsj)sj ,
that is, siwej = eiwsj.
(3) The equality follows directly from (1) and (2). 
The following proposition can be proved by a standard argument (see [Lu1, Proposition
3.3] for instance).
Proposition 2.7. Ĥaffr,n has an R-basis consisting of the following elements:{
Tw | w ∈ Ŵr,n
}
, (2.55)
or
{
tβ11 · · · t
βn
n Tŵ | 0 ≤ β1, . . . , βn ≤ r − 1, ŵ ∈ Ŵ
}
.
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Proof. From Definition 2.4, it is obvious that we have
tkTw = Ttkw for any 1 ≤ k ≤ n.
For any 0 ≤ i ≤ n− 1, we have
TsiTw =
{
Tsiw if ℓ(siw) = ℓ(w) + 1,
Tsiw + (q − q
−1)Teiw if ℓ(siw) = ℓ(w)− 1,
and
T±1ρ Tw = Tρ±1w.
Thus, the R-submodule of Ĥaffr,n generated by {Tw |w ∈ Ŵr,n} is a left ideal of Ĥ
aff
r,n. Since
it contains 1 = T1, it is the whole algebra Ĥ
aff
r,n. In particular, Ĥ
aff
r,n is generated by the
elements {Tw | w ∈ Ŵr,n}.
Next we prove that the set {Tw | w ∈ Ŵr,n} is an R-basis of Ĥ
aff
r,n. Consider the free
R-module E with bases (ew)w∈Ŵr,n . For each 1 ≤ k ≤ n and 0 ≤ i ≤ n− 1, we define the
following R-linear maps from E to E by
Ptk (ew) = etkw,
Psi(ew) =
{
esiw if ℓ(siw) = ℓ(w) + 1,
esiw + (q − q
−1)eeiw if ℓ(siw) = ℓ(w)− 1,
P±1ρ (ew) = eρ±1w,
and
Qtk(ew) = ewtk ,
Qsi(ew) =
{
ewsi if ℓ(wsi) = ℓ(w) + 1,
ewsi + (q − q
−1)ewei if ℓ(wsi) = ℓ(w)− 1,
Q±1ρ (ew) = ewρ±1 .
Set Ŝaff := {t1, . . . , tn} ∪ {ρ
±1} ∪ Saff . We first prove the following claim:
Claim(a): PuQv = QvPu for any u, v ∈ Ŝ
aff .
When either u or v belongs to the set {t1, . . . , tn} ∪ {ρ
±1}, it is easy to check that
Claim(a) holds. Thus, it suffices to check that PsiQsj = QsjPsi for any si, sj ∈ S
aff . This
can be proved by distinguishing the following six cases. Let w ∈ Ŵr,n.
Case 1. siwsj , siw, wsj, w have lengths q + 2, q + 1, q + 1, q. Then we have
PsiQsj(ew) = QsjPsi(ew) = esiwsj .
Case 2. w, siw, wsj, siwsj have lengths q + 2, q + 1, q + 1, q. Then we have
PsiQsj(ew) = QsjPsi(ew)
= esiwsj + (q − q
−1)esiwej + (q − q
−1)eeiwsj + (q − q
−1)2eeiwej .
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Case 3. wsj, siwsj, w, siw have lengths q + 2, q + 1, q + 1, q. Then we have
PsiQsj(ew) = QsjPsi(ew) = esiwsj + (q − q
−1)eeiwsj .
Case 4. siw, siwsj, w, wsj have lengths q + 2, q + 1, q + 1, q. Then we have
PsiQsj(ew) = QsjPsi(ew) = esiwsj + (q − q
−1)esiwej .
Case 5. siwsj , w, wsj, siw have lengths q + 1, q + 1, q, q. Then we have
PsiQsj(ew) = esiwsj + (q − q
−1)esiwej + (q − q
−1)2eeiwej ,
and
QsjPsi(ew) = esiwsj + (q − q
−1)eeiwsj + (q − q
−1)2eeiwej .
By Lemma 2.6(2), we have siwej = eiwsj. Thus, we get that PsiQsj(ew) = QsjPsi(ew).
Case 6. siw, wsj, w, siwsj have lengths q + 1, q + 1, q, q. Then we have
PsiQsj(ew) = esiwsj + (q − q
−1)eeiwsj ,
and
QsjPsi(ew) = esiwsj + (q − q
−1)esiwej .
Hence, we also get that PsiQsj(ew) = QsjPsi(ew) by Lemma 2.6(2).
Thus, we have proved the Claim(a). Then we can repeat the arguments as done in
the proof of [Lu1, Proposition 3.3] to conclude that the set {Tw |w ∈ Ŵr,n} is an R-basis
of Ĥaffr,n. Since the procedure is routine, we shall skip the details. 
Set Saff(1) := {ts | t ∈ T and s ∈ Saff}. Take qtsi := 1 and ctsi := (q − q
−1)tei for all
0 ≤ i ≤ n−1 and t ∈ T. It has been proved in [ChS, Section 4] that qtsi ’s and ctsi ’s satisfy
the conditions [Vi2, Theorem 2.4(A)(1)-(2)].
Multiplying two sides of (2.31) by TtTsit and noting that Tsitei = eiTt, we get that
T 2tsi = (tsi)
2 + ctsiTtsi for all 0 ≤ i ≤ n− 1 and t ∈ T. (2.56)
Hence, from the presentation of Ĥaffr,n given in Definition 2.4 and (2.56), we see that the
R-bases {Tw |w ∈ Ŵr,n} of Ĥ
aff
r,n satisfy the braid and quadratic relations in [Vi2, Theorem
2.4(B)].
Thus, from Theorem 2.5 we immediately get the following corollary, which was previ-
ously proved in [ChS, Theorem 4.1].
Corollary 2.8. The affine Yokonuma-Hecke algebra Ŷr,n is a particular case of the pro-
p-Iwahori-Hecke algebras.
2.3. One application. let K be an algebraically closed field of characteristic p such
that p does not divide r. In this subsection, we shall consider the specializations over K
of various algebras Ŷr,n, Ĥ
aff
r,n, and so on; moreover, we shall denote the specialization
algebras with the same symbols.
We first review some constructions presented in [JaPA, Section 2]. Assume that
{ζ1, . . . , ζr} is the set of all r-th roots of unity. A character χ of T over K is deter-
mined by the values χ(tj) ∈ {ζ1, . . . , ζr} for 1 ≤ j ≤ n. We denote by Irr(T) the set of
characters of T over K.
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By Lemma 2.2, we will identify Ŵ with X⋊Sn.We have a natural group homomorphism
σ from Ŵ to Sn, which is defined by
σ(Xj) = 1 for 1 ≤ j ≤ n and σ(si) = si for 1 ≤ i ≤ n− 1.
Moreover, we have an action of Sn on T by permutations, which in turn induces an action
of Sn on Irr(T) given by
w(χ)(ti) = χ(tw−1(i)) for all w ∈ Sn, χ ∈ Irr(T) and 1 ≤ i ≤ n.
Thus, we get an action of Ŵ on Irr(T) by composing σ and the action of Sn on Irr(T)
defined above.
For each χ ∈ Irr(T), the primitive idempotent Eχ of T associated to χ can be explicitly
written as follows:
Eχ =
∏
1≤i≤n
(
1
r
∑
0≤s≤r−1
χ(ti)
st−si
)
. (2.57)
Then, the set {Eχ | χ ∈ Irr(T)} forms a complete set of orthogonal idempotents, and is a
K-basis of KT, where we identify the group algebra KT of T over K with the subalgebra
of Ĥaffr,n generated by t1, . . . , tn.
Lemma 2.9. The elements {EχTŵ | χ ∈ Irr(T) and ŵ ∈ Ŵ} is a K-basis of Ĥ
aff
r,n.
Proof. By Proposition 2.7 and the claims above, we see that Ĥaffr,n is generated by the
elements {EχTŵ}. Thus, it suffices to prove that they are linearly independent. If they
are linearly dependent, that is, there exist some aij ∈ K such that∑
i,j
aijEχiTŵj = 0, (2.58)
where aij are not all zero. We might as well assume that a11 6= 0. Multiplying two sides
of (2.58) by Eχ1 , we get that
∑
j a1jEχ1Tŵj = 0. But Eχ1 can be written as a linear
combination of some tα11 · · · t
αn
n ’s. Thus, by the equality above we can easily get that the
elements {tβ11 · · · t
βn
n Tŵ} are linearly dependent. This is a contradiction. We are done. 
An r-composition of n, denoted by µ |= n, is an r-tuple µ = (µ1, . . . , µr) ∈ Z
r
≥0 such
that Σ1≤a≤rµa = n. Let Cr,n be the set of r-compositions of n. Assume that χ ∈ Irr(T).
For a ∈ {1, . . . , r}, let µa be the cardinal of elements j ∈ {1, . . . , n} such that χ(tj) = ζa.
Then the sequence (µ1, . . . , µr) ∈ Cr,n, and we denote it by Comp(χ).
For each µ |= n, we define a particular character χµ1 ∈ Irr(T) by
χµ1 (t1) = . . . = χ
µ
1 (tµ1) = ζ1 ,
χµ1 (tµ1+1) = . . . = χ
µ
1 (tµ1+µ2) = ζ2 ,
...
...
...
...
...
...
...
χµ1 (tµ1+···+µr−1+1) = . . . = χ
µ
1 (tn) = ζr .
(2.59)
Notice that Comp(χµ1 ) = µ. From (2.59), we see that the stabilizer of χ
µ
1 under the action
of Sn is the Young subgroup S
µ, which is defined to be Sµ1×· · ·×Sµr . Notice that there
is a unique representative of minimal length in each left coset in Sn/S
µ. We shall denote
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these distinguished left coset representatives by {π1,µ, . . . , πmµ,µ} by the convention that
π1,µ = 1 and set χ
µ
k := πk,µ(χ
µ
1 ) for 1 ≤ k ≤ mµ.
For each µ |= n, we set
Eµ :=
∑
Comp(χ)=µ
Eχ.
Then the set {Eµ | µ ∈ Cr,n} forms a complete set of pairwise orthogonal central idem-
potents in Ĥaffr,n. In particular, we have the following decomposition of Ĥ
aff
r,n into a direct
sum of two-sided ideals:
Ĥaffr,n =
⊕
Comp(χ)=µ
EµĤ
aff
r,n. (2.60)
Moreover, the following elements
{Eχµ
k
Tŵ | 1 ≤ k ≤ mµ and ŵ ∈ Ŵ}
form a K-basis of EµĤ
aff
r,n.
Let Ĥn denote the extended affine Hecke algebra of type A associated to Ŵ over K,
which is endowed with a standard basis {Sŵ | ŵ ∈ Ŵ}. For each µ |= n, we denote by Ĥ
µ
the K-subalgebra of Ĥn generated by the elements {Sŵ | ŵ ∈ Ŝµ}, where Ŝµ := Z
n ⋊Sµ
is the subgroup of Ŵ , which is exactly the stabilizer of χµ1 under the action of Ŵ . The
algebra Ĥµ is naturally isomorphic to Ĥµ1 ⊗ · · · ⊗ Ĥµr .
The following lemma can easily be proved by a direct calculation.
Lemma 2.10. Let µ |= n. There exists an algebra isomorphism
φµ : Ĥ
µ ∼−→ Eχµ
1
Ĥaffr,nEχµ
1
,
which is defined by φµ(Sŵ) = Eχµ
1
TŵEχµ
1
for any ŵ ∈ Ŝµ.
For each µ |= n, let Matmµ(Ĥ
µ) be the algebra of matrices of size mµ with coefficients
in Ĥµ. We define a linear map
Φµ : EµĤ
aff
r,n → Matmµ(Ĥ
µ)
by
Φµ(Eχµ
k
Tŵ) = Spi−1
k,µ
ŵpij,µ
Mk,j, (2.61)
where j ∈ {1, . . . ,mµ} is the unique number such that ŵ(χ
µ
j ) = χ
µ
k for given k, and Mk,j
denotes the elementary matrix with 1 in the position (k, j).
We also define a linear map
Ψµ : Matmµ(Ĥ
µ)→ EµĤ
aff
r,n
by
Ψµ((Sŵi,j )1≤i,j≤mµ) =
∑
1≤i,j≤mµ
Eχµi Tpii,µŵi,jpi−1j,µ
Eχµj (2.62)
for ŵi,j ∈ Ŝµ.
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We define the linear maps Φr,n :=
⊕
µ∈Cr,n
Φµ and Ψr,n :=
⊕
µ∈Cr,n
Ψµ. The following
theorem can be proved in exactly the same way as in [JaPA, Theorem 3.1], and we skip
the details.
Theorem 2.11. For µ |= n, the linear map Φµ is an isomorphism of algebras with the
inverse map Ψµ. Accordingly, Φr,n and Ψr,n establish an isomorphism of algebras between
Ĥaffr,n and
⊕
µ∈Cr,n
Matmµ(Ĥ
µ).
Combining Theorems 2.5 and 2.11, we immediately get the following result, which was
previously proved in [C1, Theorem 5.1] and also [PA, Theorem 3.1].
Theorem 2.12. There is a canonical isomorphism between the affine Yokonuma-Hecke
algebra Ŷr,n and
⊕
µ∈Cr,n
Matmµ(Ĥ
µ).
3. A third presentation
Let ζ = e2pii/r and let A be the square matrix of degree r whose ij-entry is equal to
aij = ζ
j(i−1) for 1 ≤ i, j ≤ r; i.e., A is the usual Vandermonde matrix. Let ∆ = detA is
the Vandermonde determinant, that is, ∆ =
∏
1≤j<i≤r(ζ
i− ζj). We can write the inverse
of A as A−1 = ∆−1B, where B = (bij(ζ)) is the adjoint matrix of A.
For each 1 ≤ i ≤ r, we define a polynomial Fi(X) ∈ Z[ζ][X] by
Fi(X) :=
∑
1≤j≤r
bij(ζ)X
j−1.
Let R = Z[q, q−1, ζ,∆−1], where q is an indeterminate. We first give the definition of an
R-associative algebra Ĉaffr,n.
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Definition 3.1. We define an R-associative algebra Ĉaffr,n, which is generated by the ele-
ments w1, . . . , wn, hs0 , . . . , hsn−1 , h
±1
ρ with the following relations:
wri = 1 for all 1 ≤ i ≤ n; (3.1)
wiwj = wjwi for all 1 ≤ i, j ≤ n; (3.2)
hρwj = wj−1hρ for all 1 ≤ j ≤ n; (3.3)
hρhsi = hsi−1hρ for all 0 ≤ i ≤ n− 1; (3.4)
hsihsj = hsjhsi if i− j 6≡ ±1 (mod n); (3.5)
hsihsi+1hsi = hsi+1hsihsi+1 if 0 ≤ i ≤ n− 1 and n ≥ 3; (3.6)
h2si = 1 + (q − q
−1)hsi for all 0 ≤ i ≤ n− 1; (3.7)
hsiwi = wi+1hsi −∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for 1 ≤ i ≤ n− 1;
(3.8)
hsiwi+1 = wihsi +∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for 1 ≤ i ≤ n− 1;
(3.9)
hsiwl = wlhsi for all l 6= i, i+ 1 and 1 ≤ i ≤ n− 1; (3.10)
hρh
−1
ρ = h
−1
ρ hρ = 1, (3.11)
where w0 := wn and in the expressions above, the sum is taken over all 1 ≤ c1, c2 ≤ r
such that c1 < c2.
Let R = Z[1r ][q, q
−1, ζ,∆−1]. We extend the algebras Ŷr,n, Ĥ
aff
r,n and Ĉ
aff
r,n from R and
R to R, respectively. We shall denote the extension algebras by the same notations such
that Ŷr,n, Ĥ
aff
r,n and Ĉ
aff
r,n are all defined on R in the rest of this section.
We now state the main result of this section.
Theorem 3.2. We have an R-algebra isomorphism φ : Ĥaffr,n → Ĉ
aff
r,n given as follows:
for 1 ≤ j ≤ n,
φ(tj) = wj ,
for 0 ≤ i ≤ n− 1,
φ(Tsi) = hsi −∆
−2(q − q−1)
∑
c1<c2
Fc1(wi)Fc2(wi+1),
and
φ(T±1ρ ) = h
±1
ρ .
Moreover, its inverse ψ : Ĉaffr,n → Ĥ
aff
r,n is defined as follows:
for 1 ≤ j ≤ n,
ψ(wj) = tj,
for 0 ≤ i ≤ n− 1,
ψ(hsi) = Tsi +∆
−2(q − q−1)
∑
c1<c2
Fc1(ti)Fc2(ti+1),
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and
ψ(h±1ρ ) = T
±1
ρ .
We denote by Hr,n the subalgebra of Ĥ
aff
r,n generated by the elements t1, . . . , tn, Ts1 , . . . ,
Tsn−1 , which is canonically isomorphic to the Yokonuma-Hecke algebra defined in [ChPA,
Section 2.1], and we shall not distinguish between them.
We denote by Cr,n the subalgebra of Ĉ
aff
r,n generated by the elements w1, . . . , wn, hs1 , . . . ,
hsn−1 , which is canonically isomorphic to the modified Ariki-Koike algebra defined in [S,
Section 3.6] with ui = ζ
i for 1 ≤ i ≤ r, and we shall not distinguish between them.
The following proposition has been proved in [ER, Theorem 7].
Proposition 3.3. There is a canonical isomorphism between Hr,n and Cr,n, which is
explicitly described by ϕ : Hr,n → Cr,n and χ : Cr,n → Hr,n, where ϕ is defined as follows:
for 1 ≤ j ≤ n,
ϕ(tj) = wj ,
for 1 ≤ i ≤ n− 1,
ϕ(Tsi) = hsi −∆
−2(q − q−1)
∑
c1<c2
Fc1(wi)Fc2(wi+1),
and its inverse χ is defined as follows:
for 1 ≤ j ≤ n,
χ(wj) = tj,
for 1 ≤ i ≤ n− 1,
χ(hsi) = Tsi +∆
−2(q − q−1)
∑
c1<c2
Fc1(ti)Fc2(ti+1).
We then give the definition of two algebras as follows.
Definition 3.4. We denote by H1r,n the subalgebra of Ĥ
aff
r,n generated by the elements
t1, . . . , tn, Ts0 , . . . , Tsn−2 , whose explicit presentation is as follows:
tri = 1 for all 1 ≤ i ≤ n; (3.12)
titj = tjti for all 1 ≤ i, j ≤ n; (3.13)
Ts0t1 = tnTs0 (3.14)
Ts0tn = t1Ts0 (3.15)
Ts0tk = tkTs0 for all 2 ≤ k ≤ n− 1; (3.16)
Tsitj = tsi(j)Tsi for all 1 ≤ i ≤ n− 2 and 1 ≤ j ≤ n; (3.17)
TsiTsj = TsjTsi if |i− j| > 1; (3.18)
TsiTsi+1Tsi = Tsi+1TsiTsi+1 if 0 ≤ i ≤ n− 3 and n ≥ 3; (3.19)
T 2si = 1 + (q − q
−1)eiTsi for all 0 ≤ i ≤ n− 2, (3.20)
where t0 := tn and for each 0 ≤ i ≤ n− 2,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1.
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Definition 3.5. We denote by C1r,n the subalgebra of Ĉ
aff
r,n generated by the elements
w1, . . . , wn, hs0 , . . . , hsn−2 , whose explicit presentation is as follows:
wri = 1 for all 1 ≤ i ≤ n; (3.21)
wiwj = wjwi for all 1 ≤ i, j ≤ n; (3.22)
hsihsj = hsjhsi if |i− j| > 1; (3.23)
hsihsi+1hsi = hsi+1hsihsi+1 if 0 ≤ i ≤ n− 3 and n ≥ 3; (3.24)
h2si = 1 + (q − q
−1)hsi for all 0 ≤ i ≤ n− 2; (3.25)
hsiwi = wi+1hsi −∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for 0 ≤ i ≤ n− 2;
(3.26)
hsiwi+1 = wihsi +∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for 0 ≤ i ≤ n− 2;
(3.27)
hsiwl = wlhsi for all l 6≡ i, i+ 1 (mod n) and 0 ≤ i ≤ n− 2,
(3.28)
where w0 := wn and in the expressions above, the sum is taken over all 1 ≤ c1, c2 ≤ r
such that c1 < c2.
By using Proposition 3.3, we can easily get the following result.
Proposition 3.6. There is a canonical isomorphism between H1r,n and C
1
r,n, which is
explicitly described by φ1 : H
1
r,n → C
1
r,n and ψ1 : C
1
r,n → H
1
r,n, where φ1 is defined as
follows:
for 1 ≤ j ≤ n,
φ1(tj) = wj ,
for 0 ≤ i ≤ n− 2,
φ1(Tsi) = hsi −∆
−2(q − q−1)
∑
c1<c2
Fc1(wi)Fc2(wi+1),
and its inverse ψ1 is defined as follows:
for 1 ≤ j ≤ n,
ψ1(wj) = tj,
for 0 ≤ i ≤ n− 2,
ψ1(hsi) = Tsi +∆
−2(q − q−1)
∑
c1<c2
Fc1(ti)Fc2(ti+1).
We further define the following two algebras.
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Definition 3.7. We denote by H2r,n the subalgebra of Ĥ
aff
r,n generated by the elements
t1, . . . , tn, Ts0 , Ts2 . . . , Tsn−1 , whose explicit presentation is as follows:
tri = 1 for all 1 ≤ i ≤ n; (3.29)
titj = tjti for all 1 ≤ i, j ≤ n; (3.30)
Ts0t1 = tnTs0 (3.31)
Ts0tn = t1Ts0 (3.32)
Ts0tk = tkTs0 for all 2 ≤ k ≤ n− 1; (3.33)
Tsitj = tsi(j)Tsi for all 2 ≤ i ≤ n− 1 and 1 ≤ j ≤ n; (3.34)
TsiTsj = TsjTsi if |i− j| > 1 and 2 ≤ i, j ≤ n− 1; (3.35)
TsiTsi+1Tsi = Tsi+1TsiTsi+1 if 2 ≤ i ≤ n− 2 and n ≥ 3; (3.36)
Ts0Tsk = TskTs0 for all 2 ≤ k ≤ n− 2; (3.37)
Ts0Tsn−1Ts0 = Tsn−1Ts0Tsn−1 (3.38)
T 2si = 1 + (q − q
−1)eiTsi for all i = 0 and 2 ≤ i ≤ n− 1, (3.39)
where t0 := tn and for each i = 0 and 2 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1.
Definition 3.8. We denote by C2r,n the subalgebra of Ĉ
aff
r,n generated by the elements
w1, . . . , wn, hs0 , hs2 . . . , hsn−1 , whose explicit presentation is as follows:
wri = 1 for all 1 ≤ i ≤ n; (3.40)
wiwj = wjwi for all 1 ≤ i, j ≤ n; (3.41)
hsihsj = hsjhsi if |i− j| > 1 and 2 ≤ i, j ≤ n− 1; (3.42)
hsihsi+1hsi = hsi+1hsihsi+1 if 2 ≤ i ≤ n− 2 and n ≥ 3; (3.43)
hs0hsk = hskhs0 for all 2 ≤ k ≤ n− 2; (3.44)
hs0hsn−1hs0 = hsn−1hs0hsn−1 (3.45)
h2si = 1 + (q − q
−1)hsi for all i = 0 or 2 ≤ i ≤ n− 1; (3.46)
hsiwi = wi+1hsi −∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for i = 0 or 2 ≤ i ≤ n− 1;
(3.47)
hsiwi+1 = wihsi +∆
−2
∑
c1<c2
(ζc2 − ζc1)(q − q−1)Fc1(wi)Fc2(wi+1) for i = 0 or 2 ≤ i ≤ n− 1;
(3.48)
hsiwl = wlhsi for all l 6≡ i, i+ 1 (mod n) and i = 0 or 2 ≤ i ≤ n− 1,
(3.49)
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where w0 := wn and in the expressions above, the sum is taken over all 1 ≤ c1, c2 ≤ r
such that c1 < c2.
By using Proposition 3.3 again, we can easily get the following result.
Proposition 3.9. There is a canonical isomorphism between H2r,n and C
2
r,n, which is
explicitly described by φ2 : H
2
r,n → C
2
r,n and ψ2 : C
2
r,n → H
2
r,n, where φ2 is defined as
follows:
for 1 ≤ j ≤ n,
φ2(tj) = wj ,
for i = 0 or 2 ≤ i ≤ n− 1,
φ2(Tsi) = hsi −∆
−2(q − q−1)
∑
c1<c2
Fc1(wi)Fc2(wi+1),
and its inverse ψ2 is defined as follows:
for 1 ≤ j ≤ n,
ψ2(wj) = tj,
for i = 0 or 2 ≤ i ≤ n− 1,
ψ2(hsi) = Tsi +∆
−2(q − q−1)
∑
c1<c2
Fc1(ti)Fc2(ti+1).
Proof of Theorem 3.2 Combining Propositions 3.3, 3.6 and 3.9, we can see that φ pre-
serves the relations involving the generators t1, . . . , tn and Ts0 , Ts1 . . . , Tsn−1 in Definition
2.4, and ψ preserves the relations involving the generators w1, . . . , wn and hs0 , hs1 . . . , hsn−1
in Definition 3.1, respectively.
By definition, it is obvious that φ preserves the relations involving the generators
t1, . . . , tn and T
±1
ρ in Definition 2.4, and ψ preserves the relations involving the genera-
tors w1, . . . , wn and h
±1
ρ in Definition 3.1, respectively. Finally, it suffices to verify that φ
preserves the relation (2.28) and ψ preserves the relation (3.4), which follows easily from
their definitions. 2
Recall that Ŵ is the extended affine Weyl group of type A with generators ρ and si
(0 ≤ i ≤ n− 1). For each ŵ ∈ Ŵ , let ŵ = ρksi1 · · · sir be a reduced expression of ŵ. From
the relations (3.4)-(3.7), we get that hŵ := h
k
ρhsi1 · · · hsir is independent of the choice of
the reduced expression of ŵ, that is, it is well-defined.
By Theorem 3.2 and Proposition 2.7, we can easily get the following result.
Proposition 3.10. Ĉaffr,n has an R-basis consisting of the following elements:{
tα11 · · · t
αn
n hŵ | 0 ≤ α1, . . . , αn ≤ r − 1, ŵ ∈ Ŵ
}
. (3.50)
Proof. From the relations (3.3) and (3.8)-(3.10), we can see that Ĉaffr,n is generated over R
by the elements of the form tα11 · · · t
αn
n hŵ with 0 ≤ αi ≤ r−1 and ŵ ∈ Ŵ . Thus, it suffices
to prove that these elements are linearly independent over R. By (3.3) and (3.8)-(3.10)
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again and the morphism ψ defined in Theorem 3.2, we can get that
tα11 · · · t
αn
n hŵ = t
α1
1 · · · t
αn
n Tŵ +
∑
ŷ≺ŵ
0≤βi≤r−1
tβ11 · · · t
βn
n Tŷ, (3.51)
where ≺ is the Bruhat order on Ŵ . By Proposition 2.7, the set {tα11 · · · t
αn
n Tŵ | 0 ≤ αi ≤
r − 1 and ŵ ∈ Ŵ} is linearly independent. By (3.51), we then get the desired result. 
Let Ĥaffn be the R-subalgebra of Ĉ
aff
r,n generated by the elements hs0 , . . . , hsn−1 , and h
±1
ρ ,
which is canonically isomorphic to the extended affine Hecke algebra of type A, and we
shall not distinguish between them. Thus, from Theorems 2.5 and 3.2 we immediately
get the following result.
Corollary 3.11. The extended affine Hecke algebra Ĥaffn of type A is a subalgebra of the
affine Yokonuma-Hecke algebra Ŷr,n.
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