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Abstract
An entanglement measure for a bipartite quantum system is a state functional
that vanishes on separable states and that does not increase under separable (local)
operations. For pure states, essentially all entanglement measures are equal to the
v. Neumann entropy of the reduced state, but for mixed states, this uniqueness is
lost. In quantum field theory, bipartite systems are associated with causally dis-
joint regions. But if these regions touch each other, there are no separable normal
states to begin with, and one must hence leave a finite “safety-corridor” between
the regions. Due to this corridor, the normal states of bipartite systems are nec-
essarily mixed, so the v. Neumann entropy is not a good entanglement measure
any more in this sense. In this volume, we study various good entanglement mea-
sures. In particular, we study the relative entanglement entropy, ER, defined as the
minimum relative entropy between the given state and an arbitrary separable state.
We establish upper and lower bounds on this quantity in several situations: 1) In
arbitrary CFTs in d ` 1 dimensions, we provide an upper bound for the entangle-
ment measure of the vacuum state if the two regions of the bipartite system are a
diamond and the complement of another diamond. The bound is given in terms of
the spins, dimensions of the CFT and the geometric invariants associated with the
regions. 2) In integrable models in 1 ` 1 dimensions defined by a general analytic,
crossing symmetric 2-body scattering matrix, we give an upper bound for the en-
tanglement measure of the vacuum state for a pair of diamonds that are far apart,
showing exponential decay with the distance between the diamonds. The class of
models includes e.g. the Sinh-Gordon field theory. 3) We give upper bounds for
our entanglement measure for a free Klein-Gordon/Dirac field in the ground state
on an arbitrary static spacetime. Our upper bounds show exponential decay of
the entanglement measure for large geodesic distance and an “area law” for small
distances (modified by a logarithm). 4) We show that if we add charged particles
to an arbitrary state, then ER decreases by a positive amount which is no more
than the logarithm of the quantum dimension of the charges (this dimension need
not be integer). 5) We establish a lower bound on our entanglement measure for
arbitrary regions that get close to each other. This lower bound is of the type of an
“area law” with the proportionality constant given by the number N of free fields
in the UV-fixed point times a quantity D2 that can be interpreted as the distillable
entanglement of one “Cbit-pair” in the state.
1 Introduction
While correlations between different parts of a system can exist both in classical and
quantum physics, there can exist in quantum systems certain more subtle correlations
that are absent in classical ones. Such correlations are nowadays referred to as the
“entanglement” between the subsystems. Historically, the first quantitative measure of
entanglement were the Bell-inequalities [13, 12] – or rather, their violation.
Motivated not least by technological advances in controlling and manipulating quan-
tum systems, there has by now emerged an understanding of certain types of operations
that one can think of, in a definite way, as not increasing the entanglement originally
present in a bi-partite quantum system (see e.g. [123] for a review). The set of these
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operations, often called “LOCC-operations” 1 – as well as various “asymptotic” general-
izations thereof, where one is allowed to access and manipulate arbitrarily many copies
of the given bipartite system – give the set of states on a bipartite quantum system an
ordering: A state σ1 is not more entangled than a state σ2, if σ1 can be obtained from σ2
by LOCCs.
On the one extreme, one has states that are not entangled at all. These are called
“separable” and are described by statistical operators σ of the form
σ “ p1ρA1 b ρB1 ` p2ρA2 b ρB2 ` . . . , (1)
where, according to the usual principles of quantum theory, the total Hilbert space is
the tensor product H “ HA b HB, where ρA1, ρA2 etc. respectively ρB1, ρB2 etc. are
statistical operators for subsystem A respectively B, and where pi ě 0,
ř
i pi “ 1. In
classical physics, all states are separable2. On the other hand, in quantum physics, one
has non-separable, i.e. entangled, states. In particular, one has maximally entangled
states. In between these extremes, one has states that can neither be manipulated using
LOCCs into a maximally entangled state, nor be obtained from separable states by such
operations. In general, the ordering is only partial: we cannot say for each and every pair
of states whether one or the other is more entangled.
To understand better the structure of entangled states, it is useful to introduce entan-
glement measures. At a bare minimum3, an entanglement measure Epρq should clearly
satisfy the following properties:
(I) Epρq should give a number in r0,8s, returning 0 for separable states,
and
(II) Epρq should be monotonically decreasing under LOCCs.
A great variety of entanglement measures has been introduced in the literature. While
a classification seems presently out of reach, a particularly simple and satisfactory story
emerges for the set of pure states ρ “ |ΨyxΨ|. Here, one can show [49] under moderate and
reasonable technical assumptions, that every entanglement measure is, up to a change
of normalization, equal to the v. Neumann entropy of the reduced density matrix for
subsystem A (or equivalently B), i.e. Epρq “ HvNpρBq “ HvNpρAq. As usual, the reduced
density matrix ρA “ TrB ρ corresponds to the restriction to subsystem A, and similarly
for B. Furthermore, it can be shown [148] that if two pure states have the same Epρq,
then they can be converted into each other “asymptotically” by LOCC operations.
Unfortunately, for general mixed states ρ, uniqueness is lost and one can say under
the same types of technical assumptions only that a general entanglement measure E
must always yield values between two extreme, conceptually distinguished entanglement
measures called “entanglement cost” and “distillable entanglement”. Furthermore, for
1 This stands for “local operations and classical communications”. In this volume, we will actually
use an even broader class.
2In classical physics, if µ is a measure on a product phase spaceX “ XAˆXB which is, say, absolutely
continuous relative to the Lebesgue measure, then we can approximate it with arbitrary precision by
sums of product measures
ř
i µAi ˆ µBi (e.g. on the dense subspace of smooth observables).
3It may or may not be possible/desirable to also have other properties such as convexity under convex
linear combinations.
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mixed states, the v. Neumann entropy of the reduced density matrix does not provide
a reasonable measure, as it can for instance return the same value for separable and
maximally entangled states.
A considerable part of the literature in Quantum Information Theory has focussed
on quantum systems with finitely many degrees of freedom – leading at the technical
level mostly to (complicated) questions about algebras of matrices – and, furthermore,
to some extent, on an underlying assumption that the kinematics is non-relativistic. It
is therefore interesting to extend the analysis to relativistic quantum field theory (QFT)
where both assumptions no longer hold. One may ask:
(QI) Whether a relativistic setup will lead to modified concepts of classical communica-
tion, distillation protocols, etc. at a kinematical level.
(QII) Whether qualitatively new features can arise due to the presence of infinitely many
degrees of freedom.
In this volume, we will basically ignore (QI) and work with essentially the same concepts
of LOCCs as in the standard theory; see e.g. [38, 90, 97] and references therein for further
developments in direction (QI). Instead, we will focus on (QII). First of all, we note that,
in QFT, the notion of subsystem is always tied to the localization in spacetime. Thus, if A
is some subset of a Cauchy surface (i.e., a “time slice”) in Minkowski spacetime (or, more
generally, a globally hyperbolic curved Lorentzian spacetime), then one ascribes [74, 76]
to A a set of observables AA localized in the “causal diamond” OA with base A, see fig. 1.
A
time slice “ Cauchy surface C
OA
C
Figure 1: Causal diamond associated with A.
Informally speaking, AA is the algebra generated by the quantum fields localized at
points in OA. More precisely, AA is the v. Neumann algebra generated by the spectral
projections of the quantum fields that are “smeared” against a test function supported in
OA. It is a standard property of relativistic quantum field theories that if a region B on
the same time-slice as A is disjoint from A – so that there is no causal curve connecting
OA with OB – then
rAA,ABs “ t0u . (2)
This relation of course also holds for non-relativistic quantum mechanical systems, since
the algebra of observables A “ AA _AB generated by AA and AB is by definition set up
in the form of a tensor product AA b AB where the factors act on HA bHB.
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At this point, however, an – at first sight seemingly academic – difference arises in
QFT. This difference has its origins in a mathematical fact about v. Neumann algebras.
As is well-known, there are different “types” of v. Neumann algebras [113, 41]. The
algebras appearing in non-relativistic systems, for instance matrix algebras, are typically
of so-called type I, whereas the algebras appearing in QFT are typically of type III [23, 66].
It is not so important for us what precisely these types mean (see e.g. [89, 19] for general
references). The key point for us is rather that for type III, unlike type I,
rAA,ABs “ t0u does not always imply A – AA b AB , (3)
where “–” means “up to unitary equivalence”. In fact, the conclusion – which is closely
related to the “split property” (see [52, 23, 21] and below) only holds if A and B are
separated by a finite corridor, but it does not hold for instance when B is the complement
of A. Thus, it fails in the usual and most natural situation wherein we partition the
total system into the union of two disjoint subsystems. For further discussion on this
and related issues see [156] and the nice review of [154], which is directed at a wider
theoretical physics audience.
This seemingly academic difference between QFT and quantum systems with finitely
many degrees of freedom has the following important consequence. If A – AAbAB holds
– in which case we say that AA and AB are “statistically independent” [63] – then we
can define separable states as in (1) for the total system. On the other hand, if AA and
AB only commute but are not statistically independent, then we cannot have (normal)
separable states. Thus, we are entirely outside the usual setup for discussing entanglement
in Quantum Information Theory. In particular, we are outside this framework if B is the
complement of A on a time slice. On the other hand, if we leave a finite safety corridor
between A and B, then AA and AB are typically statistically independent, and the usual
concepts from Quantum Information Theory such as separable states, LOCCs, etc. carry
over.
Thus, in QFT, we should leave a finite safety corridor between A and B. But then it
is clear that if we start with a state of the full quantum field theory, ρ (for instance the
vacuum state ρ0 “ |0yx0|), then, since AY B has an open complement C (the corridor),
the restriction of ρ to AA b AB is never a pure state, as we shall prove rigorously below
in sec. 2.3. Therefore, following our general discussion about entanglement measures, we
no longer have a unique measure with which to quantify the entanglement of a state ρ
across A and B. In particular, the v. Neumann entropy does not yield a satisfactory
entanglement measure.
We are thus forced in relativistic QFT to consider alternative entanglement measures
with good properties [at least (I) and (II)] for mixed states. In this volume, we shall study
several such measures in the framework of algebraic QFT [74, 76]. The measure which
we shall focus on mostly is the so-called “relative entropy of entanglement” proposed
in [148]. This measure is based on Umegaki’s relative entropy functional [146] Hpρ, σq “
Trpρ ln ρ ´ ρ lnσq, or rather its generalization to v. Neumann algebras of general type
due to Araki [6, 7]. The relative entanglement entropy is given by
ERpρq “ inf
σ separable
Hpρ, σq . (4)
ERpρq may be interpreted as the information that we can expect to gain if we update our
belief about the state of the system from being separable to ρ [10]. Due to the variational
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definition [infimum over all separable states, cf. (1)], it is not even clear, a priori, whether
ERpρq ą 0, nor is it clear that ERpρq ă 8 for any state in the QFT setting. 4 Our aim
is thus to investigate ER and provide upper and lower bounds in several situations.
1.1 Summary of main results
Our main results can be summarized as follows:
1. Let A be a ball of radius r in a t “ 0 time slice of Minkowski space and B the
complement of a concentric ball with radius R ą r (see fig. 2).
A
B
r
R
Figure 2: The regions A and B.
In any conformal field theory in d` 1 dimensions, we have
ERpρ0q ď ln
ÿ
O
´ r
R
¯dO
, (5)
where ρ0 “ |0yx0| is the vacuum state5, and where dO are the dimensions of the
local operators O in the theory.
If, more generally, the diamonds are not necessarily concentric, we can introduce the
conformally invariant cross ratio u “ pxB`´xB´q2pxA`´xA´q2pxA´´xB´q2pxA`´xB`q2 and similarly v, see (244),
associated with upper upper/lower tip of diamond OA and the upper lower tip of
diamond O1B, see fig. 3.
If τ, θ P R are the functions of these cross ratios u, v defined below in eq. (245),
then we get in 3` 1 dimensions
ERpρ0q ď ln
ÿ
O
e´τdO
“
2SRO ` 1
‰
θ
“
2SLO ` 1
‰
θ
. (6)
4In fact, as shown in [114], entanglement measures that are well-behaved in the type I-setting can
become ill-defined for type III, as is the case e.g. for the “entanglement of formation”. [114] has also
shown that the entanglement entropy ERpρ0q behaves well under a “nuclearity condition”, a technique
to which we will come back in the body of the volume.
5In the body of this volume we will distinguish, for technical reasons, the expectation value function
of a statistical operator ωp . q “ Trp . ρq and the statistical operator ρ itself.
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BA
xB´
xB`
xA`
xA´
Figure 3: Nested causal diamonds.
Here, SLO, S
R
O is the number of primed/unprimed spinor indices of the operator O
and rnsθ is a suitably defined “quantum deformed” natural number n. A similar
bound is obtained also for chiral conformal field theories. When the outer diamond
is much larger, r{R ! 1, our bound gives for instance
ERpρ0q À NO
´ r
R
¯dO
(7)
for concentric diamonds, where O is the operator with the smallest non-trivial
dimension dO, and NO the multiplicity of such operators. This result is consistent
with the “small x expansion” obtained by [30, 29] in 1` 1 dimensions.
2. Let ω be any state of finite energy, and let χ˚ω be a state obtained by adding
“charges” χ “ śχnii (in a generalized sense which may include charged pseudo-
particles with braid-group statistics [67, 104, 105]) in region A or B as indicated in
fig. 4.
A
B
charges χi
Figure 4: Charges χi added to A.
We have
0 ď ERpωq ´ ERpχ˚ωq ď ln
ź
i
dimpχiq2ni , (8)
irrespective of the nature of ω, or the relative position of A and B, or the dimension
d ` 1 of spacetime. Here, ni is the number of irreducible charges χi of type i,
and dimpχiq the “quantum dimension” of the charge. For instance, this dimension
is N if the charge is created by a local operator transforming in the fundamental
8
representation ofOpNq, but can also be non-integer e.g. for anyonic pseudo-particles
in 1` 1 dimensions.
3. For the real Klein-Gordon scalar QFT with field equation
lφ´m2φ “ 0 , (9)
and positive mass m on an arbitrary ultra-static, globally hyperbolic spacetime M
of dimension d`1 with metric ´dt2`hijpxqdxidxj , we show that the entanglement
of the ground state ρ0 of the theory decays for mr " 1 as6
ERpρ0q À C8 e´mr{2 , (10)
where r is the geodesic distance (with respect to hij) between A and B in a static
slice, see fig. 5 and where C8 is some constant.
A
B
r
Figure 5: The regions A and B.
For the Majorana Dirac QFT with field equation
p {∇`mqψ “ 0 , (11)
and non-vanishing mass, we also have an upper bound when the geodesic distance
r between A and B goes to zero in a static slice, in a spacetime of the product
form M “ R1,1 ˆ Σ. More precisely, let A “ tpt, x, yq | x ă 0, t “ 0u and
B “ tpt, x, yq | x ą r, t “ 0u (where pt, xq are standard coordinates on R1,1 and
y P Σ), and let ρ0 be the ground state. Then as mr Ñ 0, we have the upper bound
ERpρ0q ď C0| lnpmrq|
ÿ
jďd´1
r´j
ż
BA
aj À c0| lnpmrq| |BA|
rd´1
, (12)
where we assume d ě 2 and the aj are geometric invariants associated with a heat
kernel on BA – Σ and C0, c0 are constants. We expect our methods to yield similar
results to hold generally on spacetimes with bifurcate Killing horizon, fig. 6, see [152]
for this notion.
4. For the class of massive integrable models on 1`1 dimensional Minkowski space with
factorizable two-body scattering matrix S2 of the general form (188), and A and B
given by two half-lines of the time slice R separated by r ą 0, the vacuum state
ρ0 “ |0yx0| satisfies the following bound. For mr " 1 (here m is the mass) we have
6Formula (13) below suggests that the upper bound can be improved to C8pδqe´mrp1´δq for each
δ ą 0.
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ho
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`
horizon
H
´
H
`
H
´
system OBsystem OA
in
fin
ity
I
´
infinity
I ´
bifurcation surface
Figure 6: Spacetime with bifurcate Killing horizon.
for any κ ą 0 such that S2pζq has no poles in the strip tζ P C : ´κ ă ℑζ ă π ` κu,
and any small7 δ ą 0,
ERpρ0q À 4e
κ
c
}S2}κ
πmr
e´mrp1´δq . (13)
where }S2}κ is the supremum of |S2pζq| in the strip. The constant in the bound
diverges when the poles of S2 approach the “physical strip”. Since poles inside
the physical strip are characteristic for models with bound states, we can say that
our upper bound on the entanglement entropy deteriorates as we approach this
situation.
Our bound applies in particular to the Sinh-Gordon model with equation of motion
lφ ´m2φ´ g2 sinhφ “ 0, (14)
where S2pθq “ sinh θ´i sin bsinh θ`i sin b , b “ πg
2
1`g2 , and the constants C are given in terms of b
or g. In this case, the constants deteriorate for g Ñ8.
5. Consider a massive QFT on d ` 1 dimensional Minkowski space satisfying a “nu-
clearity condition” in the sense of [24], and let A and B regions separated by r "
than the size of A and B, see fig. 5.
We show that the entanglement in the vacuum state ρ0 has sub-exponential decay,
i.e.
ERpρ0q À C e´pmrqk , (15)
for any given k ă 1 (our C diverges when k Ñ 1). Since such nuclearity conditions
have been shown for massive free fields of spin 0, 1{2 [21, 43], the bound holds in
particular for such theories.
6. Consider a QFT in d` 1 dimensions satisfying a suitable “nuclearity condition” for
a thermal state ρβ, cf. (128), and let A and B again be regions separated by r "
than the size of A and B, see fig. 5. We show:
ERpρβq À C r´α`1 , (16)
where α is a parameter entering the nuclearity condition.
7We cannot put κ or δ to zero, since the asymptotic bound holds, roughly speaking, when 1{pδκq À mr.
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7. For any conformal QFT in d ` 1 dimensions with vacuum state ρ0 “ |0yx0|, and
for A and B regions separated by a thin corridor of diameter ε ą 0, we show that
asymptotically, as εÑ 0
ERpρ0q Á
#
D2 ¨ |BA|{εd´1 d ą 1,
D2 ¨ ln minp|A|,|B|qε d “ 1,
(17)
(“area law”), whereD2 is the distillable entropy of an elementary “Cbit” pair (defined
in sec. 5.1). As we point out in the text, the same argument shows that for a non-
conformal, asymptotically free theory and for any state ω with finite energy in d ą 1
spatial dimensions, one would get the bound
ERpωq Á N ¨D2 ¨ |BA|{εd´1 (18)
where N is the number of independent free fields in the short-distance scaling limit,
for instance N “ n2 ´ 1 in SUpnq pure Yang-Mills theory.
For a massive Dirac field, we have found a qualitatively similar upper bound in 3),
so these lower bounds should be expected to be qualitatively sharp.
In order to obtain these results, we use several other entanglement measures which give
upper and lower bounds on ER and which are often easier to estimate, such as ED (dis-
tillable entropy), EN (logarithmic dominance), EM (modular entanglement), and others.
Some of these are of independent interest, and to our knowledge, new. A table comparing
these entanglement measures is presented in section 3.8. A key role is also played in our
proofs by techniques from Tomita-Takesaki modular theory for v. Neumann algebras and
their—to a large extent well-known—relation to quantum field theory. These come in on
the one hand via their relation with spacetime symmetries (Bisognano-Wichmann [15]
and Hislop-Longo [80] theorems) and on the other hand via their relationship with “nucle-
arity bounds” [26, 24, 21, 101], both of which are combined with methods from complex
analysis. We note that the usefulness of nuclearity bounds in the context of entangle-
ment has been appreciated already by [114], and they have been used also more recently
by [120], which appeared after our work was completed. Among the other tools that we
use is the theory of superselection sectors [50, 51, 53, 67, 104, 105].
1.2 Comparison with other approaches to entanglement in QFT
It is worth commenting on the conceptual and practical differences between our approach
and the substantial body of literature on entanglement in QFT based on the “replica trick”,
or “holographic” methods, see e.g. [135, 117] for reviews with many references.
In the “replica trick” [27], which applies most straightforwardly to ground states on
static spacetimes, one ignores the problems discussed above with the v. Neumann entropy,
and formally represents HnpωAq “ 11´nplnZpMnq ´ n lnZpM1qq. Here, ωA “ TrA |0yx0|
is the reduced state, Hn is a regulated version of the v. Neumann entropy
8, and Mn is
an n-sheeted cover of M obtained by gluing n copies of M across the boundary of A.
Z is the the partition function of the corresponding Euclidean QFT, often represented
8It is defined as Hnpρq “
1
1´n lnTr ρ
n .
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in terms of a functional integral, or “defect operators” as in the pioneering paper [28] on
1+1 dimensional conformal field theories. In either case, the result is divergent due to the
conical singularity on Mn along BA, but one can at this stage introduce a short distance
(UV) cutoff ε of some sort, and get a finite answer, HεvNpωAq. The divergent terms are
often found to be organized in a series in inverse powers of ε. The most divergent term is
usually 9|BA|{εd´1, d ą 1 (“area law” [16, 136, 143]), and the sub-leading ones are often
– though not always [111] – given in terms of curvature invariants associated with BA.
Compared with our entanglement measure (4), one is tempted to perhaps expect a
relationship of the form
HεvNpωAq „ ERpωq (19)
when ε „ distpA,Bq becomes small compared to the volume of A and all other length
scales in the QFT (including any scales introduced by the state ω “ |ΨyxΨ| if it is not the
vacuum), and when B approaches the complement of A. Some of our results indicate that
the above relation may indeed be roughly correct in many cases, but 3) and 4) indicate
that this is perhaps so only in massive theories, and perhaps only up to powers in lnpmεq.
Compared to our approach, the replica trick has, at any rate, a rather different dis-
tribution of strengths and weaknesses. The strengths are that the basic formulas are,
although formal, strikingly elegant, and in principle concrete, making rather non-trivial
computations possible in many interesting examples, and establishing also an interesting
link to other ideas in quantum field theory, such as e.g. the c-theorem [35, 36].
The weakness is that, in order to obtain a finite answer in the limit εÑ 0, one must
either subtract by hand the divergent terms, or consider differences of quantities like for
instance HnpTrA |0yx0|q ´HnpTrA |ΨyxΨ|q, where |Ψy is some reference state, or like the
“mutual information” for disjoint regions A,B – hoping that the divergences are state-
independent and cancel (this is not always the case [111]). At any rate, one does not obtain
a quantity that satisfies the basic postulates (I) and (II), and furthermore, the assumption
of a short distance cutoff at intermediate stages invalidates the basic assumptions of
locality (if the cutoff is imposed in momentum space), or relativistic covariance (if the
cutoff is implemented on a lattice), or it introduces an unwanted dependence on “boundary
conditions” (if the cutoff is imposed by such conditions as e.g. in [33]).
On the other hand, a strength of our approach – apart from mathematical exact-
ness – is that postulates (I) and (II) are demonstrably satisfied for our entanglement
measure ER, but a weakness is that the basic definitions are rather indirect, and do
not lead to very explicit formulas that are amenable to straightforward computations
or at least approximations. In fact, as is clear from 1)–7), we have only been able
to compute upper and lower bounds. In the future, it would be interesting to estab-
lish a relation between the approaches. We conjecture that the “Buchholz free energy”
lnZBp|0yx0|q introduced in the text may be seen as a regulated version of the formal
quantity 1
1´nplnZpMnq ´ n lnZpM1qq, but this remains to be investigated further. The
relation between our approach and “holographic methods” based on the Ryu-Takayanagi
proposal ([78, 129], and [130] for a recent textbook) is on the other hand less clear to
us. Perhaps such a relation can be established via the intriguing relationship between
entanglement and the geometry of the space of causal diamonds recently found by [44, 45].
The organization of this volume is as follows. For the benefit of readers with a
background in Quantum Information Theory, we first review in sec. 2 mathematical
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definitions and results from operator algebra theory, and present important examples of
algebraic QFTs. For the benefit of readers with a background in QFT, we then review
in sec. 3 basic notions about LOCCs, entanglement measures etc., showing e.g. that
(I) and (II) hold for ER in the QFT setting. In fact, besides ER we introduce several
other such measures that serve as tools in deriving our results, and which may be of some
independent interest. Our results 1)-7) are presented in detail and proven in sec. 4 and
sec. 5.
Notations and conventions: Upper case Gothic letters A,B, . . . denote v. Neu-
mann or C˚-algebras. Lower case Greek letters such as ω, σ denote linear functionals or
states on a v. Neumann or C˚-algebras. Hilbert spaces are always assumed (or man-
ifestly) separable. The dimension of spacetime is d ` 1, and our convention for the
signature of the spacetime metric is p´ ` `...`q. Scalar products on Hilbert space are
anti-linear in the first entry. If fptq, gptq are non-negative functions of a real variable t,
we write fptq À gptq as t Ñ 8 if for any δ ą 0 there is a t0 such that fptq ď p1` δqgptq
for all t ě t0. We write fptq „ gptq when fptq À gptq and gptq À fptq.
2 Formalism for QFT
2.1 C˚-algebras and v. Neumann algebras
This section is intended to present the most important notions from the theory of operator
algebras used in later sections. (See e.g. [89, 19] for general references.) We begin with
C˚-algebras:
Definition 1. A C˚-algebra is a complex, associative algebra A with a unit 1, an invo-
lution a ÞÑ a˚ and a norm }a}, such that for all a, b P A, one has
}ab} ď }a} }b}, }a˚} “ }a}, }a˚a} “ }a}2 , (20)
and such that A is complete with respect to this norm.
The norm of a C˚-algebra is an intrinsic property of the algebra in the sense that there
cannot be two different C˚-norms. This is a consequence of the fact that homomorphisms
between C˚-algebras, i.e. linear maps φ satisfying φpabq “ φpaqφpbq, φpa˚q “ φpaq˚, are
automatically continuous with }φpaq} ď }a}. The norm of a linear functional ϕ : AÑ C
is defined by
}ϕ} “ sup
aPA,}a}ď1
|ϕpaq| . (21)
A linear functional on a C˚-algebra is called hermitian if ϕpa˚q “ ϕpaq and positive if
ϕpa˚aq ě 0 for all a P A. A positive functional is automatically hermitian and bounded,
i.e. }ϕ} ă 8. In fact, it has }ϕ} “ ϕp1q.
Definition 2. A positive functional ω such that ωp1q “ 1 is called a “state”.
A state automatically has }ω} “ 1, and vice-versa, any linear functional such that
}ω} “ 1, ωp1q “ 1 is a state. A state is called “pure” if it cannot be written as a non-trivial
combination ω “ ři piωi of other states, where pi ą 0. Otherwise it is called “mixed”.
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A standard example of a C˚-algebra is the set BpHq of all bounded operators on a
Hilbert space H. The norm is defined concretely in this case by the usual operator norm,
}a} “ sup
0‰|ΨyPH
} aΨ}{}Ψ} , (22)
where the norm of a vector in Hilbert space is denoted by }Ψ}2 “ xΨ|Ψy. The involution
˚ is concretely given by the hermitian adjoint, xΨ|a˚Φy “ xaΨ|Φy with respect to the
inner product in H. More generally, any linear subspace of BpHq which is closed under
products, hermitian adjoints, and limits, is a C˚-algebra. A *-homomorphism π : A Ñ
BpHq is called a “representation” of A on H . The statistical operators ρ on H (i.e.
hermitian, positive semi-definite operators ρ on H with TrH ρ “ 1) automatically give
rise to states ωρ, in the algebraic sense of linear functionals on A described above, by the
formula
ωρpaq “ TrHpρπpaqq . (23)
The set of all such states is called the “folium of π”, denoted SπpAq. One should be aware
though that:
1. The set of states encompassed in this way by a given representation π is in general
very far from containing all states ω. There can, and in general will be, disjoint
folia.
2. It is in general not true that ρ “ |ΨyxΨ| is equivalent to ωρ being pure!
3. It is in general not true that ωρ “ ωρ1 implies ρ “ ρ1.
These issues are closely related to the existence of many, often inequivalent, representa-
tions. For this, it is useful to define the notion of intertwiner. An intertwiner between
two representations pπi,Hiq, i “ 1, 2 is a bounded linear operator T : H1 Ñ H2 such that
Tπ1paq “ π2paqT for all a P A. One says that
1. a representation π is irreducible if there are no non-trivial self-intertwiners (other
than multiples of the identity), or equivalently, no invariant subspaces for πpAq
other than t0u and H itself.
2. two representations πi are unitarily equivalent if there is a unitary intertwiner.
3. two representations πi are quasi-equivalent if their folia coincide.
4. two representations πi are disjoint if there is no intertwiner T ­“ 0, i.e. if the folia
SπipAq have an empty intersection.
If the representation π is irreducible, then ωρ is pure if and only if ρ “ |ΨyxΨ|, and
vice versa, but this is no longer true if π is not irreducible. If there are several quasi-
equivalence classes, then there exist representations and states which are not represented
by density matrices in this representation. Nevertheless, it can be shown that given an
algebraic state ω : A Ñ C, there is always some representation containing a vector |Ωy
such that ω is represented by this vector i.e. by the density matrix ρ “ |ΩyxΩ|. This
is demonstrated by a simple, canonical, but conceptually very important construction
called the “GNS-construction”.
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The starting point of this construction is the simple observation that the algebra
A itself, as a linear space, always forms a representation π by left multiplication, i.e.
πpaqb ” ab. One would like to equip this representation with a Hilbert space structure,
i.e. a positive definite inner product. It seems natural to define xa|by “ ωpa˚bq, but this
will in general lead to non-zero vectors with vanishing norm. Introduce Jω “ ta P A |
ωpa˚aq “ 0u. By the Cauchy-Schwarz inequality, |ωpa˚bq| ď ωpa˚aq1{2ωpb˚bq1{2, we have
Jω “ ta P A | @b P A, ωpb˚aq “ 0u, so it is a closed linear subspace and a left ideal of A
containing precisely the null vectors. We can then define Hω “ A{Jω and complete it in
the induced inner product. The left representation induces a representation on Hω which
is called πω. It is the desired GNS-representation. The vector |Ωωy P Hω representing ω
is simply the equivalence class of the unit operator, 1. It is by construction “cyclic” in the
sense that the set πωpAq|Ωωy is dense in Hω. We say that two states are quasi-equivalent
if their GNS-representations are. Note that even mixed states are always represented by
a vector in their GNS representation. Thus, in this case, the GNS-representation cannot
be irreducible.
A mathematical concept related to that of a C˚-algebra is a v. Neumann algebra. Such
algebras can be characterized in different ways. One way to characterize a v. Neumann
algebra is as follows:
Definition 3. A v. Neumann algebra is a C˚-algebra A with a distinguished folium, the
folium of “normal states”, which spans a linear space SnpAq of linear functionals on A.
This folium should satisfy the properties:
1. If a, b P A are such that ωpaq “ ωpbq for all ω P SnpAq, then a “ b.
2. If f : SnpAq Ñ C is a bounded, linear functional, then there exists an a P A such
that fpωq “ ωpaq for all ω in the distinguished folium.
One sometimes also writes A˚ for SnpAq and calls it the “predual”. States on a v.
Neumann algebra which are not normal are called “singular”. Given any normal state
ω, we can represent A on the Hilbert space Hω by the GNS-representation. The set of
operators tπωpaq | a P A, }a} ď 1u on Hω obtained in this way is always weakly closed,
i.e. closed in the topology generated by the seminorms Nρpaq “ |Trpρπωpaqq|.
Furthermore, the v. Neumann bi-commutant theorem holds. This theorem says the
following. Let A be a v. Neumann algebra represented by operators on a Hilbert space,
H, i.e. by Definition 3, A can be seen as a weakly closed *-subalgebra of BpHq. The
commutant is the subalgebra A1 of BpHq given by all bounded operators commuting with
all elements of A,
A1 “ ta1 P BpHq | ra, a1s “ 0 for all a P Au .
A1 is again a v. Neumann algebra. The v. Neumann bi-commutant theorem states
that pA1q1 “ A2 “ A. In fact, one can show that v. Neumann algebras can actually be
characterized in this way. A v. Neumann algebra represented by operators on a Hilbert
space H is said to be in “standard form” if there exists a vector |Ωy which is cyclic (see
above) and separating, where “separating” means that a|Ωy “ 0 implies a “ 0. In our
applications to quantum field theory below, the v. Neumann algebras are almost always
naturally presented in such a standard form9.
9In general, a v. Neumann algebra is isomorphic to a v. Neumann algebra in standard form if it has
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We now come to an important construction for v. Neumann algebras in standard
form due to Tomita and Takesaki. Let S : H Ñ H be the anti-linear operator defined
by Sa|Ωy “ a˚|Ωy. It can be shown that the closure of S has a polar decomposition
S “ J∆1{2, where J is anti-linear, (anti-)unitary and ∆1{2 is a self-adjoint, positive
operator on H. Furthermore, it can be shown that:
Proposition 1. For any v. Neumann algebra in standard form, the operators J,∆1{2
satisfy:
1. J∆
1
2J “ ∆´ 12 , J˚ “ J “ J´1.
2. ∆|Ωy “ |Ωy, J |Ωy “ |Ωy.
3. a ÞÑ σtpaq “ ∆ita∆´it is a 1-parameter group of automorphisms of A.
4. a ÞÑ JaJ maps A onto A1.
5. Let ωpaq “ xΩ|aΩy. Then ω is a KMS-state with respect to σt meaning the
following. For each a, b P A, there exists a complex valued function fa,bpzq on the
strip tz P C | 0 ă ℑz ă 1u which is bounded on the closure of the strip, analytic in
the interior, and has continuous boundary values
lim
sÑ1´
fa,bpt` isq “ ωpσ´tpbqaq, lim
sÑ0`
fa,bpt` isq “ ωpaσ´tpbqq . (24)
The operators J,∆ depend on |Ωy and A, which in principle should be included in the
notation.
Key example: The essence of the theorem is maybe easiest to understand in the
case when A “ MN is the v. Neumann algebra of complex N by N matrices acting on
C
N . Let ω be a state on MN . Any such state can be represented by a unique density
matrix, ρω, i.e. ωpaq “ TrCN paρωq. Suppose that ρω has no zero eigenvalues. The GNS-
representation can then be described as follows: Hω is identified with the algebra MN
itself. The GNS-vector is identified with |Ωωy “ ?ρω P MN . The GNS-inner product
is identified with xΨ|Φy “ TrCN pΨ˚Φq. The representation acts by left-multiplication,
i.e. πωpaq|Ψy “ |aΨy, Ψ P MN “ Hω. Because ρω has only positive eigenvalues, it
immediately follows that |Ωωy is separating (and cyclic), hence standard. In order to
describe the operators J,∆, we identify the Hilbert space Hω with C
N b C¯N , where C¯N is
the dual space of CN . Under this identification, we may also write πωpaq|Ψy “ pab1q|Ψy.
The commutant,M 1N ofMN in the representation πω is isomorphic to the opposite algebra
of MN itself (with the products in reversed order). An element b in the commutant M
1
N
acts by10 p1b bq|Ψy on Hω. The operators J,∆ are given by
∆
1
2 |Ψy “ pρ1{2ω b ρ´1{2ω q|Ψy , J |Ψy “ |Ψ˚y . (25)
The properties 1)-4) of the theorem are rather obvious in this example. To check 5), it
is instructive to define K “ ´ ln ρω. The state may then be written as ωpaq “ Trpae´Kq,
a faithful representation which in turn is the case if it has a faithful normal state, i.e. a normal state
such that ωpa˚aq “ 0 implies a “ 0. In the following, we will always assume that this is the case.
10It is understood here that b acts on xψ| in C¯N by bxψ| ” xb˚ψ|.
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and the automorphism σt as σtpaq “ e´itKaeitK , i.e. it corresponds to the “Heisenberg
time evolution”, generated by the “modular hamiltonian” K. The state ω is then obviously
a Gibbs state with respect to the modular hamiltonian. The notion of KMS-state in item
5) of the previous theorem encodes precisely this. Indeed,
fa,bpt` isq “ Trpe´Kaeipt`isqKbe´ipt`isqKq (26)
has all the required properties.
With any v. Neumann algebra A with standard vector |Ωy there is associated a natural
cone P7 Ă H. It is defined by
P7 “ ∆ 14A`|Ωy , (27)
where A` denotes the set of non-negative elements of the v. Neumann algebra A, and
the overbar symbol means the closure. This cone has many beautiful properties. We will
need (cf. [19]):
Proposition 2. 1. Any normal state ω1 has precisely one vector representative in the
natural cone, i.e. ω1paq “ xΩ1|aΩ1y for a unique vector |Ω1y P P7.
2. P7 is invariant under the modular group ∆it.
3. P7 is the closed cone in H generated by vectors of the form apJaJq|Ωy, a P A.
4. Let |Φy, |Φ1y be the unique vector representatives in P7 of normal states ϕ, ϕ1 on A.
Then }ϕ´ ϕ1} ě }Φ´ Φ1}2.
Key example continued: The meaning of this proposition is maybe best understood
in the case of the previous example. According to 3), the natural cone P7 can be seen in
this example to be the set of ‘vectors’ in H “ CN b C¯N of the form řj |ψjyxψj|. A state
on MN of the form ϕpaq “ TrCN pρϕaq has the vector representative |Φy “ ?ρϕ, which is
in the cone due to the Schmidt decomposition theorem. (Alternatively, it follows from
(25) that ∆
1
4 “ ρ
1
4
ω b ρ´
1
4
ω and hence P7 “ ρ
1
4
ωA`ρ
1
4
ω . Since ρω is invertible, P
7 “ A`, and
a state ϕ is represented by
?
ρϕ in P
7.) Furthermore, in this example, the norm between
two such states ϕ, ϕ1 may also be written as }ϕ ´ ϕ1} “ }ρϕ1 ´ ρϕ}1 where the norm is
defined by }a}1 :“ Tr
?
a˚a. By the Powers-Størmer-inequality [124], we get
}ϕ´ ϕ1} “ }ρϕ ´ ρϕ1}1 ě }?ρϕ ´?ρϕ1}22 , (28)
where the norm }a }2 “
?
Tr a˚a is the Hilbert-Schmidt norm. Under our identification
|Φy “ ?ρϕ, |Φ1y “ ?ρϕ1 P P7, the Hilbert-Schmidt-norm is nothing but the Hilbert space
norm in Hω, so we get 4), in the case of A “MN .
It is sometimes too restrictive to demand that |Ωy is separating for A. To treat
this more general situation, the above construction can be adapted as follows, see [6,
7] for details. First, one defines the subspace A1|Ωy “ H1 with associated orthogonal
projection Q onto H1. On QA|Ωy Ă H1 the operator S is now defined as SQa|Ωy “
Qa˚|Ωy and extended by 0 on H1K, so Sa|Ωy “ Qa˚|Ωy. The closure of S then has the
decomposition S “ J∆1{2, and it follows that ker∆ “ H1K and J2 “ Q. As an example of
this construction consider A “ MN , H “ CN , |Ωy P H. This representation is obviously
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irreducible, A1 “ C1 and |Ωy is obviously not separating. The Hilbert space H1 “ C|Ωy
and ∆ “ |ΩyxΩ|.
We finish this brief introduction with a subtle, but important point related to the
“statistical independence” of two commuting v. Neumann algebras AA and AB, repre-
sented on some common Hilbert space H. (More precisely, we use W ˚-independence in
the product sense [63].) Let AA_AB “ pA1AXA1Bq1 be the v. Neumann algebra generated
by AA and AB together, and let AAbAB be their v. Neumann algebraic tensor product,
which we may identify with pAA b 1q _ p1b ABq on H bH.
Definition 4. The algebras AA and AB are said to be statistically independent iff there
is an isomorphism of the v. Neumann algebras AA _ AB » AA b AB.
When AA and AB are finite dimensional and AA X AB “ C1, then the algebras are
always statistically independent. In the infinite dimensional case, however, statistical
independence does not automatically follow. In particular, it does not follow in quantum
field theory if the algebras correspond to two space-like regions which “touch each other”
(see below).
Split property: The notion of statistical independence is closely related to the “split
property” [52, 21]: When local algebras in quantum field theory are statistically indepen-
dent, there is typically a vector |Ψy P H which is cyclic for AA and AB and separating
for AA _ AB. In this case, |Ψy b |Ψy is cyclic and separating for AA b AB and statisti-
cal independence then entails that there is a unitary map W : H Ñ H b H such that
pa P AA, b P ABq
WaW ˚ “ πApaq b 1 , WbW ˚ “ 1b πBpbq . (29)
We may identify the v. Neumann algebras AA » WAAW ˚ Ă BpHAq b 1 and AB »
WABW
˚ Ă 1 b BpHBq. Furthermore, setting N “ W ˚pBpHAq b 1qW , one has the
inclusion
AA Ă N Ă A1B , (30)
which is also called the “split”. The split and the unitaryW are unique (for given |Ψy P H)
if we require that W ˚p|Ψy b |Ψyq is in the natural cone of |Ψy for AA b AB.
2.2 Examples of C˚ and v. Neumann algebras
We will now discuss some examples of C˚ and v. Neumann algebras which are relevant
in quantum physics.
2.2.1 The Weyl algebra
The Weyl algebra encodes the canonical commutation relations. To define it we need
a real vector space KR and a symplectic form σ : KR ˆ KR Ñ R. The Weyl algebra
WpKR, σq is generated by elements W pF q, F P KR, subject to the relations
W pF qW pF 1q “ e´i2 σpF,F 1qW pF ` F 1q , W pF q˚ “ W p´F q . (31)
WpKR, σq is turned into a C˚-algebra by introducing a (unique) norm and forming the
completion in the norm topology, see e.g. [19, 14]. We will continue to denote this
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completion by WpKR, σq. Due to the exponential nature of the Weyl-operators, the Weyl
algebra behaves naturally under taking direct sums of symplectic vector spaces, in the
sense that
WpKR,1 ‘KR,2, σ1 ‘ σ2q –WpKR,1, σ1q bWpKR,2, σ2q , (32)
where the precise notion of the spatial tensor product between C˚-algebras is explained
in Ch. 11 of [89]. In the finite dimensional case, we may take KR “ R2n and σ to
be the standard skew-symmetric form on KR. This gives a C
˚-version of the canonical
commutation relations of n positition variables and n conjugate momenta. Informally,
letting F “ pp, qq and pP,Qq the corresponding operators with rQj , Pks “ iδjk1, then
“W pF q “ exprip ¨ Q ´ iq ¨ P s”, and the Weyl relations formally follow by the Baker-
Campbell-Hausdorff formula.
In order to obtain a v. Neumann algebra one takes a state ω and takes the weak
closure in its GNS-representation, πωpWpKR, σqq2. The resulting v. Neumann algebra
(and even its type) will in general depend on the choice of ω. Quasifree (sometimes called
“Gaussian”) states of the Weyl algebra are in one-to-one correspondence with symmetric
bilinear forms µ : KR ˆKR Ñ R such that
µpF, F q ě 0 , 1
2
|σpF, F 1q| ď rµpF, F qµpF 1, F 1qs12 (33)
for all F, F 1 P KR. The state corresponding to µ is defined by
ωµpW pF qq “ e´
1
2
µpF,F q , (34)
and one checks that this is indeed positive [92]. We denote the GNS-representation by
pπµ,Hµ,Ωq.
The GNS-representations of quasi-free states can be described in terms of a Fock-
space structure. In general, if H1 is a Hilbert space with inner product p , q, the bosonic
Fock space over H1 is defined as the Hilbert space
FpH1q “ C‘
à
ną0
EnH
bn
1 , (35)
where En is the projector onto the subspace of totally symmetric elements. The ”vacuum”
vector |Ωy “ p1, 0, 0, 0, . . . q corresponds to the first summand “C ”. The inner product
p , q on this Fock space is the natural one inherited from H1. The summand H1 is called
the “1-particle subspace”. Creation and annihilation operators on FpH1q are denoted
a˚pχq, apχq, |χq P H1, respectively, where, for any |Ψny “ En|ψ1q b . . .b |ψnq P EnHbn1
a˚pχq|Ψny “ pn` 1q
1
2En`1|χbΨny (36)
apχq|Ψny “ n´
1
2
nÿ
j“1
pχ, ψjqEn´1|ψ1q b . . . |xψjq . . .b |ψnq.
These operators are closed and satisfy apχq “ ra˚pχqs˚ and rapχq, a˚pχ1qs “ pχ, χ1q1.
In order to describe the GNS-representations of quasi-free states as a Fock space, it is
convenient to introduce the complexification K of KR and to extend µ, σ to sesquilinear
forms on K. Since σ is non-degenerate, the inequality (33) implies that µ defines an
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inner product on K, which we write as x | y. We denote the Hilbert space completion
by cloµK. The bound (33) in combination with Riesz’ theorem shows that there exists a
unique, bounded, self-adjoint operator Σ on cloµK such that
i
2
σpF, F 1q “ xF,ΣF 1y for all F, F 1 P K. (37)
We have }Σ} ď 1, Σ˚ “ Σ and ΓΣΓ “ ´Σ, where Γ is the complex conjugation on K,
which can be extended to an anti-unitary operator on cloµK. We will write the polar
decomposition of Σ as Σ “ V |Σ|, where we note that V |Σ| “ |Σ|V and the partial
isometry V satisfies V ˚ “ V .
After these preliminaries, we can now describe the GNS-representations of quasi-free
states. We set H1 :“ kerp1`ΣqK Ă cloµK. The GNS-Hilbert space of ωµ is Hµ “ FpH1q
and the corresponding representation of the Weyl-operators pF P KRq is given by
πµpW pF qq “ exprita˚p
?
1` ΣF q ` ap?1` ΣF qus . (38)
(We refer to [19] for functional analytic details on how the exponential makes sense.)
The GNS-vacuum vector is |Ωωy “ p1, 0, 0, . . . q, i.e. the Fock-space vacuum. One often
informally defines the “field operator” φpF q “ ´iBtπµpW ptF qq|t“0 for F P KR. Informally,
the representation of the field operator is then
φpF q “ a˚p?1` ΣF q ` ap?1` ΣpΓF qq . (39)
Here we inserted the operator Γ to ensure that this field has a natural complex linear
extension to F P K.
Quasifree states can enjoy the following additional properties:
1. ωµ is pure if and only if |Σ| “ 1, see e.g. [152, 110], i.e. its GNS-representation is
irreducible. When ωµ is pure, then P˘ “ 12p1˘Σq define projections in cloµK onto
so-called positive and negative frequency subspaces. We then have H1 “ P`cloµK.
Because ΓP˘ “ P¯Γ we find φpF q “
?
2ta˚pP`F q ` apΓP´F qu.
2. ωµ is called primary iff kerpΣq “ t0u. Note that this may fail in general, because
we take a completion of K. Pure states are necessarily primary. More generally,
ωµ is primary if and only if the v. Neumann algebra πµrWpKR, σqs2 of the GNS-
representation has a trivial centre (i.e. it is a v. Neumann factor). In general, V 2 is
the orthogonal projection onto the orthogonal complement kerpΣqK, so V “ V ˚ “
V ´1 for primary states.
3. The GNS-vector representative |Ωy is separating for πµrWpKR, σqs2 if and only if
|Σ| ă 1, i.e. kerp1´|Σ|q “ t0u ([8], thm.3.12, [103] thm. I.3.2). In this case we have
H1 “ cloµK. Note that the 1-particle space H1 is “twice as large” by comparison
with the case of a pure state. This corresponds to the fact that the representation
of WpKR, σq is now reducible.
2.2.2 The CAR algebra
The CAR algebra encodes the canonical anti-commutation relations. To define it we need
a Hilbert space K with inner product denoted by p . , . qK , and an anti-linear involution
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Γ on K satisfying pΓk1,Γk2qK “ pk2, k1qK . The CAR algebra CpK,Γq is generated by the
elements ψpkq, k P K, subject to the relations
ψpk1qψpk2q ` ψpk2qψpk1q “ pΓk1, k2qK1 , ψpkq˚ “ ψpΓkq . (40)
CpK,Γq is turned into a C˚-algebra by introducing the (unique) norm }ψpkq} “ }k}K{
?
2
and forming the completion in the norm topology, see e.g. [4, 19]. We will continue to
denote this completion by CpK,Γq. There is a *-automorphism α on CpK,Γq characterized
uniquely by αpψpkqq “ ´ψpkq which gives the CAR algebra a Z2-grading.
One has the functorial property
CpK1 ‘K2,Γ1 ‘ Γ2q – CpK1,Γ1qbˆCpK2,Γ2q , (41)
where bˆ is the graded tensor product11. As for the case of the Weyl algebra, one can
develop a complete theory of quasi-free states and describe their representations, see [4]
for details.
Here, we only describe pure, quasi-free states, and we do so by directly describing the
associated GNS-representation. The input is an orthogonal projector, P , on K, obeying
the relation ΓPΓ “ 1´P . Then one sets H1 “ PK equipped with the restriction p . , . q
of the inner product on K. Next, the fermionic Fock space over H1 is defined exactly as
in (35), with the only difference that En now projects onto the subspace of totally anti-
symmetric elements. Fermionic creation and annihilation operators are defined again as
in (36). We then define the desired representation associated with P as
πP pψpkqq “ a˚pPkq ` apPΓkq . (42)
The vector |0y in Fock space defines a state on the CAR algebra called ωP . The “2-point”
function of the state is ωP pψpk1qψpk2qq ” x0|πP pψpk1qqπP pψpk2qq|0y “ pΓk1, Pk2q, and
similar formulas can be derived for the higher “n-point” functions, see [4] for details.
2.2.3 The Cuntz algebra On
A C˚-algebra arising naturally in the theory of superselection sectors (see below sec-
tion 4.7) is the Cuntz-algebra. Let H be a separable, infinite dimensional Hilbert space.
A partial isometry, V , on H is a linear operator such that V ˚V “ 1 and such that V V ˚
is a projection. Now let n ą 1 a natural number. Then it is not hard to see that one can
construct partial isometries ψi, i “ 1, . . . , n on H satisfying the relations
nÿ
i“1
ψiψ
˚
i “ 1 , ψ˚i ψj “ δij1 for all i, j. (43)
Cuntz [42] has shown that there exists a unique (up to C˚-isomorphism) simple C˚-algebra
generated by these elements and relations. It is denoted On.
11 As a vector space, the graded tensor product is first defined to be the usual (algebraic) tensor
product. The product is defined as pa1bˆb1qpa2bˆb2q “ p´1q
degpa2qdegpb1q a1a2bˆb1b2 and the *-operation
is pabˆbq˚ “ p´1qdegpaqdegpbqa˚bˆ b˚, where the degree is defined to be 0 resp. 1 for even resp. odd
elements under α. It is then shown that a natural C˚-norm compatible with these relations and the
above isomorphism can be defined which extends the C˚-norm of CpKi,Γiq. The graded tensor product
is the C˚-closure under this norm.
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2.3 The basic principles of quantum field theory
In algebraic quantum field theory, the algebraic relations between the quantum fields are
encoded in a collection of C˚ or v. Neumann algebras associated with spacetime regions.
The precise framework depends somewhat on the type of theory, spacetime background
etc. one would like to consider. In the case of Minkowski space Rd,1, a standard set of
assumptions, manifestly satisfied by many examples, and believed to be satisfied by all
reasonable QFTs, is as follows. Call a “causal diamond” O Ă Rd,1 any set of the form
O “ DpAq, where A is any relatively compact open set contained in a Cauchy surface
– Rd of Minkowski space, and DpAq its domain of dependence, i.e. the set of points
x P Rd,1 such that any inextendible causal curve through x must hit A at least once, see
fig. 1. Poincaré transformations g “ pΛ, aq P P “ SO`pd, 1q ˙ Rd`1 act on points by
g ¨ x “ Λx ` a. Since Poincaré transformations are isometries of Minkowski spacetime,
they map causal diamonds to causal diamonds, so we get an action O ÞÑ g ¨O on the set
of causal diamonds.
In the algebraic approach, a quantum field theory is a collection (“net”) of C˚-algebras
ApOq subject to the following conditions:
a1) (Isotony) ApO1q Ă ApO2q if O1 Ă O2. We write A “
Ť
O ApOq with completion in
the C˚-norm.
a2) (Causality) rApO1q,ApO2qs “ t0u if O1 is space-like related to O2. In other words,
algebras for space-like related causal diamonds commute. Denoting the causal com-
plement of a set O by O1, we may also write this more suggestively as
ApO1q Ă ApOq1
where the prime on the right side is the commutant.
a3) (Relativistic covariance) For each transformation g P rP covering12 a Poincaré trans-
formation pΛ, aq P P “ SO`pd, 1q ˙ Rd`1, there is an automorphism αg on A such
that αgApOq “ ApΛO ` aq for all causal diamonds O and such that αgαg1 “ αgg1
and αp1,0q “ id is the identity.
a4) (Vacuum) There is a unique state ω0 on A invariant under αg. On its GNS-
representation pπ0,H0, |0yq, αg is implemented by a projective positive energy repre-
sentation U of the Poincaré group rP in the sense that π0pαgpaqq “ Upgqπ0paqUpgq˚
for all a P A, g P rP. Positive energy means that the representation is strongly
continuous and that, if x P Rd,1 Ă P is a translation by x, we can write
Upxq “ expp´iP µxµq, (44)
and the vector generator P “ pP µq has spectral values p “ ppµq in the forward
lightcone p P V¯ ` “ tp | p2 ě 0, p0 ą 0u.
For technical reasons, one often forms the weak closures rπ0pApOqqs2, which gives a
corresponding net of v. Neumann algebras (onH0). We will often work with this net. Ax-
ioms a1) and a2) can be generalized straightforwardly to any general globally hyperbolic
12The covering group is needed to describe non-integer spin.
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spacetime pM , gq. If such a spacetime has any symmetries, then a3) can be generalized
too, with the Poincaré group replaced by the isometry group G of the spacetime. If this
group G has a 1-parameter family of isometries with everywhere complete time-like orbits
(as is the case e.g. in a static spacetime), then a version of a4) can be imposed, too. For
more details, we refer the reader to [81], and references therein.
A straightforward, but important, consequence of axioms a1)-a4) (and Araki’s “weak
additivity axiom” [3], see below) is the Reeh-Schlieder theorem [127], which is the follow-
ing. We know by construction that π0pAq|0y is dense in the entire Hilbert space, H0. One
might guess at first that the subspace of states π0pApOqq|0y, describing excitations relative
to the vacuum localized in a causal diamond O, would depend on O. This expectation is
usually incorrect, however, and instead the Reeh-Schlieder theorem holds:
Theorem 1. (Reeh-Schlieder theorem) Assume that any element of A can be approxi-
mated arbitrarily well in the sense of matrix elements in the vacuum representation π0 by
finite sums of elements of the form αxipaiq, where ai are in some arbitrarily small causal
diamond, and where αxi denotes a translation (“weak addititivity
13”). For any causal di-
amond O, the set of vectors π0pApOqq|0y is dense in the entire Hilbert space. The same
statement remains true if |0y is replaced with a vector with finite energy.
Proof: The proof of this theorem is standard. We drop the reference to π0, so a means
π0paq, etc. Suppose that the closure of ta|0y | a P π0pApO˜qqu has a non-trivial orthogonal
complement in H0 where O˜ is a causal diamond whose closure is contained in O (i.e.
“inside” O). Let |Φy be a vector in the orthogonal complement, a P ApO˜q, and let Rd,1 Q
z ÞÑ fpzq “ xΦ|Upzqa|0y. Due to the spectral properties of P postulated in a3), fpzq has
a holomorphic extension to the set tz P Cd`1 | ℑpzq P V `u. By assumption fpzq “ 0 if
z is in some sufficiently small real neighborhood of z “ 0, since the translated element
UpzqaUpzq˚ remains in ApOq for such z, by a3). By the edge-of-the-wedge theorem,
see appendix A, fpzq “ xΦ|UpzqaUpzq˚|0y therefore vanishes for all z P Rd,1. Since an
arbitrary b P A can be approximated in the sense of matrix elements by a sum of translated
elements from ApO˜q (by assumption), we have xΦ|b|0y “ 0 for all b P A, proving that also
|Φy vanishes identically.
If |Ψy is a vector with finite energy, then Upzq˚|Ψy has an analytic continuation to
tz P Cd`1 | ℑpzq P V `u and a similar argument applies.
The Reeh-Schlieder theorem shows in particular that it is not straightforward to define
“localized states”. To define these, and to have a mathematical counterpart of the intuitive
idea that the set of states localized in O with energy below E should be approximately
finite-dimensional, one has to go beyond the above axioms [75]. Nowadays, this idea is
phrased mathematically in terms of “nuclearity conditions”, which will also play a role in
this work. One such condition, due to Buchholz and Wichmann [21], is described now.
We formulate it as an additional axiom a5), although the precise form of this axiom is
perhaps not so natural and irrefutable as the previous ones, a1)-a4), and in fact, we will
throughout this volume also consider variants of a5) [see a5’) in sec. 4].
13In terms of algebras:
pi0pAq “
˜ ď
xPRd,1
pi0pApO ` xqq
¸2
for any causal diamond O.
23
a5) (BW-nuclearity) Let A be a ball of radius r in a time-slice, and let Or “ DpAq be
the corresponding double cone. Consider the map
Θβ,r : ApOrq Ñ H0 , a ÞÑ e´βHπ0paq|0y , (45)
where β ą 0 and where H “ P 0 is the Hamiltonian, i.e. the time-component of P µ
in item a4). It is required that there exist positive constants n ą 0 and c “ cprq ą 0
such that for r ą 0, β ą 0
}Θβ,r}1 ď epc{βqn . (46)
Here we use the following [121, 59] definition/lemma:
Definition 5. The 1-nuclear norm } . }1 of a linear operator T between two Banach
spaces X ,Y is defined as }T }1 “ inf
ř
j }yj} }ψj}, where the infimum is taken over all
possible ways (if any14) of writing T p . q “ řj yjψjp . q as a norm convergent sum in
terms of linear functionals ψj P X ˚ and vectors yj P Y.
If both X ,Y are Hilbert spaces, then }T }1 “ Tr |T |. The 1-nuclear norm satisfies the
following properties:
}ST }1 ď }S}}T }1 , }ST }1 ď }S}1}T } , (47)
where S is another linear operator between Banach spaces Y ,Z.
The idea is that this 1-norm measures the “size” of the ellipsoid in Hilbert space given
by the collection of vectors of the form e´βHπ0paq|0y with }a} ď 1. Such vectors represent
states which are localized in space (by r) and have an exponentially suppressed energy
(essentially by 1{β). One typically expects c9r and n “ d in d spatial dimensions. (Note
that in quantum mechanics, using BpHq instead of ApOrq and assuming that H has an
orthonormal eigenbasis, }Θβ,r}1 reduces to the partition function.)
The BW-nuclearity condition a5) and its variants – in particular the modular nu-
clearity condition a5’) given below – can be shown to have a consequence which is of
essential importance in this volume. If A and B are disjoint regions in a spatial slice
with distance distpA,Bq ą 0 and corresponding causal diamonds OA and OB, then a5)
implies that the split property holds for AA “ π0pApOAqq2 and AB “ π0pApOBqq2 [23].
In other words, the v. Neumann algebras not only commute (by item a2)), but they are
statistically independent. This fact will be crucial when defining relative entanglement
entropies between such algebras.
A closely related consequence of a5) describes what happens when the regions OA
and OB “touch” each other. It deals with a net of v. Neumann algebras ApOq, and it
assumes an additional asymptotic scale invariance at small length scales. Under these
circumstances, the local v. Neumann algebras are direct sums of type III1 factors [23].
Furthermore, when we call a state ω on A locally normal when its restriction to each
ApOq is normal, we have the following [60]:
Theorem 2. a) The restriction of a locally normal state ω on A to a local algebra
ApOq is never pure.
14If there are none, then the norm is set to infinity.
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b) If ωO is a pure normal state on some local algebra ApOq then it cannot be extended
to a normal state on any larger local algebra.
c) Let A and B be disjoint subsets of a Cauchy surface touching each other in the
sense that A¯ intersects B¯. Then there cannot exist a normal, separable state on
ApOAq _ ApOBq, i.e. one such that ωpabq “
ř
j ϕjpaqψjpbq for all a P ApOAq, b P
ApOBq, where ϕj , ψj are normal positive functionals on ApOAq,ApOBq, respectively.
In particular, ApOAq,ApOBq cannot be statistically independent.
Proof: a) follows immediately from b), which is proved in corollary 3.3 of [60]. To see
that c) follows from a) we assume that a normal separable state ω exists, and we consider
its separable decomposition. We can then find pure normal states ωA and ωB on ApOAq
and ApOBq, respectively, and a constant c ą 0 such that ωA ď
?
cϕ1 and ωB ď
?
cψ1.
For all a P ApOAq and b P ApOBq we then have 0 ď ωApa˚aqωBpb˚bq ď cωpa˚ab˚bq, an
estimate which can be extended to the algebraic tensor product ApOAqdApOBq and then
to the entire algebra ApOAq_ApOBq. We denote the resulting state constructed out of ωA
and ωB with a tensor product, so that ωAb ωB ď cω. This estimate shows that ωA bωB
must be normal on ApOAq _ ApOBq, which means in turn that it can be described by a
density matrix ρAB on the vacuum Hilbert space. Finally, ρAB defines a locally normal
state on all of A, which restricts to the pure normal state ωA on ApOAq, contradicting
statement a). Hence, a normal separable state on ApOAq _ ApOBq cannot exist.
The BW-nuclearity condition is designed specifically for Minkowski space, or more
generally for a spacetime with a 1-parameter group of time-like isometries, where a
Hamiltonian exists. There are also other nuclearity conditions allowing to draw simi-
lar conclusions, most notably ones involving the modular operator ∆ [24, 101] introduced
below as a5’) in sec. 4.
2.4 Examples of algebraic quantum field theories
Let us now discuss some examples of algebraic quantum field theories which manifestly
fit into the operator algebraic setting.
2.4.1 Free scalar fields
The free Klein-Gordon (KG) field φ of mass m on d ` 1-dimensional Minkowski space-
time (or, more generally, on any globally hyperbolic manifold pM , gq) is the simplest
example satisfying all the axioms, including the BW-nuclearity condition, cf. [21, 22].
Roughly speaking, φpxq is an operator for each x P M satisfying the KG-equation
pl ´m2qφpxq “ 0. If Q “ φ|C, P “ Bnφ|C are the restriction of the field and its normal
derivative to a Cauchy surface (“time-slice”) C, then the canonical commutation relations
rQpxq, P pyqs “ iδCpx, yq1 are satisfied, and, informally, the algebra ApOAq with A Ă C,
should be thought of as being generated by all P pxq, Qpxq with x P A. For a mathe-
matically precise construction one has to pass to bounded operators, which can be done
e.g. by treating the field operators φpxq as a distribution and by working with suitable
exponentials of smeared versions of these fields.
This construction is as follows. We let KR “ C80 pC,Rq ‘ C80 pC,Rq, and we define a
symplectic form, corresponding to the canonical commutation relations, by σpF, F 1q “
25
ş
C
rqp1´q1psdV for all F “ pq, pq, F 1 “ pq1, p1q P KR. For A Ă C, we define ApOAq to be the
subalgebra of the Weyl algebra WpKR, σq given by the C˚-closure of tW pF q | supppF q Ă
Au.15 We think of the Weyl operators W pF q as representing the informal expressions
expri ş
C
ppQ ´ qP qdV s.
This construction has the disadvantage that we only identify the algebras correspond-
ing to causal diamonds OA with base A in the fixed Cauchy-surface C, see fig. 1. However,
there is a simple way to get around this by giving an alternative description of pKR, σq.
For this, we note that KR is just the space of initial data of the KG equation, equipped
with the natural symplectic form. Since initial data are, on a globally hyperbolic space-
time, in one-to-one correspondence with solutions to the KG equation, we may equally
well work with solutions. For this, let GA, GR : C80 pM ,Rq Ñ C8pM ,Rq be the unique
advanced and retarded propagators to the KG equation uniquely specified by the relations
pl ´m2qGA,R “ 1M , supppGA,Rfq Ă J´,`psupppfqq, (48)
where J˘ denotes the causal future/past of a set in the spacetime pM , gq, see e.g. [11].
Let G “ GR ´ GA be the “causal propagator”. It can be identified with a distributional
kernel on M ˆM , denoted by Gpx, yq. This distribution is real-valued, anti-symmetric,
a solution to the KG equation in both entries, and vanishes if x is space-like to y. Define
K˜R “ C80 pM ,Rq{Ranpl ´m2q (with pl ´m2q acting on C80 pM ,Rq). Elements in this
space are equivalence classes rf s of compactly supported, smooth, real-valued functions f
on M modulo ones in the image of the KG operator. On K˜R we define a symplectic form
by σ˜prf s, rf 1sq “ Gpf, f 1q. One now shows that pK˜R, σ˜q is a symplectic space isomorphic
to pKR, σq. The isomorphism is given by assigning to rf s P K˜R the initial data pq, pq P KR
for the solution Gf ,
rf s ÞÑ
ˆ
Gf |C
BnGf |C
˙
”
ˆ
q
p
˙
. (49)
Consequently, the Weyl algebra WpK˜R, σ˜q is isomorphic to WpKR, σq. The local algebras
for an arbitrary O Ă M are now defined as
ApOq “ tW˜ prf sq | supppfq Ă Ou . (50)
The obvious analogs of axioms a1), a2) for a Lorentzian spacetime pM , gq directly follow
from the properties of G and the relation W˜ prf sqW˜ prf sq “ e´iGpf,f 1q{2W˜ prf ` f 1sq. Given
a representation π of the Weyl algebra on a Hilbert space, one may informally think of
πpW˜ prf sqq as eiφpfq, where φpfq “ ş
M
φpxqfpxqdV is a “smeared” quantized Klein-Gordon
field. The field φpfq actually exists as a self-adjoint, operator valued distribution in
general only in certain representations of the Weyl-algebra.
One such representation is the ground state representation of a massive (m ą 0) field
on an ultra-static spacetime M “ Rˆ C, g “ ´dt2 ` h, where h is a Riemannian metric
on C not depending on t, and where C is assumed to be compact. Let ∇2 be the Laplacian
of the Riemannian metric h on C. ´∇2 is known to be a positive essentially self-adjoint
operator on L2pCq [133], so in particular all complex powers of ´∇2`m2 are well-defined.
Let C “ p´∇2 `m2q´1. Consider the bilinear form µ : KR ˆKR Ñ R given by
µpF, F 1q “ 1
2
ℜpC1{4p´ iC´1{4q, C1{4p1 ´ iC´1{4q1q (51)
15Here the braces denote “generated by, as a C˚-algebra”, and supppF q “ supppqq Y suppppq, where
the support supp of a function is the closure of the set of all points where it does not vanish.
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where F “ pq, pq and we mean the standard L2-inner product on the right hand side.
It follows immediately that (33) holds, so µ defines a quasi-free state ω0 on WpKR, σq,
and therefore also one on WpK˜R, σ˜q via the isomorphism described above in (49). The
closure of KR in the topology given by µ is isomorphic to W
`1{2
R
pCq ‘W´1{2
R
pCq (here we
mean the Sobolev spaces of fractional order ˘1{2) and the corresponding operator Σ as
defined in eq.(37) is given by
Σ “ i
ˆ
0 C1{2
´C´1{2 0
˙
. (52)
It follows that Σ2 “ 1, so the state ω0 is pure. If we compose the map
?
1` Σ
with the identification W`1{2pCq ‘W´1{2pCq » L2pCq ‘ L2pCq, determined by pq, pq ÞÑ
1?
2
pC´ 14 q, C 14pq, we obtain
KR Q F “
ˆ
q
p
˙
ÞÑ 1
2
ˆ
iC1{4p` C´1{4q
C1{4p´ iC´1{4q
˙
” 1?
2
ˆ
iκpF q
κpF q
˙
P L2pCq‘2. (53)
From this it immediately follows that the image of KR under
?
1` Σ is isomorphic to
L2pCq, which may thus be identified with the 1-particle Hilbert space H1. The map
κ : KR Ñ L2pCq “ H1 defined in the previous equation is the one-particle structure of
Kay [96]. In terms of κ one may write the GNS-representation of our state ω0 as (F P KR)
π0pW pF qq “ exp ira˚pκpF qq ` apκpF qqs , (54)
where a, a˚ are annihilation and creation operators on the bosonic Fock space over H1.
One can show (cf. [96]), that the time translation isometry of pM , gq is implemented in
the GNS representation of this state by a strongly continuous 1-parameter group with
positive generator H (the Hamiltonian). Thus, the state can be considered as a ground
state. The same construction works in any ultra-static, globally hyperbolic spacetime
even when the slices are not compact (because C is then complete). In particular, it
works in Minkowski space, where the Cauchy surface is given by C “ Rd, equipped with
the flat metric.
In Minkowski space, it is instructive to represent 1-particle wave functions inH1 in mo-
mentum space, using the Fourier transform16 to identify L2pRd, ddxqwith L2pRd, 1
2ωpkqd
d
kq,
where ωpkq :“ ?k2 `m2. More precisely, we map ψpxq to a2ωpkqrψpkq, which defines
an isometry. For any smooth function f on Minkowski space of compact support, one
then writes the smeared quantum KG-field characterized by π0pW˜ prf sqq “ exp iφpfq in-
formally as an integral
ş
φpxqfpxqdd`1x. Going through the definitions and constructions
just given, one can then further write the representer in the familiar form
φpxq “ p2πq´ d2
ż
Rd
ddk
2ωpkqra
:pkqe´ikx ` apkqeikxs (55)
in terms of the creation and annihilation operators17 on the bosonic Fock space over
H1 “ L2pRd, 12ωpkqddkq, where xk “ xµkµ and pkµq “ p´ωpkq,kq. After smearing with
16Our convention for the Fourier transform in one dimension is rfppq “ 1?
2pi
ş
dxfpxqe´ipx.
17In our setup, we arrive at the normalization
rapkq, a:pk1qs “ 2ωpkq δdpk ´ k1q ¨ 1 , rapkq, apk1qs “ 0. (56)
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f P C80 pRd`1q, this operator is shown to have a dense set of analytic vectors, so it is
essentially self-adjoint by Nelson’s analytic vector theorem [126]. Thus, we may write
the representation of the Weyl-operators by exponentiation in the form π0pW˜ prf sqq “
expriφpfqs, so the relation between Weyl operators and unbounded quantum fields is
more than a formal one in this example. The vacuum state satisfies the axioms a3), a4)
as well as the BW-nuclearity condition [21].
2.4.2 Free fermion fields
The free spin-1
2
-field ψ of mass m on d ` 1-dimensional Minkowski spacetime (or, more
generally, on any globally hyperbolic spin manifold pM , gq) is another simple example
satisfying all the axioms, including the BW-nuclearity condition in static spacetimes [43].
Roughly speaking, ψpxq is an operator for each x P M satisfying the Dirac equation
p {∇`mqψpxq “ 0. For a mathematically precise construction one uses the CAR algebra
described in sec. 2.2.2.
This construction is as follows e.g. for a real (Majorana) field, which exists when
d ´ 1 “ 0, 1, 2, 7 mod 8, for details see e.g. [43]. Let $ be the spin-bundle, which is a
complex vector bundle over M of dimension 2tpd`1q{2u. At each point, we let eµ be a
chosen orthonormal d ` 1-bein, so that {∇ “ eµ ¨ ∇eµ is the Dirac operator, with eµ¨
denoting Clifford multiplication. The action of eµ on the conjugate vector bundle
18 $ is
denoted by eµ¨. There is then an anti-linear map C : $Ñ $ satisfying CC “ p´1q 12 pd´1qd
which is characterized by C´1eµC “ eµ. We also have “Dirac conjugation”, which is an
anti-linear map B : $ Ñ $˚ with B˚B “ 1 (for details on such notions, see e.g. [62]).
The Hilbert space K needed for the definition of the CAR algebra CpK,Γq is the space
K “ L2pC, $|Cq of square integrable spinors on a Cauchy surface C (unit forward normal:
n), with inner product
pk1, k2qK “
ż
C
Bk1pn ¨ k2q dV (57)
and the anti-linear involution Γ is given by Γk “ Ck¯. If A Ă C and OA its causal diamond,
we define
ApOAq “ tψpkq | k P K, supppkq Ă Aueven , (58)
where on the right side, curly brackets mean “generated by, as a C˚-algebra”, and the
superscript denotes the sub algebra of elements with an even number of generators.
As before, this construction has the disadvantage that only the algebras corresponding
to causal diamonds on a fixed Cauchy-surface C are identified. However, there is a simple
way to get around this by giving an alternative description of pK,Γq. For this, we note
that K is just the space of initial data of the Dirac equation, equipped with the natural
hermitian inner product. Since initial data are, on a globally hyperbolic spacetime, in
one-to-one correspondence with solutions to the Dirac equation, we may equally well work
with solutions. For this, let {EA, {ER : C80 pM , $q Ñ C8pM , $q be the unique advanced
and retarded propagators associated with the “squared” Dirac operator
p {∇ `mqp {∇´mq “ l ´m2 ´ 1
4
R . (59)
18The complex conjugate, V¯ , of a vector space V is identical as a set, but has the scalar multiplication
λ ¨ v ” λ¯v.
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The advanced propagator for the Dirac equation is simply {SA “ p {∇´mq {EA (and similarly
for the retarded propagator), and we also set {S “ {SA ´ {SR. We next equip the complex
vector space of all smooth compactly supported spinors with the hermitian sesquilinear
form
pk1, k2qK˜ “
ż
M
Bk1p {Sk2q . (60)
This sesquilinear form is checked to be positive semi-definite, and after factoring with the
kernel of {S, it becomes a pre-Hilbert space K˜ “ C80 pM , $q{Ranp {∇`mq. Now one shows
that the closure of this Hilbert space, with the above inner product and conjugation
Γ˜ “ Γ is in fact isometric to pK,Γq as defined before under restriction to C, i.e. under
rks P K˜ ÞÑ k|C P K. Consequently, the CAR algebra CpK,Γq is isomorphic to CpK˜, Γ˜q.
The local algebras for an arbitrary region O are then defined as
ApOq “ tψprksq | k P K˜, supppkq Ă Oueven , (61)
where “even” refers to the subalgebra of even elements w.r.t. the Z2-grading of the CAR
algebra.
We now describe the construction of the ground state representation on an ultra-static
spacetime M “ R ˆ C, g “ ´dt2 ` h with compact Cauchy surface C, assumed to be
spin. Let us assume that the orthonormal frame is chosen in such a manner that e0 is
the time-like normal to C. We may write the Dirac equation p {∇`mqψ “ 0 as
iBtψ “
dÿ
j“1
pie0 ¨ ej ¨∇ej ` ie0mqψ ” hψ . (62)
The right side defines a “1-particle Hamiltonian”. By standard theorems, it has a discrete
spectrum of eigen-spinors. It is checked that Γ´1hΓ “ ´h. So, Γ exchanges eigen-spinors
with positive and negative eigenvalues, and the spectrum is symmetric about 0. Around
0, there is a gap including at least p´m,mq. We let P be the projector in K onto
the subspace of eigenspinors with positive eigenvalues, which as a consequence satisfies
ΓPΓ “ 1 ´ P . Thus, we can define, as in our general discussion of the CAR algebra in
sec. 2.2.2, a representation of the CAR algebra CpK,Γq associated with P on a fermionic
Fock space. The 1-particle Hilbert space is H1 “ PK. On the subspace Hn “ EnHbn1 of
“n-particle” states in fermonic Fock space, the Hamiltonian of the QFT is then given by
H |Ψny “
nÿ
i“1
p1b . . . hlomon
i´th slot
b . . . 1q|Ψny , |Ψny P Hn . (63)
The vacuum state satisfies H |0y “ 0, so it is a ground state. The fermionic field operator
is represented by (42).
Rather than unraveling these abstract definitions, we consider as a simple example
the Majorana field in 1 ` 1 dimensional Minkowski spacetime R1,1. In this example,
K “ L2pR, dx;C2q, eq. (57) becomes the standard inner product on this space, and
Γ becomes component-wise complex conjugation (using a suitable representation of the
Clifford algebra). The 1-particle Hamiltonian becomes in this representation
h “
ˆ
p im
´im ´p
˙
(64)
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with p “ id{dx. The projector P onto the positive part of the spectrum can be worked
out explicitly by diagonalizing this matrix. Once this has been done, it is convenient to
identify the 1-particle Hilbert space PK with L2pR, dθq via the isometry
V : PL2pR, dx;C2q Ñ L2pR, dθq “: H1 (65)
defined by
V
ˆ
k1
k2
˙
“ 1?
2
reθ{2´iπ{4rk1pm sinh θq ` e´θ{2`iπ{4rk2pm sinh θqs , (66)
where a tilde means Fourier transform. The Dirac field operator in the representation πP
(defined abstractly by (42)) becomes under this identification, and under the identification
of K and K˜ described in sec. 2.2.2, the 2-component operator valued distribution
ψpxq “ 1?
4π
ż
R
dθ
"ˆ
eθ{2´iπ{4
e´θ{2`iπ{4
˙
e´ippθqxa:pθq `
ˆ
eθ{2`iπ{4
e´θ{2´iπ{4
˙
eippθqxapθq
*
, (67)
where x ” px0, x1q, where ppµpθqq “ p´m cosh θ,m sinh θq, and where apθq, a:pθq satisfy
the relations (70) below with S2 “ ´1. A wave function |Φ1y P H1 is created from the
vacuum by applying a smeared creation operator, |Φ1y “
ş
dθφpθqa:pθq|0y ” apφq˚|0y,
with φ P L2pR, dθq, compare sec. 2.2.2.
2.4.3 Integrable models in 1` 1 dimension with factorizing S-matrix
Following an idea of [132], it has been shown in [100, 99, 25], how to construct a wide class
of integrable models in 1+1 dimensional Minkowski space satisfying the above axioms
a1)-a4) and a nuclearity condition [a5) and a5’)]. The only input19 in this construction
is a 2-body scattering-matrix. We will not discuss here how in general the concept of a
scattering-matrix fits into the algebraic framework, see [76] for a discussion and references.
For the sake of the construction, it is enough to think of the 2-body scattering-matrix
as merely a function S2 which is a datum entering the construction of a net ApOq. The
properties required of S2 to make this construction work are:
(s1) S2pθq is a bounded analytic function on the strip tθ P C | ´ε ă ℑθ ă π ` εu where
0 ă ε ă π{2.
(s2) |S2pθq| “ 1 for θ P R, and S2p0q “ ´1 (it is therefore “fermionic” in the terminology
of [100]).
(s3) For θ in R, S2p´θq “ S2pθq´1.
(s4) For θ in R, S2pθ ` iπq “ S2pθq´1.
s1) corresponds to analyticity, s2) to unitarity, s3) to PCT-invariance, and s4) to
crossing symmetry for the full scattering-matrix, if k “ pm cosh θ,m sinh θq is identified
19Apart from the value m of the mass of the basic particle.
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with the incoming momentum of an on-shell particle of mass m in a 2-body collision. For
instance, in the Sinh-Gordon model [1]
SShG2 pθq “
sinh θ ´ i sin b
sinh θ ` i sin b , b “
πg2
1` g2 (68)
with g the coupling constant of the Sinh-Gordon potential. SShG2 satisfies s1)-s4) as long
as 0 ă b ă π, as would for instance any product of an odd number of such factors with
different 0 ă bi ă π.
The construction of the net O ÞÑ ApOq corresponding to a given S2 starts by consider-
ing an “S2-symmetric” Fock-space over H1 “ L2pR, dθq. This Fock space is a direct sum
C ‘ně1 Hn of n-particle spaces. By contrast to the case of the bosonic Fock-space, Hn
is not obtained by applying a symmetrization projection to Hbn1 . Rather, one applies a
projection En based on S2. For that, let τi be an elementary transposition of the elements
i with i`1 in the symmetric groupSn on n elements. Define an exchange operatorDnpτiq
on Hbn1 , identified with unsymmetrized L
2-wave functions Ψn in n-variables, as
pDnpτiqΨnqpθ1, . . . , θi, θi`1, . . . , θnq “ S2pθi`1 ´ θiqΨnpθ1, . . . , θi`1, θi, . . . , θnq . (69)
It can be shown using s2)-s3) that this exchange operator gives a unitary representation20
of Sn on H
bn
1 . Define an S2-symmetric projection En “ p1{n!q
ř
σPSn Dnpσq, define
Hn “ EnHbn1 (S2-symmetric wave functions), define H “ C‘ně1Hn and define creation
and annihilation operators z:pΨq, zpΨq,Ψ P H1 on H by analogy with eq. (36). We
write informally21 z:pΨq “ ş dθΨpθqz:pθq. These operators satisfy relations called the
“Zamolodchikov-Faddeev (ZF) algebra”, which is
zpθqz:pθ1q´S2pθ´θ1qz:pθ1qzpθq “ δpθ´θ1q¨1 , zpθqzpθ1q´S2pθ1´θqzpθ1qzpθq “ 0 . (70)
Following Schroer and Wiesbrock [132], one then defines a “field operator” by putting,
with px “ pµxµ and ppµpθqq “ p´m cosh θ,m sinh θq,
φpxq “ 1?
4π
ż
R
dθrz:pθqe´ippθqx ` zpθqe`ippθqxs . (71)
This field satisfies the KG equation with mass m. Its linear structure in creation- and
annihilation operators is analogous to that of a KG quantum field in 1+1 dimensions in
the vacuum representation (see (55)), when we identify z:pθq “ 1?
2
a:pk1pθqq. Actually,
for S2 “ 1, φpxq is exactly equal to the free KG field because the ZF generators then
satisfy the standard relations of creation and annihilation operators. In this special case,
the field φpxq defined by (71) satisfies space-like commutativity. But in general, it does
not have this property. It may, however, be used to define a local quantum field theory in
the sense of axioms a1)-a4) by a roundabout route. First, define the following anti-linear
operator Jn on H
bn
1 :
pJnΨnqpθ1, . . . , θnq “ Ψnpθn, . . . , θ1q . (72)
The properties of S2 imply that this consistently defines, in fact, an anti-unitary, invo-
lutive, operator on the S2-symmetric Fock space H (it commutes with En). Call this
20I.e., it satisfies the relations of the permutation group.
21Informally, z:pθq “ zpθq˚.
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operator22 J , and define z1pθq “ JzpθqJ, z1:pθq “ Jz:pθqJ . These operators satisfy rela-
tions that are identical to the ZF-algebra, except that S2pθ´ θ1q is replaced by S2pθ1´ θq.
Define a field φ1pxq by substituting into (71) the primed ZF creation and annihilation
operators. The key observation [132], which follows from s2)-s4), is:
Lemma 1. Assume f, f 1 are test functions on R2 such that the support of f 1 is space-like
and to the left of that of f . Then rφpfq, φ1pf 1qs “ 0 (on a core of vectors in H).
One also shows using Nelson’s analytic vector theorem [126] (just as in the case
of the free KG-field) that the operators φpfq, φ1pf 1q are (closable and) essentially self-
adjoint. Then their exponentials are well-defined, and the lemma holds also for them, i.e.
reiφpfq, eiφ1pf 1qs “ 0. LetW “ tpt, xq P R2 | x ą |t|u be the right wedge in R2. Based on the
“half-sided” locality expressed by the lemma, it is natural to define the wedge algebras
R “ teiφpfq | supppfq Ă W u2, R1 “ teiφ1pf 1q | supppf 1q Ă W 1u2 , (73)
where W 1 is the opposite wedge and the double prime is the v. Neumann closure. As
the notation suggests, the commutation relations of the lemma not only imply that R1
commutes with R, but even that R1 is in fact the commutant, i.e. the set of all such
operators. To get algebras associated with bounded double cones, one would like to
form intersections of appropriately “translated” wedge algebras. For this, we first need
a representation of translations (and Lorentz-boosts) on H. These are defined by the
unitaries (a P R2, λ P R)
pUnpλ, aqΨnqpθ1, . . . , θnq “ exp
˜
´i
ÿ
j
ppθjqa
¸
Ψnpθ1 ´ λ, . . . , θn ´ λq , (74)
where λ is interpreted as the boost-parameter and a as the translation vector of an
element g “ pλ, aq of the 2-dimensional Poincaré-group. The properties of S2 once again
imply that this consistently defines a strongly-continuous, positive energy representation
U of P on H. If Wa denotes the translation of W by the vector a P R2, then any double
cone O can be written as an intersection of opposite, translated wedges, O “ Wa XW 1b,
for suitable a, b P R2. Thus, it is natural to define:
Definition 6. Let O “Wa XW 1b, for suitable a, b P R2. Then we define a net by
O ÞÑ ApOq ” UpaqRUpaq˚ X UpbqR1Upbq˚ . (75)
It is then straightforward to see that this net O ÞÑ ApOq satisfies axioms a1)-a5)
(for v. Neumann algebras), where the vacuum state is just that in the S2-symmetric
Fock space. It is not so clear, however, that this net is non-trivial, but this has been
established for sufficiently large regions23 O in [100, 2] using a combination of techniques
such as modular nuclearity bounds, analyticity methods, and making heavy use of the
properties of S2. The methods also show that each ApOq is of type III1, and that the
vacuum vector |0y in our Fock space H is cyclic and separating.
22J turns out to be equal to the modular conjugation associated with the algebra R defined below.
23Note that [100] contained an error, which has been amended in [2]. At present, the arguments only
establish a1)-a4),a5’) for regions O of a minimal size, contrary to the claim of [100].
32
The surprisingly simple, in principle, construction of a wide class of integrable models
just outlined has one serious caveat, though. Unlike for the case of the free KG-field, the
operator φpxq (and likewise φ1pxq) is not a local operator. In particular, for instance in the
Sinh-Gordon model, φpxq must not be interpreted as a quantum version of the classical
field appearing in the corresponding Lagrangian (14), because that would be expected
to be local. Local operators at a point x can be characterized in principle as being, in a
certain sense [64, 18], elements in XOQxApOq. But in practice, they would in all likelihood
have an extremely complicated expression in terms of the non-local operators φ and φ1,
and in this sense one can only say that the model has only been constructed in a very
indirect way. Fortunately, for our purposes, it will not be important at all to precisely
identify such local operators. Rather, all we need is the information given by the net
tApOqu, which has a straightforward and simple definition.
2.4.4 Chiral CFTs
Chiral conformal field theories (CFTs) describe “one chiral half” of a conformal field
theory in 1 ` 1 dimensions, and are particularly well-investigated. They are described
in the algebraic setting by nets I ÞÑ ApIq parameterized by open intervals of the circle
I Ă S1. The axioms are essentially the same as in Minkowski space, with a few fairly
evident changes. In the commutativity axiom a2), one replaces the notion of causal
complement simply by disjoint intervals, i.e. rApI1q,ApI2qs “ t0u if I1 and I2 are disjoint.
The covariance axiom now involves the Möbius group G “ SUp1, 1q{t1,´1u “ PSUp1, 1q,
rather than the Poincaré group. An element g P PSUp1, 1q acts on z P S1 by
g ¨ z “ αz ` β
β¯z ` α¯ , g “
ˆ
α β
β¯ α¯
˙
where |α|2 ´ |β|2 “ 1 . (76)
In the transcription of the covariance and vacuum requirements a3) and a4), one requires
a unitary, positive energy representation U of the group G (or its cover rG) replacing the
group of “spacetime” symmetries. A net tApIqu over S1 with these properties is called a
“chiral net”. 24
Under the Cayley transform z ÞÑ ipz ´ 1q{pz ` 1q, the circle gets mapped to the
1-point compactification of R and the action of the Möbius group then corresponds to
the action of G – PSLp2,Rq by the transformations R Q x ÞÑ g ¨ x “ ax`b
cx`d with real
coefficients such that ad ´ bc “ 1. This action is just the action of the conformal group
SO`p2, 2q – G ˆ G on light rays of 2-dimensional Minkowski space. A corresponding 2-
dimensional conformal net in 1+1 dimensions can therefore be defined simply as follows.
Viewing 2-dimensional Minkowski spacetime as the Cartesian product of two light rays,
any double cone O is the Cartesian product of two open intervals IL, IR Ă R. We then
simply set A2dpOq “ ApILq bApIRq for O “ IL ˆ IR. Such a net on R2 is thus the tensor
product of chiral theories. It again satisfies analogous versions of the axioms a1)-a4),
with the group of spacetime symmetries now replaced by conformal transformations or
its cover ČSO`p2, 2q. (More details can be found e.g. in [95, 128].)
24One sometimes requires that the symmetry algebra of the net is the full Virasoro algebra, i.e. that
the net contains the algebra of quantized diffeomorphisms as a subnet. Then the split property is
automatic [112].
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There are very many examples for chiral nets, for a detailed discussion in the case
of a central charge c ă 1 see e.g. [94]. Here we only give one such example purely
for illustrative purposes. It is an operator algebraic version of the so-called “minimal
models,” see e.g. [47] for the conventional description. A local algebra ApIq in such a
net basically describes “quantized diffeomorphisms” on S1 acting non-trivially only in the
interval I Ă S1. The construction is more precisely as follows, see e.g. [58] for details and
references.
Any diffeomorphism f˜ of R satisfying f˜pθ ` 2πq “ f˜pθq ` 2π defines an orientation
preserving diffeomorphism f of S1 via the formula fpeiθq “ eif˜pθq. Call the group of these
Diff`pS1q. The “Bott cocycle” is the map B : Diff`pS1q ˆDiff`pS1q Ñ R defined by
Bpf1, f2q “ ´ 1
48π
ż
S1
lnppf1 ˝ f2q1pzqq d
dz
lnpf 12pzqq dz. (77)
It can be shown that this lifts to a cocycle of the universal covering group ĆDiff`pS1q,
which is shown to be a Fréchet Lie-group. A unitary representation U of this group on
some Hilbert space H is called a multiplier representation with central charge c P R if it
is strongly continuous with respect to the group topology and
Upf1qUpf2q “ eicBpf1,f2qUpf1 ˝ f2q . (78)
The universal covering rG of the Möbius group is a subgroup of ĆDiff`pS1q. For f1, f2 P rG,
the Bott-cocycle vanishes, so U restricts to a bona-fide, ordinary, unitary representation
of rG. For given c, the irreducible multiplier representations can be classified. They corre-
spond to exponentiated versions of the “highest weight representations” of the Virasoro-
algebra, which is an infinitesimal version of the relation (78), the Bott cocycle B cor-
responding to the central term in the Virasoro-algebra. Such representations only exist
for c ą 0, and for c ă 1, the central charge must be quantized according to the rule
c “ 1 ´ 6pp´p1q2
pp1
, p, p1 P N. The vacuum representation U0 corresponds to the highest
weight representation in which the generator Lvac0 of rotations of S
1 satisfies Lvac0 |0y “ 0,
where |0y P H0 is the highest weight vector (vacuum). The net I Ă S1 ÞÑ ApIq is defined
by
ApIq “ tU0pfq | f P ĆDiff`pS1q such that fpzq “ z for z R Iu2 . (79)
Using properties of multiplier representations [98], one shows that this definition satisfies
the analogues of axioms a1)-a4) for chiral CFTs.
3 Entanglement measures in QFT
In this section we discuss entanglement in a general setting and we review some quanti-
tative measures of entanglement and their properties. (See [85, 149, 148, 147] for more
details.)
3.1 Entanglement
Let us begin by introducing the basic notion of entanglement. We consider a system,
described by a C˚ (or v. Neumann)-algebra A, and two subsystems described by subal-
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gebras AA,AB Ă A. Furthermore, we let ω be a state on A and we wish to characterize
and quantify the entanglement in the state ω between the algebras AA and AB.
Using the GNS-representation πω on Hω, we may replace the C
˚-algebras by the
corresponding v. Neumann algebras, which we will again denote by A, AA and AB ,
respectively. (Note, however, that these algebras may depend in general on the choice of
ω.) We will assume that AA and AB commute, that AAXAB “ C1, and that AA and AB
are statistically independent, i.e. AA _ AB » AA b AB, where the latter algebra acts on
Hω bHω. Since ω restricts to a normal state on AA _ AB, we can view this restriction
also as a normal state on AAbAB , which is described by a density matrix ρ on HωbHω.
We can now introduce the distinction between “separable states” and “entangled
states”:
Definition 7. A normal state ω on the tensor product AA b AB of two v. Neumann
algebras is said to be “separable” if it can be written as a norm convergent sum ω “ř
j ϕj b ψj for positive normal functionals ϕj, ψj on AA respectively AB, i.e. ωpabq “ř
j ϕjpaqψjpbq. A normal state which is not separable is called “entangled”.
When AA b AB is finite dimensional, the set of separable states is norm-closed25.
The simplest example of a separable state is ω “ ωA b ωB for two vector states
ωApaq “ xΦ|aΦy and ωApbq “ xΨ|bΨy. By definition, ωpabq “ ωApaqωBpbq, which is a
vector state determined by the simple tensor product vector |Φy b |Ψy. Alternatively,
we can write the states ωA and ωB in terms of the density matrices ρA and ρB, which
are simply orthogonal projections onto |Φy and |Ψy, respectively. The state ω is then
determined by the density matrix ρ “ ρA b ρB. We remind the reader that in our
general setting, vector states need not be pure and density matrices need not be uniquely
determined by the state ω.
A general separable state is always a convex combination of such separable vector
states. Indeed, for a general separable state ω, decomposed in terms of ϕj and ψj , we
have ϕjpaq “ TrpρA,jaq and ψjpbq “ TrpρB,jbq for suitable positive trace-class operators
ρA,j, ρB,j . We can then write the density matrix as ρ “
ř
j ρA,j b ρB,j . By diagonalis-
ing the operators ρA,j and ρB,j , decomposing them into one-dimensional projectors, and
relabelling indices we can always write ρ as a sum of one-dimensional projectors which
project onto vectors of simple tensor product form. Hence, ω is a convex combination of
separable vector states.
Note that a general unit vector Θ P HA b HB can be written as a sum of simple
tensor products, Θ “ řj |Φjy b |Ψjy, but the corresponding positive linear functional is
xΘ, abΘy “ řj,kxΦj |aΦky xΨj|bΨky, which need not be separable. Analogously, the den-
sity matrix ρ of any normal state ω on AAbAB can be diagonalised and then decomposed
as ρ “ řj xj b yj with bounded operators xj , yj, but in general these operators cannot
be chosen positive (although they can be chosen self-adjoint). The obstruction is what
characterizes entanglement. Another reformulation of this obstruction is that any normal
state ω on AAbAB can be written as ω “
ř
j ϕj bψj with hermitean normal functionals
ϕj, ψj which may not be positive.
When AA and AB are in standard form with vectors |ΩAy and |ΩBy, then AA bAB is
also in standard form with vector |Ωy :“ |ΩAy b |ΩBy. Recall that every normal state ω
25The general case is unclear to us, but one could modify the definition to make the set of separable
states norm-closed.
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has a unique vector representative in the natural cone P7 Ă H “ HA bHB. If P7A,P7B
denotes the natural cone in HA, HB respectively, and if |ΨAy P P7A and |ΨBy P P7B are
unit vectors, then |ΨAy b |ΨBy P P7 is a separable state. All pure separable states are
necessarily of this form, and using the properties of the natural cones one may show that
the norm limit of separable states of the form ψ b φ is again separable. Note, however,
that it is not so easy to recognize when a vector in P7 defines a mixed separable state,
because the separable states do not form a cone inside P7.
Depending on the state ω, the outcomes of separate measurements on the two systems
AA and AB can exhibit different kinds of correlations. When ω “ ωA b ωB, there are
no correlations at all. For a general separable state, however, there can be correlations,
which are of a classical nature. Entangled states exhibit even more general “quantum”
correlations. For this reason, entanglement has come to be viewed as an experimental
resource, which can be enhanced or “purified”, and subsequently exploited to perform
quantum computations, teleportations or other often counter-intuitive experiments.
3.2 Properties of entanglement measures
Let us now turn to the question how to quantify the amount of entanglement in a general
normal state ω on AA b AB. We will start in this section by reviewing a number of
desirable properties that an entanglement measure Epωq could satisfy. In the remainder
of this chapter we will then introduce specific examples and discuss the properties that
they have.
We start with the following basic properties:
(e0) (symmetry) Epωq is independent of the order of the systems A and B.
(e1) (non-negative) Epωq P r0,8s, with Epωq “ 0 if and only if ω is separable, and
Epωq “ 8 when ω is not a normal state on AA b AB (e.g. when AA and AB are
not statistically independent).
(e2) (continuity) Let NA1 Ă NA2 ¨ ¨ ¨ Ă NAi ¨ ¨ ¨ Ă AA be an increasing net of type I
factors isomorphic to matrix algebras Ni –MnipCq, and similarly for B. Let ωi, ω1i
be normal states on NAi bNBi such that limiÑ8 }ω1i ´ ωi} “ 0. Then
lim
iÑ8
Epω1iq ´ Epωiq
lnni
“ 0 . (80)
(e3) (convexity) If ω “ řj λjωj is a convex combination of states ωj (with λj ě
0,
ř
j λj “ 1), then
Epωq ď
ÿ
j
λjEpωjq, (81)
i.e. ω ÞÑ Epωq is convex.
Property (e3) states that entanglement cannot be increased by mixing states. It can be
reduced, however: for two independent spin-1
2
systems, one can choose a Bell-basis of
four vectors in the tensor product Hilbert space. These vectors define pure, (maximally)
entangled states, but an equal mixture of these four states yields the density matrix
ρ91 “ 1A b 1B, which is separable.
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The next property is based on the idea that certain experimental manipulations cannot
increase the amount of entanglement, because they can only introduce classical correla-
tions between measurement results. Before we can formulate this property, we will first
review the allowed experimental operations, for which we will use the following terminol-
ogy:
Definition 8. A linear map F : A2 Ñ A1 between two C˚-algebras is called positive (p)
if Fpaq is a positive operator whenever a is. F is called completely positive (cp) if
1MN pCqbF is positive as a map26 MNpCqbA2 ÑMN pCqbA1 for all N . A (completely)
positive map is called normalized if Fp1q “ 1. A normalized positive map F between v.
Neumann algebras is called normal when F˚ maps normal states to normal states.
A normalized positive map F gives rise to a map F˚ from states on A1 to states on
A2, defined by pF˚ωqpaq :“ ωpFpaqq. (This point of view explains the order of A1 and A2
in the definition above.) Conversely, any map F˚ from states on A1 to states on A2 arises
from a normalized positive linear map in this way. Complete positivity is motivated by
the desire to be able to apply the same experimental manipulations independently to
N copies of the same system. It is the mathematical characterization of a “quantum
channel” in the sense of Quantum Information Theory.
In addition to a quantum channel, one could perform measurements and post-select
a sub-ensemble according to the results. For a v. Neumann measurement, given by
projections Pk P A with
ř
k Pk “ 1, we note that the maps Fk : A Ñ A defined by
a ÞÑ PkaPk are cp, with 0 ď Fkp1q “ Pk ď 1. Performing the measurement on a state ω
we obtain the new state
ωk :“ F
˚
kω
ωpPkq
with probability ωpPkq, when ωpPkq ą 0. A combination of quantum channels and
measurements is called an “operation” [102]. It is described by a family Fk : A2 Ñ A1
of cp maps with
ř
k Fkp1q “ 1, which transform a state ω on A1 into ωk :“ 1pkF˚kω with
probability pk :“ ωpFkp1qq when pk ą 0.
Example 1. Let us give some examples of p and cp maps.
(i) Any (unit preserving) ˚-homomorphism between C˚-algebras (and in particular ev-
ery representation) is a (normalized) cp map. Furthermore, any state of a C˚-
algebra is a normalized cp map.
(ii) If V : H Ñ K is a bounded linear map between Hilbert spaces, then F : BpKq Ñ
BpHq defined by Fpaq :“ V ˚aV is a cp map. It is normalized if and only if V is
an isometry.
(iii) Let H be a Hilbert space carrying a continuous unitary representation of a finite
dimensional compact Lie group K. Denote the unitaries representing g P K by
26Here the tensor product MNpCq b A2 is algebraic, with no completion required. To obtain the
(unique) C˚-norm, one may use the fact that there exists a universal representation piu : A2 Ñ BpHuq,
which is faithful and hence isometric. One may then represent MNpCq b A2 on C
N bHu and use the
operator norm.
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Upgq, and let F : BpHq Ñ BpHq be the map
Fpaq “
ż
K
dg UpgqaUpgq˚ (82)
where dg is the normalized Haar measure. Then F is normalized and completely
positive, because 1 b F can be written in the same form with Upgq replaced by the
representation 1b Upgq.
(iv) When A1 and A2 are v. Neumann algebras, then F : A1 Ñ A1 b A2 defined by
Fpaq :“ a b 12 defines a normalized cp map. It corresponds to the restriction of
states from A1 b A2 to A1.
(v) Similarly, given a state ω2 on A2 the map F : A1bA2 Ñ A1 defined by Fpab bq :“
aω2pbq is a normalized cp map. The corresponding map on states sends ω1 to ω1bω2,
which corresponds to attaching an ancillary system A2 in the state ω2. This map is
a right-inverse to the restriction map above.
(vi) For each N ą 1 the map F : BpCNq Ñ BpCNq defined by Fpaq “ pTr aq1N ´ a
is positive. It is normalized only for N “ 2. Interestingly, it is not completely
positive.
(vii) Let ψj, j “ 1, . . . , d be operators on a Hilbert space H satisfying the relations of the
Cuntz algebra, see sec. 2.2.3. Then ρ : BpHq Ñ BpHq given by ρpaq “ řj ψjaψ˚j
is a normalized cp map. It plays a role in the theory of superselection sectors.
A general result due to Stinespring [137] shows that all completely positive maps
F : A Ñ BpHq can be written as Fpaq “ V ˚πpaqV , where π is a representation of A on
some Hilbert space K and V : HÑ K is bounded. When F is normalized, one can choose
an isometry V . When A already acts onH and πpaq “ ‘ja is a (finite or countable) direct
sum representation on H‘N one recovers a formulation in terms of Kraus operators:
Fpaq “
ÿ
j
V ˚j aVj ,
ÿ
j
V ˚j Vj “ 1. (83)
It follows from standard properties of finite type I factors that in this case, all cp maps
arise in this way [116], but this is no longer true for general type, in particular type III.
Returning to properties for entanglement measures, we now consider cp maps F :
AAˆ b ABˆ Ñ AA b AB. We call such a map “local” if it is of the form
Fpab bq “ FApaq b FBpbq ” pFA b FBqpab bq , (84)
where the FA and FB are normal cp maps. More generally, we make the following key
definition:
Definition 9. A “separable operation” is by definition a family of normal, local cp
maps Fj, which are each of tensor product form (84), satisfying additionally
ř
j Fjp1q “ 1.
We think of such an operation as mapping a state ω with probability pj :“ ωppFA,j b
FB,jqp1qq to 1pj pFA,j b FB,jq˚ω.
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It is clear that separable operations map separable states to separable states. In the
literature on Quantum Information Theory, it is argued that an arbitrary combination
of local operations and “classical communication” (LOCC) between systems A and B is
modeled by a separable operation. However, not all separable operations are actually
LOCC operations [85]. The notion of an LOCC operation is closer to what actually
seems experimentally feasible, and thus conceptually superior. But that notion is also
more complicated, and besides, even many LOCC operations may not be experimentally
feasible [71]. Moreover, the assumption that A and B can communicate their (classical)
measurement results is at any rate inappropriate in a relativistic theory such as QFT,
when the regions A and B are spacelike separated, see [150] for a discussion. We thus
see that it is perhaps overly restrictive to consider all separable operations, especially in
QFT. We will nevertheless do so, since separable operations are rather easy to describe
and handle, and we leave a more thorough discussion of this matter to the future.
We can now formulate the idea that on average, no entanglement can be won by
performing separable operations:
(e4) (monotonicity under separable operations) Consider a separable operation, de-
scribed by normal cp maps Fj “ FA,j b FB,j with
ř
j Fjp1q “ 1. Thenÿ
j
pjE
ˆ
F˚j ω
pj
˙
ď Epωq , (85)
where we sum over all j with pj :“ ωpFjp1qq ą 0.
As examples one can consider some of the cp maps mentioned above. When (e4)
holds, E is preserved under the action of local unitaries, i.e. separable operations of the
form Fpabbq :“ U˚AaUAbU˚BbUB with unitaries UA and UB on HA and HB, respectively,
because F has an inverse which is again a separable operation. Similarly, E is preserved
under attaching a local ancillary system, e.g. F : pAA b ACq b AB Ñ AA b AB with
Fppa b cq b bq “ ωCpcqa b b, because this separable operation has a left inverse. (Note
that we need to choose whether the ancillary system is attached to system A or B in
order to view AA b AC b AB as a bipartite system and to define separable states and
entanglement.) On the other hand, the restriction of states to a subalgebra of the form
AC b AB with AC Ă AA may decrease the value of E.
Next we consider what happens when the systems A and B themselves are composed
of statistically independent subsystems. In that case, one may wish to ask additionally
that (e5) and/or (e6) hold:
(e5) (tensor products) Let AA “ AA1bAA2 and AB “ AB1bAB2 , and let ωAjBj , j “ 1, 2,
be states on AAj b ABj . Then
EpωA1B1 b ωA2B2q ď EpωA1B1q ` EpωA2B2q . (86)
(e6) (superadditivity) Let ωAB be a state on AA b AB with AA “ AA1 b AA2 and
AB “ AB1 b AB2 , and let ωAiBi be its restriction to AAi b ABi (embedded as e.g.
1b AA2 b 1b AB2). Then
EpωA1B1q ` EpωA2B2q ď EpωABq. (87)
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3.3 Bell correlations as an entanglement measure
Historically, the first quantity that was used as a measure of entanglement was the vi-
olation of the Bell-inequalities [13, 12]. A convenient formulation is as follows. For
commuting subalgebras AA,AB of some v. Neumann algebra A, and ω a state on A, we
define
EBpωq :“ supt12ωpa1pb1 ` b2q ` a2pb1 ´ b2qqu (88)
where the supremum is over all self-adjoint elements ai, bi such that
ai P AA, ´1 ď ai ď 1, bi P AB ´ 1 ď bi ď 1 . (89)
The properties of this quantity in the context of algebraic quantum field theory are
discussed e.g. in [140]. It can be demonstrated that
?
2 ě EBpωq ě 1 [142, 141, 144], and
that the lower bound is achieved for separable states, so no state with EBpωq ą 1 can be
separable. The equality EBpωq “ 1 is equivalent to the Clauser-Horne-Shimony-Holt [40]
version of Bell’s inequalities.
The measure EBpωq of the Bell correlations has several nice properties, including (e0),
(e2), (e3) and (e4), but unfortunately it fails (e1). The normalisation EBpωq ě 1 rather
than ě 0 seems harmless, but the main problem is that there are entangled states ω with
EBpωq “ 1 [73].
There exist many other measures for entanglement and it is impossible to list them
all here, but we refer to [123] for an overview (in the type I case). Our main focus will be
on the relative entanglement entropy, which will be introduced in the next section. The
other measures that we introduce will be useful as convenient tools to derive upper and
lower bounds on the relative entanglement entropy.
3.4 Relative entanglement entropy
The mother of all notions of entropy is the v. Neumann entropy. It is defined for density
matrices ρ on a Hilbert space H by HvNpρq “ ´Trpρ ln ρq. The v. Neumann entropy can
be viewed as the lack of information about a system to which one has ascribed the state
ρ, assuming that the observer has, in principle, access to all operations (observables) in
BpHq. This interpretation is in accord for instance with the facts that HvNpρq ě 0 and
that a pure state ρ “ |ΨyxΨ| has vanishing v. Neumann entropy.
A related notion is that of the relative entropy. It is defined for two density matrices
ρ, ρ1 by
Hpρ, ρ1q “ Trpρ ln ρ´ ρ ln ρ1q . (90)
The relative entropy can be thought of as the expected amount of information we gain
when we update our belief about the state of the system from ρ1 to ρ [10]. Like HvNpρq,
Hpρ, ρ1q is non-negative, but can be infinite.
It seems hard to generalize the v. Neumann entropy to algebras of arbitrary type,
in particular for type III. But a generalization of the relative entropy to v. Neumann
algebras of arbitrary type was found by Araki [6, 7]. It is formulated using modular
theory. One assumes to be given two faithful, normal states ω, ω1 on a v. Neumann
algebra A in standard form. We choose the vector representatives in the natural cone
P7, called |Ωy, |Ω1y (cf. prop. 2). Imitating the construction in sec. 2.1, one defines,
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following Araki [5], Sω,ω1a|Ω1y “ a˚|Ωy, and one considers again the polar decomposition
Sω,ω1 “ J∆1{2ω,ω1 (the anti-unitary J is seen to coincide with the corresponding J for the
state ω). A related object is the Connes-cocycle (Radon-Nikodym-derivative) defined as
rDω : Dω1st “ ∆itω,ψ∆itψ,ω1 P A, where ψ is an arbitrary auxiliary faithful state on A1 (the
definition is seen not to depend on it).
Definition 10. The relative entropy is
Hpω, ω1q “ xΩ| ln∆ω,ω1 Ωy “ lim
tÑ0
ωprDω : Dω1st ´ 1q
it
, (91)
H is extended to positive functionals that are not necessarily normalized by the formula
Hpλω, λ1ω1q “ λHpω, ω1q ` λ lnpλ{λ1q, where λ, λ1 ą 0 and ω, ω1 are normalized. If ω1
is not normal, then one sets Hpω, ω1q “ 8. When ω or ω1 are not faithful (such that
|Ωy, |Ω1y are not standard), the definition has to be somewhat modified [119].
Key example from sec. 2.1 continued: For a type I algebra A “ BpHq, states ω, ω1
correspond to density matrices ρ, ρ1. The relative modular operator ∆1{2ω,ω1 corresponds to
ρ1{2 b ρ1´1{2 in the representation of A on H b H¯. In this representation, ω corresponds
to the vector state |Ωy “ ρ1{2 P Hb H¯, and the abstract definition of the relative entropy
in (91) becomes
xΩ| ln∆ω,ω1 Ωy “ TrH ρ 12 pln ρb 1´ 1b ln ρ1q ρ 12 “ TrHpρ ln ρ´ ρ ln ρ1q , (92)
and therefore reproduces that given in (90) for density matrices.
Let us now recall the main properties of H (see [119] for a thorough discussion and
references).
(h1) (positivity) Hpω, ω1q ě 0, and Hpω, ω1q “ 0 ñ ω “ ω1 for states ω, ω1. If ω, ω1
are not normal (i.e. their GNS representations are not quasi-equivalent), then
Hpω, ω1q “ 8. (The reverse implication is in general false, i.e. the relative entropy
can be infinite for normal states).
(h2) (lower semi-continuity) The map pω, ω1q ÞÑ Hpω, ω1q is weakly lower semicontinuous
on the space of positive functionals on a C˚-algebra.
(h3) (subadditivity) Hpřj ψj ,řj ϕjq ď řj Hpψj , ϕjq for finite sums of normal positive
functionals. (Note that this is equivalent to convexity: Hpřj λjψj ,řj λjϕjq ďř
j λjHpψj, ϕjq when λj ě 0 has
ř
j λj “ 1.)
(h4) (superadditivity in first argument) Hpřj ωj, ω1q ě řj Hpωj, ω1q for finite sums of
normal positive functionals.
(h5) (monotonicity) If φ ď ω, }φ} “ }ω} and φ1 ď ω1 for normal positive functionals
ω1, φ1, ω, φ, then Hpω, ω1q ď Hpφ, φ1q.
(h6) (“Uhlmann’s monotonicity theorem” [102, 145]) If F : A1 Ñ A2 is a normalized
cp map between v. Neumann algebras, then HpF˚ω,F˚ω1q ď Hpω, ω1q. Equality
holds if F “ E is a faithful, normal, conditional expectation from A1 to a subalgebra
A2, i.e. Epabcq “ aEpbqc for a, c P A2 Ă A1, b P A1 and there is a faithful normal
state φ on A1 such that φ ˝ E “ φ (such a map is always completely positive).
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(h7) (tensor product) Let A “ A1bA2 be the (spatial) tensor product of two v. Neumann
algebras, let ω be a normal state on A with ωi :“ ω|Ai and let ω1i be normal states
on Ai. Then Hpω, ω11 b ω12q “ Hpω, ω1 b ω2q `Hpω1, ω11q `Hpω2, ω12q.
With the help of the relative entropy we can now define two entanglement mea-
sures [148]:
Definition 11. The “relative entanglement entropy” ERpωq of a normal state ω on the
tensor product AA b AB of two v. Neumann algebras (in standard form) is given by
ERpωq :“ inftHpω, σq | σ a separable stateu . (93)
The “mutual information” EIpωq is given by
EIpωq “ Hpω, ωA b ωBq , (94)
where ωA :“ ω|AA and similarly for ωB.
It immediately follows that ERpωq ď EIpωq.
As an example, let us consider a bi-partite system with Hilbert space HA bHB and
observable algebra A “ BpHAq b BpHBq. A pure state ωAB on A corresponds to a
density matrix ρAB “ |ΦyxΦ|, where |Φy P HA b HB. One calls ρA “ TrHB ρAB the
“reduced density matrix”, which defines a state ωA on BpHAq (and similarly for system
B). The relative entanglement entropy between A and B in the pure state ω ” ωAB is
then [148]
ERpωq “ HvNpρAq r“ HvNpρBqs . (95)
The mutual information, often used in the case when ω is mixed, i.e. when ρAB is not a
rank 1 projector, is given in our example system by
EIpωq “ HvNpρAq `HvNpρBq ´HvNpρABq . (96)
When ω “ TrpρAB . q is pure, then evidently EIpωq “ 2ERpωq. If ω is not pure, then EIpωq
will be strictly smaller than 2ERpωq. EI satisfies (e1) for product states ω “ ωA b ωB,
but for general separable states of the form ω “ ři piωAi b ωBi (with ωAi, ωBi states) we
can show using (h3), (h5), (h7) only that EIpωq ď HvNptpiuq. (e3) fails and the status of
(e4)-(e6) is the same as for ER, see below.
In the next sections we investigate these quantities in various algebraic quantum field
theories, where we will always take
AA – πpApOAqq2, AB – πpApOBqq2
for two space-like separated open sets A,B in some Cauchy surface with finite distance,
where π is a suitable representation (usually the GNS-representation of the state ω con-
sidered). We have already noted that these algebras are of type III1, and so never have
a normal pure state. Consequently, in our case, we typically expect a strict inequality
ERpωq ă EIpωq. It is also essential in this situation that the regions OA, OB must have
a finite, positive distance. Otherwise standard states, such as the vacuum, will usually
not be normal states on ApOAq b ApOBq (as we have seen in our discussion of the split
property, theorem 2), and hence automatically lead to an infinite relative entanglement
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entropy by (h1). This phenomenon is indeed encountered in many formal approaches
to entanglement entropy in quantum field theory, where one implicitly assumes that the
type of the algebra is I.
The properties of the relative entropy directly imply many properties of ERpωq, where
AA,AB are two v. Neumann algebras in standard form, as before. In particular we have
the properties (e0) (manifest), (e3) (from (h3)), and (e5) (from (h7)). Property (e1)
holds due to (h1) with the modification that ERpωq “ 0 implies that ω is a norm limit of
separable states (cf. [119] thm.5.5). The continuity (e2) was shown for matrix algebras
in [48]. The key requirement (e4) does not directly follow from (h4) and (h6), but we can
argue as follows adapting somewhat the proof by [148] for type I factors: First, let M be
any v. Neumann algebra with n normal cp maps Fi defined on it such that
ř
iFip1q “ 1.
As a technical simplification, we assume that Fipaq “ 0, a P A` implies a “ 0 (this
assumption can be removed).
Letting ω, ω1 be two faithful normal states, we first show:
Lemma 2. We have
ř
iHpF˚i ω,F˚i ω1q ď Hpω, ω1q.
Proof: Define Mˆ “ M bMnpCq. Denoting by t|iyu an orthonormal basis of Cn, we
define
Fˆ : MˆÑM , a bX ÞÑ
ÿ
i
xi|X|iy Fipaq , (97)
which is easily checked to be cp. Using the projections Pi “ 1 b |iyxi|, i “ 1, . . . , n,
we also define the cp maps Ei : Mˆ Ñ Mˆ, Eipaˆq “ PiaˆPi. Using the properties PiPj “
δijPj,
ř
i Pi “ 1, one can show that for any pair of normal states ψ, ψ1 on Mˆ, one hasÿ
i
HpE˚i ψ, E˚i ψ1q “ H
˜ÿ
i
E˚i ψ,
ÿ
j
E˚j ψ
1
¸
. (98)
This property is obvious for type I factors, and can be proven in the general case as follows.
Let αi : MÑ Mˆ be the ˚-homomorphisms αipaq “ |iyxi|ba. The image is a v. Neumann
subalgebra Mˆi, and Ei is obviously a faithful conditional expectation onto this subalgebra.
Now let ψi “ α˚i ψ (and similarly ψ1i “ α˚i ψ1), and let |Ωiy, |Ω1iy P P7 Ă H be vector
representers in a natural cone in a Hilbert space representation of M on a Hilbert space
H. Letting ϕ “ ři E˚i ψ, we can describe the associated GNS-representation Hˆϕ, |Ωϕy as
follows. The Hilbert space is Hˆ “ MnpCq bH with inner product xX 1 b Ψ1|X b Ψy “
TrpX 1˚XqxΨ1|ΨyH. Elements Y b a P Mˆ act by Y b a|X b Ψy “ |Y X b aΨy. The GNS
vector is |Ωϕy “
ř
i |iyxi| b |Ωiy. Analogous statements hold for ϕ1 “
ř
i E
˚
i ψ
1. If ψ, ψ1
are faithful, then both |Ωϕy, |Ωϕ1y are separating, as are |Ωiy, |Ω1iy. The relative modular
operator and modular conjugation are found to be
∆pϕ, ϕ1qitp|kyxj|b |Ψyq “ |kyxj|b∆pψk, ψ1jqit|Ψy , Jp|kyxj|b |Ψyq “ |jyxk|bJ |Ψy (99)
where J on the right side of the last equation is the modular conjugation associated with
the natural cone P7. It immediately follows from these formulas and the definition of the
relative entropy that
H
˜ÿ
i
E˚i ψ,
ÿ
j
E˚j ψ
1
¸
“
ÿ
i
Hpψi, ψ1iq . (100)
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However, the terms on the right side can also be written as
ř
iHpE˚i ψ, E˚i ψ1q, since Ei is
a faithful conditional expectation onto the subalgebra Mˆi and E
˚
i ψ “ ψ|Mˆi, and similarly
for ψ1, by (h6). The proof of (98) is complete.
If we embed M into Mˆ as a ÞÑ a b 1n, then it follows from the definitions that
FˆEi|M “ Fi. It follows from the definitions that
ř
i FˆEi “ Fˆ . Using these properties, we
have, for normal states ω, ω1 on M (noting that Fˆ˚ω “ ψ, Fˆ˚ω1 “ ψ1 are faithful):ÿ
i
HpF˚i ω,F˚i ω1q “
ÿ
i
HppFˆEiq˚ω|M, pFˆEiq˚ω1|Mq
ď
ÿ
i
HppFˆEiq˚ω, pFˆEiq˚ω1q
“Hp
ÿ
i
pFˆEiq˚ω,
ÿ
j
pFˆEjq˚ω1q
“HpFˆ˚ω, Fˆ˚ω1q ď Hpω, ω1q .
(101)
To go to the second line, we used (h6) applied to the inclusion of M into Mˆ. To go to
the third line we used (98), and in the last step we used (h6) applied to Fˆ .
We now have, with pi “ ωpFip1qq, p1i “ ω1pFip1qq:ÿ
i
piHpF˚i ω{pi,F˚i ω1{p1iq “
ÿ
i
HpF˚i ω,F˚i ω1q ´
ÿ
i
pi lnppi{p1iq
“
ÿ
i
HpF˚i ω,F˚i ω1q ´Hpdiagtpiu, diagtp1iuq
ď
ÿ
i
HpF˚i ω,F˚i ω1q ,
(102)
using in the first step the scaling properties of the relative entropy, and using in the last
step the property (h1) for the diagonal density matrices diagtpiu, diagtp1iu. We therefore
conclude altogether that ÿ
i
piHpF˚i ω{pi,F˚i ω1{p1iq ď Hpω, ω1q . (103)
To show (e4), one now takes M “ AA b AB, and for ω1 a separable state σ with the
property ERpωq ě Hpω, σq´ε for an arbitrary but fixed ε ą 0. The statement then follows
immediately from inequality (103) since each F˚i σ{σpFip1qq “ σi is again a separable
state, so that
ř
i piERpF˚i ω{piq ´ ε ď ERpωq.
3.5 Logarithmic dominance
We say that a positive linear functional σ on a C˚-algebra A is dominated by a positive
linear functional σ1 when σ1 ´ σ is positive, i.e. σ1 ě σ ě 0. Using the properties of
positive linear functionals we have
}σ1 ´ σ} “ σ1p1q ´ σp1q “ }σ1} ´ }σ}.
In particular, for two states ω and ω1 we have ω1 ě ω if and only if ω1 “ ω.
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We will call a positive linear functional σ on AA b AB separable, when σ “ rω with
ω a separable state and r “ σp1q ě 0.
Using these notions we can now introduce a further entanglement measure, which has
been introduced and analyzed in the type I setting in [46], where it was termed “max
entropy”27:
Definition 12. The “logarithmic dominance” EN pωq of a normal state ω on the tensor
product AA b AB of two v. Neumann algebras (in standard form) is given by
ENpωq :“ inftlnp}σ}q | σ ě ω, σ separableu . (104)
If no dominating separable functionals σ exist, we set EN pωq :“ 8.
EN satisfies property (e0) in a straightforward way. For a modified version of (e1) we
note that σ ě ω implies that }σ} ě 1 and hence EN pωq ě 0. When ω is separable we have
ENpωq “ 0. Conversely, when ENpωq “ 0 there is a sequence σn of separable positive
linear functionals such that rn :“ }σn} “ }σn ´ ω} ` 1 converges to 1 as nÑ 8. Hence,
r´1n σn converges in norm to ω and ω is a norm limit of separable states. Finally, when
a separable, and hence normal, functional σ dominates ω, then ω is necessarily normal
too. Conversely, if ω is not normal, then ENpωq “ 8.
The validity of property (e2) is unclear, and property (e3) probably fails, because ln
is concave rather than convex.
To prove (e4) we consider a separable operation, described by normal cp maps Fj “
FA,j b FB,j with
ř
j Fjp1q “ 1. We let ω be any state and we set pj :“ ωpFjp1qq,
where we may assume pj ą 0. We note that each Fj maps separable positive functionals
σ to separable positive functionals F˚j σ, and when σ ě ω, then p´1j F˚j σ ě p´1j F˚j ω.
Furthermore, ÿ
j
}F˚j σ} “
ÿ
j
σpF˚j p1qq “ σp1q “ }σ}.
Using the concavity of ln we therefore findÿ
j
pjENpF˚j ω{pjq ď
ÿ
j
pj inftlnp}F˚j σ{pj}q | σ ě ω, σ separableu
ď inf
#ÿ
j
pj lnp}F˚j σ}{pjq | σ ě ω, σ separable
+
ď inf
#
ln
˜ÿ
j
}F˚j σ}
¸
| σ ě ω, σ separable
+
“ inftlnp}σ}q | σ ě ω, σ separableu “ EN pωq.
To show (e5) it suffices to note that two separable functionals σi, i “ 1, 2, which
dominate states ωi, give rise to a separable functional σ :“ σ1 b σ2 with σ ě ω1 b σ2 ě
ω1 b ω2 and }σ} “ σp1q “ }σ1} ¨ }σ2}. By taking the logarithm and the infimum over the
σi one then finds (e5).
27We thank Marc M. Wilde for point out this reference to us.
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One can also show a weaker version of the superadditivity (e6). Indeed, if σ ě ω, then
the restrictions satisfy σi ě ωi and }σi} “ }σ}. Taking the infimum over σ then yields
the modified estimate ENpω1q ` EN pω2q ď 2ENpωq.
To conclude this section we show the following useful estimate:
Theorem 3. ERpωq ď ENpωq.
Proof: We choose any separable positive linear functional σ ě ω. (If such σ does not
exist, the inequality is trivially true.) We then find
ERpωq ď H
ˆ
ω,
σ
}σ}
˙
“ Hpω, σq ` ln }σ}
ď Hpω, ωq ` ln }σ} “ ln }σ},
using in the first step the definition of the relative entanglement entropy, using the defi-
nition of H in the second step, using σ ě ω and the monotonicity (h5) of H in the third
step, and using Hpω, ωq “ 0 in the last step. Taking the infimum over separable σ ě ω
then yields the desired estimate.
3.6 Modular nuclearity as an entanglement measure
Our next entanglement measure makes use of modular operators and is especially con-
venient in quantum field theories that satisfy a modular nuclearity condition, which is
somewhat analogous to the BW-nuclearity condition a5). We will use it below in appli-
cations to integrable models in 1` 1 dimensions, as well as for conformal quantum field
theories and free field theories in d` 1 dimensions.
As usual, we consider a v. Neumann algebra AAbAB – AA_AB represented in stan-
dard form on a Hilbert space H with fixed natural cone P7. This cone is associated with
some fixed cyclic and separating reference vector, but the definition of our entanglement
measure will not depend on it. It is natural to define the algebra associated with the
“environment” by AE “ pAA _ ABq1. The following standing assumption in this section
will be made:
Standing assumption: All states ω considered are such that their vector representative
|Ωy P P7 in the natural cone is cyclic for each of AA,AB and AE . Due to the Reeh-
Schlieder theorem, we are naturally in this situation in the context of quantum field
theory on Minkowski space if A,B are open subsets of a Cauchy surface C and E is the
complement of the closure of AYB in C. Indeed, if π0 is the vacuum representation and
AA “ π0pApOAqq2 (and similarly for B and E), the standing assumption holds e.g. for
normal states ω with bounded energy if the QFT satisfies (a1)-(a4). The cyclic property
of |Ωy can in this case be interpreted physically as saying that an observer occupying the
environment has sufficient control over this state.
Under the standing assumption, |Ωy is cyclic and separating also for the von Neumann
algebras A1B and A
1
A and separating for AA and AB
28. We let∆ and J be the corresponding
modular operator and modular conjugation for A1B. One can then define the map
ΨA : AA Ñ H , ΨApaq “ ∆ 14a|Ωy . (105)
28Actually, this is all that is needed in order to define EM .
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and likewise for A replaced by B. Here and in the following, we write a for a b 1 and
b for 1 b b to simplify the notation, and likewise we often make the identification of AA
with AA b 1 and of AB with 1b AB .
The Buchholz partition function is defined by
Zpωq “ minp}ΨA}1, }ΨB}1q, (106)
where we use the 1-nuclear norm and the minimum is taken to get a quantity that is
manifestly symmetric under an exchange of A with B.
Definition 13. The modular entanglement measure is defined by
EM pωq :“ lnpZpωqq.
When neither ΨA nor ΨB is nuclear, we set Zpωq “ 8 and EMpωq “ 8.
Remark 1. The distinguished value of 1
4
is due to the formula ∆αa|Ωy “ J∆ 12´αa˚|Ωy
for 0 ď α ď 1
2
, implying that the 1-norm of the functional ∆αa|Ωy is symmetric about
the value α “ 1
4
. The results given below also apply to other values of α P p0, 1
2
q. We
will formulate our proofs in such a way that this should hopefully be evident, but will not
make explicit statements.
Key example from sec. 2.1 continued: Let AA “MnpCq “ AB and |Ωy “
ř
i
?
pi|iyxi| P
H “ Cn b C¯n, which is a pure state on AA b AB with corresponding functional ω “
xΩ| . |Ωy. |Ωy is therefore not cyclic for AE , but it is still cyclic and separating for A1B,A1A
if all pi ą 0. Thus, EM can still be defined in this case. Going through the definitions,
one finds ΨApaq “ ρ1{4aρ1{4 and EMpωq “ 2 lnTr ρ1{4, where ρ “ diagptpiuq, with the
same expressions holding also for B Ø A. For the maximally entangled state ω`n defined
by pi “ 1{n, we thereby get EMpω`n q “ 32 lnn.
Our main use of EM is the following theorem:
Theorem 4. ENpωq ď EM pωq.
The proof is based on two lemmas29:
Lemma 3. If ν :“ }ΨA}1 ă 8 and ε ą 0, there are sequences of (not necessarily positive)
normal linear functionals φj on AA and ψj on AB such that
ωpabq “
ÿ
j
φjpaqψjpbq , a P AA , b P AB (107)
and
ř
j }φj} ¨ }ψj} ă ν ` ε.
Proof: Recall that J |Ωy “ |Ωy, and note that J∆´ 12 is the Tomita operator for AB ,
i.e.
∆´
1
2 b˚|Ωy “ JpJ∆´ 12 qb˚|Ωy “ Jb|Ωy “ JbJ |Ωy .
29After this preprint appeared, it was pointed out to the authors that a similar proof of lemma 4 also
appears in the unpublished manuscript [69].
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Using the commutativity of AA and AB we then note that
ωpabq “ xΩ|abΩy “ xp∆ 14 `∆´ 14 q´1p1`∆´ 12 qb˚Ω|∆ 14aΩy
“ xp∆ 14 `∆´ 14 q´1pb˚ ` JbJqΩ|ΨApaqy.
If ν ă 8 and ε ą 0, there are sequences of normal functionals φj on AA and vectors
|χjy P H such that
ΨApaq “ ∆ 14a|Ωy “
ÿ
j
|χjyφjpaq
for all a P AA, and
ř
j }φj} ¨ }χj} ă ν ` ε. Define the normal functionals ψj on AB by
ψjpbq :“ xp∆ 14 `∆´ 14 q´1pb˚ ` JbJqΩ|χjy
and note that }ψj} ď }χj}, because }p∆ 14 `∆´ 14 q´1} ď 12 by the spectral calculus.
Putting both paragraphs together we find the conclusion: ωpabq “ řj φjpaqψjpbq withř
j }φj} ¨ }ψj} ă ν ` ε.
Lemma 4. If there are sequences of (not necessarily positive) normal linear functionals
φj on AA and ψj on AB such that
ωpabq “
ÿ
j
φjpaqψjpbq , a P AA , b P AB (108)
and µ :“ řj }φj} ¨ }ψj} ă 8, then there is a separable positive linear functional σ such
that σ ě ω and }σ} “ µ.
Proof: By theorem 7.3.2 in [89] there are partial isometries Uj P AA such that
φjpUj . q ě 0 on AA and φjpUjU˚j . q “ φj. It follows in particular that φjpUjq “
}φjpUj . q} “ }φj} and
φ¯jpaq “ φjpUjU˚j a˚q “ φjpUjpU˚j a˚q˚q “ φjpUjaUjq
for all a P AA, where we used the fact that φjpUj . q is hermitean. (Here ψ¯paq ” ψpa˚q.)
Similarly, there are partial isometries Vj P AB such that ψjpVj . q ě 0 and ψjpVjV ˚j . q “
ψj .
Note that the positive linear functional ρj :“ φjpUj . qbψjpVj . q is separable. Writing
Wj :“ Uj b Vj we then define
σj :“ 1
2
ρj ` 1
2
ρjpW ˚ . W q ,
which is also separable, because W is a simple tensor product. Furthermore,
}σj} “ σjp1q “ ρjp1q “ }φj} ¨ }ψj}
and
0 ď 1
2
ρjpp1´W ˚q . p1´W qq “ σj ´ 1
2
pφj b ψj ` φ¯j b ψ¯jq .
48
We conclude that σ :“ řj σj is a separable positive linear functional with }σ} “ σp1q “ř
j }σj} “ µ and
σ ě 1
2
ÿ
j
pφj b ψj ` φ¯j b ψ¯jq “ 1
2
pω ` ωq “ ω .
Proof of thm. 4: Combining the two lemmas with µ “ ν`ε we find ENpωq ď lnp}σ}q “
lnpµq “ ln `}ΨA}1 ` ε˘ for all ε ą 0, and hence ENpωq ď ln `}ΨA}1˘. Interchanging the
roles of A and B we also find ENpωq ď ln
`}ΨB}1˘ and hence EN pωq ď lnpZpωqq “
EMpωq.
Although we will use EM only via its relationship to EN given in thm. 4, it is perhaps
of interest to investigate EM in its own right. Here we look at properties (e1)-(e6). (e0)
is clearly satisfied by construction. (e1) holds in the restricted sense that EMpωpq “ 0
when ω is a product state ωAbωB, which follows immediately from the fact that ΨApaq “
|Ωyωpaq in this case. For more general separable states (e1) probably fails. (e2) is unclear
to us, but we have the following result, which also implies some sort of continuity different
from (e2) for EM :
Proposition 3. Let ωi, i “ 1, 2 be two faithful normal states on AA _ AB – AA b AB,
with GNS representers that are separating for A1A and A
1
B and such that, for some λ ą 0,
ω2 ď λω1. Then EMpω2q ´ EMpω1q ď 12 lnλ.
Proof: Let |Ωiy, i “ 1, 2 be the GNS vector representatives of the states ωi in P7, see
prop. 2, and let Si be the Tomita operators for the algebra A
1
B associated with |Ωiy, i “
1, 2, with polar decompositions Si “ Ji∆1{2i . Note that λ ě 1 by the normalisation of
states and that ω2 ď µω1 for any µ ą λ. We may therefore write ω1 “ 1µω2 ` µ´1µ ω3,
where ω3 is a normal state. Because ω3 ě µ´λλpµ´1qω2 we see that ω3 is also faithful.
We now need the following important result, which is proved in [6] (sec. 4). Alterna-
tively, it follows from the “quadratic interpolations” of [145] (prop. 8).
Lemma 5. Let α P p0, 1
2
q, and let M be a v. Neumann algebra acting on H with fixed
natural cone P7. Then the functional ω ÞÑ }∆αωaΩ}2 on normal faithful states ω on M
(with vector representatives |Ωy P P7) is concave.
Applying lemma 5 we find that for every a P AA,
1
µ
}∆
1
4
2 aΩ2}2 ď }∆
1
4
1 aΩ1}2,
i.e. }ΨA2 paq} ď
?
µ}ΨA1 paq}. This immediately implies that there is an operator T such
that TΨA1 paq “ ΨA2 paq and }T } ď
?
µ. We can therefore estimate
}ΨA2 }1 “ }TΨA1 }1 ď }T }}ΨA1 }1 ď
?
µ}ΨA1 }.
A similar estimate holds when we swap the roles of A and B, so we have
EMpω2q ´ EMpω1q ď lnp?µq “ 1
2
lnpµq.
Taking µÑ λ` yields the result.
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Remark 2. When M “ MN is the algebra of N dimensional matrices, lemma 5 states
that the map ρ ÞÑ Trpρ1´2αa˚ρ2αaq from density matrices ρ to the reals is concave for any
a PMN . This is a special case of the Wigner-Yanase-Dyson-Lieb concavity theorem.
In a similar way we find the converse to (e3), i.e. the concavity of EM .
Proposition 4. Let ωi be normal states on AA b AB, and let ω “
ř
i λiωi with λi ą
0,
ř
i λi “ 1. Then
ř
j λjEMpωjq ď EMpωq.
Proof: Let |Ωy be the vector representative for the normal state ω in the chosen
natural cone P7 of AA b AB. Likewise we have vector representatives |Ωiy of ωi in this
cone, and by our standing assumption all these vectors are cyclic for A1B . Their modular
operators are denoted by ∆i. Applying lemma 5 to M “ A1B with α “ 1{4 and using the
concavity of x ÞÑ ?x we find
nÿ
i“1
λi}∆
1
4
i aΩi} ď }∆
1
4aΩ} (109)
for all a P AA. In terms of the maps ΨAi paq “ ∆1{4i a|Ωiy, and ΨApaq “ ∆1{4a|Ωy, this
evidently means
ř
i λi}Ψipaq} ď }Ψpaq}. Now let ΦA : AA Ñ Y “ ‘nH be defined
by ΦApaq “ pλ1Ψ1paq, . . . , λnΨnpaqq, and equip Y with the Banach space norm }Y }Y “ř
i }yi} for Y “ py1, . . . , ynq P Y . Then we obviously have }ΦApaq}Y ď }ΨApaq} for all
a P AA. It follows that the relation tpΨApaq,ΦApaqq | a P AAu Ă H ˆ Y is the graph of
a closed linear operator T : H Ñ Y with the property that }T } ď 1 and T ˝ ΨA “ ΦA.
Consequently, by the properties of the 1-norm, }ΦA}1 ď }ΨA}1.
It is elementary to show that }ΦA}1 ě
ř
i λi}ΨAi }1: Suppose ΦApaq “
ř
α Yαϕαpaq
for all a P AA, with Yα “ py1,α, . . . , yn,αq P Y and normal functionals ϕα chosen such
that }ΦA}1 ` ε ě
ř
α }Yα}Y }ϕα}. Obviously, λiΨαi paq “
ř
α yi,αϕαpaq, so λi}ΨAi }1 ďř
α }yi,α} }ϕα} and taking the sum over i it follows that }ΦA}1 ` ε ě
ř
i λi}ΨAi }1, and
from this the claim follows since ε can be made arbitrarily small.
Thus, we know }ΨA}1 ě
ř
i λi}ΨAi }1, and we get the analogous statement for A
replaced by B. Taking the ln using its concavity, and taking the minimum over A,B
yields the statement.
Let us next discuss (e4). Although the next lemma is a special case of the following
proposition, we include it here, because the proof is independent.
Lemma 6. Let AA1 Ă AA2 ,AB1 Ă AB2 let ω be a normal state on AA2 b AB2 satisfying
our standing assumption. Then EMpωæAA1bAB1 q ď EMpωq.
Proof: We let Si be the Tomita operators for A
1
Bi
with polar decompositions Si “
Ji∆
1{2
i . Note that, since A
1
B2
Ă A1B1 , dompS2q Ă dompS1q. Let λ ą 0. The set
dompS1q is a Hilbert space called H1 with respect to the inner product xΦ|Ψyλ “
xΦ|Ψy ` λ´1xS1Ψ|S1Φy, where λ ą 0. Letting I : H1 Ñ dompS1q be the identifica-
tion map, one shows that I´1dompS2q is a closed subspace H2 Ă H1 with associated
orthogonal projection P2. [66] shows that IPiI
˚ “ p1` λ´1∆iq´1 (with P1 “ 1) and that
I˚ “ I´1p1` λ´1∆1q´1. It follows for all b P A1B2 that
xΩ|b˚pλ`∆1q´1bΩy ´ xΩ|b˚pλ`∆2q´1bΩy “ λ }pP1 ´ P2qI´1pλ`∆1q´1bΩ}2 . (110)
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A standard trick in such a situation is to use the identity (1 ě α ą 0, t ą 0)
tα “ sin πα
π
ż 8
0
dλrλα´1 ´ λαpλ` tq´1s . (111)
Then, if we multiply (110) by λα, and integrate against λ, we find via the spectral calculus
}∆
α
2
1 bΩ}2 ´ }∆
α
2
2 bΩ}2
“´ sin πα
π
ż 8
0
dλ λ1`α}p1´ P2qI´1pλ`∆1q´1bΩ}2 ď 0 .
(112)
For α “ 1{2, we get30 }∆
1
4
1 bΩ} ď }∆
1
4
2 bΩ} for all b P A1B2 . This entails the existence of an
operator T with }T } ď 1 such that ∆
1
4
1 b|Ωy “ T∆
1
4
2 b|Ωy for all b P A1B2 .
Since AA1 Ă AA2 Ă A1B2 this relation holds for a P AA1 and we get from the definition
of the map ΨAi given above in eq. (105) that }ΨA1}1 ď }T }}ΨA2|AA1 }1 ď }ΨA2}1. Since
the same relation also holds with A replaced by B, we get EMpF˚ωq ď EMpωq for the
embedding F : AA1 b AB1 Ñ AA2 b AB2 , which is the claimed special case of (e4).
A more general, but still special, case of (e4) arises when F is a unit-preserving *-
homomorphism ρ of AA b AB – AA _ AB such that ρpAAq Ă AA, and likewise for A
replaced by B. Such “localized endomorphisms” arise naturally in the context of the
DHR-theory of superselection sectors (charged states) in QFT, see section 4.7. More
generally we may consider a homomorphism ρ : AA1_AB1 Ñ AA2_AB2 , or finite families
thereof.
Proposition 5. EM satisfies
ř
i piEMpρ˚i ωq ď EMpωq (here
ř
i pi “ 1, pi ě 0) for local-
ized homomorphisms ρi : AA1 _ AB1 Ñ AA2 _ AB2 such that each ωi “ ρ˚i ω satisfies our
standing assumption for AA1 _ AB1, and ω that for AA2 _ AB2 .
Proof: Consider first a single localized endomorphism ρ. Let |Ωωy, |Ωρ˚ωy be the vector
representatives of ω, ρ˚ω in P7. It follows from the properties of ρ that the linear operator
V defined by V x|Ωρ˚ωy “ ρpxq|Ωωy, x P AA1 _ AB1 is an isometry, V ˚V “ 1. Next, let
Sω, Sρ˚ω be the Tomita operators for |Ωωy, |Ωρ˚ωy for the v. Neumann algebras AB2 ,AB1 .
The trivial calculation
SωV b|Ωρ˚ωy “ ρpbq˚|Ωωy “ ρpb˚q|Ωωy “ V b˚|Ωρ˚ωy “ V Sρ˚ωb|Ωρ˚ωy (113)
for all b P AB1 establishes the operator equality SωV “ V Sρ˚ω on the domain of Sρ˚ω. By
taking adjoints we find on the form domain of ∆ρ˚ω
V ˚∆ωV “ ∆ρ˚ω, (114)
where ∆ω is the modular operator for AB2 and the state ω and similarly for ρ
˚ω. By
the Heinz-Löwner theorem [77], the function R` Q x ÞÑ xα is operator monotone31 for
0 ă α ď 1, so we get pV ˚∆ωV qα ď ∆αρ˚ω. Now we need the following result (see e.g.
theorem 2.6 and 4.19 of [34]):
30For an alternative argument, see lemma 2.9 of [101], which uses a generalization of the Heinz-Löwner
theorem [77] to unbounded operators.
31A function f : R Ñ R is called operator monotone if fpAq ď fpBq whenever two self-adjoint operators
A,B on a Hilbert space H satisfy A ď B on the form domain of B. If A “ B on the form domain of B
we obtain fpAq ď fpBq. Notice especially the asymmetry in the assumption on the form domain.
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Lemma 7. Let f : R Ñ R be an operator monotone function, V an operator such that
}V } ď 1, A a positive operator on H. Then V ˚fpAqV ď fpV ˚AV q on the form domain
of fpV ˚AV q.
If we apply this lemma to V and A “ ∆ω, we get V ˚∆αωV ď pV ˚∆ωV qα “ ∆αρ˚ω. This
is the same as saying that
∆
´α{2
ρ˚ω V
˚∆α{2ω p∆´α{2ρ˚ω V ˚∆α{2ω q˚ ď 1. (115)
We use this with α “ 1{2 and take the norm, which gives
}∆´
1
4
ρ˚ωV
˚∆
1
4
ω} ď 1 . (116)
The modular operator for A1B2 required in the definition of Ψ
A
ω (eq. (105)) is Jω∆ωJω “
∆´1ω , and similarly for ρ
˚ω. It follows using the definition (105) that
ΨAρ˚ωpaq “ ∆´
1
4
ρ˚ωa|Ωρ˚ωy “ ∆
´ 1
4
ρ˚ωV
˚V a|Ωρ˚ωy “ T∆´
1
4
ω ρpaq|Ωωy “ T ˝ΨAω ˝ ρpaq (117)
for all a P AA1 , where T “ ∆´
1
4
ρ˚ωV
˚∆
1
4
ω . The properties of the 1-norm then give }ΨAρ˚ω}1 ď
}ρ}}T }}ΨAω}1 ď }ΨAω }1 and the same for A replaced by B. It follows that Zpρ˚ωq ď Zpωq
and hence that EMpρ˚ωq ď EMpωq.
Consider next a finite family of localized endomorphisms ρi. In this case, the result
immediately follows from the previous result and the concavity of ln as (with ωi “
ρ˚i ω and using Zpωiq ď Zpωq for the Buchholz partition function):
ř
i piEMpρ˚i ωq “ř
i pi lnZpωiq ď ln
ř
i piZpωiq ď lnZpωq “ EM pωq.
This concludes our discussion of (e4). Whether the general case of (e4) holds for families
of separable operations is unknown to us. Perhaps one could say that at any rate, the
properties expressed by prop. 5 and 6 are the more natural ones in the context of QFTs.
Property (e5) is satisfied since the modular operator behaves functorially under tensor
products. Property (e6) is not obvious to us.
3.7 Distillable entanglement
The last measure that we will discuss is closely related to “entanglement distillation” [125,
150] and is maybe the most natural of all entanglement measures. This measure is formu-
lated in terms ofmaximally entangled states, which are defined for finite dimensional
type I factors of the form AA b AB, with AA “MnpCq “ AB. Their density matrix is
P`n “ |Φ`yxΦ`| , |Φ`y “
1?
n
nÿ
i“1
|iy b |iy , (118)
where t|iyu is a chosen orthonormal basis of Cn. The corresponding linear functional is
denoted by ω`n “ TrpP`n . q in the following. In view of (e4) it is justified to think of
these states as maximally entangled because one can show [123] that any other state ω
(pure or mixed) on AAbAB can be obtained as ω “ F˚ω`n by a separable operation, i.e.
a normalized cp map F on AAbAB that is a convex linear combination of local cp maps
of the form (84).
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The relative entanglement entropy of the maximally entangled state is for instance
given by ERpω`n q “ lnn, as one can see using that ERpωq “ HvNpωAq “ HvNpωBq for all
pure states ω. Since ERpωq ď EN pωq in general, we also have ENpω`n q ě lnn, whereas
from lemma 4, we easily get ENpω`n q ď lnn, implying equality, ENpω`n q “ lnn. Further-
more, by construction EIpω`n q “ 2 lnn, and EBpω`n q “
?
2, since ω`n can be mapped to a
Bell-state by a local operation.
Now let AA,AB be general v. Neumann algebras and ω a normal state on A “ AAbAB.
The idea of distillation is to take a large number N of copies of this bipartite system
ωbN and “distill” from this ensemble a maximally entangled state ω`n – for as large
an n “ nN depending on N as we can – by separable operations. More precisely, we
consider sequences tnNu of natural numbers and sequences tFNu of separable operations,
i.e. normalized cp maps FN : MnN pCq bMnN pCq Ñ AbNA b AbNB “ AbN that are each
convex linear combinations of cp maps of the form (84) and have FNp1q “ 1, such that
}F˚NωbN ´ ω`nN } Ñ 0 as N Ñ8. (119)
If such sequences exist, then we call ω “distillable” and the sequence tFNu a “distillation
protocol”. (This and the following notions clearly do not depend on the choice of basis
made above since basis rotations can be implemented by separable operations).
The notion of distillable entropy captures the efficiency of this process. Since lnnN
is the relative entanglement entropy of the reference state ω`nN , the distillation process
would be considered as rather inefficient if lnnN ! N asymptotically, while we would
consider the distillation process to possess a finite rate if lnnN9N asymptotically, and
the rate itself would be the proportionality constant. The entanglement achieved by the
distillation processes tFNu is defined to be this rate, i.e. we set32
EtFN upωq “ lim sup
NÑ8
lnnN
N
. (120)
The distillable entropy is the optimum rate achievable by any such process, i.e. one
defines:
Definition 14. The distillable entropy is defined by EDpωq “ suptFN uEtFN upωq.
Some general properties of EDpωq are immediately clear from the definition. For
instance, we clearly have (e0) and also EDpωq ě 0. (e2) is fairly obvious from the
definition, too. We prove (e4) as a lemma:
Lemma 8. EDpωq satisfies (e4), i.e. for any separable operation tEiu with
ř
i Eip1q “ 1,
ωpEip1qq “ pi ą 0, we have
ř
i piEDpp´1i E˚i ωq ď EDpωq.
Proof: For local operations, i.e. normalized cp maps E of the form (84), this is
immediate. For general separable operations, let tFi,Nu be near optimal distillation
protocols for ωi “ p´1i E˚i ω with rates ri within ε of EDpωiq. For any N let Ni “ tpiNu
and M :“ N ´řiNi ě 0. Define the following protocol for ω:
FˆN “ 1bM b pp´11 E1qbN1F1,N1 b pp´12 E2qbN2F2,N2 b ¨ ¨ ¨ ,
32We may always pass to a new protocol whose rate is arbitrarily close, so that the lim sup is actually
a lim.
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where 1bM is the map M1pCq Q 1 ÞÑ 1 P AbMA . Because ω`N “ ω`M b ω`N1 b ω`N2 b . . . it
follows straightforwardly that tFˆNu is a distillation protocol for ω with rate
ř
i ri. (e4)
then follows.
Instead of (e5) we have
1
N
EDpωbNq “ EDpωq , (121)
as is obvious from the definition. EDpωq is not in general convex in the sense of property
(e3), although it is convex on pure states (this property is not so obvious). Since there
are no pure states in the type III case relevant for quantum field theory, this is at any
rate not helpful for us, and we have no analogue of (e3).
For us, it is most important that the distillable entropy has the superadditivity prop-
erty (e6), as remarked without proof e.g. in [155].
Lemma 9. EDpωq satisfies (e6), i.e. for any state ω on A “ pAA1 bAA2q b pAB1 bAB2q
the restrictions ωi to AAi b ABi satisfy EDpω1q ` EDpω2q ď EDpωq.
Proof: Let tFN,1u be a distillation protocol for ω1, i.e. a sequence of cp maps such
that }F˚N,1ωbN1 ´ ω`nN,1} Ñ 0. The rate of this protocol is limplnnN,1q{N “ r1, and
similarly for ω2. We claim that tFN,1 b FN,2u is a distillation protocol for ω with rate
r “ r1 ` r2. Letting σN “ pFN,1 b FN,2q˚ωbN , and X P MnN,1pCq b MnN,2pCq and
1i ” 1nN,i, P`i ” P`nN,i, we have
|σN pp11 ´ P`1 q b 12 ¨Xq| ď σN
´
p11 ´ P`1 q b 12 ¨XX˚ ¨ p11 ´ P`1 q b 12
¯ 1
2
ď }XX˚} 12σN
´
p11 ´ P`1 q b 12
¯ 1
2
“ }X}
ˇˇˇ
F˚N,1ω
bN
1 p11 ´ P`1 q ´ ω`nN,1p11 ´ P`1 q
ˇˇˇ 1
2
Ñ 0 as N Ñ8
(122)
uniformly for }X} ď 1. The same conclusion can be drawn, with similar proof, for
σN pX ¨ p11 ´ P`1 q b 12q and for p1Ø 2q. We have
ω`nN,1nN,2pXq “ ω`nN,1 b ω`nN,2pXq “
σN pP`1 b P`2 ¨X ¨ P`1 b P`2 q
σN pP`1 b P`2 q
, (123)
and therefore in view of (122) (and the analogous relations for p1Ø 2q),
|pFN,1 b FN,2q˚ωbNpXq ´ ω`nN,1nN,2pXq|
“ |σNpXq ´ ω`nN,1 b ω`nN,2pXq|
ď |σNpXq ´ σN pP`1 b P`2 ¨X ¨ P`1 b P`2 q| `
ˇˇ
1´ σN pP`1 b P`2 q´1
ˇˇ }X} Ñ 0 (124)
uniformly for }X} ď 1, which immediately gives the claim. Thus, we see that tFN,1bFN,2u
is a distillation protocol, whose rate is evidently r1 ` r2. Choosing ri arbitrarily close to
EDpωiq, we see that there is a protocol for ω whose rate is at least EDpω1q `EDpω2q ´ ε
for any ε ą 0, which implies superadditivity (e6).
It might be guessed from the involved variational characterization of EDpωq that this
quantity is difficult to calculate in practice even for the simplest examples, and this
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expectation turns out to be correct. For us, the usefulness of this quantity lies in the fact
it has the very convenient property (e6), and that it is a lower bound for a large class of
entanglement measures, in particular the relative entropy of entanglement33:
Theorem 5. For any normal state on A “ AA b AB, and any entanglement measure
satisfying (e2), (e4), (e5) and normalization Epω`n q “ lnn, we have Epωq ě EDpω|Nq
and in particular ERpωq ě EDpω|Nq, where N is any type I subfactor of A of the form
N “ NA bNB, with NA Ă AA,NB Ă AB intermediate type I subfactors.
Remark 3. The existence of many such intermediate type I subfactors exhausting A is
guaranteed by the split property.
The proof of this theorem is given in [48] for the case of finite-dimensional type I
algebras, where it is shown more precisely that 1
N
EpωbNq ě EDpωq ´ ε for sufficiently
large N depending on ε ą 0. This immediately implies the theorem in view of (e5)
for finite-dimensional type I algebras. Inspection of the proof [48] shows that it can be
generalized fairly easily to the case of infinite-dimensional type I algebras by a straight-
forward approximation argument. The general case then follows trivially in view of (e4),
ERpωq ě ERpω|Nq.
3.8 Summary of entanglement measures
We summarize the various entanglement measures and some of their properties and re-
lationships in the following table. Unlisted properties may either be false or unknown to
the authors.34
Measure Properties Relationships Epω`n q
EB (e0), (e2), (e3), (e4)
?
2
ED (e0), (e1), (e2), (e4), (e6) ED ď ER, EN , EM , EI lnn
ER (e0), (e1), (e2), (e3), (e4), (e5) ED ď ER ď EN , EM , EI lnn
EN (e0), (e1), (e4), (e5) ED, ER ď EN ď EM lnn
EM (e0), pe3q, (e4), (e5) ED, ER, EN ď EM 32 lnn
EI (e0), (e2), (e4), (e5) ED, ER ď EI 2 lnn
4 Upper bounds for ER in QFT
In this section, we derive some upper bounds on the relative entanglement entropy in
quantum field theories. To illustrate the idea, let us first consider the spatial slice C “
tt “ 0u in d ` 1-dimensional Minkowski spacetime, and let A and B be two disjoint
open regions in C. Let OA and OB be the domains of dependence of these regions and
ApOAq and ApOBq the associated algebras, see fig. 1. The ground state (vacuum) ω0 of
the QFT gives rise to a GNS-triple pπ0,H0, |0yq, which yields the von Neumann algebras
33We even get the statement for the “asymptotic” relative entropy of entanglement defined by E8R pωq “
limnÑ8 1nERpω
bnq. Note that the limit exists: Use (e5) and lemma 12 of [48].
34Property (e4) for EM has been proven only in a restricted sense, and instead of (e3) we have the
opposite: concavity pe3q.
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AA :“ π0pApOAqq2 and AB :“ π0pApOBqq2. Note that AA and AB commute, due to
causality. We want to investigate when ω0 defines a normal state on AA bAB, i.e. when
AA and AB are statistically independent, and what its relative entanglement entropy is.
When the theory satisfies the BW-nuclearity condition a5), the statistical indepen-
dence of AA and AB follows from the assumption that the distance distpA,Bq ą 0 is
positive. Moreover, we will show in section 4.1 below that ERpω0|AAbABq can be esti-
mated in terms of the 1-nuclear norm of the operator Θ which appears in the definition
of the BW-nuclearity condition. Using similar methods one can also estimate the relative
entanglement entropy of thermal (KMS) states.
The illustrative example above can easily be generalised as follows. We can choose
two disjoint regions A and B in a Cauchy surface C of a globally hyperbolic spacetime
pM , gq, and we let OA and OB denote their domains of dependence, see fig. 1. We let
ω be a state on the QFT on the entire spacetime with GNS-triple pπ,H, |Ωyq, and we
introduce the von Neumann algebras AA :“ πpApOAqq2 and AB :“ πpApOBqq2. Once
again we can ask whether ω defines a normal state on AA b AB and what its relative
entanglement entropy is. In general, however, the BW-nuclearity condition is no longer
available, due to the lack of a Hamiltonian operator. For this reason we will consider a
modular nuclearity condition instead.
Let us assume for simplicity35 that |Ωy is cyclic and separating for AA and for AB .
(This will be the case e.g. if ω “ ω0 on Minkowski spacetime, or if ω is any other state
with finite energy, by the same argument as in the Reeh-Schlieder theorem. For results
in curved spacetimes, see e.g. [131].) In particular, |Ωy is then cyclic and separating for
AB1 “ πpApOB1qq2, where B1 :“ CzB. Let ∆B1 be the corresponding modular operator,
and note that AB1 Ă A1B. Instead of the BW-nuclearity condition a5), we are going to
impose/use the following modular nuclearity condition:
a5’) The operator
ΦA : AA Ñ H , ΦApaq “ ∆
1
4
B1a|Ωy
has }ΦA}1 ă 8 when distpA,Bq ą 0 is positive.
As shown in [24], a5’) implies a5) in Minkowski spacetime without the bounds on
the nuclear norms. The nuclearity condition a5’) again suffices to prove the statistical
independence of AA and AB , and we can estimate the relative entanglement entropy of ω
between AA and AB using }ΦA}1, making use of theorems 3 and 4. Indeed, noting that
AB1 Ă A1B , it follows arguing as in the proof of prop. 3 that }ΨA}1 ď }ΦA}1, where ΨA is
the map (105) appearing in the definition of EM .
In the first section below, we point out some general upper bounds that follow from
the BW-nuclearity condition. (The corresponding results for modular operators already
follow from the theorems 3 and 4.) In the sections after that we apply the various nucle-
arity conditions to obtain concrete upper bounds for free fields, 2-dimensional integrable
models with factorizing scattering-matrices and CFTs.
35A modular operator can still be defined when these assumptions are not met [101], and our estimates,
e.g. in the proof of lemma 3, still hold.
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4.1 General upper bounds from BW-nuclearity
The first type of general bound is for the ground (vacuum) state, ω0, and holds for a
theory on Minkowski spacetime with mass gap satisfying the BW-nuclearity condition
a5). Our result is:
Theorem 6. 1) Assume that the Hamiltonian H “ P 0 in the vacuum representation
has a mass gap, specpHq Ă t0u Y rm,8q, with m ą 0. Let A and B be contained
in balls of radius r in a t “ 0 time slice, separated by the distance R. As usual we
set AA “ π0pApOAqq2, where OA is the causal diamond with base A, and similarly for
B. Assume that the BW-nuclearity condition (46) holds with constants c, n. Then the
relative entanglement entropy in the vacuum state between A and B satisfies, for any
k ă 1, an upper bound of the form
ERpω0q À C expr´pmRqks , (125)
for sufficiently large R{c " 1, where C is a constant depending on c, k, n.
2) Under the same assumptions as in 1) but not necessarily m ą 0, we have for
R{c ! 1 an upper bound of the form
ERpω0q À
?
2
ˆ
c ctg π
4n
R
˙n
. (126)
Thus, we see from part 1) that the relative entanglement entropy decays almost ex-
ponentially as the separation R between the regions tends to infinity in the presence of
a mass gap. Since free bosons [21] and fermions [43] in d ` 1 dimensions are known to
satisfy the BW-nuclearity condition, one immediately gets almost exponential decay in
those models. The upper bound expressed by part 2) for short distances shows that the
growth of ER is not faster than an inverse power of R, which depends on the constant n
in the nuclearity condition. For free fields, n “ d, c9r, giving thus for R ! r
ERpω0q À cd
´ r
R
¯d
, (127)
so this upper bound falls short of the expected “area law”. For a better bound qualitatively
consistent with the area law in the case of Dirac fields, see sec. 4.2.2.
The second theorem is concerned specifically with thermal states (KMS states) ωβ.
Again, we take A and B as balls of radius r separated by the distance R in some slice Rd
of Minkowski spacetime for simplicity. We go to the GNS-representation pHβ, πβ , |Ωβyq
of ωβ, in which this state is represented by the vector |Ωβy. The state ωβ is not pure and
the representation is highly reducible. The time-translation subgroup is implemented by
the unitary Uβptq “ eitHβ . Unlike in the vacuum representation, the generator Hβ always
has as its spectrum the entire real line specpHβq “ R, even if the theory has a mass
gap in the vacuum sector. As a replacement of the BW-nuclearity condition in this case,
we assume that 1) the point t0u is a non-degenerate eigenvalue of Hβ associated with
the vector |Ωβy, 2) Letting P` be the spectral projection of Hβ corresponding to the set
p0,8q and P´ that corresponding to the set p´8, 0q, the maps Θ˘z : AB Ñ Hβ
Θ˘r,zpbq :“ P˘e˘izHβb|Ωβy , ℑpzq ą 0, (128)
are assumed to be nuclear. By invariance under spatial translations, the same then
obviously holds for the region A.
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Theorem 7. Assume that A and B are as in theorem 6 and assume
}Θ˘r,z}1 ď |ℑpzq|´α exppc{|ℑpzq|qn (129)
for a constant c depending on r, β and n ą 0, α ą 1. Then
ERpωβq ď CR´α`1 (130)
for sufficiently large R “ distpA,Bq and a constant C depending on r, β.
The theorem leaves the possibility that the relative entanglement entropy of two
regions in a thermal state may decay more slowly than that in a vacuum state. The
precise rate of the upper bound is related to spectral information, which in our case is
encoded in the assumption about the nuclear norms. The last theorem concerns massless
theories.
Theorem 8. In a massless theory on Minkowski spacetime with vacuum ω0, assume that
the 1-norm of the map Θr,z : a ÞÑ eizHa|0y fulfills (129) for ℑz ą 0. Then
ERpω0q ď CR´α (131)
for sufficiently large R “ distpA,Bq and a constant C depending on r.
The strategy to prove these theorems is as follows: we show that we can write the
relevant state ω on AA b AB in the form ω “
ř
j φj b ψj , with normal linear functionals
φj and ψj satisfying a bound on ν :“
ř
j }φj} ¨ }ψj}, which is controlled by the respective
nuclearity condition assumed in each theorem. The desired bound on ERpωq is then
obtained in conjunction with lemma 4 and theorem 3, which imply that
ERpωq ď ln ν. (132)
We now turn to the detailed estimation in each case.
4.1.1 Proof of thm. 6
The basic idea of all three proofs is to consider suitable correlation functions fa,bpzq whose
analyticity properties in z encode the commuting nature of AA and AB. Part 1) of the
proof of the present theorem relies on an argument due to [67, 65] (up to a slightly better
control on the bounds), which we repeat here merely for the convenience of the reader
and to set the stage for part 2).
Proof of thm. 6, Part 1): Following [67, 65], we consider the function
fa,bpzq “
#
x0|aPe`izHb|0y for 0 ă ℑpzq,
x0|bPe´izHa|0y for 0 ą ℑpzq, (133)
where a P AA, b P AB, and where P “ 1 ´ |0yx0|. z ÞÑ fa,bpzq is by construction analytic
for ℑpzq ‰ 0, i.e. away from the real axis. For the jump across the real axis, one finds
fa,bpt` i0q ´ fa,bpt´ i0q “ x0|ra, eitHbe´itH s|0y “ 0 (134)
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as long as |t| ă R, because then the time-translated region OB (by t) remains space-like
to OA. By the edge-of-the-wedge theorem (see appendix A), the function fa,bpzq may
thus be extended to an analytic function in the doubly cut plane Cztz P C | ℑpzq “
0, |ℜpzq| ě Ru. We consider next for |t| ă R the mapping w ÞÑ z “ 2t{pw ` w´1q which
maps the open disk t|w| ă 1u into the doubly cut plane. The image of the contour
Cρ : ϕ ÞÑ ρeiϕ, 0 ă ρ ă 1 in the doubly cut z-plane under this mapping is illustrated in
the following fig. 7. Applying Cauchy’s formula to this contour gives
x0|ab|0y ´ x0|a|0yx0|b|0y “
ż
Cρ
dw
2πi w
fa,b
ˆ
2t
w ` w´1
˙
Ñ 1
2π
ż 2π
0
dϕ fa,b
ˆ
t
cosϕ
˙
,
(135)
sending ρÑ 1 in the second line.
ℑpzq
ℜpzqR´R
Figure 7: The image of the contour Cρ for two different values of ρ.
For the part above resp. below the real axis we can use the respective representations
of fa,b, and this gives
x0|ab|0y ´ x0|a|0yx0|b|0y “ 1
2π
ż π
0
dϕ x0|aP expp`itH{ cosϕqb|0y
` 1
2π
ż 2π
π
dϕ x0|bP expp´itH{ cosϕqa|0y
(136)
for all |t| ă R. Following [65], we next proceed as follows. We multiply this identity with
a smooth test function of the form gkpt{Rq{R where the support of gkptq is contained
in p´1, 1q. For convenience, we normalize gkptq so that
ş
R
gkptqdt “ 1 and furthermore
make a choice such that |g˜kpEq| ď Ck expp´|E|kq, for k ă 1 for |E| Ñ 8, and for some
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Ck ą 0. It is well-known that such a choice is possible, see e.g. [87, 86].36 This gives a
representation of the form
x0|ab|0y ´ x0|a|0yx0|b|0y “ x0|aGp´HqPb|0y ` x0|bGpHqPa|0y
“ x0|bΞ`paq|0y ` x0|aΞ´pbq|0y , (138)
where
?
2πGpEq “ şπ
0
g˜pRE{ cosϕq dϕ. In particular, it follows that |GpEq| is of order
expp´|RE|kq for sufficiently large |RE|. The terms on the right side define maps Ξ` :
AA Ñ H resp. Ξ´ : AB Ñ H by Ξ`paq “ PGpHqa|0y respectively Ξ´pbq “ PGp´Hqb|0y.
Let Ej be the spectral projector for H onto the interval rmj,mpj ` 1qq, where j “
0, 1, 2, . . . . We may then write
Ξ`paq “ GpHqPa|0y “
8ÿ
j“1
eβjHGpHqEjΘβj ,rpaq , (139)
where the βj ą 0 are to be chosen. (There is no j “ 0 term in the sum because P projects
out the vacuum state and H has a mass gap.) Using this formula, we estimate:
}Ξ`}1 ď
8ÿ
j“1
}GpHqEj}eβjpj`1qm}Θβj ,r}1
ď Ck
8ÿ
j“1
e´pRmjq
k
eβjmpj`1qepc{βjq
n
ď Ck
8ÿ
j“1
e´pRmjq
k
e3pcmjq
n{pn`1q
(140)
using the properties of G and the nuclearity assumption to go to line two, and making
the choice βj “ cpcmjq´1{pn`1q to go to line three. Choosing any k ą n{pn ` 1q, there
follows the bound }Ξ`}1 À Ce´pmRqk (for a new constant C “ Cpk, n, cq), and we can get
the same type of estimate for Ξ´. Combining these, we find that there exist functionals
ψj , ϕj on ApOBq,ApOAq respectively such that
ω0pabq “ ω0paqω0pbq `
8ÿ
j“1
ϕjpaqψjpbq (141)
and such that
ř
j }ϕj} }ψj} ď Ce´pmRq
k
for large R. Thus, we are in the situation of
lemma 4 with ν “ 1` Ce´pmRqk . Lemma 4 and theorem 3 together with the elementary
bound lnp1` xq ď x now implies the statement.
36A permissible non-normalized choice of gkptq is for instance gkptq “ hkp1 ` tqhkp1 ´ tq, where hkptq
has the Fourier Laplace transform
ş8
0
hkptqe
´Et dt “ e´E
k
. For further discussion and explicit formulas,
see e.g. [61], where one finds
hkptq “ ´
1
pi
ÿ
jě1
p´1qjΓpjk ` 1q sinppijkq
j!tjk`1
. (137)
60
Proof of thm. 6, Part 2): We view fa,bpzq as defining a function Ξz from the doubly cut
plane Cztz P C | ℑpzq “ 0, |ℜpzq| ě Ru into the linear maps B “ BpAB, pAAq˚q by the
formula rΞzpbqspaq “ fa,bpzq. The BW-nuclearity assumption implies the nuclearity of
this map for |ℑz| ą 0, with 1-norm bounded from above by }Ξz}1 ď epc{|ℑz|qn. Without
loss of generality, we may assume that n ą 1{2, since increasing n makes the bound less
tight (in practicle, one expects n „ d anyhow).
ℑpzq
ℜpzqR´R
´iR tan π
4n
iR tan π
4n
CR
Figure 8: The contour CR.
Let CR be the contour shown in fig. 8. Consider the map z ÞÑ Υz from the interior
of CR to B defined by
Υz “ ϕpzq ¨ Ξz (142)
where
ϕpzq “ Cpn,R, cq exp
„
´
?
2
ˆ
c
pR ` zq sin π
4n
˙n
exp
„
´
?
2
ˆ
c
pR ´ zq sin π
4n
˙n
, (143)
and where
CpR, n, cq “ exp
„
2
?
2
ˆ
c
R sin π
4n
˙n
.
Since CR is contained in the doubly cut plane Cztℑpzq “ 0, |ℜpzq| ě Ru where Ξz is
analytic, and since ϕ is analytic in the interior of CR it follows that z ÞÑ Υz is holomorphic
in the interior of CR. Using the explicit form of the function ϕpzq and the fact that
}Ξz}1 ď epc{|ℑz|qn in particular along the contour CR, we see that
}Υz}1 ď |ϕpzq|epc{|ℑz|qn ď exp
„?
2
ˆ
c ctg π
4n
R
˙n
for all z P CR . (144)
Also, by definition, Ξ0 “ Υ0.
Inside the contour, Υz has, for fixed a P AA, b P AB, the contour integral representation
rΥzpbqspaq “
ż
CR
dw
2πi pw ´ zq rΥwpbqspaq . (145)
Making an argument of the same kind as in [17] based on this contour integral formula,
we can see that z ÞÑ Υz is in fact a strongly holomorphic map from the interior of
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the contour CR to the nuclear (not just bounded) operators from AB Ñ pAAq˚ with
uniformly bounded 1-norm inside the contour CR. By lemma 14 in appendix A, the
maximum of }Υz}1 is achieved on the boundary CR, and thus }Υz}1 ď expr
?
2p c ctg pi4n
R
qns
also for z inside – and not just on – the contour CR. Thus, from Ξ0 “ Υ0, we conclude in
particular that }Ξ0}1 ď expr
?
2p c ctg pi4n
R
qns. Arguing now as in Part 1), we get (141) withř
j }ϕj} }ψj} ď expr
?
2p c ctg pi4n
R
qns which holds for all R, in particular for R{c ! 1. Thus,
we are in the situation of lemma 4 with ν “ 1` expr?2p c ctg pi4n
R
qns.
Lemma 4 and theorem 3 imply that ERpωq ď ln ν, which gives the statement.
4.1.2 Proof of thm. 7 and thm. 8
Proof of thm. 7: As in the previous proof, we omit the reference to the representation
πβ and simply write a for πβpaq. We also write J for the modular conjugation associated
with37 A (the v. Neumann closure of YOApOq) – not with AA – and the state ωβ, acting
on the GNS-Hilbert space with implementing vector |Ωβy. Fix a P AA _ JAAJ, b P AB ,
and define the function Fa,bpzq as
Fa,bpzq “
#
xΩβ|aP`eizHβbΩβy ´ xΩβ|bP´e´izHβaΩβy for 0 ă ℑpzq
´xΩβ|aP´eizHβbΩβy ` xΩβ|bP`e´izHβaΩβy for 0 ą ℑpzq,
(146)
which coincides with a function considered also by [88]. Here Hβ is the generator of time
translations in the representation πβ (“Liouvillean”). For ´R ă t ă R one finds for the
jump across the real axis:
Fa,bpt` i0q ´ Fa,bpt´ i0q “ xΩβ |ra, eitHβbe´itHβ sΩβy “ 0 (147)
using space-like commutativity and the fact that the time-translated region OB remains
space-like to OA as long as the time translation parameter t stays in the range t P p´R,Rq.
By the edge-of-the-wedge theorem (see appendix A), Fa,bpzq therefore defines an analytic
function in the doubly cut plane Cztℑpzq “ 0, |ℜpzq| ě Ru. Using N times the KMS-
condition (applying the last item in prop. 1 to the pair A, ωβ) for ωβ, one can derive the
“image sum” formula
xΩβ |abΩβy ´ xΩβ|aΩβyxΩβ|bΩβy “
Nÿ
k“´N
Fa,bpiβkq `
N´1
2ÿ
k“´pN´1
2
q
FJa˚J,bpiβkq
` xΩβ|bP´eβNHβaΩβy ` xΩβ|aP´eβNHβbΩβy.
(148)
Next, we view Fa,bpzq as defining a function Ξz from the doubly cut plane into the linear
maps B “ BpAB, pAA _ JAAJq˚q by the formula rΞzpbqspaq “ Fa,bpzq. The definition of
Fa,bpzq, implies that for |ℑpzq| ą 0, the nuclear 1-norm of Ξz satisfies the upper bound
}Ξz}1 ď }Θ`r,z}1 ` }Θ´r,z}1 ď 2|ℑpzq|´α exppc{|ℑpzq|qn (149)
using in the second step the assumption of the theorem.
37Note that piβpAq has a non-trivial commutant since the the representation piβ is not irreducible.
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We also consider the map z ÞÑ Υz from the doubly cut plane Cztℑpzq “ 0, |ℜpzq| ě Ru
to B defined by
Υz “ R´αpR ´ zqαpR ` zqα ¨ ϕpzq ¨ Ξz (150)
where α ą 0 is as in the assumptions of the theorem, and where ϕpzq is the function
defined previously in eq.(143). It follows that also z ÞÑ Υz is strongly analytic as a map
from the doubly cut plane to B.
Now let CR be the contour of figure 8, which is entirely within the doubly cut plane.
Inside this contour, Υz has, for fixed a P AA_ JAAJ, b P AB, a contour integral represen-
tation as in (145). Using the definition of ϕpzq and our previous bound on }Ξz}1, we find
that the nuclear 1-norm of Υz is bounded by
}Υz}1 ď R´α sup
wPCR
t|w ´R|α|w `R|α|ϕpwq| ¨ }Ξw}1u
ď 2 expr
?
2p c ctg pi4n
R
qns p1
2
sin π
4n
q´α
(151)
for all z on the contour CR. Making again an argument of the same kind as in [17] based
on the contour integral formula, we can see that }Υz}1 must remain bounded also inside
the contour CR, and that z ÞÑ Υz is in fact a holomorphic map from the interior of the
contour CR to the nuclear (not just bounded) operators from AB Ñ pAA _ JAAJq˚ with
uniformly bounded 1-norm inside the contour CR.
By lemma 14 in appendix A the map z ÞÑ }Υz}1 from the interior of CR in fact
assumes its maximum on the boundary, CR, so (151) also holds for z inside CR. For
k P 1
2
Z and |k| ď N :“ tβ´1R sin π
4n
u, the points iβk are inside the contour CR. Going
back from Υz to Ξz, it follows that, for such k, and for R{c " 1,
}Ξiβk}1 ď C1RαpR2 ` pβkq2q´α (152)
for some constant C1. Therefore ÿ
kP1
2
Z,|k|ďN
}Ξiβk}1 ď C2R´α`1 (153)
using our assumption that α ą 1. On the other hand, using (148) and our definitions of
Ξz,Θ
˘
z , we may write
xΩβ|abΩβy ´ xΩβ |aΩβyxΩβ|bΩβy
“
ÿ
kPZ,|k|ďN
rΞiβkpbqspaq `
ÿ
kPZ`1
2
,|k|ďN
rΞiβkpbqspJa˚Jq
` xΩβ|bΘ´βN,rpaqΩβy ` xΩβ|aΘ´βN,rpbqΩβy .
(154)
As a consequence of the nuclearity bound (153), the bound }Θ˘βN,r}1 ď pNβq´α exprpc{Nβqns
assumed in the theorem, and since a ÞÑ Ja˚J is bounded, we can write
xΩβ|abΩβy ´ xΩβ|aΩβyxΩβ|bΩβy “
ÿ
j
ϕjpaqψjpbq , (155)
where the linear functionals ϕj on AA and ψj on AB satisfy
ř
j }ϕj} }ψj} ď C3R´α`1, for a
new constant C3. Thus, we can apply the lemma 4 and theorem 3 with ν :“ 1`C3R´α`1.
The bound (132) together with lnp1` xq ď x then gives the statement.
Proof of thm. 8: The proof is very similar to that of the previous theorem and is now
based on the correlation function (133). We omit the details.
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4.2 Upper bounds for free quantum field theories in d` 1 dimen-
sions
4.2.1 Free scalar fields
The BW-nuclearity condition is well-established for free scalar fields in d` 1 dimensional
Minkowski spacetime both in the massive (m ą 0) and the massless (m “ 0) case. Thus,
thm. 6 respectively thm. 8 apply and provide upper bounds on the entanglement entropy
ERpω0q of two diamonds of size r separated by a distance R.
In fact, in the massive case, an explicit nuclearity bound is given in [21].38 Therefore
thm. 6 can be applied to infer sub-exponential decay of the entanglement entropy for
large separation R. In the massless case, it can be extracted from the work of [22]
that }Θβ,r}1 ď β´pd´2q exppc{βqd for β ą 0, r ą 0 and d ą 2. Applying thm. 8 then
immediately gives
Proposition 6. Let ω0 be the vacuum state of a free m “ 0 Klein-Gordon field in
Minkowski spacetime Rd,1. Let A,B Ă Rd be two balls of radius r separated by a distance
R. Then
ERpω0q À CR´pd´2q
when R{r " 1, where C is a constant depending on r and d ą 2.
This upper bound is consistent with a general bound for conformal quantum field
theories given below in the remark after thm. 15. More general, and somewhat better
bounds, can be obtained from the modular nuclearity bound ERpωq ď EMpωq in thms. 4
and 3, using results of [101] in the case m ą 0. We formulate them first in the general
setting of open regions A and B in a Cauchy surface C of a globally hyperbolic spacetime
pM , gq. Furthermore, we let ω be any quasi-free state on the Weyl algebra of a free scalar
field on pM , gq.
Recall from section 2.4.1 that the space of real initial data KR :“ C80 pC,Rq‘C80 pC,Rq
carries a symplectic form
σppf0, f1q, ph0, h1qq “
ż
C
pf0h1 ´ f1h0qdV.
Following the notations of section 2.2.1, the quasi-free state ω corresponds to an inner
product µ on KR, and we let cloµK denote the complex Hilbert space completion of the
complexification K of KR. We let Γ denote the complex conjugation on cloµK and Σ
the operator which implements the symplectic form. The one-particle Hilbert space can
then be identified with H1 :“ ranp1` Σq, whereas the full GNS-representation space is
the bosonic Fock space F`pH1q with GNS vector |Ωy.
If V Ă C is any open region, the real initial data in V generate a symplectic subspace
KRpV q ofKR, and the complex initial data in V generate a closed subspace KpV q Ă cloµK.
Let PV be the orthogonal projection onto KpV q and note that ΣV :“ PVΣPV implements
the symplectic form on KpV q. The local Weyl algebra WpKRpV q, σq gives rise to a
von Neumann algebra AV :“ πµpWpKR, σqq2, and we may associate to pAV ,Ωq a modular
38To be specific, [21] show that in the massive case, }Θβ,r}1 ď exprpc{βq
d| lnp1´e´mβ{2q|s for r ą m´1
and 0 ă β ď r, where c “ c0r.
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operator∆V and a modular conjugation JV . These operators are the second quantizations
of operators δV and jV on H1, which we now describe.
First we let H1pV q :“ ranpPV ` ΣV q denote the one-particle space corresponding to
the restriction of ω to AV , and we note that H1pV q Ă KpV q. Then we let R˜V be the
projection onto ranpPV ´ |ΣV |q, which is a subspace of H1pV q. Recall from section 2.2.1
that Ω is separating for AV if and only if R˜V “ PV , which also entails thatH1pV q “ KpV q.
Using these projections we may write the one-particle modular operator δ˜V and modular
conjugation ˜V on H1pV q as
δ˜V “ PV ´ ΣV
PV ` ΣV R˜V
˜V “ ΓR˜V .
One easily verifies that ˜V δ˜
1
2
V “ sV , where sV R˜V
?
PV ` ΣV F “ R˜V
?
PV ` ΣV ΓF for
complex initial data F in V .
Note that H1pV q is isometric to a subspace of H1. Restricting the domain of this
isometry to R˜VH1pV q, it takes the form
UV “
?
1` Σ pPV ` ΣV q´ 12 R˜V . (156)
This satisfies U˚V UV “ R˜V and we denote the range projection of UV by RV :“ UV U˚V “
UV R˜V U
˚
V . We may then introduce the modular operator δV and the modular conjugation
jV on H1pV q, defined by
δV :“ UV δ˜V U˚V “
?
1` Σ PV ´ ΣVpPV ` ΣV q2 R˜V
?
1` Σ (157)
jV :“ UV ˜V U˚V “ Γ
?
1´ Σ pPV ´ Σ2V q´
1
2 R˜V
?
1` Σ.
Note that δVRV “ δV and that
δ
1
2
V :“ Uδ˜
1
2
V U
˚ “ ?1` Σ pPV ´ ΣV q
1
2
pPV ` ΣV q 32
R˜V
?
1` Σ.
We now apply these notations to the case V “ B1 “ CzB, i.e. we consider the
modular operator ∆B1 associated to the algebra AB1 . The 1-nuclear norm of the operator
ΦA : AA Ñ H , ΦApaq “ ∆
1
4
B1a|Ωy as in a5’) can then be estimated in terms of one-
particle operators as follows:
Theorem 9. For open regions A Ă B1 in C we define
α :“ p1` δAq´ 12RAδ
1
2
B1RAp1` δAq´
1
2
“ 1
2
UAp1` ΣqpPB
1 ´ ΣB1q 12
pPB1 ` ΣB1q 32
R˜B1p1` ΣqU˚A.
Then }ΦA}1 ď detp1´
?
α ` jAαjAq´4 and
ERpωq ď lnp}ΦA}1q ď ´4Tr lnp1´
a
α ` jAαjAq .
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Proof: The equality of both formulae for α can be verified using equations (157,156)
and the fact that UA intertwines the functional calculus of δA and δ˜A, which yields in
particular that
p1` δAq´ 12RA “ 1?
2
UA
?
1` Σ.
The main part of the proof is then a particular case of theorem 3.3 and of eq.(3.15) of [101]
(the latter is originally due to [22]). Instead of reproducing the entire argument, we only
give the following remarks. If ω is not cyclic and separating for AB1 , the modular operator
δB1 and conjugation jB1 vanish on a certain subspace. However, we may extend jB1 to a
complex conjugation ΓB1 on the entire Hilbert space H1, and we use this conjugation in
the doubling procedure in the proof of theorem 3.3 in [101]. On H1‘H1 we then use the
one-particle operator X1 :“ δ
1
4
B1 ‘ δ
´ 1
4
B1 .
Let HA be the closed real-linear subspace in H1 generated by
?
1` ΣF with real
initial data F supported in A, and let H˝A be its symplectic complement. The complex
subspaces K˘ constructed in [101] are then the sums K˘ “ K0 ‘K1˘ of the spaces
K0 “ pH˝AqK ‘ ΓB1pH˝AqK
K 1˘ “
"ˆ
h1 ` ih2
˘ΓB1ph1 ´ ih2q
˙
| h1, h2 P RAHA
*
.
Because these summands are orthogonal, the orthogonal projections E˘ onto K˘ can be
decomposed into sums of orthogonal projections, E0 ` E 1˘, where E0 projects onto K0
and E 1˘ onto K
1
˘. We then have X1E˘ “ X1E 1˘, and one may compute that
E 1˘ “
˜
p1` δAq´1RA ˘p1` δAq´1δ
1
2
AjAΓB1
˘ΓB1jAp1` δAq´1δ
1
2
A ΓB1p1` δAq´1ΓB1
¸
.
It turns out that |X1E˘| “ |X1E 1˘| is unitarily equivalent to the matrixˆ
α ` jAαjA 0
0 0
˙
for both signs. The estimate (2.24) of [22] then yields }ΦA}1 ď detp1´
?
α ` jAαjAq´4 (cf.
(3.15) in [101]), and the estimate on ERpωq follows from our theorems 3 and 4, together
with the well-known formula ln detpXq “ Tr lnpXq for positive operators X.
The results of [101] show that for quasi-free Hadamard states with relatively compact
A and distpA,Bq ą 0, the relative entanglement entropy ERpωq between A and B is
finite.
The expression for the operator α simplifies when the state is separating for AB1 (e.g.
when it is cyclic for AB). In this case R˜A “ PA ď PB1 “ R˜B1 and
α “ 1
2
UA
b
PB1 ´ Σ2B1U˚A “ jAαjA .
Using the estimate pPApPB1 ´Σ2B1q
1
2PAq2 ď PApPB1 ´Σ2B1qPA and taking quartic roots we
find that |pPB1 ´ Σ2B1q
1
4PA| ď |pPB1 ´ Σ2B1q
1
2PA| 12 and hence thata
α` jAαjA “ UA|pPB1 ´ Σ2B1q
1
4PA|U˚A ď UA|pPB1 ´ Σ2B1q
1
2PA| 12U˚A
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and
ERpωq ď ´4TrKpAq lnp1´ |pPB1 ´ Σ2B1q
1
2PA| 12 q . (158)
Let us now specialise to an ultra-static spacetime M “ Rˆ C with a Cauchy surface
C and metric g “ ´dt2`h and to a massive m ą 0 minimally coupled scalar field. Recall
from section 2.4.1 that in the ground state K can be identified with W p
1
2
qpCq‘W p´ 12 qpCq,
where the Sobolev spaces are defined using the operator C´1 :“ ´∇2 `m2, and that Σ
takes the form given in equation (52). Analogously, we may identify KpAq “ W p 12 qpAq ‘
W p´
1
2
qpAq and similarly for B and B1, where W˘ 12 pAq is the closed subspace of W˘ 12 pCq
generated by test-functions supported in A. We denote by PA˘ the orthogonal projections
in W˘
1
2 pCq onto W˘ 12 pAq, so that PA “ PA` ‘ PA´, and similarly for B1.
Note that the ground state has the Reeh-Schlieder property, so we may use the esti-
mate (158). Furthermore, using the facts that Σ2 “ 1 (which is true for any pure state)
and PA ď PB1 we find from the definition of ΣB1 that
|pPB1 ´ Σ2B1q
1
2PA|2 “ PAΣp1´ PB1qΣPA “ |p1´ PB1qΣPA|2
“
ˇˇˇˇˆ
0 p1´ PB1`qC 12PA´
´p1´ PB1´qC´ 12PA` 0
˙ˇˇˇˇ
“
ˆ |p1´ PB1´qC´ 12PA`| 0
0 |p1´ PB1`qC 12PA´|
˙
. (159)
We may use the unitary operators U˘ : W˘
1
2 pCq Ñ L2pCq with U˘f :“ C¯ 14f and
U˚˘f :“ C˘
1
4 f to rewrite this operator in terms of the L2-inner product and the operator
C. For this purpose we introduce the projections QA˘ “ U˚˘PA˘U˘ in L2pCq and similarly
for QB1˘. Note that QA˘ projects onto the subspace
tC¯ 14 f | f P C80 pAqu Ă L2pCq . (160)
We then find from (158)39:
Proposition 7. On an ultra-static spacetime M “ Rˆ C with metric g “ ´dt2 ` h, the
ground state ω0 of a massive KG field fulfills
ERpω0q ď ´4
ÿ
˘
Tr lnp1´ |p1´QB1¯qQA˘| 12 q . (161)
Here the trace is in L2pCq and QA˘ are the orthogonal projectors onto the closed sub-
spaces (160), and similarly for QB1˘.
Proof: We use QA˘ “ U˚˘PA˘U˘ and U˘f :“ C¯
1
4 f in eqs. (159) and (158), and the
facts that |UX| “ |X| and |XU | “ U˚|X|U for all closed operators X and unitary opera-
tors U . Using the fact that C is bounded by m´2 one may show that |p1´QB1¯qQA˘| ă 1
for both signs, so the right-hand side of (161) is well-defined. Note that the estimate
clearly only depends on the geometry of pC, hq and the regions A and B.
We close this section proving our main estimate, which is an application of the previ-
ous proposition and some other techniques. This estimate shows that the entanglement
entropy falls off exponentially with the distance between the regions A and B, in the
following precise sense:
39For ground states one may in fact omit the doubling procedure of [101] and directly apply the results
of [22], which improves this estimate by a factor 1
2
.
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Theorem 10. Consider an ultra-static spacetime M “ Rˆ C with metric g “ ´dt2 ` h
and the ground state ω0 of a minimally coupled free scalar field with mass m ą 0. Let
A Ă C be a bounded open region and for any r ą 0 let Br :“ tx P C | distpx,Aq ą ru. For
any R ą 0 and all r ě R the ground state ω0 has an entanglement entropy between the
regions A and Br which satisfies
ERpω0q ď ce´ 12mr
where c ą 0 is independent of r ě R.
Proof: By the results of [101], the operators |p1´QB1r¯qQA˘| are compact, and their
eigenvalues are in r0, 1q. It follows that the largest eigenvalue is less than 1, i.e. }p1 ´
QB1r¯qQA˘} ă 1. For t P r0, as with a ă 1 we have the elementary estimate ´ lnp1´ tq ă
t
1´a , which we may apply to t “ |p1´QB1r¯qQA˘|
1
2 . It then follows from (161) that
ERpω0q ď
ÿ
˘
4
1´ }p1´QB1r¯qQA˘}
1
2
Tr |p1´QB1r¯qQA˘|
1
2 ,
where the trace is over L2pCq. As r increases, the projections 1 ´ QB1r¯ decrease, so the
prefactors 4p1´}p1´QB1r¯qQA˘}
1
2 q´1 attain their maximum at r “ R. This value is still
finite, because R ą 0. We let c0 denote the maximum of this value over the choices `
and ´.
To estimate the traces we will use the fact that for all bounded linear operatorsX, Y we
have |XY | ď }X} ¨ |Y | and |XY | “ V ˚|Y ˚X˚|V ď }Y ˚} ¨V ˚|X˚|V “ }Y } ¨V ˚W |X|W ˚V ,
where V and W are the partial isometries appearing in the polar decompositions XY “
V |XY | “ |pXY q˚|V and X “W |X| “ |X˚|W .
Following [101] we choose a test-function χA with support in B
1
1
2
R
such that χA ” 1
on A. We then choose test-functions χi, i “ 1, . . . , 4, such that χ1 ” 1 on supppχAq and
χi`1 ” 1 on supppχiq. We fix an l P N such that l ą 12 ` 34dimpCq and we introduce
Xi :“ χiCp5´iqlχiC´p4´iql
for i “ 1, . . . , 4. The operators Xi are Hilbert-Schmidt (see [101] theorem 4.2) and hence
X :“ X1X2X3X4 has Tr |X| 12 ă 8. Note that C´1 is a partial differential operator, so
considering the supports of the χi we have
χAC
´4l´bX “ χAC´b
for any b P N. We fix b such that b˘ 1
4
ě 0 and we use the fact thatQA˘ “ C¯ 14χAC˘ 14QA˘
in order to find
|p1´QB1r¯qQA˘| “ |p1´QB1r¯qC¯
1
4χAC
´bC˘
1
4
`bQA˘|
“ |p1´QB1r¯qC¯
1
4χAC
´4l´bXC˘
1
4
`bQA˘|
ď }p1´QB1r¯qC¯
1
4χAC
´4l´b} ¨ }C˘ 14`bQA˘} ¨ |X|
and because C˘
1
4
`b and QA˘ are both bounded we have
Tr |p1´QB1r¯qQA˘|
1
2 ď c1}p1´QB1r¯qC¯
1
4χAC
´4l´b} 12
68
for some c1 ą 0 which is independent of r and of the sign ˘. Combining this estimate
with the first paragraph of this proof we have
ERpω0q ď c0c1
ÿ
˘
}p1´QB1r¯qC¯
1
4χAC
´4l´b} 12 . (162)
For any test-function χB supported in B
1
r and identically 1 on B
1
1
2
R
we have p1 ´
QB1r¯q “ p1´QB1r¯qC˘
1
4 p1´ χBqC¯ 14 and hence
}p1´QB1r¯qC¯
1
4χAC
´4l´b} “ }p1´QB1r¯qC˘
1
4 p1´ χBqC¯ 12χAC´4l´b}
ď }C˘ 14 p1´ χBqC¯ 12χAC´4l´b}
“ }C´4l´bχ¯AC¯ 12 p1´ χ¯BqC˘ 14 } .
Using lemma 4.4 in [101] we may find η0, . . . , η4l`b P C80 pB11
2
R
q such that
}C´4l´bχ¯Aψ} ď
˜
4l`bÿ
k“0
}η¯kC´kψ}2
¸ 1
2
ď
4l`bÿ
k“0
}η¯kC´kψ}
for all ψ in the domain of C´4l´b. Applying this result to C¯
1
2 p1 ´ χ¯BqC˘ 14f with test-
functions f and using the fact that η¯kC
´k¯ 1
2 p1´ χ¯BqC˘ 14 is bounded ([101] theorem 4.5)
we find
}p1´QB1r¯qC¯
1
4χAC
´4l´b} ď
4l`bÿ
k“0
}C˘ 14 p1´ χBqC´k¯ 12ηk}. (163)
Note that the ηk are independent of r, as is the number of functions 4l ` b` 1.
For given r ě R we now choose a real-valued χB with support in B1r such that
0 ď χB ď 1, χB ” 1 on B1r´ 1
2
R
and such that |∇χB| ď R. For the ` sign it then follows
immediately from }C} ď m´2 and proposition 4.3 of [101] that
4l`bÿ
k“0
}C 14 p1´ χBqC´k´ 12ηk} ď c22e´mr , (164)
because the supports of the ηk and 1´ χB are separated by a distance ě r ´R. For the
´ sign we note that
p1´ χBqC´1p1´ χBq ď C´1 p1´ χBq
2
2m2
C´1 ` p1´ χBq
2m2
2
` |∇χB|2 ,
where we estimated the term ´∇2 p1´χBq2
2m2
∇2 ď 0. Combining this estimate with the fact
that }C´ 14ψ} ď m´ 12 }C´ 12ψ} for all ψ in the domain of C´ 12 , it then follows that
}C´ 14 p1´ χBqψ}2 ď 1
2m2
}p1´ χBqC´1ψ}2 ` m
2
2
}p1´ χBqψ}2 ` } |∇χ| ψ}2
for all ψ in the domain of C´1, where |∇χ| “
a
∇iχ ¨∇iχ is a positive continuous
function. We choose ψ “ C´k` 12 ηk and applying proposition 4.3 of [101] again, noting
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that its result also holds when the left function in the product is only continuous. We
then find that
4l`bÿ
k“0
}C´ 14 p1´ χBqC´k` 12 ηk} ď c23e´mr , (165)
for some c3 ě 0, which is independent of r.
Putting together the estimates (163,164,165) (and taking square roots) yields
}p1´QB1r¯qC¯
1
4χAC
´4l´b} 12 ď maxtc2, c3ue´ 12mr.
Inserting this into (162) and setting the constant in the theorem c :“ 2c0c1maxtc2, c3u
completes the proof.
4.2.2 Free Dirac fields
The BW-nuclearity condition is well-established for free massive Dirac fields in d ` 1
dimensional static spacetimes [43]. Thus, thm. 6 applies and provides upper bounds on
the entanglement entropy ERpω0q of two diamonds of size r in Minkowski space separated
by a distance R (or more generally, two bounded regions A and B in a static time-slice C
separated by a distance R). One can again get better bounds for large R using techniques
from modular theory in a similar way as for scalar fields [82].
Here we give an upper bound in the opposite regime when the distance, ε, between A
and B goes to zero. Our reason for doing so is that this bound is qualitatively better than
the general bound presented in thm. 6 – in fact it is of “area law” type. For simplicity, we
focus on a Majorana field [cf. sec. 2.4.2] on a static spacetime of the form M “ R1,1ˆΣ,
where pΣ, γq is a compact d´1-dimensional spin manifold, and where the metric on M is
g “ ´dt2 ` dx2 ` γABpyqdyAdyB. But our results presumably hold more generally when
OA is the interior of a black hole region in a spacetime with bifurcate Killing horizon
40
and OB is a subset of the exterior, separated from the horizon by a corridor of diameter
ε.
Our theorem is the following.
Theorem 11. Let B “ tx ă 0, t “ 0u and A “ tx ą ε, t “ 0u, and let ω0 be the ground
state of a free Majorana field on M “ R1,1 ˆ Σ of mass m ą 0. Then for sufficiently
small ε ą 0, we have for every fixed N P N, δ ą 0 the upper bound
ERpω0q ď C| lnpm1εq|
´Nÿ
j“d´1
ε´j
ż
BA
ajpyq , (166)
where C0 ą 0 is a constant, m1 “ 2m{rp1` δqp1` δ´1qs 12 and where aj are the heat kernel
expansion coefficients of the operator p1` δq´ 12 p´∇2Σ ` 14RΣq
1
2 (see proof).
Remark 4. The first heat kernel coefficient ad´1 is constant (see e.g. [72]), so we get, to
leading order for εÑ 0, the “area law”,
ERpω0q À c0| lnpmεq| |BA|
εd´1
. (167)
40See e.g. [152] for an explanation of this concept.
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Proof: Spacetime dimension d ` 1 “ 2: The essence of the proof is already seen in
the case d “ 1. The regions A and B and their causal completion OA and OB are in this
case shown in fig. 9 below (where R is replaced by ε here); they are left and right wedges.
The construction of the algebra for the free Majorana field in 1` 1 dimensions was given
above in sec. 2.4.2, which we use here.
Let |0y be the vector representative of the vacuum state ω0 in the GNS-Hilbert space
H. As usual, we consider ΦA : AA Ñ H, a ÞÑ ∆1{4B1 a|0y. We wish to apply theorems 3 and
4, which together with }ΨA}1 ď }ΦA}1 (ΨA given by (105)) give ERpω0q ď ln }ΦA}1.
So we need to estimate the nuclear 1-norm }ΦA}1. The key point is that ∆itB1 imple-
ments boosts on the Hilbert space H, by the Bisognano-Wichmann theorem [15]. More
precisely, let Upλq be the unitary implementer of the boost
ˆ
coshλ sinh λ
sinh λ coshλ
˙
given by
eq. (74) on fermonic Fock space. Then ∆itB1 “ Up´2πtq. Now if b1 P AB1 , then since
translations act geometrically on the algebras, e´iεP
1
b1eiεP
1 “ a P AA [here e´iεP 1 is
the implementer (74) for a translation by p0, εq which maps the wedge O1B to OA by
construction].
Therefore, the 1-norm of the map ΦA is the same as the 1-norm of the map
AB1 Q b1 ÞÑ ΞB1pb1q “ ∆
1
4
B1e
´iεP 1b1|0y P H . (168)
Due to the geometrical action of boosts, we have the identity
∆itB1e
´iεP 1|Ψy “ e´iε sinhp2πtqP 0´iε coshp2πtqP 1∆itB1 |Ψy . (169)
for |Ψy P dom∆1B. If we formally set t “ ´i{4, and put |Ψy “ b1|0y, we obtain
ΞB
1pb1q “ e´εP 0∆
1
4
B1b
1|0y “ e´εP 0Upiπ{2qb1|0y , (170)
where Upiπ{2q is the representer of a boost with parameter λ analytically continued
to λ “ iπ{2. A rigorous proof may be given using a similar argument as in sec. 4.4;
alternatively see [25].
Thus, at this stage, we have managed to show that ERpω0q ď ln }ΞB1}1, where ΞB1 is
given by (170). We must thus understand this map. Since the operator e´εP
0
Upiπ{2q is
of “second quantized form” in a free field theory such as ours– it is given by eq. (74) in
general – it is plausible that that nuclear norm can be estimated using operators acting
only on the 1-particle Hilbert space H1 “ L2pR, dθq. That this is indeed the case can be
be shown using results of [101], which are in turn based on results of [25, 22].
One first defines the real Hilbert space [recall B1 “ p0,8q]
HB1 “ teθ´iπ{4rk1pm sinh θq ` e´θ`iπ{4rk2pm sinh θq | ki P C80 pB1,Rqu Ă L2pR, dθq (171)
which is obtained by acting with ψpkq on |0y for real-valued test-spinors k “ pk1, k2q
supported in OB1, compare eq. (67). On H1, we next introduce an anti-unitary “time
reversal” operator T˜ . To this end, we first define, on K “ L2pR, dx;C2q the anti-linear
operator T : pk1, k2q ÞÑ pk¯2, k¯1q, which clearly satisfies T 2 “ 1 (involution property). It
follows that T commutes with the 1-particle hamiltonian h [see eq. (62)], and therefore
also with the projector P onto the positive part of the spectrum of h. Therefore, T
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restricts to an operator on PK. Since, according to our discussion in sec. 2.4.2, the 1-
particle Hilbert space H1 “ L2pR, dθq is identified as V PK under the isometry (66), it
follows that V TV ˚ “ T˜ is an anti-unitary involution on H1. Next, we define the complex
subspaces
H˘B1 “ C ¨ p1˘ T˜ qHB1 Ă H1 . (172)
Concretely, using the definition of V in eq. (66) and of T , we have
H`B1 “ tΨkpθq “ coshpθ{2´ iπ{4qrkpm sinh θq | supp pkq Ă B1, k P L2pRqu ,
H´B1 “ tΨkpθq “ sinhpθ{2 ´ iπ{4qrkpm sinh θq | supp pkq Ă B1, k P L2pRqu . (173)
The wave functions in H˘A are in the domain of the operator e
´εP 0Upiπ{2q, and the action
is in fact given by
re´εP 0Upiπ{2qΨkspθq “ e´mε cosh θΨkpθ ´ iπ2 q ” pX1Ψkqpθq , (174)
where we note that the analytic continuation on the right side is indeed possible due
to the support of k, and where we used eq. (74) on fermonic Fock space with n “ 1,
λ “ iπ{2, and a “ pε, 0q. We omit the straightforward calculation. Theorem 3.11 of [101]
now tells us that, if E˘B1 are the projection operators onto the subspaces H
˘
B1 Ă H1, then
we have the upper bound
}ΞB1}1 ď expt2}X1E`B1}1 ` 2}X1E´B1}1u , (175)
where the 1-norm on the right side is in H1. Similarly as in [25], one may use contour
integration to rewrite the operator X1 in the form
pX1Ψkqpθq “ ´1
2πi
e´mε cosh θ
ż
dθ1
"
1
θ1 ´ θ ` iπ{2 `
1
θ1 ` θ ´ iπ{2
*
Ψkpθ1q (176)
when Ψk P H˘B1 . For κ, s P R, κ ‰ 0, s ą 0, let us define an operator Tκ,s on L2pR, dθq
given by the following kernel:
Tκ,spθ, θ1q “ ´signpκq e
´ 1
2
s cosh θ
2πipθ1 ´ θ ` iκ{2q . (177)
In terms of this operator, we immediately get
}X1E˘B1}1 ď }T˘π,2mε}1 . (178)
The following lemma describes properties of the operator Tκ,s needed to estimate the
right side and also for later purposes:
Lemma 10. 1. In terms of the momentum operator p “ id{dθ on L2pR, dθq, we can
write
Tκ,s “ e´ 12 s cosh θΘpκpqe´|κp|{2 (179)
where Θ is the Heaviside step function (characteristic function of the set R`).
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2. The operator Aκ,s “ T`κ,sT ˚`κ,s ` T´κ,sT ˚´κ,s has the integral kernel
Aκ,spθ, θ1q “ |κ|
π
e´
1
2
s cosh θe´
1
2
s cosh θ1
pθ ´ θ1q2 ` κ2 . (180)
3.
}Tκ,s}1 À
#
c1e
´s{2 for s " |κ|
c2 ln s for s ! |κ|
(181)
where ci are numerical constants diverging no worse than c1 À | ln κ|{|κ|2 respectively
c2 À 1{|κ|2 for |κ| Ñ 0.
Combining now item 3) of lemma 10 with (175), (178) gives, for ε ! m´1,
ln }ΦA}1 “ ln }ΞB1}1 ď C| lnp2mεq| , (182)
and since we have already noted that ERpω0q ď ln }ΦA}1, this proves the theorem when
d “ 1.
Spacetime dimension d ` 1 ą 2: Let λj be the (real) eigenvalues of the elliptic operator
e0 ¨
řd
A“2 eA ¨∇eA on the compact manifold Σ (enumerated without multiplicities), where
eA is a frame field for Σ. By decomposing a general spinor on C “ R ˆ Σ into the
corresponding eigenmodes, one can easily show using the product structure M “ R1,1ˆΣ
and eq. (41) that the algebra AA is isomorphic to the tensor product bjAA,j , where AA,j
is isomorphic to the algebra for a Dirac field on 1` 1-dimensional Minkowski spacetime
with mass mj “
b
m2 ` λ2j . The analogous statement holds for B. If ω0,j is the vacuum
state for such a Dirac field on R1,1, property (e5) tells us that
ERpω0q ď
ÿ
j
ERpω0,jq . (183)
Now let δ ą 0. Using our previous results in d “ 1, and the trivial relation mj
?
1` δ ě
λj
?
1` δ´1 `m?1` δ´1´1 we also have
ERpω0,jq ď 4}Tπ,2mjε}1
ď 4e´ε|λj |{p1`δq}Tπ,m1ε}1 ď Ce´ε|λj |{p1`δq lnpεm1q ,
(184)
for ε ! m1. Now we take the sum over j and use the relationÿ
j
e´t|λj | “ TrL2pΣ,$|Σq e´t
?
´∇2
Σ
` 1
4
R
Σ . (185)
The result then follows using well-known results on the heat kernel of elliptic pseudo-
differential operators, see e.g. [72].
Proof of lemma 10: 1) and 2) follow by taking Fourier transforms. 3) Consider first s " κ,
and take κ ą 0 for definiteness (the other case is similar). We have using 1)
Tκ,s “ e´ 12 s cosh θe´κp{2Θppq
“ e´ 12 ps´κq cosh θ ¨ e´ 14κ cosh θpp2 ` 1q´ 12 ¨ pp2 ` 1q 12 e´ 14κ cosh θpp2 ` 1q´1 ¨ pp2 ` 1qe´κp{2Θppq .
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Now we apply the standard inequalities }XY }1 ď }X}2}Y }2 and }XY }1 ď }X}}Y }1 and
use that }e´ 12 ps´κq cosh θ} ď e´ 12 ps´κq, }pp2 ` 1qe´κp{2Θppq} ď c4κ´2 (for |κ| ă 2). We get
}Tκ,s}1 ď c4κ´2e´ 12 ps´κq }e´ 14κ cosh θpp2 ` 1q´ 12 }2}pp2 ` 1q 12 e´ 14κ cosh θpp2 ` 1q´1}2 . (186)
Using 1
4π
e´|θ| “ 1
2π
ş
R
dpp1` p2q´1eipθ for the integral kernel of p1` p2q´1, we have
}e´ 14κ cosh θpp2 ` 1q´ 12 }22 “
1
4π
ż
dθdθ1e´
1
4
κ cosh θ´ 1
4
κ cosh θ1´|θ´θ1| ď c5p1` | ln κ|q (187)
for some c5 independent of κ. The norm }pp2`1q 12 e´ 14κ cosh θpp2`1q´1}2 can be estimated
in a similar way noting that p2 ` 1 is just a differential operator. This proves the lemma
in the case s " κ. The other case is treated similarly.
4.3 Upper bounds for integrable models
Here we apply the general upper bounds presented in theorems 3 and 4 to the case of
certain integrable models in 1 + 1 dimensions with factorizing S-matrix described in
sec. 2.4.3.
We denote points in 1 ` 1 dimensional Minkowski space by pt, xq. For A we choose
A “ tt “ 0, x ą Ru and for B be choose B “ tt “ 0, x ă 0u. The regions OA and OB
are obviously left and right wedges translated by R ą 0, i.e. OA “ tx ´ R ą |t|u and
OB “ t´x ą |t|u. The distance between A and B is R, see fig. 9.
t
xR0 AB
OAOB
Figure 9: The wedge regions OA, OB.
As usual, we set AA “ π0pApOAqq2, and similarly for AB, where π0 is the GNS-
representation of the vacuum state, ω0, of the model. For definiteness, we consider
integrable models defined via a factorizing 2-body S-matrix of the form
S2pθq “
2N`1ź
k“1
sinh θ ´ i sin bk
sinh θ ` i sin bk , (188)
where each 0 ă bi ă π{2. This S2-matrix has the required properties s1)-s4) and therefore
defines a net of v. Neumann algebras as described in sec. 2.4.3. Our theorem is:
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Theorem 12. Let ω0 be the vacuum state of the integrable quantum field theory of mass
m defined by S2, and let A “ tt “ 0, x ą Ru and B “ tt “ 0, x ă 0u. For mR " 1{pκδq,
we have for any κ with mintbiu ą κ ą 0 and any δ ą 0
ERpω0q À 4ec
κ
?
πmR
e´mRp1´δq (189)
where c “ supt|S2pζq| : ´κ ă ℑζ ă π ` κu1{2 is a constant depending on S2, κ.
Remark 5. 1) For mR ! 1, our estimations do not produce a bound so far. Looking
at the proof, it is clear that an improved estimation of the quantity Tr^nAκ,s appearing
below in eq. (201) for κ ! 1 is necessary. We conjecture that this would lead for mR ! 1
to a bound of the type
ERpω0q À C| lnmR|α (190)
for some constants α,C depending on S2. One may also guess that ER is perhaps asymp-
totic to the v. Neumann entropy for A with a UV-cutoff „ R. This v. Neumann entropy
has been computed using the replica trick (and also approximations) in [32]. From that
work we thus perhaps expect the sharp upper bound to be of the form „ pceff{6q lnpmRq,
where ceff is an effective UV central charge defined in that work.
2) Our upper bounds also hold for any pair of diamond regions OA{B that are space-like
separated by a Lorentz invariant distance R “ distpOA, OBq, due to the monotonicity
property of the relative entanglement entropy, (e4), and the Lorentz-invariance of ω0.
Proof: Let |0y be the vector representative of the vacuum state ω0 in the GNS-Hilbert
spaceH. As usual, we consider ΦA : AA Ñ H, a ÞÑ ∆1{4B1 a|0y. We wish to apply theorems 3
and 4, which together with }ΨA}1 ď }ΦA}1 (ΨA given by (105)) give ERpω0q ď ln }ΦA}1.
So we need to estimate the nuclear 1-norm }ΦA}1, which is also equal to }ΦB}1, since the
setup is clearly symmetric in A,B. These estimates can to a large extent be extracted
from [2], which in turn improve and correct estimations in [100]. Some of our arguments
differ somewhat and may lead to important improvements of [2], so we give some details.
First, we observe that }ΦA}1 “ }ΞB1}1, where ΞB1 : AB1 Ñ H is the map defined
already above in eq. (170). The argument is precisely the same as there and relies again
on the fact that ∆itB1 are the generators of boosts of the wedge OB1.
Let Ξn “ PnΞB1 , where Pn : H Ñ Hn is the orthogonal projector onto the n-particle
subspace of the S2-symmetric Fock space, see sec. 2.4.3. Using eq. (170) and using the
action of boosts and translations on wave functions in Hn described in sec. 2.4.3, eq. (74),
we immediately get
Ξnpb1q “
nź
j“1
e´mR cosh θj ¨ pPnb1|0yqpθ1 ´ iπ2 , . . . , θn ´ iπ2 q . (191)
Following [100, 2], we now consider the decomposition
Ξn “ En ˝Xn ˝Υn . (192)
a) Υn : AB1 Ñ H2pRn` iCnq is the map into the Hardy space defined by (δ ą 0 small)
Υn : b
1 ÞÑ
nź
j“1
e´iδmR sinh ζj ¨ pPnb1|0yqpζ1, . . . , ζnq . (193)
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Here, pζ1, . . . , ζnq P Rn ` iCn Ă Cn is an n-tuple of complex numbers, Cn is a suitable
open polyhedron in Rn, and the Hardy space is defined to be the Banach space of those
holomorphic functions hpζ1, . . . , ζnq having finite Hardy norm
}h}2H2 “ sup
pλ1,...,λnqPCn
ż
Rn
dnθ |hpθ1 ` iλ1, . . . , θn ` iλnq|2 . (194)
It can be shown using b1 P AB1 that the analytic continuation of the n-particle wave func-
tion pPnb1|0yqpθ1, . . . , θnq to Rn` iCn is possible e.g. for the choice Cn “ p´π2 , . . . ,´π2 q `p´ κ
2n
, κ
2n
qˆn, with κ as in the hypothesis of the theorem.
b) Xn : H
2pRn ` iCnq Ñ L2pRnq is the map defined by
Xn : hpζ1, . . . , ζnq ÞÑ
nź
j“1
e´p1´δqmR cosh θj ¨ hpθ1 ´ iπ2 , . . . , θn ´ iπ2 q , (195)
and En is the projector onto the S2-symmetric wave functions described in sec. 2.4.3.
Next, we need bounds on the norms of En ˝Xn respectively Υn:
a) Combining prop. 3.8 and lemma 5.1 of [2], and 1), 2) of lemma 10, one gets the
following upper bound. There is a constant c depending only on κ and S2 such that
}En ˝Xn}1 ď cn
ÿ
σ1,...,σn“˘1
Tr
˜
nľ
j“1
Rσj ,κ{2n,p1´δqmR
¸
“ cn Trp^nAκ{2n,p1´δqmRq , (196)
where R˘,κ,s “ T˘κ,sT ˚˘κ,s with Tκ,s the operator in lemma 10, and where Aκ,s “ R`,κ,s`
R´,κ,s is equal to the operator defined in item 2) of lemma 10. The n-th exterior power
^nA of an operator A on L2pR, dθq by definition means the restriction of bnA to the
subspace of totally anti-symmetric (not S2-symmetric!) wave functions in L
2pRn, dnθq.
It is also shown in lemma 5.7 of [100] that the constant c may be chosen as c “ }S2}1{2κ ,
using the shorthand }S2}κ “ supt|S2pζq|u, with the supremum taken in the strip ´κ ă
ℑζ ă π ` κ.
b) Furthermore, it is shown in prop. 4.5 of [2] that
}Υn} ď max
$&%1, }S2}nκ
ˆ
2
πκ
ż 8
0
dθ e´mRδ sinκ cosh θ
˙1
2
,.- , (197)
These upper bounds will now be applied to the right side of
}ΦA}1 “ }ΞB1}1 ď
8ÿ
n“0
}Ξn}1 ď
8ÿ
n“0
}En ˝Xn}1}Υn} . (198)
To get a better handle on the right side of the bound (196), we next use the following
two lemmas:
Lemma 11. Let A be a positive trace-class operator on L2pR, dθq with smooth integral
kernel Apθ, θ1q. Then there holds
Trp^nAq “ 1
n!
ż
Rn
dnθ detrApθi, θjqs1ďi,jďn . (199)
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Proof: Obvious generalization of well-known formula in statistical mechanics, see e.g.
sec. 7.2 in [91].
Lemma 12. Let T be a complex, positive definite n ˆ n matrix. Then
det T ď
nź
i“1
Tii . (200)
Proof: Well-known. Follows e.g. from “Gram’s” or “Hadamard’s inequality”.
We apply these two lemmas to the operator A “ Aκ,s defined in item 2) of lemma 10.
Applying first lemma 11 gives
Tr^nAκ,s “ κ
n
πnn!
ż
Rn
dnθ detrpθi ´ θjq2 ` κ2s´1
nź
j“1
e´s cosh θj . (201)
The integral kernel rpθ ´ θ1q2 ` κ2s´1 is positive definite (i.e. gives a positive operator)
because its Fourier transform is a positive constant times the function e´κ|p| ą 0. It follows
from standard characterizations of positive definite kernels that Tij “ rpθi´θjq2`κ2s´1 is
a positive nˆ n matrix for any choice of tθju. Therefore lemma 12 gives | det T | ď κ´2n.
This immediately results in
Tr^nAκ,s ď 1
πnκnn!
ż
Rn
dnθ
nź
j“1
e´s cosh θj “ 1
n!
ˆ
2
κπ
K0psq
˙n
, (202)
using the representation
ş8
0
dθ e´x cosh θ “ K0pxq, x ą 0 of the Bessel function K0. Hence,
(196) gives us:
}En ˝Xn}1 ď 1
n!
ˆ
4nc
κπ
K0rp1´ δqmRs
˙n
ď
ˆ
4ec
κπ
K0rp1´ δqmRs
˙n
(203)
for n ě 1 (using Stirling’s approximation nn ď enn!). From (198), (197), we then get the
bound
}ΞB1}1 ď
8ÿ
n“0
tc1K0rp1´ δqmRsunmax
"
1, cn2 rK0pmRδ sin κqs
1
2
*
(204)
where c1 “ 4ecκπ , c “ }S2}1{2κ , c2 are constants depending on S2 and κ which will diverge
when κÑ 0. For the Bessel function K0 it is well-known that
K0pxq „
#
´ lnx for xÑ 0`a
π{xe´x for xÑ8. (205)
We can now discuss the asymptotic behavior of }ΞB1}1. For 0 ă mR ! 1, the right side
of (204) does not converge, so we are unable to obtain a bound on }ΞB1}1 in that case.
For mR " 1{κδ, instead we get convergence, and in fact,
pERpω0q ďq ln }ΞB1}1 À 4e
κ
c
}S2}κ
πmR
e´mRp1´δq , (206)
as claimed.
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4.4 Upper bounds for conformal QFTs in d` 1 dimensions
Here we apply our methods to derive a general bound on ERpω0q for the vacuum state
of a conformal field theory (CFT) in d ` 1 dimensions, where d ą 1 (the case when
d “ 1 is somewhat special and is treated in subsection 4.6). In the case of conformal
quantum field theories, the axioms a3),a4) are suitably extended to the conformal group,
G “ SO`pd`1, 2q{Z2 of d`1-dimensional Minkowski spacetime. The action ofG on points
x P Rd,1 can be efficiently described in the well-known “embedding formalism”, wherein
one considers first the action of G on the cone C “ tξ P Rd`3 | η˜pξ, ξq “ 0u, where η˜ “
diagp´1, 1, . . . , 1,´1q is the metric of signature p´2, d`1q on Rd`1,2. The projective cone
C{Rˆ “ Rd,1 is the Dirac-Weyl compactification (see e.g. [20]) of Minkowski space, and
on this compactification, the action of G is defined globally. Uncompactified Minkowski
space can be identified with the subset of points for which xµ “ ξµ{pξd`1 ` ξd`2q, µ “
0, 1, . . . , d is finite. The transformation ξ ÞÑ gξ induces a local action of G on Rd,1 via
this identification, which we write x ÞÑ g ¨ x, where local means that it is not defined for
all pairs g, x. The geometric significance of the various subgroups of G can be described
as follows:
(i) The subgroup leaving ξd`1, ξd`2 fixed given by ξ1µ “ Λµνξν, where Λ is a proper
orthochronous Lorentz transformation.
(ii) The d` 1-parametric subgroup of transformations ξ1µ “ ξµ ` ξ`aµ, ξ1´ “ ξ´, ξ1` “
ξ` ` 2ξµaµ ` ξ´aµaµ corresponding to translations by aµ. Here ξ˘ “ ξd`1 ˘ ξd`2.
(iii) The d` 1-parametric subgroup of transformations ξ1µ “ ξµ ´ ξ´cµ, ξ1` “ ξ`, ξ1´ “
ξ´ ´ 2ξµcµ ` ξ`aµcµ corresponding to special conformal transformation with pa-
rameters cµ.
(iv) The dilations by λ ą 0 correspond to ξ1µ “ ξµ, ξ˘ “ λ¯1ξ˘.
Since, by contrast with the action of the Poincaré group, conformal transformations
cannot be globally defined for all pairs g, x, when stating the axioms of covariance in
conformal field theory, one can at best require covariance only for orbits of points which
do not pass trough infinity41:
a3’) (Conformal invariance) For any finitely extended region U Ă Rd,1 there exists a
neighborhood N Ă G of the identity such that for any g P N, one has an algebraic
isomorphism αg respecting the net structure in the sense that αgApOq “ Apg ¨ Oq
for all causal diamonds O Ă U . For g, g1 P N such that also gg1 P N, there holds
αgαg1 “ αgg1 .
The vacuum axiom becomes:
a4’) (Vacuum) There is a unique state ω0 on A such that ω0pαgpaqq “ ω0paq whenever
αgpaq is defined. On its GNS-representation pπ0,H0, |0yq, αg is implemented by a
41Alternatively, one may pass to a net on the Dirac-Weyl compactification, as described in [20].
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strongly continuous projective positive energy42 representation U of the covering
group rG in the sense that
Upgqπ0paq|0y “ π0pαgpaqq|0y , (207)
whenever αgpaq is defined.
Denoting the generators of the Lie algebra sopd ` 1, 2q by MAB, A, B “ 0, . . . , d ` 2
with relations
rMAB,MCDs “ 2pη˜ArCMDsB ´ η˜BrCMDsCq, (208)
we define the following self-adjoint generators on H0:
P 0 “ 1
i
d
dt
Upexp tpM0pd`2q `M0pd`1qqq
ˇˇˇ
t“0
,
K0 “ 1
i
d
dt
Upexp tpM0pd`2q ´M0pd`1qqq
ˇˇˇ
t“0
,
D “ 1
i
d
dt
Upexp tMpd`1qpd`2qq
ˇˇˇ
t“0
,
(209)
which are the generators of time-translations (ii), special conformal transformations (iii)
in the time-direction, and dilations (iv), respectively.
We can now state the first result of this subsection. Let R ą r ą 0 and let A be a
ball of radius r, B be the complement a ball of radius R centered at the origin in a time
slice Rd of d` 1-dimensional Minkowski spacetime, see fig. 2.
As usual, letOA, OB be the corresponding domains of dependence, and AA “ π0pApOAqq2
and AB “ π0pApOBqq2 the corresponding v. Neumann algebras of observables acting on
the vacuum Hilbert space H0.
Theorem 13. Let ω0 be the vacuum state. We have
ERpω0q ď ln Tr
´ r
R
¯ 1
2
pP 0`K0q
. (210)
Proof: Since the theory is invariant under dilations, it is clearly sufficient to prove
the theorem in the special case R “ 1 ą r ą 0. We would like to apply theorems 3 and
4. We note again that πpApOB1qq2 Ă A1B, it follows ∆ ď ∆B1 , where ∆ is the modular
operator for A1B considered before in condition (105), so that }ΨA}1 ď }ΦA}1. This shows
that ERpω0q ď ln }ΦA}1, where ΦA : AA Ñ H0 is defined as usual by a ÞÑ ∆
1
4
B1a|0y. Here
B1 “ RdzB, as usual. So we need to estimate }ΦA}1. Inspired by [26], we define an
operator T by
T “ ∆
1
4
B1∆
´ 1
4
A . (211)
We would like to show that
T “ r 12 pP 0`K0qriD (212)
42This means as usual that P 0 has non-negative spectrum. It can be shown that this implies that also
the “conformal Hamiltonian” 1
2
pP 0`K0q appearing below has non-negative spectrum [109]. The relation
eisDpP 0 `K0qe´isD “ e´sP 0 ` e`sK0 then implies the same for K0 (letting sÑ8).
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on a dense core of vectors in H0. Let us assume this has been done. Then, since D is
self-adjoint, we clearly have ?
TT ˚ “ r 12 pP 0`K0q . (213)
It follows that
}T }1 “ }
?
TT ˚}1 “ Tr r 12 pP 0`K0q . (214)
Now, as we will argue momentarily, the map ΞA : AA Ñ H0 given by ΞApaq “ ∆
1
4
Aa|0y
has norm }ΞA} ď 1, so the above operator identity for T gives us,
}ΦA}1 “ }TΞA}1 ď }T }1 ¨ }ΞA} ď Tr r 12 pP 0`K0q , (215)
and therefore ERpω0q ď ln Tr r 12 pP 0`K0q, thereby showing the theorem if we can demon-
strate }ΞA} ď 1. This can be demonstrated by the following standard argument. Consider
the function appearing in the KMS-condition, fapzq “ x0|a˚∆´izA a|0y. By proposition 1,
it is analytic on the strip 0 ă ℑpzq ă 1 and continuous at the boundary of the strip. For
the boundary value at ℑpzq “ 0 one finds |faptq| ď }a|0y}2 ď }a}2. For the boundary
value at ℑpzq “ 1, one can use the KMS-condition to find |fapt ` iq| “ |fa˚p´tq| ď }a}2.
We can now apply the three line-theorem and conclude that |fapzq| ď }a}2 also in the
interior of the strip. The value z “ i{2 gives the result because fapi{2q “ }ΞApaq}2, so
indeed }ΞApaq} ď }a}.
We still need to demonstrate the operator identity (212). For this, we first formulate
a lemma:
Lemma 13. For s, t P R, we have the operator identity
∆itB1e
isD∆´itB1 “ exp
„
´ is
2
sinhp2πtqpP 0 `K0q ` is coshp2πtqD

(216)
on H0.
Proof: To prove this formula, we use that the modular operators of double cones act
in a geometrical way in conformal quantum field theories according to the Hislop-Longo
theorem [80, 20]43. The precise result is as follows. Let Lptq be the 1-parameter family
of conformal transformations defined by
Lptq “ expp´2πtM0pd`1qq “
¨˚
˚˚˚˚
˝
coshp2πtq 0 . . . ´ sinhp2πtq 0
0 1 . . . 0 0
...
...
...
...
´ sinhp2πtq 0 . . . coshp2πtq 0
0 0 . . . 0 1
‹˛‹‹‹‹‚ . (217)
Then the theorem [80, 20] is that∆itB1 “ UpLptqq. Recalling that the generator of dilations
in the Lie algebra sopd` 1, 2q is given by Mpd`1qpd`2q, we compute in G
AdpLptqqMpd`1qpd`2q “ ´ sinhp2πtqM0pd`2q ` coshp2πtqMpd`1qpd`2q . (218)
43The proof was given in [80] for a free massless scalar field. It was subsequently shown by Brunetti,
Guido and Longo [20] that the theorem generalizes to theories that fit into our axiomatic setting for
CFTs.
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Applying the unitary representation U , and recalling the defining relations (209) for
D,P 0, K0 this immediately gives the statement of the lemma.
Next, since D generates dilations, and since region A is obtained from region B1 by
shrinking B1 by r, it is geometrically clear (and can easily be proven) that
∆A “ e´ipln rqD∆B1eipln rqD , (219)
so taking s “ ´ ln r in the lemma and multiplying the formula in the lemma by eipln rqD
from the right, we get
∆itB1∆
´it
A “ exp
„
` i
2
lnprq sinhp2πtqpP 0 `K0q ´ i lnprq coshp2πtqD

eipln rqD (220)
in H0. The desired formula (212) now formally follows by setting t “ ´i{4.
Justifying this last step occupies the remainder of this proof. Generalizing (211), let
us set Tspzq “ ∆zB1∆´zA , where z is in the strip 0 ď ℜpzq ď 12 . We include a subscript “s”
here to emphasize the dependence on the regions A,B, since their relative positions are
fixed by r “ e´s ă 1. Since AB1 Ą AA, it follows that (lemma 2.9 of [101], which uses a
generalization of the Heinz-Löwner theorem [77] to unbounded operators) ∆αB1 ď ∆αA for
0 ď α ď 1. Therefore, T pα{2q˚T pα{2q ď 1 for this range of α. It then also follows that
Tspzq is holomorphic in the strip 0 ă ℜpzq ă 12 and continuous on its closure, and that
}Tspzq} “ }∆iℑzB1 Tspℜzq∆´iℑzA } ď 1 for 0 ď ℜpzq ď 12 .
Now let
f1pzq “ ∆zB1eisD∆´zB1 |χy “ TspzqeisD|χy ,
f2pzq “ exp
„
is
2
sinhp2πizqpP 0 `K0q ` is coshp2πizqD

|χy , (221)
defined first for z such that ℜpzq “ 0. By what we have just said about Tspzq, the function
f1pzq has an analytic continuation to the strip 0 ă ℜpzq ă 14 that is continuous on its
closure. f2 has an analytic continuation to an open complex neighborhood of the form
tz | |z| ă 1
2
u in the complex plane for a dense set of (“smooth”) vectors |χy P H0 [115],
provided |s| is sufficiently small. By lemma 13, f1 and f2 agree on the imaginary axis.
It follows by the edge of the wedge theorem (see Appendix A) that f1 and f2 coincide
in the open neighborhood of tz P C | 0 ă ℜpzq ă 1
2
, |z| ă 1
2
u and by continuity on its
closure. Thus we may take z “ 1
4
, and it follows
∆
1
4
B1e
isD∆
´ 1
4
B1 |χy “ exp
„
´ s
2
pP 0 `K0q

|χy (222)
for sufficiently small |s| and all smooth vectors |χy. Since the operators are bounded
for s ą 0, the formula in fact holds for all |χy P H0 when s ą 0 is sufficiently small.
Furthermore, both sides define 1-parameter semi-groups in s, so the identity holds also
for all s ą 0. The desired operator identity (212) now follows setting s “ ´ lnprq ą 0 in
view of (219).
Our next aim is to relate the “partition function” on the right side of our bound (210)
to the “spectrum of operator dimensions” in the given CFT. To state our result, we need to
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describe our conformal field theory in terms of quantum fields Opxq, which are unbounded
operator-valued distributions. Given an algebraic quantum field theory described by a
net of observables algebras satisfying a1)-a5), [64] have shown how to define a set of
linearly independent operator valued distributions
Φ “
#
O : f ÞÑ Opfq “
ż
Opxqfpxqdd`1x P LpD,H0q
*
(223)
defined on a common, dense, invariant, domain D given by the subspace of vectors
|χy P H0 such that }p1 ` P 0qℓχ} ă 8 for all ℓ ą 0. These operator valued distri-
butions are unbounded but each field in this collection satisfies a bound of the form
}p1 ` P 0q´ℓOpxqp1 ` P 0q´ℓ} ă 8 for some sufficiently large number ℓ, i.e. field oper-
ators exist point-wise if we damp them appropriately. The smeared fields Opfq asso-
ciated with test-functions f P C80 pOq localized in a causal diamond O are “affiliated”
with the local v.Neumann algebra π0pApOqq2 in the sense that their spectral projec-
tions are elements of this algebra. (They cannot of course themselves be in the local
v.Neumann algebra because they are unbounded.) The fields O can furthermore be ar-
ranged into multiplets transforming naturally under Poincaré transformations in the sense
that UpΛ, aqOpxqUpΛ, aq˚ “ DpΛ´1qOpΛx` aq, where D is some irreducible representa-
tion of the covering of the Lorentz group ČSO`pd, 1q. We will assume for simplicity that
all of these representations D are finite dimensional, i.e. that the multiplets have a finite
number of components.
If the underlying net is even conformally invariant in the sense of a3’), a4’), then it
is natural to assume that the fields can be suitably re-organized into (larger) multiplets
of the conformal group rG. By this we shall mean that among all fields O P Φ there is
a countable subset of linearly independent “primary fields”. These by definition should
transform as (in the sense of operator-valued distributions) [108]
UpgqOpxqUpgq˚ “ Npg, xqdODrΛpg, xq´1sOpg ¨ xq (224)
for all pairs px, gq of points x and conformal transformations g P rG such that g ¨ x can
be deformed to x for a path of conformal transformations t ÞÑ gptq without passing
through the point at infinity. Here, Npg, xq is the conformal factor of the transfor-
mation, i.e. Npg, xq2ηµν “ g˚ηµν . dO ě 0 is called the “dimension” of the primary
field. DpΛpg, xqq implements the tensorial transformation behavior of the field, where
Λpg, xq “ Npg, xq´1Bpg ¨ xq{Bx P ČSO`pd, 1q is a Lorentz transformation associated with
g, x, and D is an irreducible, finite dimensional, representation of ČSO`pd, 1q, see [109, 108]
for more explicit expressions. Besides primary fields, there are “descendants”, which are
by definition fields of the form Oµ1...µk “ rPµ1, r. . . , rPµk ,Osss, where O is a primary field.
The dimension of such a descendant is then defined to be dO ` k. We assume that the
set of all fields Φ is spanned by the countably many primary fields and their (countably
many) descendant fields.44 We also assume that
span
"
Opfq|0y | f P C80 ,O P Φ
*
is dense in H0, (225)
44It would be interesting to see whether such an assumption can be derived from the basic axioms
a1),a2),a3’),a4’),a5’). Partial progress in this direction has been made by [18].
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i.e. we may approximate in norm, with arbitrary precision, any vector in H0 by applying
a suitable combination of smeared field Opfq to the vacuum. Under these assumptions
we now show:
Theorem 14. Let A be a double cone whose base is a ball of radius r, and let B be
the causal complement of a double cone whose base is a concentric ball of radius R ą r.
Let ω0 be the vacuum state. Under the assumptions on our conformal field theory just
described, we have
ERpω0q ď ln
ÿ
OPΦ
´ r
R
¯dO
. (226)
Remark 6. A corollary of the theorem is that if O is the primary field with the smallest
non-zero dimension dO, then for large R " r, we have
ERpω0q À NO
´ r
R
¯dO
(227)
where NO is the number of independent components of O.
Example: For a free hermitian massless scalar field φ in 3`1 dimensions, a basis of fields
O for the set Φ can be chosen to be the Wick monomialsOpxq “: Dpn1qφpxq ¨ ¨ ¨Dpnkqφpxq :,
where the double dots denote normal ordering, i.e. all creation operators are put to the
left of all annihilation operators upon inserting relation (55). The derivative operators
Dpnq are defined as
Dpnqµ1...µn “ P ν1...νnµ1...µnBν1 ¨ ¨ ¨ Bνn , (228)
with P ν1...νnµ1...µn denoting the projection onto tensors which are trace free with respect to any
pair of indices (upon contraction with ηµiµj ). The trace free condition arises from the fact
that BµBµφ “ 0. The dimension is given by dO “ k`n1` ¨ ¨ ¨ `nk. The dimension of the
space of trace free tensors of rank n is given by pn ` 1q2 in 3 ` 1 spacetime dimensions.
From this, the conformal partition function is found to be
ln
ÿ
OPΦ
´ r
R
¯dO “ ln 8ź
n“1
ˆ
1
1´ pr{Rqn
˙n2
À π
4
45
τ´3 , (229)
as τ Ñ 0`, where r{R “ e´τ , so according to our theorem ERpω0q À π445 τ´3 as r Ñ R.
On the other hand, the field with the smallest dimension which is not the identity is φ
itself, and dφ “ 1. From this one finds ERpω0q À r{R for R " r.
Proof: By conformal invariance, we may again assume without loss of generality that
R “ 1 ą r ą 0. The idea of the proof is to define the vectors
|Oy “ ∆ 14Op0q|0y , (230)
where O runs through some basis of Φ, and where here and in the rest of the proof,
∆ “ ∆B1 is the modular operator for the region OB1 “ O1B. Evaluating the operator
identity of lemma 13 for t “ ´i{4 formally gives for s ą 0
exp
„
´ s
2
pP 0 `K0q

|Oy “ exp
„
´ s
2
pP 0 `K0q

∆
1
4Op0q|0y “ ∆ 14 eisDOp0q|0y . (231)
83
On the other hand, from the relation eisDPµe
´isD “ e´sPµ of the conformal algebra, the
fact that the conformal factor for a dilation by λ is λ, and the invariance of the vacuum,
we have eisDOp0q|0y “ eisDOp0qe´isD|0y “ e´sdφOp0q|0y for any primary or descendant
field O. It follows that
exp
„
´ s
2
pP 0 `K0q

|Oy “ e´sdO |Oy . (232)
If we can show that t|Oy | O P Φu forms a basis of H0, then the vectors with fixed dO
span an eigenspace of exp
“´ s
2
pP 0 `K0q‰. Putting s “ ´ lnprq we therefore find
Tr r
1
2
pP 0`K0q “
ÿ
OPΦ
rdO . (233)
In view of thm. 13, this would complete the proof. We now make the above somewhat
formal arguments rigorous. In order to do this, we first note that Opxq|0y is a H0-
valued distribution that is the boundary value of a strongly holomorphic H0-valued (see
appendix A) function in the domain Rd,1 ` iV `, where V ` is the interior of the future
lightcone. Indeed, this holomorphic extension may be defined as (here Pz “ Pµzµ)
Opzq|0y “ e´iP zOp0q|0y :“ e´iP zp1` P 0qℓ ¨ rp1` P 0q´ℓOpxqp1` P 0q´ℓs|0y , (234)
noting that
}Opzq|0y} ď }e´iP zp1`P 0qℓ} }p1`P 0q´ℓOpxqp1`P 0q´ℓ} ď Cℓpℑpz0q´ |ℑpzq|q´ℓ. (235)
Hence, by a simple generalization of thm. 3.1.15 [83] to Hilbert-space valued distribu-
tions, Opxq|0y is indeed the distributional boundary value in the strong sense45 of the
holomorphic function Rd,1 ` iV ` Q z ÞÑ Opzq|0y P H0. Next we use again the Hislop-
Longo theorem [80] stating that the modular group ∆itB1 is equal to UpLptqq, where Lptq
was given above by (217). Let xptq “ Lptq ¨ x (for x P OB1), and let x˘ “ x0 ˘ |x|. Then
it follows that
x˘ptq “ p1` x˘q ´ e
2πtp1´ x˘q
p1` x˘q ` e2πtp1´ x˘q (237)
while xptq{|xptq| “ x{|x| for all t P R. It is easy to check from this expression that, for
fixed t0 ą 0 and x in a sufficiently small neighborhood O of the origin, the complex points
xpt ´ isq, 0 ă s ă 1
4
, |t| ă t0 remain within Rd,1 ` iV`. Thus, Opxpt ´ isqq|0y is a well-
defined vector in H0 for all x P O. The conformal factor Npx, tq ” NpLptq, xq, and the
associated Lorentz transformation, Λpx, tq ” ΛpLptq, xq of the conformal transformations
Lptq (217) appearing in the transformation law (224) are found to be46
Npx, tq “
ˆ
coshpπtq ´ x` sinhpπtq
˙´1ˆ
coshpπtq ´ x´ sinhpπtq
˙´1
,
Λpx, tq “ exp
ˆ
2x ¨C
x` ´ x´ ln
coshpπtq ´ x` sinhpπtq
coshpπtq ´ x´ sinhpπtq
˙
,
(238)
45This means that
Opfq|0y “ lim
yÑ0,yPV `
ż
dd`1xOpx ` iyq|0yfpxq . (236)
where the limit is understood in the norm topology on H0.
46The second relation can be found by integrating the explicit infinitesimal versions of the transfor-
mation law given e.g. in [109, 108].
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where C “ pM01, . . . ,M0dq are the generators of boosts in sopd ` 1, 2q. It can be seen
from these expressions that the analytic continuation Npx, t ´ isq avoids the negative
real axis for |t| ă t0, 0 ď s ă 14 as long as x P O and as long as O is a sufficiently small
neighborhood of the origin (depending on t0). Similarly, Λpx, t´isq remains single-valued
in this range. These facts imply that, for a primary field O,
∆s`itOpxq|0y “ Npx, t ´ isqdODrΛpx, t´ isq´1sOpxpt´ isqq|0y (239)
pointwise for all x P O, |t| ă t0, 0 ă s ă 14 , as both sides have the same distributional
boundary value (in x) when s Ñ 0` by the transformation law (224) for primary fields,
and hence must coincide by the edge-of-the-wedge theorem, see appendix A. We may
now set in this equation x “ 0, t “ 0 and let s Ñ 1
4
´
. Using x˘p´14iq “ i, we find
xp´1
4
iq “ ie0 “ pi, 0, 0 . . . , 0q, Λp0,´14iq “ 1 and Np0,´14iq “ 1, and we arrive at the
formula
|Oy “ ∆ 14Op0q|0y “ Opie0q|0y . (240)
Since e0 is clearly inside the forward lightcone, the right side is a well-defined, non-zero
vector in H0 (finite norm). Thus, we have shown that |Oy is a well-defined vector when O
is a primary field. By applying a suitable number of commutators with rPµ, . s to (239), we
can easily reach a similar conclusion for descendant fields Oµ1...µk “ rPµ1 , r. . . , rPµk ,Osss,
namely
|Oµ1...µky “ ik Bµ1 . . . BµkrNpx;´14iqdODrΛpx,´14iq´1sOpxp´14iqqs|0y
ˇˇˇˇ
x“0
. (241)
That the set t|Oy | O P Φu forms a basis of H0 can now be seen as follows. Assume
that |χy is orthogonal to all |Oy, φ P Φ. It follows from (241) that for any k, we have
xχ|pBµ1 . . . BµkOqpie0q|0y “ 0. Since Opzq|0y is holomorphic in an open neighborhood in
Cd`1 of z “ ie0, it follows that xχ|Opzq|0y “ 0 for all z in such a neighborhood. By the
edge-of-the-wedge theorem, it follows that xχ|Opxq|0y “ 0 in the distributional sense (i.e.
after smearing with fpxq). Since this holds for all fields O P Φ, we conclude that |χy is
in the orthogonal complement of the set (225). Since that set is by assumption dense in
H0, we conclude that |χy “ 0, i.e. we learn that t|Oy | O P Φu spans a dense subset of
H0.
We next show that the elements in the set t|Oy | O P Φu are linearly independent.
Suppose that there exists a vanishing finite linear combination
ř
i ci|Oiy “ 0 for a set of
linearly independent fieldsOi P Φ. Using (241), we can also write this as
ř
i c
1
iO
1
ipie0q|0y “
0, where c1i is a new set of complex numbers and O
1
i a new set of linearly independent fields
in Φ. Let ψ “ ři c1iO1i. We conclude that ψpx ` iεe0q|0y “ e´iP ¨xep1´εqP 0ψpie0q|0y “ 0
for any sufficiently small ε ą 0 and all x P Rd,1. Thus, by the edge-of-the wedge theorem
(see appendix A), f ÞÑ ψpfq|0y “ 0 in the distributional sense. Since ψpfq is affiliated
with ApOq, we have rψpfq, as “ 0 in the strong sense for a P ApO1q, so ψpfqa|0y “ 0.
By the Reeh-Schlieder theorem, the set a|0y, a P ApO1q is dense in H0, therefore we see
that ψpfq “ 0 for all test functions f , or in other words, ři c1iO1i “ 0 as an identity
between quantum fields (i.e. when smeared with any test function f). Thus, we see that
c1i “ 0, and this is also easily seen to imply that all ci “ 0. This completes the proof that
t|Oy | O P Φu forms a basis of H0.
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The rest of the argument leading to eq. (233) can now also be made rigorous using
eq. (239) repeating the above formal steps with this equation for 0 ă s ă 1
4
, and taking
sÑ 1
4
´
in the end.
4.5 Upper bounds for CFTs in 3` 1 dimensions
In the previous section, we have treated the case when OA is a diamond whose base is
a ball, A, and where OB is the complement of a concentric diamond. It is of interest to
obtain also a bound when the diamonds are in arbitrary position (i.e. not concentric),
but still of course OA Ă O1B is in the causal complement, see fig. 3. Upper bounds can
be obtained in this case by essentially the same method as in the previous subsection,
but the formula for the upper bound becomes somewhat more complicated. To keep
the complications at a minimum, we will only consider the case when d “ 3, i.e. 3 ` 1
dimensional CFTs.
The key point is basically to understand the finite dimensional irreducible represen-
tations of ČSO`p3, 1q – SL2pCq, D, in the transformation formula (224) for the quantum
fields. These are best described in spinorial form. The inequivalent D’s are labelled by
two natural numbers s, s1 and act on the vector space
Vs,s1 “ EspC2 bsq b Es1pC¯2 bs1q (242)
where Es projects onto the subspace of symmetric rank s tensors. The action ofDs,s1pgq, g P
SL2pCq on a tensor T P Vs,s1 is given by
pDs,s1pgqT qA1...AsB11...B1s1 “ gA1
C1 . . . gAs
Cs g¯B1
1
D1
1 . . . g¯B1
s1
D1
s1TC1...CsD11...D1s1
. (243)
Tensors over R3,1 correspond to elements of Vs,s1 by the rules explained in detail e.g.
in [151]. For instance, an anti-symmetric tensor Tµν “ ´Tνµ decomposes into one complex
component TAB in V2,0 and another one T¯A1B1 in V0,2. The “spin” of the finite dimensional
representation is S “ 1
2
s ` 1
2
s1, and we can also define the left and right chiral spins
by SL “ 1
2
s, SR “ 1
2
s1. The transformation behavior (224) of a quantum field O under
Lorentz transformations is described by SLO, S
R
O, and the transformation behavior under
dilations by its dimension, dO. We can now state our result.
Theorem 15. Let OA be a double cone which is the intersection of the past of a point xA`
and the future of a point xA´. Similarly, let OB be the complement of a double cone which
is the intersection of the past of a point xB` and the future of a point xB´. It is required
that OA is properly contained in the other double cone, i.e. the causal complement of OB.
Define the conformally invariant cross-ratios by
u “ pxB` ´ xB´q
2pxA` ´ xA´q2
pxA´ ´ xB´q2pxA` ´ xB`q2 ą 0
v “ pxB` ´ xB´q
2pxA` ´ xA´q2
pxA´ ´ xB`q2pxA` ´ xB´q2 ą 0,
(244)
and let τ, θ be defined by
θ “ cosh´1
ˆ
1?
v
´ 1?
u
˙
, τ “ cosh´1
ˆ
1?
v
` 1?
u
˙
. (245)
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Let ω0 be the vacuum state. Under the assumptions on our conformal field theory described
in the previous subsection, we have in 3` 1 dimensions:
ERpω0q ď ln
1ÿ
OPΦ
e´τdO r2SRO ` 1sθr2SLO ` 1sθ , (246)
with rnsθ “ penθ{2 ´ e´nθ{2q{peθ{2 ´ e´θ{2q. For τ „ |θ| " 1 this gives
ERpω0q À NO ¨ e´τpdO´SOq , (247)
where O is the operator with the smallest “twist” dO ´ SO and NO its multiplicity.
Remark 7. Note that, unlike in thm. 14, the sum
ř1 over O is over all different indepen-
dent field multiplets under SL2pCq, not their individual operator components. Thus, for
instance, a hermitian tensor field operator Oµν satisfying Oµν “ ´Oνµ would correspond
under the identification εABOAB` ε¯A1B1O˚A1B1 to 2 multiplets, namely OAB and O˚A1B1 , one
having SLO “ 1, sRO “ 0, and the other SLO “ 0, sRO “ 1, and not 6 real component fields.
Proof: By applying a conformal transformation to the double cones, one can achieve
that
xB˘ “ ˘p1, 0, 0, 0q , xA˘ “ p˘e´τ cosh θ, e´τ sinh θ, 0, 0q (248)
for some τ, θ satisfying τ ą |θ| (the last statement uses the assumptions on the relative
position of the diamonds). Computing the cross ratios u, v for these points, one finds
precisely the relations (245). Since the CFT is conformally invariant in the sense of
a31q, a41q it suffices to prove the theorem for this special configuration. As in the previous
subsection, let ∆A,∆B1 be the modular operators for the diamonds OA, O
1
B. Define the
operator T as before in (211). As before, it follows that ERpω0q ď ln Tr |T |. Thus, we
need to compute this trace.
Define
P 1 “ ´1
i
d
dt
Upexp tpM15 `M14qq
ˇˇˇ
t“0
,
K1 “ ´1
i
d
dt
Upexp tpM15 ´M14qq
ˇˇˇ
t“0
,
L01 “ 1
i
d
dt
Upexp tM01q
ˇˇˇ
t“0
,
(249)
which are the generators of translations/special conformal transformations in the 1-
direction, and boosts in the 01-plane. By conformal invariance, we can write (com-
pare (219))
T “ ∆
1
4
B1e
´iτD`iθL01∆
´ 1
4
B1 e
iτD´iθL01 ” XeiτD´iθL01 . (250)
Thus, Tr |T | “ Tr |X|. In basically the same way as in the previous subsection, one
derives the operator identity (compare (222))
X “ exp
„
´1
2
τpP 0 `K0q ` 1
2
θpP 1 ´K1q

, (251)
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so Tr |X| “ Tr expr´1
2
τpP 0`K0q` 1
2
θpP 1´K1qs. Define next the vectors |Oy as in (230).
By the same arguments as there (compare (232)), we find
X|Oy “ e´τdODsO,s1Orexpp´θM01qs|Oy . (252)
We must now determine how the finite dimensional matrix DsO,s1Opexp θM01q acts on an
operator O transforming in the representation VsO,s1O of SL2pCq. This is conveniently
done by choosing a basis e0, e1 in C
2 such that, relative to this basis
pDsO,s1Opexp θM01qT qA1...AsB11...B1s1 “ e
1
2
θpn0´n1q` 12 θpn10´n11qTA1...AsB11...B1s1 (253)
where n0 is the number of times an Ai assumes the value 0, n1 the number of times an Ai
assumes the value 1, where n10 is the number of times a B
1
i assumes the value 0, and n
1
1
the number of times a B1i assumes the value 1. The above expression follows from the way
in which the isomorphism ČSO`p3, 1q – SL2pCq is set up. We may now compute the trace
Tr |X| in the basis t|Oyu. A straightforward computation using n0`n1 “ sO, n10`n11 “ s1O
gives the right side of the formula (246), and the proof is complete.
4.6 Upper bounds for chiral CFTs
Here we apply the general upper bounds provided by theorems 3 and 4 to the case of
a chiral CFT described by a net of v. Neumann algebras tApIqu over the circle S1.
We consider the entanglement entropy ERpω0q of two disjoint open intervals A,B Ă
S1 in the vacuum state ω0. By abuse of notation, we denote these intervals by A “
pa1, a2q, B “ pb2, b1q, where47 a1, a2, b1, b2 P S1. We denote the GNS-representation of
ω0 on H by π0 and the vacuum vector by |0y. The unitary projective positive energy
representation of the covering rG of the conformal group G “ SUp1, 1q on H is denoted
by U0pgq, g P rG; invariance of the vacuum means that U0pgq|0y “ |0y for all g P rG.
The infinitesimal generator of rotations of S1 in the representation π0 is denoted by
L0 “ d{dt U0pdiagpeit{2, e´it{2qq|t“0. The following result can be obtained in exactly the
same way as those in the previous two subsections.
Theorem 16. Let ω0 be the vacuum state. We have
ERpω0q ď ln
´
Tr exp
!
´2 sinh´1
a
ξ ¨ L0
)¯
(254)
where ξ is the conformally invariant cross ratio associated with the pair of intervals A “
pa1, a2q, B “ pb2, b1q Ă S1 given by
ξ “ pa2 ´ b2qpb1 ´ a1qpa2 ´ a1qpb2 ´ b1q . (255)
Remark 8. 1) The upper bound is obviously only non-trivial if e´τL0 has finite trace
for τ ą 0, which is the case e.g. in all rational conformal field theories. In many such
theories, there are concrete formulas for the character Tr e´τL0 leading to an explicit
bound under the substitution τ “ 2 sinh´1?ξ, see e.g. [47].
2) As before in thms. 13, 15, our bound is an upper bound on EMpω0q ě ERpω0q as
well, where EM is the modular entanglement measure.
47We adopt the convention that points on S1 are labelled clockwise.
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Proof: Define again an operator T as above in (211), so that, as argued in the proof
of thm. 13, ERpω0q ď ln Tr |T ˚|, where |T ˚| “
?
TT ˚. [26] show
?
TT ˚ “ e´ℓpA,BqL0 . (256)
Here ℓpA,Bq is an “inner distance” associated with the inclusion pa1, a2q Ă pb1, b2q. Going
through the implicit definitions given by these authors, one finds the explicit formula
ℓpA,Bq “ 2 sinh´1?ξ.
Via the Cayley transform z P S1 ÞÑ ipz´1q{pz`1q P R we get a corresponding bound
for the theory on the light ray R, which, in fact, has the same form (with ai, bi now in R
rather than S1), since the cross ratio ξ retains its form under the Cayley transform.
We can also get asymptotic formulas for the entanglement entropy (e.g. in the lightray
picture) using the known behavior of the character Tr e´τL0 for small respectively large
τ ą 0. These bounds are conveniently expressed in terms of the dimensionless ratio
r “ distpA,Bq?|A|¨|B| , where A,B Ă R have lengths |A|, |B|. Thus, widely separated intervals
have r " 1 and r » ?ξ, while intervals separated by a short distance compared to their
length have r ! 1. Using that the smallest non-zero eigenvalue of L0 is 1 with some
multiplicity n1 in the vacuum sector, the theorem immediately implies
ERpω0q À n1
4r2
for r " 1. (257)
We can also get a bound in the opposite regime r ! 1 if we have an asymptotic bound
on Tr e´τL0 for τ Ñ 0`. For a rational conformal chiral net, [93] have shown for instance
that
ln Tr e´τL0 “ cπ
2
6τ
´ 1
2
lnµA `Opτq , (258)
where µA is the so-called µ-index of the net tApIqu, given by the sum of the square of the
statistical dimensions µA “
ř
dimpρq2 over all irreducible sectors (see the next subsection
for further explanations concerning this notion). This implies ERpω0q À cπ26r , for r ! 1,
which falls short of the expected [28] logarithmic behavior of ERpω0q for 0 ă r ! 1. We
should remember, however, that our bound is also an upper bound on EM pω0q, since the
proof really estimates this quantity and since EM ě ER in general. If we use instead the
tighter bound EI ě ER in terms of the mutual information, then using the exact result
EIpω0q “ ´ c3 ln ξ recently obtained by [107] (building on earlier work by [37]) for free
fermions where c “ 1{2, one gets this logarithmic behavior at least in that case.
4.7 Charged states
According to the general philosophy, the algebras of observables ApOq contain the observ-
ables of the theory accessible to an observer in O. They are not, however, supposed to
contain non-observable fields, such as e.g. charge carrying fields, where “charge” is under-
stood here in a rather broad sense. For instance, in a theory containing fermionic fields,
only bosonic combinations (such as bi-linears in such fields) would be in ApOq. Similarly,
fields that are charged under some group G of internal symmetries, would not be in ApOq,
only combinations which are invariant under G, i.e. ‘singlets’. In the algebraic approach,
these objects arise “through the back door” when considering the GNS-representation
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of “charged states”, or simply “charged representations”. It is outside the scope of this
article to review this beautiful theory, initiated by [50, 51, 52], see [67, 104, 105] for the
case of quantum field theories in 1+1 dimensions, where qualitatively new phenomena
are possible.
Here we only give the basic framework and make some comments. For more com-
prehensive expositions besides the original papers see [76, 68, 3]. For simplicity, we will
work in Minkowski spacetime, and we let π0 be the vacuum representation. Using π0,
we pass to the corresponding net π0pApOqq2 of v. Neumann algebras on H0, which by
abuse of notation is denoted again by ApOq. A localized, charged representation πρ is
one such that there exists a double cone O such that π0 is unitarily equivalent to πρ when
restricted to ApO1q, where O1 is the causal complement, i.e. π0paq “ V πρpaqV ˚ for all
a P ApO1q. In order to make possible a general analysis, one assumes for technical reasons
the so-called “Haag duality”, i.e. ApOq1 “ ApO1q [a strengthened version of a2)] for all
causal diamonds, which is satisfied in many models. By identifying the Hilbert spaces
H0 and Hρ with the isometry V , one can then easily show that there exists an algebra
homomorphism ρ of A “ YOApOq such that
πρ ˝ ρ “ π0 , ρpaq “ a for all a P ApO1q. (259)
Since we identify the net with its representation under π0, the vacuum representation
is effectively the identity, and we may thus drop the symbol π0. Because of the last
property, ρ is a “localized endomorphism”, i.e. it acts non-trivially only on observables
localized within O, from which it follows that ρpApOqq Ă ApOq. The study of charged
representations is thereby reduced to the study of such localized endomorphisms and the
associated inclusions of v. Neumann algebras.
One may ask what this notion of charge has to do with the notion of charge car-
rying field alluded to above. This is clarified by the famous Doplicher-Roberts (DR)-
reconstruction theorem [53]. Its basic content is the following. Assume the number of
spatial dimensions d is greater than one. Then there exists a “field net” tFpOqu repre-
sented on a larger Hilbert space H which decomposes as48
H “à
rρs
H1ρ bHρ , (260)
and a compact group G acting by automorphisms αg, g P G on the field net, such that
ApOq consists precisely of those elements F P FpOq that are invariant under all αg, i.e.
αgpF q “ F for all g P G. The operators F P FpOq which do not have this property
are the “charge carrying fields” localized in O. Each αg is implemented by a unitary
representation of the form Upgq “ ‘rρsUρpgq b 1Hρ , where each Uρ is an irreducible,
unitary representation of G on H1ρ. The charged vectors for irreducible ρ correspond to
the vectors in the subspace H1ρ bHρ, which is often called the “superselection sector” (of
ρ).
DR [53] have shown that for each localized endomorphism ρ in O the field algebra
FpOq contains a copy of the Cuntz algebra Odimpρq (see sec. 2.2.3), where dimpρq “
dimpH1ρq is called the “statistical dimension” of ρ. If Fi, i “ 1, . . . , dimpρq is a collection of
48Here rρs is the equivalence class of all ρ under the natural notion of unitary equivalence. It is meant
that there is one summand for each class of irreducible ρ’s.
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operators (‘multiplet’) in FpOq transforming under Uρ, i.e. αgpFiq “
ř
j UρpgqijFj, then it
can be shown that Fi can be written as Fi “ aψi, where a P ApOq and ψi is the generator
of a Cuntz algebra sitting inside FpOq. For a P A, the action of the endomorphism ρ is
ρpaq “
dimpρqÿ
i“1
ψiaψ
˚
i . (261)
Thus, if ω is a state represented by a vector |Ψy in H0, it has no net charge. The state
ω ˝ ρ ” ρ˚ω corresponds to adding one unit of charge and can be represented by the
vector
a
dimpρqψ˚i |Ψy. In d “ 1 spatial dimensions, the DR reconstruction theorem does
not necessarily hold. However, the notion of localized endomorphism still makes sense.
Indeed, one of the most attractive features of the DHR theory of superselection sectors
is that the theory can be formulated intrinsically in terms of these. In particular, even
in d “ 1, one can still give an intrinsic definition of the statistical dimension dimpρq ą 0,
which still has many properties of a “dimension”, even though it no longer needs to be an
integer.
After this brief review, we now make a connection between statistical dimensions and
entanglement entropies. As before, we set AA “ π0pAApOAqq2 and similarly for B. By
abuse of language we say that ρ is localized in A or B if ρ is an endomorphism localized
in OA or OB. We then have ρpAAq Ă AA, and similarly for B.
Proposition 8. Let ω be any faithful normal state in the vacuum representation, and
ρ “ śi ρnii a product of finitely many irreducible sectors ρi with statistical dimensions
dimpρiq localized in A or in B, so that ρ˚ω “ ω ˝ ρ can be thought of as containing for
each i precisely ni additional units of charge of type rρis relative to ω. Then
0 ď ERpωq ´ ERpρ˚ωq ď ln
ź
i
dimpρiq2ni . (262)
Remark 9. 1) A state is faithful if ωpaq “ 0 for a P A` implies a “ 0. By the same
argument as in the Reeh-Schlieder theorem, this will hold for instance if ω is implemented
by a vector in H0 with finite energy.
2) Our formula reminds one of results by [31] and [118], where the difference between
the v. Neumann entropy for A of the vacuum state and a state obtained by applying a
charge-carrying field to the vacuum is computed.
Proof: To save writing, we put M “ AA_AB – AAbAB, and N “ ρpMq. We denote
by σ1 a separable state on N, and by ω1 the restriction of ω to N. By (e4) it immediately
follows that ERpω1q ď ERpωq . In order to get a lower bound on ERpω1q we recall the so-
called “left-inverse” of ρ, which is a standard ingredient in DHR-theory [50, 51]. The left
inverse is a linear map Ψρ : M Ñ M such that Ψρρ “ id and such that Ψρpρpaqbρpcqq “
aΨρpbqc (it is not an endomorphism in general). A canonical (called “standard”) left
inverse always exists if ρ is irreducible. [In case we are in ą 1 spatial dimensions the DHR
reconstruction theorem applies, as described above. In terms of the Cuntz-generators
ψi, i “ 1, . . . , dimpρq, the standard left inverse is then given by the explicit formula
Ψρpaq “ dimpρq´1
ř
i ψ
˚
i aψi, where dimpρq P N is the statistical dimension. The left
inverse property then follows manifestly from (261) and the relations of the Cuntz algebra
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(43).] In that case E “ ρΨρ is shown to be a faithful conditional expectation from
M Ñ N. The smallest constant c ą 0 such that Epa˚aq ě c´1a˚a is the Jones-index
rM : Ns associated with the inclusion N Ă M (Pimsner-Popa inequality [122]). By the
index-statistics theorem [104, 105],
rM : Ns 12 “ dimpρq , (263)
so E˚ω ě dimpρq´2ω, implying in particular that E˚ω is faithful.
For an arbitrary ε ą 0 let σ1 be a separable state onN such that ERpω1q ě Hpω1, σ1q´ε.
Then σ :“ E˚σ1 is a separable state on M because, due to the localization properties of
Ψρ, E preserves tensor products in the sense that Epabbq “ EpaqbEpbq for a P AA, b P AB .
Thus, due to the infimum in the definition of ERpωq, we get ERpωq ď Hpω, σq. On the
other hand, using the chain rule for the Connes-cocycle (and the definitions of σ1 and ω1)
rDω : Dσst “ rDω : DpE˚ωqstrDpE˚ωq : Dσst
“ rDω : DpE˚ωqstrDpE˚ω1q : DpE˚σ1qst
“ rDω : DpE˚ωqstrDω1 : Dσ1st,
(264)
using in the last line the fact that rDpE˚ω1q : DpE˚σ1qst “ rDω1 : Dσ1st, which follows
since there exists a faithful, E invariant state (namely E˚ω) on M, see e.g. sec. 4 of [119]
for a discussion. We get
Hpω, σq “ lim
tÑ0
ωprDω : Dσst ´ 1q
it
“ lim
tÑ0
ωprDω1 : Dσ1st ´ 1q
it
` lim
tÑ0
ωprDω : DpE˚ωqst ´ 1q
it
` lim
tÑ0
xprDω : DpE˚ωqst ´ 1q˚Ω|prDω1 : Dσ1st ´ 1qΩy
it
“ lim
tÑ0
ω1prDω1 : Dσ1st ´ 1q
it
` lim
tÑ0
ωprDω : DpE˚ωqst ´ 1q
it
“ Hpω1, σ1q `Hpω, E˚ωq ď Hpω1, σ1q ` ln dimpρq2 .
(265)
In the first step we used the alternative definition ofH in terms of the Connes-cocycle (91).
In the second step we used the chain rule for the Connes-cocycle and (264). In the third
step we used that rDω1 : Dσ1st P N so that ωprDω1 : Dσ1stq “ ω1prDω1 : Dσ1stq, as well asˇˇˇˇ
1
it
xprDω : DpE˚ωqst ´ 1q˚Ω|prDω1 : Dσ1st ´ 1qΩy
ˇˇˇˇ
ď 1|t| }prDω : DpE
˚ωqst ´ 1q˚Ω} }prDω1 : Dσ1st ´ 1qΩ}
“2
"
ℜωprDω : DpE˚ωqst ´ 1q
t
ℜω1prDω1 : Dσ1st ´ 1q
t
* 1
2
Ñ0 as tÑ 0,
(266)
since ωprDω : DpE˚ωqst ´ 1q{t Ñ iHpω, E˚ωq and ω1prDω1 : Dσ1st ´ 1q{t Ñ iHpω1, σ1q
and since 8 ą Hpω1, σ1q. In the fourth step, we used again the definition of H in terms
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of the Connes-cocycle. In the last step we used E˚ω ě dimpρq´2 ω, the monotonicity of
the relative entropy in the second entry, (h5), and Hpω, ωq “ 0. We therefore get
ERpωq ď ERpω1q ` ε` ln dimpρq2 . (267)
From (h2), one also knows that ERpω1q “ ERpρ˚ωq (since ρ : MÑ N is faithful). Since ε
was arbitrary, the proof is complete for irreducible ρ. In case ρ “ ś ρnii , we proceed by
iterating the above argument treating the irreducible endomorphisms ρi in the product
one by one from the right.
Example: (Real N -component free KG-field in 3+1 dimensions). The quantum field
theory is a simple variant of a 1-component KG theory, the algebraic formulation of
which has been described in sec. 2.4.1. The symplectic space KR for the theory with
one component is replaced now by N copies KN
R
“ KR ‘ ¨ ¨ ¨ ‘ KR corresponding to
the N components of the field, i.e. the smearing functions f now have N components
f “ pfIqI“1,...,N . The vacuum state ω0 and its GNS-triple pH, π, |0yq are only modified
in a trivial way. The field algebra (in the sense described above) is FpOq “ πptW pfq |
supp pfq Ă Ouq2. An element g P OpNq acts on a test function by pg.fqI “
ř
J gIJfJ ,
and this gives a symplectic map on KN
R
. By the general theory of the Weyl algebra, it
corresponds to an automorphism on the field net characterized by αgpW pfqq “ W pg.fq.
The Hilbert space H on which the field net acts is the Fock-space of the standard vacuum
and it carries a unitary representation g ÞÑ Upgq of OpNq implementing αg in the sense
that UpgqπpW pfqqUpgq˚ “ πpαgpW pfqqq. The defining representation π of the field
net tFpOqu decomposes as in (260), where the labels rρs correspond to the irreducible
representations of OpNq, which in turn are well-known to be characterized by Young
tableaux. H0 is the subspace of OpNq invariant vectors and corresponds to the trivial
representation of the net tApOqu. It is precisely the closure of ta|0y | a P ApOqu (for any
causal diamond O).
Consider now a tensor T I1...Ik whose symmetry properties under index permutations
are characterized by a Young-tableau λ “ pλ1, ..., λsq with k boxes. Next, take functions
fI P C8pR4q with support in a causal diamond OA with base A Ă R3 in a time-slice.
Define
F pT q “
Nÿ
I1,...,Ik“1
T I1...IkφI1pf1q . . . φIkpfkq , (268)
where φIpfq “
ş
φIpxqfpxqd4x are the smeared KG quantum fields (so that, πpW pfqq “
exp i
ř
I φIpfIq). We assume that our test functions have been chosen so that F pT q ‰ 0.
The transformation law gives UpgqF pT qUpgq˚ “ F pg.T q, where g.T is the action of g on
the tensor T . Let dimpλq be the dimension of this representation and let tTiui“1,...,dimpλq
be an orthonormal basis of tensors with Young-tableau symmetry λ.
By DR theory, there exist corresponding elements ψi P FpOAq, i “ 1, . . . , dimpλq
satisfying the relations of a Cuntz-algebra and a affiliated with ApOAq such that F pTiq “
aψi, and this a can be chosen to satisfy a
˚ “ a. ρ defined by (261) with dimpρq “ dimpλq
is an endomorphism localized in OA. As one may verify, the corresponding charged state
for the net tApOqu can be written
ρ˚ω0pbq “ ω0pρpbqq “ xΦ|b|Φy , (269)
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where the vector representer of the charged state, |Φy, is
|Φy “ F pT q˚rFpF pT qF pT q˚qs´ 12 |0y , (270)
where F is the mean over the group K “ OpNq already defined above in (82). dimpλq is
by the general theory equal to the statistical dimension of the charged state ρ˚ω0. It is
given by a standard formula in terms of the shape of the Young tableau, so we obtain in
this example,
0 ď ERpω0q ´ ERpρ˚ω0q ď ln dimpλq2 “ 2 ln
ź
i,jPλ
pN ` j ´ iq
hpi, jq , (271)
where the “hook length” parameter hpi, jq of a box with coordinates pi, jq (i-th row and
j-th column) of the Young tableau is the number of the boxes to the right plus the number
of boxes below, plus one, equal to the numbers written in the following example diagram
λ :
8 6 5 4 2 1
5 3 2 1
1
. For this diagram and N “ 10 the right side is 2 lnp5, 945, 940q.
Example: (minimal model of type pp`1, pq in 1+1 dimensions) The irreducible inequiv-
alent representations are labeled by a pair pm,nq of natural numbers. It is discussed
in [94] how these representations can be implemented by localized endomorphisms. The
statistical dimensions of the corresponding endomorphisms are
dimpρpm,nqq “ p´1qn`m
sin
´
πpp`1qm
p
¯
sin
´
πpn
p`1
¯
sin
´
πpp`1q
p
¯
sin
´
πp
p`1
¯ . (272)
It is interesting that a similar bound as in prop. 8 can be obtained for the entanglement
measure EM defined in sec. 3.6. To set things up, we consider the vacuum representation
of the quantum field theory. The vacuum vector |0y is cyclic and separating for AA_AB
by the Reeh-Schlieder theorem and therefore defines a natural cone P7. Any state of
the QFT ω with finite energy has a vector representative in P7 that is cyclic for AA,AB
and for AE “ pAA _ ABq1, again by the Reeh-Schlieder theorem. It follows that for such
states, the standing assumption made in sec. 3.6 holds. We now consider a state ω with
finite energy and a localized endomorphism ρ such that ρ˚ω has finite energy.
Proposition 9. Under the same hypothesis as in prop. 8, if d` 1 ą 2 we have
0 ď EM pωq ´ EMpρ˚ωq ď ln
ź
i
dimpρiq5ni{2 . (273)
Proof: Consider first an irreducible ρ. In d` 1 ą 2 dimensions the DR reconstruction
theorem applies and the left-inverse of ρ [see eq. (261)] is given by Ψρpxq “ N´1
ř
i ψ
˚
i xψi
where N “ dimpρq P N and where ψi are the generators of the Cuntz algebra (43). By
prop. 5, we have EMpρ˚ωq ď EM pωq, which is the first inequality. As in the proof of
prop. 8, we also have N2Ψ˚ρρ
˚ω ě ω from the Pimsner-Popa inequality. By prop. 3,
EMpωq ď EM pΨ˚ρρ˚ωq ` lnN. (274)
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Now consider the linear map φN : AA _ AB Ñ MNpCqb2 b pAA _ ABq defined by
φNpxq “
Nÿ
i,j“1
|iyxj| b 1N b ψ˚i xψj . (275)
We get φNpxq˚ “ φNpx˚q, and the relations of the Cuntz algebra (43) furthermore give
φNp1q “ 1N b 1N b 1 and
φNpxqφNpyq “
Nÿ
i,j“1
|iyxj| b 1N b ψ˚i x
˜
Nÿ
k“1
ψkψ
˚
k
¸
yψj “ φNpxyq, (276)
so φN is a unital *-homomorphism. Next, let ϕ “ ρ˚ω and let ω`N be the maximally
entangled state onMN pCqb2. The definitions imply pω`NbϕqpφNpxqq “ ϕpΨρpxqq. Prop. 5
now gives EMpφ˚Npω`N b ϕqq ď EMpω`N b ϕq. On the other hand, the tensor product
property (e5) of EM together with EMpω`Nq “ 32 lnN gives EMpω`Nbϕq ď EMpϕq` 32 lnN .
Putting this together gives EMpΨ˚ρρ˚ωq ď EMpρ˚ωq ` 32 lnN . Combining with (274), we
thus get EMpωq ď EMpρ˚ωq` 52 lnN , which is the claim of the proposition for irreducible
ρ. The general case follows by iterating the argument.
5 Lower bounds
5.1 Lower bounds of area law type
As one may guess from the definition of ER (infimum over separable comparison states),
it is not evident how to obtain lower bounds. In fact, it is not even entirely obvious that
ERpωq ą 0, say, in the vacuum. We first settle this question.
Corollary 1. Let ω be any state such that the conclusions of the Reeh-Schlieder theorem
hold, such as the vacuum ω0, a KMS-state ωβ, or any state with bounded energy in a
Minkowski quantum field theory. Let A,B be open non-empty regions with distpA,Bq ą 0.
Then ERpωq ą 0.
Proof: Our proof is rather similar to that of [114], which in turn is based on the
works of [142, 140]. As usual, we represent our net tApOqu on a Hilbert space via the
GNS-construction, which gives a representation π on H such that ω is represented by a
vector |Ωy. We write AA “ πpApOAqq2, where OA is the causal diamond with base A,
and similarly for B.
Assume that ERpωq “ 0. By corollary 2 below there exists, for each δ ą 0, a separable
state ω1 “ řj ϕj b ψj with positive normal functionals ϕj, ψj such that }ω ´ ω1} ă δ.
Using the split property, one can choose a type I subalgebra WA of the type III1-algebra
AA. This subalgebra may be chosen to be a factor on some Hilbert space HA and may be
realized as the v. Neumann closure of a Weyl-algebra for one degree of freedom (“Cbit”),
i.e. we may think of WA as being isomorphic to WA –WpR2, σ2q2, where σ2 “
ˆ
0 1
´1 0
˙
is the standard symplectic form on R2. The same construction can of course be made
for B. We now choose a state η on WA bWB – WpR2 ‘ R2, σ2 ‘ σ2q2 such that EBpηq
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(the entanglement measure defined in sec. 3.3) satisfies EBpηq ě
?
2 ´ ε for some small
ε ą 0, i.e. a state in which the Bell-inequality is nearly maximally violated. Extend η to
a state on AA_AB via the Hahn-Banach theorem49. The extended state, called again η,
need not be normal to ω. But by Fell’s theorem (see e.g. [76]), we can choose a normal
state ψ which approximates η arbitrarily well in the weak topology on the subalgebra
WA b WB. In particular, by choosing suitable operators in (88) we can achieve that
EBpψq ě EBpηq ´ ε ě
?
2 ´ 2ε for arbitrarily small ε. Let |Ψy P H be the unique
representer of this ψ in the natural cone of |Ωy P H (the GNS-representative of ω). Since
we are assuming the Reeh-Schlieder property, |Ωy is both cyclic and separating for AA,
say, and so we can find an a from this algebra such that a|Ωy approximates |Ψy arbitrarily
well and such that }a|Ωy} “ 1. Let ϕ “ ωpa˚ . aq be the corresponding positive functional
on AA_AB. In particular, we may choose a such that EBpϕq ě
?
2´ 3ε. Next, consider
ϕ1 “ ω1pa˚ . aq “ řj ϕjpa˚ . aq b ψj . Clearly, ϕ1 is separable (so EBpϕ1q “ 1), and
}ϕ´ ϕ1} ď }a}2 }ω ´ ω1} ă δ}a}2 . (277)
Therefore, by choosing δ sufficiently small, we can achieve that EBpϕq ď 1 ` ε (the
invariant EB is norm continuous). This is in contradiction with EBpϕq ě
?
2 ´ 3ε for
sufficiently small ε.
The lower bound we have just derived is of course not satisfactory and only serves to
confirm our expectation that the invariant ER is non-trivial in the context of quantum
field theory. To get ERpωq ą 0 in the previous proof, we employed a pair of type
I subalgebras WA Ă AA,WB Ă AB , each isomorphic to the algebra of one continuous
quantum mechanical degree of freedom (“Cbit”). We showed that for a large class of states
such as the vacuum ω0, the restriction to WA bWB, i.e. our Cbit pair, is entangled.
To obtain a better lower bound, we now pass to a large number N of Cbits embedded
into disjoint subregions Ai Ă A and Bi Ă B, where i “ 1, . . . , N . The idea is that
each of these N copies will contribute at least one Cbits’ worth of entanglement, and
thus give us a much better lower bound. This will work as stated if the entanglement
measure E satisfies the strong superadditivity property (e6). In this situation, we thus
expect an entanglement at least proportional to N (because each of the N Cbit pairs
is expected to contribute one unit), while N itself is restricted only by the requirement
that the regions Ai, Bi should be non-intersecting, i.e. a geometrical property. For an
entanglement measure E that does not fulfill (e6) – like for instance ER – we will argue
via an auxiliary measure – like ED – which does.
Our reasoning will work most straightforwardly for a conformal field theory in d ` 1
dimensions, and for simplicity we will stick to these theories here. We are interested
primarily in the case when there is only a “thin corridor” of size ε between A and B.
To formalize this, we take A to have a smooth boundary BA and outward unit normal
n. We can “flow” the boundary outwards along the geodesics tangent to n by a small
proper distance ε ą 0. In this way, we obtain a slightly larger region Aε Ą A, and we
let B Ă RdzAε. The proof of the following simple theorem was inspired by conversations
with J. Eisert [56].
49This theorem gives a bounded extension ηˆ with norm }ηˆ} ď }η} “ ηp1q. Since 1 P WA bWB, we
have ηˆp1q “ 1, and we may also take ηˆ to be hermitian. If not, we take instead ℜηˆ. It follows that ℜηˆ is
also positive, i.e. a state.
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Theorem 17. Given a net in spatial dimensions d ě 1 with invariance group consisting
of Poincaré-transformations and dilations, and with invariant vacuum state ω0, and given
regions A,B separated by a thin corridor of size ε we have for εÑ 0
ERpω0q Á
#
D2 ¨ |BA|εd´1 when d ě 2,
D12 ¨ ln minp|A|,|B|qε when d “ 1,
(278)
where |BA| is the surface area of the boundary when d ě 2, where |A|, |B| denote the
lengths of the intervals when d “ 1, where D2 is the distillable entropy of one Cbit pair
(defined more precisely in the proof) and D12 “ D2log3e.
Remark 10. Instead of ER, one can obtain the same result obviously for any other
entanglement measure dominating ED which satisfies (e4), or with any entanglement
measure obeying (e4) for automorphisms and (e6), such as an appropriate generalization
of the “squashed entanglement” ES [39] for type III factors.
Proof: pd ě 2q: We consider a pair consisting of a unit cube A0 “ c “ p0, 1qd at the
origin in a spatial slice – Rd, and a unit cube B0 obtained from A0 by a translation in
some arbitrarily chosen coordinate direction. We fix the distance between A0 and B0
to be, say, one. As in the previous proof, we embed a Cbit pair (i.e. pair of type I
algebras WA0 ,WB0 each isomorphic to the v. Neumann closure of the Weyl algebra of
one continuous quantum mechanical degree of freedom) into AA0 ,AB0 , respectively, and
call D2 the distillable entropy of this pair in the restriction of the state ω0.
We can apply to this pair pA0, B0q group elements tgiu of the invariance group gener-
ated by dilations, rotations, and spatial translations so that each pAi, Biq “ gi ¨ pA0, B0q
is a pair of cubes of size 2ε lying on opposite sides of the corridor separating A from
B, see fig. 10. We assume that 1{ε is much larger than the maximum of the extrinsic
ε
BiB
AiA
Figure 10: The the sets Ai, Bi in d` 1 ą 2 spacetime dimensions.
curvature pKijKijq1{2 along BA, so that the boundary is essentially flat on the scale ε. If
we demand that the cube pairs do not intersect with each other, then it is clear that we
can fit in N Á |BA|{εd´1 cube pairs (asymptotically for εÑ 0). Defining WAi “ αgiWA0
(and similarly for Bi), we then have an inclusion ιN : biWAi Ñ AA (and similarly for
B). Let ωi be the restriction of ω to WAi bWBi under this inclusion. The properties of
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ER, ED imply:
ERpω0q ěER
˜
ω0æ
Nł
i“1
AAi b ABi
¸
ěER
˜
ω0æ
Nł
i“1
WAi bWBi
¸
ěED
˜
ω0æ
Nł
i“1
WAi bWBi
¸
ě
Nÿ
i“1
EDpω0æWAi bWBiq
“
Nÿ
i“1
EDpα˚giω0æWA0 bWB0q “ N ¨D2 Á D2 ¨
|BA|
εd´1
.
(279)
In the first and second step, we used (e4) (letting F be the inclusion map _AAib_ABi Ñ
AA bAB in the first, and _WAi b_WBi Ñ _AAi b_ABi the second step). In the third
step we used that ER dominates ED for type I algebras, by thm. 5. In the fourth step
we used (e6) for ED. In the fifth step we used that ω0 is invariant under αgi (conformal
invariance of the vacuum), and that EDpω0æWA0 bWB0q “ D2 by definition.
OA
OA0
OA1
OA2
ε
OB
OB0
OB1
OB2
Figure 11: The sets Ai, Bi in d` 1 “ 2 spacetime dimensions.
pd “ 1q: By dilation invariance, we may assume without loss of generality that
minp|A|, |B|q “ 1. A cube is now an interval, and we consider the interval pairs
Ai “ p´p13qi,´p13qi`1q, Bi “ pp13qi`1, p13qiq , (280)
see fig. 11. These intervals are obviously disjoint and they satisfy Ai Ă A respectively
Bi Ă B as long as i ` 1 ď tlog3ε´1u. The number N of pAi, Biq-pairs is thus „ log3ε´1
when ε Ñ 0. The rest of the proof then follows the same argument as in the case
d ě 2.
That generic states satisfying the Reeh-Schlieder property are distillable across a pair of
spacelike regions has been shown in a rather general setting by [150]. Here, we would
like to ensure that the distillation rate for the vacuum state is in fact non-zero – or more
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precisely that D2 ą 0 – which is a stronger statement. We now present an argument that
this must be the case at least for the massless free KG field which defines a conformal
net: Since this theory satisfies the Reeh-Schlieder property, we can argue just as in the
proof of corollary 1 that ω restricted to WA0 _ WB0 cannot be separable. Since this
algebra is isomorphic to the weak closure of WpR2, σ2q bWpR2, σ2q – WpR4, σ4q in the
restriction of the vacuum representation to this subalgebra, and since the vacuum state is
quasi-free, its restriction toWpR4, σ4q must also be a quasi-free state. For such states it is
known [153, 54, 134] that they cannot have a property called “positive partial transpose”.
Using this it is shown in [70] that such states satisfy a “reduction criterion” which in [84]
was shown to imply a finite distillable entropy. Hence D2 ą 0 for the free massless KG
field.50
Remark 11. Looking at the proof, one sees that one could replace the elementary Cbit
pair by N continuous quantum mechanical degrees of freedom, i.e. by replacing WA0
resp. WB0 with a v. Neumann algebra isomorphic to the weak closure of WpR2N , σ2N q
sitting inside AA0 resp. AB0, and then defining EDpω0æWA0 b WB0q “ DN . We can
then maximize over the parameter N , and in the lower bound (278). D2 is then replaced
by the maximum possible DN . For a free scalar field with N components, this yields an
improvement of the lower bound by the factor N since DN “ ND2. More generally,
the conclusions of the theorem are likely to be true for any state ω that is asymptotically
dilation invariant on small scales (e.g. states with finite energy) and for any theory which
approaches a free field theory on small scales, i.e. any asymptotically free theory. Thus,
it is highly plausible that the following bound holds for an asymptotically free theory and
any state with finite energy:
ERpωq Á N ¨D2 ¨ |BA|
εd´1
, (281)
where N is the number of independent free fields in the scaling limit.
5.2 General lower bounds
One can use the variational definition of ER to obtain some (rather indirect) lower bounds
in terms of the norm distance of ω to the subspace of separable states. We now explain
these–essentially well-known–bounds. Returning to the general situation, let A be a v.
Neumann algebra, and ω, ω1 two faithful normal states. Then ϕpaq “ ωpaq ´ ω1paq is a
linear, hermitian, continuous, non-positive functional on A. For any such functional, one
can define its “range projection”, e “ epϕq P A.51 For instance, if ϕ is the functional
defined by ϕpaq “ TrpFaq on a matrix v. Neumann algebra A “MnpCq in terms of some
self-adjoint matrix F “ F ˚, the range projection e would be given by the projection onto
the non-negative eigenvalues of F . It follows from this definition that the norm of any
hermitian linear functional on A is given in this case by
}ϕ} “ sup
aPA,}a}ď1
|ϕpaq| “ ϕpeq ´ ϕp1´ eq , (282)
50See also [55] for further discussion on the distillation of quasi-free states.
51This follows by applying the arguments in the proofs of thms. 7.3.1 and 7.3.2 in [89] to the self-adjoint
part of the unit ball.
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as one can easily prove by showing that the left side is neither bigger nor smaller than the
right side. These formulas generalize to general continuous, hermitian, linear functionals
on arbitrary v. Neumann algebras A, and one can show that e “ e˚ “ e2 is always an
element of A. For the norm of ω ´ ω1 we therefore get
}ω ´ ω1} “ pω ´ ω1qpeq ´ pω ´ ω1qp1´ eq “ 2pp´ qq , (283)
where 0 ă q ď p ă 1 have been defined by p “ ωpeq, q “ ω1peq. Consider now the
subalgebra D of A generated by te, 1u. It is obvious that this subalgebra is abelian
and isomorphic to the trivial v. Neumann algebra of diagonal complex 2 by 2 matrices,
and under this isomorphism, the restrictions ω|D, ω1|D correspond to the diagonal density
matrices
ρD “
ˆ
p 0
0 1´ p
˙
, ρ1D “
ˆ
q 0
0 1´ q
˙
. (284)
Combining this with (h2) (for the inclusion map F : DÑ A), we get
Hpω, ω1q ě Hpω|D, ω1|Dq “ p ln p
q
` p1´ pq ln 1´ p
1´ q . (285)
[79] estimate the right side as ě 2pp´ qq2, which in view of (283) immediately gives the
well-known result, also stated by these authors,
Hpω, ω1q ě 1
2
}ω ´ ω1}2. (286)
By a trivial modification of the argument, one can obtain a tighter lower bound. Define
spxq to be the infimum of the right hand side of (285) under the constraint p´q “ x ě 0,
i.e.
spxq ” inf
p,q:p´q“x,0ăqďpă1
„
p ln
p
q
` p1´ pq ln 1´ p
1´ q

. (287)
In view of x “ 1
2
}ω ´ ω1}, (285) actually gives the improved lower bound
Hpω, ω1q ě sp1
2
}ω ´ ω1}q . (288)
The function s : p0, 1q Ñ R is monotonically increasing, strictly convex, positive, and has
the asymptotic behavior [9]
spxq „
#
2x2 ` 4
9
x4 ` 32
135
x6 ` . . . for xÑ 0,
´ lnp1´ xq for xÑ 1. (289)
From the second line it is seen that the improvement of the lower bound is most drastic
when x Ñ 1, i.e. when }ω ´ ω1} Ñ 2 (note that 2 is the maximum value since ω, ω1 are
functionals of norm one). For matrix algebras A “ MN pCq, where the states ω, ω1 can
be identified with density matrices ρω, ρω1, the norm distance is }ω ´ ω1} “ }ρω ´ ρω1}1,
the 1-norm of an operator being defined by definition 5. Our inequality (288) thereby
reduces to an inequality found by [9] using a more involved method.
As an aside we note that instead of using the norm }ω ´ ω1}, one can also obtain
a lower bound directly in terms of suitable vector representatives |Ωy, |Ω1y in the GNS
representation of, say, ω, using prop. 2. Using also the monotonicity of s, we immediately
arrive at:
100
Theorem 18. Let ω, ω1 be faithful normal states on a v. Neumann algebra A, with vector
representatives |Ωy, |Ω1y P P7 in the natural cone, so that 1 ě xΩ1|Ωy ą 0. Then we have
Hpω, ω1q ě s
ˆ
1´ xΩ1|Ωy
˙
, (290)
where s : p0, 1q Ñ R is the universal positive monotonic function defined by (287).
This lower bound is useful in the context of Gaussian states for free fields, as xΩ|Ω1y
can be expressed in terms of the operators Σ,Σ1 defining these states.
Returning from these general considerations to quantum field theory, consider a local
net O ÞÑ ApOq, and let OA and OB be two causal diamonds with disjoint bases A and
B on some Cauchy surface C. As in the description of the split construction above, we
assume that there is a safety distance distpA,Bq ą 0 between the two bases. Let ω be a
faithful normal state on the algebra AA _ AB (e.g. the vacuum state for the entire net).
Then the decoupled state ω1pabq “ pω b ωqpabq :“ ωpaqωpbq is well-defined by the split
property. Obviously
}ω ´ ω1} ě pω ´ ω
1qpabq
}ab} ě
ωpabq ´ ωpaqωpbq
}a} ¨ }b} (291)
From the definitions of the mutual information and entanglement entropy of the pair
A,B and the monotonicity of s, we immediately get
Corollary 2. Let OA and OB be causal diamonds with bases A and B on some Cauchy
surface such that distpA,Bq ą 0. Then
EIpωq ě sup s
ˆ
ωpabq ´ ωpaqωpbq
2}a} ¨ }b}
˙
, (292)
the supremum being over all nonzero a P AA, b P AB. Similarly
ERpωq ě inf
σ
s
`
1
2
}ω ´ σ}˘ (293)
where the infimum is over all separable states on AA _ AB.
It is possible to see form the second inequality (293) and the asymptotic behavior of
s that, if B “ RdzAε as above, then ERpωq must diverge as ε Ñ 0, for any normal state
ω.
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A The edge of the wedge theorem
In the body of the volume, we used several times the edge-of-the wedge theorem. For the
convenience of the reader, we give a statement of this theorem and make some remarks.
In its most basic form, the theorem deals with the following situation. U “ px1, x2q is an
open interval in R, F1 a function that is holomorphic on the upper half plane of C, F2 a
function holomorphic on the lower half plane, both F1 and F2 have the same bounded,
continuous limit on U . Then there exists a function F , holomorphic in the cut plane
Czrp´8, x1s Y rx2,8qs, which is a joint extension of F1, F2.
A more general version of the theorem applies to analytic functions F1, F2 holomorphic
on a domain of Cn of the form U ` iC resp. U ´ iC, where U Ă Rn is an open domain,
and where C Ă Rn is the intersection of some open, convex cone with an open ball. It is
assumed that
T1pfq “ lim
yPC,yÑ0
ż
dnxF1px` iyqfpxq, T2pfq “ lim
yPC,yÑ0
ż
dnxF2px´ iyqfpxq (294)
define distributions on U such that, actually, T1 “ T2. The edge of the wedge theorem is
(see e.g. [138]):
Theorem 19. There exists a function F which is holomorphic on an open complex neigh-
borhood N Ă Cn containing U such that F extends both F1, F2 where defined.
One often applies the theorem to the case when a holomorphic function F1 on U ` iC
is given with distributional boundary value T1 “ 0. Then choosing F2 ” 0, one learns
that also F1 “ 0 where defined.
The edge of the wedge theorem has a straightforward generalization to the case when
F1, F2 take values in a Banach space, X , which we also use in this volume. A function
F valued in X is called (weakly) holomorphic near z0 if ψpF pzqq is holomorphic near z0
for any linear functional ψ in the topological dual X ˚. It is easy to see (see e.g. [57])
that a weakly holomorphic function is in fact even strongly holomorphic in the sense that
it has a norm-convergent expansion F pzq “ řně0 xnpz ´ z0qn, xn P X near z0 (and of
course vice versa). By going through the proof of the edge of the wedge-theorem in the
C-valued case, one can see as a consequence that an X -valued version holds true, too: if
Fi are holomorphic X -valued functions in U ˘ iC such that their distributional boundary
values (294) (limit in the norm topology on X ) on U coincide as distributions valued in
X , then there is a holomorphic extension F on N . For a related discussion, see also [139].
We also use in this volume the following (related) lemma about X -valued holomorphic
functions.
Lemma 14. Let U be an open domain in C and let F : U Ñ X be a holomorphic
function with continuous limit on BU . Then U Q z ÞÑ }F pzq}X assumes its maximum on
the boundary BU .
Proof: The norm upzq ” }F pzq}X is continuous on U and for each continuous linear
map l : X Ñ C the scalar function l ˝ F is continuous on U and holomorphic on the
interior. If X ˚1 denotes the unit ball of the dual space X
˚, then
max
zPU
upzq “max
zPU
max
lPX˚
1
|lpF pzqq| “ max
lPX˚
1
max
zPU
|lpF pzqq|
“max
lPX˚
1
max
zPBU
|lpF pzqq| “ max
zPBU
max
lPX˚
1
|lpF pzqq| “ max
zPBU
upzq, (295)
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where we applied the maximum principle to l ˝ F to get to the second line.
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