Abstract. In this paper, first we introduce a bipartite episode of the form A → B for two sets A and B of events, which means that every event of A is followed by every event of B. Then, we present an algorithm that finds all frequent bipartite episodes from an input sequence without duplication in O(|Σ| · N ) time per an episode and in O(|Σ| 2 n) space, where Σ is an alphabet, N is total input size of S, and n is the length of S. Finally, we give experimental results on artificial and real sequences to evaluate the efficiency of the algorithm.
Introduction
It is one of the important tasks in data mining to discover frequent patterns from time-related data. For such a task, Mannila et al. [10] have introduced episode mining to discover frequent episodes in an event sequence. Here, an episode is formulated as an acyclic labeled digraphs in which labels correspond to events and arcs represent a temporal precedent-subsequent relation in an event sequence. Then, the episode is a richer representation of temporal relationship than a subsequence, which represents just a linearly ordered relation in sequential pattern mining (cf., [3, 12] ). Furthermore, since the frequency of the episode is formulated by a window that is a subsequence of an event sequence under a fixed time span, the episode mining is more appropriate than the sequential pattern mining when considering the time span.
For subclasses of episodes [8, 9, 5, 10] , a number of efficient algorithms have been developed so far (in Fig. 1 ). Mannila et al. [10] presented efficient mining algorithm for subclasses of episodes, called parallel episodes and serial episodes Mannila et al. [10] have designed an algorithm to construct general class of episodes from serial and parallel episodes, which is general but inefficient. On the other hand, in order to capture the direct relationship between premises [10] ), parallel episode (Mannila et al. [10] ), sectorial episode (Katoh et al. [8] ), bipartite episode (this paper), diamond episode (Katoh et al. [9] ), and elliptic episode (Katoh et al. [5] ).
and consequences, Katoh et al. have introduced sectorial episodes [8] , diamond episodes [9] , and elliptic episodes [5] . Both episodes have the special events, a source as a premise and a sink as a consequence. In particular, from bacterial culture data [5, 9] , they have succeeded to find frequent diamond and elliptic episodes concerned with the replacement of bacteria and the changes for drug resistance, which are valuable from the medical viewpoint. Here, the source and the sink are set to the bacteria and another bacteria for the former episodes, and the sensitivity of antibiotic and the resistant of the same antibiotic for the latter episodes.
Since both diamond and elliptic episodes have just a single source and a single sink, they can represent no relationship between plural premises and plural consequences. On the other hand, plural sources or plural sinks are necessary to represent episodes that plural premises or plural consequences simultaneously occur. Hence, as the simplest forms of episodes with plural sources and plural sinks, in this paper, we newly introduce bipartite episodes of the form A → B, where A and B are sets of events. The bipartite episode A → B means that every event of A is followed by every event of B, so A and B are regarded as the sets of sources and sinks, respectively, and the graph representation of it forms a directed bipartite graph from A to B.
By paying our attention to enumeration methods, Katoh et al. [5, 9] have designed so called level-wise algorithms for enumerating all of the frequent diamond or elliptic episodes, based on the frequent itemset mining algorithm AprioriTid [1] . While the level-wise algorithms are sufficient to find frequent episodes efficiently in practice, it is difficult to give theoretical guarantee of the efficiency. Recently, in order to give such theoretical guarantee, Katoh et al. [7] have developed the enumeration algorithm for frequent diamond episodes in polynomial delay and in polynomial space, based on depth-first search.
In this paper, we design the algorithm Bipar to enumerate frequent bipartite episodes efficiently based on depth-first search. Then, it finds all of the frequent bipartite episodes in an input sequence S without duplication in O(|Σ|N ) time per an episode and in O(|Σ| 2 n) space, where |Σ|, n, and N are an alphabet size, the length of S, and the total size of S, respectively. Hence, we can enumerate frequent bipartite episodes in polynomial delay and in polynomial space. We also give the incremental computation for occurrences, and pratical speed-up by dynamic programming and prefix-based classes.
This paper is organized as follows. In Section 2, we introduce bipartite episodes and other notions necessary to the later discussion. In Section 3, we discuss several properties of bipartite episodes. In Section 4, we present the algorithm Bipar and show its correctness and complexity. In Section 5, we give some experimental results from randomly generated event sequences to evaluate the practical performance of the algorithms. In Section 6, we conclude this paper and discuss the future works.
Preliminaries
In this section, we introduce the class of bipartite episodes and the related notions necessary to later discussion. We denote the sets of all integers and all natural numbers by Z and N, respectively. For a set S, we denote the cardinality of S by |S|. A digraph is a graph with directed edges (arcs). A directed acyclic graph (dag, for short) is a digraph without cycles.
An input event sequence and its windows
Let Σ = {1, . . . , m} (m ≥ 1) be a finite alphabet with the total order ≤ over N. Each element e ∈ Σ is called an event 3 . Let null be the special, smallest event, called the null event, such that a < null for all a ∈ Σ. Then, we define max ∅ = null. An input event sequence (input sequence, for short) S on Σ is a finite sequence ⟨S 1 , . . . , S n ⟩ ∈ (2 Σ ) * of events (n ≥ 0), where S i ⊆ Σ is called the i-th event set for every 1 ≤ i ≤ n. For any i < 0 or i > n, we define S i = ∅. Then, we define n the length of S by |S| = n and define the total size of S by ||S|| = ∑ n i=1 |S|. Clearly, ||S|| = O(|Σ|n), but the converse is not always true.
Episodes
Mannila et al. [10] defined an episode as a partially ordered set of labeled nodes.
Definition 1 (Mannila et al. [10]).
A labeled acyclic digraph X = (V, E, g) is an episode over Σ where V is a set of nodes, E ⊆ V × V is a set of arcs and g : V → Σ is a mapping associating each node with an event.
An episode is an acyclic digraph in the above definition, while it is define as a partial order in Mannila et al. [10] . It is not hard to see that two definitions are essentially same each other. For an arc set E on a vertex set V , let E + be the transitive closure of E such that E + = {(u, v) | there is some directed path from u to v}. Figure 2 . Then, if the window width k is 4, has nine 4-windows from W −2 to W 6 for all −2 ≤ i ≤ 6, i.e.,
Definition 2 (embedding). For episodes
X i = (V i , E i , g i ) (i = 1, 2), X 1 is embedded in X 2 , denoted by X 1 ⊑ X 2 , if there exists some mapping f : V 1 → V 2 such that (i) f preserves vertex labels, i.e., for all v ∈ V 1 , g 1 (v) = g 2 (f (v)), and (ii) f preserves precedence relation, i.e., for all u, v ∈ V with u ̸ = v, if (u, v) ∈ E 1 then (f (u), f (v)) ∈ (E 2 ) + . The mapping f is called an embedding from X 1 to X 2 . Given an input sequence S = ⟨S 1 , . . . , S n ⟩ ∈ (2 Σ ) * , an window in S is a contiguous subsequence W = ⟨S i · · · S i+k−1 ⟩ ∈ (2 Σ ) * of S for some i, where k ≥ 0 is the width of W .
Definition 3 (occurrence for an episode). An episode
Let C be a subclass of episodes, S be an input sequence, and k ≥ 1 a window width. Let X ∈ C be an episode in the class C. The frequency of X in S is defined by the number of k-windows freq S,k (X) = |W S,k (X)| = O(n). A minimum frequency threshold is any positive integer σ ≥ 1. Without loss of generality that σ ≤ |W S,k | for the length n of S. Then, the episode X is σ-frequent in S if freq S,k (X) ≥ σ. We denote by F S,k,σ be the set of all σ-frequent episodes occurring in S. Let C be a subclass of episodes we consider.
Definition 4. Frequent Episode Mining Problem for C:
Given an input sequence S ∈ (2 Σ ) * , an window width k ≥ 1, and a minimum frequency threshold σ ≥ 1, the task is to find all σ-frequent episodes X within class C that occur in S with window width k without duplicates.
Our goal is to design an efficient algorithm for the frequent episode mining problem in the framework of enumeration algorithms [2, 4] . Let N be the total input size and M the number of all solutions. An enumeration algorithm A is of output-polynomial time, if A finds all solutions S ∈ S in total polynomial time both in N and M . Also A is of polynomial delay, if the delay, which is the maximum computation time between two consecutive outputs, is bounded by a polynomial in N alone.
Bipartite Episodes

Definition
Then, we call V 1 and V 2 the source and sink sets. In what follows, we represent a bipartite episode 
Definition 7. A bipartite episode (bi-episode, for short) is an episode X = (V, E, g) that satisfies the following conditions (i) -(iii): (i) X is a partial bipartite episode with
In what follows, we denote by SE k , SE = ∪ k≥1 SE k , PE, SEC, BE, DE, and EE, respectively, the classes of k-serial, serial, parallel, sectorial, bipartite, diamond, and elliptic episodes over Σ. For subclasses of episodes, the following inclusion relation hold: (i) SE 2 ⊆ SEC ⊆ BE and (ii) PE ⊆ BE.
Serial constructibility
In this section, we introduce properties of bipartite episode that are necessary to devise an efficient algorithm for the frequent bipartite episode mining problem. We define the set of all serial episodes embedded in episode X by Ser(X) = { S ∈ SE | S ⊑ X }. An episode X is said to be serially constructible on Σ if for any input event sequence S on Σ and for any window W of S, X ⊑ W holds iff for every serial episode S ∈ Ser(X), S ⊑ W holds.
Katoh and Hirata [6] gave a necessary and sufficient condition for serially constructibility, called the parallel-freeness.
Definition 8 (Katoh and Hirata [6]). An episode X = (V, E, g) is parallelfree if any pair of vertices labeled by the same event are reachable, that is, for any pair of mutually distinct vertices
then there exists a directed path from u to v or v to u in X.
Theorem 1 (Katoh and Hirata [6]). Let Σ be any alphabet. X is parallel-free iff X is serially constructible.
Theorem 2. Let X be partial bi-episode. If X is bipartite then X is parallel-free.
Corollary 1. Any bipartite episode is serially constructible.
Let X i = (A i → B i ) be a bipartite episode for every i = 1, 2. We define that
Lemma 1 (anti-monotonicity of frequency). Let σ be any frequency threshold and k ≥ 1 be a window width. Let
⊓ ⊔ Now, we have shown the serial constructibility for bipartite episodes. In the following, however, we further make detailed analysis on the serial constructibility for bipartite episodes by giving a simpler proof of Corollary 1 that does not use Theorem 1. For a window W and an event e ∈ Σ, we denote by st(e, W ) and et(e, W ), respectively, the first and the last positions in W at which e occurs. g(u 1 )) , . . . , st(g(u n ))) < min(et (g(v 1 )), . . . , et(g(v m )) ) hold. 
Lemma 2 (characterization of the occurrences for a bipartite episode). Let X = (U, V, A, g) be any bipartite episode and W any window in
We define the merge of two bipartite episodes
, such that the edge set is the set unions of their edge sets. The downward closure property for a class C of episodes says that for any episodes
Unfortunately, the class of bipartite episodes does not satisfy this property in general. The next lemma is essential to fast incremental computation of occurrence lists for the class of bipartite episodes in the next section. 
Theorem 4 (downward closure property). Let
X i = (A i → B i ) (i = 1, 2).
For any input sequence S and any
k ≥ 1, if A 1 = A 2 then W S,k (X 1 ∪ X 2 ) = W S,k (X 1 ) ∩ W S,k (X 2 ).
A Polynomial-Delay and Polynomial-Space Algorithm
The outline of the algorithm
In this section, we present a polynomial-delay and polynomial-space algorithm Bipar for extracting all frequent bipartite episodes in a given input sequence. Let S = (S 1 , . . . , S n ) ∈ (2 Σ ) * be an input sequence of length n and total input size N = ||S||, k ≥ 1 be the window width, and σ ≥ 1 be the minimum frequency threshold.
Enumeration of bipartite episodes
The main idea of our algorithm is to enumerate all frequent bipartite episodes by searching the whole search space from general to specific using depth-first search. For the search space, we define the parent-child relationships for bipartite episodes.
Definition 9.
The bi-episode ⊥ = (∅ → ∅) is the root. Then, the parent of a non-root bipartite episode X = A → B is defined by
We define the set of all children of X by Children(X) = {Y | parent(Y ) = X}. Then, we define the family tree for BE by the rooted digraph T (BE) = (V, E, ⊥) with the root ⊥, the vertex set V = (BE), and the edge set E = Fig. 3 , we can show that the family tree T (BE) forms the spanning tree for all bi-episodes of BE.
{ (X, Y ) | X is the parent of Y , Y ̸ = ⊥ }. As shown in
In Fig. 4 , we show the basic version of our polynomial-delay and polynomialspace algorithm Bipar and its subprocedure FreqBiparRec for extracting frequent bipartite episodes from input sequence S. The algorithm is a backtracking algorithm that traverses the spanning tree T (BE) based on depth-first search starting from the root ⊥ using the parent-child relationships over BE.
The subprocedure BiparOcc is a straightforward algorithm that computes the occurrence list W S,k (X) for bi-episode X by testing the embedding X ⊑ W
S,k i
for each position i while scanning the input sequence. Its definition is omitted here. We can show that BiparOcc computes W S,k (X) from X of size m = ||X|| and an input sequence S of length n in O(|Σ|kmn) time.
In Fig. 5 , we show the algorithm for computing the occurrence list of a bipartite episode. (1) and (2):
The algorithm BiparOccInc uses the subprocedure SerialOcc for computing the occurrence list for a 2-serial episode. This algorithm is a modification of FastSerialOcc for 3-serial episodes in [7] and its definition is omitted here. We can show that SerialOcc can be implemented to run in O(N ) = ||S|| time in the total input size N = ||S|| regardless window width k. 7 shows the algorithm SerialOcc for computation of the occurrence list for a 2-serial episode, which is a modification of FastSerialOcc in [7] . We can show that SerialOcc can be implemented to run in O(N ) = ||S|| time in the total input size N = ||S|| regardless window width k. 
Practical improvement by dynamic programming
We can further improve the computation of occurrence list by BiparOccInc using dynamic programming technique as follows.
During the execution of the algorithm FreqBiparRec the subprocedure SerialOcc for SE are called many times inside BiparOccInc with the same arguments (a → b, k, S) (a, b ∈ Σ). Fig. 8 shows the algorithm LookupSerialOcc that is a modification version of SerialOcc using dynamic programming. This algorithm uses a hash table T ABLE in Fig. 8 that stores pairs ⟨X, W(X)⟩ of a 2-serial episode X = (a → b) and its occurrence list W(X)
We modify the main algorithm Bipar and BiparOccInc such that after initializating the hash table, we call LookupSerialOcc instead of SerialOcc. This modification does not change the behavior, while it reduces the total number of the calls for SerialOcc from at most |Σ||F | to at most |Σ| 2 , where F ⊆ BE is the set of solutions. [(a, b) 
Lemma 9. After initializating the hash table T ABLE, the algorithm LookupSerialOcc calls SerialOcc at most O(|Σ|
2 ) times during the execution of the main procedure Bipar using O(|Σ| 2 n) memory.
Reducing the number of scan on the an input sequence by prefixbased classes
We can improve the computation of occurrence list by BiparOccInc using the idea of prefix-based classes, which is originally invented by Zaki [14, 15] .
For a bipartite episode P = (A, B), called a common prefix , we define the prefix-based class related to P by the set of bi-episodes
In our modified algorithm BiparFast, we enumerate each prefix-based classes for BE instead of each episode in BE. We start with defining enumeration procedure of bi-episodes using prefix-based classes induced in a new class of family trees for BE. We define the parent function parent : BE\{⊥} → BE.
Definition 10. For any non-root bipartite episode
By using the parent function above, we can define the family tree T = (V, E, ⊥) in a similar way as in Section 4.2. As shown in Fig. 9 , we can show that the family tree T (BE) forms the spanning tree for all bi-episodes of BE.
Next, we give a procedure to enumerate all bi-partite episodes based on depth-first search on T . Starting with ⊥ = (∅, ∅), we enumerate bi-episodes in BE by the following rules. Based on the above arguments, in Fig. 10 , we present the modified version of our backtracking algorithm, called BiparFast, for finding all frequent bipartite episodes in a given input sequence. In Fig. 11 , we also show its recursive subprocedures FastRecA and FastRecB.
We can apply further improvements to our algorithm BiparFast as shown in [7] . We can improve the delay of the algorithm BiparFast by the factor of the height of the search tree T using alternating output technique of [13] . We can also reduce the space complexity of the algorithm BiparFast from O(|Σ| 3 n) to O(|Σ| 2 n) space by using the diffset technique, of Zaki [15] for itemset mining. Combining all improvements discussed above, we can modify the basic version of our backtracking algorithm Bipar. In what follows, we call this modified algorithm by BiparFast. Now, we have the main theorem of this paper on the delay and the space complexities of the modified algorithm BiparFast.
In this section, we give the experimental results for the following combinations of the algorithms given in Section 4, by applying to the randomly generated event sequences and the real event sequence.
Data: We made randomly generated event sequences S = (S 1 , . . . , S n ) over an alphabet Σ = {1, . . . , s} from four parameters (n, s, p, r), where each event set S i (i = 1, . . . , n) is generated by a probability measures P (e ∈ S i ) = p(e/s) All experiments were run in a PC (AMD Mobile Athlon64 Processor 3000+, 1.81GHz, 2.00GB memory, Window XP, Visual C++) with window width K ≥ 1 and minimum frequency threshold σ ≥ 1.
Experiment A: Fig. 12 and Fig. 13 show the running time and the size of virtual memory usage of the algorithms Fast and FastDP for the randomly generated event sequences from the parameter (10000 ≤ n ≤ 100000, s = 10, p = 0.1, r = 0.0), where k = 10 and σ = 0.1n. Then, we know that, the running time and the size of virtual memory usage of these algorithms seems to be linear in the input size and thus expected to scales well on large datasets. For this event sequence, FastDP is five hundred times as faster as Fast. On the other hand, FastDP used more memory than Fast.
Experiment B: Fig. 14 shows the running time of the algorithms Fast and FastDP for the number of outputs for the randomly generated event sequences from the parameter (n = 10, 000, s = 10, p = 0.1, r = 0.0), where k = 10 and σ = 0.001n. Then, we see that the slopes are almost constant and thus the delays are just determined by the input size as indicated by Theorem 5. Table 2 . Parameter settings for Experiment C, where rand and bact indicates a randomly generated data and a bacterial culture data, respectively. The first, second, third, and fourth rows show the name of setting, the data, the parameters, and the number of output episodes, respectively.
Experiment C: Next, we ran seven experiments to compare the algorithms Basic, Fast, and FastDP for various parameter settings par1 -par7 shown in Table 2 . As input data, exp1 to exp5 used the randomly generated event se- quences with parameters (n, s, p, r), and exp6 and exp7 used the bacterial culture data. Fig. 15 and Fig. 16 show the running time and the virtual memory size of the algorithms. For exp2, exp3, and exp7, we did not have the results for Basic because the running time was greater than 20, 000 (sec). Then, for exp1, exp4, exp5, and exp6, we know that Fast and FastDP were faster than Basic. especially, for exp5, FastDP was 7300 times faster than Basic. On the other hand, Fast and FastDP were using more memory than Basic. The algorithm FastDP was using more memory than Fast for exp1 to exp7. The algorithm FastDP was the fastest algorithm for exp1 to exp7 expect exp3. For exp3 that was a experiment with large alphabet size |Σ| = 1000, FastDP was using sixteen (16) times large memory than Fast and Fast was faster than FastDP in this case.
In Fig. 17 , we show an example of the bipartite episode X with frequency 21 extracted from the bacterial culture data in exp7, where names in type writer font are the names of bacteria. This episode says that a group of bacteria yeast and Stenotrophomonas-maltophilia are detected after another group of bacteria Serratia-marcescens and Staphylococcus-aureus within fifteen days.
Conclusion
This paper studied the problem of frequent bipartite episode mining, and presented an efficient algorithm Bipar that finds all frequent bipartite episodes in an input sequence in polynomial delay and polynomial space in the input size. We have further studied several techniques for reducing the time and the space complexities of the algorithm.
