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Ultraintense, ultrashort pulse x-ray scattering in small molecules†
Phay J. Ho,∗a Adam E. A. Fouda,∗a Kai Li, a,b Gilles Doumy, a Linda Young,∗ a,b,c
We examine x-ray scattering from an isolated organic molecule from the linear to nonlinear absorptive
regime. In the nonlinear regime, we explore the importance of both the elastic and inelastic channels
and observe the onset of nonlinear behavior as a function of pulse duration and energy. In the linear
regime, we test the sensitivity of the scattering signal to molecular bonding and electronic correlation
via calculations using the independent atom model (IAM), Hartree-Fock (HF) and density functional
theory (DFT). Finally, we describe how coherent x-ray scattering can be used to directly visualize
femtosecond charge transfer and dissociation within a single molecule undergoing x-ray multiphoton
absorption.
1 Introduction
Since the advent of x-ray free electron lasers that have conjured
the dream of single molecule imaging1 via coherent x-ray scatter-
ing using âA˘IJdiffract-before-destroyâA˘I˙ methodology, there has
been considerable activity aimed at a quantitative understanding
of x-ray-matter interactions in this novel high-fluence, x-ray mul-
tiphoton regime in free atoms2–7, molecules8, and small clus-
ters9. These studies have generally focused on interpreting ion
and electron spectra resulting from the dominant photoabsorp-
tion channel, leaving the coherent (elastic) scattering channel
less explored. By contrast, coherent scattering has been the
workhorse technique for studying larger targets, e.g. the biolog-
ical community intent on optimizing femtosecond crystallogra-
phy10 and single particle imaging (SPI)11; and the atomic, molec-
ular and optical physics community intent on understanding the
dynamics of the nanoplasma environment associated with SPI us-
ing simple atomic and molecular cluster targets12–14.
Here we bridge this gap by studying computationally coher-
ent x-ray scattering in small molecules from the linear to the x-
ray multiphoton regime âA˘S¸ a study inspired by the demonstra-
tion of a âA˘IJmolecular movieâA˘I˙ of an electrocyclic ring-opening
reaction via x-ray scattering from an ensemble of photoexcited
gas-phase molecules15 on the ∼ 100-fs timescale. Recent devel-
opments at XFELs of sub-femtosecond single-spike pulses in the
hard16,17 and the soft x-ray regime18 may allow one to probe pro-
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cesses on even shorter timescales, e.g. electron and wavepacket
dynamics in small molecules, via coherent x-ray scattering19.
Such scattering studies typically focus on following the electron
and nuclear dynamics induced by photoexcitation from the va-
lence shell. However, photoexcitation of inner-shell electrons also
induces ultrafast dynamics, a topic much less studied due to the
challenge of x-ray pump — x-ray probe experiments20,21. We
note that as an alternative to standard pump-probe experiments,
it has recently been proposed to use the temporally stochastic
∼ 1-fs spikes within a single self-amplified spontaneous emission
(SASE) pulse to sample multiple pump-probe delays and thus cap-
ture x-ray induced time-dependent dynamics using ghost imag-
ing techniques22. Such an approach would be complementary
to two-color x-ray pump-probe experiments which to date have
been limited in time resolution to the few-femtosecond regime
and have focused on x-ray processes in the linear regime.
The nonlinear x-ray absorption regime is readily reached
through focusing and understanding the associated x-ray scatter-
ing pattern is of foundational interest. We investigate two sit-
uations for individual small molecules: (1) non-resonant, high-
energy x-ray scattering from an organic molecule composed of
only low-Z elements, and, (2) high-energy x-ray scattering from
CH3I where x-ray irradiation in the nonlinear absorptive regime
has revealed a so-called "molecular black hole" due to rapid charg-
ing of the heavy atom and intramolecular electron transfer to the
ionized site8. For the first case, high energy x-ray scattering from
a low-Z molecule, nonlinear absorption occurs only above the sat-
uration fluence, which varies with photon energy. There is an
increasing importance of incoherent (Compton) scattering with
x-ray energy, which unless accounted for, can swamp the desired
coherent scattering signal23,24. For the second case, the high-
Z atom acts as a sink for x-ray photons and we show that x-ray
coherent scattering can provide a direct visualization of the in-
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tramolecular charge transfer and dissociation process.
In the nonlinear x-ray absorption regime, coherent x-ray scat-
tering will include contributions from core-excited states and oth-
ers produced within the pulse. In particular, the presence of a
vacancy in a core-shell of a low-Z molecule can have a consid-
erable effect on the molecular bonding and electron correlation,
hence affecting the electron density and molecular structure of
the molecule. To investigate the feasibility of using coherent scat-
tering to explore molecular bonding and electron correlation ef-
fects in a small molecule, we compare the coherent scattering pat-
terns computed from the wave functions of these electronic states
using different electronic structure theories: independent atom
model (IAM), Hartree-Fock (HF) and density functional theory
(DFT). In comparison to IAM, both HF and DFT provide a more
accurate description of the electron density, in which HF includes
the effect of molecular bonding, whereas DFT includes electron
correlation25.
This contribution is organized as follows. Section 2 describes
our theoretical approaches to calculate coherent x-ray scatter-
ing from small molecules: Section 2.1 describes our Monte
Carlo/Molecular Dynamics code26, which implicitly uses the in-
dependent atom model (IAM) and which was previously used to
calculate coherent scattering from sucrose molecules14,24. Sec-
tion 2.2 describes two ab initio methods, Hartree-Fock (HF) and
density functional theory (DFT), we use to describe the electron
density within the molecule beyond the IAM. Section 3 reports
x-ray scattering from 1,3-cyclohexadiene. Section 3.1 shows re-
sults using the MC/MD approach for coherent, incoherent and
total scattering as a function of pulse fluence, pulse duration and
photon energy (5.6, 9 and 24 keV). Section 3.2 compares the
coherent scattering patterns of 1,3-cyclohexadiene, in the low in-
tensity limit, calculated with increasing accuracy: for the IAM-
approximation, HF (addition of molecular bonding) and DFT (ad-
dition of electron correlation). Section 4 discusses how one may
use linear x-ray scattering to probe x-ray multiphoton induced
processes in small molecules - using CH3I as it undergoes in-
tramolecular charge transfer as an example. Section 5 presents
a summary of our study and an outlook.
2 Theoretical Methods
Since the seminal work of Hajdu and collaborators1, many theo-
retical studies have been developed to investigate radiation dam-
age processes of isolated biomolecules and clusters in intense
XFEL pulses. Starting from sequential photoexcitation of inner-
shell electrons at atomic sites, these pulses produce a multitude
of transient electron states and induce complex correlated elec-
tron and nuclear dynamics in the sample volume on the timescale
of an x-ray pulse. All these dynamics can have a direct impact on
the resolution limit of SPI. In particular, many continuum mod-
els, which describe the target with atomic density, have been use-
ful for studying the processes of radiation damage27–32 on large
structures. To provide an atomistic view and reveal the impact
of sample size and heterogeneity on the induced x-ray response,
a suite of complementary particle-based approaches24,33–40 has
been developed. Among these particle-based approaches, frozen
nuclei approximation36,37 was used to examine the impact of
electronic damage on both the elastic and inelastic channels in
few-femtosecond XFEL pulses. On the other hand, hybrid quan-
tum/classical methods, like XMDYN38–40 and MC/MD24,26, are
capable of tracking the correlated electron and nuclear dynam-
ics and the changes in electronic configurations. They have been
used to simulate scattering patterns under realistic experimen-
tal conditions39,40 and capture the scattering response from elec-
tronic transients14.
While these particle approaches have shown to provide insights
into the effect of non-linear x-ray processes, they are mostly lim-
ited to independent atom model (IAM) for calculating the scat-
tering response. Recent work by Carrascosa and coworkers has
examined the elastic and inelastic x-ray scattering of molecule
in the weak-field limit41, in which it is shown that the scatter-
ing responses calculated from ab initio electronic wave functions
can be very different from those predicted from the independent
atom model. Extending this approach to nonlinear x-ray regime
is desired, but it remains a challenge as it requires tracking of a
large number of full molecular electronic states, including both
core-excited and valence-excited states. Here, we compare the
scattering responses of the ground state and core-excited states
of 1,3-cyclohexadiene obtained using IAM with those computed
from molecular wave functions derived with HF and DFT theo-
ries.
In this paper, we show results corresponding to a fixed molec-
ular orientation in order to clearly illustrate the impact of non-
linear x-ray interaction in the scattering images. More impor-
tantly, this is because molecular structure information is largely
washed out in the scattering image from an thermal ensemble
of molecular gas due to rotational averaging41–43. Even though
perfect alignment without significant distortion of the electronic
structure is not experimentally achievable at this point, a high
degree of alignment can be obtained using an intense laser pulse
and a cold molecular sample44,45. Our previous works showed
that the scattering images from a ensemble of imperfectly aligned
molecules achieved under both adiabatic and impulsive laser
alignment conditions still retain the signatures of coherent scat-
tering of a single molecule42,43,46. In addition, it is possible to
reconstruct the scattering signal of fully aligned molecules from
a series of measurements performed with imperfect alignment,
so long as the degree of alignment is well characterized, as was
demonstrated on ultrafast electron diffraction data from aligned
molecules47.
2.1 Independent Atom Model: MC/MD calculations
We model the molecular scattering response as a sum of the in-
stantaneous scattering patterns weighted by the pulse intensity,
jX (τ, t) with FWHM duration τ. This model allows us to directly
compare the response in both the linear and non-linear x-ray in-
teraction regime, in which the incoming photons scatter from the
initially prepared molecular state in the linear regime, whereas
the incoming photons arriving at different times will scatter off
the instantaneously populated transient states in the non-linear
regime. In our model, the scattering signals expressed in terms of
the total differential cross section of the molecule can be regarded
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Fig. 1 (a) Coherent x-ray scattering of 1,3-cyclohexadiane. (b) The orientation of the molecule with x rays propagating into the page. (c) Angular
distribution of inelastic scattering of the molecule at 5.6 (purple curve), 9 (green curve) and 24 keV (yellow curve).
as the sum of the coherent (elastic) and incoherent (inelastic)
scattering23,48–50
dσtotal
dΩ
(q) =
dσcoh
dΩ
(q)
dσcomp
dΩ
(q) , (1)
where coherent scattering can be expressed as
dσcoh
dΩ
(q) =
dσKN
dΩ
1
F
∫ +∞
−∞
dt jX (τ, t)|F(t)mol(q, t)|2 , (2)
with dσKN/dΩ is the Klein-Nishina scattering cross section51 and
F =
∫+∞
−∞dt jX (τ, t) is the fluence of an XFEL pulse. Here,
F(t)mol(q, t) =
∫
d3rρ1e(r;{R j}, t)eiq·r. (3)
is the time-dependent form factor of the the target molecule,
where ρ1e(r;{R j}, t) is the time-dependent electron density of the
molecule with a geometry, {R j}, defined in the reference frame
of the detector. In this reference frame, as shown in Fig. 1, the
momentum transfer vector q is expressed by,
q= |kin|sin(θ/2)
−cos(φ)cos(θ/2)−sin(φ)cos(θ/2)
sin(θ/2)
 , (4)
where,
kin = αωx (5)
Here ωx is the x-ray frequency and α is the fine structure constant.
By using the independent atom model, Fmol(q, t) can be written
as
F(t)mol(q, t) =
Na
∑
j=1
f j(q,C j(t))eiq·R j(t)+
Ne(t)
∑
j=1
eiq·r j(t) , (6)
where Na is the total number of atoms/ions, R j(t), C j(t) and
f j(q,C j(t)) are the position, the electronic configuration and the
atomic form factor of the j-th atom/ion respectively. Ne(t) is the
number of delocalized electrons within the focal region of the
x-ray pulse, (r j(t)) are their positions. For a long pulse, the ener-
getically ejected electrons may escape beyond the focal area and
will not contribute to the scattering signals.
The contribution from incoherent scattering processes is cast in
terms of the inelastic scattering function, S(q, t)48:
dσcomp
dΩ
(q) =
dσKN
dΩ
1
F
∫ +∞
−∞
dt jX (τ, t)S(q, t) , (7)
with
S(q, t) =
Na
∑
j=1
s j(q,C j(t)) , (8)
and s j(q,C j(t)) is the inelastic scattering function of the j-th
atom/ion with electronic configuration C j(t). For our considered
x-ray photon energies, which are much less the electron rest mass
energy, dσKN/dΩ in eq. (2) and (7) can be approximated by
Thomson differential scattering
dσth
dΩ
= cos2(θ)cos2(φ −φx)+ sin2(φ −φx), (9)
where φx is the angle between the x axis and the polarization
vector of the incoming x-ray photon, kept at zero in this work.
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In IAM, we can study the scattering response as a function
of pulse parameter by first calculating R j(t), r j(t) and C j(t).
These quantities can be readily computed using our Monte-
Carlo/Molecular-Dynamics method, which has been detailed in
previous work24,26. In brief, the interaction of the cluster of
atoms with the incident XFEL pulse is treated quantum mechani-
cally with a Monte Carlo method by tracking explicitly the time-
dependent quantum transition probability between different elec-
tronic configurations. The total transition rate, Γ, between differ-
ent electronic configurations I and J is given by
ΓI,J = ΓPI,J +Γ
A
I,J +Γ
F
I,J +Γ
RE
I,J +Γ
EI
I,J +Γ
RC
I,J . (10)
Starting from the ground state of the neutral atom, we include
the contribution from photoionization ΓPI,J , Auger decay Γ
A
I,J , fluo-
rescence ΓFI,J , resonant excitation Γ
RE
I,J , electron-impact ionization
ΓEII,J and electron-ion recombination Γ
RC
I,J . Additionally, a molecu-
lar dynamics (MD) algorithm is used to propagate all particle tra-
jectories (atoms/ions/electrons) forward in time. We point out
that we account for the non-dipole angular distribution of the
photoelectrons, which is given by
sin(θe)2
(1− (2∗Te/Erest)1/2 cos(θe))4
, (11)
where Te and Erest are the kinetic energy and rest mass of the pho-
toelectron and θe is the emission angle with respect to the prop-
agation axis of the incoming x-ray beam. For our small molecule
and considered photon energies, this non-dipole emission does
not has a large effect on the electron-impact ionization process.
By tracking the time evolution of electronic configurations of
atoms and ions and their interaction with electrons, we investi-
gated the effect of intense x-ray field on the single molecule scat-
tering response. To track the changes in electronic configuration
and energetic photoelectron, a small time step of 0.1 attoseconds
was used in the MC/MD calculations. Since the probability of
photoabsorption and nonlinear processes are small in an isolated
molecule, a large number of replicas is needed to obtain a con-
verged scattering profile for both the elastic and inelastic scatter-
ing channels. For this study, we used 100 to 1000 replicas for
each pulse parameter such that the error of the total scattering
cross section is less than 0.1 %.
2.2 Coherent Scattering Calculations Beyond the Indepen-
dent Atom Model
In the high-field regime of coherent x-ray scattering, the non-
linear x-ray interaction will include coherent scattering from core
hole states generated by core ionizing photons within the pulse.
The presence of a single core hole in a molecule can have a con-
siderable effect on the surrounding electronic and nuclear envi-
ronment, hence effecting the electron density undergoing the co-
herent scattering process. Therefore it is important to compare
the coherent scattering of core hole states calculated by IAM with
methods using bonding and correlation to relax the density in the
presence of a core hole.
One step beyond IAM is the inclusion of molecular bonding by
mean-field HF. There are two types of electron correlation missing
from this method; static, arising from the interaction of near de-
generate, electron configurations and dynamic, arising from the
repulsive interactions in the many-electron environment. Errors
attributed to both types of correlation can be addressed using
methods going beyond a single determinant. Carrascosa et. al.
showed that multiconfigurational methods are necessary for ac-
curate calculations of inelastic scattering, which depends on the
electron correlation description in the reduced two-particle den-
sity matrix. However as the elastic scattering depends on the
one electron density, it demands less from the electron correla-
tion description and HF results deviated less from more compu-
tationally expensive multiconfigurational methods41. This makes
HF a suitable method for exploring the coherent scattering be-
yond IAM for 1,3-cyclohexadiene, whereas multiconfigurational
calculations, previuosly used on H2 and CO, would become pro-
hibitively expensive.
DFT has gained wide popularity, as it addresses the elec-
tron correlation within a single determinant25 and maintains the
same computational scaling as HF. All the complexities of the
electron-electron interaction are placed in a single term, called
the exchange-correlation functional. The exact form of which is
unknown and is formed using approximate models. Shortcom-
ings in DFT electron correlation can be attributed to the single
determinant and delocalization error52. The delocalization error
in DFT manifests from the inability of the approximate model for
the exchange-correlation energy to exactly cancel the spurious
self-interacting Coulomb energy53. This results in the poor de-
scription of cation states with delocalized holes in both valence54
and core55 regions.
We explore the effects of molecular bonding and electron cor-
relation in the coherent scattering, by determining ground state
and core-hole state wavefunctions by both Hartree-Fock and DFT.
This enables the electronic and nuclear structures to relax in the
presence of the core-hole. The triple-zeta 6-311+G∗ basis set was
used throughout, including both diffuse and polarization func-
tions. A relatively small basis set can be justified as coherent elas-
tic scattering is less dependent on the basis set size than inelastic
scattering41, and vastly reduces the cost of integrating over the
density, detailed below. Supplementary information (SI) Fig. S3
demonstrates that using the cc-pCVQZ basis set has little effect on
the result. All DFT calculations use the hybrid B3LYP exchange-
correlation functional. Including a portion of Hartree-Fock ex-
change in the DFT exchange-correlation functional partially alle-
viates the delocalization error in the electron correlation52.
Initially the molecular geometry of the ground and core hole
states were optimised in the QChem 5.356 software package us-
ing DFT with the core and valence orbitals treated separately by
Boyes localisation57. The maximum overlap method (MOM)58
was used to maintain the core hole state during the optimisation
and three core-hole geometries were produced.
The optimized geometries were passed to a newly developed
code for coherent elastic x-ray scattering calculations from the
ab-initio derived one electron density called X-RHO-SCATTER59.
The code uses a modified version of the PSIXAS plugin60 using
the Psi4NumPy development framework61, to generate DFT and
Hartree-Fock wavefunctions for post-processing by ORBKIT62.
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Fig. 2 Pulse duration and pulse energy dependence of the azimuthally averaged differential x-ray scattering cross section of 1,3-cyclohexadiane exposed
to an 5.6-keV pulse. Panel (a), (b) and (c) are the coherent, incoherent and the combined scattering cross sections calculated for a 0.25-fs pulse.
Panel (d), (e) and (f) are for a 2.5-fs pulse, whereas panel (g), (h) and (i) are for a 25-fs pulse.
The core orbitals were treated with Pipek-Mezey localization63
and the core-hole was kept frozen during the optimization. OR-
BKIT generates the one electron density (ρ1e(r1;{RA})) on a grid
from the wavefunction. This is required for the computation of
coherent x-ray scattering as it facilitates numerical integration by
curbature64 to generate the molecular form factor (Fmol(q)) by
the following equation,
Fmol(q) =
∫
d3r1ρ1e(r1;{RA})eiq·r1 . (12)
The differential cross sections are plotted in units of r2e/radian
2
(where re is the classical electron radius). The maximum is in
the forward direction and is proportional to the total number of
electrons squared. Despite the relatively low cost of performing
HF and DFT calculations on ground and core hole states, deter-
mining the differential coherent scattering cross section requires
performing the integral in Eq.12 N ×M times, where N and M are
the number of θ points φ points respectively. In order to observe
significant changes in the coherent scattering with respect to the
nuclear and electron structure, sufficient resolution between the
scattering angles is required. In this study, scattering angles θ and
φ are chosen as 100 points between 0 and 80 degrees for θ and 0
and 360 degrees for φ . To efficiently simulate the high resolution
images, each integration was performed across a 18×18×18 (Å)
grid of the density with a numerical precision of 10−3. It is shown
in SI Fig. S4 that using higher precision integration (10−4), yields
the same physical result but at a higher contrast.
3 Results and Discussion
3.1 X-ray scattering from 1,3-cyclohexadiene: linear to non-
linear regime
Using the MC/MD method, we studied x-ray scattering at three
x-ray energies: 5.6, 9.0 and 24 keV, motivated by the recently
demonstrated single spike operation at 5.6 and 9.0 keV17,65,
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Fig. 3 Pulse duration and pulse energy dependence of the azimuthally averaged differential x-ray scattering cross section of 1,3-cyclohexadiane exposed
to an 9.0-keV pulse. Panel (a), (b) and (c) are the coherent, incoherent and the combined scattering cross sections calculated for a 0.25-fs pulse.
Panel (d), (e) and (f) are for a 2.5-fs pulse, whereas panel (g), (h) and (i) are for a 25-fs pulse.
and the impending operation of LCLS-HE at higher x-ray ener-
gies. We calculated for three pulse durations 0.25, 2.5 and 25
fs. With an x-ray focal spot size of 100 nm and 45 pulse en-
ergies ranging from 10µJ to 100 mJ, we have thus explored
the scattering response for 1,3-cyclohexadiene from the linear
to nonlinear absorption regime. At these high x-ray energies,
far above the K-edge of carbon, the saturation fluences of the
molecule are 6.4× 1012photons/µm2, 3.0× 1013photons/µm2, and
7.0× 1014photons/µm2 at 5.6, 9 and 24 keV respectively. These
saturation fluences correspond to pulse energies of 0.06 mJ, 0.44
mJ and 26.93 mJ per (100-nm)2 and thus at all three photon en-
ergies the nonlinear absorption regime is reached.
Figures 2, 3, and 4 show scattering for photon energies of 5.6
keV, 9 keV and 24 keV, respectively. The columns represent the
azimuthally averaged differential cross section 12pi 〈 dσtotaldΩ (q)〉φ as
a function of q for coherent scattering (left), incoherent scatter-
ing (center) and the sum of these two channels (right). The rows
represent different pulse durations: 0.25 fs (top), 2.5 fs (middle)
and 25 fs (bottom). These results correspond to a fixed orienta-
tion of the molecule, in which the molecule ring lies on the x-y
plane, and the incident x-ray propagates along the z-axis with
its polarization along the x-axis. The carbon atoms with two hy-
drogen atoms attached lie along the x-axis, on the lower half of
the molecule, as pictured in Fig. 1 (b). Calculations for other
molecular orientations are not shown here, as the results reflect
similar effects of non-linear x-ray scattering (see SI for the results
corresponding to other molecular orientations). The lowest value
on the y-axis corresponds to weak-field (linear) scattering. The
x-axis range plotted in Figs. 2, 3, and 4 reflects the q associated
with the scattering angle of 45deg as shown later. The maximum
q available at a given photon energy, qmax = 2ksin(θ/2) where
k = 2pi/λ is qmax = 5.7, 9.1 and 24.3 Å−1 for 5.6, 9.0 and 24 keV
respectively.
Simple inspection shows that the deviations from the linear
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Fig. 4 Pulse duration and pulse energy dependence of the azimuthally averaged differential x-ray scattering cross section of 1,3-cyclohexadiene exposed
to an 24-keV pulse. Panel (a), (b) and (c) are the coherent, incoherent and the combined scattering cross sections calculated for a 0.25-fs pulse.
Panel (d), (e) and (f) are for a 2.5-fs pulse, whereas panel (g), (h) and (i) are for a 25-fs pulse.
scattering are smaller at shorter pulse durations. For the 5.6 keV
data with 25-fs pulse duration, Fig. 2, deviations from the linear
scattering begin around the saturation pulse energy of 0.06 mJ.
The onset of nonlinear behavior occurs at higher pulse energies
for shorter pulses - consistent with the concept of “diffract-before-
destroy”. Similar trends are seen for the 9.0 keV data, Fig. 3
where the saturation fluence corresponds to 0.44 mJ. At 24 keV,
the saturation fluence occurs near the maximum of the pulse en-
ergy calculated and thus nonlinear trends are not as obvious on
the plots.
The atomic framework of the 1,3-cyclohexadiene molecule is
reflected in the coherent scattering patterns and most readily ob-
served in the scattering with 24 keV x rays. Maxima in scattering
are observed at q= 2.5Å−1 and 5Å−1, corresponding to the atom-
atom distances for C-C next-nearest, next-next-nearest neighbors
(2.45, 2.51 and 2.85 Å) and C-C nearest neighbors (1.40 and
1.50 Å). For the scattering at the lower photon energies, the q-
range is limited and the C-C nearest neighbor distances are not
accessible. However, at the high photon energy, the inelastic scat-
tering becomes much more apparent, such that when observing
total scattering (Fig. 4 rightmost column) the second maximum
is washed out.
It is of interest to compare the coherent and incoherent scat-
tering channels for these conditions. The total coherent and inco-
herent scattering cross sections for 5.6, 9 and 24 keV are shown in
Fig. 5. The columns represent the 3 different photon energies and
the top and bottom rows represent elastic and inelastic scattering,
respectively. As one increases the photon energy, the importance
of the inelastic channel increases - the ratio of σelastic/σinelastic
goes from 5.8 at 5.6 keV to 0.37 at 24 keV for low intensity linear
x-ray scattering. However, a dramatic increase for σelastic occurs
for ultrashort pulses at high intensity and high x-ray energy, 24
keV. The origin of this increase is that at 24 keV σelastic of car-
bon (0.97 barn) is comparable to that of a single electron (0.6
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Fig. 5 Photon energy, pulse duration and pulse energy dependence of elastic and inelastic scattering cross section. Panel (a), (b) and (c) are the elastic
scattering cross sections at 5.6, 9, and 24 keV respectively. Panel (d), (e) and (f) are the inelastic cross section at 5.6, 9, and 24 keV respectively.
For both elastic and inelastic channel, the cross section scale (y-axis) at 24 keV is different than those at 5.6 and 9 keV to show their pulse energy
dependence.
Fig. 6 Detector images of the differential cross section for the coherent x-ray scattering of fixed-in-space 1-3-cyclohexadiene simulated by the IAM
method in a) and by DFT (B3LYP 6-311+G∗) in b). The columns represent the electronic state and the rows the photon energy. The first column in
both a) and b) is the neutral ground state and the next three are core ionised states, the carbon with the core hole is indicated in red at the top of
each column. The first second and third rows show photon energies of 5.6, 9 and 24 keV respectively. The ground state optimised structure was used
throughout.
barn). Thus, when the sample is damaged, i.e. ionized, the over-
all cross section will increase because of the presence of more
delocalized electrons. For the a 0.25-fs pulse, these electrons are
likely to remain within the x-ray focus and contribute to the co-
herent scattering. But, for a longer pulse duration (25 fs), these
delocalized electrons can escape beyond the x-ray focus and their
contribution is minimal. Of course, the enhanced coherent scat-
tering cross section due to the free electrons within the irradiation
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Fig. 7 Comparisons of the coherent x-ray scattering calculations of 1-3-cyclohexadiene by difference detector images. The first second and third rows
show photon energies of 5.6, 9 and 24 keV in a, b and c. a) is the difference between the DFT (B3LYP 6-311+G∗) and IAM coherent scattering shown
in Fig. 6, b) shows the difference between the DFT core hole and HF (6-311+G∗) and c) the difference between the DFT core hole and ground stated
optimized geometries. The first column in both a) and b) is the neutral ground state and the next three, are core ionised states. The carbon with
the core hole is indicated in red at the top of each column. The ground state geometry is used throughout a) and b). The columns in c) indicate the
core hole present in the optimised geometry for each state. d) Indicates the three carbon environments generating unique core hole structures from
the DFT geometry optimisation used in c). The root mean squared deviation (RMSD) for core hole geometry, with respect to the ground state, is
indicated to the right in Angstrom.
volume do not yield additional molecular structure information.
For a given incident photon energy of Ek, the peak of the in-
elastic scattering energy spectrum Ek′ can be estimated from the
Compton equation
Ek/Ek′ = 1+(Ekα2)(1− cos(θ)), (13)
where α is the fine structure constant. This quantifies the energy
of the outgoing photon versus the scattering angle, θ . For the
maximum detection angle (see Figures 6-7) considered here of
θ = 45 degrees, the peaks of the energy spectrum for Compton
scattering for incoming photon energies of 5.6, 9 and 24 keV are
found to be 5.58, 8.95 and 23.67 keV, respectively.
3.2 Coherent Scattering Beyond the Independent Atom
Model
Multiphoton absorption in the non-linear interaction of x-ray scat-
tering, will result in coherent scattering from core hole states gen-
erated by core ionizing photons within the pulse. Therefore, this
section compares coherent scattering of core hole states calcu-
lated by IAM against HF and DFT; methods allowing the electron
density to relax in the presence of the core hole.
Fig 6 a) and b) show detector images of the coherent scatter-
ing calculated by IAM and DFT (B3LYP 6-311+G∗) respectively.
Each row indicates a calculation performed at 5.6, 9 and 24 keV
and each column represents an electronic state. The first column
being the the neutral ground state and the next three are core
ionised states (core hole indicated in red). The log-scale cross sec-
tions show that the inclusion of molecular bonding and electron
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Fig. 8 X-ray scattering images capturing x-ray excited molecular dynamics. (a) Scattering geometry of CH3I. (b) Charge transfer and (c) molecular
dissociation dynamics of CH3I induced by an intense 8.3-keV, 30-fs x-ray pulse with a fluence 5×1012 photons/µm2 (reproduced from the work by
Rudenko and coworkers8). (d) X-ray scattering snapshots of time dependent dynamics of CH3I in (b) and (c) captured by a 24-keV pulse. (e) same
as (d), but for a 9-keV pulse.
correlation by DFT, has a small effect on the simulated coherent
x-ray scattering. In addition to this, in both methods, there is lit-
tle observable change between the electronic states; between the
ground and core hole states and between the location of the core
hole in the latter.
The scattering patterns observed are associated with the fixed-
in-space molecular structure shown above each column. Scat-
tering at the three photon energies allow us to zoom in on the
molecular structure. At lowest resolution, 5.6 keV (top row), the
first minimum reflects the shape of the molecule. At 9.0 keV, we
see as maxima the largest atom-atom distances in the molecule,
i.e the next-next-nearest neighbor carbon atoms opposite from
each other in the ring, at ±x and at y± 30deg. At 24 keV, we
are able to observe the scattering islands associated with scatter-
ing from next-nearest neighbor carbon atoms at ±y and x±30deg
and intensities associated with nearest neighbor scattering. The
scattering patterns calculated for using IAM and DFT methods are
very similar. There is a left-right asymmetry which is attributed
to the hydrogen atoms on the alkane carbons being out of plane
in opposite directions. The scattering patterns calculated by HF
and DFT with a core hole optimised geometry, are shown in the
SI, Fig. S1 and are also very similar.
These changes between IAM, HF and DFT descriptions of the
molecular electron density are best visualized as difference pat-
terns. Fig. 7 a) shows the differences in the coherent cross sec-
tions calculated by DFT and IAM (DFT-IAM), from Fig. 6 and
Fig. 7 b) shows the differences between DFT and HF calculations
(DFT-HF). These plots have the same row and column structure
with respect to the state and photon energy as Fig. 6 and they
identify the differences between the methods. The maximum dif-
ference between the DFT and IAM methods is around 43r2e which
is roughly 2% of the total coherent scattering cross section of
the ground state. Decreases associated with the scattering from
the carbon cores are clearly observable in the 24 keV scattering
pattern. The sensitivity to electron correlation is much smaller -
the maximum difference between DFT and HF is approximately 3
which is around 0.2% of the coherent scattering cross section of
the ground state. The small percentages are expected due to co-
herent scattering only being a function of the one electron density
and both HF and DFT being single determinant methods.
However, despite the small magnitudes, the shape of the dif-
ferences have an intriguing aesthetic. There is a clear sensitivity
on the presence of a core hole and its location. Going from the
ground state differences to the core-hole state differences there
is a change in the shape about the center, which rotates with re-
spect to the position of the core hole. This effect occurs for both
the difference between DFT and IAM and DFT and HF, though the
shape of features changes between the two. Here we have demon-
strated how the difference in the coherent scattering presents a
visualisation into the shift in the electron density with respect to
the description of the electron correlation. However an in-depth
interpretation into the relationship between the shape and corre-
lation is difficult. Creation of the core hole generates Z+1 charge
effect at the core hole site66, generating relaxation and dynamic
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electron correlation effects in the system67. Both HF and DFT
allow relaxation but only correlation is included in DFT. The dif-
ference between HF and IAM, shown in the SI Fig. S2 and gives
the same result as Fig. 7 a). The effects of correlation can be at-
tributed to Fig. 7 b) and the dynamic correlation effects are well
isolated by our calculations, which use a localised core hole, kept
frozen during the optimization. This prevents fractional occupa-
tion about the degenerate core holes and mitigates the effect of
the delocalization error in DFT52,55. With further bench-marking,
plotting the difference in coherent scattering may provide useful
for evaluating electron correlation in ab-initio methods, requir-
ing evaluation of the density from high-level multiconfigurational
approaches.
Fig. 7 c) shows that the coherent scattering differences be-
tween the core-hole states calculated by DFT at the core-hole and
ground state optimised geometries (core - ground). Also showing
a small magnitude of the difference but striking features, sensitive
to the location of the core hole. The root mean squared deviation
of the atomic positions (RMSD) values are shown in Fig. 7 d) for
the three carbon environments optimising to unique structures.
The RMSD between the ground (g) and core ionised (c) state ge-
ometries containing N atoms can be calculated by the following
formula,
RMSD(g,c) =
√√√√ 1
N
N
∑
i=1
((gix− cix)2+(giy− ciy)2+(giz− ciz)2).
(14)
The RMSD values are small but give a complex effect on the co-
herent scattering difference. The structural change (RMSD) is
largest when the core hole is localized on one of the alkene car-
bons. This corresponds to a change in the next-nearest-neighbor
distance of roughly 2%. Fig. 7 c) shows that the largest magni-
tude of the difference occurs when the core hole is in the alkane
environment. Though the magnitude of the difference is a small
percentage of the total coherent scattering, it is conceivable that
there may be significant effect from the core-hole state nuclear
relaxation in high intensity x-ray scattering experiments where
large number of core holes can be produced.
4 Snapshots of x-ray multiphoton-induced dynam-
ics
In a study of the femtosecond response of the CH3I molecule
(shown in Fig. 8a) to ultra-intense hard x-ray radiation (>
1019W/cm2, 8.3 keV, 1.1 mJ), a fascinating ultrafast intramolecu-
lar charge-transfer process was observed to occur on the ∼ 10 fs
timescale caused by multiphoton absorption8. In the experiment,
the yields and kinetic energies of the ionic fragments were mea-
sured. An unexpectedly high total charge was observed in the
molecule compared to irradiation of an individual atom with the
same absorption cross-section. The intense radiation conditions
yielded a total molecular charge of 54+ (I47+ + C4+ + 3H+),
compared to the isolated Xe atom (48+). Using the XMOLECULE
toolkit68, the charge state distribution could be explained by a
recurrent charge redistribution during multiphoton ionization of
the iodine atom. Photoionization of the 2s and 2p shells, followed
by Auger cascade creates high charge on the iodine site. The
charge imbalance thus created drives electrons from the CH3 to
the iodine atom to refill the holes on sub-femtosecond timescales.
We explore the feasibility of tracking the formation of the
“molecular black hole”69 as it happens during the x-ray pulse,
which requires an ’instantaneous’ probe of the system, unlike the
ionic fragments that result from complex decay cascades and nu-
clear dynamics occurring in part after the pulse. In principle, x-
ray photoemission and Auger electron spectroscopies can provide
the signature of all the intermediate ionic species, with even a
sensitivity to nuclear dynamics70, but considering the complexity
of the Auger spectra following a single ionization step these meth-
ods are not realistic for processes involving tens of electrons. In
the spirit of this paper, we consider as an alternative the opportu-
nities offered via x-ray scattering. The simulated evolution of the
molecular geometry and charge distribution, taken from Ref.8, is
shown in Fig. 8b,c respectively. From this data we have calculated
the x-ray scattering pattern for 24 keV and 9 keV photon energies
at several instants during the 30-fs ionizing pulse (snapshots), as
shown in Figs.8d,e respectively. By the peak of the 30-fs FWHM
pulse, the maximal charge state distribution is almost reached
and the CH3 - I bond distance has increased from its equilibrium
value to ∼ 10Å. While the early stages of the process, the two-slit
diffraction from the CH3 and I entities, is best followed by the 24
keV probe at short distances, the latter stages are more easily seen
with the 9 keV photons. The total intensity fades as electrons are
lost from the molecule.
Measuring such snapshots requires a x-ray pump/x-ray probe
setup, with the probe pulse significantly shorter than the 30-fs
pump pulse in order to capture the evolution of the bond dis-
tance. Generating such pulses has already been demonstrated
in the hard x-ray regime16, and it should be possible to use the
large tunability capabilities of modern XFEL facilities to generate
2-color, 2-pulse configurations with an intense pump pulse and
an ultrashort probe (sub-femtosecond)71,72. Using two different
photon energies for the pump and probe is essential to be able
to isolate the scattering signal of the probe that creates the snap-
shots. A simple and robust way consists in using a filter in front
of the scattering detector, such that scattering from the pump is
absorbed while signal from the probe is transmitted to reach the
detector. This was successfully demonstrated previously13, even
with a small energy separation between the two pulses, but the
contrast can be improved by increasing the photon energy dif-
ference. This would be especially important considering that the
pump pulse is very intense and contains many more photons than
the probe pulse. Coming back to our simulations, one can con-
sider two very different potential cases. In the first situation, the
pump and probe pulses are close in photon energies and around
8 keV in our case, well suited to both produce the multiphoton
ionization and probe the latter parts of the dynamics where nu-
clear distances increase and the number of scattering electrons
has dropped. There, it would be advantageous to use a probe
with lower photon energy, and arranging the photon energies
around the K-edge of a metal foil (e.g. nickel or copper). On
the other hand, the probe energy can be set much higher than
the pump, hereby probing finely the onset of the dynamics, per-
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haps by using the fact that the third harmonic is also produced
when generating the fundamental photon energy. Using a rel-
atively thick aluminum foil would here allow excellent contrast
between the two scattering signals. While such pulse combina-
tions are in principle possible through complex manipulations of
the electron bunch shape and trajectories through a series of vari-
able gap undulators, another promising option is coming to the
horizon at LCLS-II. A new end-station (the Tender X-ray Instru-
ment - TXI) will aim to combine on a single target the output
of two independent XFEL undulators, with micrometer accuracy
and femtosecond synchronization73. These advances will allow
optimizing each pulse separately, with the pump arm tuned to
produce the highest x-ray intensity and the probe arm provid-
ing intense sub-femtosecond pulses necessary to capture the evo-
lution of the molecules. In all cases, extracting the molecular
properties as they evolve during the pulse would only be possi-
ble if the structure in the scattering patterns is not lost through
rotational averaging. As mentioned above, laser alignment tech-
niques would be required, such as demonstrated on iodomethane
at a XFEL recently74.
5 Summary and Outlook
We have explored the use of x-ray scattering to monitor x-ray
multiphoton induced dynamical phenomena. By calculating the
coherent and incoherent scattering response of the model system
1,3-cyclohexadiene to ultraintense x-ray pulses at 5.6, 9.0 and 24
keV for three pulse durations (0.25, 2.5 and 25 fs) we observe
that the shortest pulse duration allows extraction of molecular
structure at fluences larger than the nominal saturation fluence
— in accordance with the concept of “diffract-before-destroy". At
the highest photon energy the inelastic channel is an bothersome
background, but is also the most readily discriminated via energy
shift. We further explore the sensitivity of the coherent scattering
channel to electron correlation effects in molecules, as has been
previously discussed for atoms75 and find that the observation
of correlation effects require precise measurements on the order
of 0.2%. Finally, we describe x-ray pump / x-ray probe methods
that can directly probe ultrafast intramolecular charge transfer
and dissociation induced by x-ray multiphoton absorption that
were previously deduced from ion charge state measurements.
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Figure S1: Detector images of the differential cross section for the coherent x-ray scattering
of fixed-in-space 1-3-cyclohexadiene simulated by the HF method in a) and by DFT (B3LYP
6-311+G∗), with optimised core hole states in b). The columns represent the electronic state
and the rows the photon energy. The first column in both a) and b) is the neutral ground state
and the next three are core ionised states, the carbon with the core hole is indicated in red at
the top of each column. The first second and third rows show photon energies of 5.6, 9 and 24
keV respectively.
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Figure S2: Comparisons of the coherent x-ray scattering calculations of 1-3-cyclohexadiene by
difference between the HF(6-311+G∗) and IAM. The first second and third rows show photon
energies of 5.6, 9 and 24 keV respectively throughout. The first column in both a) and b) is the
neutral ground state and the next three, are core ionised states. The carbon with the core hole
is indicated in red at the top of each column. The ground state geometry is used throughout
2
Figure S3: a) Difference between HF(6-311+G∗) and IAM. b) The same as a) but using the
cc-pCVQZ basis set in the HF calculation. c) Difference between HF(cc-pCVQZ) and HF(6-
311+G∗). d) Core hole state used throughout calculations. All calculations at 5.6 keV.
3
Figure S4: Difference between the DFT(6-311+G∗) and HF(6-311+G∗) coherent scattering cross
sections at three core hole states at 5.6 keV. a) Numerical integration precision of 10−3 (used
throughout the main text, b Numerical integration precision of 10−4
Figure S5: Two orientations of 1-3-cyclohexadiene with respect to the x-ray propagation axis.
4
Figure S6: Pulse duration and pulse energy dependence of the azimuthally averaged differential
x-ray scattering cross section of 1,3-cyclohexadiane exposed to an 5.6-keV pulse. Panel (a), (b)
and (c) are the coherent, incoherent and the combined scattering cross sections calculated for a
0.25-fs pulse. Panel (d), (e) and (f) are for a 2.5-fs pulse, whereas panel (g), (h) and (i) are for
a 25-fs pulse. The orientation of the molecule with respect to the x-ray is shown in Fig. S5 (a).
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Figure S7: Same as Fig. S6, but the orientation of the molecule with respect to the x-ray is
shown in Fig. S5 (b).
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Figure S8: Same as Fig. S6, but the photon energy is 9 keV.
7
Figure S9: Same as Fig. S6, but the photon energy is 9 keV and the orientation of the molecule
with respect to the x-ray is shown in Fig. S5 (b).
8
Figure S10: Same as Fig. S6, but the photon energy is 24 keV.
9
Figure S11: Same as Fig. S6, but the photon energy is 24 keV and the orientation of the molecule
with respect to the x-ray is shown in Fig. S5 (b).
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