Introduction
Let t (t 2 R + ) be a time variable and x be a space variable, with d scalar components. We consider t-hyperbolic systems of partial di erential equations. Though our analysis is valid for arbitrary orders, we shall present it for the simpler case of rst-order systems. These read @u @t + where A are n n matrices with real entries, satisfying the hyperbolicity property.
This means that, for every frequency vector 2 R d , the matrix
A is diagonalizable with real eigenvalues. In some cases, we shall make a stronger assumption : either strict hyperbolicity, that is for 6 = 0, the multiplicities of the eigenvalues do not depend on , or symmetrizability.
When x is restricted to a domain di erent from the whole space R d , with a smooth boundary, a system like (1.1) must be supplemented with boundary conditions. The boundary is said to be characteristic at a point x 0 if A( ) is singular, 2 where denotes the unit normal to @ at x 0 . Here, we are interested in domains whose boundary is non-characteristic everywhere. The corresponding initialboundary value problem (IBVP) has been analyzed in 16, 27, 20] (also see 9, 23] for characteristic problems), via the normal-mode analysis. A complete description can be found in 8] . This method consists, after a localization permitted by the nite propagation speed present in (1. That means that its eigenvalues have non-zero real parts. This ensures that C n is the direct sum of the stable and unstable invariant subspaces of A( ; ). The stable one is the set of initial data v 0 for which the solution of (1.2) with v(0) = v 0 tends to zero as x d ! +1. Similarly, the unstable one is the set of initial data for which the solution decays to zero as x d ! ?1. In both cases, the decay is actually exponentially fast. In the sequel, we denote the stable subspace by E( ; ). It depends analytically on ( ; ) ; in particular, its dimension p is constant and equals the sum of multiplicities of positive eigenvalues of A d . This dimension is the \number of incoming characteristics". One easily proves that the number q of independent scalar boundary conditions must be equal to p for the IBVP to be well-posed. It would be underdetermined if q < p and overdetermined if q > p. However, q = p is not su cient to ensure the well-posedness.
To see this, we consider simple solutions of (1.1) of the form (1. at the rate exp(t< ). Moreover, the map ( ; ) 7 ! E( ; ) is (of course, positively) homogeneous of degree zero, so that v(0) still belongs to E( ; ) for every > 0.
This proves that a solution of the IBVP exists with the growth rate exp(t < ).
By the Banach-Steinhaus theorem, this shows that the IBVP is ill-posed in Sobolev spaces, as well as in H older spaces, even accepting some loss of derivatives (see 16] ). This notion is easily extended to higher order problems and has been fruitfully used in free boundary problems, such as the propagation of shock waves in systems of conservation laws (see 7, 11, 22, 21] , as well as 2, 23] for characteristic cases).
It has been shown su cient for existence and uniqueness of a solution for C 1 data, assuming C 1 -compatibility between the initial and boundary data (see 27]). Unfortunately, it is still too weak to imply well-posedness in L . The analysis uses Laplace-Fourier transform, 4 algebraic geometry, energy estimates and the Paley-Wiener theorem. To describe this stronger condition, we recall that E( ; ) admits a unique limit as ! i , with ( ; ) 2 R d n f0g, (see for example 8]). We feel free to denote this limit by E(i ; ). Let us point out that, though ( ; ) varies in R d n f0g, E(i ; ) is not fully homogeneous, but only positively homogeneous. Homogeneity is useful since it allows to restrict the analysis on compact sets, either projective spaces (for full homogeneity) or spheres (for positive homogeneity). From now on, the words \homogeneous", \homogeneity", will refer only to positive homogeneity. 
The Lopatinskii condition says that does not vanish on C + R d?1 . The uniform one says that does not vanish on its closure, but at (0; 0).
Standard matrix perturbation theory (see Kato 18] ), tells that B( ; ) may be chosen analytically and homogeneous of degree zero in C + R d?1 . As ! i , with 2 R and ( ; ) 6 = (0; 0), analyticity may be lost along some codimensionone analytic sets, because of branching. However, the basis may still be chosen continuously. Therefore, may be chosen as a continuous function of ( ; ) for < 0, with analyticity for < > 0. The possible singularities on the boundary are algebraic. Let us point out a special feature when = 0. Because 0 = 0 is still real, a more general homogeneity holds, that is ( ; 0) (1; 0).
At this stage, we face three subsets of hyperbolic IBVPs : the unstable ones, for which the Lopatinskii condition fails. Such IBVPs su er a Hadamard instability. In particular, they do not admit a local solution for general non-analytic data.
When vanishes at pairs ( ; 0), one says that the IBVP is improperly posed, which means that the incoming waves cannot be determined from the outgoing ones when the data only depends on x d . For this reason, we shall restrict the unstable class, denoted by SU, to the problems for which vanishes at some pair ( 0 ; 0 ) with < 0 > 0 and 0 6 = 0.
5 the strongly stable ones, for which the uniform Lopatinskii condition holds.
Such IBVPs generate a strongly continuous semi-group on L 2 ( 0 ), for instance. This class is denoted by SS. the other ones, with the following alternative : either (1; 0) = 0, or the Lopatinskii condition holds, but not uniformly : vanishes somewhere on the boundary < = 0. The latter are sometimes improperly called weakly stable, since they have the existence and uniqueness property for C 1 extends as a function j ( ) such that = j > 0 when < > 0. Therefore, = j 0 at (i ; ). Assuming that E(i ; ) is real, we also know that j is one of the l , which will again satisfy = l 0. We conclude that j is a real number.
Let now be a non-real eigenvalue of B( ; ). Since B is real, we may assume that = > 0. Let F be the generalized eigenspace associated to . As varies around i , F( ) varies continuously as an invariant subspace associated to eigenvalues of positive imaginary parts. Therefore F( ) is contained in E( ; ) for < > 0.
Passing to the limit, we obtain that F E(i ; 
The set R
We shall denote by R the set of real parameters ( ; ) for which E( ; ) is of real type. In the literature, this set is called the hyperbolic domain of @ t + A(r x ) at the boundary. From proposition 1, R contains G and therefore is a neighborhood of the line = 0, 6 = 0. It is closed in C R n n f0g. Trivial examples, where all matrices A are diagonal, or close to diagonal, show that R and G may di er signi cantly. However, under generic assumptions, the closure of G is just a connected component of R. To see this, it is su cient to prove that (generically), the boundary of G is also a boundary of R. We therefore consider a point ( . Since E depends continuously on , this proves the statement. 2 As mentioned before, this analysis applies to higher order equations or systems.
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For an eigenvalue of constant multiplicity, the result is similar : choosing left and right eigenbases`1; : : : ;`m l ; r 1 ; : : : ; r m l with`jr k = k j , the matrix`A d r is a multiple of the identity. The derivative vanishes when this matrix does, that is when i! is a non-semi-simple eigenvalue of A(i ; ). In that case, the multiplicity of this eigenvalue is at least 2m l .
We make the generic assumption that 
Analytical structure near @R
In order to simplify the analysis, we assume that all multiplicities m l equal one. Thus the boundary @R consists of the pairs ( ; !) at which at least one of the derivatives @ l =@! vanishes. The generic case is that only one vanishes (let us call l the corresponding index), and the corresponding second derivative @ V j ( j ( ; ); ) := r j ( ; ); j 6 = l:
We then de neR j ( ; !) := V j ( l ( ; ); ); j 6 = l: Finally, we chooser l r l . The set fr 1 ; : : : ;r p g is a basis B(i ; ), which is analytic on R ! . We shall consider weakly stable IBVPs : does not vanish on C + but does at some boundary points < = 0, ( ; ) 6 = (0; 0). We shall make the stronger assumption that the zero set of consists only on points (i ; ) with ( ; ) 2 R. We also de ne D as the zero set of D in V. This is an algebraic hypersurface. Considering only the generic case, D is smooth and meets IntR. We summarize this choice in the following de nition.
The class WR
De nition 3 We say that the IBVP (1.1,1.5,1.6 . This means that an energy estimate is not possible without a loss of some derivative(s). We shall show in the next section that the rst three cases correspond to the three possible generic transitions when we deal with parametrized IBVPs, respectively SU-SS, SU-WR and SS-WR. The latter is of a subtler issue and was already discussed in 28]. We now state the main result of this section. Remark: In the light of this result, we see that \main" Theorem 2 of 20]:
The interior points of M correspond precisely to those IBVPs which are correctly posed in our sense, i.e., for which an estimate of type (1.9) holds.
cannot be true. In this sentence, M is the set of coe cients of IBVPs satisfying the Lopatinskii condition, thus contains both SS and WR, while the estimate (1.9) is the strong well-posedness in L 2 . Therefore, Kreiss's assertion implies that WR has empty interior, which is false from theorem 1 and the fact, known from examples, that WR is not always empty.
Let us point out that this does not alter the rest of this important paper of Kreiss, which remains the starting point of the correct theory of hyperbolic rst-order IBVPs. Indeed, main Theorem 2 is independent of the other three main theorems of the reference; the third and fourth of which contain the central results of the paper. On the other hand, this issue has signi cance in at least one important physical application, namely the stability of shock waves in compressible gas dynamics. For, as computed in 21], this is precisely a case for which the set WR is nonempty, hence open, as the parameter of shock strength is varied. This has the implication that Kreiss's uniform stability condition alone is not su cient to determine the precise transition from nonlinear instability (which holds in region SU) to nonlinear stability (which holds in SS). In the region WR, a more re ned analysis is necessary, either including nonlinear or viscous 33, 6] e ects, or both, depending on the nature of allowed perturbations.
Generic transitions
We now consider the IBVPs not belonging to SU, SS or WR. We only consider the generic cases when we deal with problems parametrized by one real parameter s as above. In other words, we focus on codimension-one phenomena. As discussed before, we have four possible types, which we study independently from each other. Let us recall that in each of the rst three cases, does not vanish in C + R d?1 but vanishes on the boundary f< = 0g. 13 3 Proposition 4 For a non-characteristic IBVP with either a strictly hyperbolic or a symmetrisable system (1.1), surface waves may not be supersonic.
The case with a singularity
We now assume that vanishes only at points (i ; ) for ( ; ) 2 R and nowhere else, but we assume that the variety D = 0 is singular at an interior point ( 0 ; 0 ). Generically, this singularity is of Morse type and @ else. Generically, this means that D, the zero set in V, meets R ! only at ( 0 ; 0 ), where it is smooth. Let W be a neighborhood of ( 0 ; 0 ). Outside of W, the proof of theorem 1 applies. In W, nothing happens outside of R, so that we are driven to an analysis whithin V. In this domain, a slight perturbation just moves D, since it was smooth. Depending on the sign of the parameter, it generically moves up (towards R ! , see de nition subsection 2.3) or down. In the rst case, the IBVP falls into the class WR. In the latter, D does not vanish any more on R and the IBVP falls into SS.
We conclude that such IBVPs are generically transitions between the classes SS and WR. When the IBVP has no invariance and d = 2, a small generic perturbation brings it into the class WR. Therefore it is not a transition.
In the other cases with d 2, the problem is generically a transition between WR and SU. 4 The wave equation
We now turn to our basic example, which is the wave equation Eliminating, we obtain kbk = c. We denote by ? l the corresponding hypersurface.
Finally, (1; 0) = 0 reads
The above calculations result in the gure 1, with two distinct cases : d = 2 and d 3.
We now discuss the location of classes WR, SS, SU, using the curves ? j , j = S; cr; l; 0. Their union splits the plane into connected components on which the class is constant.
We rst recall that the IBVP is strongly well-posed in L . This shows that 2 iR, which forbids < > 0.
We summarize the above discussion in the well-known gure 2.
Linear elasticity
In this section, we consider 0 = R 2 R + , as an isotropic elastic medium, and we study its deformations. Denoting by z 2 R 3 the displacement vector, the simplest 5 One may as well check this case by a direct computation of . model is the second order linear system z tt = div(Tz); x 2 0 ; Tz = (rz + rz t ) + ( ? )div(z)I d ; (5.10) where > 0, > 0 are Lam e coe cients. We consider a stressed boundary condition on x d = 0 Tz = z t ; (5.11) where is the outgoing unit normal and 2 R is a parameter.
The aim of this section is to study the nature of the IBVP, according to the parameter , using main results of this paper about generic transitions and MAPLE r software when complexity of computations makes it necessary.
More precisely, we will show Proposition 5 The IBVP is SS for < 0 SU for > 0. To determine E( ; ), we look for solutions of (5. ; hence we get one dimensional instability for = c s and = c p . Then, using homogeneity and the fact that only depends on j j, we can x j j = 1 in the following. Functions f( ; ; ) with j j = 1 will be written, with slight abuse of notation, as f( ; ):
Note that the the rst factor (5.15) of (5.14) is similar to the Lopatinskii de- we know that the IBVP is SS when < 0 and weakly stable when = 0. It is well known that when = 0 there is a Rayleigh wave (see 3, 31, 29] ), hence the analysis of section 3 shows that in the generic case = 0 will be a SS ? SU transition.
We now verify that this transition actually occurs. The only interesting factor is 2 since = 0 is not a transition for 1 The point is now to determine if a transition between SU and another class occurs for 2 "; c s ; or if the IBVP stays in the SU class. Using section 3, we see that such a transition occurs when there is a surface wave or when fD = 0g has a singular point in the real domain. The analysis of section 4 shows that there is no transition for the factor (5.15) of (5.14). Hence we only have to study (5.16 , we see that a transition with a singularity cannot occur when 0 < < c s . Finally the IBVP stays in the SU class for 0 < < c s , and the computer assisted proof is complete. 6 The stability of shock waves
Overview
The normal mode analysis has been used for a long time in the study of the stability of multi-dimensional shock waves for systems of conservation laws. It has been discussed by several authors, with varying degrees of generality and rigor. See e.g. 4, 5, 7, 10, 11, 13, 14, 15, 17, 19, 22, 21, 26] .
Given a strictly hyperbolic system of conservation laws of the form u t + divf(u) = 0; u : R d (0; T) ! R n (6.22) one is concerned with the well-posedness of the Cauchy problem with piecewise smooth initial data. A basic problem arises when this data is compatible (to high order) with the Rankine-Hugoniot condition and entropy criteria accross their discontinuity locus. Then the Cauchy problem resembles a free boundary value problem. It is usually transformed in an IBVP, by introducing the equation of the shock front as an extra unknown. A localisation procedure leads to the preliminary study of piecewise constant planar shocks. A linearisation of the transformed system about such a shock yields a hyperbolic IBVP with constant coe cients. Its unknowns are 2n functions of (x; t) and a scalar function of (y; t), the latter representing the disturbances of the front to leading order. The linearized Rankine-Hugoniot condition plays the rôle of the boundary data. For such a linear system, the de nition of a Lopatinskii determinant is straightforward. As in the rst part of this article, it is homogeneous and enjoys the \reality" properties already described. Since we are concerned here with IBVPs depending on some parameters, we shall consider the stability class as a function of the shock data (u l ; u r ; s). Here, the unperturbed shock is assumed to hold (w.l.o. Strong instability of the linearized problem clearly means a non-existence at the nonlinear level for generic data, although it has not been rigorously proved so far. Also, strong linear stability has been shown to imply the nonlinear stability, that is the local existence for the Cauchy problem for (6.22) with such compatible piecewise smooth data ; see 22, 21, 25, 12] . The consequence of weak linear stability is less clear. See however 2] for the study of supersonic vortex sheets, which yields a characteristic IBVP of class WR.
Gas dynamics
We may apply the former classi cation in three generic types and four generic transitions to this context. We shall describe these calculations for the interesting case of isentropic gas dynamics. Denoting the density, uid velocity and pressure by ; z; p, this system reads t + div( z) = 0; ( z) t + div( z z) + rp = 0; (6.24) where p is given as a function of : p = p( ). The so-called ideal gas obeys the law p = , where 2 (1; 1 + d=2) is the adiabatic constant.
Since n = d + 1, the manifold of parameters has dimension d + 2. However, the Galilean invariance of the system allows us to assume that the tangential compo-nents of z l;r and the shock velocity s vanish. Then we are reduced to a 2-dimensional manifold 6 . A convenient choice of parameters is ( l ; r ).
Assuming hyperbolicity, we have @p @ > 0. We de ne the sound speed c := p p . The velocities of in nitesimal waves in the direction 2 S d?1 are z and z c. The rst one allows for contact discontinuities (vortex sheets). The strategy described above yields a characteristic IBVP when applied to contact discontinuities. These waves cannot be strongly stable. We shall focus on shock waves, which are associated to the other velocities ; they yield non-characteristic IBVPs under the Lax shock Full gas dynamics : full gas dynamics involves the previous equations plus the conservation of energy, with an extra unknown e, the speci c internal energy. The pressure is then given as a function p( ; e), and the sound speed is c = s @p @ + ?2 p @p @e :
A similar analysis holds, with only one main di erence, already quoted in 28] : the number (1; 0) may vanish for some shocks. Therefore, a transition WR vs SU may hold, which was known in previous works (see 22, 21] ).
Phase boundaries
In this section, we consider the same system of conservation laws (6.24), governing the motion of a compressible uid, but with a nonmonotone pressure law. In the region(s) where p is a decreasing function of the density, the system is of elliptic type. This region is thus forbidden. We call phase boundary a shock-like solution of Equation (6.24) where the left and right states belong to two di erent connected components of the hyperbolic region. For instance this can be a liquid-vapor interface if the pressure law is given by a van der Waals isothermal. We are especially interested in subsonic phase boundaries, for which the motion of the uid is subsonic on both sides in the frame attached to the \shock" wave. That is, with similar notations as before, we require that jw l j < c l and jw r j < c r : (6.27) By de nition subsonic phase boundaries are not Lax shocks. In the mathematical theory of shock waves, they are termed undercompressive. It is now well known that such waves require an additional jump condition besides the standard RankineHugoniot condition. This can be understood by counting the \number of incoming characteristics" in the free boundary problem. We point out to te reader that this number equals the one of outgoing characteristics from the \shock". There are n = d + 1 such characteristics for a subsonic phase boundary, instead of (n ? 1) for a Lax shock. The need for prescribing an additional jump condition is thus clear, but there is no \canonical" form for it. A consensus seems to be that it should read as a kinetic relation 1]. In our Eulerian formulation, the ux of momemtum accross the wave, j := l (w l ? s) = r (w r ? s) plays the role of the wave speed in = '(j) ; (6.28) where v denotes the speci c volume of the uid (v = 1= ), f its speci c free energy (de ned up to a constant by df=dv = ? p) and ' is a \given" function. This function ' is actually the (in nite-dimensional) parameter that we are going to play with. We point out that in the case when p is nonconvex (as a function of v) but still monotone, the system (6.24) also admits undercompressive shock waves.
For such waves the function ' in (6.28) must be such that j '(j) 0 (6.29) in order to satisfy the Lax entropy condition associated with the convex entropy E = kzk 2 =2 + f. Even when p is nonmonotone we consider as \physical" the choices of ' meeting (6.29) . Furthermore, we can reasonably assume that ' is monotone (nonincreasing in the \physical" case) and vanishes at 0. As a matter of fact, when j = 0, we want to recover the so-called However, it is not explicitly known except when the viscosity is neglected. For the pure capillarity criterion, we easily obtain that ' 0. For general viscosities, ' involves the internal structure of the boundary. We can just show that ' is decreasing for small enough positive viscosities (see Equation (15) and Lemma 2 in 5]). Concentrating on dynamical phase boundaries, for which j 6 = 0, we may assume without loss of generality that j > 0, s = 0 and the tangential components 
