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Abstract
We describe a SAT-solver, BerkMin, that inherits such features of GRASP, SATO, and Chaff as clause recording, fast BCP,
restarts, and conﬂict clause “aging”. At the same time BerkMin introduces a new decision-making procedure and a new method
of clause database management. We experimentally compare BerkMin with Chaff, the leader among resolution-based SAT-solvers.
Experiments show that our program is more robust than Chaff being able to solve more instances than Chaff in a reasonable amount
of time.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Given a conjunctive normal form (CNF) F speciﬁed on a set of variables {x1, . . . , xn}, the satisﬁability problem is
to satisfy (set to 1) all the disjunctions of F by some assignment of values to variables from {x1, . . . , xn}. A disjunction
of F is also called a clause of F. Many problems such as ATPG [20], logic synthesis [5], equivalence checking [6,12],
and model checking [4] reduce to the satisﬁability problem.
In the last decade substantial progress has been made in the development of practical SAT algorithms [1,2,8,9,16–18,
23].All of them are search algorithms that aim at ﬁnding a satisfying assignment by variable splitting. Search algorithms
of that kind are descendants of the DPLL-algorithm [7].
DPLL-algorithm can be considered as a special case of general resolution which is called tree-like resolution. It was
shown in [3] that there is exponential gap between the performance of tree-like resolution and that of general resolution.
Modern SAT-solvers have made at least two steps towards general resolution trying to eliminate the drawbacks and
limitations of pure tree-like resolution. First, they record so-called conﬂict clauses [18], which are implicates of the
original CNF. Adding conﬂict clauses allows one to prune many of the branches of the search tree that are yet to be
examined [1,17,18,23]. The deduced implicates are just added to the current CNF which we will also refer to as the
(clause) database. Second, some of the state-of-the-art SAT-solvers use the strategy of restarts when the SAT-solver
abandons the current search tree (without completing it) and starts a new one. So instead of one complete search tree
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the SAT-solver constructs a set of incomplete (except the last one) trees. In [1,13] the usefulness of restarts was proven
experimentally. Restarts are effectively used in Chaff [17].
We introduce a new SAT solver called BerkMin (BerkMin stands for Berkeley-Minsk, the cities where the authors
live). BerkMin can be considered as the next representative of the family of SAT-solvers that includes GRASP [18],
SATO [23], and Chaff [17]. BerkMin uses the procedures of conﬂict analysis and non-chronological backtracking
introduced in GRASP, fast BCP suggested in SATO, and Chaff’s idea of reducing the contribution of “aged” conﬂict
clauses into decision-making. Besides, BerkMin uses restarts [13].
At the same time BerkMin introduces many new features into decision-making and clause database management.
First, the set of conﬂict clauses is organized as a chronologically ordered stack (the top clause is the one deduced the
last). If in the current node of the search tree there are unsatisﬁed conﬂict clauses, the next branching variable is chosen
among the free variables, whose literals are in the top unsatisﬁed conﬂict clause. Second, we introduce a heuristic to
decide which out of the two possible assignments to the chosen branching variable should be examined ﬁrst. We show
experimentally that branch selection heuristics can inﬂuence the performance of a SAT-solver. Our heuristic is aimed
at eliminating the clause database asymmetry caused by restarts.
Third, our procedure for computing the activity of variables is different from that of Chaff. The activity of variables in
conﬂict making is used by Chaff to single out good candidates for branching variables. For computing the activity of a
variable x Chaff counts the number of occurrences of x in conﬂict clauses. This may lead to overlooking some variables
that do not appear in conﬂict clauses while actively contributing to conﬂicts (e.g. if these variables are deduced).
BerkMin solves this problem by taking into account a wider set of clauses involved in conﬂict making. Fourth, we use
a new procedure of clause database management performed after the current search tree is abandoned. The novelty of
the procedure is that the decision whether a database clause should be removed is based not only on its size (the number
of literals). It is also based on the “activity” of this clause in conﬂict making and its “age”.
We explore the contribution of each new feature of BerkMin separately by comparing BerkMin’s performance when
this feature is off and on.Besides,we explainwhy this particular novelty is included inBerkMin.This information allows
one to rate the importance of new heuristics, which could be very valuable for the developers of future SAT-solvers.
On the one hand, experiments show that each new feature of BerkMin contributes into performance improvement and
the best performance is reached when all of them are on. On the other hand, the greatest contribution seems to be made
by the new heuristic for the selection of branching variables.
We experimentally compare the performance of BerkMin with that of Chaff that is currently considered as the best
publicly available SAT-solver based on resolution. Experiments clearly show that BerkMin is more robust than Chaff.
By greater robustness of BerkMin we mean that it is able to solve more instances than Chaff in a reasonable amount
of time. Though Chaff is faster on some instances, BerkMin does not have problems solving these instances. On the
other hand, we give examples of CNFs that are relatively easy for BerkMin and that cannot be solved by Chaff even
with the timeout limit of 16 h.
2. Basic notions
Given a CNF F, a DPLL-algorithm based SAT-solver looks for a satisfying assignment that is also called a solution
to the satisﬁability problem. Search is organized as a binary tree. If no solution is found after completing search tree
examination, thenF is unsatisﬁable.At each node of the search tree the following three steps are performed: (a) choosing
the next variable to split on; (b) running the BCP procedure; (c) performing conﬂict analysis and backtracking if a
conﬂict is encountered.
The BCP procedure and conﬂict analysis are explained by the following simple example (a more detailed description
can be found in [18]). Let F be the following CNF formula: F = (a∨¬b)∧ (b∨¬c∨ y
︸︷︷︸
y=0
)∧ (c∨¬d ∨ x
︸︷︷︸
x=0
)∧ (c∨d)
Suppose that in nodes lying on the path of the search tree to the current node, variables x and y were assigned 0.
Suppose that assignment a = 0 is made at the current node. Then the clause a ∨¬b turns into a unit clause i.e. a clause
consisting only of one literal (namely, literal ¬b). This unit clause can be satisﬁed only by assigning b the value 0. This
assignment is called deduced. The substitution of the deduced value b = 0 turns clause b ∨ ¬c ∨ y into the unit clause
¬c (y was assigned 0 before reaching the current node). From clause ¬c we deduce assignment c = 0. Then from the
clause c ∨ ¬d ∨ x we can deduce d = 0 and from the clause c ∨ d following it we can deduce d = 1. That is for the
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same variable we deduce two different values. This situation is called a conﬂict. Suppose that assignment d = 0 was
deduced from the clause c ∨ ¬d ∨ x ﬁrst. The substitution of 0 for d turns c ∨ d into an empty clause:
F = ( a
︸︷︷︸
a=0
∨ ¬b
︸︷︷︸
b=0
) ∧ (b ∨ ¬c
︸︷︷︸
c=0
∨ y
︸︷︷︸
y=0
) ∧ (c ∨ ¬d
︸︷︷︸
d=0
∨ x
︸︷︷︸
x=0
) ∧ ( c
︸︷︷︸
c=0
∨ d
︸︷︷︸
d=0
).
This conﬂict is said to be caused by the clause c ∨ d or to be encountered on that clause.
A node of the search tree where a conﬂict assignment is found (i.e. a leaf of the search tree) is called a conﬂict
node. Conﬂict assignment corresponding to a conﬂict is a set S of value assignments that would “reproduce” the same
conﬂict. By “reproducing a conﬂict” we mean getting a conﬂict on the same clause after:
(1) undoing all the assignments made on the path from the root to the conﬂict node;
(2) making the assignments from S to the current set of database clauses;
(3) running the BCP procedure.
Let N be a conﬂict node and v be the variable assigned in N (i.e. after assigning variable v and running the BCP
procedure a conﬂict was encountered). A conﬂict assignment P “coding” the encountered conﬂict is constructed in
such a way that it contains only one assignment made in node N [10,18,24]. That is, it is either the assignment made
to v or only one of the assignments deduced in N. (If N ′ is just a node lying on the path from the root to N and it is
different from the conﬂict node, the set P may contain more than one assignment made at N ′.)
The set P can be constructed by running the BCP procedure in the “reverse” order. Going on with our example, for
the conﬂict encountered on the clause c ∨ d , a trivial conﬂict assignment is P = {c = 0, d = 0}. Both assignments
c = 0, d = 0 in P, however, are made at the conﬂict node. Assignment d = 0 was deduced from the clause c ∨ ¬d ∨ x
after making assignments c = 0 and x = 0. Replacing d = 0 in {c = 0, d = 0} with c = 0 and x = 0, we obtain a conﬂict
assignment {c = 0, x = 0}. Only one assignment of this conﬂict assignment (namely c = 0) was made in the conﬂict
node. So set {c = 0, x = 0} satisﬁes the requirement mentioned above. The found conﬂict assignment can be stored as
a clause c ∨ x called a conﬂict clause.
Formally, the conﬂict clause c ∨ x can be obtained by resolving clauses c ∨ d and c ∨ ¬d ∨ x in variable d. In the
general case, the reverse BCP procedure can be described by a chain of resolutions producing a conﬂict clause. The
“primal” clauses of this chain are called clauses responsible for the conﬂict. (That is, in this chain we take into account
only clauses of the current database and disregard the resolvents produced on the way to the conﬂict clause.)
On the one hand, storing conﬂict clauses prevents the SAT-solver from visiting parts of the search space that have
been proven not to contain a solution. On the other hand, conﬂict analysis allows to backtrack non-chronologically,
skipping nodes of the search tree [10,17,18].
The efﬁciency of the BCP procedure can be improved by using the idea suggested in SATO [23] that was also
employed in Chaff [17]. We omit the description of this idea. In BerkMin, our own implementation of this idea of
SATO is used.
3. New features of BerkMin
The heuristics used by BerkMin take into account general structural properties of real-life CNF formulas and so they
are applicable to a large class of instances. On the other hand, a more accurate account of structural properties of the
formula to be solved would make a SAT-solver much more efﬁcient.
Decision-making heuristics used by BerkMin are based on the following two observations. First, many real-life CNFs
are easy for algorithms like Chaff. This means that in such instances there are small subsets of variables branching on
which one can deduce short clauses (otherwise these CNFs could not be solved easily by a SAT-solver based on the
DPLL procedure and clause recording). Second, sets of variables whose literals form conﬂict clauses may change very
quickly. This observation is illustrated by the following example (Fig. 1). When the right-hand pin of the gate AND is
set to 0, the variables of the cone feeding the left pin of the gate cannot change its output. So it is conceivable that none
of the variables of the cone takes part in conﬂict clauses. On the other hand, as soon as the right-hand pin of the gate
is set to 1, the variables of the cone may become actively involved in conﬂict making.
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Fig. 1. Switching of cone variables from “idle” to active.
The two observations above lead us to the following conclusions. On the one hand, decision-making heuristics should
be sensitive enough to be able to ﬁnd a good subset of variables to branch one. On the other hand, they should be very
“dynamic” to swiftly switch from one set of branching variables to another.
An important contribution to ﬁnding such heuristics has been made by Chaff [17]. The main idea is to satisfy “the
youngest” (i.e. most recently deduced) clauses ﬁrst. To this end, for each literal l ∈ {x,¬x}, x ∈ X a counter (denote it
by counter(l)) is created. The counters increment when new conﬂict clauses are added to the database. Besides, these
counters are periodically divided by a constant. This results in Chaff’s focusing on the youngest clauses. Trying to
satisfy such clauses in the ﬁrst place, the algorithm becomes very dynamic in decision-making.
The following improvements have been made in BerkMin:
(1) The sensitivity of decision-making is increased.
(2) The mobility of decision-making is increased.
(3) A new heuristic for selecting the branch to be examined ﬁrst is suggested. The heuristic is aimed at clause database
symmetrization.
(4) A new procedure for clause database management is introduced.
These new features are considered in the following exposition in detail.
4. Sensitivity of decision-making
Let us consider how BerkMin improves the sensitivity of decision-making heuristics. Let an instance of the reverse
BCP be described by the following two resolutions: (¬a ∨ x ∨ ¬c), (a ∨ x ∨ ¬z) → x ∨ ¬c ∨ ¬z and (x ∨ ¬c ∨ ¬z),
(c∨¬y∨¬z) → x∨¬y∨¬z. So the deduced conﬂict clause is x∨¬y∨¬z. On obtaining such a conﬂict clause, Chaff
would increment counters of the literals x, ¬y, ¬z forming the conﬂict clause. In BerkMin, counter var_activity(x) is
introduced for each variable x (not a literal of x). Besides, when incrementing var_activity(x) BerkMin uses not the
conﬂict clause x ∨ ¬y ∨ ¬z but the set of all the clauses responsible for the conﬂict i.e. ¬a ∨ x ∨ ¬c, a ∨ x ∨ ¬z,
c ∨ ¬y ∨ ¬z. Counter var_activity(x) is incremented for each occurrence of a literal of x in a clause responsible for
the conﬂict. For instance, var_activity(z) is incremented by 2 because the literal ¬z is in clause a ∨ x ∨ ¬z and clause
c ∨ ¬y ∨ ¬z.
On the one hand, this way BerkMin takes into account the activity of variables x, y, z of the conﬂict clause because,
to appear in the conﬂict clause, the literals of this clause have to be in at least one clause responsible for the conﬂict. At
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Table 1
Changing sensitivity of decision-making
Class of benchmarks BerkMina (s) Less_sensitivity (s)
Hole 231.1 74.65
Blocksworld 10.26 8.18
Par16 8.83 11.31
Sss1.0 8.2 10.5
Sss1.0a 10.14 20.29
Sss_sat1.0 235.02 256.5
Fvp_unsat1.0 765.16 887.59
Vliw_sat1.0 6199.52 7263.5
Beijing 409.24 274.92
Hanoi 1409.82 8814.16
Miters 4584.72 8070.17
Fvp_unsat2.0 6539.84 25,806.79
Total 20,411.85 51,498.26
aIn all experiments, we used the version BerkMin56 that can be downloaded from [27].
the same time, BerkMin increments var_activity(a), var_activity(c) by 2 because literals of either variable appeared in
two clauses responsible for the conﬂict. These variables are disregarded by Chaff. By updating the activity of variables
on the basis of the set of all clauses responsible for a conﬂict, BerkMin becomes more sensitive to the appearance of
good branching variables.
To measure the contribution of the new heuristic we compared BerkMin with the version where it used a Chaff-like
way of computing activities of variables. Namely, the counter var_activity(x) is incremented (by 1) only if a literal
of x is in the conﬂict clause obtained after analyzing the current conﬂict. Then, for the example above, only counters
var_activity(x), var_activity(y), and var_activity(z) are incremented.
In our experiments we used the following classes of benchmarks. Classes Hole, Par16 and Hanoi are a part of the
DIMACS benchmark suite [14]. Class Hanoi was extended by adding a hard instance hanoi6 (courtesy of Henry Kautz).
Class Blocksworld comprises CNFs encoding planning problems [14]. Class Miters consists of CNFs obtained by
encoding equivalence checking of artiﬁcial combinational circuits (artiﬁcial circuits were used because their complexity
was easy to control). Beijing [19] is a “hard” class consisting of “easy” CNFs. As reported in [19], each CNF of the
Beijing class was easily solved by a SAT-solver tried in [19] but each SAT-solver had a problem in solving some
instances of that class. Classes Sss1.0, Sss1.0a, Sss-sat1.0, Fvp-unsat1.0, Vliw-sat1.0, Fvp-unsat2.0 are downloaded
from [21] and contain CNFs encoding veriﬁcation of microprocessors. The experiments were run under Windows 95
on a PC with PentiumIII-700 and 640Mbytes of memory.
The results of comparison are given in Table 1. It clearly shows that by increasing the sensitivity of decision-making
BerkMin improves the performance of the algorithm on hard classes: Hanoi, Miters, Fvp_unsat2.0.
5. Mobility of decision-making
In this section, we describe how BerkMin improves the mobility of decision-making. First we consider a potential
ﬂaw in the way Chaff picks branching variables. Suppose that the CNF to be tested for satisﬁability describes a circuit
whose fragment is pictured in Fig 1. Suppose that every 100 conﬂicts Chaff divides the counters of literals by a constant.
As soon as the value of the right-hand pin of theAND gate switches from 0 to 1, variables corresponding to cone gates
may start appearing in conﬂict clauses. Suppose that by the time of switching, the values of counters of the cone gate
variables are small in comparison with that of variables corresponding to gates beyond the cone. Then for a period of
time (lasting, say, 20–30 conﬂicts) cone variables will not be selected as branching variables. This means that Chaff
will react to the change of situation with a delay.
In BerkMin, the set of conﬂict clauses is organized as a stack, each new conﬂict clause being added to the top of
the stack. A conﬂict clause is called the current top clause if it is an unsatisﬁed clause that is the closest to the top of
the stack. The next branching variable is picked among free (i.e. unassigned yet) variables of the current top clause.
Namely, the variable having the largest value of var_activity is chosen. Let us get back to Fig. 1 Suppose that after
the right-hand pin of the AND gate has switched from 0 to 1, cone variables immediately start appearing in conﬂict
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Table 2
Changing mobility of decision-making
Class of benchmarks BerkMin (s) Less_mobility (s) (aborted)
Hole 231.1 121.89
Blocksworld 10.26 14.93
Par16 8.83 6.65
Sss1.0 8.2 17.71
Sss1.0a 10.14 16.93
Sss_sat1.0 235.02 220.36
Fvp_unsat1.0 765.16 4633.13
Vliw_sat1.0 6199.52 9507.26
Beijing 409.24 > 120, 243 (2)
Hanoi 1409.82 1072.12
Miters 4584.72 28,452.88
Fvp_unsat2.0 6539.84 > 94, 653 (1)
Total 20,411.85 > 258, 959 (3)
clauses. Then BerkMin will immediately start considering them as candidates for branching variables regardless of the
fact that variables beyond the cone may have larger values of var_activity counters. If all conﬂict clauses are satisﬁed
(i.e. only some clauses of the original formula are left unsatisﬁed), BerkMin selects the most active free variable of the
formula having the greatest value of its var_activity counter.
To measure the contribution of the new heuristic we compared BerkMin with the version where the choice of the next
branching variable wasmade in a Chaff-likemanner. Namely, most active variable among all free variables was selected
as the next branching variable. (The activity of variables was computed as in BerkMin.) The results of comparison
are given in Table 2. It shows that by increasing the mobility of decision-making BerkMin substantially improves its
performance on instances from Beijing, Miters, Fvp_unsat2.0 that are hard for Chaff (see Table 7 below).
Remark 1. In the experiments we used a “naive” implementation of the procedure for choosing themost active variable
of the formula. In the later version of BerkMin (namely version BerkMin561, available at [27]) we used an optimized
implementation of this procedure. It was found to be useful for some benchmarks, and one can try it as strategy 3 of
BerkMin561 [27].
Remark 2. Selection of branching variables among the variables of the current top clause works very well in practice.
However, one might consider it as unnecessarily restrictive. A natural question is whether this heuristic can be relaxed
and a broader set of top clauses be examined to pick a branching variable? We are going to investigate this possibility
in our future research.
6. Skin effect
An interesting question is how often the current top clause is located close to the real top of the stack. Let r be
the distance of a conﬂict clause from the top of the stack (for the topmost clause r = 0, for the clause below r = 1
and so on). Let f (r) be the number of times the next branching variable is chosen from a clause that is at distance
r from the top. (In other words, f (r) is the number of times when the current top clause was at distance r from
the top of the stack.) Our experiments show that the function f (r) decreases as r grows. This means that “younger”
conﬂict clauses inﬂuence decision-making much more than “older” ones. We will call this phenomenon the skin
effect.
Table 3 shows experimental results for a few hard instances. These instances are numbered in the following way: (1)
miter70_60_5 (class Miters); (2) hanoi6 (class Hanoi); (3) 2bitadd_10 (class Beijing); (4) 7pipe (class Fvp_unsat2.0);
(5) 9vliw (class Fvp_unsat1.0). The small value of f (0) is explained by the fact that at the moment a conﬂict clause is
put on the top of the stack, it is immediately used in the BCP procedure. So the topmost clause is used for the selection
of a branching variable only after a restart. One can see from Table 3 that the smaller the distance r of a clause from
the top of the stack is the more often this clause is used for decision-making.
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Table 3
Skin effect
Distance 1 2 3 4 5
f (0) 2086 2235 585 3678 409
f (1) 161,770 178,791 61,615 111,221 36,849
f (2) 91,154 93,820 26,021 53,224 17,715
f (3) 68,638 70,192 16,226 41,745 13,790
f (4) 52,633 55,125 12,106 32,250 10,910
f (5) 42,698 45,668 10,151 27,813 9485
f (6) 35,539 39,604 8577 23,771 8141
f (7) 30,567 34,585 7292 21,166 7213
f (8) 26,907 30,831 6229 18,715 6614
f (9) 23,564 28,119 5635 16,878 6062
f (10) 21,551 25,700 5088 15,616 5706
f (50) 2954 6074 722 4074 1181
f (100) 964 3265 253 2155 596
f (500) 108 550 24 803 231
f (1000) 39 134 7 466 138
f (2000) 4 21 3 252 39
7. Database symmetrization
Suppose that the clause C = a
︸︷︷︸
a=0
∨¬b ∨ c ∨ d
︸︷︷︸
d=0
∨¬ e
︸︷︷︸
e=1
∨f , is the current top clause where variables a, d, e are
already assigned values 0, 0, and 1, respectively, and variables b, c, f are free. Let variable c have the largest value of
var_activity(c) and so c is picked as the next branching variable. BerkMin does not try to immediately assign to c the
value satisfying C i.e. 1. It may as well assign to c the value 0. Note, that regardless of the values assigned to the current
top clause it will be eventually satisﬁed. Indeed, even if we assign c = 0 and then f = 0, clause C will turn into a unit
clause ¬b and the latter will be satisﬁed by the BCP procedure.
The heuristic for choosing the value to be assigned ﬁrst is based on the observation that restarts introduce asymmetry
into the clause database. Suppose, for instance, that when examining a search tree, branch x = 0 was explored but
then the search tree was abandoned and so branch x = 1 was not examined. All the conﬂict clauses deduced in branch
x = 0 that depended on x contained the positive literal of x. But since branch x = 1 was not explored, conﬂict clauses
containing ¬x were not produced.
In BerkMin, the choice of the branch to be explored ﬁrst is aimed at database symmetrization (to counterbalance
the asymmetry introduced by restarts). For each literal l there is a counter lit_activity(l) that shows how many conﬂict
clauses containing l have ever been deduced. Let us go on with the example above. Suppose, that for the variable c
chosen for branching lit_activity(c)= 3, lit_activity(¬c)= 5. Since lit_activity(¬c)> lit_activity(c), branch c= 0 will
be explored ﬁrst. After such a choice we may deduce conﬂict clauses containing literal c (but we cannot obtain conﬂict
clauses containing literal ¬c). This may increase the value of lit_activity(c) preserving that of lit_activity(¬c).
When all the conﬂict clauses are satisﬁed and only (some) clauses of the initial CNF formula are left unsatisﬁed, the
most active free variable is chosen. Consider BerkMin’s branching strategy in this case in more detail. Assume that all
the satisﬁed clauses have been removed from the current CNF. Assume that from the unsatisﬁed clauses all the literals
set to 0 have been removed. We will call a clause binary if it contains only two literals.
For each literal l, a cost function nb_two(l) is computed that approximates the number of binary clauses in the
“neighborhood” of literal l. Function nb_two(l) is computed as follows. First, the number of all binary clauses containing
literal l is calculated. Then for each binary clause C containing literal l, the number of binary clauses containing literal
¬v is computed where v is the other literal of C. The sum of all computed numbers gives the value of nb_two(l). This
cost function can be considered as a rough estimate of the power of BCP performed after setting l to 0. The greater the
value of nb_two(l) is the more assignments will be deduced from the binary clauses containing literal ¬v after setting
literal l to 0 in clause C. This is the reason why, given the next branching variable x, the literal l, l ∈ {x,¬x}, with the
greatest value of nb_two(l) is selected. If nb_two(x) = nb_two(¬x) then l ∈ {x,¬x} is chosen at random. Then x is
assigned the value setting the chosen literal l to 0. To reduce the amount of time spent on computing nb_two(l) we use
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Table 4
Branch selection
Class of benchmarks BerkMin (s) Sat_top (s) Unsat_top (s) (aborted) Take_0 (s) Take_1 (s) (aborted) Take_rand (s)
Hole 231.1 148.03 > 60, 269 (1) 202.52 > 60, 241 (1) 1243.02
Blocksworld 10.26 12.03 12.8 10.75 8.03 5.99
Par16 8.83 8.54 8.51 7.83 7.77 10.27
Sss1.0 8.2 8.03 26.75 8.63 17.22 9.2
Sss1.0a 10.14 8.32 17.03 14.39 13.27 8.24
Sss_sat.1.0 235.02 234.44 291.25 261.45 321.71 237.6
Fvp_unsat1.0 765.16 696.01 1093.89 827.81 465.44 824.58
Vliw_sat1.0 6199.52 5966.43 5844.34 9982.5 4462.77 6579.43
Beijing 409.24 1033.67 > 60, 111 (1) 324.62 > 60, 120 (1) 457.63
Hanoi 1409.82 8433.15 451.45 10,504.88 6437.17 2193.33
Miters 4584.72 8264.48 20,343.63 24,222.15 > 71, 706 (1) 6815.28
Fvp_unsat2.0 6539.84 10,339.67 6923.45 7256.2 10,007.85 6460.38
Total 20,411.85 36,152.8 > 155, 393 (2) 53,623.68 > 213, 808 (3) 24,844.75
a threshold value (in our experiments it was equal to 100). As soon as the value of nb_two(l) exceeds the threshold its
computation is stopped. It should be noticed that the idea of taking into account binary clauses in decision-making is
not new. For example, it is successfully used in SATZ [16] (though cost functions of SATZ are different from ours).
To estimate the usefulness of the proposed heuristic for branch selection we compare BerkMin with ﬁve other
heuristics for assigning a value to the chosen free variable of the current top clause. In the experiments, we varied
branch selection heuristics only for decisions made on the current top clause i.e. only when some conﬂict clauses were
still unsatisﬁed. The reason is that this part of BerkMin decision-making is new and so of greatest interest. Besides,
due to the skin effect discussed above, the majority of decisions are usually made on conﬂict clauses.
The results of experiments are shown in Table 4. The heuristic Sat_top always chooses the value that satisﬁes the
current top clause. The heuristic Unsat_top always picks the value that unsatisﬁes the current top clause. (So the current
top clause is satisﬁed only by the BCP procedure.) The heuristic Take_0 always assigns value 0. The heuristic Take_1
always assigns value 1. Heuristic Take_rand randomly picks a value from the set {0, 1}.
Table 4 shows that the heuristic used by BerkMin and Take_rand have the best average performance, BerkMin’s
heuristic being slightly better. The reason why Take_rand is competitive is that the random choice of assignment
also leads to clause database symmetrization. The fact that the performance of the heuristics varies so much even
on unsatisﬁable instances (like formulas of class Fvp_unsat2.0 or Miters) shows that the order of branch exploration
matters in the presence of restarts. So a better heuristic than the one currently used by BerkMin may be found in the
future.
8. Clause database management
For large and/or hard instances it is impossible to store all the deduced conﬂict clauses. So, one has to remove
some of them. In BerkMin, some clauses are “physically” removed from the database before starting the next iteration
(i.e. building a new search tree). This allows one to reduce memory used for database allocation. In the process of
removing clauses BerkMin’s data structures are partially or completely recomputed to ﬁt them into smaller memory
blocks.
A fraction of clauses is removed “automatically” due to retaining some value assignments deduced in the last iteration.
Namely, all the value assignments, that were deduced from unit conﬂict clauses (if any) and in the BCP procedure
triggered by the assignments deduced from unit conﬂict clauses, are retained in the new iteration. All the clauses that
are satisﬁed by the retained assignments are removed from the current CNF.
The rest of the clauses to be removed are selected using heuristics described below. Usually, the longest or so-called
irrelevant clauses are the ones to be removed [16,18] (the length of the clause is the number of its literals). However,
experiments show that there are long clauses whose presence in the database can substantially improve the performance
of a SAT-solver even though the number of such useful long clauses to be stored may be small.
BerkMin removes conﬂict clauses from the database based on their length, age, and activity. The age of a clause is
the position of the clause in the current stack. The closer a clause to the top, the younger it is. To compute the activity
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of a clause C a counter clause_activity(C) is used. This counter stores the number of conﬂicts for which C has been
responsible.
Roughly speaking, the set of conﬂict clauses can be partitioned into the sets of young and old clauses. BerkMin gives
preference to keeping young clauses for the following three reasons. Firstly, young conﬂict clauses are the hardest to
deduce because it took the largest amount of time to obtain them. (Here we assume that the time BerkMin needs to
produce a conﬂict clause consists of (1) the time needed to resolve clauses of the initial formula and their derivatives
to obtain that clause (2) the time BerkMin takes to “realize” that it needs that clause). Secondly, due to the skin effect
a small set of youngest clauses is responsible for almost all cases of decision-making. Thirdly, as it was mentioned in
Section 5 keeping young clauses maintains the high mobility of decision-making.
In the implementation of BerkMin described in this paper, a clause is considered to be young if the distance of the
clause from the top clause of the conﬂict clause stack is less than 1516 of the stack size. A young clause C is kept in the
database if length(C)< 43 or clause_activity(C)> 7where length(C) is the length of clauseC.An old clauseC is kept in
the database if length(C)< 9 or clause_activity(C)> threshold. The threshold is initially equal to 60 and then it is grad-
ually increased so that long clauses that had been active in the past but stopped participating in conﬂicts will be removed.
The activity of a clause shows its contribution to previous conﬂicts. A natural assumption is that active clauses may
stay active for a while participating in new conﬂicts. If an active clause, say a∨b∨· · ·∨c ﬁnally takes part in derivation
of a unit conﬂict clause, say b, either clause will be “naturally” removed from the database as the result of deducting
the assignment b = 1. If a clause stops taking part in conﬂict making, it will be removed from the database as passive
unless this clause is very short. Conﬂict clauses of small length are kept in the database regardless of their activity
because they may become useful in the future.
It should be noted that the used procedure of clause removal makes BerkMin incomplete because there is a possibility
of looping. Indeed, it is possible that the algorithm removes and then deduces the same set of clauses. For example, if
all the clauses deduced in the current iteration have more than 42 literals and their activity is less than 7, all of them
will be removed from the database. Then after restarting the algorithm, the same set of clauses will be deduced and
then removed again and so on.
A simple way of eliminating the possibility of looping is as follows. One conﬂict clause deduced since the last restart
is marked and forever forbidden to be removed from the database (unless it is satisﬁed by an assignment retained from
the previous iteration). Then we guarantee that the number of marked clauses in the database grows monotonically and
so no looping is possible. The number of marked clauses to be kept can be reduced n times by marking a clause only
after performing n iterations (restarts). This technique is not hard to implement. It is partially implemented in BerkMin
by forbidding to remove the current topmost clause of the stack. (However this clause is not marked and so can be
removed in the future.) In practice, it seems to be enough to prevent looping because we have never observed any case
of (obvious) looping in BerkMin.
In experiments, we compared BerkMin’s strategy of database management with the strategy used by GRASP. The
latter is to remove from the database clauses that are longer than a threshold. (In our experiments the threshold was
42, i.e. the same threshold that is used by BerkMin to remove young clauses.) Table 5 gives the experimental results.
The results of the version (called limited_keeping) that simulates GRASP’s database management are given in the last
column of the table.
Table 5 shows that BerkMin’s database management allows to speed up its performance at least a couple of times
on hard classes Hanoi, Miters, Fvp_unsat2.0. Besides, as it was observed in [10] BerkMin typically uses much less
memory than Chaff whose database management is similar to GRASP’s.
9. Comparison with other programs
BerkMin was written from scratch in Microsoft’s Visual C + + under Windows-95. Then it was ported to Solaris
using GNU’s C++ compiler gcc. In the experiments, we compared BerkMin with Chaff [16]. (We used the Princeton
version of Chaff that can be downloaded from [26]. The comparison of BerkMin with the version of Chaff called
mChaff [25] is given in [10].) BerkMin and Chaff were run on the same SUNW, Ultra-80 system with clock frequency
450MHz and 4Gbytes of memory.
The results of the experiments are shown in Tables 6–10. Tables 6, 7 are mostly self-explanatory. Table 6 contains
instances for which BerkMin’s and Chaff’s performances are comparable. The result of the program that had the best
runtime on a class of instances is shown in bold.
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Table 5
Database management
Class of benchmarks BerkMin (s) Limited_keeping (s)
Hole 231.1 696.79
Blocksworld 10.26 7.52
Par16 8.83 7.95
Sss1.0 8.2 8.87
Sss1.0a 10.14 9.4
Sss_sat1.0 235.02 235.42
Fvp_unsat1.0 765.16 1328.1
Vliw_sat1.0 6199.52 5858.0
Beijing 409.24 388.52
Hanoi 1409.82 17,566.16
Miters 4584.72 9143.33
Fvp_unsat2.0 6539.84 22,630.55
Total 20,411.85 57,880.71
Table 6
Benchmarks on which Chaff’s and BerkMin’s performances are comparable
Class of benchmarks Number of instances zChaff (s) BerkMin (s)
Blocksworld 7 33.2 9.0
Hole 5 38.0 339.0
Par16 10 27.7 13.6
Sss 1.0 48 85.3 13.4
Sss 1.0a 8 32.2 17.9
Sss-sat 1.0 100 593.9 254.4
Fvp-unsat 1.0 4 1140.8 1637.4
Vliw-sat 1.0 100 12,334.2 7305.0
Table 7
Benchmarks on which BerkMin dominates
Class of benchmarks Number of instances zChaff BerkMin
Time (s) Number of aborted Time (s) Number of aborted
Beijing 16 247.6 (> 120, 247.6) 2 494.0 0
Miters 5 1917.4 (> 121, 917.4) 2 3477.6 0
Hanoi 3 50,832.1 0 1401.3 0
Fvp-unsat 2.0 22 26,944.7 (> 146, 944.7) 2 6869.7 0
Table 7 contains results on more complex classes of CNFs. Three out of four classes of Table 7 contain at least one
CNF that Chaff was not able to solve without exceeding the timeout limit (60,000 s). In the column “time” describing
Chaff’s performance, the upper number gives the total time spent on the instances that Chaff ﬁnished. The lower number
is equal to the upper number plus 60,000 times the number of aborted instances in the class.
In our opinion, the main conclusion that can be drawn from Table 7 is that BerkMin is more robust than Chaff. One
more argument substantiating this point of view is the following. The web site [19] gives statistics on the performance
of 23 SAT-solvers (including a version of Chaff) on a representative set of instances. This set includes the 16 CNFs of
class Beijing which are all satisﬁable except one CNF. Each of the 23 SAT-solvers had at least two CNFs of the Beijing
class that it was not able to solve in the timeout limit (10,000 s). Interestingly, there are no “universally” hard CNFs in
this class. That is a CNF that cannot be solved by one SAT-solver can be ﬁnished in a few seconds by another, which
suggests that these SAT-solvers are not robust. At the same time, BerkMin was able to solve all the 16 CNFs of the
Beijing class in about 8min.
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Table 8
Details of Chaff’s and BerkMin’s performance on some instances (runtimes)
Instance name Satisﬁable zChaff BerkMin
Number of decisions Time (s) Number of decisions Time (s)
9vliw_bp_mc No 2,577,451 1116.2 2,384,485 1625.0
Hanoi5 Yes 1,290,705 9517.6 194,672 71.2
Hanoi6 Yes 4,977,866 41,313.1 1,948,717 1328.7
4pipe No 466,909 396.7 144,036 40.9
5pipe No 1,364,866 894.4 213,859 71.8
6pipe No 5,271,512 11,811.7 1,371,445 1015.6
7pipe* No 14,748,116 > 60, 000 3,357,821 3673.2
Table 9
Details of Chaff’s and BerkMin’s performance on some instances (database size)
Instance name Satisﬁable zChaff BerkMin
(Database size)/(Initial CNF size) (Database size)/(Initial CNF size) (Largest CNF size)/(Initial CNF size)
9vliw_bp_mc No 2.40 1.88 1.04
Hanoi5 Yes 68.90 8.68 2.38
Hanoi6 Yes 93.30 19.58 4.19
4pipe No 3.09 1.49 1.08
5pipe No 2.70 1.09 1.01
6pipe No 5.13 1.71 1.05
7pipe* No 7.21 1.95 1.05
Table 10
Performance of BerkMin, zChaff and limmat on Sat-2002 competition instances
Family Instance Sat/Unsat BerkMin (s) Limmat (s) zChaff (s)
Bmc2 Cnt10 Sat 15,345.3 * *
Comb Comb2 Unsat 1540.5 * *
Comb Comb3 Unsat 1090.3 * *
Dinphil-UNSAT Dp11u10 Unsat 3396.1 * *
F2clk F2clk_40 Unsat 10,144.1 * *
Fifo Fifo8_300 Unsat * * 5716.7
Fifo Fifo8_400 Unsat * * 16,083.8
Fvp-unsat-2.0 6pipe Unsat 1174.5 * 12,714.6
Fvp-unsat-2.0 6pipe_6_ooo Unsat 1011.3 * 4398.2
Fvp-unsat-2.0 7pipe Unsat 5156.2 * *
Ip Ip36 Unsat 395.5 20,918.7 6982.3
Ip Ip38 Unsat 831.5 5641 13,217.2
Ip Ip50 Unsat 2170.5 * *
Satex-challenges Cnf-r4-b1-k1.1-comp Sat 324.4 21,339.3 *
Satex-challenges Cnf-r4-b1-k1.2-comp Sat 16,566.9 20,454.5 *
W08 W08_14 Sat 9609.4 * Solved
W08 W08_15 Sat 18,016.2 * *
Total number of solved instances 15 4 7
Total number of solved satisﬁable instances 5 2 1
Tables 8 and 9 give some details of Chaff’s and BerkMin’s performance on a few instances from classes fvp-unsat1.0,
Hanoi, and fvp-unsat2.0. Chaff was aborted on the instance 7pipe (marked with the star symbol). Table 8 shows that
BerkMin has better performance because it builds smaller search trees. The columns (Database)/(Initial CNF size) of
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Table 10 give the ratio of the total number of generated conﬂict clauses and clauses of the initial CNF to the number of
clauses of the initial CNF. It is not hard to see that the clause database built by BerkMin is smaller than Chaff’s. The
column (Largest CNF size)/(Initial CNF size) shows that the number of clauses BerkMin had to keep in memory at the
same time was at most four times the number of clauses in the initial CNF. (Unfortunately, Chaff does not report the
size of the largest intermediate CNF.)
Table 10 gives the results of Chaff, limmat and BerkMin on the industrial benchmarks used in the second (ﬁnal) stage
of the SAT-2002 competition [19]. At this stage the four Sat-solvers that had successfully passed the ﬁrst stage in the
two categories of industrial benchmarks were run on 31 hard CNF formulas with the time limit of 6 h. Having solved
seven out of 31 instances, Chaff became the winner in the category of complete solvers on industrial benchmarks.
Having solved two satisﬁable instances (out of the satisﬁable formulas of the 31 instances) limmat became the winner
in the category of satisﬁable industrial benchmarks.
BerkMin also took part in the competition but unfortunately had a bug and so crashed on almost half the in-
stances. (We became aware of the bug only after the ﬁrst stage results had been released and immediately ﬁxed it.
However, according to the rules of the competition, we were not allowed to replace the buggy version at the sec-
ond stage of the competition. The bug had never exposed itself under Solaris and showed only under Linux that
was used in the competition as an operating system.) Nevertheless, the buggy version BerkMin had successfully
passed the ﬁrst stage in four categories and even become a winner in the category of satisﬁable handmade CNF
formulas.
Table 10 gives a more realistic picture about BerkMin’s performance on competition instances. The runtimes of
limmat and Chaff are taken from the competition web page [19]. (One of the instances, namely w08_15, is just marked
as “solved within the time limit” because the exact runtime for this instance is unavailable.) BerkMin’s results are
obtained on the same computer that was described in the beginning of the section. It has the same frequency (450MHz)
as competition computers but is slightly faster (up to 15%). In Table 10 we list only those CNF formulas (out of 31
instances) that were solved within the time limit of 6 h. This result holds if one multiplies BerkMin’s runtimes by
1.15 to offset slightly better performance of our computer. (The discrepancy between BerkMin’s runtimes on instances
6pipe and 7pipe in Tables 8 and 10 is explained by the fact that all the CNF formulas used in the competition were ﬁrst
“reshufﬂed” by permuting clauses and variables.)
10. Conclusions
Currently, SAT research is developing very dynamically. As one can judge from the results of the SAT-2003 compe-
tition [28], substantial progress has been made since last year (when this paper was submitted). A few new SAT-solvers
showed very high performance there. (Some of these solvers are based on the ideas of BerkMin preliminary described
in [10].) Our SAT-solver BerkMin561 [27] that is an advanced version of BerkMin came second in the category of
industrial benchmarks while our other SAT-solver Forklift became the winner in that category. Either program uses all
the ideas described in this paper. In the last year BerkMin has become popular among numerous research groups in
industry and academia.We have recieved a lot of questions concerning BerkMin. In this paper we tried to answer them.
One might consider the values of parameters used in BerkMin as arbitrary and having little if any “theoretical”
justiﬁcation. We agree that one may encounter some classes of formulas where one will have to reconsider the values
of parameters. Nevertheless, the current assignment of values has been made on the basis of numerous experiments
and proved to be effective on a very representative set of industrial CNF formulas.
Choosing the next branching variable among the variables of the current top conﬂict clause seems to be the most
signiﬁcant new feature of BerkMin. In our opinion, this decision-making strategy can be improved by considering not
just one but a small set of conﬂict clauses that are close to the current top of the stack. On the other hand, the branch
selection heuristic aimed at database symmetrization seems to be the weakest novelty of BerkMin since it gives only a
very small advantage over choosing the next branch randomly . We believe that this heuristic can be improved.
One more important direction for future research is restart strategy. The restart strategy used in BerkMin is described
in [10]. It is very primitive (being close to random) and we believe it can be signiﬁcantly improved. Finally, probably the
most important resource for improving the performance of SAT-solvers on “real-life” formulas is taking into account
formula’s structure [11].
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