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PATHWISE SOLUTIONS FOR FULLY NONLINEAR FIRST- AND
SECOND-ORDER PARTIAL DIFFERENTIAL EQUATIONS WITH
MULTIPLICATIVE ROUGH TIME DEPENDENCE
PANAGIOTIS E. SOUGANIDIS
Abstract. The notes are an overview of part of the theory of pathwise weak solutions to two classes
of scalar fully nonlinear first- and second-order degenerate parabolic partial differential equations
with multiplicative rough time dependence, a special case being Brownian. These are Hamilton-
Jacobi-Isaacs-Bellman and quasilinear divergence form equations including multi-dimensional scalar
conservation laws. If the time dependence is “regular”, the weak solutions are respectively the
viscosity and entropy/kinetic solutions. The results presented here are about the wellposedness of
the solutions. Some concrete applications are also discussed. The material for the first class of
problems are part of the ongoing development of the theory in collaboration with P.-L. Lions. The
results about quasilinear divergence form equations are based on joint work with P.-L. Lions, B.
Perthame and B. Gess.
0. Introduction
This is an overview of part of the theory of pathwise weak solutions to two classes of scalar fully
nonlinear first- and second-order degenerate parabolic stochastic partial differential equations (spde
for short) with multiplicative rough time dependence, a special case being Brownian. These are
Hamilton-Jacobi and quasilinear divergence form pde including multidimensional scalar conserva-
tion laws. If the time dependence is “regular”, the weak solutions are respectively the viscosity and
entropy/kinetic solutions. The results presented here are about the wellposedness of the solutions.
Some concrete applications are also discussed both to motivate as well as to show the scope of
the theory. The material about the first class of problems are part of the ongoing development
of the theory in collaboration with P.-L. Lions [57, 58, 59, 60, 61, 62, 54, 55]. The results about
quasilinear divergence form equations are based on joint work with P.-L. Lions, B. Perthame and
B. Gess [49, 50, 51, 29, 28, 30, 27].
Problems of the type discussed here arise in several applied contexts and models for a wide variety
of phenomena and applications including mean field games, turbulence, phase transitions and front
propagation with random velocity, nucleations in physics, macroscopic limits of particle systems,
pathwise stochastic control theory, stochastic optimization with partial observations, stochastic
selection, etc..
The theory is about the general Hamilton-Jacobi-Bellman-Isaacs evolution equations
(0.1) du = F (D2u,Du, u, x, t)dt +
m∑
i=1
Hi(Du, u, x, t) · dBi in QT := RN × (0, T ],
and the scalar divergence form quasilinear problem
(0.2) du+
N∑
i=1
∂xiAi(u, x) · dBi − div(A(u, x)Du)dt = 0 in QT ,
1
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with initial condition
(0.3) u(·, 0) = u0 on RN .
Here F,H1, . . . ,Hm, A1, . . . , AN and A are (at least) continuous functions of their arguments (exact
assumptions will be shown later), F and A are respectively degenerate elliptic and monotone,
B := (B1, . . . , Bm) is a continuous rough path in time, “·” simply denotes the way B acts on the
Hi and Ai. When B it is a Brownian path, “·” becomes the usual Stratonovich differential “◦”,
something justified by the fact that the pathwise solutions to the equations may be obtained as the
limit of solutions to the equations with B replaced by smooth approximations. Finally, B can be
taken to be a finite mode approximation of “colored white noise.” Given the notation used here,
its smooth spatial dependence is taken to be part of the Hi’s and the Ai’s.
When B is either smooth or has bounded variation, then “d” is the regular time derivative and
(0.1) and (0.2) are classical “deterministic equations” which have been studied using respectively
the classical viscosity and entropy/kinetic theories.
The theory presented in these notes is a pathwise one and simply treats B as the time derivative of
a continuous function. When the Hi’s and Ai’s are independent of x, the general qualitative theory
does not need any other assumption but continuity. When there is spatial dependence then it is
necessary to use more and the theory of rough paths comes in handy as it will become clear later.
There is a vast literature for linear and quasilinear versions of (0.1) as well as work for some versions
of (0.2). Listing all the references is not possible in this introduction but connections will be made
in the next sections.
A warning. These notes are by no means comprehensive. They represent a summary of the kind
of results that have been obtained in the past as well as a reference to the problems and open
questions. A reader interested in the area should definitely consult all the references.
Organization of the notes. Concrete examples where (0.1) and (0.2) arise are presented in Sec-
tion 1. Section 2 discusses the main difficulties and explains why the Stratonovich formulation is
more appropriate. Section 3 is devoted to some special cases, a classical result about stochastic
Hamilton-Jacobi equations in the smooth regime as well as nonlinear equations with linear rough
path dependence. Section 4 is about fully nonlinear equations with semilinear rough path depen-
dence. Section 5 discusses formulae or the lack thereoff for Hamilton-Jacobi equations with time
dependence. Section 6 is about the simplest possible nonlinear pde with rough time signals as
the limit of regular approximations. Results about the wellposedness of the pathwise solutions to
nonlinear first order pde with nonsmooth Hamiltonians and rough signals is presented in Section 7.
Section 8 is devoted to the second order problems with smooth Hamiltonians. Section 8 summa-
rizes some upcoming results and ongoing research. Section 9 is about stochastic conservation laws.
Finally, the Appendix summarizes few basic things from the classical theory of viscosity solutions
that are used in the notes.
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1. Motivation and some examples
A discussion follows of a number of results that have been proved or may be solved using the theory
presented in here. In several places in this section, to keep the discussion simple, the presentation
is informal.
Motion of interfaces. An important question in pde and geometry as well as applications like
phase transitions is the understanding of the long time behavior of solutions to reaction-diffusion
equations and the properties of the interface developing (for large times) separating the regions
where the solutions approach the different equilibria of the equation.
A classical and well studied problem in this context is the asymptotic behavior of the solutions uε
to the so-solutions tocalled Allen-Cahn equation
uεt −∆uε +
1
ε
W ′(uε) = 0 in QT ,
where W : R → R is a double-well potential with wells of equal depth located, for example, at
±1. It is well known that as, ε→ 0, uε → ±1 inside and outside an interface moving with normal
velocity V = −κ, where κ is the mean curvature. The interface is the zero-level-set of the solution
to the level-set pde
(1.1) vt − (I − Dv|Dv| ⊗
Dv
|Dv|) : D
2v = 0 in QT ,
where for A,B ∈ SN , A : B := trAB and I is the identity matrix in RN .
For the applications, however, it is interesting to consider potentials with wells at locations which
change with the scale ε and depend on x and t. An example of such a problem is
uεt −∆uε +
1
ε
(W ′(uε) + c(t)ε1/2) = 0 in QT ,
for some smooth c, which leads, as ε→ 0, to an interface moving with normal velocity
V = −κ+ αc(t) for some α ∈ R which depends only on the potential W .
A natural question is what happens if c is irregular and, in particular, if c = dB, where B is
a Brownian path. It turns that in this case the oscillations of the wells of W + ε1/2dB are too
extreme for the system to stabilize. However, if B is replaced by a “mild” approximation Bε, then
the asymptotic interface moves with normal velocity
V = −κ+ αdB,
and is characterized as a level-set of the solution to the “stochastic” level-set pde
(1.2) dv − (I − Dv|Dv| ⊗
Dv
|Dv| ) : D
2vdt+ α|Dv| ◦ dB = 0 in QT .
The asymptotic behavior of the solutions to the perturbed Allen-Cahn equation with c = dB and
B a space time Brownian motion was conjectured by Otha, Jasnow and Kawasaki [66] , while the
unperturbed equation was proposed by Allen and Cahn [1] as a model to study phase transitions.
The rigorous justification of the conjectured behavior for the latter as well as its perturbed version
with c smooth was obtained by Evans, Soner and Souganidis [21] and Barles and Souganidis [7];
see Souganidis [3, 81] for a comprehensive overview of the theory. For the former problem with
c = dBε and Bε a mild approximation of a time Brownian Yip [84] and Funaki [25] obtained results
for short time and convex initial interfaces. Lions and Souganidis [54] proved the full global in time
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result in this case and they also showed that the behavior conjectured in [66] cannot be correct if
c = dB and B a Brownian motion in time. The explanation for the latter is that the oscillations
due to the presence of dB are so strong that they interfere with the stability properties of the
equilibria of the potential.
A stochastic selection principle. A classical question in the theory of level-set interfacial
motions is whether there is “fattening”, that is, if there are configurations (initial data) such that
the zero level-set of the solution v to (1.1) develops interior. For the motion by mean curvature it is
known that, if the initial datum is two touching balls, then,, for positive times the evolving front is
a “surface” that looks like the boundary of either two separated shrinking balls or some connected
open set which moves in time, and there are well defined minimal and maximal moving boundaries.
The reason behind such behavior is that the curvature is not well defined at the touching point
and the initial surface can be thought as the boundary of either two balls which are infinitesimally
separated or an open set which is “almost” pinched.
As it is often the case the introduction of stochasticity resolves this ambiguity and provides a
definitive selection principle. Indeed it was proved by Souganidis and Yip [82] that the solutions
v±ε of the stochastically perturbed level-set pde
dv±ε − (I − Dv
±ε
|Dv±ε| ⊗
Dv±ε
|Dv±ε|) : D
2v±εdt± ε|Dv±ε| ◦ dB = 0 in QT ,
with initial data two touching balls, never develop interior and, as ε → 0, their zero level-set
converges in the Hausdorff distance to the maximal interface of the unperturbed problem.
Pathwise stochastic control theory. A typical stochastic control theory problem consists of a
controlled stochastic (sde for short) differential equation
dXt = b(Xt, αt)dt+
√
2σ(Xt)dB for t > 0 and X0 = x,
where (αt)t≧0 ∈ A, the set of control procesess satisfying appropriate measurability properties and
taking values in some compact set A, and a pay-off functional, which, to simplify the presentation,
here is taken to be
J(x, t) = g(Xt),
the goal being to minimize the pay-off over A.
If the minimization takes place in a pathwise sense, it was conjectured in Lions and Souganidis
[58] and shown in [54] (see also Buckdahn and Ma [9] for a special case) that the associated value
function
u(x, t) := inf
A
g(Xt)
is the pathwise solution to the nonlinear stochastic pde
du+ sup
α∈A
(−b(x, α) ·Du)dt−
√
2σDu ◦ dB = 0 in QT u(·, 0) = g on RN ,
which is a special case of (0.1) with F nonlinear and H linear.
The classical stochastic control theory is about the minimization of the mean of the payoff and the
value function
w(x, t) = inf
A
Eg(Xt)
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is the viscosity solution to the “deterministic” Bellman pde
wt + sup
α∈A
(−b(x, α) ·Dw)− σσT : D2w = 0 in QT u(·, 0) = g on RN .
Notice that formally it is possible to obtain the pde above by taking expectations to the stochastic
pde satisfied by v. This argument requires commuting expectations with nonlinearities which is,
however, far from rigorous.
Mean field games. A typical example of the Lasry-Lions mean field theory [41, 39, 40] is the
study of the asymptotic behavior, as L→∞, of the law L(X1t , . . . ,XLt ) of the solution to the sde
dXi = σ(Xi,
1
L− 1
∑
j 6=i
δXj ) ◦ dB (i = 1, ..., L).
Here δy is the Dirac mass at y and σ ∈ C0,1(RN ×P(RN );SN ), SN and P(X) being, respectively,
the sets of symmetric N ×N matrices and probability measures on X.
The result (see Lions [43]) is that, as L→∞, in the sense of measures and all t > 0,
L(X1t , . . . ,XLt )→ pit ∈ P(P(RN )),
and the density (mt)t≥0 of the evolution in time of (pit)t≥0 defined, for all U ∈ C(P(RN )), byˆ
U(m)dpit(m) = E[U(mt)],
solves the stochastic conservation law
dm+ divx(σ
T (m,x) ◦ dB) = 0,
which is a special case of (0.2); here σT is the transpose of the matrix σ.
2. The Main Difficulties and Stratonovich vs Itoˆ’s formulation.
Main difficulties. Given that, in general and even without rough signals, (0.1) and (0.2) do not
have global smooth solutions, it is natural to expect that this is the case in the presence of rough
time dependence.
It is also not possible to use directly the standard viscosity and entropy solutions of the “deter-
ministic” theory, since they depend on inequalities satisfied either at some special points or after
integration. For example, the weak entropy inequality dS(u) +Q(u)x · dB ≤ 0 for all pairs (S,Q)
of convex entropy S and entropy flux Q, where for simplicity it is assumed that N = 1 and A = 0
in (0.2), does not appear to make sense.
Moreover, the lack of regularity does not allow to express the solutions in any form involving time
integration as is the case for sde. For example, if u is the viscosity solution to ut = H(Du) in QT ,
the expression u(x, t) = u(x, s)+
´ t
s H(Du(x, τ))dτ does not make sense due to the lack of regularity.
Another option, at least for m = 1, is to take advantage of the multiplicative noise to change time
and obtain an equation without rough parts. For example, formally, if du +H(Du) · dB = 0, the
change of time u(x, t) = U(x,B(t)) yields that U must be a global smooth solution to the forward-
backward time homogeneous Hamilton-Jacobi equation Ut +H(DU) = 0 in R
N × (−∞,∞). It is,
of course, well known that such solutions do not exist in general. Behind this difficulty is the basic
fact that the nonlinear problems develop shocks which are not reversible, while the changing sign
of the rough signals, in some sense, forces the solutions to move forward and backward in time. Of
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course the time change works in intervals where dB does not change sign. More details about this
are given later in the notes.
A natural question is whether it is possible to solve the equations in law. Recall that solving the sde
dX =
√
2σ(Xt)dB in law is equivalent to understanding, for all smooth φ and T > 0, the solutions
u to the initial value problem
ut = σσ
T : D2u in QT u(·, 0) = φ on RN .
For the equations here the state variable would be functions in a suitable function space and the
corresponding sde is set in infinite dimensions. For example, the infinite dimensional pde describing
the law of du =
√
2H(Du) ◦ dB is, formally,
Ut = D
2U(H(Df),H(Df)).
The problem is that the Hessian D2U is an unbounded operator independently of the choice of the
base space. Such pdes are far away from the theory of viscosity solutions in infinite dimensions
developed by Crandall and Lions [14, 15].
Solving linear stochastic pde in law is related to the martingale approach which has been used
successfully in linear and some quasilinear settings. A partial list of references is Chueshov and
Vuillermot [11, 12], Da Prato, Ianelli and Tubaro [16], Huang and Kushner [33], Krylov [36], Krylov
and Ro¨ckner [37], Rozovski˘ı [75, 76], Pardoux [69, 67, 68, 70], Watanabe [83], etc.. The methodology
requires some tightness (compactness) which typically follows from estimates on the derivatives of
the solutions. In general, the latter are not available for nonlinear problems.
Stratonovich vs Itoˆ. In the study of sde it is important to decide if the equations are considered in
the Stratonovich or Itoˆ sense, each of which having advantages and disadvantages; more regularity
and chain rule for the former and less regularity but no chain rule for the latter.
At first glance, the choice of calculus does not seem to be relevant for the nonlinear problems
discussed here due to the lack of regularity the solutions. This is, however, not the case. The
actual formulation plays an important role in the interpretation, wellposedness, stability and the
construction of the solutions, which, typically, are obtained as limits of solutions with regular time
dependence. The discussion below addresses this issue.
The advantage of the Stratonovich formulation can be seen in the following rather simple example.
Consider, for λ ≧ 0, the Itoˆ form spde
du =
√
2λuxxdt+ uxdB in QT .
The change of variables u(x, t) = v(x+B(t), t) yields that v satisfies the (deterministic) pde
vt = (λ− 1)vxx,
which is well-posed if and only if λ > 1.
Of course this is not an issue if the spde was in Stratonovich form to begin with. In that case the
change of variables yields the equation
vt = λvxx,
which is well posed if and only if λ > 0. And this more natural, since it is the case when B is a
smooth path.
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Consider, for example, a family (Bε)ε>0 of smooth approximations of the Brownian motion B and
the the solution uε to
uεt =
√
2λuεxx + u
ε
xB˙
ε.
It is obvious that uε(x, t) = v(x + Bε(t), t) with v solving vt = λvxx. Then, letting ε → 0 yields
that uε → u, which solves
du =
√
2λuxxdt+ ux ◦ dB.
Another example, where the use of Stratonovich appears to be necessary, is the application to front
propagation via level-set pde. One of the critical elements of the theory is that the moving interfaces
depend only on the initial one and not the particular choice of the initial datum of the pde. This
is equivalent to the requirement that the equations are invariant under increasing changes of the
unknown.
Consider, for example, the pde
ut + |Du| = 0 .
Arguing as if the solution u were smooth (the argument can be made rigorous using viscosity
solutions), it is straightforward to check that, for nondecreasing φ, φ(u) is also a solution; note that
the monotonicity of φ is important when dealing with viscosity solutions.
Assume that the correct formulation of the level-set pde of the interfacial motion V = dB with B
a Brownian motion is
du = |Du|dB.
If u is a smooth solution and φ : R→ R is smooth and nondecreasing, Itoˆ’s formula yields that
dφ(u) = |Dφ(u)|dB + 1
2
φ′′(u)|Du|2,
which clearly is not the same equation as the one satisfied by u. This is of course not the case if
the level-set pde was written in the Stratonovich form, which, however, requires a priori additional
regularity which is not available here. Indeed, if du = H(Du) ◦ dB, then, in Itoˆ’s form
du = H(Du)dB +
1
2
< D2uDH(Du),DH(Du) > dt,
where for x, y ∈ RN , < x, y > is the usual inner product.
In the context of second- and first-order (deterministic) pde the difficulties due to the lack of
regularity are overcome using viscosity solutions. Their definition is based on inequalities which,
as mentioned earlier, cannot be expected to make sense in the presence of rough signals.
There is, however, a definition for viscosity solutions, which, at first glance, appears to be more
conducive to stochastic calculus. Unfortunately its Statonovich formulation fails since it requires
regularity which is not available, while, given in Itoˆ’s form, it leads to the wrong conclusions.
Indeed, for B smooth, consider again the equation
ut = H(Du, x)B˙
and recall that the classical definition of viscosity sub-solutions is equivalent to the requirement
that, for any smooth φ : QT → R, the map t → max(u − φ) satisfies, in the viscosity sense, the
differential inequality
d
dt
max(u(·, t)− φ) ≦ sup
x¯(t)
(H(Dφ(x¯(t)), x¯(t))B˙),
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where x¯(t) denotes a point where max(u(·, t)− φ) is achieved — there may, of course, exist several
such points, etc..
If B is a Brownian motion, then, assuming that there exists a unique maximum point x¯(t) of
u(·, t)− φ, the Stratonovich formulation should be
d
dt
max(u(·, t) − φ) ≦ H(Dφ(x¯(t)), x¯(t)) ◦ dB,
a fact which completely breaks down due to the lack of regularity in t of the map t 7→ x¯(t).
When B˙ ∈ L1((0, T )), the above inequality is meaningful and has been used by Lions and Perthame
[47] and Ishii [34] to study viscosity solutions toHamilton-Jacobi equations with L1-time depen-
dence.
Requiring that the inequality holds in Itoˆ’s sense also contradicts the classical fact that the maxi-
mum of two subsolutions is a subsolution.
Recall that, if u and v are actually differentiable with respect to t, then
d
dt
(max(u, v)) = 1{u(·,t)>v(·,t)}ut + 1{u(·,t)≦v(·,t)}vt,
where 1A denotes the characteristic function of the set A, and, if
ut = H(Du) , vt = H(Dv) and H(0) = 0,
it follows that
d
dt
max(u, v) ≦ H(D(max(u, v))),
and, hence, max(u, v) is a sub-solution.
Checking the same claim in the Itoˆ’s formulation yields
dI max(u, v) ≧ 1{u(·,t)>v(·,t)}dIu+ 1{u(·,t)≦v(·,t)}dIv,
where dI denotes the Itoˆ differential. The above inequality suggests, always formally, that max(u, v)
is not necessarily a subsolution.
The final justification for considering the Stratonovich formulation when studying, for example, the
equation
(2.1) du = H(Du, x) · dB
comes from the family of approximate problems
uεt = H(Du
ε, x)B˙ε,
where Bε are smooth approximations of the Brownian motion (Bt)t≧0. If u
ε and u are smooth
and, as ε → 0, uε → u in C2(RN × (0,∞)), it is not difficult to see that u must solve (2.1) in the
Stratonovich sense.
Note that, under suitable assumptions on the initial datum of the regularized equation and the
Hamiltonian, it is possible to show, using arguments from the theory of viscosity solutions, the
solutions uε are, uniformly in ε, bounded and Lipshitz continuous in x, and, hence, converge
uniformly along subsolutions for each t. This observation is the starting point of the theory.
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3. Single versus multiple signals, the method of characteristics and nonlinear
pde with linear rough dependence on time.
Single versus multiple signals. The next simple example illustrates that there is a difference
between one single and many signals and indicates the role that rough paths play in the theory.
Consider two smooth paths B1 and B2 and the linear pde
(3.1) ut = uxB˙1 + f(x)B˙2 in QT u(·, 0) = u0 on R.
It is immediate that v(x, t) = u(x−B1(t), t) solves
vt = f(x−B1(t))B˙2 in QT v(·, 0) = u0 on R,
and, hence,
u(x, t) = v(x+B1(t), t) = u0(x+B1(t)) +
ˆ t
0
f(x+B1(t)−B1(s))B˙2(s)ds .
To extend this expression to non smooth paths, it is necessary to deal with integrals of the formˆ b
a
g(B1(s)) dB2(s),
which is one of the ingredients of Lyons’s theory of rough paths; see, for example, Qian and Lyons
[64], Lyons [65, 63], Lejay and Lyons [42], etc..
Nonlinear pde with linear rough dependence on time. The calculation above suggests,
however, a possible way to study general linear/nonlinear equations with linear rough dependence,
that is equations of the form
(3.2) du = F (D2u,Du, x)dt+ < a(x),Du > ·dB1 + c(x)u · dB2 in QT u(·, 0) = u0 on RN .
Consider the system
(3.3)

dX = −a(X) · dB1
dP =< Da(X), P > ·dB1+ < Dc(X), P )U > ·dB2,
dU = c(X)U · dB2,
which, in view of the theory of rough paths, has a solution for any initial datum (x, p, u).
Then (3.3) with initial condition X(0) = x, P (0) = Du0(x), U(0) = u0(x) can be easily recognized
as the characteristic equations for the linear Hamilton-Jacobi equation
du =< a(x),Du > ·dB1 + c(x)u · dB2 in QT u(·, 0) = u0 on RN .
Note that, due to linearity of the problem, it is immediate that the map x 7→ X(x, t) is invertible
for all t.
The next step is to make the ansatz that the solution u to (3.2) has the form
(3.4) u(x, t) = v(X−1(x, t), t),
and to find the equation satisfied by v.
Substituting in (3.2), arguing formally (the calculation can be made rigorous using viscosity solu-
tions when B1 and B2 are smooth), and rewriting (3.4) as
u(·, t) = S(t)v(·, t),
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where, for any v0, S(t)v0 is the solution to the linear Hamilton-Jacobi equation with initial datum
v0, yields
du =d(S(t)v(·, t)) = dS(t)v(·, t) + S(t)dv(·, t)
=< a(x),DS(t)v(·, t) > ·dB1 + c(x)S(t)v(·, t) · dB2 + S(t)(vt(·, t))
=< a(x),DS(t)v(·, t) > ·dB1 + c(x)S(t)v(·, t) · dB2
+ F (D2S(t)v(·, t),DS(t)v(·, t), S(t)v(·, t), x),
and, hence,
S(t)dv(·, t) = F (D2S(t)v(·, t),DS(t)v(·, t), S(t)v(·, t), x),
and
(3.5) dv = S−1(t)F (D2S(t)v(·, t),DS(t)v(·, t), S(t)v(·, t), x).
Since the last equation does not contain any singular time dependence, it is convenient to replace
dv by vt and to rewrite (3.6) as
(3.6) vt = S
−1(t)F (D2S(t)v(·, t),DS(t)v(·, t), S(t)v(·, t), x).
Although (3.6) appears to be more complicated than (3.2), but this is only due to the notation.
The point is that (3.6) actually is simpler since the transformation eliminates the troublesome term
< a(x),Du > ·dB1 + c(x)u · dB2.
The new equation
vt = F˜ (D
2v,Dv, v, x, t) in QT v(·, 0) = u0 on RN
can be studied using the viscosity theory as long as F˜ satisfies the appropriate conditions for
wellposedness.
The discussion above gives an alternative way to find pathwise solutions to all the equations studied
using the martingale method as well as scalar quasilinear equations of divergence form, always with
linear rough time dependence.
Stochastic characteristics. The analysis in the previous subsection suggests that to handle equa-
tions with nonlinear rough dependence, it may be useful to look at the associated system of char-
acteristics, assuming that H is smooth. When the time signals are smooth this is classical. In the
particular case that the rough dependence is Brownian, the stochastic characteristics were used
in the work of Kunita [38] on stochastic flows. In what follows statements are made without any
assumptions and the details are left to the reader.
The characteristics of the Hamilton-Jacobi equation
(3.7) du =
m∑
i=1
Hi(Du, u, x, t) · dBi in QT u(·, 0) = u0 on RN ,
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are the solutions to the following system of differential equations:
(3.8)

dX = −
m∑
i=1
DpHi(P,U,X, t) · dBi
dP =
m∑
i=1
(DxHi(P,U,X, t) +DuHi(P,U,X, t)P ) · dBi,
dU =
m∑
i=1
(Hi(Du, x, t)− < DpHi(Du, x, t), P > ·dBi,
X(x, 0) = x , P (x, 0) = Du0(x) , U(x, 0) = u0(x).
The connection between (3.7) and (3.8) is made through the relationship
U(x, t) = u(X(x, t), t) and P (x, t) = Du(X(x, t), t).
The method of characteristics works as long as it is possible to invert the map t 7→ X(x, t). This
can always be done in some interval (−T ∗, T ∗) for small T ∗ > 0, which depends on bounds on
H,Du0 and the signal, and, in general, is difficult to estimate in a sharp way.
It then follows that
u(x, t) = U(X−1(x, t), t)
is a smooth solution to (3.7) in RN × (−T ∗, T ∗). The latter means, for all s, t ∈ (−T ∗, T ∗) with
s < t and x ∈ RN ,
u(x, t) = u(x, s) +
ˆ t
s
m∑
i=1
Hi(Du(x, r), u(x, r), x, r) · dBi(r).
If m = 1, it is possible to express the solutions to(3.8) using in the characteristics of the “deter-
ministic” equation
ut = H(Du, u, x, t) in QT u(·, 0) = u0 on RN .
Indeed if (Xd, Pd, Ud) is the solution to
(3.9)

X˙d = −DpH(Pd, Ud,Xd, t)
P˙d = (DxHi(Pd, Ud,Xd, t) +DuHi(Pd, Ud,Xd, t)Pd),
U˙d = Hi(Pd, Ud,Xd, t)− < DpH(Pd, Ud,Xd, t), Pd >,
Xd(x, 0) = x , Pd(x, 0) = Du0(x), Ud(x, 0) = u0(x),
then
X(x, t) = Xd(x,B(t)), P (x, t) = Pd(x,B(t)), and U(x, t) = Ud(x,B(t)),
and the inversion is possible as long as |B(t)| < T ∗d , the maximal time for which Xd is invertible.
This simple expression for the solution to(3.8) is not valid for m ≧ 2 unless the Hamiltonian H
satisfies the involution relationship
{Hi,Hj} := DxHiDpHj −DxHjDpHi = 0 for all i, j = 1, . . . ,m.
The latter yields that the solutions to the system of the characteristics commute, that is
X(x, t) = X1d (·, B1(t)) • X2d (·, B2(t)) • · · · • Xmd (·, Bm(t))(x)
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where, for i = 1, . . . ,m, (Xid, P
i
d, U
i
d) is the solution to(3.8) with H ≡ Hi and Bi(t) = 1 and •
stands for the composition of maps.
For example, if, for all i = 1, . . . ,m, the Hi’s are independent of x, u and t in which case the
involution relationship is satisfied, (3.8) reduces to
dX = −
m∑
i=1
DHi(P ) · dBi, dP = 0 , dU =
m∑
i=1
[Hi(P )− < DpHi(P ), P >] · dBi.
and the X-characteristic is given by
X(x, t) = x−
m∑
i=1
DxHi(Du0(x))Bi(t).
Finally, either for m = 1 or for space homogeneous Hamiltonians when m ≧ 2, it is possible to find
X,P and U for any continuous B.
4. Fully nonlinear equations with semilinear stochastic dependence
Consider the initial value problem
(4.1) du = F (D2u,Du, u)dt +
m∑
i=1
Hi(u) · dBi in QT u(·, 0) = u0 on RN ,
with u0 ∈ BUC(RN), B = (B1, . . . , Bm) continuous, F ∈ C(SN × RN ) degenerate elliptic, that is,
for all (p, u) ∈ RN × R and X,Y ∈ SN ,
(4.2) if X ≤ Y, then F (X, p, u) ≥ F (Y, p, u),
and
(4.3) H = (H1, . . . ,Hm) ∈ (C3,1(R))m.
The results presented here also apply to the more general equations
(4.4) du = F (D2u,Du, u, x, t)dt +
m∑
i=1
Hi(u, x, t) · dBi in QT ;
the exact assumptions will become clear below.
For v ∈ R consider the differential equation
(4.5) dΦ =
m∑
i=1
Hi(Φ) · dBi in (0,∞) Φ(v, 0) = v.
It is assumed that
(4.6)
there exists a unique solution Φ : R× (0,∞) → R to (4.5) such that, for all T > 0,Φ ∈ C([0, T ];C3(R)) and M(T ) := sup0≤t≤T [|Φ(0, t)| +∑3i=1 ‖DivΦ(·, t)‖∞] <∞.
When m > 1, the Bi’s are taken to be geometric rough paths and (4.5) is interpreted in the rough
path sense. If m = 1, then, for all t > 0,
(4.7) Φ(v, t) = Φ̂(v,B(t)),
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where Φ̂ solves the ode
(4.8)
˙̂
Φ = H(Φ̂) in R Φ̂(v, 0) = v.
It is then straightforward to obtain (4.6) from the analogous properties of Φˆ. Moreover, it is also
clear that (4.6) and (4.7) also hold, if B is any continuous and not only Brownian path.
Define F˜ : SN × R× [0,∞) × Ω→ R by
(4.9) F˜ (X, p, v, t) :=
1
Φ′(v, t)
F (Φ′(v, t)X +Φ′′(v, t)(p ⊗ p),Φ′(v, t, )p,Φ(v, t)),
where, to simplify the presentation, “′” denotes the partial derivatives of Φ with respect to v.
The following definitions are motivated by the strategy described in Section 3 which amounts to
inverting the characteristics. For (4.1) the latter are the solutions to(4.5), which, in view of the
semilinear form of the coefficient of the rough path, are globally invertible.
For each φ ∈ C2(QT ), set
Ψ(x, t) := Φ(φ(x, t), t),
and note that Ψ is smooth in x.
The definition of weak solution to (4.1) is:
Definition 4.1. Fix T > 0. Then u ∈ BUC(QT ) is a pathwise sub-(resp. super-) solution to
(4.1), if, for all φ ∈ C2(QT ) and all local maximum (resp. minimum) points (x0, t0) ∈ QT of
(x, t)→ u(x, t)− Φ(φ(x, t), t),
(4.10) φt(x0, t0) ≤ F˜ (D2φ(x0, t0),Dφ(x0, t0), u(x0, t0), t0),
(resp.
(4.11) φt(x0, t0) ≥ F˜ (D2φ(x0, t0),Dφ(x0, t0), u(x0, t0), t0)
)
.
A function u ∈ BUC(QT ) is a patwise (viscosity) solution to (4.1), if it is both sub- and super-
solution to (4.1).
Since the characteristics are globally invertible, it is possible to introduce a global change of the
unknown without going through test functions.
The second definition is:
Definition 4.2. For T > 0 fix. Then u ∈ BUC(QT ) is a pathwise sub-(res. super-) solution to
(4.1), if the function v : RN × [0, T ]× Ω→ R defined by
(4.12) u(x, t) = Φ(v(x, t), t)
is a viscosity sub-solution (resp. super-solution) of
(4.13) vt = F˜ (D
2v,Dv, v, t) in QT v(·, 0) = u0 on RN .
A function u ∈ BUC(QT ) is a pathwise solution to (4.1) if it is both sub- and super-solution.
The two definitions are equivalent, and, moreover, for smooth B’s, the solutions introduced in
Definitions 4.1 and 4.2 coincide with the classical viscosity solution.
In view of the above, the wellposedness of solutions to (4.1) reduces to the study of the analogous
questions for (4.13).
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After the work described above was announced, Buckdahn and Ma [8, 9] used the map (4.12),
which is known as the Sussman-Doss transformation, to study equations similar to (4.1) but for a
more restrictive class of F ’s and proved wellposedness under the assumption that the transformed
initial value problem admits a comparison principle.
If H is linear in u, the problem can be treated using the arguments of the previous section since F
is independent of v. Hence the rest of the section is about nonlinear Hamiltonians. To simplify the
presentation, it is moreover assumed that F is independent of u, x and t and Φ dependents only of
u.
To deal with the the nontrivial dependence of F˜ it is necessary to assume that
(4.14) F ∈ C0,1(SN × RN ),
and
(4.15)

there exists a constant C > 0 such that, for almost every (X, p),
either < DXF (X, p),X > + < DpF (X,P ), P > −F ≦ C
or < DXF (X, p),X > + < DpF (X,P ), P > −F ≧ −C.
It is easy to see that any linear F satisfies (4.15). Moreover, (4.14) implies that F can be written
as the minmax of linear functions, that is
F (X, p) = sup
α∈A
inf
β∈B
(aα,β : X+ < bα,β , p > +hα,β),
for A ⊂ SN and B ⊂ RN bounded and aα,β ∈ SN and bα,β ∈ RN such that
sup
α∈A
inf
β∈B
[‖aα,β‖+ |bα,β|] <∞.
Since < DXF (X, p),X > + < DpF (X,P ), P > −F is formally the derivative, at λ = 1, of the map
λ→ F (λX, λp)− λF (X,P ), it follows that (4.15) is related to, a uniform in α, β, one sided bound
of λ−1hα,β − hα,β in a neighborhood of λ = 1.
The need for an assumption like (4.15) is discussed next. Two explanations are presented. The
first is based on considerations from the method of characteristics. The second relies on viscosity
solutions arguments.
Consider the following first-order versions of (4.1) and (4.13), namely
(4.16) (i) du = F (Du)dt+H(u) · dB and (ii) vt = F˜ (Dv, v, t),
with
(4.17) F˜ (p, v, t) =
1
Φ′(v, t)
, F (Φ′(v, t)p)
and assume that F , H, B and, hence, F˜ are smooth.
The characteristics of the equations in (4.16)(i) and (4.16)(ii) are respectively
(4.18)

X˙ = −DpF (P ),
P˙ = H ′(U)PB˙,
U˙ = F (P )− < DF (P ), P > +H(U)B˙,
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and
(4.19)

Y˙ = −DQF˜ (Q,V ) = −DPF (Φ−1(V ), Q),
Q˙ = F˜VQ = Φ
′′(V )(Φ−1(V ))−2Q[DPF (Φ
′(V )Q),Φ′(V )Q))− F (Φ′(V )Q)],
V˙ = F˜− < DQF˜ (Q,V ), Q >= (Φ′(V ))−1[F (Φ′(V )Q)− < DPF (Φ′(V )Q),Φ′(V )Q >].
Of course, (4.18) and (4.19) are equivalent after a change of variables. Moreover, it is also clear
that some additional hypotheses are needed in order for (4.18), and, hence, (4.19) to have unique
solutions. For example, the right hand side of the P -equation in (4.18) may not be Lipschitz
continuous. On the other hand, the right hand side of the equations for Q and V in (4.19) contain
the quantity < DpF,P > −F appearing in (4.15) and an, at least one-sided, Lipschitz condition
necessary to yield existence and uniqueness.
For the second explanation, the comparison principle for the pathwise viscosity solution to (4.1)
will result from the comparison in BUC(QT ) of viscosity solutions to (4.13). The latter does not
follow directly from the existing theory unless something more is assumed; see, for example, Barles
[5] and Crandall, Ishii and Lions [13]. Indeed one of the conditions needed to prove comparison
results for viscosity solutions toequations like (4.13) is that, for each R > 0, there exists CR > 0
such that, for all X ∈ SN , p ∈ RN , v ∈ [−R,R] and t ∈ [0, T ],
(4.20)
∂F˜
∂v
(X, p, v, t) ≦ CR.
A straightforward calculation, using (4.15), yields that, for all X, p, v and t,
(4.21)
∂F˜
∂v
=
Φ′′
(Φ′)2
[DXF · (Φ′X +Φ′′p⊗ p) +DpF,Φ′p)− F ] + Φ′(Φ
′′
Φ′
)′DXF · p⊗ p ;
note that to keep the formula simpler, the explicit dependence of F and its derivatives on Φ′X +
Φ′′p⊗ p is omitted.
It is immediate that ∂F˜∂v does not satisfy (4.20) without an extra assumption on F and control on
the size of p. If a bound on p is not available, it is necessary to know that Φ′(Φ′′(Φ′)−I)′ ≧ 0.
The last point that needs explanation is that (4.21) is nonlocal, in the sense that it depends on v
t through Φ, while (4.15) is a local one, that is Φ plays no role whatsoever. This can be handled
in the proof by working in uniformly small time intervals using the local time behavior of Φ and
iterating in time.
The result is:
Theorem 4.1. Assume (4.2), (4.3), (4.6), (4.14) and (4.15). For each T > 0 and any geometric
rough path B, there exists a constant C = C(F,H,B, T ) > 0 such that, if v ∈ BUC(QT ) and
v ∈ BUC(QT ) are respectively sub- and super-solution to (4.1), then, for all t ∈ [0, T ],
sup
RN
(v(·, t) − v(·, t))+ ≤ C sup
RN
(v(·, 0) − v(·, 0))+.
Proof. To simplify the presentation, it is assumed that F is a smooth. The actual proof follows by
writing finite differences instead of taking derivatives and using regularizations.
Since Φ(v, 0) = v, (4.6) yields that, for each δ > 0, there exists h > 0 so small that
(4.22) sup
0≤t≤h
[|Φ(v, t)− v|+ |Φ′(v, t) − 1|+ |Φ′′(v, t)|+ |Φ′′′(v, t))] ≤ δ.
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Next consider the new change of variables
v = φ(z) = z + δψ(z) with φ′ > 0 .
If v is a sub- (resp. super-) solution to (4.13), then z is a sub- (resp. super-) solution to
(4.23) zt =
˜˜
F (D2z,Dz, z),
with
(4.24)

˜˜
F (X, p, z) = Φ′(φ(z), t)φ′(z)−1F
(
Φ′(φ(z), t)[φ′(z)X + φ′′(z)(p ⊗ p)
+Φ′′(φ(z), t)(φ′(z))2(p⊗ p),Φ′(φ(z), t)φ′(z)p).
The comparison result follows from the classical theory of viscosity solutions, if there exists C =
CR > 0, for R = max(‖v¯‖, ‖v‖), such that, for all X, p and z,
(4.25)
∂
∂z
˜˜
F (X, p, z) ≤ C.
But
∂
∂z
˜˜
F (X, p, z) = − (Φ
′φ′)′
(Φ′φ′)2
F+
1
(Φ′φ′)
[
< DXF,
[
(Φ′φ′)′X + [(Φ′φ′′)′ + (Φ′′(φ′)2)′](p ⊗ p) > + < DpF, (Φ′φ′)′p) >
]
=
(Φ′φ′)′
(Φ′φ′)2
[− F+ < DXF, (Φ′φ′X + (Φ′φ′′ +Φ′′(φ′)2)(p ⊗ p)) > + < DpF,Φ′φ′p >]
+ < DXF,
[(Φ′φ′′ +Φ′′(φ′)2)′
Φ′φ′
− (Φ
′φ′′ +Φ′′(φ′)2)(Φ′φ′)′′
(Φ′φ′)2
]
(p ⊗ p) >,
where again, to simplify the notation, the arguments of F , DpF , D
2
XF , Φ
′, Φ′′, φ′ and φ′′ are
omitted.
In view of (4.2) and (4.14), to obtain (4.25) it suffices to choose φ so that
(4.26)
(Φ′φ′′ +Φ′′(φ′)2)′
Φ′φ′
− (Φ
′φ′′ +Φ′′(φ′)2)(Φ′φ′)′′
(Φ′φ′)2
≤ 0
and, if (4.15)(ii) holds,
(4.27)
(Φ′φ′)′
(Φ′φ′)2
≤ 0
or, if (4.15)(i) holds,
(4.28)
(Φ′φ′)′
(Φ′φ′)2
≥ 0.
Assumption (4.22) and the special choice of φ yield that (4.26) is satisfied if ψ′′′ ≤ −1, and that
(4.27) (resp. (4.28)) holds, if ψ′′ ≤ −1 (resp. ψ′′ ≥ 1). It is a simple exercise to find ψ so that (4.26)
and either (4.27) or (4.28) hold in its domain of definition.
The classical comparison result for viscosity solutions then yields that, if v(·, 0) ≤ v(·, 0) on RN ,
then v ≤ v on RN × [0, h]. The same argument then yields the comparison in [h, 2h], etc..
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
The existence of the pathwise solutions to (4.1) is based on approximating (4.1) by
(4.29) uεt = F (D
2uε,Duε) +
M∑
i=1
Hi(u
ε)B˙εi in QT u
ε(·, 0) = uε0 on RN ,
where uε0 ∈ BUC(RN), and
(4.30)
B
ε = (Bε1, . . . , B
ε
m) ∈ C1([0,∞);Rm),
and, for all T > 0, as ε→ 0, Bε → B uniformly in [0, T ].
The result is:
Theorem 4.2. Assume (4.2), (4.3), (4.6), (4.14) and (4.15) and fix T > 0. Let (ζε)ε>0 and (ξ
η)η>0
satisfy (4.30) and consider the solutions uε, vη ∈ BUC(QT ) of (4.29) with initial datum uε0 and
vη0 respectively. If, as ε, η → 0, uε0 − vη0 → 0 uniformly on RN , then, as ε, η → 0, uε − vη → 0
uniformly on QT . In particular, each family (u
ε)ε>0 is Cauchy in QT . Hence, it converges uniformly
to u ∈ BUC(QT ), which is a pathwise viscosity solution to (4.1). Moreover, all approximate families
converge to the same limit.
The proof of Theorem 4.2 follows from the comparison between sub- and super-solutions to(4.13)
for different approximations (ζε)ε>0 and (ξ
η)η>0. Since a similar theorem will be proved later when
dealing with nonlinear gradient dependent H, the proof is omitted.
The last result is about the Lipschitz continuity of the solutions. Its proof is based on the comparison
estimate obtained in Theorem 4.1 and, hence, it is omitted.
Proposition 4.1. Fix T > 0 and assume (4.2), (4.3), (4.6), (4.14) and (4.15) and let u ∈
BUC(QT ) be the unique pathwise solution to (4.1) for u0 ∈ C0,1(RN ). Then u(·, t) ∈ C0,1(RN ) for
all t ∈ [0, T ], and there exists C = C(F,H,B, T ) > 0 such that, for all t ∈ [0, T ], ‖Du(·, t)‖ ≦ C.
5. The simplest nonlinear pde with rough signals as a limit of regular
approximations
In this section it is assumed again that m = 1. However, in view of the discussion in Section 3
about when the characteristics commute, the results easily extend to the multi-path setting.
Fix T > 0 and B ∈ C([0,∞)) with B(0) = 0 and consider a family (Bε)ε>0 of smooth paths with
Bε(0) = 0 approximating B in C([0,∞)), that is, as ε → 0, Bε → B locally uniformly in [0,∞),
and the family of Hamilton-Jacobi equations
(5.1) uεt = H(Du
ε)B˙ε in QT u
ε(·, 0) = uε0 on RN ,
which, for each uε0 ∈ BUC(RN) and merely continuous H, have a unique solution uε ∈ BUC(QT ).
It is shown here that, if the uε0’s converge uniformly to u0 and the Hamiltonian has some additional
regularity, then the uε’s converge, as ε→ 0, uniformly inQT to u ∈ BUC(QT ), which is independent
of the particular approximation of the path and T > 0. This limit will turn out to be the pathwise
solution to
(5.2) du = H(Du) · dB in QT u(·, 0) = u0 on RN .
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The interpretation of the result is that the solution operator for smooth paths has a unique extension
to the set of continuous paths.
The result is:
Theorem 5.1. Fix B ∈ C([0,∞)) with B(0) = 0 and assume that H ∈ C1,1loc (RN ) and u0 ∈
BUC(RN). Let (Bε)ε>0 in C
1((0,∞))∩C([0,∞)) with Bε(0) = 0 and (uε0)ε>0 in BUC(RN) be such
that, as ε→ 0, Bε → B in C([0,∞)) and uε0 → u0 in BUC(RN). There exists u ∈ C(RN × [0,∞))
such that, for each T > 0, u ∈ BUC(QT ) and, if uε ∈ BUC(QT ) is the solution to (5.1), then, as
ε→ 0, uε → u in BUC(QT ).
Proof. Let (Bε)ε>0 and B˜
η)η>0 be two C
1-approximations of B in C([0,∞)) such that Bε(0) =
B˜η(0) = 0, and consider two approximations uε0 and u˜
η
0 of u0 in BUC(R
N). Fix T > 0 and let
uε, u˜η ∈ BUC(QT ) be the viscosity solutions to (5.1) with paths Bε, B˜η and initial datum uε0, u˜η0.
The claim follows if it is shown that, as ε, η → 0, uε − u˜η → 0 in RN × [0, T ].
A simple density argument implies that it is enough to consider u0, u
ε
0, u
η
0 ∈ C0,1(RN ) with
max(‖Duε0‖, ‖Duη0‖) ≦ C for some C > 0. Since H is independent of x, it follows that
max(‖Duε(·, t)‖, ‖Du˜η(·, t)‖) ≦ max(‖Duε0‖, ‖Du˜η0‖),
and, hence, without any loss of generality, it may be assumed that H ∈ C1,1(RN ).
For each ε and η, uε and u˜η are actually also Lipschitz continuous with respect to t but with
Lipschitz constants depending on |B˙ε| and | ˙˜B
η
|, and, hence, not bounded uniformly in ε, η. This
is, of course, one of the main reasons behind the difficulties here.
Finally, to keep the arguments simple, it is assumed that u0, u
ε
0 and u
η
0, and, hence, u
ε and uη
are periodic in the unit cube TN . This simplification allows not to be concerned about infinity,
and, more precisely, the possibility that suprema below are not achieved. The periodicity can be
eliminated as an assumption by introducing appropriate penalizations at infinity that force the
suprema to be actually maxima.
The general strategy in the theory of viscosity solutions to show that, as ε, η → 0, uε − u˜η → 0
uniformly in QT , is to double the variables and to consider the function
z(x, y, t) := uε(x, t) − u˜η(y, t),
which satisfies the so-called “doubled” equation
(5.3) zt = H(Dxz)B˙
ε −H(−Dyz) ˙˜Bη in RN × RN × (0,∞) z(·, ·, 0) = z0 in RN × RN ,
with
z0(x, y) = u
ε
0(x)− uη0(y).
The assumptions on uε0 and u˜
η
0 yield that there exists θ(λ)→ 0 as λ→∞, such that
(5.4) z0(x, y) ≦ λ|x− y|2 + θ(λ) + sup(uε0 − u˜η0).
To conclude, it suffices to show that there exists some U ε,η,λ : RN ×RN × [0, T ]→ R such that, as
ε, η → 0 and λ→∞,
U ε,η,λ(x, x, t)→ 0 uniformly in QT and z ≦ U ε,η,λ in RN × RN × [0, T ]
It then follows that
min
ε,η→0
max
RN×[0,T ]
z(x, x, t)→ 0,
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which is one part of the claim. The other direction is proved similarly.
Again as in the general theory, it is natural to try to show that there exists some C > 0 and
a(λ) > 0 such that a(λ)→ 0 as λ→∞ and
U ε,η,λ(x, y, t) = λC|x− y|2 + a(λ).
This is, however, the main difficulty, since both the C and a(λ) will depend on |B˙ε| and | ˙˜B
η
|.
The new idea to circumvent this difficulty is to find sharper upper bounds by considering the
solution φ = φλ,ε,η of (5.3) with φ0(x, y) = λ|x− y|2 .
Note that, since H depends only on the gradient and φ0 depends only on x− y,
φλ,ε,η(x, y, t) = Φλ,ε,η(x− y, t),
where Φ = Φλ,ε,η solves, for Φ0(z) = λ|z|2,
(5.5) Φt = H(DΦ)(B˙
ε − ˙˜Bη) in QT Φ(·, 0) = Φ0 on RN .
This initial value problem has, for each ε and η, a unique solution. Moreover, the standard com-
parison principle for viscosity solutions yields, for all x, y ∈ RN , t ≧ 0 and λ > 0
z(x, y, t) ≦ φλ,ε,η(x, y, t) + max
x,y∈RN
(z(x, y, 0) − λ|x− y|2),
and, hence, in view of (5.4), for all x ∈ RN and t ≧ 0,
uε(x, t)− uη(x, t) ≦ φλ,ε,η(x, x, t) + θ(λ) + sup(uε0 − u˜η0).
To conclude, it is necessary to show that there exists Θ(λ) > 0 such that limλ→∞Θ(λ) = 0 and
lim
ε,η→0
sup
x∈RN
φλ,ε,η(x, x, t) ≦ Θ(λ),
a fact that apriori may present a problem since the “usual” viscosity theory yields the existence of
φλ,ε,η but not the desired estimate.
Here comes the second new idea, namely, to use the characteristics to construct a smooth solution
φ, at least for a small time, which, of course, depends on ε and η. The aim then will be to show
that, as ε, η → 0, the interval of existence becomes of order one.
The characteristics of the doubled equation (5.3) with initial datum λ|x− y|2 solve the odes
(5.6)

X˙ = −DH(P )B˙ε , Y˙ = −DH(Q) ˙˜B
η
P˙ = 0 , Q˙ = 0 ,
U˙ = (H(P )− < DpH(P ), P >)B˙ε − (H(Q)− < DH(Q), Q > ˙˜B
η
,
X(0) = x, Y (0) = y, P (0) = Q(0) = 2λ(x− y), U(0) = λ|x− y|2;
note that to keep the equations simpler the system is written for Q(x, t) = −Duη(Y (t), t).
Recall that the method of characteristics provides a classical solution to the associated pde for
some short time T ∗ε,η,λ, as long the map (x, y) 7→ (X(t), Y (t)) is invertible. One way to guarantee
this is to show that the Jacobian of the map, which, at t = 0, is 1, does not vanish in [0, T ∗ε,η,λ).
Finding a sharp estimate for the first time the Jacobian vanishes is, in general, a difficult problem.
In the case at hand, however, there is no need for sharpness since the “crudest” known estimate
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does the job. It is, however, one of the major technical difficulties when trying to study equations
which depend on x and have multiple paths.
The special structure of (5.6), which follows from the fact that H depends only on the gradient,
yields that, for all t ≥ 0,
P (t) = Q(t) = 2λ(x− y),
and
(X − Y )(t) = (x− y)−DH(2λ(x− y))(Bεt − B˜ηt ).
To simplify the notation, let z = x− y and Z(t) = X(t) − Y (t), in which case the last equation is
rewritten as
Z(t) = z −DH(2λz)(Bεt − B˜ηt ).
Note that z 7→ Z(z, t) is the position characteristic associated with the simplified initial value prob-
lem (5.5), and, in the problem at hand, is the only map that needs to be inverted. A straightforward
computation yields that its gradient is
I + 2λD2H(2λz)(Bε − B˜η),
and clearly its Jacobian does not vanish as long as
sup
t∈[0,T ]
|Bεt − B˜ηt | ‖D2H‖∞ < (2λ)−1.
This is, of course, possible for any T and λ as long as ε and η are small, since, as ε, η → 0,
Bε − B˜η → 0 in C([0,∞)).
The above estimates depend on having H ∈ C2. Since the interval of existence depends only
on the C1,1 norm of H, it can be assumed that H has the assume regularity and then conclude
introducing yet another level of approximations. If H is less regular than C1,1, then there is a
nontrivial interaction between the regularities of H and W . This is described and analyzed in
detail in the next section.
Next observe that the characteristics yield
φλ,ε,η(X(t), Y (t), t) = λ|x− y −DpH(2λ(x − y)(Bεt − B˜ηt )|2
+ [H(2λ(x− y))− < DpH(2λ(x− y)), 2λ(x − y) >](Bεt − B˜ηt ) .
Since |Bεt − B˜ηt | ‖D2H‖∞ < (2λ)−1, it is now immediate that, for an appropriate C > 0 which
depends on ‖H‖C2 ,
|φλ,ε,η(X(t), Y (t), t)− λ|x− y|2| ≤ λC sup
0≦t≦T
|Bεt − B˜ηt | .
Returning to x, y variables, the above estimate gives that, for each fixed λ > 0 and T > 0 and as
ε, η → 0,
sup
x,y∈RN
t∈[0,T ]
(φλ,ε,η(x, y, t) − λ|x− y|2)→ 0.

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Since the strategy and the arguments of the proof above are used several times in the theory, it is
helpful to present a brief summary of the main points.
The conclusion of the theorem is that it is possible to construct, using the classical theory of
viscosity solutions, a (unique) u ∈ BUC(QT ) which is the candidate for the solution of (5.2) for
any B continuous as long as H ∈ C1,1loc .
The key technical step in the proof was the fact that, if, as ε, η → 0, Bε − Bη → 0 in C([0,∞)),
then, for each λ > 0 and T > 0, as ε, η → 0
sup
z∈RN
t∈[0,T ]
∣∣vλε,η(z, t)− λ|z| ∣∣→ 0,
where v = vλε,η is the solution to
vt = H(Dv)(B˙
ε − ˙˜B
η
) in QT v(z, 0) = λ|z|.
The proof presented earlier used λ|z|2 as initial datum. It is not hard to see, however, that the
same argument will work for initial datum λ|z|. Indeed it is enough to consider regularizations like
(δ + |z|2)1/2 and to observe that the estimate on uε(·, t) − u˜η(·, t) is uniform on δ in view of the
assumption that H ∈ C2. The conclusion for λ|z| follows from the stability properties of viscosity
solutions.
The estimate can be recast in the following way. Fix T > 0, let Bn ∈ C1([0,∞)) be such that,
Bn(0) = 0 and, as n→∞, Bn → 0 uniformly in [0, T ], and consider the solution vλn to
vλn,t = H(Dv
λ
n)B˙n in QT v
λ
n(z, 0) = λ|z|.
Then, as n→∞ and λ→∞ and for all T > 0,
sup
(z,t)∈RN×[0,T ]
(vλn(z, t) − λ|z|)→ 0 .
Assuming that C1,1loc is, however, rather restrictive. For example, the typical Hamiltonian H(p) = |p|
arising in front propagation does not have this regularity. On the other hand, the only assumption
made on B is continuity. It turns out that it is actually possible to relax the regularity of H, if
more is assumed about B.
6. Formulae for solutions totime dependent first-order initial value problems
and pathwise solutions for equations with non-smooth Hamiltonians
Formulae for solutions. It is a very natural question to investigate whether there are any simple
formulae available for the pathwise viscosity solutions. In the deterministic theory the simplest
available expressions, when the Hamiltonian depends only on the gradient, are the so called Lax-
Oleinik and Hopf formulae which are discussed below. If the Hamiltonian depends even smoothly
in time, such simple expressions are not available; see Appendix for a discussion of this. Hence, in
the setting here it is not possible to approximate the signals and then pass to the limit. Instead it
is necessary to work on intervals of monotonicity of the continuous signal and then to try to iterate
the outcomes.
The Lax-Oleinik formula applies to problems with either convex or concave Hamiltonians; see Lions
[44] for a proof. The Hopf formula requires that the initial datum is either convex or concave and
imposes no condition on H; see Appendix as well as Lions [44, 53] and Bardi and Evans [4].
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Consider the initial value problem
(6.1) ut = H(Du) in QT u(·, 0) = u0 on RN .
If H is concave (resp. concave), the Lax-Oleinik formula is
(6.2) u(x, t) = inf
y∈RN
[u0(y) + tH
∗(
y − x
t
)] (resp. u(x, t) = sup
y∈RN
[u0(y)− tH∗(y − x
t
)]).
When H is convex (resp. concave), H∗ is its convex (resp. concave) dual, that is H∗(p) = sup[<
p, q > −H(q)] (resp. H∗(p) = inf[< p, q > +H(q)]).
The Hopf formula is the “dual” of the Lax-Oleinik one. If u0 is convex (resp. concave), then
(6.3) v(x, t) = sup
p∈RN
[< p, x > +tH(p)− u∗0(p)] (resp. v(x, t) = inf
p∈RN
[< p, x > +tH(p) + u∗0(p)]);
as before when u0 is convex (resp. concave), then u
∗
0 is its convex (resp. and concave) dual.
If the Hamiltonian depends on time, it is not possible to have either kind of formulae for the solution
to
(6.4) du = H(Du) · dB in QT u(·, 0) = u0 on RN ,
unless B is either increasing or decreasing, in which case it is possible to change the time.
Indeed, if H ∈ C(RN), B ∈ C1 and u0 convex, the natural extension of (A.17) should be
sup
p∈RN
[< p, x > +B(t)H(p)− u∗0(p)].
But, in general, this is not a solution to (6.4), unless dB has a fixed sign, but rather a subsolution,
since, for each fixed p, < p, x > +B(t)H(p)− u∗0(p) is a solution to (6.4). The explanation for this
is that the shocks that develop for positive times are not reversible.
For example, if H(p) = |p| and u0(x) = |x|, then
sup
p∈RN
(< p, x > +B(t)|p| − | · |∗(p)) = (|x|+B(t))+.
On the other hand, the following is true.
Proposition 6.1. The unique viscosity solution to(6.4) with B ∈ C1, B(0) = 0, H(p) = |p| and
u0(x) = |x| is
(6.5) u(x, t) = max[(|x|+B(t))+, max
0≦s≦t
B(s)].
Although the regularity of B is used in the proof of (6.5), the actual formula extends by density
to arbitrary continuous B’s.
It is possible to give two different proofs for (6.5). One is based on dividing [0, T ] into intervals
where dB is positive or negative and iterating the Hopf formula. The second is a direct justification
that (6.5) is the viscosity solution to the problem. Since both arguments are lengthy, the proof is
omitted.
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Pathwise solutions for nonlinear first order pde with nonsmooth Hamiltonians and
rough signals. When H is less regular than in Theorem 5.1, it is also possible to prove the unique
extension property for the solution operator for smooth paths, but the argument is different and
does not rely on the characteristics. It is, however, possible to use the general strategy summarized
after the proof of Theorem 5.1.
Indeed, it suffices to consider, for each fixed T > 0, the initial value problems
vn,t = H(Dvn)B˙n in QT vn(z, 0) = λ|z|,
with Bn smooth and Bn(0) = 0 and to show that, if Bn → 0 in C([0,∞)), then
(6.6) lim
n→∞
sup
(z,t)∈RN×[0,T ]
∣∣vn(z, t)− λ|z| ∣∣→ 0.
It turns out that to prove (6.6), it is necessary to investigate the nontrivial interplay between the
regularities of H and B, which has very much the flavor of interpolation. Indeed, it is shown that
a necessary and sufficient condition to have a unique extension for all continuous B is that H is
the difference of two convex functions. Formal interpolation suggests that, if B ∈ C0,α for some
α ∈ (0, 1), then one needs H ∈ C [2(1−α)], 2(1−α)−[2(1−α)], where [x] denotes the greatest integer part
of x ∈ R. So far, the only known result in this direction is that there is an extension ifH ∈ C [β], β−[β]
for β > 2(1−α). The extensions for B ∈ C0,1 and H ∈ C0,1, or B a Brownian motion and H ∈ C1
or H ∈ C0,1 are still an open problem, while it is possible to have a theory for B ∈ C0,1 and
H ∈ C1.
Identifying the class of Hamiltonians which can be as written is the difference of two convex func-
tions is an interesting question. When N = 1, this property is equivalent to H ′ ∈ BV , while no
such necessary and sufficient property is known in higher dimensions. Of course, if H = H1 −H2
with H1,H2 convex, then, as for N = 1, DH ∈ BV . Functions with gradients in BV do not have
directional derivatives at every point, while differences of convex functions do. On the other hand,
if H ∈ C1,1, then H is clearly the difference of convex functions. Indeed since, for some c > 0,
D2H ≧ −2cIN , IN being the N ×N identity matrix, then H = H1−H2 with H1(p) = H(p)+ c|p|2
and H2(p) = c|p|2.
The first result discussed here is that
(6.7) H = H1 −H2 with H1,H2 convex,
is a necessary condition to have an extension.
Proposition 6.2. Assume that (6.6) holds for any sequence Bn ∈ C([0,∞)) such that Bn(0) = 0
and, as n→ 0, Bn → 0 in C([0,∞)). Then H must be the difference of two convex functions.
Proof. The proof is based on constructing a sequence of piecewise linear functions Bn as in the
claim with the additional property that B˙n = ±µ in 2n successive intervals of length 1/2n; for
definiteness it is assumed that B˙n = µ in the first interval. Then
sup
t∈[0,1]
|Bn(t)| ≦ µ
2n
and Bn → 0 in C([0,∞)) if µ/2n→ 0.
It is shown that, if, for some δ > 0, µ = 2nδ, then the solutions vn actually blow up as n → ∞ if
H is not the difference of two convex functions in a ball of radius λ.
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Recall that, in each time interval of length 1/2n, the equations are
either vn,t = 2nδH(Dvn) or vn,t = −2nδH(Dvn),
or, after rescaling,
either Un,t = δH(DUn) in Q1 or Un,t = −δH(DUn) in Q1.
The solutions are then constructed by a repeated iteration of Hopf’s formula. This procedure yields
sequences (V ∗2k+1)
∞
k=0 and (V
∗
2k)
∞
k=0 which, as k →∞, either blow up or converge (uniformly in Bλ)
to V
∗
1 and V
∗
2 respectively. In the latter case it follows that
V
∗
2 = (V
∗
1 − δH)∗∗ and V ∗1 = (V ∗2 + δH)∗∗,
and, therefore,
δH = V
∗
1 − V ∗2,
which yields that H is the difference of two convex functions.
If the sequences (V ∗2k+1)
∞
k=0 and (V
∗
2k)
∗
k=0 blow up, then a diagonal argument, in the limit δ → 0,
shows that (6.6) cannot hold.
Indeed, since, for each δ > 0 and as k →∞,
V ∗2k+1 → −∞ and V ∗2(k+1) → −∞ in Bλ,
choosing δ = 1/m along a sequence km →∞ yields V ∗2(km+1) ≦ −1.
Going back to the original scaled problem, it follows that vkm ≦ −1, while Bkm → 0 in C([0,∞))
and vkm(0, 0) = 0. 
The other direction is:
Proposition 6.3. Assume (6.7). Then (6.6) holds for any sequence Bn ∈ C([0,∞)) such that
Bn(0) = 0 and, as n→ 0, Bn → 0 in C([0,∞)).
The proof of Proposition 6.3 is more complicated, since it is not possible to use the characteristics
as it was done in the proof of Theorem 5.1. Instead, it is necessary to find a way to control the
oscillations of the solutions in time to deal with the difficulty that B˙ may not be defined.
This is very much related to the fact that, due to the formation of shocks, the equations are not
reversible. In other words, solving the problem backwards does not give the same function. On the
other hand, “some memory” remains, resulting in cancellations taking place as it can be seen in
the next result, which is about initial value problems of the form
(6.8)

(i) ut =
∑m
i=1Hi(Du)B˙
i in QT u(·, 0) = u0 on RN ,
and
(ii) vit = Hi(Dv
i)B˙i in QT v
i(·, 0) = vi0 on RN ,
where, for each i = 1, . . . ,m,
(6.9) Hi ∈ C(RN ) , Bi ∈ C1([0,∞)) and u0, vi0 ∈ BUC(RN) .
It is known that the both initial value problems in (6.8) have unique viscosity solutions. In the
statement below, SHi is the solution operator to(6.8)(ii) with Bi(t) ≡ t.
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Proposition 6.4. Assume, in addition to (6.9), that, for each i = 1, . . . ,m, Hi is convex and
DHi(pi) exists for some pi ∈ RN , and let u ∈ BUC(QT ) be the viscosity solution of (6.8). Then,
for all (x, t) ∈ QT ,
m∏
i=1
SHi(− min
0≦s≦t
Bi(s))u0
(
x+
m∑
i=1
DHi(pi)( min
0≦s≦t
(Bi(s)−Bi(t))
)
+
m∑
i=1
Hi(pi)( min
0≦s≦t
(Bi(s)−Bi(t))) ≦ u(x, t) ≦
m∏
i=1
SHi(max
0≦s≦t
Bi(s))u0
(
x+
m∑
i=1
DHi(pi)( min
0≦s≦t
(Bi(s)−Bi(t)))
)
−
m∑
i=1
Hi(pi)(max
0≦s≦t
(Bi((s)−Bi(t))).
(6.10)
The proof of Proposition 6.4, which is based on repeated use of the Lax-Oleinik and Hopf formulae,is
complicated. The details are not presented here.
It is, however, interesting to observe that (6.10) is sharp. Indeed, recall that in the particular case
H(p) = |p| , u0(x) = |x| and m = 1 ,
the solution to(6.8) is given by
u(x, t) = max[(|x|+B(t))+, max
0≦s≦t
B(s)].
Evaluating the formula at x = 0 yields that the upper bound in Proposition 6.4 is sharp, since, in
this case,
SH(max
0≦s≦t
B(s))u0(0) = max
0≦s≦t
B(s) and max(B+(t), max
0≦s≦t
B(s)) = max
0≦s≦t
B(s).
Using Proposition 6.4 it is now possible to prove Proposition 6.3.
The proof of Proposition 6.3. Fix T > 0. As discussed earlier, it is enough to show that, if
φλ,ε,ηt =
m∑
i=1
Hi(Dφ
λ,ε,η)(ξ˙i,ε − ζ˙ i,η) in QT φλ,ε,η(z, 0) = φ0(z) = λ|z|,
where (ξi,ε)ε>0 and (ζ
i,η)η>0, with ξ
i,ε(0) = ζ i,η(0) = 0, are smooth approximations in C([0,∞)) of
the given B ∈ C([0,∞)), then, for each λ > 0,
lim
ε,η→0
max
z∈RN , t∈[0,T ]
|φλ,ε,η(z, t)− λ|z||.
To simplify the presentation it is assumed that H1i (0) = H
2
i (0) = minH
1
i = minHi = 0 and
DH1i (0) = DH
2
i (0), in which case (6.10) takes the form
(6.11)
m∏
i=1
SHi(− min
0≦s≦t
Bi(s))u0(x) ≦ u(x, t) ≦
m∏
i=1
SHi(max
0≦s≦t
Bi(s))u0(x).
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Rewriting the equation satisfied by φλ,ε,η as
φλ,ε,ηt =
m∑
i=1
H1i (Dφ
λ,ε,η)(ξ˙i,ε − ζ˙ i,η) +
m∑
i=1
H2i (Dφ
λ,ε,η)(ξ˙i,ε − ζ˙ i,η),
and using (6.11) yields, for all x ∈ RN ,
m∏
i=1
SH1i (− min0≦s≦t(ξ
i,ε − ζ˙ i,η)(s))
m∏
i=1
SH2i (max0≦s≦t
(ξi,ε − ζ˙ i,η)(s))φ0(x)
≦ φλ,ε,η(x, t) ≦
M∏
i=1
SH1i
(max
0≦s≦t
(ξi,ε − ζ˙ i,η)(s))
m∏
i=1
SH2i
(− min
0≦s≦t
(ξi,ε − ζ˙ i,η)(s))φ0(x),
and the claim now follows since, limε,η→0maxs∈[0,T ] |ξε − ζη| = 0. 
Proposition 6.2 and Proposition 6.3 are then combined in the following theorem.
Theorem 6.1. Assume that H ∈ C(RN ) satisfies (6.7). Then the solution operator for (6.4) on
the class of smooth paths has a unique extension to the space of continuous paths.
Another consequence of the “cancellation” estimates of Proposition 6.4 is an explicit error estimate
for uε − vη, where uε and vη are the solutions to
(6.12)

uεt =
∑m
i=1Hi(Du
ε)ξ˙i,ε in QT u
ε(·, 0) = u0 on RN ,
and
vηt =
∑m
i=1Hi(Dv
η)ζ˙ i,η in QT v
η(·, 0) = u0 on RN .
Theorem 6.2. Assume that, for each 1, . . . ,m, Hi ∈ C(RN ) is the difference of two convex non-
negative functions H1i ,H
2
i ∈ C2(RN ), (ξi,ε)ε>0 and (ζ i,η)η>0 are two approximations in C([0,+∞))
of Bi ∈ C([0,∞)) with ξi,ε(0) = ζ i,η(0) = 0, and u0 ∈ C0,1(RN ). Let uε, vη ∈ BUC(QT ) be the
solutions to(6.12). There exists C > 0 depending on ‖u0‖ and ‖Du0‖ and the growth of Hi’s such
that, for all t > 0,
sup
x∈RN
|uε(x, t)− vη(x, t)| ≦ C max
i=1,...,m
max
0≦s≦t
|ξi,ε(s)− ζ i,η(s)|.
Moreover, if, for u0 ∈ C0,1(RN ) and Bi,1, Bi,2 ∈ C([0,+∞)), u1, u2 ∈ BUC(QT ) are the extensions
obtained by Theorem 6.1, then,
sup
x∈RN
|u1(x, t)− u2(x, t)| ≦ C max
i=1,...,m
max
0≦s≦t
|B1i (s)−B2i (s)| .
Proof. Only the estimate for uε − vη is shown here. The one for u1 − u2 follows by a density
argument.
Let L be the Lipschitz constant of u0. Since the Hamiltonians are x-independent, it is immediate
from the contraction property that, for all t ≧ 0, uε(·, t), uη(·, t) ∈ C0,1(RN ) and
max(‖Duε(·, t)‖, ‖Du˜η(·, t)‖) ≦ L.
The standard comparison estimate for viscosity solutions implies that, for all (x, t) ∈ QT ,
uε(x, t)− uη(x, t)− φL,ε,η(x, x, t) ≦ sup
x,y∈RN
[u0(x)− u0(y)− L|x− y] ≦ 0.
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In view of the above assumption on the Hi’s, basic estimates from the theory of viscosity solutions
yield, for any τ > 0 and w ∈ C0,1(RN ) with ‖Dw‖ ≤ L,
‖SHi(τ)w − w‖ ≦ (max
i
max
|p|≦L
|Hi(p)|)τ .
This implies that
φL,ε,η(x, x, t) ≦ L|x− x|+m max
1≦i≦m
[max
|p|≦L
|Hi(p)| max
0≦s≦t
|ξi,ε(s)− ζ i,η(s)|]
= m max
1≦i≦m
[max
|p|≦L
|Hi(p)| max
0≤s≤t
|ξi,ε(s)− ζ i,η(s)|].
Combining the upper bounds for uε(x, t)− u˜η(x, t) and φL,ε,η(x, x, t) gives the claim. 
Another very natural question concerning the class of Hamilton-Jacobi equations under considera-
tion here is whether there is a finite domain of dependence, a property otherwise known as finite
speed of propagation.
In the context of the (deterministic) viscosity solutions this property says that, if H is Lipschitz
continuous with constant L, and u1, u2 ∈ BUC(QT ) solve the initial value problems
u1t = H(Du
1) in QT u
1(x, 0) = u10(x) and u
2
t = H(Du
2) in QT u
2(x, 0) = u20(x),
then
if u10 = u
2
0 in B(0, R), then u
1(·, t) = u2(·, t) in B(0, R − Lt).
The only positive but partial result in this direction, which yields something weaker than finite
speed of propagation, is about the initial value problem
(6.13) ut = (H1(Du)−H2(Du))B˙ in QT ,
with
(6.14) H1,H2 convex and bounded from below.
Proposition 6.5. Assume (6.14) and let u ∈ BUC(QT ) be a solution to(6.13) such that, for some
A ∈ R and R0 > 0, u(·, 0) ≡ A in B(0, R0). Let L > 0 be the Lipschitz constant of H1 and H2 in
B(0, 2R0). Then u(·, t) ≡ A in B(0, R − L(max0≦s≤tB(s)−min0≦s≤tB(s))).
Proof. Without loss of generality, the problem may be reduced to Hamiltonians with the additional
condition
(6.15) H1,H2 nonnegative and H1(0) = H2(0) = 0.
As long as R > L(max0≦s≤tB(s)−min0≦s≤tB(s)), and, since H1(0) = H2(0) = 0, the finite speed
of propagation of the initial value problem with B(t) = t yields
SH1(max
0≦s≦t
B±(s))u0 = SH2(max
0≦s≦t
B±(s))u0 = A,
and the claim then follows using the estimate in Proposition 6.4. 
After this course, Gassiat [26] came with a nonconvex Hamiltonian for which the initial value
problem does not have finite speed of propagation property. It remains, however, an open ques-
tion, if this property holds for convex Hamiltonian, since in that case, as shown above, there are
cancellations.
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Another important open question is whether it is possible to control the cancellations for spatially
dependent Hamiltonians. An important step towards such a conclusion is to show that, if H is
convex and nonnegative, then
SH(a)S−H(a)u ≦ u ≦ S−H(a)SH(a)u,
where S±H are the solution operators of the “deterministic” problems with Hamiltonians ±H.
It can be shown for convex Hamiltonians, using the control interpretation of the problems, that
the claim is true if H∗(x, 0) ≡ 0. However, it is not clear what to do if this last condition does not
hold. It is also not obvious how to reduce to this because of the x-dependence.
A summary follows of what is known so far about the interplay between the regularity of H and
the paths in order to have a unique extension.
The theory of viscosity solutions applies when H ∈ C and B ∈ C1. As a matter of fact it is possible
to consider B ∈ C1,1 or even discontinuous B as long as B˙ ∈ L1.When H ∈ C1,1 or, more generally,
if H is the difference of two convex (or half-convex) functions, there exists a unique extension for
any B ∈ C([0,∞)).
Arguments similar to the ones presented next yield a unique extension for B ∈ C0,α([0,∞)) with
α ∈ (0, 1) and H ∈ C2(1−α)+ε(RN ) for ε > 0. It is not clear if the the additional ε-regularity is
necessary; recall that, for any β ∈ [0,∞), Cβ(RN ) is the space C [β],β−[β](RN ).
The conclusion resembles nonlinear interpolation. Indeed, consider the solution mapping T (B,H) =
u, which is a bounded map from C1 × C0 into C and C0 × C2 into C. Typically, if T is bi-
linear, abstract interpolation results would imply that T must be a bounded map from C0,α ×
C [2(−1−α)],2(1−α)−[2(1−α)] into C. But T is far from being bilinear.
Next it is shown that, in the particular case α = 1/2, it is possible to have a unique extension if
H ∈ C1,δ for δ > 0. Of course, the goal is to show that is enough to have H ∈ C1 or even H ∈ C0,1.
This is another open problem.
A sequence (Bn)n∈N in C
1([0,∞)) is said to approximate B ∈ C([0,∞)) in C0, 1/2 if, as n→∞,
Bn → B in C([0,∞)) and sup
n
‖B˙n‖ ‖Bn −B‖ <∞ .
Given B ∈ C0,1/2([0,∞)), it is possible to find at least two classes of such approximations. The
first uses convolution with a suitable smooth kernel, while the second relies on finite differences.
Let ρn(t) = nρ(nt) with ρ a smooth nonnegative kernel with compact support in [−1, 1] such thatˆ
zρ(z)dz = 0 and
ˆ
ρ(z)dz = 1,
and consider the smooth function Bn = B ∗ ρn. If C = (‖ρ′‖+ ‖ρ‖+ 1)[B]0, 1/2, then
‖B˙n‖ ≦ C
√
n and ‖Bn −B‖ ≦ C/
√
n .
For the second approximation, subdivide [0, T ] into intervals of length ∆ = T/n and construct Bn
by a linear interpolation of (Bk∆)k=1,...,n. Then
|B˙n| =
|B(k+1)∆ −Bk∆|
∆
≦
[B]0, 1/2√
∆
= C
√
n and ‖B −Bn‖ ≦ [B]0, 1/2
√
∆ =
C√
n
.
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The next result says that C0,
1
2 -approximations of C0,
1
2 paths yield a unique extension for H ∈
C1,δ(RN ) with δ > 0. As a matter of fact the result not only gives an extension but also an
estimate.
Theorem 6.3. Assume that B ∈ C0,1/2([0,∞)) and, for some δ > 0, H ∈ C1,δ(RN ) and fix T > 0
and u0 ∈ BUC(RN). For any (ξn)n∈N, (ζm)m∈N ∈ C([0,∞)) and u0,n, v0,m ∈ BUC(RN), which
are respectively C0,1/2-approximations of B and u0 in BUC(R
N), let un, vm ∈ BUC(QT ) be the
solutions to the corresponding initial value problems. Then there exists u ∈ BUC(QT ) such that,
as n,m→∞, un, vm → u in BUC(QT ). Moreover, if ‖u0,n− u0‖ ≦ Cn−β for some C, β > 0, then
there exists γ > 0 such that |un − u| . n−γ in QT
The basic step of the proof, which is omitted because it is rather long and technical, is to consider
the behavior, as n→∞, m→∞ and λ→∞, of
sup
z∈RN , t∈[0,T ]
[φn,m(z, t)− λ|z|],
where φn,m is the solution to
φn,mt = H(Dφ
λ,n,m)(B˙n − ˙˜Bm) in QT φn,m(z, 0) = λ|z|.
A discussion follows about the need to have conditions on H. The key step in the proof of Theo-
rems 6.3 can be reformulated as follows. Let (Bn)n∈N be a sequence of C
1-functions such that, as
n→∞,
(6.16) Bn → 0 and sup
n
‖Bn‖ ‖B˙n‖ <∞ ,
and consider the solution vn to
vn,t = H(Dvn)B˙n in QT vn(x, 0) = λ|x|.
It suffices to show that, for each fixed T > 0 and for all (x, t) ∈ QT ,
lim
n∈N
sup
(x,t)∈QT
[vn(x, t)− λ|x|]→ 0 .
Next let B˙ be piecewise constant such that, for ti =
T
k i,
B˙ = ∆1 in [t2k, t2k+1] and B˙ = −∆2 in [t2k+1, t2k],
and, for simplicity, take λ = 1. Arguments similar to the ones earlier in this section and the fact
that vk is convex, since vk(·, 0) is, yield a decreasing sequence wn = v∗k such that
w0 =
{
0 if |p| ≦ 1 ,
+∞ if |p| ≧ 1 ,
and
w2k+1 = (w2k +∆2kH)
∗∗ and w2k = (w2k−1 −∆2k−1H)∗∗ ,
where
∆i = k[B(
(i+ 1)T
k
)−B( iT
k
)] .
Then convergence will follow if there is a lower bound for the wk’s.
Consider next the particular case
H(p) = |p|θ
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and assume that
∆i =
√
k for all i .
If w˜k is constructed similarly to wk but with ∆i = 1, it is immediate that
wk = k
−1/2w˜k,
and, since w˜k+1 = ((w˜k ± |p|θ)∗∗ ∓ |p|θ)∗∗, it follows that w˜k+1 ≦ w˜k and w˜k = +∞ if |p| > 1.
Let mk = − inf |p|<1wk(p). Since H is not the difference of two convex functions if θ ∈ (0, 1/2), it
must be that limk→∞mk =∞.
It turns out, and this is tedious computation, that there exists c > 0 such that
w˜k ≦ −ck1−θ .
It follows that, if θ < 1/2,
wk = k
−1/2w˜k ≦ −ck1/2−θ → −∞ as k →∞ .
The above calculations show that, if H ∈ C0,α(RN ) with α ∈ (0, 12) and supn ‖Bn‖C0, 12 <∞, then
there is blow up, and, hence, not a good solution. On the other hand if H ∈ C0, 12 (RN ) then there
is no blow up.
It is also possible to construct an example of a Hamiltonian H, which is not the difference of two
convex functions and has better regularity than mere continuity, for which there is no extension
unless more regularity is assumed.
7. Pathwise solutions for fully nonlinear, second-order PDE with rough signals
and smooth, spatially homogeneous Hamiltonians
Consider the initial value problem
(7.1) du = F (D2u,Du, u, x, t) dt +
m∑
i=1
Hi(Dui) · dBi in QT u(·, 0) = u0 in RN ,
with
(7.2) Hi ∈ C2(RN ) and Bi ∈ C([0,∞)) for i = 1, . . . ,m ,
and F degenerate elliptic.
The case of “irregular” Hamiltonians requires different arguments; see [54] for the details. Spatially
dependent regular Hamiltonians are discussed later.
An important question is if the Hamiltonian’s can depend on u and Du at the same time. The
theory for Hamiltonians depending only on u was developed in Section 4. Whether the theory can
be used when H depends both on u and Du is an open problem with the exception of a few special
cases, like, for example, linear dependence on u and p, which are basically an exercise.
The theory of viscosity solutions for equations like (7.1) with H ≡ 0 is based on using smooth test
functions to test the equation at appropriate points. As already discussed earlier this can not be
applied directly to (7.1).
Finally, recall that, when H is sufficiently regular, it is possible to construct, using the characteris-
tics, local in time smooth solutions to (5.2), These solutions, for special initial data, play the role
of the smooth test functions for (7.1).
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Definition 7.1. Fix B ∈ C([0,∞);Rm) and T > 0. A function u ∈ BUC(QT ) is a pathwise sub
(resp. super)-solution to (7.1) if, for any maximum (resp. minimum) (x0, t0) ∈ QT of u− Φ − ψ,
where ψ ∈ C1((0,∞)) and Φ is a smooth solution to dΦ =∑mi=1Hi(DΦ)·dBi in RN×(t0−h, t0+h)
for some h > 0, then
(7.3) ψ′(t0) ≦ F (D
2Φ(x0, t0),DΦ(x0, t0), u(x0, t0), x0, t0)
(7.4) (resp. ψ′(t0) ≧ F (D
2Φ(x0, t0),DΦ(x0, t0), u(x0, t0), x0, t0).)
Finally, u ∈ BUC(QT ) is a solution to(7.1) if it is both sub- and super-solution.
Although somewhat natural, the definition introduces several difficulties at the technical level. One
of the advantages of the theory of viscosity solutions is the flexibility associated with the choice
of the test functions. This is not, however, the case here. As a result it is necessary to work very
hard to obtain facts which were almost trivial in the deterministic setting. For example, in the
definition, it is often useful to assume that the max/min is strict. Even this fact, which is trivial
for classical viscosity solutions, in the current setting requires a bit more work.
It is also useful to point out the relationship between the approach used for equations with linear
dependence on Du and the above definition. Heuristically in Definition 7.1 one inverts locally
the characteristics in an attempt to “eliminate” the bad term involving B˙. Since the problem is
nonlinear and u is not regular, it is, of course, not possible to do this globally. In a way consistent
with the spirit of the theory of viscosity solutions, this difficulty is overcome by working at the level
of the test functions, where, of course, it is possible to invert locally the characteristics. The price
to pay for this construction is that the test functions used here are very robust and not as flexible
as the ones used in the classical deterministic theory. This leads to several technical difficulties,
since all the theory has to be revisited.
The fact that Definition 7.1 is good in the sense that it agrees with the classical (deterministic)
one, if B ∈ C1, is left as an exercise. There are also several other preliminary facts about short
time behavior, etc., which are also omitted. Details can be found in [54].
The emphasis here is on establishing a comparison principle and some stability properties. The
existence follows either by a density argument or by Perron’s method. The latter was established
lately in a very general setting by Seeger [78] for m ≥ 1.
The next result is about the stability properties of the pathwise viscosity solutions. Although
it can be stated in a much more general form using “half relaxed limits” and lower- and upper-
semicontinuous envelopes, here it is presented in a simplified form.
Proposition 7.1. Let Fn, F be degenerate elliptic, Hn,H ∈ C2(RN ;Rm), Bn, B ∈ C([0,∞);Rm)
be such that supi,n ‖D2Hi,n‖ < ∞ and, as n → ∞ and locally uninformly, Fn → F , Hn → H in
C2(RN ;Rm), and Bn → B in C([0,∞);Rm). If un is a pathwise viscosity to (7.1) with nonlinearity
Fn, Hamiltonian Hn and path Bn and un → u in C(QT ), then u is a pathwise viscosity solution to
(7.1).
The assumptions that Hn → H in C2(RN ) instead of just in C(RN ) and supn ‖D2Hn‖ <∞ are not
needed for the “deterministic” theory. Here they are dictated by the nature of the test functions.
Proof of Proposition 7.1. Let (x0, t0) ∈ RN × (0, T ] be a strict maximum of u − Φ − ψ where
ψ ∈ C1((0,∞)) and, for some h > 0, Φ is a smooth solution to(5.2) in (t0 − h, t0 + h).
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Let Φn be the smooth solution to
Φnt = Hn(DΦn)B˙n in R
N × (t0 − hn, t0 + hn) Φn(·, t0) = Φ(·, t0) in RN .
The assumptions on theHn and Bn imply that, as n→∞, Φn → Φ, DΦn → DΦ andD2Φn → D2Φ
in C(RN × (t0 − h′, t0 + h′)), for some, uniform in n, h′ ∈ (0, h); note that this is the place where
Hn → H in C2(RN ) and supn ‖D2Hn‖ <∞ are used.
Let (xn, tn) be a maximum point of un −Φn − ψ in RN × [t0 − h′, t0 + h′]. Since (x0, t0) is a strict
maximum of u− Φ− ψ, there exists a subsequence such that (xn, tn)→ (x0, t0). The definition of
viscosity solution then gives
ψ′(tn) ≦ F (D
2Φn(xn, tn),DΦn(xn, tn), un(xn, tn), xn, tn).
Letting n→∞ yields the claim. 
The next result is about the comparison principle for pathwise viscosity solutions to the first-order
initial value problem (5.2) with x-independent smooth Hamiltonians.
Theorem 7.1. Assume that, for i = 1, . . . ,m,Hi ∈ C2(RN ), B ∈ C([0,∞);Rm) with B(0) = 0
and u0 ∈ BUC(RN). Then, for each T > 0, (5.2) has a unique pathwise solution u ∈ BUC(QT ).
Proof. If u, v ∈ BUC(RN × [0, T ]) are two solutions (as before it is assumed that u and v are
periodic in space) of (5.2), then
z(x, y, t) = u(x, t)− v(y, t)
is a solution to the “doubled” stochastic equation
(7.5) dz = Σmi=1Hi(Dxz) · dBi −Hi(−Dyz) · dBi in RN × RN × (0, T ).
This is a simple consequence of the discussion in the previous sections about local time smooth
solutions and the commutation of the characteristics.
The conclusion now follows arguing as in the proof of the unique extension, since it is immediate
that, for λ > 0,
z(x, y, t) = λ|x− y|2
is a smooth solution to(7.5) with initial data λ|x− y|2. 
The next result is about the extension operator for (7.1). As before, it is shown that the solutions
to initial value problems (7.1) with smooth time signal approximating the given rough one form
a Cauchy family in BUC(QT ) and, hence, all converge to the same function which is a pathwise
viscosity solution to (7.1).
Theorem 7.2. Assume that F is degenerate elliptic, H ∈ C2(RN ;Rm), (ξε)ε>0, (ζη)η>0 ∈ C1([0,∞))
two families of approximations in C([0,∞);Rm) of B ∈ C([0,∞);Rm) and (u0,ε)ε>0, (v0,η)η>0 ∈
BUC(RN) are such that, as ε, η → 0 and uniformly in RN , u0,ε − v0,η → 0. Let (uε)ε>0, (vη)η>0 ∈
BUC(QT ) be the unique viscosity solutions to(7.1) with signal and initial datum ξε, u0,ε and ζη, v0,η
respectively. Then, for all T > 0, as ε, η → 0, uε − u˜η → 0 uniformly in QT . In particular, the
family (uε)ε>0 is Cauchy in BUC(QT ) and all approximations converge to the same limit.
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Proof. Fix T > 0 and consider the “doubled” initial value problem
(7.6)
dZ
λ,ε,η = Σmi=1H(DxZ
λ,ε,η)ξ˙i,ε − Σmi=1H(−DyZλ,ε,η)ζ˙i,η in RN ×RN × (0, T ),
Zλ,ε,η(x, y, 0) = λ|x− y|2.
It is immediate that
(7.7) Zλ,ε,η(x, y, t) = Φλ,ε,η(x− y, t),
where
(7.8) Φλ,ε,ηt = Σ
m
i=1H(DzΦ
λ,ε,η)(ξ˙i,ε − ζ˙i,η) in QT Φλ,ε,η(z, 0) = λ|z|2.
As discussed earlier, there exists T λ,ε,η > 0 such that Φλ,ε,η is given by the method of characteristics
in RN × [0, T λ,ε,η] and
(7.9) lim
ε,η→0
T λ,ε,η =∞ and lim
ε,η→0
sup
(z,t)∈RN×[0,T ]
|Φλ,ε,η(z)− λ|z|2| = 0.
The conclusion will follow as soon as it established that
(7.10) lim
λ→∞
lim
ε,η→0
sup
(x,y)∈R2N ,t∈[0,T ]
(uε(x, t)− u˜η(y, t)− λ|x− y|2) = 0.
Consider next the function
Ψλ,ε,η(x, y, t) = uε(x, t)− uη(y, t)− Φλ,ε,η(x− y, t).
The classical theory of viscosity solutions yields that the map
t 7−→Mλ,ε,η(t) = sup
x,y∈RN
[uε(x, t)− u˜η(y, t)− Φλ,ε,η(x− y, t)]
is nonincreasing in [0, T λ,ε,η).
Hence, for x, y ∈ RN and t ∈ [0, T λ,ε,η),
uε(x, t)− uη(y, t)− Φλ,ε,η(x− y, t) ≦ sup
x,y∈RN
(uε0(x)− uη0(y)− λ|x− y|2).
The claim now follows from the assumptions on uε0 and u
η
0. 
The uniqueness of the pathwise viscosity solutions to (7.1) is considerably more complicated than
the one for (5.2). This is consistent with the deterministic theory, where the uniqueness theory
of viscosity solutions for second-order degenerate, elliptic equations is by far more complex than
the one for Hamilton-Jacobi equations. For the same reasons as for the existence, the argument is
presented omitting the dependence on u, x and t. The proof follows the general strategy outlined
in the “User’s Guide”. The actual arguments are, however, different and more complicated. Recall
that in the background of the “deterministic” proof are the so called sup- and inf-convolutions.
These are particular regularizations that yield approximations which have parabolic expansions
almost everywhere and are also sub- and super-solutions to the nonlinear pde.
This is exactly where the pathwise case becomes different. The “classical” sup- and inf-convolutions
of pathwise viscosity solutions do not have parabolic expansions. In accordance with the general
strategy about pathwise viscosity solutions, these sup- and inf-convolutions are modified by re-
placing the quadratic weights by short time smooth solutions to the first-order part of (7.1). The
new regularizations have now parabolic expansions—the reader should think that the new weights
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remove the “singularities” due to the roughness of B. The rest of the argument follows then the
proof of the deterministic uniqueness, although the details are more intricate.
Theorem 7.3. Let u, v ∈ BUC(QT ) be respectively viscosity sub- and super-solutions to(7.1) and
assume that H = (H1, . . . ,Hm) ∈ C3(RN ;Rm) and F degenerate elliptic. Then, for all t ∈ [0, T ],
(7.11) sup
x∈RN
(u− v)(x, t) ≦ sup
x∈RN
(u− v)(x, 0).
Proof. To simplify the presentation below it is assumed thatm = 1. Recall that, for any φ·C3(RN×
R
N) ∩ C0,1(RN × RN ), there exists some a > 0 such that the doubled initial value problem
dU = [H(DxU)−H(−DyU)] · dB in RN × (t0 − a, t0 + a) U(x, y, t0) = φ(x, y),
has a smooth solution which, for future use, is denoted by S˜H(t− t0, t0)φ.
If φ is of separated form, that is, φ(x, y) = φ1(x) + φ2(y), it is immediate by making, necessary,
the interval of existence smaller, that
S˜(t− t0, t0)φ(x, y) = SH(t− t0, t0)φ1(x) + S−H(t− t0, t0)φ2(y),
where, as before, S±H denote the smooth short time solution operators to du = ±H(Du) · dB.
Moreover, for any λ > 0 and t, t0 ∈ R, it is obvious that
S˜(t− t0, t0)(λ| · − · |2)(x, y) = λ|x− y|2.
Finally, again for smooth solutions,
S−H(t− t0, t0)φ2(y) = −S+H(t− t0, t0)(−φ2)(y).
Fix µ > 0. The claim is that, as λ→∞,
Φ(x, y, t) = u(x, t)− u(y, t)− λ|x− y|2 − µt
cannot have a maximum in RN×RN×(0, T ]. This leads to the desired conclusion as in the classical
proof of the maximum principle.
Arguing by contradiction, it is assumed that there exists (xλ, yλ, tλ) ∈ RN ×RN × (0, T ] such that,
for all (x, y, t) ∈ RN × RN × [0, T ],
(7.12) Φ(x, y, t) = u(x, t)− v(y, t) − S˜(t− tλ, tλ)(λ| · − · |2)(x, y) − µt ≦ Φ(xλ, yλ, tλ).
To handle the behavior at infinity and assert the existence of a max, it is necessary to consider
S˜(t− tλ, tλ)[λ| · − · |2 + βν(·)](x, y) instead of S˜(t− tλ)[λ| · − · |2] in (7.12), for t− tλ small, β → 0,
and a smooth approximation ν(x) of |x|. Since this adds some tedious details which may obscure
the main ideas of the proof, below it is assumed that a max exists.
Elementary computations and a straightforward application of the Cauchy-Schwarz inequality yield,
for all ε > 0 and ξ, η ∈ RN ,
|x− y|2 − |xλ − yλ|2 ≦ 2 < xλ − yλ, x− xλ − ξ > +− 2 < xλ − yλ, y − yλ − η >
+ 2 < xλ − yλ, ξ − η > +(2 + ε−1)(|x− xλ − ξ|2 + |y − yλ − η|2) + (1 + 2ε)|ξ − η|2.
(7.13)
Let
pλ = λ(xλ − yλ) , λε = λ(2 + ε−1) and βε = λ(1 + 2ε) .
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The comparison of local in time smooth pathwise solutions to Hamilton-Jacobi equations, which
are easily obtained by the method of characteristics, and the facts introduced before the beginning
of the proof yield that the function
Ψ(x, y, ξ, η, t) = u(x, t)− v(y, t) − S+H(t− tλ, tλ)(2 < pλ, · − xλ − ξ > +λε| · −xλ − ξ|2)(x)
− S−H(t− tλ, tλ)(−2 < pλ, · − yλ − η > +λε| · −yλ − η|2)(y)
− 2 < pλ, ξ − η > −βε|ξ − η|2 − µt
achieves, for h ≤ h0 = h0(λ, ε−1), its maximum in RN × RN × RN × RN × (tλ − h, tλ + h) at
(xλ, yλ, 0, 0, tλ).
Note that here it is necessary to take t− tλ sufficiently small to have local in time smooth solutions
for the doubled as well as the H and −H equations given by the characteristics.
For t ∈ (tλ − h, tλ + h) define the modified sup- and inf-convolutions
u¯(ξ, t) = sup
x∈RN
[u(x, t) − SH(t− tλ, tλ)(2 < pλ, · − xλ − ξ > +λε| · −xλ − ξ|2)(x)]
and
v(η, t) = inf
y∈RN
[v(y, t) + S−H(t− tλ, tλ)(−2 < pλ, · − yλ − η > +λε| · −yλ − η|2)(y)].
It follows that, for δ > 0,
G(ξ, η, t) = u¯(ξ, t)− v(η, t) − (βε + δ)|ξ − η|2 − 2 < pλ, ξ − η > −µt
attains its maximum in RN × RN × (tλ − h, tλ + h) at (0, 0, tλ).
Observe next that there exists a constant Kε,λ > 0 such that, in R
N × (tλ − h, tλ + h),
(7.14) D2ξ u¯ ≥ −Kε,λ, D2ηv ≤ Kε,λ, u¯t ≤ Kε,λ and vt ≥ −Kε,λ.
with the inequalities understood both in the viscosity and distributional sense.
The one sided bounds of D2ξ u¯ and D
2
ηv are an immediate consequence of the definition of u¯ and v
and the regularity of the kernels, which imply that, for some Kε,λ > 0 and in R
N × (tλ − h, t+ h),
|D2ξSH(· − tλ, tλ)(2 < pλ, · − xλ − ξ > +λε| · −xλ − ξ|2)|
+ |D2ηS−H(· − tλ, tλ)(−2 < pλ, · − yλ − η > +λε| · −yλ − η|2)| ≦ Kε,λ.
The bound for u¯t is shown next; the argument for vt is similar. Note that such a bounds cannot
be expected to hold for ut where, in view of the behavior of dB, it is not possible to have anything
of that form. Indeed take F ≡ 0 and H ≡ 1, in which case u(x, t) = B(t).
Assume that, for some smooth function g and ξ fixed, the map ξ 7→ u¯(ξ, t) − g(t) has a max at tˆ.
It follows that
(x, t) 7→ u(x, t) − SH(t− tλ, tλ)
(
2 < pλ, · − xλ − ξ > +λε| · −ξ|2
)
(x)− g(t)
has a max at (xˆ, tˆ), where xˆ is a point where that sup in the definition of u¯(ξ, t) is achieved, that is
u¯(ξ, tˆ) = u(xˆ, tˆ)− SH(tˆ− tλ, tλ)
(
2 < pλ, · − xλ − ξ > +λε| · −ξ|2
)
(xˆ) .
In view of the definition of the pathwise viscosity sub-solution, it follows that there exists some
Kˆε,λ, depending on Kε,λ and H, such that g(tˆ) ≤ Kˆε,λ, and, hence, the claim.
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The one-sided bounds (7.14) yield the existence of pn, qn, ξn, ηn ∈ RN and tn > 0 such that, as
n→∞,
(i) (ξn, ηn, tn)→ (0, 0, tλ), pn, qn → 0,
(ii) the map (ξ, η, t) 7→ u¯(ξ, t)− v(η, t) − βε|ξ − η|2− < pn, ξ > − < qn, η > −2 < pλ, ξ − η > µt
has a maximum at (ξn, ηn, tn),
(iii) u¯ and v have parabolic second-order expansions from above and below at (ξn, tn) and (ηn, tn)
respectively, that is, there exist an, bn ∈ R such that
u¯(ξ, t) ≤ u¯(ξn, tn) + an(t− tn)+ < Dξu¯(ξn, tn), ξ − ξn >
+
1
2
< D2ξ u¯(ξn, tn)(ξ − ξn), ξ − ξn > +o(|ξ − ξn|2 + |t− tn|) ,
and
v(η, t) ≥ v(ηn, tn) + bn(t− tn)+ < Dηv(ηn, tn), η − ηn >
+
1
2
< D2ηv(ηn, tn)(η − ηn), η − ηn > +o(|η − ηn|2 + |t− tn|) ,
and, finally,
(iv) an = bn + µ, Dξu¯(ξn, tn) = pn + 2pλ + 2βε(ξn − µn), Dηv(ξn, tn) = −qn + 2pλ2βε(ξn − ηn)
and D2ξ u¯(ξn, tn) ≤ D2ηv(ηn, tn).
It follows that, for some θ > 0 fixed, t < tn (ξ, t) near (ξn, tn) and (η, t) near (ηn, tn), the maps
(x, ξ, t) 7→ u(x, t)− SH(t− tλ, tλ)(2 < pλ, · − xλ − ξ > +λε| · −xλ − ξ|2)(x)− Φ(ξ, t), and
(y, η, t) 7→ v(y, t) + S−H(t− tλ, tλ)(−2 < pλ, · − yλ − η > +λε| · −η|2)(y)−Ψ(η, t),
attain respectively a maximum at (xn, ξn, tn) and a minimum at (yn, ηn, tn), where
Φ(ξ, t) = u¯(ξn, tn) + (u¯t(ξn, tn)− θ)(t− tn)+ < Dξu¯(ξn, tn), ξ − ξn >
+
1
2
< (D2ξ u¯(ξn, tn) + θI)(ξ − ξn), ξ − ξn >
and
Ψ(η, t) = v(ηn, tn) + (vt(ηn, tn) + θ)(t− tn)+ < Dηv(ηn, tn), η − ηn >)
+
1
2
((D2ηv(ηn, tn) + θI)(η − ηn), η − ηn).
Next, for sufficiently small r > 0, let
Φ(x, t) := inf
(ξ,t)∈B(ξn,r)×(tn−r,tn)]
[Φ(ξ, t) + S+H(t− tλ, tλ)(2 < pλ, · − xλ − ξ > +λε| · −xλ − ξ|2)(x)],
and
Ψ(y, t) := sup
(ξ,t)∈B(ξn,r)×(tn−r,tn)]
[ψ(η, t)−S−H(t− tλ, tλ)(−2 < pλ, · − yλ− η > +λε| · −yλ− η|2)(x)].
It follows that u− Φ¯ and v−Ψ attain a local max at (xn, tn) and a local min at (yn, tn). Moreover,
Φ¯ and Ψ are smooth solutions of du = H(Du) ·dB for (x, t) near (xn, tn) and dv = −H(−Dyv) ·dB
for (y, t) near (yn, tn). This last assertion for Φ¯ and Ψ follows, using the inverse function theorem,
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from the fact that, at (xn, tn) and (yn, tn), there exists a unique minimum in the definition of Φ¯
and Ψ. This in turn comes from the observation that, for λ > λ0, at (ξn, xn, tn) and (ηn, yn, tn),
D2Φ(ξn, tn) + λεI > 0 and D
2Ψ(ηn, tn) + λεI < 0.
Finally, elementary calculations also yield that
D2ξΦ(ξn, tn) ≧ D
2
xΦ¯(xn, tn) and D
2
ηΨ(ηn, tn) ≦ D
2
yΨ(yn, tn).
Applying now the definitions of the pathwise viscosity sub- and super-solution to u and v respec-
tively yields
u¯t(ξn, tn)− θ ≤ F (D2xΦ¯(xn, tn),DxΦ¯(xn, tn))
≤ F (D2ξΦ(ξn, tn),DξΦ(ξn, tn)) = F (D2ξ u¯(ξn, tn) + θI,Dξu¯(ξn, tn))
and
vt(ηn, tn) + θ ≥ F (−D2ξv(ξn, tn)− θI,Dηv(ηn, tn)).
Hence
µ− 2θ ≤ an − bn − 2θ
≤ sup[F (A + θI, p+ pn)− F (A− θI, p+ qn) : |pn|, |qn| ≤ n−1, |A| ≤ Kε,λ].
The conclusion now follows choosing ε = (2λ)−1 and letting λ→∞ and δ → 0. 
It is worth remarking that, in the course of the previous proof, it was shown that, for 0 < h ≤ hˆ0,
with hˆ0 = hˆ0(λ, ε) ≤ h0, u¯ (resp. v) is a viscosity sub-solution (resp. super-solution) of
u¯t ≤ F (D2ξ u¯,Dξu¯) (resp. vt ≥ F (D2ηv,Dηv)) in RN × (tλ − h, tλ + h).
8. Pathwise solutions to fully nonlinear first and second order pde with
spatially dependent smooth Hamiltonians
The general problem, strategy and difficulties. This section is about pathwise solutions to
initial value problems of the form
(8.1) du = F (D2u,Du, u, x) +H(Du, x) · dB in QT , u(·, 0) = u0 on RN ,
with only one rough path and, as always, F is degenerate elliptic.
It was already discussed that it is not yet understood how to define solutions when the Hamiltonian
depends nonlinearly both in Du and u. When H depends linearly on the gradient, then a change
of unknowns similar to the one described in Setion 3 leads to problems with semilinear rough path
dependence, which can be studied using the methodology of Section 4. When H depends linearly
on u, then again a change of variables to remove the u-dependence from the Hamiltonian leads to
an equation that can be studied following the results of this section.
Extending the theory to equations with multiple rough time dependence had been an open problem
for some time. Recently, however, Lions and Souganidis [55] came up with a way to resolve the
problem.
Finally, to study equations for nonsmooth Hamiltonians, it is necessary to modify the definition
of the solution using now as test functions solutions to the double equations constructed for non
smooth Hamiltonians as in Section 6; see [54].
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The strategy is similar to the one followed for spatially homogeneous Hamiltonians. The pathwise
solutions are defined using as test functions smooth solutions to
(8.2) du = H(Du, x) · dB in RN × (t0 − h, t0 + h), u(·, t0) = φ on RN ,
which under the appropriate assumptions on H exist for each t0 > 0 and smooth φ in (t0−h, t0+h)
for some small h.
The aim in this section is to prove that pathwise solutions are well posed. To avoid many techni-
calities the discussion is restricted to Hamilton-Jacobi initial value problems like
(8.3) du = H(Du, x) · dB in QT u(·, 0) = u0 on RN .
The general problem (8.1) is studied using he arguments of this and the previous sections; details
can be found in [54] and Seeger [78, 77].
Similarly to the spatially homogeneous case, the main technical issue is to control the length of the
interval of existence of smooth solutions to the doubled equation with quadratic initial datum and
smooth approximations to B, that is
(8.4)
{
dz = H(Dxz, x) · dBε −H(−Dyz, y) · dB˜η in RN × RN × (t0 − h, t0 + h),
z(x, y, 0) = λ|x− y|2,
where Bε and B˜η are regular approximations of B.
As already seen in the earlier discussions, the most basic estimate is that h = O(λ−1), which, as it
is explained below, is too small to carry out the comparison proof. The challenge, therefore, is to
take advantage of the cancellations, due to the special form of the initial datum as well as of the
doubled Hamiltonian, to obtain smooth solutions in a longer time interval.
Since the smooth solutions to (8.4) are constructed by the method of characteristics, the technical
issue is to control the length of the interval of invertibility of the characteristics that correspond to
x and y. This can be done by estimating the interval of time in which the Jacobian does not vanish.
It is here that using a single path helps, because, after a change of time, the problem reduces to
studying the analogous question for homogeneous in time odes.
To further simplify the presentation, the problem discussed in the sequel is not (8.4) but rather the
doubled equation with the actual rough path, that is
(8.5) dz = H(Dxz, x)·dB−H(−Dyz, y)·dB in RN×RN×(t0−h, t0+h), z(x, y, 0) = λ′|x−y|2;
the reader who has come so far should be able to figure out how to deal with this approximate
problem. Note that, to avoid cumbersome expressions, λ2 |x − y|2 is written as λ′|x − y|2 and it is
left up to the reader to recall that λ = 2λ′
The smooth solutions to (8.5) are given by z(x, y, t) = Z(x, y,B(t) − B(t0)), where Z is the short
time smooth solution to the “deterministic” doubled initial value problem
(8.6) dZ = H(DxZ, x)−H(−DyZ, y) in RN × RN × (−T ∗, T ∗) Z(x, y, 0) = λ′|x− y|2,
and T ∗ > 0 and h are such that sups∈(t0−h,t0+h) |B(s) − B(t0)| ≤ T ∗; note that this is the place
where assuming that there is only rough path enters. The argument for multiple paths is rather
different.
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The smooth solutions to (8.6) are constructed by inverting the map (x, y) 7→ (X(x, y, t), Y (x, y, t)
of the corresponding system of characteristics, that is
(8.7)

X˙ = −DpH(P,X) Y˙ = −DqH(Q,Y ),
P˙ = DxH(P,X) Q˙ = DyH(Q,Y ),
U˙ = H(P,X)− < DpH(P,X), P > −H(Q,Y )+ < DqH(Q,Y ), Q >,
with initial data
(8.8)
{
X(x, y, 0) = x, Y (x, y, 0) = y, P (x, y, 0) = Q(x, y, 0) = λ(x− y)
and U(x, y, 0) = λ′|x− y|2.
A rough estimate, which does not take into account the special form of the system and the initial
data, gives that the map (x, y) 7→ (X(x, y, t), Y (x, y, t)) is invertible at least in a time interval of
length O(λ−1) for some O depending on ‖H‖C2 .
This implies that the characteristics of (8.5) are invertible as long as
sup
s∈(t0−h,t0+h)
|B(s)−B(t0)| ≦ O(λ−1).
The discussion next aims to explain the need of intervals of invertibility that are longer than O(λ−1),
and serves as a blueprint for the strategy of the actual proof.
Let u and v be respectively a subsolution and a supersolution of (8.2). As in the x-independent
case, it is assumed that, for some α > 0 and λ > 0, (x0, y0, t0) ∈ RN ×RN × (0,∞) is a maximum
point of
u(x, t)− v(y, t)− λ′|x− y|2 − αt.
Then, for h ∈ (0, t0) and all x, y ∈ RN ,
u(x, t0 − h)− v(y, t0 − h) ≦ λ′|x− y|2 − αh+ u(x0, t0)− v(y0, t0)− λ′|x0 − y0|2 .
Since w(x, y, t) = u(x, t) − v(y, t) solves the doubled equation (8.2), to obtain the comparison it is
enough to compare w with the small time smooth solution z to (8.5) starting at t0 − h.
It follows that
u(x0, t0)− v(y0, t0) ≦ z(x0, y0, t0) + u(x0, t0)− v(y0, t0)− z(x0, y0, t0 − h)− αh,
and, hence,
α ≤ z(x0, y0, t0)− z(x0, y0, t0 − h)
h
.
Recall that h depends on λ and to conclude this dependence must be such that
lim sup
λ→∞
z(x0, y0, t0)− z(x0, y0, t0 − h)
h
≤ 0.
On the other hand, it will be shown that, if z is a smooth solution to (8.5), then
z(x0, y0, t0)− z(x0, y0, t0 − h) . sup
s∈(t0−h,t0+h)
|B(s)−B(t0)|λ−
1
2 .
Combining the last two statements implies that, to get a contradiction, h = h(λ) must be such that
(8.9) lim sup
λ→∞
sup
s∈(t0−h,t0+h)
|B(s)−B(t0)|h−1λ−
1
2 = 0.
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The next argument indicates that there is indeed a problem if the smooth solutions to the “deter-
ministic” doubled problem exist only for times of order O(λ−1).
Indeed, if the interval of existence is of length O(λ−1) and B ∈ C0,β([0,∞)), it follows that hβ ≈ λ−1
and, then,
sup
s∈(t0−h,t0+h)
|B(s)−B(t0)|h−1λ−
1
2 . h
3β
2
−1.
Hence, for (8.9) to hold, it is necessary to have β > 3/2, which, of course, excludes Brownian
motions.
Improving the interval of existence of smooth solutions. The problem is to find longer
than O(λ−1) intervals of existence of smooth solution to the doubled deterministic Hamilton-Jacobi
equation
(8.10) Ut = H(DxU, x)−H(−DyU, y) in RN × (−T, T ) U(x, y, 0) = λ′|x− y|2.
Two general sets of conditions will be modeled by two particular classes of Hamiltonians, namely
separated and linear H’s.
To give the reader a flavor of the type of arguments that will be involved, it is convenient to begin
with “separated” Hamiltonians of the form
H(p, x) = H(p) + F (x),
in which case the doubled equation and its characteristics are
(8.11) Ut = H(DxU)−H(−DyU) + F (x)− F (y) in RN × (−T, T ) U(x, y, 0) = λ′|x− y|2,
and
(8.12)

X˙ = −DpH(P ) Y˙ = −DqH(Q),
P˙ = DxF (X) Q˙ = DyF (Y ),
U˙ = H(P )− < DpH(P ), P > −H(Q)+ < DqH(Q), Q > +F (X)− F (Y )
X(0) = x, Y (0) = y, P (0) = Q(0) = λ(x− y), U(0) = λ′|x− y|2.
Let J(t) denote the Jacobian of the map (x, y) 7→ (X(x, y, t), Y (x, y, t)). In what follows, to avoid
the rather cumbersome notation involving determinants etc., all the calculations are presented for
N = 1, that is x, y ∈ R; the reader, of course, can easily see how to extend everything to higher
dimensions.
It follows that
J =
∂X
∂x
∂Y
∂y
− ∂X
∂y
∂Y
∂x
and J(0) = 1.
The most direct way to find an estimate for the time of existence of smooth solutions is, for example,
to obtain a bound for the first time tλ such that J(tλ) =
1
2 , and for this it is convenient to calculate
and estimate the derivatives of J with respect to time at t = 0.
Hence, it is necessary to derive the odes satisfied by ∂X∂x ,
∂X
∂y and
∂Y
∂x ,
∂Y
∂y . Writing
∂X
∂α ,
∂Y
∂α ,
∂P
∂α ,
∂Q
∂α
with α = x or y, differentiating (8.12) and omitting the subscripts for the derivatives of H and F
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yields the systems
⌢˙
∂X
∂α
= −D2H(P )∂P
∂α
,
⌢˙
∂P
∂α
= D2F (X)
∂X
∂α
,
∂X
∂x
(x, y, 0) = 1,
∂P
∂x
(x, y, 0) = λ,
∂X
∂y
(x, y, 0) = 0,
∂P
∂y
(x, y, 0) = −λ ,
and

⌢˙
∂Y
∂α
= −D2H(Q)∂Q
∂α
,
⌢˙
∂Q
∂α
= D2F (Y )
∂Y
∂α
,
∂Y
∂x
(x, y, 0) = 0,
∂Q
∂x
(x, y, 0) = λ,
∂Y
∂Y
(x, y, 0) = 1,
∂Q
∂y
(x, y, 0) = −λ.
Proposition 8.1. Assume that DH, DF , D2F , D2H, |D3H|(1 + |p|) and D4H are bounded. If
tλ is the first time that J(tλ) = 1/2, then, for some uniform constant c > 0 which depends on the
bounds on the H,F and their derivatives, and for all x, y ∈ RN ,
tλ ≥ cmin(1, λ−1/3) .
Proof. Straightforward calculations that take advantage of the separated form of the Hamiltonian
yield
J˙ = −D2H(P )(∂P
∂x
∂Y
∂y
− ∂P
∂y
∂Y
∂x
)−D2H(Q)(∂X
∂x
∂Q
∂y
− ∂X
∂y
∂Q
∂x
)
and
J¨ = −(D2H(P )D2F (X) +D2H(Q)D2F (Y ))J + 2D2H(P )D2H(Q)(∂P
∂x
∂Q
∂y
− ∂P
∂y
∂Q
∂x
)
−D3H(P )DF (X)(∂P
∂x
∂Y
∂y
− ∂P
∂y
∂Y
∂x
)−D3H(Q)DF (Y )(∂X
∂x
∂Q
∂y
− ∂X
∂y
∂Q
∂x
) .
To simplify the expressions for J˙ and J¨ , it is convenient to express ∂X∂α ,
∂Y
∂α ,
∂P
∂α ,
∂Q
∂α in terms of the
solutions (η1, ψ1, η2, ψ2) to the linearized system
ξ˙1 = −D2H(P )φ1, ξ1(0) = 1,
φ˙1 = D
2F (X)ξ1, φ1(0) = 0,
ξ˙2 = −D2H(P )φ2, ξ2(0) = 0,
φ˙2 = D
2F (X)ξ2, φ2(0) = 1,
and

η˙1 = −D2H(Q)ψ1, η1(0) = 1,
ψ˙1 = D
2F (Y )η1, ψ1(0) = 0,
η˙2 = −D2H(Q)ψ2, η2(0) = 0,
ψ˙2 = D
2F (Y )η2, ψ2(0) = 1,
which are bounded in [0, 1] and satisfyξ1(t) = 1 +O(1)t, ξ2(t) = O(1)t,φ1(t) = O(1)t, φ2(t) = 1 +O(1)t, and
η1(t) = 1 +O(1)t, η2 = O(1)t,ψ1(t) = O(1)t, ψ2 = 1 +O(1)t,
where O(1) denotes different quantities for each functions which are uniformly bounded in [0, 1];
note that the assumption that D2H and D2F are bounded is used here.
A direct substitution yields
∂X
∂x = ξ1 + λξ2
∂X
∂y = −λξ2,
∂P
∂x = φ1 + λφ2
∂P
∂y = −λφ2,
and

∂Y
∂x = λη2
∂Y
∂y = η1 − λη2,
∂Q
∂x = λψ2
∂Q
∂y = ψ1 − λψ2.
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and
∂P
∂x
∂P
∂y
− ∂P
∂y
∂Q
∂x
= (φ1 + λφ2)(ψ1 − λψ2)− (−λφ2)λψ2
= φ1ψ1 + 2λ(φ2ψ1 − φ1ψ2) = O(1)(1 + 2λt),
since
φ1ψ1 = O(1) and φ2ψ1 − φ1ψ2 = (1 +O(1)t)O(1)t −O(1)t(1 +O(1)t) = O(1)t .
Similarly, since
φ2η1 − φ1η2 = (1 +O(1)t)(1 +O(1)t) −O(1)tO(1)t = 1 +O(1)t and
ξ2ψ1 − ξ1ψ2 = O(1)tO(1)t − (1 +O(1)t)(1 +O(1)t) = O(1)t− 1,
it follows that
∂P
∂x
∂Y
∂y
− ∂P
∂y
∂Y
∂x
= (φ1 + λφ2)(η1 − λη2)− (−λφ2)λη2
= φ1ξ1 + λ(φ2η1 − φ1η2) = O(1)(1 + λt) + λ,
and
∂X
∂x
∂Q
∂y
− ∂X
∂y
∂Q
∂x
= (ξ1 + λξ2)(ψ1 − ψ2)− (−λξ2)λψ2
= ξ1ψ1 + λ(ξ2ψ1 − ξ1ψ2) = O(1)(1 + λt)− λ .
Inserting all the above in the expression for J¨ yields
J¨ = O(1)J +O(1)(1 + λt) + λ(D3H(Q)DF (Y )−D3H(P )DF (X)).
Set
A := (D3H(Q)−D3H(P ))DF (Y ) and D := D3H(P )(DF (Y )−DF (X)).
It is immediate that
λ|A| ≦ λO(‖DF‖∞|Q− P |) = λO(1)t,
with the last estimate following from the observation that
(P −Q)(t) = λ(x− y) +
ˆ t
0
DF (X(s))ds − (λ(x− y)t
ˆ t
0
DF (Y (s))ds
=
ˆ t
0
(DF (X(s)) −DF (Y (s))ds = O(1)t.
As far as D is concerned, observe that
|D| ≦ ‖D3H‖∞|X − Y | . |X − Y |
1 + |P | ,
and recall that
|X − Y | ≦ |x− y|+O(1)t and |P | = |λ(x− y) +O(1)t|.
Hence,
λ|D| .
[
λ|x− y|
1 + |λ(x− y) +O(1)t| +
λO(1)t
1 + |P |
]
.
[ |P (0)|
1 + |P (0) +O(1)t| +
λO(1)t
1 + |P |
]
;
the second term in the bound above comes from λO(1)t, while an additional argument is needed
for the first.
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Choose t ≤ t1 so that the O(1)t term in P is such that |O(1)t| ≦ 12 . If |P (0)| ≦ 1, then
|P (0)|
1 + |P (0) +O(1)t| ≦ 1
while, if |P (0)| > 1,
1 + |P (0) +O(1)t| ≧ 1 + |P (0)| − |O(1)t| ≧ |P (0)| + 1
2
and |P (0)|
1 + |P (t)| ≦
|P (0)|
1
2 + |P (0)|
≦ 1 .
Combining the estimates on λA and λD gives
J¨ = O(1)J +O(1)λt+O(1).
On the other hand, it is immediate that
J(0) = 1 and J˙(0) = 1;
this is another place where the separated form of the Hamiltonian and the symmetric form of the
test function play role.
It follows that there exists sλ ∈ (0, tλ), such that
1
2
= 1 +
1
2
t2λJ¨(sλ)
and, hence,
|t2λJ¨(sλ)| = 1,
which implies
1 . t2λ(1 + λtλ).
and, finally,
1 . λt3λ + t
2
λ,
and the claim is proved. 
Having established a longer than O(λ−1) interval of existence for the solution Uλ of (8.11), it is
now possible to obtain the following comparison result for pathwise solutions to Hamilton-Jacobi
equations with separated Hamiltonians.
Theorem 8.1. Let u ∈ BUC(QT ) and v ∈ BUC(QT ) be respectively sub- and super-solutions
to(8.2) in QT with H of separated form satisfying the assumptions of Proposition 8.1. Moreover,
assume that B ∈ C0,β([0,∞]) with β > 2/5. Then, for all t ∈ [0, T ],
sup
x∈RN
(u(x, t) − v(x, t)) ≦ sup
x∈RN
(u(·, 0) − v(·, 0)) .
The following lemma, which is stated without a proof since it is rather classical, will be used in the
proof of Theorem 8.1.
Lemma 8.1. Assume that H ∈ C(RN) and F ∈ C0,1(RN ) and let Uλ be the viscosity solution to
the doubled equation wt = H(Dxw)+F (x)−H(−Dyw, y)−F (y) in QT with initial datum λ′|x−y|2.
Then, for all x, y ∈ RN and t ∈ [0, T ],
|Uλ(x, y, t)− λ
2
|x− y|2| ≦ t‖DF‖ |x− y| .
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The proof of Theorem 8.1. Assume that (x0, y0, t0) with t0 > 0 is a maximum point of u(x, t) −
v(y, t)− λ|x− y|2 − αt. Repeating the arguments at the end of the previous subsection and using
Lemma 8.1 yields
(8.13) αh ≦ ‖DF‖∞|x0 − y0| |B(t0)−B(t0 − h)|.
Recall that, in view of Proposition 8.1, the above inequality holds as long as
|B(t0)−B(t0 − h)| ≈ λ−1/3.
Since B ∈ C0,β([0,∞]), the above yield
λ−1 ≈ h−3β .
Moreover, (x0, y0) ∈ RN ×RN being a maximum of u(x, t0)−v(y, t0)−λ|x−y|2 yields λ|x0−y0|2 ≦
max(‖u‖, ‖v‖) and, if ω is the modulus of continuity of u, λ|x0−y0|2 ≦ ω(λ−1/2max(‖u‖, ‖v‖)1/2) =
O(1), and, hence, |x0 − y0| . λ−1/2.
Inserting all the observations above in (8.13) gives αh . h
5β
2 , and, thus, α . h
5β
2
−1, which is a
contradiction as λ→∞. 
Note that it is possible to assume less on B in Theorem 8.1, if more information is available for the
modulus of continuity of either u or v.
For general, that is not of separated form, Hamiltonians, the situation is more complicated. Indeed
the “canonical” assumption on H for the deterministic theory is that, for some modulus ωH and
all x, y, p ∈ RN ,
(8.14) |H(p, x)−H(p, y)| ≦ ωH(|x− y|(1 + |p|)).
On the other hand, it was shown in the course of the proof of the comparison
λ|x0 − y0|2 ≦ 2max(‖u‖, ‖v‖) and λ|x0 − y0|2 ≦ max(ωu(|x0 − y0|), ωv(|x0 − y0|)),
and, hence,
|x0 − y0|2 ≦ λ−1max(ωu, ωv)(2(λ−1max(‖u‖, ‖v‖))1/2) .
Finally, if either u or v is Lipschitz continuous, then the above estimate can be improved to
|x0 − y0| ≦ min(‖Du‖, ‖Dv‖)λ−1.
The next technical result replaces Lemma 8.1. Its proof is again classical and it is omitted.
Lemma 8.2. Assume that H satisfies (8.14) with ωH(r) = Lr. let Uλ be the viscosity solution to
the doubled equation wt = H(Dxw)+F (x)−H(−Dyw)−F (y) in QT with initial datum λ′|x− y|2.
Then there exists C > 0 depending on L such that, for all x, y ∈ RN and t ∈ [0, T ],
(8.15) |Uλ(x, y, t)− λeCt|x− y|2| ≦ (eCt − 1)|x− y| .
If, in addition |x− y| . λ−1, then
|Uλ(x, y, t)− λeCt|x− y|2| . tλ−1 .
The discussion follows about how to “improve” the length of the interval of existence of solutions
given by the method of characteristics for H’s which are not separated. To keep the notation
simple, it is again convenient to argue for N = 1 and leave it to the reader to check the details in
the general case.
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The characteristic odes for the deterministic doubled pde (8.11) are
X˙ = −DpH(P,X) Y˙ = −DqH(Q,Y ),
P˙ = DxH(P,X) Q˙ = DyH(Q,Y ),
U˙ = H(P,X)− < DpH(P,X,P ) > −H(Q,Y )+ < DQH(Q,Y )Q) >,
X(0) = x, Y (0) = y, P (0) = Q(0) = λ(x− y), U(0) = λ′|x− y|2.
Recall that the Jacobian is given by
J =
∂X
∂x
∂Y
∂y
− ∂X
∂y
∂Y
∂x
,
and, for α = x or y,
∂X
∂α
= −D2pH(P,X)
∂P
∂α
−D2pxH(P,X)
∂X
∂α
,
∂P
∂α
= D2pxH(P,X)
∂P
∂α
+D2xH(P,X)
∂X
∂α
,
∂X
∂α
(0) =
{
1 if α = x
0 if α 6= x ,
∂P
∂α
(0) =
{
λ if α = x
−λ if α = y ,
and 
∂Y
∂α
= −D2qH(Q,Y )
∂Q
∂α
−D2qyH(Q,Y )
∂Y
∂α
,
∂Q
∂α
= D2yqH(Q,Y )
∂Q
∂α
+D2yH(Q,Y )
∂Y
∂α
,
∂Y
∂α
(0) =
{
0 if α = x
1 if α = y
,
∂Q
∂α
(0) =
{
λ if α = x
−λ if α = y .
It is also necessary to consider, for i = 1, 2 and z = x− y, the auxiliary linearized systems systems
(8.16)

ξ˙i=−D2ppH(P,X)(1 + λ|z|)φi−D2xpH(P,X)ξi,
φ˙i = D
2
xpH(P,X)φi +
D2xxH(P,X)ξi
1 + λ|z| ,
ξ1(0) = 1, ξ2(0) = 0, φ1(0) = 0, φ1(0) =
1
1 + λ|z| ,
and
(8.17)

η˙i=−D2qH(Q,Y )(1 + λ|z|)ψi−D2qyH(Q,Y )ηi,
ψ˙i = D
2
qyH(Q,Y )ψi +D
2
yyH(Q,Y )
ηi
1 + λ|z| ,
η1(0) = 1, η2(0) = 0, ψ1(0) = 0, ψ2(0) =
1
1 + λ|z| .
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It is immediate that
∂X
∂x
= ξ1 + λξ2,
∂X
∂y
= −λξ2, ∂Y
∂x
= −λη2, ∂Y
∂x
= −λη2,
∂P
∂x
= (φ1 + λφ2)(1 + λ|z|) ∂Q
∂x
= −λψ2(1 + λ|z|),
∂P
∂y
= −λφ2(1 + λ|z|) ∂Q
∂y
= (ψ1 + λψ2)(1 + λ|z|).
Assume next that, for all p, x ∈ RN ,
|D2xpH(p, x)| . 1, |D2pH(p, x| . 1, (1 + |p|)|D2xH(p, x| . 1, |D3xxpH(p, x| . 1,
(1 + |p|)|D3xppH(p, x)| . 1 and (1 + |p|)2|D3p|H(p, x)| . 1.
(8.18)
It follows that there exists C = C(T ) > 0 such that, for all t ∈ [−T, T ],
(8.19) |ξ1(t)| ≦ C, |η1(t)| ≦ C, |ξ2(t)| ≦ Ct
1 + λ|z| and |η2(t)| ≦
Ct
1 + λ|z| .
Consider next the matrices
Ax =
−D
2
xpH(P,X) −D2ppH(P,X)(1 + λ|z|)
D2xH(P,X)
1 + λ|z| D
2
xpH(P,X)

and
Ay =
−D
2
yqH(Q,Y ) −D2qqH(Q,Y )(1 + λ|z|)
D2yyH(Q,Y )
1 + λ|z| D
2
yqH(Q,Y ).

The next lemma, which is stated without proof, is important for the development of the rest of the
theory here as well as for the theory of pathwise conservation laws.
Lemma 8.3. Assume that, in addition to (8.18), for all p, x ∈ RN , |DpH(p, x)| and (1+|p|)−1|DxH(p, x)|
are bounded. Then there exist ε0 > 0 and C > 0 such that, for all t ∈ (0, ε0),
‖Ax −Ay‖ ≦ C|z| .
Lemma 8.3 gives that, for all t ∈ (0, ε0),
(8.20) |ξ1 − η1| ≦ C|z|t and |ξ2 − η2| ≦ C|z|t
1 + λ|z| ,
and, since
λ(ξ2η1 − ξ1η2) = λ(ξ2 − η2)η1 + λη2(η1 − ξ1),
it follows using (8.19) and (8.20) that
(8.21) |λ(ξ2η1 − ξ1η2)| ≦ Ct.
Similar arguments allow to obtain an interval of invertibility of the characteristics that is uniform in
λ, and, hence, a O(1)-interval of existence of smooth solutions to the doubled equation in either one
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of the following three groups of possible assumptions, which should hold for all (x, p) ∈ RN × RN :|D
2
xH| . 1, |D3xxxH| . 1, |D2xpH| . 1, |D3xxpH|(1 + |p|) . 1,
|D2pH| . 1, |D3xppH|(1 + |p|) . 1, |D3pH|(1 + |p|) . 1.
(8.22)
|D
2
xH| . 1, |D3xH| . (1 + |p|), |D2xpH| . 1, |D3xxpH| . 1,
|D2pH|(1 + |p|) . 1, |D3ppxH|(1 + |p|) . 1, |D3pH|(1 + |p|2) . 1.
(8.23)
|D
2
pH| . 1, |D2xpH| . 1, |D2xH|(1 + |p|) . 1,
|D3pH|(1+|p|) . 1, |D3xxpH|(1+|p|2) . 1, |D3xppH| . 1, |D3xH|(1+|p|) . 1.
(8.24)
Note that (8.22) contains the split variable case, and linear Hamiltonians are a special case of
(8.23).
Calculations similar to the ones used in the split variable case
|ξ2η1 − η2ξ1| . t2
and, as it was already seen, tλ = λ
−1/3. Note that, if |DH|, |D2H| and |D3H| are all bounded,
then tλ = λ
−1/2.
The necessity of the assumptions. An important question is whether conditions like the ones
stated above are actually necessary to have well posed problems for Hamiltonians that depend
on p, x. That some conditions are needed is natural since the argument is based on inverting
characteristics and, hence, staying away from shocks. In view of this, assumptions that control the
behavior of H and its derivatives for large |p| are to be expected.
On the other hand, some of the restrictions imposed are due to the specific choice of the initial
datum of doubled equation, which, in principle, does not “interact well” with the cancellation
properties of the given H.
Consider, for example, the Hamiltonian
(8.25) H(p, x) = F (a(x)p) ,
with
(8.26) a, F ∈ C2(R) ∩ C0,1(R) and a > 0.
The characteristics are
X˙ = −F ′(a(X)P )a(X) and P˙ = F ′(a(X)P )a′(X)P.
Let φ ∈ C2(R) be such that
φ′ =
1
a
,
and consider the new characteristics
Xˆ = φ(X) and Pˆ = a(X)P .
Then
˙ˆ
X = φ′(X)X˙ = −a−1(X)F ′(a(X)P )a(X) = −F ′(Pˆ )
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and
˙ˆ
P = a′(X)X˙P + a(X)P˙ = −a′(X)F ′(Pˆ )a(X)P + a(X)F ′(a(X)P )a′(X)P = 0 .
At the level of the pde
du = F (a(x)ux) · dB,
the above transformation yields that, if
u(x, t) = U(φ(x), t) ,
then
dU = F (Ux) · dB ,
a problem which is, of course, homogeneous in space, and, hence, as already seen, there is a O(1)-
interval of existence for the doubled pde.
This leads to the question if it is possible to find, instead of λ|x − y|2, an initial datum for the
doubled pde, which is still coercive, and, in the mean time, better adjusted to the structure of the
doubled equation. This question was answered affirmatively for equations with quadratic Hamilto-
nians corresponding to Riemannian metrics in Friz, Gassiat, Lions and Souganidis [24], positively
homogeneous and convex in p Hamiltonians in Seeger [77] and, for general, convex in p Hamiltonians
in Lions and Souganidis [56].
9. Pathwise entropy/kinetic solutions for scalar conservation laws with
multiplicative rough time signals.
Introduction. Ideas similar to the ones described up to the previous sections were used by Li-
ons, Perthame and Souganidis [49, 50], Gess and Souganidis [29, 28, 30] and Gess, Perthame and
Souganidis [27] to study pathwise entropy/kinetic solutions for scalar conservation laws with multi-
plicative rough time signals as well as their long time behavior, the existence of invariant measures,
possible regularization by noise and the convergence of general relaxation schemes with error esti-
mates.
To keep the ideas simple the presentation here is about the simplest possible case, that is the
spatially homogeneous initial value problem
(9.1) du+
N∑
i=1
Ai(u)xi · dBi = 0 in QT , u0(·, 0) = u0 on RN ,
with
(9.2) A = (A1, ..., AN ) ∈ C2(R;RN )
and merely continuous paths
(9.3) B = (B1, ..., BN ) ∈ C([0,∞);RN ).
If B ∈ C1([0,∞);RN ), then (9.1) is a “classical” problem with a well known theory; see, for
example, the books by Dafermos [17] and Serre [79]. The solution can develop singularities in the
form of shocks (discontinuities). Hence it is necessary to consider entropy solutions which, although
not regular, satisfy the L1 -contraction property established by Kruzkov [35].
solutions todeterministic non-degenerate conservation laws have remarkable regularizing effects in
Sobolev spaces of low order. It is an interesting question to see if they are still true in the present
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case. This is certainly possible with different exponents as shown in Lions, Perthame and Souganidis
[50] and Gess and Souganidis [28].
Contrary to the Hamilton-Jacobi equation, the approach put forward for (9.1) does not work for
conservation laws with semilinear rough path dependence like
(9.4) du+
N∑
i=1
(Ai(u))xidt = Φ(u) · dB˜ in QT u(·, 0) = u0 on RN ,
for Φ = (Φ1, ...,Φm) ∈ C2(R;Rm) and an m-dimensional path B˜ = (B˜1, ..., B˜m).
Semilinear stochastic conservation laws in Itoˆ’s form like
(9.5) du+
N∑
i=1
(Ai(u))xidt = Φ(u)dB˜ in QT
have been studied by Debussche and Vovelle [18, 19, 20], Feng and Nualart [22], Chen, Ding and
Karlsen [10], and Hofmanova [31, 32]).
It turns out that pathwise solutions are natural in problems with nonlinear dependence. Indeed,
let u, v be solutions of the simple one dimensional problems
du+A(u)x · dB = 0 and dv +A(v)x · dB = 0.
Then
d(u− v) + (A(u)−A(v))x · dB = 0.
Multiplying by the sign(u− v) and integrating over R formally leads to
d
ˆ
R
|u− v|dx+
ˆ
R
(sign(u− v)(A(u) −A(v)))x · dB = 0
and, hence,
d
ˆ
R
|u− v|dx = 0.
On the other hand, if du = Φ(u) · dB and dv = Φ(v) · dB, then the previous argument cannot be
used since the term
´
R sign(u − v)(Φ(u) − Φ(v)) · dB is neither 0 nor has a sign. More about this
is presented in the last subsection.
A brief review of the kinetic theory when B is smooth. To make the connection with the
“deterministic” theory, assume that B ∈ C1((0,∞);RN ), in which case du stands for the usual
derivative and · is the usual multiplication and, hence, should be ignored.
The entropy inequality, which guarantees the uniqueness of the weak solutions, is
(9.6) dS(u) +
N∑
i=1
(ASi (u))xi · dBi ≤ 0 in QT S(u) = S(u0) on RN × {0},
for all C2 -convex functions S and entropy fluxes Q defined by(
AS(u)
)′
= a(u)S′(u) with a = A′.
It is by now well established that the simplest way to handle conservation laws is through their
kinetic formulation developed in a series of papers – see Perthame and Tadmor [74], Lions, Perthame
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and Tadmor [52], Perthame [71, 72], and Lions, Perthame and Souganidis [48]. The basic idea is
to write a linear equation satisfied by the nonlinear function
(9.7) χ(x, ξ, t) = χ(u(x, t), ξ) =

+1 if 0 ≤ ξ ≤ u(x, t),
−1 if u(x, t) ≤ ξ ≤ 0,
0 otherwise.
The kinetic formulation states that the entropy inequalities (9.6) for all convex entropies S is
equivalent to χ solving, in the sense of distributions,
(9.8) dχ+
N∑
i=1
ai(ξ)∂xiχ · dBi = ∂ξmdt in RN × R× (0,∞), χ(x, ξ, 0) = χ(u0(x), ξ),
where
(9.9) m is a nonnegative bounded measure in RN × R× (0,∞).
One direction of this equivalence can be seen, at least formally, easily. Indeed since, for all (x, t) ∈
R
N × (0,∞),
S
(
u(x, t)
) − S(0) = ˆ S′(ξ)χ(u(x, t), ξ)dξ,
multiplying (9.8) by S′(ξ) and integrating in ξ leads to (9.6). For the converse see [52, 71, 72].
The next proposition, which is stated without proof, summarizes the basic estimates of the kinetic
theory, which hold for smooth paths and are independent of the paths.
Proposition 9.1. Assume (9.2). The entropy solutions to (9.1) satisfy, for all t > 0,
(9.10) ‖u(·, t)‖Lp(RN ) ≤ ‖u0‖Lp(RN ) for all p ∈ [1,∞],
(9.11) ‖Du(·, t)‖L1(RN ) ≤ ‖Du0‖L1(RN ),
(9.12) {ξ ∈ R : |χ(x, ξ, t) > 0} ⊂ [−|u(x, t)|, |u(x, t)|] for all (x, t) ∈ R× (0,∞),
(9.13)
ˆ ∞
0
ˆ
RN
ˆ
R
m(x, ξ, t)dxdξdt ≤ 1
2
‖u0‖2L2(RN ),
(9.14)
ˆ ∞
0
ˆ
RN
m(x, ξ, t)dx dt ≤ ‖u0‖L1(RN ) for all ξ ∈ R,
and, for all smooth test functions ψ,
(9.15)
d
dξ
ˆ ∞
0
ˆ
RN
ψ(x, t)m(x, ξ, t)dx dt ≤
[
‖Dx,tψ‖L∞(RN+1) + ‖ψ(·, 0)‖L∞(RN )
]
‖u0‖L1(RN ).
The followingg observation is the backbone of the theory pathwise entropy/kinetic solutions. The
reader will recognize ideas described already in the earlier parts of these notes.
Since the flux in (9.1) is independent of x, it is possible to use the characteristics associated with
(9.8) to derive an identity which is equivalent to solving (9.8) in the sense of distributions. Indeed,
choose
(9.16) ρ0 ∈ C∞(RN ) such that ρ0 ≥ 0 and
ˆ
RN
ρ0(x)dx = 1,
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and observe that
(9.17) ρ(y, x, ξ, t) = ρ0
(
y − x+ a(ξ)B(t)),
where
(9.18) a(ξ)B(t) := (a1(ξ)B1(t), a2(ξ)B2(t), ..., aN (ξ)BN (t)),
solves the linear transport equation (recall that in this subsection it is assumed that B is smooth)
dρ+
N∑
i=1
ai(ξ)∂xiρ · dBi = 0 in RN ×R× (0,∞),
and, hence,
(9.19) d(ρ(y, x, ξ, t)χ(x, ξ, t)) +
N∑
i=1
ai(ξ)∂xi(ρ(y, x, ξ, t)χ(x, ξ, t)) · dBi = ρ(y, x, ξ, t)∂ξm(x, ξ, t)dt.
Integrating (9.19) with respect to x (recall that ρ0 has compact support) yields that, in the sense
of distributions in R× (0,∞),
(9.20)
d
dt
ˆ
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx =
ˆ
RN
ρ(y, x, ξ, t)∂ξm(x, ξ, t)dx.
Observe that, although the regularity of the path was used to derive (9.20), the actual conclusion
does not need it. In particular, (9.20) holds for paths which are only continuous. Moreover, (9.20)
is basically equivalent to the kinetic formulation, if the measure m satisfies (9.9).
Finally, note that (9.20) makes sense only after integrating with respect to ξ against a test function.
This requires that a′ ∈ C1(R;RN ) as long as we only use that m is a measure. Indeed, integrating
against a test function Ψ, yields´
RN+1
Ψ(ξ)ρ(y, x, ξ, t)∂ξm(x, ξ, t) dxdξ =
= − ´
RN+1
Ψ′(ξ)ρ(y, x, ξ, t) m(x, ξ, t) dxdξ
+
´
RN+1
Ψ(ξ)(
∑N
i=1 ∂xiρ(y, x, ξ, t)a
′
i(ξ)Bi(t)) m(x, ξ, t) dxdξ
and all the terms make sense as continuous functions tested against a measure.
Some (new) estimates and identities, needed for the proof of the main results of this section and
derived from (9.20), are stated next. Here δ denotes the Dirac mass at the origin.
Proposition 9.2. Assume (9.2) and u0 ∈ (L1 ∩ L∞ ∩BV )(RN ). Then, for all t > 0,
(9.21)
d
dt
ˆ
RN+1
|χ(x, ξ, t)|dx dξ = −2
ˆ
RN
m(x, 0, t)dx,
and
(9.22)
´
RN+1
´
R2N
δ(ξ − u(z, t)) ρ(y, z, ξ, t)ρ(y, x, ξ, t) m(t, x, ξ)dxdydzdξ
= 12
d
dt
´
RN+1
[
(´
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
)2 − |χ(y, ξ, t)|]dydξ.
Proof. The first identity is obtained (see [71, 72]) from multiplying (9.1) by sign(ξ) and using that
the fact that sign(ξ)χ(x, ξ, t) = |χ(x, ξ, t)|. Notice that taking the value ξ = 0 in m is allowed by
the Lipschitz regularity in Proposition 9.1.
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The proof of (9.22) uses the regularization kernel along the characteristics (9.17). Indeed, (9.20)
and the fact that χξ(z, ξ, t) = δ(ξ)− δ(ξ − u(z, t)) yield
(9.23)
1
2
d
dt
´
RN+1
(´
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
)2
dydξ
=
´
RN+1
[´
RN
χ(z, ξ, t)ρ(y, z, ξ, t)dz
´
RN
ρ(y, x, ξ, t)∂ξm(x, ξ, t) dx
]
dydξ
= − ´
RN+1
´
R2N
[δ(ξ) − δ(ξ − u(z, t))]ρ(y, z, ξ, t)ρ(y, x, ξ, t) m(x, ξ, t)dzdxdydξ
= − ´
RN
m(x, 0, t)dx
+
´
RN+1
´
R2N
δ(ξ − u(z, t))ρ(y, z, ξ, t)ρ(y, x, ξ, t) m(x, ξ, t)dzdxdydξ.
An important step in the calculation above is that, for all ξ ∈ R,ˆ
RN
ˆ
R2N
χ(z, ξ, t)[Dyρ(y, z, ξ, t)ρ(y, x, ξ, t) + ρ(y, z, ξ, t)Dyρ(y, x, ξ, t)] m(t, x, ξ)dzdxdy = 0,
which follows from the observation that the integrand is an exact derivative with respect to y.
Using (9.21) in (9.23) gives (9.22). 
Dissipative solutions. The notion of dissipative solutions, which was introduced by Perthame
and Souganidis [73], is equivalent to that of entropy solutions. The interest in them is twofold.
Firstly, the definition resembles and enjoys the same flexibility as the one for viscosity solutions in,
of course, the appropriate function space. Secondly, in defining them, it is not necessary to talk at
all about entropies, shocks, etc.. Thirdly, and this was the motivation of [73], it provides a very
convenient tool to prove asymptotic results.
It is said that u ∈ L∞((0, T ), (L1 ∩ L∞)(RN )) is a dissipative solution to(9.1), if, for all Ψ ∈
C([0,∞);C∞c (RN )) and all ψ ∈ C∞c (R; [0,∞)), where the subscript c means compactly supported,
in the sense of distributions,
d
dt
ˆ
RN
ˆ
R
ψ(k)(u− k−Ψ)+dxdk ≤
ˆ
RN
ˆ
R
ψ(k)sign+(u− k−Ψ)(−Ψt−
N∑
i=1
∂xi(Ai(Ψ)) · dBi)dxdk.
To provide an equivalent definition which will allow to go around the difficulties with inequalities
mentioned earlier, it is necessary to take a small detour to recall the classical fact that, under the
assumed regularity conditions on the flux and paths, for any φ ∈ C∞c (RN ) and any t0 > 0, there
exists h > 0, which depends on φ, such that the problem
(9.24) dΨ¯ +
N∑
i=1
∂xi(Ai(Ψ¯)) · dBi = 0 in RN × (t0 − h, t0 + h) Ψ¯ = φ on RN × {t0},
has a smooth solution given by the method of characteristics.
It is left up to the reader to check that the definition of the dissipative solution is equivalent to
saying that, for φ ∈ C∞c (RN ), ψ ∈ C∞c (R; [0,∞)) and any t0 > 0, there exists h > 0, which depends
on φ, such that, if Ψ¯ and h > 0 are as in (9.24), then in the sense of distributions
d
dt
ˆ
RN
ˆ
R
ψ(k)(u − k − Ψ¯)+dxdk ≤ 0 in (t0 − h, t0 + h).
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9.1. Pathwise kinetic/entropy solutions. Neither the notions of entropy and dissipative solu-
tions nor the kinetic formulation can be used to study (9.1), since all involve either inequalities or
quantities with sign which do not make sense.
The following definition is motivated by the theory of pathwise viscosity solutions.
Definition 9.1. Assume (9.2) and (9.3). Then u ∈ (L1 ∩ L∞)(QT ) is a pathwise kinetic/entropy
solution to (9.1), if there exists a nonnegative bounded measure m on RN × R × (0,∞) such that,
for all test functions ρ given by (9.17) with ρ0 satisfying (9.16), in the sense of distributions in
R× (0,∞),
(9.25)
d
dt
ˆ
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx =
ˆ
RN
ρ(y, x, ξ, t)∂ξm(x, ξ, t)dx.
The main result is:
Theorem 9.1. Assume (9.2), (9.3) and u0 ∈ (L1 ∩L∞)(RN ). For all T > 0 There exists a unique
pathwise entropy/kinetic solution u ∈ C([0,∞);L1(RN )) ∩ L∞(QT ) to (9.1) and (9.10), (9.11),
(9.13), (9.14) and (9.15) hold. In addition, any pathwise entropy solutions u1, u2 ∈ C
(
[0,∞);L1(RN ))
to (9.1) satisfy, for all t > 0, the contraction property
(9.26) ‖u2(·, t)− u1(·, t)‖L1(RN ) ≤ ‖u2(·, 0) − u1(·, 0)‖L1(RN ).
Moreover, there exists a uniform constant C > 0 such that, if, for i = 1, 2, ui is the pathwise
entropy/kinetic solution to (9.1) with path Bi and ui,0 ∈ BV (RN ), then u1 and u2 satisfy, for all
t > 0, the contraction’ property
(9.27)
‖u2(·, t)− u1(·, t)‖L1(RN ) ≤ ‖u2,0 − u1,0‖L1(RN )
+C[‖a‖(|u1,0|BV (RN ) + |u2,0|BV (RN ))|(B1 −B2)(t)|
+(sups∈(0,t) |(B1 −B2)(s)|‖a′‖[‖u1,0‖2L2(RN ) + ‖u2,0‖2L2(RN )])1/2].
Looking carefully into the proof of the (9.27) for smooth paths, it is possible to establish, after
some approximations, an estimate similar to (9.27), for non BV -data, with a rate that depends on
the modulus of continuity in L1 of the initial data. It is also possible to obtain an error estimate
for different fluxes. The details for both are left to the interested reader.
Estimates for regular paths. Following ideas from the earlier parts of the notes, the solution
operator of (9.1) may be thought of as the unique extension of the solution operators of (9.1)
with regular paths. It is therefore necessary to study first (9.1) with smooth paths and to obtain
estimates that allow to prove that the solutions corresponding to any regularization of the same path
converge to the same limit, which is a pathwise entropy/kinetic solution. The intrinsic uniqueness
for the latter is proved later.
The key step is a new estimate, which depends only on the sup-norm of B and yields compactness
with respect to time.
Theorem 9.2. Assume (9.2) and, for i = 1, 2, ui,0 ∈ (L1 ∩L∞ ∩BV )(RN ). Consider two smooth
paths B1 and B2 and the corresponding solutions u1 and u2 to (9.1). There exists a uniform
constant C > 0 such that, for all t > 0, (9.27) holds.
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The proof of Theorem 9.2, which is long and technical, can be found in [49]. It combines the
uniqueness proof for scalar conservation laws based on the kinetic formulation of [71, 72] and
the regularization method along the characteristics introduced for Hamilton-Jacobi equations in
[57, 58, 59, 60, 54].
The proof of Theorem 9.1. The existence of a pathwise kinetic/entropy solution follows easily.
Indeed, the estimate of Theorem 9.2 implies that, for every u0 ∈ (L1 ∩ L∞ ∩ BV )(RN ) and for
every T > 0, the mapping B ∈ C([0, T ];RN ) 7→ u ∈ C([0, T ];L1(RN )) is well defined and uniformly
continuous with the respect to the norm of C([0, T ];RN ). Therefore, by density, it has a unique
extension to C([0, T ]). Passing to the limit gives the contraction properties (9.26) and (9.27) as
well as (9.1). Once (9.26) is available for initial data in BV (RN ), the extension to general data is
immediate by density.
The next step is to show that pathwise kinetic/entropy satisfying (9.1) are intrinsically unique in a
stronger sense. The contraction property only proves uniqueness of the solution built by the above
regularization process. It is, however, possible to prove that (9.25) implies uniqueness. Indeed, for
BV -data, the estimates in the proof of Theorem 9.2 only use the equality of Definition 9.1. From
there the only nonlinear manipulation needed is to check that
1
2
d
dt
´
RN+1
(´
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
)2
=
´
RN+1
(´
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
)
d
dt
´
RN+1
(´
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
)
.
This is justified after time regularization by convolution because it has been assumed that solutions
belong to C
(
[0, T );L1(RN )
)
for all T > 0. This fact also allows to justify that the right hand side
ˆ
RN+1
(ˆ
RN
χ(x, ξ, t)ρ(y, x, ξ, t)dx
) ˆ
RN+1
ˆ
RN
χ(z, ξ, t)ρ(y, z, ξ, t)dz
ˆ
RN
ρ(y, x, ξ, t)∂xiχ(x, ξ, t) dx
can be analyzed by a usual integration by parts, because it is possible to add a convolution in ξ
before forming the square. All these technicalities are standard and have been detailed in [71, 72].
The uniqueness for general data requires one more layer of approximation.
The semilinear problem. Based on the results of Section 4, it is natural to expect that the
approach developed earlier will also be applicable to the semilinear problem (9.4) to yield a pathwise
theory of stochastic entropy solutions. It turns out, however, that, as explained next, this not the
case.
To keep things simple, here it is assumed that N = 1, B = t and B˜ ∈ C([0,∞);R) is a single rough
path. Consider, for Φ ∈ C2(R;R), the problem
(9.28) du+ divA(u)dt = Φ(u) · dB in QT u = u0 on RN × {0}.
Following the earlier considerations as well as the analogous problem for Hamilton-Jacobi equations
described in Section 4, it is assumed that, for each v ∈ R and T > 0, the initial value problem
(9.29) dΨ = Φ(Ψ) · dB˜ in (0,∞), Ψ(0) = v,
has a unique solution
(9.30) Ψ(v; ·) ∈ C([0, T ];R) such that, for all t ∈ [0, T ], Ψ(·, t) ∈ C1(R;R).
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Following Section 4, to study (9.28) it is natural to consider a change of unknown given by the
Doss-Sussman-type transformation
(9.31) u(x, t) := Ψ(v(x, t), t).
Assuming for a moment that B˜ and, hence, Ψ are smooth with respect to t and (9.28) and (9.29)
have classical solutions, it follows, after a straightforward calculation, that
(9.32) vt + divA˜(v, t) = 0 in QT , v = u0 on R
N × {0},
where A˜ ∈ C1,0(R× [0, T ]) is given by A˜′(v, t) = A′(Ψ(v, t)).
Under the above assumptions on the flux and the forcing term, the theory of entropy solutions
toscalar conservation laws applies to (9.32) and yields the existence of a unique entropy solution.
Hence, exactly as in Section 4, it is tempting to define u ∈ (L1 ∩ L∞)(RN × (0, T )), for all T > 0,
to be a pathwise entropy/kinetic solution to(9.28) if v ∈ (L1 ∩ L∞)(RN × (0, T )) defined, for all
T > 0, by (9.31) is an entropy solution to(9.32).
This is, however, not the case. The difficulty is best seen when adding a small viscosity ν to (9.28),
and, hence, considering the approximate equation
ut + divA(u) = Φ(u) · dB + ν∆u,
and, after the transformation (9.31), the problem
vt+ < a
(
Ψ(v(x, t), t)
)
,Dv >=
ν
Ψv(v(x, t), t)
∆Ψ(v(x, t), t) = ν∆v + ν(
Ψvv
Ψv
)(v(x, t), t)|Dv|2 .
If the approach based on (9.31) were correct, one would expect to get, after letting ν → 0, (rigor-
ously) (9.32). This, however, does not seem to be the case due to the lack of the necessary a priori
bounds to pass in the limit.
The problem is, however, not just a technicality but something deeper. Indeed the transformation
(9.31) does not, in general, preserve the shocks unless, as an easy calculation shows, the forcing is
linear.
Assume that N = 1, B(t) = t, let H be the Heaviside step function and consider the semilinear
Burger’s equation
(9.33) ut +
1
2
(u2)x = Φ(u) in QT u0(·, 0) = H pn R,
with Φ such that
(9.34) Φ(0) = 0, Φ(1) = 0, and Φ(u) > 0 for u ∈ (0, 1).
It is easily seen that the entropy solution to (9.33) is
u(x, t) =
{
1 for x < t/2,
0 for x > t/2.
Next consider the transformation u = Ψ(v, t) with Ψ˙(v; t) = Φ(Ψ(v; t)), Ψ(v; 0) = v.
Since, in view of (9.34), Ψ(0; t) = Ψ(1; t) ≡ 1, and Ψ(v; t) > v for v ∈ (0, 1), it follows that the
flux for the equation for v is
A˜(v, t) =
ˆ v
0
Ψ(w; t)dw,
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and the entropy solution with initial data u0 is v(x, t) = H(x − x¯(t)) with the Rankine-Hugoniot
condition
˙¯x(t) =
ˆ 1
0
Ψ(w; t)dw >
ˆ 1
0
wdw =
1
2
,
which shows that the shock waves are not preserved.
The final point is that, when B is a Brownian path, it it is more natural to consider contractions in
L1(RN × Ω) instead of L1(RN ) a.s. in ω for (9.4). To fix the ideas take A = 0 and B a Brownian
motion and consider the stochastic initial value problem
(9.35) du = Φ(u) ◦ dB in (0,∞), u(·, 0) = u0.
If u1, u2 are solutions to (9.35) with initial data u1,0, u2,0 respectively, then, subtracting the two
equations, multiplying by sign(u1 − u2), taking expectations and using Itoˆ’s calculus, gives, for
some C > 0 depending on bounds on Φ and its derivatives,
E
ˆ
|u1(·, t) − u2(·, t)| ≤ exp(Ct)E
ˆ
|u01 − u02|,
while it is not possible, in general, to get an almost sure inequality on
´ |u1(·, t;ω) − u2(·, t, ω)|.
Appendix A. Some facts from the theory of viscosity solutions
in the deterministic setting
This is a summary of several facts about the theory of viscosity solutions of Hamilton-Jacobi
equations that are used in these notes. At several places, an attempt is made to motivate the
definitions and the arguments. This review is very limited in scope. Good references are the books
by Bardi and Capuzzo-Dolceta [2], Barles [5], Fleming and Soner [23], the CIME notes [3] and the
“User’s Guide” by Crandall, Ishii and Lions [13].
Consider the initial value problem
(A.1) ut = H(Du, x) in QT u(·, 0) = u0 on RN .
The classical method of characteristics yields, for smooth H and u0, short time smooth solutions
to(A.1). Indeed, assume that H,u0 ∈ C2. The characteristics associated with (A.1) are the
solutions to the system of odes
(A.2) X˙ = −DpH(P,X), P˙ = DxH(P,X), U˙ = H(P,X)− < DpH(P,X), P ) >
with initial conditions
(A.3) X(x, 0) = x, P (x, 0) = Du0(x) and U(x, 0) = u0(x) .
The connection between (A.1) and (A.2) and (A.3) is made through the relationship
U(t) = u(X(x, t), t) and P (t) = −Du(X(x, t), t) .
The issue is then the invertibility, with respect to x, of the map x 7→ X(x, t). A simple calculation
involving the Jacobian of X shows that x 7→ X(t, x) is a diffeomorphism in (−T ∗, T ∗) with
T ∗ = (‖D2H‖ ‖D2u0‖)−1 .
Passing next to the issues of the definition and well-posedness of weak solutions, to keep the ideas
simple, it is convenient to consider the two simple problems
(A.4) ut = H(Du)B˙ in QT u(·, 0) = u0 on RN ,
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and
(A.5) u+H(Du) = f in RN ,
and to assume that H ∈ C(RN), B ∈ C1(R) and f ∈ BUC(RN).
Nonlinear first-order equations do not have in general smooth solutions. This can be easily seen
with explicit examples. On the other hand, it is natural to expect, in view of the many applications,
like control theory, front propagation, etc., that global, not necessarily smooth solutions, must exist
for all time and must satisfy a comparison principle. For (A.4) this will mean that if u0 ≦ v0, then
u(·, t) ≦ v(·, t) for all t > 0 and, for (A.5), if f ≦ g, then u ≦ v.
To motivate the definition of the viscosity solutions it is useful to proceed, in a formal way, to prove
this comparison principle.
Beginning with (A.5), it is assumed that, for i = 1, 2, ui solves (A.5) with right hand side fi. To
avoid further technicalities, it is further assumed that the ui’s and fi’s are periodic in the unit cube.
The goal is to show that if f1 ≦ f2, then u1 ≦ u2.
The “classical” proof consists of looking at max(u1−u2) which, in view of the assumed periodicity,
is attained at some x0 ∈ RN , that is,
(u1 − u2)(x0) = max(u1 − u2) .
If both u1 and u2 are differentiable at x0, then Du1(x0) = Du2(x0) , and then it follows from the
equations that
(u1 − u2)(x0) ≦ (f1 − f2)(x0) .
Observe that, to prove that u1 ≦ u2, it is enough to have that
u1 +H(Du1) ≦ f1 and u2 +H(Du2) ≧ f2 ,
that is, it suffices for u1 and u2 to be respectively a subsolution and a supersolution.
Turning now to (A.4), it is again assumed that the data is periodic in space. If, for i = 1, 2, ui
solves (A.4) and u1(·, 0) ≦ u2(·, 0), the aim is to show that, for all t > 0, u1(·, t) ≦ u2(·, t).
Fix δ > 0 and let (x0, t0) be such that
(u1 − u2)(x0, t0)− δt0 = max
(x,t)∈RN×[0,T ]
(u1(x, t)− u2(x, t)− δt) .
If t0 ∈ (0, T ] and u1, u2 are differentiable at (x0, t0), then
Du1(x0, t0) = Du2(x0, t0) and u1,t(x0, t0) ≥ u2,t(x0, t0) + δ.
Since evaluating the equations at (x0, t0) yields a contradiction, it must be that t0 = 0, and, hence,
max
(x,t)∈RN×[0,T ]
((u1 − u2)(x, t) − δt) ≦ max
RN
(u1(·, 0) − u2(·, 0)) ≦ 0 .
Letting δ → 0 leads to the desired conclusion.
The previous arguments, of course, use strongly the fact that u1 and u2 are both differentiable at
the maximum of u1−u2, which is not the case in general. This is a major difficulty that is overcome
using the notion of viscosity solution, which relaxes the need to have differentiable solutions.
The definition of the viscosity solutions for the general problems
(A.6) ut = F (D
2u,Du, u, x, t) in U × (0, T ),
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and
(A.7) F (D2u,Du, u, x) = 0 in U,
where U is an open subset of RN , is introduced next.
Definition A.1. (i) u ∈ C(U × (0, T )) (resp. u ∈ C(U)) is a viscosity subsolution of (A.6) (resp.
(A.7)), if, for all smooth test functions of u−φ and all maximum points (x0, t0) ∈ U × (0, T ] (resp.
resp. x0 ∈ U) of u− φ
φt + F (D
2φ,Dφ, u, x0, t0) ≦ 0, (resp. F (D
2φ,Dφ, u, x0) ≦ 0.)
(ii) u ∈ C(U × (0, T )) (resp. u ∈ C(U)) is a viscosity supersolution of (A.6) (resp. (A.7)) if, for
all smooth test functions φ and all minimum points (x0, t0) ∈ U × (0, T ] (resp. x0 ∈ U) of u− φ,
φt + F (D
2φ,Dφ, u, x0, t0) ≧ 0, (resp. F (D
2φ,Dφ, u, x0) ≧ 0.)
(iii) u ∈ C(U × (0, T )) (resp. u ∈ C(U)) is a viscosity solution of (A.6) (resp. (A.7)) if it is both
a sub- and super-solution. of (A.6) (resp. (A.7)).
In the above definition, maxima (resp. minima) can be either global or local. Moreover, φ may
have any regularity, C1 being the minimum for first-order and C2,1 for second-order equations.
Using the definition of viscosity solution, it is possible to make the previous heuristic proof rigorous
and to show the well-posedness of the solutions.
A general comparison result for (A.4) and (A.5) is stated and proved next.
Theorem A.1. (i) Assume H ∈ C(RN), f, g ∈ BUC(RN ) and let u, v ∈ BUC(RN ) be respec-
tively viscosity sub- and super-solutions of (A.5) with right hand side f and g respectively. Then
supRN (u− v)+ ≦ supRN (f − g)+.
(ii) Assume H ∈ RN , B ∈ C1(R), u0, v0 ∈ BUC(RN ) and let u, v ∈ BUC(QT ) be respectively
viscosity sub- and super-solutions to(A.4) with initial data u0 and v0 respectively. Then, for all
t ∈ [0, T ], supRN (u(·, t)− v(·, t))+ ≦ supRN (u0 − v0)+.
Proof. To simplify the argument it is assumed throughout the proof that f , g, u0, v0, u and v
are periodic in the unit cube. This assumption guarantees that all suprema in the statement are
actually achieved and are therefore maxima. The general result is proved by introducing appropriate
penalization at infinity, i.e., considering, in the case of (A.5) for example, sup(u(x)− v(x)−α|x|2)
and then letting α→ 0; see [5] and [?] for all the arguments and variations.
Consider first (A.5). The key technical step is to double the variables by introducing the new
function z(x, y) = u(x)− v(y) which solves the doubled equation
(A.8) z +H(Dxz)−H(−Dyz) ≦ f(x)− g(y).
Indeed if, for a test function φ, z − φ attains a maximum at (x0, y0), then u(x) − φ(x, y0) and
v(y) + φ(x0, y) attain respectively a maximum at x0, and a minimum at y0. Therefore
u(x0) +H(Dxφ(x0, y0)) ≦ f(x0) and v(y0) +H(−Dyφ(x0, y0)) ≧ f(y0),
and the claim follows by subtracting these two inequalities.
To prove the comparison result, z is compared with a smooth function, which is “almost” a solution,
that is, in the case at hand, a function of x− y.
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It turns out that the most convenient choice is, for an appropriate aε,
φε(x, y) =
1
2ε
|x− y|2 + aε.
Indeed
φε +H(Dxφε))−H(−Dyφε)− (f(x)− g(y)) = 1
2ε
|x− y|2 + aε − (f(x)− g(y)) ≧ 0,
if
aε = max(f − g) + νε and νε = max(g(x) − g(y)− 1
2ε
|x− y|2);
note that, since g is uniformly continuous, limε→0 νε = 0.
Let (xε, yε) be such that
z(xε, yε)− φ(xε, yε) = max
RN×RN
(z − φ) .
Then
z(xε, yε) +H(Dxφ(xε, yε)−H(−Dyφ(xε, yε)) ≦ f(xε)− g(yε).
On the other hand, it is known that
φ(xε, yε) +H(Dxφ(xε, yε))−H(−Dyφ(xε, yε)) ≧ f(xε)− g(yε).
It follows that z(xε, yε) ≦ φ(xε, yε) and, hence,
z ≦ φ in RN × RN .
Letting x = y in the above inequality yields
u(x)− v(x) ≦ φ(x, x) = aε = max(f − g) + νε
and, after sending ε→ 0,
max(u− v) ≦ max(f − g).
The comparison for (A.4) is proved similary. In the course of the proof, however, it is not necessary
to double the t-variable, since the equation is linear in the time derivative. This fact plays an
important role in the analysis of the pathwise pde when B is merely continuous.
To this end, define the function
z(x, y, t, s) = u(x, t)− v(y, s),
and observe, as before, that
zt − zs ≦ H(Dxz)B˙(t)−H(−Dyz)B˙(s) in RN × RN × (0,∞)× (0,∞).
On the other hand, it is possible to show that z(x, y, t) = u(x, t)− v(y, t) actually satisfies
(A.9) zt ≦ (H(Dxz)−H(−Dyz))B˙ in RN × RN × (0,∞).
Indeed, fix a smooth φ and let (x0, y0, t0) be a (strict) local maximum of (x, y, t) 7→ z(x, y, t) −
φ(x, y, t). Since all functions are assumed to be periodic with respect to the spatial variable, the
penalized function
u(x, t)− v(y, s)− φ(x, y, t)− 1
2θ
(t− s)2
achieves a local maximum at (xθ, yθ, tθ). It follows that, as θ → 0, (xθ, yθ, tθ)→ (x0, y0, t0).
Applying the definition to the function u(x, t)− v(y, s) gives at (xθ, yθ, tθ, sθ)
φt +
1
θ
(tθ − sθ)− 1
θ
(tθ − sθ) ≦ H(Dxφ)B˙(tθ)−H(−Dyφ)B˙(sθ)
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and, after letting θ → 0 and using the assumption that B ∈ C1, at (x0, y0, t0),
φt ≦ (H(Dxφ)−H(−Dyφ))B˙.
Since
φε(x, y) =
1
2ε
|x− y|2
is a smooth super-solution to(A.9), it follows immediately, after repeating an earlier argument, that
u(x, t) − v(y, t) ≦ 1
2ε
|x− y|2 + max
x,y∈RN
(u(x, 0) − v(y, 0) − 1
2ε
|x− y|2)
and, after letting ε→ 0,
max
RN
(u(x, t) − v(x, t)) ≦ max
RN
(u(x, 0) − v(x, 0))).

The next item in this review is the control interpretation of Hamilton-Jacobi equation. For sim-
plicity here B˙ ≡ 1.
Consider the controlled system of ode
x˙(t) = b(x(t), αt) in (0,∞) x(0) = x ∈ RN ,
where b : RN ×A→ RN is bounded and Lipschitz continuous with respect to x uniformly in α, A
is a compact (for simplicity) subset of RM for some M , t 7→ αt ∈ A is the control, which is taken
to be measurable, and (xt)t≧0 is the state variable.
The associated cost function is given by
J(x, t, α·) =
ˆ t
0
f(x(s), αs)dt+ u0(x(t)),
where u0 ∈ BUC(RN ) is the terminal cost and f : RN × A→ R is the running cost, which is also
assumed to be bounded and Lipschitz continuous with respect to x uniformly in α.
The goal is to minimize — one can, of course, consider maximization — the cost function J over
all possible controls. The value function is
(A.10) u(x, t) = inf
α·
J(x, t, α·) .
The key tool to study u is the dynamic programming principle, which is nothing more than the
semigroup property. It states that, for any τ ∈ (0, t),
(A.11) u(x, t) = inf
α·
[ˆ τ
0
f(x(s), αs)ds + u(x(τ), t− τ)
]
.
Its proof, which is straightforward, is based on the elementary observation that when pieced to-
gether, optimal controls and paths in [a, b] and [b, c] form an optimal path for [a, c].
The following formal argument, which can be made rigorous using viscosity solutions and test func-
tions shows the connection between the dynamic programming and the Hamilton-Jacobi equation.
Using the dynamic programming identity, with τ = h small, yields
u(x, t) ≈ inf
α·
(hf(x, α) +Dxu(x, t) · b(x, α)h) + u(x, t)− ut(x, t)h ,
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and, hence,
ut + sup
α
[−Dxu · b(x, α) − f(x, α)] = 0 ,
that is
ut +H(Du, x) = 0 in R
N × (0,∞) ,
where the (convex) Hamiltonian H is given by the formula
H(p, x) = sup
α
[−p · b(x, α) − f(x, α)] .
When H : RN × RN → R is convex, the previous discussion provides a formula for the viscosity
solution to the Hamilton-Jacobi equation
(A.12) ut +H(Du, x) = 0 in QT u(·, 0) = u0 on RN .
Indeed recall that
H(p, x) = sup
q
[< p, q > −H∗(q, x)]
and consider the controlled system
x˙(t) = q(t) x(0) = x,
and the pay-off
J (x, t, q·) = u0(x(t)) +
ˆ t
0
H∗(q(s), x(s))ds.
The theory of viscosity solutions (see [5], [44]) yields that
(A.13) u(x, t) = inf
q·
[u0(x(t)) +
ˆ t
0
H∗(q(s), x(s))ds].
When H does not depend on x, then (A.13) can be simplified considerably.
Indeed, applying Jensen’s inequality to the representation formula (A.13) of the viscosity solution
u of
(A.14) ut +H(Du) = 0 in QT u(·, 0) = u0 on RN ,
where H(p) = sup[< p, q > −H∗(q)] yields the Lax-Oleinik formula
(A.15) u(x, t) = inf
y∈RN
[u0(y) + tH
∗(
x− y
t
)] .
A similar argument, when H is concave, yields
(A.16) u(x, t) = sup
y∈RN
[u0(y)− tH∗(x− y
t
)] .
The existence of viscosity solution follows either directly using Perron’s method , which yields
the solution as the maximal (resp. minimal) subsolution (resp. supersolution) or indirectly by
considering regularizations of the equation, the most commonly used consisting of “adding” −ε∆uε
to the equation and passing to the limit ε→ 0.
The results discussed earlier yield that there exists a unique solution u ∈ BUC(QT ). In particular,
u = SH(t)u0 , with the solution operator SH(t) : BUC(R
N ) → BUC(RN) a strongly continuous
semigroup, that is, for s, t > 0,
SH(t+ s) = SH(t)SH(s).
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The time homogeneity of the equation also yields, for t > 0, the identity
SH(t) = StH(1).
Moreover, SH commutes with translations, additions of constants and is order-preserving, and,
hence, a contraction in the sup-norm, that is,
‖(SH(t)u− SH(t)v)±‖∞ ≦ ‖(u− v)±‖∞.
If u0 ∈ C0,1(RN ), the space homogeneity of H and the contraction property yield, that, for all
t > 0, SH(t)u ∈ C0,1(RN ) and, moreover,
‖DSH(t)u0‖ ≦ ‖Du0‖.
It also follows from the order preserving property that, for all u, v ∈ BUC(RN ) and t > 0,
SH(t)max(u, v) ≧ max(SH(t)u, SH(t)v) and SH(t)min(u, v) ≦ min(SH(t)u, SH(t)v) .
Finally, it can be easily seen from the definition of viscosity solutions that, if, for i ∈ I, ui is a
sub-(resp. super-solution), then supi ui is a sub- (resp. inf i ui a super-solution).
A natural question is whether there are any other explicit formulae for the solutions to (A.14);
recall that for H convex/concave, the solutions satisfy the Lax-Oleinik formula.
It turns out there exists another formula, known as the Hopf formula, which does not require H to
have any concavity/convexity property as long as the initial datum is convex/concave.
For definiteness, here it is assumed that u0 is convex, and denote by u
∗
0 its Legendre transform.
It is immediate that, for any p ∈ RN , the function up(x, t) = (p, x) + tH(p) is a viscosity solution
to(A.14) and, hence, in view of the previous discussion,
(A.17) v(x, t) = sup
p∈RN
[(p, x) + tH(p)− u∗0(p)] ,
is a subsolution to(A.14).
The claim is that, if u0 is convex, then v is actually a solution. Since this fact plays an important
role in the analysis, it is stated as a separate proposition. For completeness, its proof is also
discussed here; the result was first shown in [53].
Proposition A.1. Let H ∈ C(RN ) and assume that u0 ∈ BUC(RN ) is convex. The unique
viscosity solution u ∈ BUC(QT ) of (A.14) is given by (A.17).
Proof. If H is either convex or concave, the claim follows using the Lax-Oleinik formula. Assume
for example that H is convex. Then
sup
p∈RN
[< p, x > +tH(p)− u∗0(p)] = sup
p∈RN
[< p, x > +t sup
q∈RN
((p, q)−H∗(q))− u∗0(p)]
= sup
p∈RN
sup
q∈RN
[< p, x > +t(p, q)− tH∗(q)− u∗0(p)]
= sup
q∈RN
sup
p∈RN
[< p, x+ tq > −u∗0(p)− tH∗(q)]
= sup
q∈RN
[u0(x+ tq)− tH∗(q)] = sup
y∈RN
[u0(y)− tH∗(y − x
t
)] .
PATHWISE SOLUTIONS NONLINEAR EQUATIONS ROUGH TIME DEPENDENCE 63
If H is concave, the argument is similar, provided the min-max theorem is used to interchange the
sup and inf that appear in the formula.
For the general case the first step is that the map F (t) : BUC(RN)→ BUC(RN) defined by
F (t)u0(x) = sup
p∈RN
[< p, x > +tH(p)− u∗0(p)]
has the semi-group property, that is, F (t+ s) = F (t)F (s).
If u0 is convex, then F (t)u0 is also convex, since it is the sup of linear functions, and, moreover,
F (t)u0 = (u
∗
0 − tH)∗.
In view of this observation and the fact that, for w convex, w = w∗∗, the semigroup identity follows
if it shown that
(u∗0 − (t+ s)H)∗∗ = ((u∗0 − sH)∗∗ − tH)∗∗ .
On the other hand, the definition of the Legendre transform, the min-max theorems and the fact
that
sup
x∈RN
< z, x >=
{
+∞ if z 6= 0,
0 if z = 0,
yield, for τ > 0,
(u∗0 − τH)∗∗(y) = sup
x∈RN
[< y, x > −(u∗0 − τH)∗(x)] = sup
x∈RN
[< y, x > − sup
p∈RN
[< x, p > +τH(p)− u∗0(p)]]
= sup
x∈RN
inf
p∈RN
[< y − p, x > −τH(p) + u∗0(p)]
= inf
p∈RN
sup
x∈RN
[< y − p, x > −τH(p) + u∗0(p)] = u∗0(y)− τH(p) .
It follows that
(u∗0 − (t+ s)H)∗∗ = u∗0 − (t+ s)H = u∗0 − sH − tH = (u∗0 − sH)∗∗ − tH = ((u∗0 − sH)∗∗ − tH)∗∗ .
Next it is shown that actually (A.17) yields is a viscosity solution. In view of the previous discussion,
it is only needed to check the super-solution property.
Assume that, for some smooth φ, v−φ attains a minimum at (x0, t0) with t0 > 0. Let p = Dφ(x0, t0)
and λ = φt(x0, t0). The convexity of v yields that, for all (x, t) and h ∈ (0, t0),
v(x, t0 − h) ≧ v(x0, t0)+ < p, x− x0 > −λh+ o(h).
Since
v(x0, t0) = F (h)v(·, t0 − h)(x0),
it follows that
v(x0, t0) = F (h)(v(x0, t0)+ < p, · − x0 >)(x0)− λh+ o(h),
and, finally,
λh ≧ hH(p) + o(h).
Dividing by h and letting h→ 0 gives λ ≧ H(p). 
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The above proof is a typical argument in the theory of viscosity solutions which has been used
by Lions [45] to give a characterization of viscosity solutions and Souganidis [80] and Barles and
Souganidis [6] to prove convergence of approximations to viscosity solutions. Similar arguments
were also used by Lions [46] in image processing and Barles and Souganidis [7] to study front
propagation.
It is a natural question to investigate whether the Hopf formula can be used for more general
Hamilton-Jacobi equations with possible dependence on (u, x).
A first requirement for such formula to hold is that the equation must preserve convexity, that is,
if u0 is convex, then u(·, t) must be convex for all t > 0.
It turns out that the general form of Hamiltonian’s satisfying this latter property is
H(p, u, x) =
N∑
j=1
xjHj(Du) + uH0(Du) +G(Du) .
To establish a Hopf-type formula, it is necessary to look at solutions starting with linear initial
data, that is, for some p ∈ RN and a ∈ R,,
u0(x) =< p, x > +a .
If there is a Hopf-type formula, the solution u starting with u0 as above must be of the form
u(x, t) = P (t)x+A(t) with A(0) = a and P (0) = p.
A straightforward computation yields that P and A must satisfy, for H = (H1, . . . ,HN ), the ode
P˙ = H(P ) +H0(P )P and A˙ = H0(P )A+G(P ).
Whether the function
sup
p∈RN
[< P (t), x > +A(t)]
with A(0) = −u∗0(p) is a solution to the Hamilton-Jacobi equation is an open question in general.
Some special cases can be analyzed under additional assumptions on the Hi’s, H0, etc..
References
[1] S. Allen and J. Cahn. A microscopic theory for antiphase boundary motion and its application to antiphase
domain coarsening. Acta Metall., 27, 1979.
[2] M. Bardi and I. Capuzzo-Dolcetta. Optimal control and viscosity solutions of Hamilton-Jacobi-Bellman equations.
Systems & Control: Foundations & Applications. Birkha¨user Boston, Inc., Boston, MA, 1997. With appendices
by M. Falcone and P. Soravia.
[3] M. Bardi, M. G. Crandall, L. C. Evans, H. M. Soner, and P. E. Souganidis. Viscosity solutions and applications,
volume 1660 of Lecture Notes in Mathematics. Springer-Verlag, Berlin; Centro Internazionale Matematico Estivo
(C.I.M.E.), Florence, 1997. Lectures given at the 2nd C.I.M.E. Session held in Montecatini Terme, June 12–20,
1995, Edited by I. Capuzzo Dolcetta and P. L. Lions, Fondazione C.I.M.E.. [C.I.M.E. Foundation].
[4] M. Bardi and L. C. Evans. On Hopf’s formulas for solutions of Hamilton-Jacobi equations. Nonlinear Anal.,
8(11):1373–1381, 1984.
[5] G. Barles. Solutions de viscosite´ des e´quations de Hamilton-Jacobi, volume 17 of Mathe´matiques & Applications
(Berlin) [Mathematics & Applications]. Springer-Verlag, Paris, 1994.
[6] G. Barles and P. E. Souganidis. Convergence of approximation schemes for fully nonlinear second order equations.
Asymptotic Anal., 4(3):271–283, 1991.
[7] G. Barles and P. E. Souganidis. A new approach to front propagation problems: theory and applications. Arch.
Rational Mech. Anal., 141(3):237–296, 1998.
PATHWISE SOLUTIONS NONLINEAR EQUATIONS ROUGH TIME DEPENDENCE 65
[8] R. Buckdahn and J. Ma. Stochastic viscosity solutions for nonlinear stochastic partial differential equations. II.
Stochastic Process. Appl., 93(2):205–228, 2001.
[9] R. Buckdahn and J. Ma. Pathwise stochastic control problems and stochastic HJB equations. SIAM J. Control
Optim., 45(6):2224–2256 (electronic), 2007.
[10] G.-Q. Chen, Q. Ding, and K. H. Karlsen. On nonlinear stochastic balance laws. Arch. Ration. Mech. Anal.,
204(3):707–743, 2012.
[11] I. D. Chueshov and P.-A. Vuillermot. On the large-time dynamics of a class of parabolic equations subjected to
homogeneous white noise: Stratonovitch’s case. C. R. Acad. Sci. Paris Se´r. I Math., 323(1):29–33, 1996.
[12] I. D. Chueshov and P.-A. Vuillermot. On the large-time dynamics of a class of random parabolic equations. C.
R. Acad. Sci. Paris Se´r. I Math., 322(12):1181–1186, 1996.
[13] M. G. Crandall, H. Ishii, and P.-L. Lions. User’s guide to viscosity solutions of second order partial differential
equations. Bull. Amer. Math. Soc. (N.S.), 27(1):1–67, 1992.
[14] M. G. Crandall and P.-L. Lions. Hamilton-Jacobi equations in infinite dimensions. I. Uniqueness of viscosity
solutions. J. Funct. Anal., 62(3):379–396, 1985.
[15] M. G. Crandall and P.-L. Lions. Hamilton-Jacobi equations in infinite dimensions. II. Existence of viscosity
solutions. J. Funct. Anal., 65(3):368–405, 1986.
[16] G. Da Prato, M. Iannelli, and L. Tubaro. Some results on linear stochastic differential equations in Hilbert
spaces. Stochastics, 6(2):105–116, 1981/82.
[17] C. M. Dafermos. Hyperbolic conservation laws in continuum physics, volume 325 of Grundlehren der Mathe-
matischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, fourth
edition, 2016.
[18] A. Debussche and J. Vovelle. Long-time behavior in scalar conservation laws. Differential Integral Equations,
22(3-4):225–238, 2009.
[19] A. Debussche and J. Vovelle. Scalar conservation laws with stochastic forcing. J. Funct. Anal., 259(4):1014–1042,
2010.
[20] A. Debussche and J. Vovelle. Invariant measure of scalar first-order conservation laws with stochastic forcing.
Probab. Theory Related Fields, 163(3-4):575–611, 2015.
[21] L. C. Evans, H. M. Soner, and P. E. Souganidis. Phase transitions and generalized motion by mean curvature.
Comm. Pure Appl. Math., 45(9):1097–1123, 1992.
[22] J. Feng and D. Nualart. Stochastic scalar conservation laws. J. Funct. Anal., 255(2):313–373, 2008.
[23] W. H. Fleming and H. M. Soner. Controlled Markov processes and viscosity solutions, volume 25 of Stochastic
Modelling and Applied Probability. Springer, New York, second edition, 2006.
[24] P. K. Friz, P. Gassiat, P.-L. Lions, and P. E. Souganidis. Eikonal equations and pathwise solutions to fully
non-linear SPDEs. ArXiv e-prints, February 2016.
[25] T. Funaki. Singular limit for stochastic reaction-diffusion equation and generation of random interfaces. Acta
Math. Sin. (Engl. Ser.), 15(3):407–438, 1999.
[26] P. Gassiat. A stochastic Hamilton-Jacobi equation with infinite speed of propagation. ArXiv e-prints, September
2016.
[27] B. Gess, B. Perthame, and P. E. Souganidis. Semi-discretization for stochastic scalar conservation laws with
multiple rough fluxes. SIAM J. Numer. Anal., 54(4):2187–2209, 2016.
[28] B. Gess and P. E. Souganidis. Long-time behavior, invariant measures and regularizing effects for stochastic
scalar conservation laws. ArXiv e-prints, November 2014.
[29] B. Gess and P. E. Souganidis. Scalar conservation laws with multiple rough fluxes. Commun. Math. Sci.,
13(6):1569–1597, 2015.
[30] B. Gess and P. E. Souganidis. Stochastic non-isotropic degenerate parabolic-hyperbolic equations. ArXiv e-prints,
November 2016.
[31] M. Hofmanova´. Strong solutions to semilinear spdes. arXiv:1202.2029, pages 1–19, 2012.
[32] M. Hofmanova. Scalar conservation laws with rough flux and stochastic forcing. to appear in Stoch. PDE: Anal.
Comp., 2016.
[33] H. Huang and H. J. Kushner. Weak convergence and approximations for partial differential equations with
stochastic coefficients. Stochastics, 15(3):209–245, 1985.
[34] H. Ishii. Hamilton-Jacobi equations with discontinuous Hamiltonians on arbitrary open sets. Bull. Fac. Sci.
Engrg. Chuo Univ., 28:33–77, 1985.
[35] S. N. Kruzˇkov. First order quasilinear equations with several independent variables.Mat. Sb. (N.S.), 81 (123):228–
255, 1970.
66 PANAGIOTIS E. SOUGANIDIS
[36] N. V. Krylov. On Lp-theory of stochastic partial differential equations in the whole space. SIAM J. Math. Anal.,
27(2):313–340, 1996.
[37] N. V. Krylov and M. Ro¨ckner. Strong solutions of stochastic equations with singular time dependent drift.
Probab. Theory Related Fields, 131(2):154–196, 2005.
[38] H. Kunita. Stochastic flows and stochastic differential equations, volume 24 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1997. Reprint of the 1990 original.
[39] J.-M. Lasry and P.-L. Lions. Jeux a` champ moyen. I. Le cas stationnaire. C. R. Math. Acad. Sci. Paris,
343(9):619–625, 2006.
[40] J.-M. Lasry and P.-L. Lions. Jeux a` champ moyen. II. Horizon fini et controˆle optimal. C. R. Math. Acad. Sci.
Paris, 343(10):679–684, 2006.
[41] J.-M. Lasry and P.-L. Lions. Mean field games. Jpn. J. Math., 2(1):229–260, 2007.
[42] A. Lejay and T. J. Lyons. On the importance of the Le´vy area for studying the limits of functions of converging
stochastic processes. Application to homogenization. In Current trends in potential theory, volume 4 of Theta
Ser. Adv. Math., pages 63–84. Theta, Bucharest, 2005.
[43] P. L. Lions. Mean field games. College de France course.
[44] P.-L. Lions. Generalized solutions of Hamilton-Jacobi equations, volume 69 of Research Notes in Mathematics.
Pitman (Advanced Publishing Program), Boston, Mass.-London, 1982.
[45] P.-L. Lions. Some properties of the viscosity semigroups for Hamilton-Jacobi equations. In Nonlinear differential
equations (Granada, 1984), volume 132 of Res. Notes in Math., pages 43–63. Pitman, Boston, MA, 1985.
[46] P.-L. Lions. Axiomatic derivation of image processing models. Math. Models Methods Appl. Sci., 4(4):467–475,
1994.
[47] P.-L. Lions and B. Perthame. Remarks on Hamilton-Jacobi equations with measurable time-dependent Hamil-
tonians. Nonlinear Anal., 11(5):613–621, 1987.
[48] P.-L. Lions, B. Perthame, and P. E. Souganidis. Existence and stability of entropy solutions for the hyperbolic
systems of isentropic gas dynamics in Eulerian and Lagrangian coordinates. Comm. Pure Appl. Math., 49(6):599–
638, 1996.
[49] P.-L. Lions, B. Perthame, and P. E. Souganidis. Scalar conservation laws with rough (stochastic) fluxes. Stoch.
Partial Differ. Equ. Anal. Comput., 1(4):664–686, 2013.
[50] P.-L. Lions, B. Perthame, and P. E. Souganidis. Stochastic averaging lemmas for kinetic equations. In Se´minaire
Laurent Schwartz—E´quations aux de´rive´es partielles et applications. Anne´e 2011–2012, Se´min. E´qu. De´riv. Par-
tielles, pages Exp. No. XXVI, 17. E´cole Polytech., Palaiseau, 2013.
[51] P. L. Lions, B. Perthame, and P. E. Souganidis. Scalar conservation laws with rough (stochastic) fluxes: the
spatially dependent case. Stoch. Partial Differ. Equ. Anal. Comput., 2(4):517–538, 2014.
[52] P.-L. Lions, B. Perthame, and E. Tadmor. Kinetic formulation of the isentropic gas dynamics and p-systems.
Comm. Math. Phys., 163(2):415–431, 1994.
[53] P.-L. Lions and J.-C. Rochet. Hopf formula and multitime Hamilton-Jacobi equations. Proc. Amer. Math. Soc.,
96(1):79–84, 1986.
[54] P.-L. Lions and P. E. Souganidis. Pathwise solutions for nonlinear partial differential equations with rough signals.
in preparation.
[55] P.-L. Lions and P. E. Souganidis. Well posedness of pathwise solutions to fully nonlinear pde with multiple rough
signals. in preparation.
[56] P.-L. Lions and P. E. Souganidis. Well posedness of pathwise solutions to hamilton-jacobi equations with convex
hamiltonians.
[57] P.-L. Lions and P. E. Souganidis. Fully nonlinear stochastic partial differential equations. C. R. Acad. Sci. Paris
Se´r. I Math., 326(9):1085–1092, 1998.
[58] P.-L. Lions and P. E. Souganidis. Fully nonlinear stochastic partial differential equations: non-smooth equations
and applications. C. R. Acad. Sci. Paris Se´r. I Math., 327(8):735–741, 1998.
[59] P.-L. Lions and P. E. Souganidis. E´quations aux de´rive´es partielles stochastiques nonline´aires et solutions de
viscosite´. In Seminaire: E´quations aux De´rive´es Partielles, 1998–1999, Se´min. E´qu. De´riv. Partielles, pages Exp.
No. I, 15. E´cole Polytech., Palaiseau, 1999.
[60] P.-L. Lions and P. E. Souganidis. Fully nonlinear stochastic pde with semilinear stochastic dependence. C. R.
Acad. Sci. Paris Se´r. I Math., 331(8):617–624, 2000.
[61] P.-L. Lions and P. E. Souganidis. Uniqueness of weak solutions of fully nonlinear stochastic partial differential
equations. C. R. Acad. Sci. Paris Se´r. I Math., 331(10):783–790, 2000.
PATHWISE SOLUTIONS NONLINEAR EQUATIONS ROUGH TIME DEPENDENCE 67
[62] P.-L. Lions and P. E. Souganidis. Viscosity solutions of fully nonlinear stochastic partial differential equations.
Su¯rikaisekikenkyu¯sho Ko¯kyu¯roku, (1287):58–65, 2002. Viscosity solutions of differential equations and related
topics (Japanese) (Kyoto, 2001).
[63] T. J. Lyons. Differential equations driven by rough signals. Rev. Mat. Iberoamericana, 14(2):215–310, 1998.
[64] T. J. Lyons and Z. Qian. Flow equations on spaces of rough paths. J. Funct. Anal., 149(1):135–159, 1997.
[65] T. J. Lyons and Z. Qian. System control and rough paths. Oxford Mathematical Monographs. Oxford University
Press, Oxford, 2002. Oxford Science Publications.
[66] T. Otha, D. Jasnow, and K. Kawasaki. Universal scaling in the motion of random interfaces.
[67] E. Pardoux. Sur des e´quations aux de´rive´es partielles stochastiques monotones. C. R. Acad. Sci. Paris Se´r. A-B,
275:A101–A103, 1972.
[68] E. Pardoux. E´quations aux de´rive´es partielles stochastiques de type monotone. In Se´minaire sur les E´quations
aux De´rive´es Partielles (1974–1975), III, Exp. No. 2, page 10. Colle`ge de France, Paris, 1975.
[69] E. Pardoux. Stochastic partial differential equations and filtering of diffusion processes. Stochastics, 3(2):127–167,
1979.
[70] E. Pardoux and A. Rascanu. Stochastic Differential Equations, Backward SDEs, Partial Differential Equations.
Springer, to appear, 2014.
[71] B. Perthame. Uniqueness and error estimates in first order quasilinear conservation laws via the kinetic entropy
defect measure. J. Math. Pures Appl. (9), 77(10):1055–1064, 1998.
[72] B. Perthame. Kinetic formulation of conservation laws, volume 21 of Oxford Lecture Series in Mathematics and
its Applications. Oxford University Press, Oxford, 2002.
[73] B. Perthame and P. E. Souganidis. Dissipative and entropy solutions to non-isotropic degenerate parabolic
balance laws. Arch. Ration. Mech. Anal., 170(4):359–370, 2003.
[74] B. Perthame and E. Tadmor. A kinetic equation with kinetic entropy functions for scalar conservation laws.
Comm. Math. Phys., 136(3):501–517, 1991.
[75] B. L. Rozovski˘ı. Stochastic partial differential equations that arise in nonlinear filtering problems. Uspehi Mat.
Nauk, 27(3(165)):213–214, 1972.
[76] B. L. Rozovski˘ı. Stochastic partial differential equations. Mat. Sb. (N.S.), 96(138):314–341, 344, 1975.
[77] B. Seeger. Homogenization of pathwise Hamilton-Jacobi equations. ArXiv e-prints, April 2016.
[78] B. Seeger. Perron’s method for stochastic viscosity solutions. ArXiv e-prints, May 2016.
[79] D. Serre. Systems of conservation laws. 1. Cambridge University Press, Cambridge, 1999. Hyperbolicity, en-
tropies, shock waves, Translated from the 1996 French original by I. N. Sneddon.
[80] P. E. Souganidis. Approximation schemes for viscosity solutions of Hamilton-Jacobi equations. J. Differential
Equations, 59(1):1–43, 1985.
[81] P. E. Souganidis. Recent developments in the theory of front propagation and its applications. InModern methods
in scientific computing and applications (Montre´al, QC, 2001), volume 75 of NATO Sci. Ser. II Math. Phys.
Chem., pages 397–449. Kluwer Acad. Publ., Dordrecht, 2002.
[82] P. E. Souganidis and N. K. Yip. Uniqueness of motion by mean curvature perturbed by stochastic noise. Ann.
Inst. H. Poincare´ Anal. Non Line´aire, 21(1):1–23, 2004.
[83] H. Watanabe. On the convergence of partial differential equations of parabolic type with rapidly oscillating
coefficients to stochastic partial differential equations. Appl. Math. Optim., 20(1):81–96, 1989.
[84] N. K. Yip. Stochastic motion by mean curvature. Arch. Rational Mech. Anal., 144(4):313–355, 1998.
Department of Mathematics, University of Chicago, Chicago, Illinois 60637, USA
E-mail address: souganidis@math.uchicago.edu
