Noisy intermediate-scale quantum (NISQ) computers have significant decoherence, limiting the depth of circuits that can be implemented on them. A strategy for NISQ algorithms is to reduce the circuit depth at the expense of increasing the qubit count. Here, we exploit this trade-off for an application called entanglement spectroscopy, where one computes the entanglement of a state |ψ on systems AB by evaluating the Rényi entropy of the reduced state ρA = TrB(|ψ ψ|). For a k-qubit state ρ(k), the Rényi entropy of order n is computed via Tr(ρ(k) n ), with the complexity growing exponentially in k for classical computers. Johri, Steiger, and Troyer [PRB 96, 195136 (2017)] introduced a quantum algorithm that requires n copies of |ψ and whose depth scales linearly in k * n. Here, we present a quantum algorithm requiring twice the qubit resources (2n copies of |ψ ) but with a depth that is independent of both k and n. Surprisingly this depth is only two gates. Our numerical simulations show that this short depth leads to an increased robustness to decoherence.
I. INTRODUCTION
Quantum computers promise exponential speedups for various applications, such as simulation of quantum systems [1] . Near-term devices, referred to as noisy intermediate-scale quantum (NISQ) computers [2] , are not yet in the regime of realizing these speedups, although quantum supremacy [3, 4] for a specially designed academic problem may be coming soon. Nevertheless, the question of what NISQ computers may be useful for remains an interesting one [2] .
Decoherence and gate fidelity continue to be an important issues for NISQ devices [5] . Ultimately these issues limit the depth of algorithms that can be implemented on these computers and increase the computational error for short-depth algorithms. Furthermore, NISQ computers do not currently have enough qubits to fully leverage the benefit of quantum error-correcting codes [6, 7] . This highlights the need for strategies to reduce the depth of quantum algorithms in order to avoid the accumulation of errors [8] .
One such strategy notes that there is often a tradeoff between the circuit depth and the number of qubits involved in one's algorithm [9] . Namely, increasing the number of qubits can lead to shorter depth. Recently, industry quantum computers seem to be increasing their qubit counts relatively rapidly, although these qubits are noisy [5] . So this strategy may be fruitful in the near term (i.e., before error correction is possible). A second strategy notes that quantum algorithms can be hybridized (i.e., made into quantum-classical algorithms) whereby part of the computation is done on a classical computer [10, 11] . This reduces the load for the (error-prone) quantum computer.
In this paper, we employ both of these strategies to dramatically reduce the circuit depth for a particular application called entanglement spectroscopy [12] [13] [14] . Here one computes the entanglement of a pure bipartite quantum state |ψ on systems AB by measuring various entropies of the reduced state ρ A = Tr B (|ψ ψ|). The entanglement in |ψ is completely characterized by the eigenvalues of ρ A . Li and Haldane noted that the largest eigenvalues of ρ A contain more universal signatures than the von Neumann entropy alone [12] . They introduced the concept of entanglement spectrum, writing ρ A = exp(−H E ) as the exponential of the "entanglement Hamilonian" so that the largest eigenvalues correspond to the lowest energies of H E . As noted, e.g., in [15] , the integer Rényi entropies of ρ A can be used to reconstruct the largest eigenvalues of ρ A .
Entanglement spectroscopy will be important in the future when quantum computers are large enough to perform quantum simulation of many-body systems [16] . Imagine that |ψ is the output of the simulation, and one wants to characterize this state with a figure-of-merit quantifying entanglement. Since |ψ is already in quantum form (as opposed to a vector of amplitudes, as one would store it on a classical computer), one can directly act with a quantum gate sequence and measurements on |ψ to compute this figure-of-merit.
The Rényi entropy of order n is defined as
where
and we consider n 2 to be an integer in this work. Suppose that ρ(k) is a k-qubit state. Since ρ(k) is a 2 k × 2 k matrix, the complexity of computing ρ(k) n and hence S n (ρ(k)) grows exponentially with k for a classical computer. In contrast, Johri et al. [15] introduced a quantum algorithm that computes S n (ρ(k)) with complexity growing bilinearly in k and n, i.e., with the product k * n. Their algorithm generalized the well-known Swap Test for computing purity Tr(ρ 2 ) and state overlap. That is, by replacing the controlled-swap operator in the Swap Test with a controlled-permutation operator, their algorithm can compute Tr(ρ n ) for integer n 2. This algorithm is shown in Fig. 1 .
In this work, we propose an alternative quantum algorithm for entanglement spectroscopy. Our algorithm dramatically shortens the depth relative to that of Ref. [15] [15] to compute Tr(ρ n A ) for integer n 2. Here, ρA contains k qubits and is the reduced state of |ψ (containing 2k qubits). Two Hadamards sandwich a controlled-permutation gate acting on n copies of |ψ . The controlled-permutation gate is expanded in the inset, for the special case of k = 2. Each controlled-P gate is then decomposed into n controlled-swaps, which in turn are written in terms of CNOTs and one-body gates [17] . This shows that the algorithm's gate depth grows in proportion to k * n. Here we assumed for simplicity that the state ρA contains half of the qubits in |ψ . The generalization to arbitrary bipartition is straightforward.
at the expense of requiring more qubits and more classical post-processing. Namely, Ref. [15] requires n copies of |ψ , with a circuit depth growing with k * n. At the end a single ancilla qubit is measured to compute the expectation value of the Pauli-Z operator. In contrast, our algorithm requires 2n copies of |ψ , while our circuit depth is, surprisingly, independent of both k and n. Furthermore, this depth is only two quantum gates. At the end all qubits are measured and the post-processing of our algorithm grows in proportion to k * n. In this way we have transferred some of the complexity from quantum into classical computation. For NISQ devices, it is always better to push complexity onto classical computers, which are essentially error free.
At the core of our algorithm is an alternative approach to computing the expectation value of an operator M . It is well known that the Hadamard Test can be used to find ψ|M |ψ by implementing the controlled-M gate, see Fig. 2 (a). In this work, we note that | ψ|M |ψ | 2 can be computed by implementing M instead of controlled-M , if one allows for two copies of |ψ . We call the latter approach the Two-Copy Test, and it is depicted in Fig. 2 
(b).
For computing the Rényi entropies in Eq. (1), M is set to be the cyclic permutation operator.
In what follows, we first give some background, including the connection between the permutation operator and the integer Rényi entropies as well as the connection between these entropies and the largest eigenvalues of the state. We then present our main result: a quantum circuit with a depth of two gates for computing the integer Rényi entropies. Finally, we numerically simulate our circuit as well as the circuit in Fig. 1 , and we discuss how our circuit leads to increased robustness to noise, partic- Here we invoke a different algorithm that we call the Two-Copy Test, which requires two copies of |ψ . This algorithm applies M to one of the two copies and then measures the overlap between the copies, giving
ularly when the readout error is small compared to other sources of noise.
II. BACKGROUND A. Rényi entropies via the permutation operator
Nonlinear functions of a state ρ can be obtained by evaluating linear expectation values on multiple copies of ρ. One of the most well-known examples is the swap trick, which uses two copies of ρ to evaluate the purity:
where S = j,k |jk kj| is the swap operator. This trick generalizes to n 2 copies of ρ as follows:
Here P = j1,j2,...,jn
is the cyclic permutation operator, permuting the n subsystems of ρ ⊗n . An important property of P is that it factorizes into a tensor product of permutation operators when acting on a tensor-product Hilbert space. To make this clear, let P (n) k denote the permutation operator acting on n quantum systems, each of which is composed of k qubits. Suppose that Q is a composite quantum system composed of n subsystems:
and that each Q (i) is composed of k qubits:
j denotes the j-th qubit in the i-th subsystem,
acts on the Hilbert space associated with the Q system, it can be written as
(k times), (9) provided that we order the qubits in the following way
Note that P (n) 1
in (9) is the operator that permutes n subsystems each of which is composed of one qubit.
B. Computing eigenvalues from Rényi entropies
In order to exactly compute all eigenvalues {λ i } of the density matrix ρ of a system of k qubits, one needs to know all Rényi entropies up to order 2 k . As noted in Ref. [15] these quantities can be related to each other by the Newton-Girard Formula:
where N = 2 k is the dimension of ρ and
. . .
However, in most cases we are only interested in a small number of largest eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ nmax . In Ref. [15] it was argued that an approximation to the n max largest eigenvalues of ρ can be obtained by truncating the polynomial on the right hand side of Eq. (11) to that order and solving for the roots. Using this method we can approximately compute n max largest eigenvalues of ρ from the Rényi entropies of order up to n max .
III. MAIN RESULT
Here we present our main result: a circuit for computing the integer Rényi entropies with a depth of only [11, 18] showed that the Bell-basis measurement on two copies of the state computes Tr(ρ Our algorithm applied to n = 2 and k = 1, which is based on the Two-Copy Test shown in Fig. 2 . Namely, we feed in two copies of |ψ2 := |ψ ⊗ |ψ , i.e., four copies of |ψ , in order to compute | ψ2|SA|ψ2 | 2 , where SA is the swap operator for the A subsystems. This involves applying SA to one copy of |ψ2 and then measuring the overlap with the other copy of |ψ2 . The overlap measurement is the Bell-basis measurement, i.e., the same measurement employed in part (a) of this figure.
(c) Note that the swap gate simply changes the targets of the subsequent CNOT gates in the circuit. Furthermore, note that all of the CNOTs and Hadamards can be performed in parallel, giving a circuit depth of two.
two quantum gates. We emphasize that our circuit does require access to the full pure state |ψ in order to compute the Rényi entropies of the reduced state ρ A = Tr B (|ψ ψ|). For readability, we first illustrate our circuit for the simplest case of computing purity for onequbit states.
A. Special case of n = 2, k = 1 Suppose ρ A = Tr B (|ψ ψ|) is a single-qubit state and one wishes to compute Tr(ρ 2 A ). Previous work [11, 18] showed that this can be done via a Bell-basis measurement on two copies of the state, as depicted in Fig. 3(a) . This measurement involves applying a CNOT followed by a Hadamard on one of the copies. Finally one applies a classical post-processing as a simple dot product with the probability vector, i.e.,
where p = {p 00 , p 10 , p 01 , p 11 } is the probability vector for the measurement outcomes and c = {1, 1, 1, −1}. For n = 2 we recommend employing the aforementioned algorithm in Fig. 3(a) . Nevertheless, we show how the algorithm presented in this paper applies to the n = 2 case in Fig. 3(b) . The Two-Copy Test in Fig. 2(b) is the basis of our algorithm. We feed in two copies of |ψ 2 := |ψ ⊗ |ψ , i.e., four copies of |ψ . We apply the swap operator S A to one copy of |ψ 2 , where the A subscript indicates that the swap is being applied only to the A subsystems. Then we measure the overlap with the other copy of |ψ 2 , which gives:
The proof of Eq. (14) is straightforward and is shown below in Eq. (18) . We emphasize that the implementation of the swap gate is trivial since its only effect is to change the ordering of the qubits, as shown in Fig. 3(c) . The same effect can be achieved by changing the indices of the target qubits in the CNOTs following the swap gate. The depth of the circuit in Fig. 3(c) is due to the gates that compose the overlap measurement, and this depth is two gates, since the various CNOTs and Hadamards on distinct qubits can be parallelized.
The classical post-processing needed to obtain Eq. (14) from the measurement results in Fig. 3(c) involves taking the dot product with the probability vector p, as in Eq. (13), but with
The form of c stated here requires one to reorder the qubits such that each qubit is grouped next to its overlap partner, i.e., each qubit controlling a CNOT in Fig. 3(c) is immediately followed by the qubit being targetted by that CNOT. An explicit form of the post-processing in this case is thus given by:
B. Circuit for general n and k
Our main result is the circuit in Fig. 4 , which generalizes the special case shown in Fig. 3(b) . This gives a general algorithm for computing the integer Rényi entropies for n 2, for states with an arbitrary number of qubits. For simplicity, we assume the number of qubits in subsystems A and B are the same and equal to k, as the extension to arbitrary bipartitions is straightforward. Due to the circuit's generality, we introduce some compact circuit notation in Fig. 4(b) and (c), respectively defining the permutation gate and CNOT gates between multiple pairs of control and target qubits.
Surprisingly, the circuit depth is independent of the problem size, i.e., independent of both n and k. One can see this by noting that: (1) the cyclic permutation gate, shown in Fig. 4(b) , does not add to the circuit depth since it just reorders the qubits, and (2) the CNOT and   FIG. 4 . Circuit for computing the integer Rényi entropies Sn(ρA), or more precisely Tr(ρ n A ), for n 2 where ρA = TrB(|ψ ψ|). The circuit acts on a total of 2n copies of |ψ , or in other words, two copies of |ψn := |ψ ⊗n . We employ a compact notation for the cyclic permutation gate and for CNOT gates between multiple pairs of control and target qubits, respectively shown in (b) and (c) for the special case of k = 2.
Hadamard gates on distinct qubits can be parallelized. The result is a circuit with a depth of two quantum gates.
As noted earlier, the conceptual basis of our algorithm is the Two-Copy Test from Fig. 2(b) . We prepare two copies of the state |ψ n := |ψ ⊗n . We apply the permutation gate P A to one of these copies, where the A subscript indicates that the permutation is applied only to the A subsystems. Then we measure the overlap with FIG. 5. Numerical simulation of our algorithm and the algorithm in Ref. [15] using QuTiP. For each qubit, the decoherence parameters were set to T1 = T2 = 200 in units of gate implementation time, and the measurement readout error was set to 0.5%. Curves are plotted versus the parameter θ defined in (21) . Plots (a), (b), and (c) show the n = 2, n = 3, and n = 4 cases respectively, including the exact curve (black), the curve associated with the algorithm in Fig. 4 (red) , and the curve associated with the algorithm in Fig. 1 (green) . The relative error is plotted in (d) and (e) for the algorithms in Fig. 4 and Fig. 1, respectively. the other copy, giving
Taking the logarithm of Eq. (17) and dividing by 2(1 − n) then gives the Rényi entropy S n (ρ A ). The proof of Eq. (17) is simply
The classical post-processing needed to obtain Eq. (17) from the measurement results is analogous to that discussed previously in Eq. (15), namely
Again, the form of c here requires a special ordering of the qubits, whereby each qubit that controls a CNOT in Fig. 4 is followed by the target qubit for that CNOT.
Hence each vector {1, 1, 1, −1} is associated with a pair of qubits, and there are a total of 2kn qubit pairs in Fig. 4 .
IV. NUMERICAL SIMULATION
We employed QuTiP [19, 20] (Quantum Toolbox in Python) to simulate the implementation of the algorithm presented in Fig. 4 as well as the algorithm from Ref. [15] . We considered k = 1, so that ρ A = Tr B (|ψ ψ|) is a onequbit state, and n = 2, n = 3, and n = 4 corresponding to Tr(ρ In particular, we considered a one-parameter family of states |ψ prepared as follows:
where CNOT AB is a controlled-NOT with A (B) as the control (target) qubit, and
The parameter θ determines how much entanglement |ψ has and hence how mixed the reduced state ρ A is. Our simulation accounted for relaxation and decoherence due to T 1 and T 2 processes, choosing T 1 = T 2 = 200t g for each qubit. Here t g is the execution time of each quantum gate, which for simplicity we chose to be the same for all 1-qubit gates and CNOT gates. In addition, we accounted for measurement noise, with a readout error of 0.5% for each qubit. We did not model gate imperfections.
The simulation results are shown in Fig. 5 . Panels (a), (b), and (c) compare the algorithms in Fig. 4 and Fig. 1 with the exact curve for n = 2, 3, and 4, respectively. In each case, the algorithm in Fig. 4 gets closer to the exact curve. The relative errors for the two algorithms are shown in panels (d) and (e).
For the particular noise parameters chosen in Fig. 5 , it appears that the error increases with n more rapidly for the algorithm in Fig. 1 . Naturally, one expects the error to increase with n for both algorithms, since the number of state preparations of |ψ (each of which has an associated error) increases linearly with n. In addition, the depth of the algorithm in Fig. 1 increases linearly in n, while the number of measurements in the algorithm in Fig. 4 increases linearly in n. As a result, one expects the algorithm in Fig. 1 to be more sensitive to decoherence (due to the increased depth), while the algorithm in Fig. 4 should be more sensitive to readout error (due to the increased number of measurements).
Although we did not model gate imperfections in Fig. 5 , we expect them to effect our algorithm less than the algorithm in Fig. 1 . This is because, for each CNOT gate that one needs to implement in our algorithm, one needs to implement 8 CNOT gates in the algorithm in Fig. 1 [17] .
V. CONCLUSIONS
In this work we presented a new quantum algorithm for computing the integer Rényi entropies, which can be used to determine the entanglement spectrum. Relative to the algorithm in [15] , our algorithm doubled the number of qubits required but dramatically reduced the quantum gate depth. In doing so, we pushed the quantum gate scaling (which is proportional k * n for the algorithm in [15] ) into the complexity of classical post-processing; hence our algorithm is a hybrid quantum-classical algorithm. As a result, the quantum portion of our algorithm has a depth of only two gates. This makes it ideal for implementations on NISQ computers, whose qubit counts are rapidly growing, but whose qubits remain noisy.
We remark that computing higher order Rényi entropies may be used to compute bounds for von Neumann entropic quantities [21] . We also note that the Two-Copy Test in Fig. 2 for computing the expectation value of an operator M may be of independent interest, since it avoids implementing a (costly) controlled-M gate as in the Hadamard Test and hence is more amenable to blackbox implementation of M .
