Abstract. We show existence of a pre-invariant measure m for a large class of divergence and non-divergence form elliptic second order partial differential operators with locally Sobolev regular diffusion coefficient and locally square integrable drift. Subsequently, we derive regularity properties of the corresponding semigroup which is defined in
Introduction
Throughout, we let the dimension d ≥ 2. We investigate a quite general class of divergence form operators with respect to a possibly non-symmetric diffusion matrix (a ij ) 1≤i,j≤d and perturbation H = (h 1 , ..., h d ), which can be written as
Precise conditions on the coefficients are given in assumptions (a) and (b) in Section 3.2, see in particular Remark 3.5, where it is also shown that such operators cover a fairly general class of non-divergence form operators. Our first observation is that just under assumption (a), there exists a pre-invariant density ρ, which further determines a pre-invariant measure m = ρ dx, and has a nice regularity (see Theorem 3.6) . This leads by a construction method of [16] to a C 0 -semigroup of submarkovian contractions (T t ) t≥0 on L 1 (R d , m), whose generator is an extension of (L, C ∞ 0 (R d )), i.e. we have found a suitable functional analytic frame for the description of (L, C ∞ 0 (R d )). This functional analytic frame is also described by a generalized Dirichlet form. Subsequently in Section 3.3, we investigate the regularity properties of the semigroup (T t ) t≥0 and its corresponding resolvent (G α ) α>0 , which can in fact be considered in every L s (R d , m), s ∈ [1, ∞]. The regularity properties comprise strong Feller properties, i.e. the existence of continuous versions
, q defined as in Section 3.2, of T t f and G α g, as well as the irreducibility of (P t ) t>0 (Lemma 3.12(i)). In Section 4, we investigate the stochastic counterpart of (P t ) t>0 . Adding just assumption (b) to assumption (a) suffices to obtain that (P t ) t>0 is the transition function of a Hunt process M and to carry over most of the probabilistic results from [12] to the more general situation considered here (see Remark 4.2 and Theorem 4.3 which states that M solves weakly the stochastic differential equation with coefficients given by L). In Theorem 4.4, we present some new non-explosion condition, which leads to a moment estimate. It also allows for L q (R d , m)-singularities outside an arbitrarily large compact set and linear growth at the same time. This is illustrated in the Example 4.5. In Section 4.2, we discuss the relation of L 1 (R d , m)-uniqueness from [16] , the strong Feller property derived here and uniqueness in law. More precisely, we obtain a result on uniqueness in law among all right processes that have m as sub-invariant measure (see Propositions 4.8 and 4.9) . Finally, we would like to discuss a special aspect of our work, which we think is remarkable and to relate our work to some other references. The Hunt process M which is constructed in this article satisfies the following Krylov type estimate: let g ∈ L r (R d , m) for some r ∈ [q, ∞]. Then for any Euclidean ball B there exists a constant c B,r,t , depending in particular on B, t, and r, but not on g ∈ L r (R d , m), such that for all t ≥ 0
Using Theorem 3.8 below, (2) can be shown exactly as in [12, Lemma 3.14(ii) ]. Such type of estimate is an important tool for the analysis of diffusions (see for instance [10] and in particular [10, p.54, 4 . Theorem] for the original estimate involving conditional expectation, or also [8] and [22] ). A priori (2) only holds for the Hunt process M constructed here. However, if pathwise uniqueness holds (for instance if the coefficients here are locally Lipschitz or under the conditions in [22] ), or more generally uniqueness in law holds for the SDE solved by M with certain given coefficients, then (2) holds generally for any diffusion with the given coefficients.
, when c B,r,t is replaced by a constant c B,r,t,ρ that also depends on the values of ρ on the support of g. If A,Ǎ, ρ, B are explicitly given, as described in Remark 3.14(i), i.e. the case where the generalized Dirichlet form is explicitly given as in [16] , then (2) holds with explicit ρ and (2) can be seen as a Krylov type estimate for a large class of time-homogeneous generalized Dirichlet forms. As a particular example consider the non-symmetric divergence form case, i.e. the case where H ≡ 0 in (1) . Then the explicitly given ρ ≡ 1 defines a pre-invariant density. Hence m in (2) can be replaced by Lebesgue measure in this case. The latter together with some further results of this article complement analytically as well as probabilistically aspects of the works [17] , [15] , and [18] where also divergence form operators are treated, but where more emphasis is put on the mere measurability of the diffusion matrix and not on the generality of the drift.
Terminologies and notations
For a matrix A, let A T denote the transposed matrix of A. If A = (a ij ) 1≤i,j≤d consists of weakly differentiable functions a ij , we define
If f is two times weakly differentiable, let ∇ 2 f denote the Hessian matrix of second order weak partial derivatives of f . In particular
If ρ is weakly differentiable and a.e. positive then
is called the logarithmic derivative of ρ associated with A. Hence
For a bounded open subset U of R d and a possibly non-symmetric matrix of measurable functions A = (a ij ) 1≤i,j≤d on U, we say that A is uniformly strictly elliptic and bounded on U, if there exists λ > 0 and M > 0 such that for any ξ = (ξ 1 , . . . ,
In that case, λ is called the elliptic constant and M is called the upper bound constant of A. For other definitions or notations that might be unclear, we refer to [12] . Br(z)×Br (z)
If f is uniformly continuous on R d , we can define
Then γ is continuous on [0, ∞) and (3) holds, hence f ∈ V MO(R d ).
For a bounded open subset U of R d and a function g on U, we call g ∈ V MO(U) if g extends to a function on
The following theorem is a simple generalization of (1. 
Then, for every p ∈ (1, ∞), there are numbers λ 0 and M depending only p, d, K, ε and a common γ that ensures the
Proof Take constants λ 0 , N as in [11, Theorem 2.8] , which depend only on p, d, K, ε. Let λ > λ 0 be given. By [3, Proposition 9.20] 
where
We shall make a general remark concerning the monograph [1] . . Therefore all the above mentioned statements from [1] extend to a non-symmetric matrix of functions A = (a ij ) 1≤i,j≤d , such that each function a ij is V MO(Ω) and A is uniformly strictly elliptic and bounded on Ω. However, we will assume more than V MO(Ω), more precisely H 1,2
, in what follows since we need an integration by parts formula.
The following Lemma 3.3 will be used in the proof of Lemma 3.4 for a compactness argument. Lemma 3.3 Let A := (a ij ) 1≤i,j≤d , A n := (a n ij ) 1≤i,j≤d be uniformly strictly elliptic and bounded on an open ball B, satisfying a
Moreover, let A n , n ∈ N, and A have the same elliptic constant λ n ≡ λ and upper bound constant
where C > 0 is a constant which is independent of n and F .
Proof Assume that the assertion does not hold, i.e. given k ∈ N there exists
Define
. By [1, Proposition 2.1.4, Theorem 2.1.8] and Remark 3.2, and using the maximum principle, we get
. Thus we have
By [1, Corollary 1.7.6] and and Remark 3.2, 
In particular, u L 2 (B) = 1 and using the assumption, we can see that u satisfies
By [1, Theorem 2.1.8] and Remark 3.2, we have u = 0 a.e. on B, which is a contradiction. Therefore the assertion must hold.
The following is well known in the case where b ≡ 0 (see for instance [9, Lemma 4.6]).
Lemma 3.4
Let A = (a ij ) 1≤i,j≤d be uniformly strictly elliptic and bounded on U, which is supposed to a Lipschitz boundary. Let for some
Then we have
Proof Let B be an open ball such that U ⊂ B. By [4, Theorem 4.7] , u ∈ H 1,2 (U) can be extended to a function u ∈ H Given ε > 0 define
be a standard mollifer and let a
Moreover, each A n , n ∈ N, is uniformly strictly elliptic and bounded on B with same elliptic constant λ and upper bound constant M as A. Let V be a fixed open set with V ⊂ U. Choose δ > 0 with B δ (z) ⊂ U for all z ∈ V and take N ∈ N with 1 N < δ. Then by the assumption, for any n ≥ N and ϕ ∈ C ∞ 0 (V ) with ϕ ≥ 0 
By [1, Corollary 1.7.6], Remark 3.2 and Lemma 3.3,
where C 1 is independent of n. By weak compactness of balls in H 
Indeed, (8) first holds with u replaced by some u ∈ H 1,2 0 (B). Then letting n → ∞ in (7) and using the maximum principle, we get u = u. For simplicity, write (u n ) for (u n k ). By [5, Theorem 8.13], we have u n ∈ C ∞ (B). Now define
Then for any n ≥ N and ϕ ∈ C ∞ 0 (V ) with ϕ ≥ 0, we obtain using (6), (7)
Since the latter term converges to zero as ε → 0, for any n ≥ N, we obtain
Consequently, using (5), (8), we get
Since V is an arbitrary open set with V ⊂ U, the assertion follows.
Existence of a pre-invariant measure and construction of a generalized Dirichlet form
Throughout, the real number q shall be given by
We consider the following second order partial differential operator
where a ij and g i are throughout as in the following assumption 
Assumption (a) implies that
For later purpose we shall also consider assumption
Remark 3.5 Under assumption (a), L as in (9) can be rewritten as non-symmetric divergence form operator with coefficients in H 1,2
e. L can be written as in (1). Assumption (b) then just means that
But we can also consider non-divergence form operators. If for instance
Then assumptions (a) and (b) both hold and (9) (as well as (1)) can be rewritten as
This covers as a special case the assumptions of 
Proof Using integration by parts, (12) is equivalent to
By [1, Proposition 2.1.4, Corollary 2.1.6, Theorem 2.1.8] and Remark 3.2, for every n ∈ N, there exists a unique v n ∈ H
Let u n := v n + 1. Then u n (x) = 1 for all x ∈ ∂B n and
Thus by Lemma 3.4, we get
By [1, Theorem 2.1.8] and Remark 3.2, u − n ≤ 0, so that u n ≥ 0. Suppose there exists x 0 ∈ B n with u n (x 0 ) = 0. Then, applying [19, Corollary 5.2 (Harnack inequality)] to u n on B n , we get u n (x) = 0 for all x ∈ B n , which contradicts u n ∈ C 1−d/p (B n ), since u n = 1 on ∂B n . Hence u n (x) > 0 for all x ∈ B n . Now let ρ n (x) := u n (0) −1 u n (x), x ∈ B n , n ∈ N. Then ρ n (0) = 1 and 
where C 1 is independent of ρ n , n > 2r. Thus sup x∈B 2r ρ n (x) ≤ C 1 for all n > 2r.
By [1, Theorem 1.7.4] and Remark 3.2
where C 2 is independent of (ρ n ) n>2r . By weak compactness of balls in H 1,p 0 (B r ) and the Arzela-Ascoli Theorem, there exists (ρ n,r ) n≥1 ⊂ (ρ n ) n>2r and
By applying the Harnack inequality to ρ on B r with n > r
hence ρ(x) > 0 for all x ∈ B r . Therefore ρ(x) > 0 for all x ∈ R d and (12) holds.
From now on unless otherwise stated, we fix ρ as in Theorem 3.6. Set
Using integration by parts the following can be easily shown.
Lemma 3.7 If Q := (q ij ) 1≤i,j≤d is a d×d matrix of functions with −q ji = q ij ∈ H 1.2
and β ρ,Q is weakly divergence free with respect to m, i.e.
Moreover, using (12) and Lemma 3.7, we can see that
is weakly divergence free with respect to m, i.e.
A∇f, ∇g dm.
, and furthermore
) the corresponding closed generator with graph norm
and by (G α ) α>0 the corresponding resolvent. For (T t ) t>0 and (G α ) α>0 we do not explicitly denote in the notation on which L r (R d , m)-space they act. We assume that this is clear from the context. Moreover, (T t ) t>0 and (G α ) α>0 can be uniquely defined on L ∞ (R d , m), but are no longer strongly continuous there.
We see that L and L have the same structural properties, i.e. they are given as the sum of a symmetric second order elliptic differential operator and a divergence free first order perturbation with same integrability condition with respect to the measure m. Therefore all what will be derived below for L will hold analogously for L. Denote the operators corresponding to L (again defined through [16, Theorem
for the co-semigroup, ( G α ) α>0 for the co-resolvent. By [16, Section 3] , we obtain a corresponding bilinear form with domain
E is called the generalized Dirichlet form associated with (L 2 , D(L 2 )). Using integration by parts, it is easy to see that for f, g ∈ C
and
Regularity results for resolvent and semigroup
Theorem 3.8 Assume (a). Then
and for any open balls B, B ′ with B ⊂ B ′ ,
where c 0 is independent of g.
Since ρ is locally bounded below and A satisfies (10), we have
Given any open ball B ′′ and ϕ ∈ C ∞ 0 (B ′′ ), we have using integration by parts in the left hand side of (16) 
By denseness of
Remark 3.9 [12, Proposition 3.6] holds in our more general situation with exactly the same proof. m) and t > 0, T t f has a locally Hölder continuous m-version P t f on R d . More precisely, P · f (·) is locally parabolic Hölder continuous on R d × (0, ∞) and for any bounded open sets U, V in R d with U ⊂ V and 0 < τ 3 < τ 1 < τ 2 < τ 4 , i.e. [τ 1 , τ 2 ] ⊂ (τ 3 , τ 4 ), we have for some γ ∈ (0, 1) the following estimate for all
Proof The proof is similar to the corresponding proof in [12, Theorem 3.8] , but there are some subtle differences
Since u ∈ H 1,2 (O × (0, T )) for any bounded and open set O ⊂ R d , using integration by parts in the right hand term of (21), we get
where F is as in (17) . Then as in [12, Theorem 3.8 ]
where C 2 , C 5 is as in [12, Theorem 3.8] .
, the result follows exactly as in [12, Theorem 3.8] . m) . Using the latter, we can get the corresponding result to [12, Lemma 4.6] in the following Lemma 3.12.
. 
Then (12) holds for L replaced with L. Moreover, everything that was developed for (L, D(L 0 ) 0,b ) right after Theorem 3.6 until and including Corollary 3.13 (and even beyond until the end of this article if additionally
Then on a standard extension of (Ω, F , (
The non-explosion result in the following theorem is new and allows for linear growth together with L q (R d , m)-singularities of the drift. It completes various other non-explosion results from [12] and existing literature. 
Then M is non-explosive and for any T > 0, and any open ball B, there exist constants
Proof Let x ∈ R d and n ∈ N such that x ∈ B n (B n is the open ball about zero with radius n in R d ). Let 0 ≤ t ≤ T . Then with σ n := inf{t > 0 : X t ∈ R d \ B n },n ≥ 1, we obtain P x -a.s. for any 1 ≤ i ≤ d By Gronwall's inequality, p n (t) ≤ C 5,T · e C 6 ·t for any t ∈ [0, T ]. Using in particular the Markov inequality,
Therefore, letting n → ∞ and using the analogue of Lemma 3.15(i) in [12] (cf. Remark 4.2), we obtain P x (ζ = ∞) = 1. Finally applying Fatou's lemma to p n (t), we obtain E x sup s≤t X s ≤ C 5,T · e C 6 ·t , ∀t ≤ T. Let Q = (q ij ) 1≤i,j≤d be a matrix of functions such that q ij = −q ij ∈ H 
