Effective control of unsteady aerodynamics depends on satisfactory treatment of fluid physics along with robust control techniques. For low-Reynolds number flyers operating at a chord Reynolds number of 10 4 or lower (hummingbird-size or smaller), due to their small size, light weight and low flight speed, it is critical for the control scheme to be effective in unsteady free-stream. In this study, a flow control framework based on linear system parameters, a penalty-based adaptive law, and dielectric barrier discharge (DBD) actuator is applied for a stationary wing at the chord Reynolds number of 1000. Special focus is on the nonlinearity associated with unsteady flow separation subject to substantial unsteady freestream. The nonlinearity is reflected by the actuator saturation due to the breakdown voltage of the DBD actuator, vortex evolution/shedding, and the interaction between the separated flow and the free-stream. Its implications including fluctuations in lift and drag are investigated. The insight gained enables us to better manage parametric changes due to the unsteady flow environment, resulting in more effective flow control. 
= nominal voltage applied to the DBD actuator x act = distance to the DBD actuator from the leading edge z(k) = performance (= measurement) at k-th control-time step z NMP = real nonminimum-phase zero α = angle of attack American Institute of Aeronautics and Astronautics 3 successfully used to estimate system parameters as in the previous work, system identification techniques using nonimpulse excitations are necessary especially when the system parameters need to be estimated in real time and/or time-varying system parameter estimates are required. In such a case, non-batch regression techniques such as the recursive least squares (RLS) method 22, 23 can be useful. In order to develop an effective flow control framework, the current study probes actuator dynamics and flow physics of a canonical problem, which is the rejection/mitigation of the impact of unknown wind gusts on aerodynamic lift using a DBD actuator. Focusing on the unsteady aerodynamics of the same wing and the Reynolds number as the previous work but subject to substantially higher disturbance magnitudes, around 30% of the vertical free-stream speed, the objectives of this paper are 1) to clarify the roles of nonlinearity causing the performance deterioration or failure of the control system, and 2) to enhance control effectiveness under such unsteady freestream conditions. Particularly, the link between unsteady aerodynamics and the linearized flow-actuator model is explored by applying a recursive regression technique for different disturbance conditions. The contents of this paper are four parts: in sections II and III, models for flow simulation, system identification process, and control theory are summarized; Section IV includes A) investigation of key flow physics and nonlinearities under freestream unsteadiness B) system identification, C) demonstration of closed-loop control results, and D) control with a time-varying NMP zero. Finally, the results and key findings are summarized in Section V.
II. Aerodynamics and DBD Actuator Models
For the numerical simulation of the flow-actuator system, the same models as Ref. 24 are used in this study. For clarity, they are summarized in this section.
A. Fluid Dynamics Model
The flow fields are analyzed by solving the incompressible Navier-Stokes equations using the Loci-STREAM 25 , a parallelized pressure-based unstructured finite volume code. Since the ion and electron states are non-equilibrium and the ion temperature is comparable to the neutral fluid, the neutral fluid is treated as being isothermal. Considering the time scale disparity between the flow and the radio frequency (RF) actuator operation, the force acting on the neutral fluid is assumed to be a quasi-steady body force. The body force felt by the neutral flow is equivalent to the Lorentz force acting on the net charge density. For the unsteady operation of the actuator only the amplitude variation of the operation voltage with time scales much larger than the RF operation is considered. In index notation, the relevant conservation equations are (1) (2) where, i, j=1,2 for 2-dimensional flow field. Here, is DBD body force vector defined below, is the Cartesian position in the global coordinate system, is the flow velocity, is the pressure, all in normalized quantities, and Re = ρU ∞ c/µ is the Reynolds number (c is the wing chord length, U ∞ is the free-stream speed, p ∞ is the free-stream pressure, ρ is the air density, and µ is the dynamic viscosity of air). The time resolution for the flow simulations is , where Δt f is the dimensional time resolution, while the control time step is . As an example, for a chord of 5 cm in a free-stream speed of 0.3 m/s, which corresponds to Re = 1000, the flow time resolution and the control time resolution are 8 milliseconds and 0.08 second, respectively.
The flow-actuator system is composed of the SD7003 airfoil in free-stream and the DBD actuator attached on its upper surface near the leading edge. The angle-of-attack is 15°, which incorporates significant flow separation and instability in the separated flow without actuation 24 , and Reynolds number is 1000. For the free-stream disturbance, the free-stream is assumed to be spatially uniform but with the sinusoidal unsteadiness in the y-direction, such as , where α d is the disturbance amplitude, and T * is the normalized disturbance period. The disturbance amplitude and period can be related to the Strouhal number and reduced frequency .
B. DBD Actuator Model
The DBD actuator model is a simplified model with linear electric field and constant net charge density 23, 26 . As shown in Figure 1 , this model prescribes localized body forces in a triangular plasma region bounded by two electrodes and the dielectric surface. The electric field distribution inside the plasma region is approximated by spatially linear relations (3) (4) where is the actuator local coordinate system, d is the insulator thickness, and k 1 and k 2 are the linearized slopes of the electric field in the and directions, respectively. This is a solution of Gauss' equation with the constant net charge density assumption. In (4), the maximum electric field intensity E 0 is defined based on the applied voltage to the exposed electrode V app (t), which implies the amplitude modulation of the radio frequency AC voltage, and the slopes k 1 and k 2 of the electric field attenuation away from the exposed electrode and dielectric surface are set to allow the breakdown voltage at the boundary with the minimum electric field strength. As defined in the next section, the applied voltage is the scaled control signal and bounded by the breakdown voltage. Under feedback control, the applied voltage is changed depending on the control signal, resulting in a time-varying body force. As shown in Ref. 23 , this analytical-empirical model results in a body force component acting on the fluid, given by (5) where f v is the AC frequency of the voltage applied to the DBD actuator and Δt d is the discharge duty cycle, and E(x,y,t) is the electric field distribution (3) transformed to the global coordinate system. Furthermore, since the constant charge density ρ c with unit charge q c is present only inside the plasma region, δ(x,y) is set to 0 or 1 depending on the position. For this study, the active plasma region is given by the triangular region, shown in Figure  1 , where the horizontal electric field length l h =0.05c and vertical length l v =0.025c. The discharge duty cycle is the portion of time during which effective force generation occurs in each operation cycle. Since the reduced-order DBD model (3)- (5) is based on the quasi-steady assumption using the time scale disparity, the control input is meaningful when its timescale lies between those of low Reynolds number flow and plasma operation. The simplified DBD model has been validated against experimental data of force generation 27 and maximum induced flow velocity 28 . Although this simplified model captures some main features of DBD's actuation 
III. System Identification and Control

C. Recursive Least Squares (RLS) Method
As described in Ljung and Soderstrom 22 , the output y(k) of a linear, time-invariant system at k-th time step can be expressed with the regression relation (6) where φ(k) is the regressor vector composed of input and output data, θ is the unknown system parameter vector, and v(k) is the prediction error or noise. Then, by minimizing the prediction error between the unknown parameters and their estimates using a least squares function, the system parameter vector for k = N can be estimated as (7) where α k is the weighting factor that can handle the amount of each sample's contribution to the parameter estimates. Instead of using the whole set of input and output data, a recursive system-identification algorithm seeks the system parameters by updating the estimates of the parameters using an input-output pair at each time step. Since a specific mode of a system can or cannot be excited depending on the input signal, the choice of an appropriate input signal is critical. In order to provide a broad bandwidth input signal, the white noise signal, which is a random signal having constant probability density in frequency domain up to the Nyquist frequency, is used in this study. By introducing a recursive formulation, the system parameter vector can be updated with the measurement at each time step by 
D. Retrospective Cost Adaptive Algorithm
The block diagram of the flow-actuator system and controller is shown in Figure 2 . The controller G c takes the difference between the current lift change ΔC l and the commanded lift change ΔC lc as the measurement, which is equal to the performance. In order to scale variables for the controller and for the actuator, two scaling factors K z and K u are introduced, respectively. This scaling helps to keep the control and the performance to be in the same range, which can significantly affect the control performance. Furthermore, the scaling relieves the performance dependency on the tunable parameter in the controller, namely the learning rate that is introduced below. For the controller, the retrospective cost adaptive control (RCAC) algorithm presented in Ref. 21 is summarized in this section for a single-input, single-output control system along with some modifications for the scaling.
Consider the single-input, single-output linear discrete-time system
where are the state, performance, control, and exogenous command and/or disturbance signal with k ≥ 0. In this paper, an adaptive output feedback controller presented below minimizes the performance variable z in the presence of the exogenous signal w, which could be a disturbance, command, or both. The difference between lift or drag coefficient of the airfoil and its nominal value is set as the performance, which is minimized when there is a sinusoidal disturbance in the free-stream flow.
For the general control problem given by (11)- (12), we use a strictly proper time-series controller of order n c , such that the control u(k) is given by (13) where, for all , are given by the adaptive law presented below. The control can be expressed as (14) where (15) is the controller parameter matrix, and the regressor vector ϕ'(k) (and ϕ(k)) is given by (16) For positive integer µ, we define the extended control vector U'(k) (and U(k)) by (17) where . From (14) , it follows that the extended control vector U'(k) can be written as (18) where American Institute of Aeronautics and Astronautics
(19)
Next, define the retrospective performance (20) where is an optimization variable, and control matrix is given by Eq. (30) below. Note that is obtained by modifying the performance variable z(k) based on the difference between the actual past control inputs U(k) and the recomputed past control inputs assuming that had been used in the past. Thus, may be interpreted as an approximation of the performance had been used in the past. Now, consider the retrospective cost function (21) where the learning rate α l affects the transient performance and the convergence speed of the adaptive control algorithm. Substituting (20) into (21) yields (22) where (23) (24) (25) and . Here, the learning rate is defined as for an appropriate scaling.
Since is positive definite, has a unique global minimizer, which can be used for the update law
The adaptive controller (14) and (23)- (26) requires limited model information of the plant (11)- (12); however, the controller does require knowledge of , which is constructed using estimates of the plant's relative degree, first nonzero Markov parameter, and the nonminimum-phase (NMP) zeros of the transfer function from u to z. Markov parameters are the impulse response of a discrete-time linear time-invariant system, and they are very functional in system identification especially due to their uniqueness to the system. On the other hand, NMP zeros are zeros of the rational transfer function that lie outside the unit circle in the complex domain. Though the latter is sometimes called unstable zeros, they are not a measure of the system's stability. Instead, it is known that a NMP system incurs a fundamental limitation in feedback control performance 29 . In addition, an odd number of real NMP zeros in continuous-time systems are responsible for and related to the initial undershoot 30 , which are also observed for the current flow-actuator system as shown in the previous study 20 . In order to construct the control matrix using aforementioned system parameters, consider the transfer function from u to z given by (27) which can be written as where the relative degree d ≥ 1 is the smallest positive integer i such that the i-th Markov parameter is nonzero, and α(z) and β(z) are monic coprime polynomials. Next, let β(z) have the factorization (29) where β s (z) is a monic polynomial of degree n s whose roots lie inside the unit circle, and β u (z) is a monic polynomial of degree n u whose roots lie on or outside the unit circle. Furthermore, we can write . Then we let and the resulting control matrix is given by (30) Note that is constructed using knowledge of the relative degree d, the first nonzero Markov parameter H d , and the nonminimum-phase zeros of β u (z) of the transfer function from u to z.
The first nonzero Markov parameter and NMP zeros of a linear model can be estimated by using the impulse response (i.e., Markov parameters) of the model. When the RLS method is used to estimate the system parameter vector in (6), the impulse response of the linearized flow-actuator system is obtained by using the estimated discrete time model. Our previous study 20 showed that the flow-actuator system is a nonminimum-phase system with the relative degree of 1, meaning that the system has a reverse initial response with one step time lag. Accordingly, based on the parameter scaling using K z = 1 and K u = 10 4 , the first nonzero Markov parameter and the learning rate are -1 and 1, respectively, and only one real NMP zero is estimated for system identification.
In order to stabilize the lift fluctuation, as shown in Figure 2 , the performance is defined as the difference between the instantaneous lift coefficient C l and a target lift coefficient C lt , i.e., the commanded lift change ΔC lc is set to 0. Although it is reasonable as a target to use the nominal lift coefficient, which is the lift with nominal actuation but no disturbance, different targets are also used for the test cases because, as described with the results, the control performance is sensitive to the target lift. Since the actuation voltage V app is limited by actuator saturation, the controller is informed its amplitude saturation 31 . As a result, the actual control u(k) is chosen as max(u(k), u bd ), where u bd is the control that results in the breakdown voltage. The unsteady free-stream with the disturbance changes both angle-of-attack and free-stream speed. As a result, the high-angle-of-attack airfoil experiences flow separation/reattachment and vortex evolution/shedding 20 . In order American Institute of Aeronautics and Astronautics 9 to understand the flow physics in response to the disturbance with open-loop control (constant voltage actuation), the evolutions of aerodynamic forces for one disturbance cycle are shown in Figure 3 . The lift-drag relations according to the disturbance period for the disturbance magnitude of 20% (St = 0.05) are shown in Figure 3 (a) along with the static lift-drag relation that is obtained by changing the vertical free-stream velocity by up to ±20%. The influence of disturbance magnitude for the disturbance period of 10 (k = 0.31) is shown in Figure 3 (b) along with the static lift-drag relation for up to ±30% free-stream change, and the points S and M correspond to the instants of stall and maximum y-directional velocity, respectively. As shown in Figure 3(a) , the smaller the disturbance period becomes, the further the lift-drag relation deviates from the static relation. Furthermore, as the disturbance period decreases, the instant of maximum lift occurs later than the stall point S, which is an indication of delayed stall. The comparison also shows that there is a disturbance period (in this case T * = 20) where the sudden lift loss due to stall is most significant, and for the even lower disturbance period T * = 5 the lift-drag relation becomes circular, showing that the instant of maximum lift is close to the moment of maximum y-directional velocity.
IV. Results and Discussion
In Figure 3(b) , on the other hand, the increase of the disturbance magnitude significantly changes the shape and direction of the lift-drag path as well as the range of aerodynamic forces. Specifically, a higher disturbance magnitude results in more obvious delayed stall during which drag increases more dramatically. For α d = 30%, the lift-drag totally drifts from the static lift-drag relation. On the other hand, through the most of the second half-cycle, which corresponds to the part of the lift-drag path with lift increase before S, the change in the disturbance magnitude has little effect on the shape of the path (i.e., the paths are parallel to each other in that part).
In Figure 4 , flow fields at two time instants are compared for the 20% and 30% disturbance magnitudes. At instant M, compared to the 20% case, the case with the 30% disturbance magnitude (St = 0.08) shows a smaller attached flow region near the DBD actuator at x/c = 0.2 and larger vortex structures within the separated flow region due to the higher maximum y-directional free-stream velocity. As a result, a set of more massive vortices appears at the subsequent instant, which is 0.15T * after instant M, as shown in Figure 4 
B. System Identification
Since the free-stream unsteadiness can cause significant changes in system's dynamics, a system identification (ID) method based on the static flow conditions, such as impulse response test, may not provide reliable parameter estimates, especially under substantial disturbance conditions. Alternative approaches are the identification methods based on white noise signals, such as the recursive least squares (RLS) method. Since the RLS method can update the parameter estimates based on each measurement, it can be applied for online system ID if sufficient data with persistent excitation is available. While applying the RLS method, one of the key issues is the convergence of system parameter estimates. As shown in Figure 5 , the convergence of the system parameter estimates requires over 600 measurements for the case where the impulse response-based estimation have been done for around 100 measurements. In order to understand the impact of the free-stream unsteadiness on the system parameter estimates, timeaveraged system parameter estimates can be obtained by applying the RLS method to the flow-actuator system with unsteady free-stream.
(a) Markov parameters (impulse response) (b) nonminimum-phase zero Figure 6 Comparison between impulse response and system identification using the RLS method: the original impulse response is obtained by using a finite impulse of 0.2 kV with V app0 = 2 kV.
Before introducing the free-stream unsteadiness, the parameter estimates using the RLS method without disturbance are compared with the impulse response-based identification in Figure 6 . In order to reconstruct the impulse response using the RLS method, a 25 th order infinite impulse response (IIR) filter with 1000 samples is used. Although the overall shape of reconstructed impulse response is comparable to the original impulse response, there are differences in the peak values and transient response. Furthermore, the estimated real nonminimum-phase (NMP) zero is smaller than the one from impulse response test. Although the difference is noticeable, considering the impulse response of the flow-actuator system is also sensitive to the impulse magnitude itself 20 , such a difference is not unusual.
The same conditions for the RLS method are used for cases with the free-stream disturbance, and the convergence histories of 4 chosen system parameters are shown in Figure 7 . Although the disturbance induces significant lift fluctuations for T * = 20, it is interesting to observe the stable (and faster than the no disturbance case in Figure 5 ) convergence of the system parameters.
The parameter estimates using RLS for the cases with different disturbance conditions (no disturbance, T * = 50, and T * = 20) are compared in Figure 8 . Even with such disturbance conditions, the reconstructed impulse responses are more consistent compared to the comparison between the original impulse and reconstructed one shown in Figure 6 . Though the different impulse responses predict only real NMP zeros, it is difficult to observe any trend in the estimates of NMP zeros. As described in the previous section, the model parameters for the flow-actuator system are based on a linear time-invariant system. As a result, though the system dynamics can be highly nonlinear depending on the actuation and disturbance conditions, the system parameter estimates only represent the linearized model of the flow-actuator system in the sense of either time-averaged approximation through the accumulative process of the RLS method or small excitation around the nominal state with the nominal actuation voltage. Though the system parameters estimated by the RLS method with the disturbance effects are expected to incorporate the flow dynamics induced by the unsteadiness, which is absent in the estimation using impulse tests, some closed-loop control exercises show no better results than the cases with impulse-test-based parameter estimates. In fact, for the closed-loop control cases employed in the following section, the impulse test ID results in a better control performance with the RCAC algorithm in terms of either transient time or steady-state response. As a result, only impulse tests are used to estimate the parameters in section C. However, as shown in section D, the application of the RLS method to segmental data sets result in the time-varying parameter estimates, which can enhance the control performance for some test cases.
C. Closed-loop control result
In this section, the closed-loop control results based on the RCAC and the NMP zero estimated by the impulse test are demonstrated. In Figure 9 The closed-control case (red line in the time history and right column in the snapshots) is for the target lift coefficient of 1.3. The reasons that target lift is set higher than the nominal lift coefficient are two: to decrease the possible actuator saturation time by shifting the actuation voltage to a higher level and to achieve a better control performance, which turns out to be dependent on the target value. Since the controller samples and outputs every 10 th flow time step, there are 10 discrete voltage updates within one disturbance period. The voltage (or control) waveform is close to a sinusoid such as the lift variation except the 0.1T * time lag. The maximum voltage occurs in the middle of the growth of the separated flow region, and the minimum voltage is applied after the moment of vortex shedding. Furthermore, since the controller tried to decrease the voltage lower than the breakdown voltage, there is voltage saturation in t * /T * = 0.7-0.9. As shown in the snapshots for the first half-cycle, the vortex evolution/shedding process existing in the open-loop case is substantially reduced. Even with the relatively low-time resolution, actuator saturation, and the remaining vortex structure through t * /T * = 0.9-0.15, the lift variation is successfully stabilized. The streamlines after t * /T * = 0.3 are attached on the airfoil without a noticeable difference for most of the second half-cycle. On the other hand, although the drag is not in the control objective, its fluctuation is decreased by the actuation for lift stabilization.
In Figure 10 , the control result with a longer disturbance period of T * = 10 (k = 0.31) is shown for one disturbance period. Compared to the case with T * = 5, the open-loop lift variation shows a more deviation from the sinusoidal waveform, especially in the reduced-lift part that shows two lift dips before the lift recovery. The openloop flow field snapshots show substantial flow separation with two large vortices whose shedding timings correspond to the first lift dip at t * /T * = 0.5 and the local maximum before the second dip at t * /T * = 0.55, respectively. There is a small consecutive vortex whose shedding is related to the second dip at t * /T * = 0.6. The target lift for closed-loop control is 1.1 in this case. The closed-loop lift history in Figure 10 shows the lift fluctuation due to the disturbance is successfully suppressed except for t * /T * = 0.9-0.2 where the actuator saturation occurs. The voltage waveform is maximum at the moment of the first vortex shedding, which occurs approximately 0.2T * later than the maximum open-loop lift. It is also interesting to observe that even for the similar amount of lift fluctuation, the maximum voltage required for lift stabilization is about 50% lower than the case with T * = 5 in Figure 9 The control result with the disturbance period of T * = 20 (k = 0.16) is shown in Figure 11 . The open-loop lift history shows multiple lift drops followed by the broad local lift minimum, which is caused by the second half-cycle of the sinusoidal disturbance. Compared to the cases with T * = 5 and 10, the amplitude of the lift fluctuation is about 30% lower. The target lift for closed-loop control is 0.9 in this case; as a result, a larger portion of the period is subject to the actuator saturation. Similarly to the cases with lower disturbance periods, when the open-loop and closed-loop snapshots are compared, the controller decreases the size of vortex structures and advances their evolutions by 0.075T * in this case. In addition, the closed-loop case involves a larger number of vortices with smaller sizes. Although the strong vortex shedding process persists even with the closed-loop actuation for t * /T * = 0.225-0.375, the lift fluctuation is effectively suppressed by the controlled voltage.
D. Control with a time-varying nonminimum-phase zero
Although the cases chosen in section C demonstrate successful lift stabilization, the control performance is dependent on various parameters, such as the disturbance magnitude/period, nominal voltage, target lift, and controller parameters. Among them, the disturbance conditions are directly related to the flow structure and its evolution as described. In addition, the sensitivity to the target lift is another indication of nonlinearity in the flowactuator system. They not only affect the amount of actuator saturation but also have significant effects on the flow dynamics.
As an example, Figure 12 shows the closed-loop control results for a same case but with different target lift coefficients, one with the nominal lift (lift with nominal actuation of V app0 but without disturbance) shown in (a) and the other with a lower value of 0.9 in (b). As apparent from the open-loop lift history for t * = 0-150, the timeaveraged lift coefficient 0.927 deviates from the nominal lift coefficient 1.03, which suggests an aspect of nonlinearity known as the nonlinear steady-state characteristic 32 . In Figure 12 (a), although the case with the nominal lift as a target shows the reduced fluctuation amplitude with control, non-periodic oscillations persist around the target lift. On the other hand, for the case with a target lift coefficient of 0.9 in Figure 12(b) , though the steady-state fluctuation magnitude becomes larger due to its longer actuator saturation because of the reduced target, the lift fluctuation is more bounded around the target for a significant portion of the disturbance period. This comparison indicates another nonlinearity in the problem, i.e., the target dependency of the controller's performance. The detailed mechanism causing this dependency needs further study. As an effort to incorporate the influence of disturbance on the system parameter estimates, a series of impulse tests under different actuation and flow conditions is done in the previous study 19 . Although such an approach showed the potential parametric variations according to the free-stream condition, such as the increase of the real NMP zero for a higher y-directional free-stream velocity, it lacks the effect of the unsteady processes described in the previous section. In order to assess the system parameter variations with the existence of disturbance, the RLS method is applied for the concatenated sets of segmented data windows. First, white noise data is used as the actuation voltage while the flow-actuator system is under the influence of the free-stream disturbance. Then, as shown in Figure 13 (a), each disturbance period is divided into 4 segments that roughly cover the 4 stages of flow evolution: i) the growth of flow separation (represented by t * /T = 0.225 in Figure 11) , ii) the lift dip due to vortex shedding (t * /T = 0.375 in Figure 11 ), iii) the lift drop due to the decreasing y-directional free-stream velocity, and iv) the lift recovery due to the increasing disturbance velocity. Then, all the data windows of segment 1 are concatenated and the same for the rest 3 segments, resulting in 4 data sets corresponding to the 4 segments in one disturbance period. Finally, the RLS method is used for each data set, and four NMP zero estimates are assigned to one disturbance period as shown in Figure 13(b) .
Since the time resolution of the control/measurement is 10 times the flow simulation, for T * = 20, the number of data points in one window is only 10, which is too small as shown in section B. However, since only one NMP zero is approximated from the estimated impulse response, the concatenated segmental data sets turn out to result in reasonable convergence. The NMP zero estimates for one disturbance cycle in Figure 13(b) shows a sudden increase in segment 2, which corresponds to the phase of vortex shedding as shown t * /T = 0.375 in Figure 11 . The results also show that the variation of the NMP zero estimate is dependent on the nominal voltage and disturbance magnitude. One interpretation of real NMP zero is that for a continuous-time system it is inversely related to the ratio of undershoot and steady-state response for a step response. The previous study showed that the relation is consistent for the discrete-time model of the current flow-actuator system. In other words, segment 2 with a larger NMP zero has a reduced initial reverse response or a larger steady-state lift (or both) in response to a step actuation compared to the other segments. However, the physical implication behind this trend is not clear yet. In addition, as mentioned above, the observation from the previous study based on steady nominal conditions, i.e., the higher the y-directional free-stream velocity the larger NMP zero estimate, is different from the current unsteady result. The impact of the application of time-varying NMP zero is shown in Figure 14 , compared to the constant NMP zero case. For the same disturbance condition as Figure 12 , in order to alleviate the actuator saturation, a higher nominal voltage of 4 kV is used. The controller is turned on at t * = 150. As shown in Figure 14 (a), although both the constant and time-varying NMP zero cases show the reduction of the initial lift fluctuation, the latter results in the steady-state response that has a smaller magnitude with higher steadiness. The enlarged time history in Figure 14(b) shows the persisting steady-state lift fluctuation for two disturbance periods. Compared to the constant NMP zero case, it is clear that by introducing the time-varying NMP zero the lift fluctuation is reduced by about 25% mainly in every second quarter period, which corresponds to segment 2 in Figure 13 . This partial improvement can be explained by considering the largest variation of the NMP zero in segment 2 that is incorporated in the time-varying NMP zero case.
V. Summary and Conclusions
This study aims at the development of effective flow control framework that can minimize the influence of freestream unsteadiness at low-Reynolds number applications. More specifically, the control objective is the stabilization of unsteady aerodynamic lift under the influence of unknown wind gusts for the SD7003 airfoil at the chord Reynolds number of 1000. The retrospective cost adaptive control (RCAC) algorithm and general system identification approaches based on linear input-output models are applied to the flow-actuator system that is composed of the airfoil and the dielectric barrier discharge (DBD) actuator on its upper surface. This approach attempts to minimize the requirement for system information, becoming less dependent on unmodeled dynamics, such as the effect of wind gusts. In this study, as a continuation of previous efforts, we focus on the issues with system identification, closed-loop control, and nonlinear flow dynamics for the disturbance with a substantial magnitude that can result in the O(1) variation in the lift coefficient. Major outcomes can be summarized as the followings.
(1) The high-magnitude disturbance induces various sources of nonlinearity in the flow-actuator system. They include the actuator saturation due to the breakdown voltage of the DBD actuator, vortex evolution/shedding mechanisms, and the interaction between the separated flow structure and the unsteady free-stream. Typical characteristics of nonlinear systems, such as the shift of the time-averaged lift (nonlinear steady-state characteristic) and target dependency of the controller's performance, can be identified. In order to handle them, we have explored several treatments including (i) the use of the status of actuator saturation for the controller, (ii) the scaling of the measurement and control to reduce the performance dependency on the learning rate, and (iii) the identification of time-varying system parameters. (2) Although the flow-actuator system is parameterized based on a time-invariant linear model using impulse response tests, the recursive least squares (RLS) method is applied to include the effect of the unsteady freestream in the system ID process. The nonminimum-phase (NMP) zero as a representative system parameter is sensitive to the free-stream unsteadiness as well as the identification method. However, for the constant system parameter approach, the controller with the impulse-test-based NMP zero performs better then the one with the RLS method. On the other hand, the RLS method can provide a time-varying NMP zero as mentioned in (4) . (3) The O(1) variation of the lift coefficient is driven by the combination of free-stream fluctuation and the evolution of separated flow region. The closed-loop actuation voltage can successfully reduce the lift fluctuation for the cases with different disturbance periods that span several scenarios of the interaction between free-stream and vortex evolutions. The major control mechanisms are the substantial suppression of vortex evolution processes and the change of the surface pressure through the responsive actuation. (4) As an effort to reflect the parametric changes due to disturbance in the linear model description, the RLS method is applied to trace the variation of the NMP zero estimate within each disturbance cycle. Since the number of samples within one cycle is not sufficient, out of four segments that compose one disturbance cycle, a concatenated data set for each segment is used to estimate the corresponding NMP zero. The controller with the time-varying NMP zero shows a noticeable improvement in some control results. Although the current approach proves an effective framework for the control of unsteady aerodynamics, still there are challenges to be addressed as future works. The performance sensitivity to target lift requires a better understanding of the lift stabilization mechanism. In addition, although the controller gains change according to the real system dynamics, which is the key benefit of the adaptive algorithm, the degree of nonlinear effects that can be handled by this adaptive process while relying on the linear model description requires further study. Some cases that show better control results when a time-varying system parameter is used suggest that further improvement is possible through an additional nonlinear process in the control system. Aside from the current flow-actuator system, since the RLS method can be used for the systems with non-steady nominal state, other flow system subject to dynamic flow separation, such as flapping wings, can be chosen as a flow system in the same framework.
