This paper concerns the perception of syllable structure and the way this process allows us to form structural representations of syllables in memory. It is argued that bottom-up processes are required for the formation of phonological representations of nonwords in short-term memory, and of words in early childhood, where top-down knowledge concerning syllable structure cannot be assumed. A new model is presented using signal processing techniques to show that representations of syllable structure can be developed from acoustic information, without top-down input. The model is motivated by psycholinguistic data and theory, expressed at the level of a putative neural mechanism, and supported by recent neurophysiological and brain imaging data. It describes syllable structure not in terms of events (e.g., syllable boundaries) or phonological frames with discrete slots, but in terms of a continuously varying measure of syllable position: syllabic phase. The validity of the model is demonstrated using a corpus of spoken sentences from the TIMIT database. Implications of the model for theories of phonological memory and developmental dyslexia are discussed. On the basis of recent functional imaging and neurophysiological studies, the neural basis for the proposed mechanism is hypothesized to be in the posterior Superior Temporal Sulcus.
Introduction
Syllable structure plays an important role in the mental representation of speech, distinct from its phonological content. In the tip-of-the-tongue phenomenon [1] one may be able to identify the number of syllables of a word without being able to recall its detailed phonological form. Speech errors also reflect syllable structure; in a typical error, phonemes move from one syllable to the same position in another. This observation has lead many to conclude that the syllable plays an important role in the mechanism responsible for ordering phonemes for output [2, 3, 4] . But the syllable's role in organizing the serial order of speech is almost certainly not restricted to output processes: in order to learn representations that incorporate syllable structure we must first perceive it.
The rationale for the current model comes from consideration of the processes required for a child to learn a new word and, after a single hearing, repeat it. In learning a new word, the child hears familiar speech sounds arranged in an unfamiliar sequence, which they must rapidly learn. In general, learning novel sequences seems to pose a serious challenge to human memory, so that a random list of say, 12 digits is more than sufficient to flummox most adults [5] . By contrast, children can repeat novel sequences of 12 phonemes (i.e., polysyllabic nonwords) with relative ease (Gathercole, pers. comm. reported in [6] ). One key difference between the digit span and nonword repetition tasks is the availability, in nonword repetition, of syllable structure. This imposes constraints on the possible orderings of phonemes that can occur, making viable nonwords far from random. It seems likely that phonological learning benefits from specialized mechanisms that exploit these regularities.
Many of the constraints on phoneme order within the syllable can be summarized fairly simply. Sonority is a property of the phoneme corresponding loosely to the physical energy in the voiced frequencies, of the sound and phonemes tend to be ordered so that each syllable contains a single peak in sonority. As a consequence in continuous speech there is a succession of peaks and troughs in sonority, where each syllable corresponds to a cycle from low to high sonority and back again.
In previous work, Hartley and Houghton [7] showed how these cycles could be exploited in the learning of novel word forms. The resulting representation could help to explain the pattern of errors in a non-word repetition task. As in spontaneous speech, these errors are such that phonemes generally move between the same positions in different syllables [8, 9] . Vousden and colleagues [10] have recently proposed a similar model to explain patterns of error in speech production (i.e., retrieval of word forms from long-term lexical-phonological memory). A detailed consideration of these models is unfortunately beyond the scope of this paper, but the following summary applies to both:
• New phonological forms are learned by forming associations between phonemes and a timing signal, a pattern of activation that changes systematically during learning. The timing signal includes a component that is synchronized with the syllable cycle during learning. Different phonemes become associated with different states of the timing signal.
• When retrieving the phonological form of a (non)word, the timing signal is "replayed". The phonemes are activated via their associations with the timing signal. Phonemes compete to be output. Phonemes associated with similar states of the timing signal are active in parallel, and may be selected in error (due to noise in the activation values). Because the timing signal includes a component which is synchronized to the syllables during learning, phonemes occupying the same position in different syllables are associated with similar states of the timing signal. Where an error occurs it is likely to involve the movement of one phoneme to the same position in another syllable, in line with empirical observations [e.g., 3, 9] . Together the Hartley and Houghton and Vousden et al., models provide a unified framework for the understanding of i) speech errors and ii) rapid serial learning of new word forms. At the same time they are broadly consistent with other influential models of serial memory [11, 12, 13] and speech production [4] . Both models give a central role to the timing signal and to the perceptual process which entrains it to the syllable during learning. However the mechanisms proposed for this process are not entirely satisfactory. Vousden et al. avoided the problem by assuming syllables of fixed duration in the implementation of their model. Hartley and Houghton [7] proposed a phonetic mechanism (syllable template) exploiting the
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sonority relations between phonemes to determine the phase of the syllable cycle associated with each successive phoneme. The difficulty with this approach is that the template incorporates information about syllable structure that would have to be learned somehow: infants are not born with a knowledge of the phonemes in their language and their sonority relations. In order to avoid this problem it appears that an acoustic model of the process is desirable. This strictly "bottom-up" account will be independent of knowledge acquired though linguistic experience, and involve only simple processes which might plausibly exist at birth. It must be capable of dealing with the rapid variations in speech rate that are observed in natural speech.
Model
Initially, the proposed model was based on two simplifying assumptions about the speech signal: 1. That the single peak in sonority associated with each syllable, is correlated with a single peak in the envelope of the low pass filtered speech waveform. 2. That such peaks occur more or less regularly (i.e., the rate of production does not vary much) in continuous speech. The regular changes in energy occur close to a particular characteristic rate. Thus, the envelope of the speech waveform has a quasi-periodic character. Signal processing methods exist for determining the phase of quasi-periodic signals using pairs of appropriately tuned temporal filters. The remainder of this section describes, in neurophysiological terms, the application of these methods to a model of syllable perception, and their extension to cases where assumption 2 does not apply. Note that this is not simply a model of syllable segmentation; in the context of models of phonological learning [7, 10] we require a bottom-up method for elaborating syllable structure (i.e., a continuous timing signal strongly correlated with syllable dynamics) rather than merely determining syllable boundaries.
To determine the phase of the putative syllable cycle we first require cells that are sensitive to amplitude modulation (AM) in the (low-pass filtered) speech waveform. Some of these cells might be tuned to detect a peak in the envelope with troughs either side of it. One can think of this ideal signal as a prototypical syllable that the cell represents implicitly. As time progresses the cell fires in proportion to the degree that the recent intensity profile matches the ideal signal (see Figure 1) .
With just one cell, it is not possible to unambiguously determine withinsyllable position, but by combining the output of a pair of cells it is possible. In Figure 1 , the lower cell's ideal signal is phase shifted by 90° with respect to the upper cell's. Combining information from the two cells allows the ambiguous response of a single cell to be resolved. For instance, at times B and D, the upper cell's response to the stimulus is the same, yet the phase of the cycle is very different: B is during the rime of the syllable (after a peak), D is during the onset (before a peak). The response of the lower cell discriminates between these two times. In fact, the two cells will respond in a similar way to the stimulus, but one's response will lag behind the other's. This systematic relationship between the cells' responses permits an unambiguous measure of within syllable position. The ideal signals of a pair of cells in the model correspond to the mathematically ideal form of filter for determining the local phase of a periodic signal. Each filter is composed of a pair of sinusoidally modulated Gaussian kernels. The shape of the filter is described by equation 1 below. Here σ j is a constant governing the width of the filter, f j is the frequency to which the filter is tuned, and k j is a constant allowing for the weighting of one filter relative to another.
The (complex-valued) response of the filter at time t, R j (t) is given by the convolution of the filter with a signal at that time, h(t):
The real and imaginary components of R correspond to the outputs of the two cells in Figure 1 , and can be plotted against one another in two dimensions. For an ideal signal (a sinusoid with the same frequency as the tuning of the filter) R traces
Cell 2 out a circular trajectory, with one revolution around the origin for each cycle of the input signal. The phase (φ) of the signal is thus indicated by the angle the output makes with the origin. Although the speech envelope is far from sinusoidal, the phase response of the filters is fairly robust. Provided the simplifying assumptions 1 and 2 above are met, and the filter tuned to the appropriate frequency (the reciprocal of the speech rate), the output will still cycle round the origin once per syllable although the trajectory will not be circular (see Figure 2) . If the peaks and troughs in the signal relate to the peaks and boundaries of syllables (assumption 1) then the phase at any time expresses the current position within the syllable or "syllabic phase". The phase associated with each part of the syllable is arbitrary, but for convenience we can specify filters such that for energy minima φ≈±π, whereas for maxima, φ≈0. The amplitude of the output is dependent upon the degree to which local amplitude modulations match the tuning frequency of the filter, and this can be used to provide a measure of the confidence in the phase output. Where the rate of syllable production is significantly different from the tuning frequency of the filter, the amplitude will be low and the phase may not correspond with syllable position.
Returning to the simplifying assumptions, it seems that, for appropriately filtered samples, assumption 1 very often applies, at least for many syllables. Assumption 2 is much more difficult to satisfy. Assumption 2 is necessary because the phase response of the filters is accurate only for signals where the quasi-periodic component to be tracked remains within a fairly narrow distance (0.5 octaves, [14] of ±1.4 syllables per second. In fact, for English (a "stressed-timed" language) there are local variations of speech rate much greater than this (other "syllable-timed" languages tend to be more regular). Thus a single filter of the kind described above performs adequately for speech which is fairly rhythmic in character (e.g., counting [6] ). It breaks down when required to parse natural speech, where one syllable may be three times the length of the next. Thus it is necessary to combine the output of several filters each tuned to a different speech rate. The amplitude of each filter's response varies with the degree to which its tuning matches the current speech rate, so by simply adding together the (complex) outputs of each of filter one can obtain a fairly robust measure of syllabic phase. The filters with the best match to the local speech rate (and thus the greatest amplitude) will contribute most to the sum, while those that match poorly will make less contribution. In the simulations described below a bank of ten filters was used. The AM tuning of each filter (denoted by f j , where j is an index between 1 and 10) was given by
where, f b is a constant reflecting the slowest anticipated speech rate; s is a constant reflecting the relative spacing of adjacent filters. If, for instance, s=2, filters are spaced at octave intervals. The width of each filter (σ j ) was given by
where σ b is a constant defining the width of the filter tuned to the lowest frequency. The value of σ j changes with j such that the interval -σ to σ always contains the same number of cycles. The filters also had to be scaled relative to one another to prevent the model favouring one speech rate over another. For each filter, the scaling constant (k j ) was set to a value inversely proportional to the absolute area under the combined real and imaginary curves. Each filter gives its own response to the signal, and syllabic phase is given by the angle made by the sum of the responses R j
The input to the filter is simply the envelope of a low-pass filtered speech sample. It is not necessary to have a particularly high fidelity signal, as the filters used are sensitive only to slow amplitude modulations. However the model predicts that rhythmic stimuli with significant energy in the voiced frequencies of speech (<2kHz) will tend to interfere with the concurrent processing of speech.
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120 utterances from the DARPA TIMIT database (NIST, 1990) were processed using the algorithm described above. The utterances used were a subset designed to test speech recognition algorithms. It contained five utterances from three speakers (two male and one female) from each of eight regions of the United States. Each recording was of a different sentence. The 16KHz sampled recordings were lowpass filtered at 2kHz, to leave only the voiced part of the signal. Recordings were then rectified, and resampled at 100Hz to reduce the volume of data to be processed and more than sufficient to capture amplitude modulations occurring at typical speech rates. The envelope was processed using the filter bank described above with s set to 1.2, and σ b = 2. Figure 3 shows how syllabic phase (frame B) varies with time in a typical recording (the waveform is shown in frame A). The database includes information about the timings of words and phonemes in the recorded utterances, and this information has been used to annotate the plots in figure 3 . Syllabic phase is plotted as an angle (in radians) between -π and π, so the discontinuities in the plot shown in frame B of figure 3 result from the jump from -π to π at the "beginning" of each cycle. In fact, phase usually changes smoothly and 
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monotonically throughout. Though it fairly easy to calculate the number of cycles (or fractions of a cycle) in a given period, but any boundaries between one cycle and another are somewhat arbitrary since the transition between them is smooth. This property may in itself help to explain why subjects can agree on the number of syllables in an utterance while occasionally disagreeing on where the boundaries of the syllable lie [15] . Nevertheless, for comparison with other models it is convenient to think of syllables as having a distinct beginning and end, so bearing in mind the preceding point, syllable boundaries can be defined as times for which syllabic phase = ±π. These should correspond with troughs in the envelope, and thus be consistent with models based on sonority (at least according to assumption 1). In Figure 3 syllable boundaries occur in phonologically plausible locations in the great majority of cases. An interesting property of the current model is that occasionally syllabic phase becomes unstable, and there is an abbreviated or inflected cycle (where the rate of change in phase decreases, and may even briefly become negative). These cycles are generally observed where the local speech rate changes rapidly, typically in the vicinity of unstressed vowels. An example is shown in Figure 3 , where there is a discontinuity between the first two syllables of "alligators" (1 second into the sample). The first syllable is very short, and the phase is determined principally by a high-frequency component of the filter bank. The second is relatively much longer, and phase is determined principally by a much lower frequency filter. Between the two syllables the filters cancel one another out, and |R| drops to zero (see frame C in Figure 3 ). In natural speech, one occasionally encounters situations where the number of syllables articulated is not entirely clear. Where vowels are reduced in duration as in the above example or extended (e.g., in glides, diphthongs, or sequences where one word-final vowel meets another word initial vowel), the bottom-up information for syllable segmentation becomes harder to interpret. The changes in the speech envelope are less pronounced. To my ear, the number of syllables in a word such as "real", "fire", "prism" or "ideal" can vary between instances. Top-down knowledge can help resolve any ambiguity at the perceptual level, but the current model must deal with occasionally ambiguous utterances without reference to top-down knowledge. It is a useful property of the model that it can respond in a graded fashion to these inputs, degrading gracefully rather than breaking down completely. Abbreviated and inflected cycles can be seen as part of a continuum of responses (e.g., between monosyllable and disyllable) where the perceptual information is ambiguous. This continuum is illustrated in figure 4 .
The model defines a syllable in the context of a particular utterance. This has some interesting implications for the idea of counting syllables. In natural speech syllables are often reduced and/or merged so that, for instance, the phrase "for employment" might be realised as [fr mpl m nt]. An experienced speaker of English might count 4 syllables, but how would a non-English speaker or young child fare? Where such reductions occur, the "correct" syllabification can only be inferred if one has top-down knowledge. The novice speaker of a language must still form ordered representations of these words, and there is evidence from studies of nonword repetition that newly formed representations already involve syllable structure [8, 9] .
If the model is working as it should, one cycle from φ = -π, through φ = 0, to φ = π corresponds to a single syllable. However, a given word need not correspond to a whole number of cycles. For example, in the above example "for" might have a count of 0.2 syllables corresponding to the onset of [fr mp]. Nonetheless, if the model accurately captures the perceptual elaboration of syllable structure, we would expect a strong correlation between top-down estimates of the number of syllables in each word, and the number of cycles of φ.
To test the model a "gold standard" for the number of syllables in an utterance was chosen to be as conservative (top-down) as possible. For each word in the 120 utterances processed, the number of syllables was found from in a database [16] where possible, or estimated (for the few words where there was no syllable count in the database) by counting the number of vowels and syllabic consonants in its phonetic transcription. The correlation between counts determined from the model and the standard count was 0.80. This correlation is quite remarkable given the very different ways the syllable counts were arrived at. A similar correlation (0.80) is obtained when the "gold standard" count is based solely on the phonetic transcription in the TIMIT database.
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The cycles of syllabic phase produced by the model correspond closely with independent top-down syllable counts, but some of its other properties are equally important.
1. It provides a simple mechanism that enables syllables to be identified in the absence of any prior experience, without any "teaching" or other top-down intervention. 2. It provides a continuous measure of within-syllable position, compatible with models of phonological learning [6, 7, 10, 17] . These models predict that phonemes with the same phase are more likely to transpose with one another in speech errors than phonemes with different phases. Experimental methods [18] for eliciting slips of the tongue could be adapted to test this prediction. 3. It is neurophysiologically plausible: the model demands cells which show a phase locked response to AM stimuli where the modulation is in the range of speech rates. Phase locked responses to AM stimuli have been observed in the auditory cortex of the monkey [19] , and an fMRI study of human responses to AM noise stimuli [20] shows cortical activation in the posterior superior temporal sulcus (STS). The response is greatest for slow modulations in the range 4-16Hz. The existence of compatible neural responses in non-human animals suggests that syllable processing exploits neural mechanisms that predate the evolution of spoken language. The fact that in humans the posterior STS responds to non-speech AM stimuli suggests that these processes may be automatic and not engaged solely in the encoding of novel phonological forms.
It is possible that the same neural substrate and similar cyclical processes (driven by internal subvocal articulation rather than auditory input) are engaged as a timing signal for the phonological recoding of visually presented letters or digits, and for other phonological processes in implicated in short-term memory (i.e., rehearsal). This could help to explain the disruptive effect of unattended speech and other rhythmic stimuli in typical STM span tasks [21, 22] . The model predicts that AM stimuli, with rates in the critical range and with significant energy in the frequencies below about 2kHz will interfere with the encoding of new phonological forms. This would result in increased phonological errors in repetition. Unattended speech and rhythmic sounds would be very potent interfering stimuli, unmodulated sounds much less so.
It has been suggested that developmental dyslexia is caused by an early phonological processing deficit [23, 24] , which results in a failure to form robust representations of words' phonological forms. The model describes the kind of perceptual process required to form an ordered representation of a novel word, and explains the observation that dyslexics show decreased sensitivity to auditory amplitude modulation relative to control subjects [25, 26] . The model predicts that the degree of reading impairment and phonological error rates would be greatest for subjects showing reduced sensitivity to AM frequencies near to typical speech rates (i.e., <16Hz).
Recent models of phonological memory [7, 10, 11, 12, 13] stress the importance of timing signals in the control of serial order. In these models timing signals play a dual role, being central to both input and output processes. The model here describes a plausible mechanism for the stimulus-driven, syllable synchronized timing signal in phonological learning. As such the model provides a useful tool for further investigations into the interactions between speech perception, phonological memory and language development.
