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Nederlandstalige Samenvatting
Op het vlak van beeldverwerking leven we in spannende tijden. In het verleden
werden onderzoekers en ingenieurs beperkt in het verwezenlijken van hun cre-
ativiteit en verbeeldingskracht door een gebrek aan apparatuur met (voldoende)
rekenkracht. Het is pas in de jaren 2000 dat computers voldoende krachtig zijn
geworden om computationeel veeleisende ideeën rond beeldverwerking te verwe-
zenlijken. Dergelijke ideeën zijn typisch gebaseerd op geavanceerde wiskunde en
estimatietheorie.
Nog recenter heeft deze vooruitgang ingenieurs ertoe aangezet om geavan-
ceerde beeldverwerking te zien als een essentiële bouwblok bij het ontwerp van
geavanceerde beeldvormingssystemen. Zo kunnen deze gebouwd worden met
voorheen onhaalbare eigenschappen. Voorbeelden van dergelijke systemen, vaak
computationele beeldvormingssystemen genoemd, zijn de plenoptische camera,
geavanceerde microscopen, geavanceerde tomografische technieken gebaseerd op
microgolven, geavanceerde radarsystemen, (radio)telescopiesystemen, ...
De essentiële geavanceerde beeldverwerkingsalgoritmen waarop dergelijke sys-
temen gebaseerd zijn, bestaan in twee vormen: beeldreconstructietechnieken en
beeldrestauratietechnieken. Beeldreconstructietechnieken vormen een bruikbaar
beeld uit de ruwe data die een acquisitiesysteem produceert. Beeldrestauratie-
technieken vertrekken van een beschadigd beeld, dat achteraf wordt gerestaureerd.
Van beide soorten techniek worden in deze verhandeling voorbeelden ontwikkeld.
Enerzijds ontwikkelen we technieken om afbeeldingen te reconstrueren uit ruwe
data, zoals voor demosaicing of reconstructie van kernspintomografie (MRI). An-
derzijds ontwikkelen we digitale beeldverwerkingstechnieken om afbeeldingen te
restaureren na acquisitie, zoals bij ruisonderdrukking of scherpteverbetering.
We gebruiken een algemene methodologie voor het ontwikkelen van derge-
lijke beeldreconstructie- en beeldrestauratietechnieken. Daarbij beschouwen we
de volgende hoofdingrediënten: een model voor natuurlijke beelden en een model
voor hun degradatie/acquisitie, wat de verschillende stappen in een fysische beeld-
vormingssysteem uitdrukt op een wiskundige manier. Dit laatste model bevat ook
steeds een model voor ruis, dat de betrouwbaarheid van opgenomen data vermin-
dert in de statistische zin. Voor het modelleren van elk van deze aspecten hebben
we in deze verhandeling de State of the art verbeterd:
• Voor het modelleren van natuurlijke beelden hebben we verschillende mul-
tiresolutierepresentaties besproken. Multiresolutierepresentaties kunnen na-
tuurlijke beelden beschrijven met slechts een klein aantal coëfficiënten van
significante magnitude. Naast deze eigenschap, die sparsity heet, laten deze
representaties toe de statistische eigenschappen van coëfficiënten van na-
tuurlijke afbeeldingen precies te beschrijven, aan de hand van computatio-
neel efficiënte, eendimensionale kansverdelingen. We hebben de State of
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the art in dit vakgebied verbeterd met bijdrages aan de shearlet transforma-
tie, waarvoor we een niet-iteratieve implementatie hebben ontworpen. Deze
is gebaseerd op filterbanken. Daarnaast hebben we een techniek ontwikkeld
om shearlet-achtige filterbanken af te leiden uit een trainingsbeeld. Deze
techniek is eenvoudig om te implementeren en biedt veel flexibiliteit. Bo-
vendien tonen we aan dat filterbanken die via deze techniek ontworpen zijn
beter presteren dan vaste multiresolutietransformaties voor beelden die ge-
lijkaardig zijn aan het trainingsbeeld. Tegelijk presteren ze niet significant
slechter voor andere beelden. Omdat modellen voor natuurlijke beelden via
dergelijke multiresolutie- en filterbanktransformaties eenvoudig zijn, kun-
nen ze heel efficiënt worden gebruikt in krachtige beeldrestauratie- en beeld-
reconstructiealgoritmen. Dit doen we op verschillende plaatsen doorheen
deze verhandeling. Daarnaast hebben we een nieuw model voorgesteld dat
gebaseerd is op niet-lokale zelfgelijkenis. Dit model is gebaseerd op de
gelijkenis die vaak wordt aangetroffen tussen twee verschillende regio’s in
een natuurlijk beeld. Dit modelleert een ander aspect van natuurlijke beel-
den dan multiresolutie-sparsity en daarom is dit model complementair met
sparsity. We hebben deze complementariteit aangetoond voor verschillende
toepassingen van natuurlijke beeldrestauratie.
• We hebben bijdragen geleverd aan zowel ruisschattingstechnieken als aan
het accuraat modelleren van fysische systemen die ruis veroorzaken. Con-
creet hebben we technieken ontworpen om spatiale correlatie van ruis te
schatten en er mee om te gaan. We hebben daarvoor een techniek ontwor-
pen om precies en doelmatig het effect van ruiscorrelatie op multiresolutie-
transformatiecoëfficiënten te beschrijven. Dit is een essentiële stap in het
succesvol toepassen van gecorreleerderuismodellen in beeldrestauratietech-
nieken. We hebben de geldigheid van het ruiscorrelatiemodel aangetoond
met verschillende voorbeelden. Een voorbeeld is een ruisonderdrukkings-
techniek die we specifiek voor gecorreleerde ruis in magnitude MRI-beelden
ontworpen hebben.
• Het modelleren van degradatie- en acquisitieprocessen kan alleen binnen
de context van een specifieke (acquisitie)toepassing. In deze verhandeling
stellen we verschillende praktische restauratie- en reconstructietoepassingen
voor. De belangrijkste zijn:
Demosaicing: we hebben een nieuw demosaicingalgoritme ontworpen. Dit
algoritme levert state-of-the-art resultaten en onderscheidt zich door de com-
plexe wavelettransformatie waarmee de demosaicinghandelingen worden uit-
gedrukt. We hebben hierbij aangetoond dat demosaicing veel eenvoudiger is
in het (complexe) waveletdomein dan in het beelddomein, wat tot nu toe ge-
bruikelijk was. We zien dit als een resultaat van de sparsity van natuurlijke
beelden voorgesteld met behulp van de (complexe wavelet) multiresolutie
transformatie die succesvol gebruikt wordt in beeldmodellen.
Reconstructie van magnetische resonantiebeeldvorming (MRI): allereerst
hebben we hier succesvol het beeldvormingsproces van MRI wiskundig ge-
modelleerd, waarbij we speciale aandacht besteden aan het precies modelle-
ren van niet-Cartesiaanse k-ruimte trajecten. We hebben dit model gebruikt
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om de reconstructiekwaliteit te verbeteren tegenover conventionele recon-
structiemethoden. Op dezelfde manier hebben we het concept van parallelle
MRI gemodelleerd. Dit model, in combinatie met een goed gemotiveerd
ruismodel, stelt ons in staat om conventionele pMRI reconstructietechnie-
ken te verbeteren. Daarenboven hebben we een nieuwe autocalibratietech-
niek ontworpen voor pMRI, die vrijwel universeel bruikbaar is (zonder nood
aan ingrijpen van de gebruiker). Het bezit deze eigenschap precies omwille
van het ingebouwd acquisitiemodel, van het ingebouwd ruismodel en van de
natuurlijke beeldmodellen. Als voorbeeld nemen we het aanduiden van cali-
bratiedata voor autocalibrerende pMRI, dit wordt automatisch afgehandeld
in onze techniek dankzij toepassing van een beeldmodel. Het beeldmodel
laat namelijk de aanname toe dat het gros van de energie van een natuurlijk
beeld geconcentreerd zit in de lagefrequentiebijdrage van het signaal in de
k-ruimte.
MRI met compressieve bemonstering: door het voorgestelde multiresolu-
tiebeeldmodel toe te passen op MRI-reconstructie hebben we een MRI-
reconstructiealgoritme voor zogenaamde compressieve bemonstering ont-
worpen (CS-MRI). Een systeem gebaseerd op CS-MRI kan gezien wor-
den als een voorbeeld van een computationeel beeldvormingsysteem. Het
toepassen van klassieke beeldreconstructie is niet mogelijk omdat de input
data in CS-MRI sub-Nyquist bemonsterd is. Klassieke bemonsteringstheo-
rie stelt dat dit zou moeten leiden tot frequentieverwarring in het resultaat.
Onze CS-MRI reconstructietechniek vermijdt dit echter door het gebruik van
informatie uit ons multiresolutie-gebaseerd model voor natuurlijke beelden.
Op die manier stelt het CS-MRI-reconstructiealgoritme ons in staat om het
ideaalbeeld betrouwbaar te schatten ondanks de sub-Nyquist bemonstering.
We hebben tot slot ook nog deze CS-MRI-reconstructietechniek gebundeld
met onze pMRI-reconstructietechniek.

English summary
In the field of image processing, we live in exciting times. In the past, the imag-
ination and creativity of researchers and engineers was shackled by the lack of
hardware with (sufficient) computational power. Since the 2000s, digital comput-
ers have become sufficiently powerful to enable the implementation of computa-
tionally demanding ideas about image processing, based on advanced mathematics
and estimation theory.
Very recently, this progress caused engineers to realize that advanced image
processing can be used as an essential building block of an advanced imaging sys-
tem. Thanks to advanced image processing, such imaging systems can be imbued
with previously impossible properties. Examples of such systems, often called
computational imaging systems, include the plenoptic camera, advanced micro-
scopes, advanced tomographic techniques based on microwaves, advanced radars,
(radio)telescope systems, ...
The essential image processing algorithms on which such systems are based
on appear in two forms: image reconstruction and image restoration. Image re-
construction techniques reconstruct images from the raw data that comes out of
an acquisition system. Image restoration techniques restore degraded images after
they have been acquired and formed. In this dissertation, we describe novel exam-
ples of both forms of image processing algorithms. On the one hand, we describe
techniques to reconstruct images from raw data, focusing in particular on demo-
saicing and magnetic resonance imaging (MRI) reconstruction. On the other hand,
we propose several digital image processing techniques that restore images after
acquisition, performing e.g. noise suppression and sharpness improvement.
We employ a general methodology towards developing such image restoration
or reconstruction techniques. We identify the following main ingredients: a model
for natural images and a degradation/acquisition model, which expresses the dif-
ferent steps in the physical acquisition system mathematically. The latter model
also encompasses a model for the noise processes that reduce the reliability of ac-
quired data. In the modeling required for each of the aforementioned ingredients,
we have advanced the state of the art.
• For modeling natural images, we have discussed different multiresolution
representations. Multiresolution representations have the potential of de-
scribing natural images using a small number of coefficients with a suffi-
cient magnitude. Apart from this sparsity property, these representations
allow to describe the statistical properties of (natural image transform) co-
efficients accurately and computationally efficiently, using one-dimensional
distributions. The combination of a distribution and a multiresolution trans-
formation constitutes a natural image model. We have improved the state of
the art in this field through contributions to the shearlet transform, for which
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we have developed a non-iterative filter bank implementation. Furthermore,
we have developed a technique to derive a shearlet-like filter bank from a
training image. This technique is easy to implement and offers a lot of flexi-
bility. Filter banks that arise from this technique outperform fixed multires-
olution transforms on images that are similar to the training image. At the
same time, they still yield results that compare favorably to other natural im-
age transformations on other images. Because natural image models based
on such multiresolution and filter bank transformations are uncomplicated,
they can be efficiently used in powerful image restoration and reconstruc-
tion algorithms, which we do throughout this dissertation. Additionally, we
have developed a new formulation for the non-local image self-similarity
model. This model is based on similarity found between different regions in
a natural image, rather than multiresolution sparsity and is therefore compli-
mentary to sparsity. We have demonstrated this complementarity for various
image restoration applications.
• Furthermore, in terms of handling noise, we have made contributions to both
noise estimation techniques as well as to the accurate modeling of physical
systems that produce noise. Concretely, we have developed techniques to
estimate and handle spatial noise correlation in degraded data. We have de-
veloped a technique to accurately and conveniently describe the effect that
noise correlation has on multiresolution image transform coefficients. This
is a vital step in successfully using correlated noise models in image restora-
tion techniques. We demonstrated the validity of the correlated noise model
in different scenarios. One example is a denoising technique specifically
devised for the noise characteristics in magnitude MRI.
• Modeling degradation/acquisition can only be done in the context of a spe-
cific (acquisition) application. We have proposed different practical restora-
tion and reconstruction applications in this thesis. The most important are:
Demosaicing: we have developed a novel demosaicing algorithm that deliv-
ers state-of-the-art results. It is unique in that it uses the complex wavelet
transform to express demosaicing operations. We show that demosaicing
operations are far simpler when performed in this complex wavelet domain,
rather than in the image domain, which was common practice to date. We
see this as a direct result of the property that a (complex wavelet) multires-
olution transform sparsifies natural images, which is also successfully used
in natural image models.
Magnetic resonance imaging (MRI) reconstruction: we have developed dif-
ferent reconstruction techniques. First, we successfully described MRI ac-
quisition, where we paid special attention to accurate modeling of non-
Cartesian k-space trajectories. We use this model to improve reconstruction
quality with respect to conventional reconstruction methods. Similarly, we
have studied the concept of parallel MRI (pMRI) and were able to improve
upon conventional pMRI reconstruction techniques by using accurate noise
and acquisition models. We have even developed a novel auto-calibration
technique for pMRI that is nearly universally usable (i.e. without user inter-
vention). It has these properties precisely because of its inherent advanced
ENGLISH SUMMARY xxxvii
acquisition model, as well as accurate noise models, and through applying
aspects of a proper natural image model. For example, it is able to auto-
matically designate calibration data for auto-calibrating pMRI thanks to the
natural image model. In particular, the natural image model allows the as-
sumption that natural images have the bulk of their energy concentrated in
the low-frequency signal contributions of k-space.
Compressed sensing MRI: by also introducing our newly developed natural
image models into the reconstruction of MRI, we have developed a so-called
compressed sensing MRI (CS-MRI) reconstruction algorithm. CS-MRI is
an example of an imaging technique that is only made possible through com-
putational imaging: classicly, reconstruction of CS-MRI is impossible, as in-
put data is sub-Nyquist sampled. Classic sampling theory would imply that
this leads to aliasing. Our CS-MRI reconstruction technique avoids aliasing
through the use of our natural image models. This way, the ideal image is
estimated reliably, even though the raw data was sub-Nyquist sampled. We
have also coupled CS-MRI with our pMRI reconstruction technique.

1
Introduction
“I didn’t expect a kind of Spanish Inquisition...” - Graham Chapman
In this dissertation, we propose different image restoration and reconstruction tech-
niques for many different applications. The different applications have in common
that they all involve the restoration or reconstruction of natural images. We firstly
present work on the theoretical background of the modeling of natural images.
Secondly, we present work on the estimation and modeling of statistical (corre-
lated) noise processes. With this work, opportunities are created for improving im-
age restoration and reconstruction in applications. Then thirdly, we bridge the gap
between theory and practice, by proposing work that exploits the aforementioned
opportunities for selected applications, ranging from digital camera demosaicing
to MRI reconstruction. Our work manages to achieve state-of-the-art qualitative
performance in these applications, through an accurate modeling of the acquisition
processes in each application.
The three-part approach taken in this work has thus resulted in both powerful
image processing algorithms for specific practical applications, as well as generic
paradigms that can be applied to a large range of different image restoration and/or
reconstruction applications.
1.1 Problem statement and topical outline
Up until the 2000s, most image processing happened in the analog domain. Since
then, more powerful digital computers and digital signal processors made digital
image processing the standard. Digital image processing is much more versatile
than analog processing, and enables the development of complex processing algo-
rithms. These algorithms can then be based on advanced estimation theory. This
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dissertation details novel work in algorithms, for digital image restoration and re-
construction, and the principles upon which these are built.
Digital image restoration and reconstruction techniques form a subset of all im-
age processing techniques. They start from degraded images or so-called raw data
(where there is often no semantic difference between the two terms) and estimate
an ideal image from it. For example, in photography, an ideal image would be an
image that was acquired by a pinhole camera with an infinitely small pinhole, using
an infinitely sensitive and noiseless sensor of infinite resolution. A photography
restoration algorithm is then an algorithm that estimates this ideal image from the
blurry, noisy, ... image data that was acquired by an imperfect photographer, with
a physically realistic, and hence imperfect, camera. In magnetic resonance imag-
ing (MRI), the ideal image would be the image that would have been acquired by
infinite resolution, artifact-free and noise-free perfect hypothetical imaging device
that directly images (tissue-based physical parameters of) the human body. An
MRI reconstruction algorithm is then an algorithm that takes the radio-frequency
time-domain input signal from a real, physical MR scanner device, modulates this
into a usable raw data format and estimates the ideal image from this raw data.
For some applications, good images are only possible using image restora-
tion algorithms. Figure 1.1 illustrates how image restoration allows to improve
the attainable SNR of an image acquired by low-light photography [Cossairt 12],
resulting in higher-quality low-light photographs. For other applications, an im-
age restoration or reconstruction algorithm means the difference between unusable
(undecipherable) data and a useful image. In such computational imaging sys-
tems, engineers deliberately design the imaging system around a reconstruction
algorithm without which no usable image could be recovered. This paradigm al-
lows to push the limits of the imaging system as a whole, such that the result is a
system with properties that are unachievable by conventional imaging. The differ-
ence between such a computational imaging system and a conventional imaging
system is illustrated by the example of computational photography in Figure 1.2.
In optical computational photography, special optical encodings are used, coupled
with digital decoding (an image reconstruction algorithm), which allows to achieve
effects such as combinations of depth of field and shutter time that are unachiev-
able by conventional photography. Other examples include some advanced MRI
reconstruction algorithms that can reconstruct images from data sampled at lower-
than-Nyquist rates, this is sometimes called compressed sensing MRI. When such
a reconstruction algorithm is used, the design of MRI sequences (k-space trajec-
tories) can be adapted to sample at lower-than-Nyquist rates without resulting in
significant loss of image quality. The resulting MRI system could then acquire
MR images much faster than conventional reconstruction techniques would allow,
to the benefit of physician and patient alike.
In order to do restoration or reconstruction, we first need to define what the
properties of an ideal image are, so that we know what we are looking for. We also
need a model of the imaging system, i.e. a model which relates the degraded image
with the ideal image. This should include the effects of noise on the acquisition
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Figure 1.1: Image restoration algorithms (a form of digital decoding in a computational
imaging scheme, see Figure 1.2) allow to achieve high-SNR photography in low light con-
ditions, where this is impossible with classic photography. Image taken from [Cossairt 12].
Figure 1.2: Digital decoding in the form of image reconstruction algorithms can be a valu-
able component of an imaging chain, improving performance and capabilities beyond what
is possible with conventional imaging. Image taken from [Cossairt 13].
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process. So the main ingredients of a restoration/reconstruction algorithm are a
natural image model and acquisition/degradation model, which should contain a
statistical model for the noise. When developed properly, the quality of a restora-
tion/reconstruction algorithm fully depends on the quality and applicability of the
models involved.
In this dissertation, we present novel work that contributes to each of the
aforementioned main ingredients of image restoration/reconstruction. Also, we
develop image restoration and reconstruction algorithms which optimally exploit
these main ingredients. The natural image models we discuss are general enough
to be usable for many different applications. However, the acquisition/degradation
model should be acquisition-dependent, and therefore can often not be separated
fully from the application.
Therefore, in this dissertation we both present work on the theory of generally
applicable natural image models, as well as work on very specific applications,
each with their own specific noise and degradation models, thereby closing the
gap between theory and practice.
1.2 Content and organization of this dissertation
The synthesis of a good (multi-resolution) model for natural images and an accu-
rate application-specific model for the degradation (or acquisition) process, which
includes a model for the acquisition-specific noise, is key for achieving high-
performance image restoration (or reconstruction). Therefore, in this dissertation
we have firstly examined and developed multi-resolution techniques and statistical
models for natural images. These capture useful, but general, properties of natural
images that can be used to identify and isolate natural images in a degradation envi-
ronment. Multi-resolution image representations and statistical models for natural
images are the subject of Chapter 2. Next, we give a treatise on image noise, image
noise estimation and image denoising techniques in Chapter 3. However, in many
applications, noise is only one part of the degradation. Therefore, in Chapter 4,
Chapter 5, Chapter 6, Chapter 7 and Chapter 8 we have analyzed and modeled sev-
eral degradation processes related to specific acquisition techniques, respectively
mosaicing, (non-uniformly sampled) MRI acquisition and parallel MRI acquisi-
tion, sub-Nyquist MRI acquisition and deblurring.
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Specifically, each chapter focusses on the following topic:
• In Chapter 2, we focus on image modeling. Firstly, we highlight proper-
ties of natural images. Then we discuss several mathematical transforma-
tions that are used to facilitate the development of a mathematical model for
natural images. We spend extra attention on our own contributions for the
shearlet transform and a novel image-adaptive filterbank transform.
• In Chapter 3, we show that including an improved noise model into a de-
noising algorithm yields improved denoising results. Specifically, we show
this for correlated noise.
• In Chapter 4, by combining state-of-the-art (complex-)wavelet image mod-
els and an accurate model for the degradation in the specific application of
demosaicing, we developed a demosaicing algorithm that delivers state-of-
the-art results.
• In Chapter 5, we give a thorough analysis of the acquisition process in MRI.
We pay special attention to a good noise model for use with k-space MRI
data on the one hand and magnitude image MRI data on the other. We use
this knowledge of acquisition process and noise model to provide a back-
drop in discussing conventional (non-uniformly sampled) MRI reconstruc-
tion techniques. In doing so, we identify LS-NUFT as the definitive algo-
rithm for conventional, single-coil MRI reconstruction and lay the founda-
tion for the following chapters.
• In Chapter 6, we analyzed the specific acquisition process of parallel MRI
(pMRI). This is MRI acquisition that uses multiple receiver antenna coils
in parallel, with the aim of reducing overall scan time. We analyzed exist-
ing pMRI reconstruction algorithms, and the impact of statistical noise on
pMRI reconstruction. We propose a novel pMRI reconstruction technique,
that makes better use of the (MRI) noise model, and therefore outperforms
classic methods in the field. We also studied auto-calibrating pMRI algo-
rithm and presented what is to our knowledge the first algorithm that can
perform auto-calibration on arbitrarily sampled pMRI data without the need
for user intervention, i.e. without the need to define a calibration area a
priori.
• In Chapter 7, we uncovered how the synthesis of a good (multi-resolution)
image model with an accurate (p)MRI acquisition and MRI noise model
can lead to improved reconstruction. More than that, we uncovered that
it is possible to relax the constraints of the MRI acquisition because of
it. MRI reconstruction techniques thus conceived are studied in the field
of compressed sensing MRI (CS-MRI). We discuss two different views on
CS-MRI: as an application of theoretical CS using ideal signals and as an
application of Bayesian MAP estimator using good natural image models,
accurate MRI noise model and a proper degradation model. In Chapter 7,
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we motivate our choice for the latter interpretation and thus conclude that
CS-MRI is merely the result of properly applying our synthesis approach
for developing an image reconstruction algorithm that is used throughout
this work.
• In Chapter 8, we discuss a complementary natural image model to the one
discussed in Chapter 2. This model is based on non-local self-similarity
found in natural images. Non-local self-similarity was first used as an im-
age model in so-called non-local means denoising methods. Our work fo-
cuses on uncovering the applicability of the non-local self-similarity model
in general image restoration and reconstruction problems. So, in line of
the focus in this dissertation, we worked towards synthesizing the non-local
self-similarity model with existing image models, so that it can be used in
many of the aforementioned and other image restoration/reconstruction ap-
plications.
In the appendices, we discuss mathematical tools and algorithms that have helped
to solve some of the engineering challenges encountered in this dissertation. The
different optimization problems that show up in several parts of this dissertation
were solved with satisfactory results using the techniques from Appendix A, us-
ing our own techniques for parameter settings detailed in Appendix B. Finally,
Appendix C details how the non-uniform Fourier transform, which is used exten-
sively in our MRI reconstruction algorithms, is efficiently implemented.
1.3 Selection of most important contributions
A more complete list of the contributions and publications that arose from this
PhD research is in Section 9.2. Here, we only highlight a selection of the most
important contributions:
• We developed our discrete implementation of the shearlet transform in Sec-
tion 2.3.3. Our implementation is distinct in that both decomposition and re-
construction is implemented in a non-iterative way, using a filter bank. This
exploits the fact that our shearlet transform constitutes a Parseval frame. It is
also unique in that it is able to be tuned to deal with both ringing and redun-
dancy requirements (even up to very low redundancy factors of 2, regardless
of the number of subbands) at the discretion of the user (see Section 2.3.3.5).
Also, we developed a version that allows to efficiently suppress ringing in
reconstruction applications (see Section 2.3.3.6).
• In Section 2.3.4, we introduced a novel, image-adaptive way for finding an
optimal shearlet-like transform for natural images. This approach trains a
shearlet-like transform for use with a certain class of images, based on a
training image from that class. This novel approach is easy to implement,
yields symmetrical base functions, allows for a controlled redundancy factor
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in the same way that shearlets do, and yields sufficiently accurate approxi-
mation results to compete with fixed dictionaries (such as the shearlet trans-
form), even when used on images that share little similarity with the training
image.
• We developed a novel multi-resolution technique for estimating correlated
noise statistics (see Section 3.3.4). This technique is compatible with the
dual-tree complex wavelet transform (DT-CWT) and can be used to boost
the performance of any multi-resolution technique for removal of correlated
noise.
• We developed a variation of the empirical Probshrink method for 3D multi-
resolution Rician noise denoising method in magnitude MR images (in Sec-
tion 3.4.5). This technique was shown to be competitive with the state-of-
the-art MRI denoising techniques, both in quantitative and qualitative terms.
• We defined a novel multi-resolution demosaicing algorithm that has unique
qualities in computational efficiency and compatibility with other multi-
resolution restoration techniques, explained in Section 4.3.
• We proposed novel methods for (auto-calibrating) (p)MRI reconstruction.
Our methods outperforms the current state of the art, both for auto-calibrated,
see Section 6.7.2 and non-auto-calibrated MRI, see Section 6.7.1. To our
knowledge, this is the first method that is able to deal with arbitrary k-space
sampling patterns in an auto-calibration context without user interaction.
Furthermore, the method removes the need for an assumption of small spec-
tral support of the response of the antenna coils (which classic techniques
use).
• We developed several novel techniques that can be used to automate MR
reconstruction algorithms, e.g. a technique to automatically detect the in-
tended image resolution of MR data that is sampled on an arbitrarily sampled
k-space sampling pattern (in Section 6.7.1.3), a technique to automatically
estimate the image domain signal level (in Section 6.7.1.2) and a technique
to automatically estimate k-space noise level (in Section 6.7.1.1) on such an
arbitrarily sampled k-space data set.
• We proposed a novel compressed sensing MRI (CS-MRI) reconstruction al-
gorithm (see Section 7.5) and demonstrated its use for data fusion, propeller
MRI and post-processing (MRI) image interpolation, in Section 7.9.3 and
Section 7.9.4. Also, we proposed the idea of a phase-compensating prior
and found that it improves reconstruction quality.
• We identified the possibility of applying non-local self-similarity as an im-
age prior in general image restoration algorithms. We have expressed this
prior in a form that can be combined with multi-resolution priors. We pro-
posed several image restoration algorithms that solve complicated joint im-
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age restoration problems using such combined priors. These are described
in Section 8.5.3 and Section 8.5.4.
1.4 Selection of most important publications
This work has resulted in 8 journal publications, 40 conference publications and
abstracts and 2 book chapters. A more complete publication list can be found in
Section 9.2. In this section only some of these publications are listed, the ones that
we deem the most important.
Selected international journal publications
• Aelterman, Jan, Maarten Naeyaert, Shandra Gutierrez, Hiep Luong, Bart
Goossens, Aleksandra Pižurica, and Wilfried Philips. 2014. "Automatic
high bandwidth calibration and reconstruction of arbitrarily sampled parallel
MRI." Plos One 9 (6).
• Aelterman, Jan, Bart Goossens, Jonas De Vylder, Aleksandra Pizurica, and
Wilfried Philips. 2013. "Computationally Efficient Locally Adaptive Demo-
saicing of Color Filter Array Images Using the Dual-tree Complex Wavelet
Packet Transform." Plos One 8 (5).
• Aelterman, Jan, Hiep Luong, Bart Goossens, Aleksandra Pizurica, and Wil-
fried Philips. 2011. "Augmented Lagrangian Based Reconstruction of Non-
uniformly sub-Nyquist Sampled MRI Data." Signal Processing 91 (12): 2731
– 2742.
• Goossens, Bart, Jan Aelterman, Aleksandra Pizurica, and Wilfried Philips.
2010. "A Recursive Scheme for Computing Autocorrelation Functions of
Decimated Complex Wavelet Subbands." IEEE Transactions on Signal Pro-
cessing 58 (7): 3907 – 3912.
• Aelterman, Jan, Roald Goossens, Frederick Declercq, and Hendrik Rogier.
2009. "Ant Colony Optimization-based Radiation Pattern Manipulation Al-
gorithm for Electronically Steerable Array Radiator Antennas." IET Science
Measurement & Technology 3 (4): 302 – 311.
Selected publications in conference proceedings
• Aelterman, Jan, Bart Goossens, Hiep Luong, Jonas De Vylder, Aleksan-
dra Pizurica, and Wilfried Philips. 2012. "Combined Non-local and Multi-
resolution Sparsity Prior in Image Restoration." In IEEE International Con-
ference on Image Processing, Proceedings, 3049–3052. IEEE.
• Aelterman, Jan, Hiep Luong, Bart Goossens, Aleksandra Pizurica, and Wil-
fried Philips. 2010. "COMPASS: a Joint Framework for Parallel Imaging
INTRODUCTION 9
and Compressive Sensing in MRI." In IEEE International Conference on
Image Processing ICIP, 1653–1656. New York, NY, USA: IEEE.
• Goossens, Bart, Jan Aelterman, Hiep Luong, Aleksandra Pizurica, and Wil-
fried Philips. 2009. "Efficient Design of a Low Redundant Discrete Shearlet
Transform." In LNLA: 2009 International workshop on local and non-local
approximation in image processing, 112–124. New York, NY, USA: IEEE.
• Aelterman, Jan, Bart Goossens, Aleksandra Pizurica, Karel Deblaere, and
Wilfried Philips. 2008. "A 3D Denoising Algorithm for MRI Corrupted
by Correlated Noise." In RSNA Scientific Assembly and Annual Meeting
Program, 94th, Proceedings, 1063–1063.
Selected book chapter
• Aelterman, Jan, Bart Goossens, Aleksandra Pizurica, and Wilfried Philips.
2010. "Suppression of Correlated Noise." In Recent Advances in Signal
Processing, ed. Ashraf A Zaher, 211–236. In-Tech.
Prizes
• A certificate of merit for the presentation of "A 3D Denoising Algorithm for
MRI Corrupted by Correlated Noise." at the RSNA conference in 2008.
• Laureate prize for the poster presentation of "Compressive Sensing in MRI"
at the 11th UGent-FirW Doctoraatssymposium, Faculteit Ingenieursweten-
schappen in 2010.

2
Multi-resolution image models
“It always seems impossible until it’s done.” - Nelson Mandela
2.1 Introduction
The aim in this thesis is image restoration/reconstruction, i.e. the extraction of
a useful image from noisy and/or distorted data. In order to restore the desired
ideal image, we need to specify first what constitutes ‘desired content’ and what
constitutes ‘distortion’. This chapter focuses on modeling desired content in the
form of natural images. Natural images are images that correspond to some real
natural scene, such as photographic images of the world around us, images of the
micro-world from microscopes, anatomical images used in a medical context, ...
We will show how these can be modeled as statistical processes using a certain
probability distribution in a transform domain. In this chapter, we will discuss
both multi-resolution transforms as well as some popular choices of probability
distributions used in the modeling of natural images.
In a natural image, it is a safe bet that two neighboring pixels have roughly the
same color. This means that two neighboring pixel values contain the same infor-
mation to some extent, which is then redundant information to the same extent.
Because of this, a natural image contains less information than the total number
of pixels would suggest, this is the property that image compression exploits to
reduce the file size of natural images.
Multi-resolution image transformations transform natural images in order to
uncover this redundancy as a first step towards creating a natural image model.
They achieve this by enabling a representation of a natural image that is made up
of very few coefficients of significant magnitude, a property called sparsity. Spar-
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sity allows to make computationally efficient and powerful restoration algorithms,
which will be the topic of other chapters. There exist many multi-resolution im-
age transforms. To name a few: steerable pyramids [Freeman 91, Simoncelli 95],
dual-tree complex wavelets (DT-CWT) [Kingsbury 01, Selesnick 05], Marr-like
wavelet pyramids [Van De Ville 08], 2-D (log) Gabor transforms [Lee 96, Fis-
cher 07], ridgelets [Do 03, Candès 98], curvelets [Starck 02, Candès 06a] and
shearlets [Guo 07, Goossens 09a, Kutyniok 12]. In this chapter, we will discuss
the DT-CWT and the shearlet transform in detail, as these are central in the image
restoration algorithms presented later in this work.
Apart from this multi-resolution image transform, a natural image model typi-
cally entails a probability distribution that is fit to the distribution of natural image
transform coefficients. This allows to capture the properties of natural images into
elegant and efficient restoration algorithms, without requiring unpractical amounts
of memory. In this chapter, we discuss common distributions of the transform
coefficients that will be used by restoration algorithms later in this work.
This chapter is organized as follows: We start by discussing properties of nat-
ural images in Section 2.2 and we describe several image transforms that were
created based on these properties in Section 2.3. Section 2.3.1 describes the DWT
and, after identifying disadvantages for the 2D DWT in Section 2.3.1.4, we dis-
cuss improved transforms in the form of the dual-tree complex wavelet transform
in Section 2.3.2 and the shearlet transform in Section 2.3.3. We chose these two
transforms from the aforementioned large list of transforms to elaborate on, be-
cause we have contributed to and made use of them in different chapters of this
work. Finally, we present a discussion on useful statistical models for coefficients
that are the result of the aforementioned image transforms performed on natural
images in Section 2.4.
2.2 Properties of natural images
In this section, we will highlight some fundamental properties of natural images
as perceived by humans, which are the cause of the aforementioned redundancy in
natural images. These properties indicate opportunities for uncovering redundancy
in natural images, e.g. through the use of the wavelet, or a related, transform do-
main. For example, if an image consists of lines and simple geometric structures,
storing this image in terms of every pixel of the geometric structure is very redun-
dant. Storing it in terms of different structures or base functions directly would be
less redundant.
2.2.1 Natural images consist of lines and textures
It is very natural for us to recognize entire natural scenes in drawings that are made
up of just a few well localized line structures.
We know this from our childhood: It is the reason why the “Clair ligne” draw-
ing technique as pioneered by Herge (the creator of Tintin) is so efficient at gen-
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Figure 2.1: 17 000 year old cave painting in Lascaux.
erating recognizable representations of reality. However, this realization is much
older than that, as examples show that man has made this realization before even
developing written language. This is evidenced by the prehistoric cave paintings
such as the ones in Lascaux, see Figure 2.1.
The reason behind this fundamental observation about how humans perceive
images can in part be found in the work of neuroscientist David Marr [Marr 82].
Marr’s “primal sketch” technique has been shown to be sufficient to extract in-
formation, even a 3D model, from a scene [Guo 03]. We conclude that natural
images are generally smooth, but the colours can change abruptly from one pixel
to another pixel, which is generally associated with object borders and features.
So natural images tend to have sparsely distributed, but abrupt, local changes.
2.2.2 Scale-invariance
Some important statistics of natural images, such as the statistics describing the
response to spatial-frequency-selective filters, are independent of the camera angle
or magnification. This has been more formally investigated by [Ruderman 94,
Field 94] where it was explained that images are similar to scaled versions of
themselves.
For the images illustrated in Figure 2.2, we also show the power spectral den-
sity (PSD) in a log-log plot. For the shown images, the (log)PSDs are decreasing
linear functions of frequency. This linear decay is a fundamental property of nat-
ural images [Ruderman 94, Field 94], but is amplified by the use of (imperfect)
camera lenses in imaging systems. Because of this property, an image scaling,
which translates to a (log)PSD translation along the frequency axis, results in an-
other linear (log)PSD function. In other words, a natural image PSD remains a
natural image PSD after a scaling.
This scale invariance, in the sense of a describing image spectral statistics as
a linear function in logarithmic domain, is one reason why the multi-resolution
transforms explained in the next sections analyze images at resolution scales that
are logarithmically spaced. Furthermore, scale invariance is also seen in fractal-
based image models [Krupnik 95, Ghazel 03], which considers specific images to
be similar to zoomed examples of itself.
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Figure 2.2: Scale invariance in natural images: In a log-log plot, natural image power
spectral density behaves (approximately) linearly: by zooming in logarithmically on an
image, the spectral trend of these zoomed images remains linear.
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Scale-invariance implies that \observations made at one resolution scale may
repeat themselves at other resolution scales. Within one scale, the sparse distribu-
tion of image features discussed in Section 2.2.1 is still valid. Hence this sparsity
should be included in the model for natural images within one scale.
Note that this scale-invariance within one particular image, in terms of the spa-
tial frequencies, is referred to as ‘image scale’ in [Torralba 03]. Since this thesis
details processing of individual images, this is the most relevant scale property to
our research. [Torralba 03] further describes ‘scene scale’, which is the statistical
behavior of images as the distance between viewer and object increases signifi-
cantly (e.g. from leaf to tree to forest to planet) As the object composition of im-
ages when going from one scene scale to the next changes significantly, it should
not be a surprise that scale-invariance of the spectrum does not hold for transitions
in ‘scene scale’.
2.2.3 Translation (in)variance, stationarity and self-similarity
Apart from scale-invariant sparsity, a natural image model could also express po-
sitional dependency of natural image features. However, over the complete set of
all natural images, we do not expect one single image position to be more likely to
contain an image feature (such as an edge or a texture detail) than another position.
As such, the statistical model for image features in natural images is often treated
as stationary, i.e. independent of position and hence, independent of translation.
Together with scale-invariance, translation-invariant sparsity is exploited in most
multi-resolution based image models.
Nonetheless, specific non-stationary modeling of natural image statistics has
shown to yield impressive results, notably in the concept of self-similarity . Self-
similarity states that certain parts in images tend to be very similar to certain other
parts. Examples of similar regions within one image are indicated by the cyan dots
in Figure 2.3. The fact that this only holds for the specific relation between certain
areas with respect to certain other areas, and the fact that this relation varies spa-
tially (i.e. it depends on the context) means that image statistics are not stationary
concerning this self-similarity property. Self-similarity was exploited successfully
in non-local image models, such as in the image restoration techniques presented
in [Buades 05, Goossens 08, Buades 09].
2.3 Multi-resolution transforms
We consider an image transform to be good when it uncovers redundancy by al-
lowing a sparse representation. A sparse representation of a natural image is one
with relatively very few coefficients of significant magnitude.1 A good measure
1A statistical process that generates such sparse realizations therefore typically has a low entropy,
which reveals that the image data actually contains only a relatively small amount of information in the
entropy sense.
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Figure 2.3: Examples of natural images, note how these images contain a lot of similar
patches, indicated by cyan dots, to the one indicated by the cyan square point.
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for sparsity, and thus the power of an image transform, is the approximation error
decay rate.
The approximation error for a function fN approximating a discrete function
f is defined as ‖f − fN‖22, where the function fN is the approximation of f made
setting all but the N transform coefficients of largest magnitude to zero. The ap-
proximation error decay rate of transforms when approximating 2-D piecewise
smooth functions with discontinuities along C2 curves2 has been the subject of
theoretical study. These functions form the basis of convenient mathematical mod-
els for natural images [Guo 07]. For the discrete Fourier transform (DFT), the
approximation error decays as:
‖f − fN‖22 ∼ N−
1
2 , N →∞. (2.1)
It is well known that the Fourier transform is not optimal in this sense. This can be
explained through properties of natural images that were highlighted in the previ-
ous section: Our first property of natural images in Section 2.2 states that features
in natural images are spatially localized, image features are sparsely distributed
across the image. As such, a global transform, for which the coefficients lose all
spatial interpretation can not be optimal, as it reduces the achievable sparsity.
In fact, the best transforms turn out to be space-frequency decompositions,
taking advantage of the first two propositions in Section 2.2. Note that there can
not be a single perfect space-frequency decomposition as the Gabor-Heisenberg
uncertainty principle states that a signal cannot be perfectly localized both in fre-
quency space and in time space at the same time [Amrein 77]. Hence, any attempt
at making a frequency space localizing transform implies a loss of spatial com-
pactness, so we can only optimize the trade-off. The wavelet transform is one such
time-frequency decomposition. The approximation error decay rate for the afore-
mentioned mathematical model under a 2D discrete wavelet transform (DWT) is,
again according to [Guo 07]:
‖f − fN‖22 ∼ N−1, N →∞. (2.2)
which is far better than Eq. (2.1). More advanced image transforms can reach
even better approximation error rates, e.g. for the shearlet transform (described in
Section 2.3.3):
‖f − fN‖22 ∼ N−2 (logN)3 , N →∞ (2.3)
where an argument has been made that this is the best achievable approximation
error rate [Starck 02], for a multi-resolution image transform, for the aforemen-
tioned class of functions.
In the remainder of this section, we discuss in detail three multi-resolution im-
age transforms that are used throughout this work: the discrete wavelet transform
(DWT), the dual-tree complex wavelet transform (DT-CWT) and the (discrete)
shearlet transform (DST).
2 C2 curves are curves that have a continuous first and second order derivative.
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2.3.1 The discrete wavelet transform
The discrete wavelet transform (DWT), explained in [Daubechies 92], is one of
the earliest tools to analyze signals according to different frequency scales, and
points in time. A DWT transforms a signal into a representation that expresses the
signal in terms of different compact basis functions, of different time shifts and
time dilations. These basis functions φa,b (t) are defined by the property:
φa,b (t) =
1√
a
φ
(
t− b
a
)
. (2.4)
with a the dilation factor, b the time shift, so we can see these basis functions as
translated versions of a “mother” basis function φ (t). The wavelet transform W
of a signal f (t) is then defined as:
Wf (a, b) = 〈f, φa,b〉 (2.5)
with the inner product defined as 〈f, φa,b〉 =
∑∞
t=−∞ f (t)φ
∗
a,b (t). Typically,
the dilation factor a is discretized dyadically, this is in a logarithmic fashion, i.e.
a = 2i. For such a dyadic discretization, the wavelet mother basis function was
defined such that the following holds:
f (t) =
∞∑
i=−∞
∞∑
b=−∞
〈
f, φ2i,b
〉
φ2i,b (t) . (2.6)
The use of a single mother wavelet basis function is convenient from an imple-
mentation standpoint, as well as motivated from the properties of natural images
discussed in Section 2.2: The translation invariance proposition is expressed in that
the same, albeit spatially translated, function is used to correlate with the signal at
different locations. Similarly, the scale invariance property of natural images is ex-
pressed in that the same, albeit logarithmically dilated, function is used to correlate
with the signal for different scales.
From an implementation standpoint Eq. (2.6) is problematic: There is a need
for an infinite series of successively larger wavelet functions, as the parameter i de-
creases. In practice, this is mitigated using a so-called scaling function ψimax,b (t).
The scaling function is associated with a scale imax, that is chosen by the user. It
is defined such that the following reconstruction formulation holds:
f (t) =
L∑
i=−∞
∞∑
b=−∞
〈
f, φ2i,b
〉
φ2i,b (t) +
∞∑
b=−∞
〈f, ψimax,b〉ψimax,b (t) . (2.7)
with L a cut-off point that is determined by ψimax,b (t). For practical implemen-
tation, the infinite sums become limited for compactly supported signals, as one
can prove that for compact signals f the property
〈
f, φ2i,b
〉
= 0 ∀b| |b| > bmax
holds.
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2.3.1.1 Recursive filter banks
It is entirely possible to create a DWT based on Eq. (2.7), but in practice one
further step is usually made to facilitate efficient implementation. This is the step
of identifying a recursive filter bank to implement the wavelet transform [Mal-
lat 89a,Akansu 92] and requires one additional property of the chosen scaling and
wavelet mother function:
1√
2
φ
(
t
2
)
=
∑∞
b=−∞ h
′
bψ (t− b)
1√
2
ψ
(
t
2
)
=
∑∞
b=−∞ g
′
bψ (t− b)
(2.8)
with g
′
b = 〈ψ,ψ−1,b〉 and h
′
b = 〈φ, ψ−1,b〉. These coefficients make up respec-
tively the scaling filter and the wavelet filter, note that this is different from the
scaling and wavelet functions. Because of the relations in Eq. (2.8), the decompo-
sition of a function at a certain scale, can be made in terms of the scaling coeffi-
cients of a finer scale:
〈f, ψi,b〉 =
∑
k g
′∗
k−2b 〈f, ψi−1,b〉
〈f, φi,b〉 =
∑
k h
′∗
k−2b 〈f, ψi−1,b〉
. (2.9)
Eq. (2.9) is of fundamental importance for almost all DWT implementations,
as it implies that the DWT can be implemented through recursive application of
linear filter pairs (see Figure 2.4) complemented by decimation/upscaling steps.3
Additionally, when g
′
k−2b and h
′
k−2b are finite impulse response filters, this proce-
dure results in compactly supported wavelet and scaling functions. Details about
the exact construction of wavelet and scaling filters that satisfy the requirements
of Eq. (2.9) and Eq. (2.7) are found in [Daubechies 92, Mallat 98].
2.3.1.2 The DWT in higher dimensions
Usually, a separable implementation is used when extending the DWT to higher
dimensions as this is computationally efficient when compared to arbitrary multi-
dimensional linear filters.
In multiple dimensions, the number of wavelet bands B increases with the
dimensionality N following
B = 1 +M
(
2N − 1) , (2.10)
with M the number of scales. For a 2D signal, there are 4 filters in a single scale
implementation of the DWT, these take the following form:
φHH (x, y) = φ (x)φ (y)
φHL (x, y) = φ (x)ψ (y)
φLH (x, y) = ψ (x)φ (y)
ψLL (x, y) = ψ (x)ψ (y)
, (2.11)
3Decimation means the reduction of the sampling rate with a certain decimation factor, upscaling
means the increasing of the sampling rate with a certain factor (typically by inserting zeros).
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Figure 2.4: Implementation of a DWT with two scales, decomposing a signal Li into three
bands. The circles indicate decimation steps (top) and upscaling steps (bottom) with a factor
2. Top: decomposition, bottom: reconstruction.
where the subscript indicates the use of a high-pass wavelet filter (symbol H) or
a low-pass scaling filter (symbol L) for the first dimension (for the first subscript)
or the second dimension (for the second subscript). Only a low-pass filtering in
both dimensions leads to a scaling filter, which is why we reserve the notation
ψLL (x, y) only for this filter.
A very efficient implementation for one scale of the 2D DWT is to first perform
a 1D DWT along the columns of an image, followed by a 1D DWT along the
rows of the resulting subbands. Extensions for higher dimensional signals are then
trivial.
2.3.1.3 The decimated DWT and aliasing
The DWT implementation scheme shown in Figure 2.4 demonstrates that the num-
ber of transform bands increases with the number of scales used in the image trans-
form. However, the decimation in the scheme results in a redundancy factor, i.e.
the ratio of the number of wavelet coefficients to the number of discrete signal val-
ues, of one. However, the reader might wonder how perfect reconstruction is possi-
ble, while the wavelet coefficients were decimated and, as a direct result, degraded
by aliasing. A thorough understanding of aliasing in a filter bank scheme with dec-
imation is necessary for understanding the dual-tree complex wavelet transform,
which is the subject of Section 2.3.2, and also when designing new transform of
low redundancy, which is the subject of Section 2.3.3.5.
The reason why aliasing does not affect perfect reconstruction is because spe-
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Figure 2.5: The aliasing effect: (left) a high resolution image, (right) subsampled version
of this image, which shows severe aliasing artifacts in the hairs.
cially designed filter pairs are used in the discrete wavelet transform. We will
explain this by investigating the 1D case, using the discrete time Fourier trans-
form (DTFT) to analyze the wavelet bands in the Fourier domain. The DTFT of a
discrete signal h′ (n), with n ∈ Z is defined as:
h (ω) =
∞∑
n=−∞
h′ (n) exp (−jωn) , (2.12)
with ω ∈ R the angular frequency variable. The DTFT allows analyzing sampling
artifacts of discrete signals in terms of a continuous spectrum representation h (ω).
It achieves this by treating time-limited signals as infinite periodic repetitions of
themselves (otherwise h′ (n) would be undefined outside of its support).
We will now demonstrate how perfect reconstruction is possible from signals
that are corrupted by aliasing. If a signal with DTFT spectrum x (ω) is filtered and
decimated by such a filter h(ω), we get:
xh (ω) =
1
2
x
(ω
2
)
h
(ω
2
)
︸ ︷︷ ︸ + 12x
(ω
2
+ pi
)
h
(ω
2
+ pi
)
︸ ︷︷ ︸
Signal term Aliasing term
(2.13)
The term that expresses a frequency shifted version of the filtered signal in this
equation is called the aliasing term and is responsible for the aliasing artifact in
images and signals. The summation causes the signal term to be indistinguishable
from the aliasing term in the DTFT spectrum xh (ω). Aliasing artifact usually
manifests itself as visible distortions in an image. In the example of Figure 2.5,
aliasing results in the effect that the hairs of the penguin change direction and
become discontinuous. If the signal with DTFT spectrum x (ω) from Eq. (2.13) is
also filtered with a filter g (ω) instead of h (ω) and then decimated, we get:
xg (ω) =
1
2
x
(ω
2
)
g
(ω
2
)
+
1
2
x
(ω
2
+ pi
)
g
(ω
2
+ pi
)
. (2.14)
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Eq. (2.14) and Eq. (2.13) can then be used to reconstruct x (ω) through the proce-
dure shown in Figure 2.4. This yields:
xr (ω) = 2
(
1
2
x (ω)h (ω) +
1
2
x (ω + pi)h (ω + pi)
)
h∗ (ω)
+ 2
(
1
2
x (ω) g (ω) +
1
2
x (ω + pi) g (ω + pi)
)
g∗ (ω)
which simplifies to:
xr (ω) = x (ω) (h (ω)h
∗ (ω) + g (ω) g∗ (ω))
+ x (ω + pi) (h (ω + pi)h∗ (ω) + g (ω + pi) g∗ (ω)) . (2.15)
If a pair of wavelet and scaling filters h(ω) and g (ω) possess the property:
h(ω) = exp(jθ(−ω))g (pi − ω) (2.16)
with θ(ω) an arbitrary phase function, then it is called a quadrature mirror filter
(QMF) pair [Strang 96] and Eq. (2.15) can be simplified as:
xr (ω) = x (ω)
(
|g (ω)|2 + |g (ω + pi)|2
)
+ x (ω + pi) exp (jθ(−ω − pi)− jθ(−ω)) g (−ω) g∗ (pi − ω) .
+ x (ω + pi) g (ω + pi) g∗ (ω)
This is further simplified by the knowledge that g (ω) is the DTFT spectrum of a
real-valued impulse response, which implies that g (ω) = g∗ (−ω):
xr (ω) = x (ω)
(
|g (ω)|2 + |g (ω + pi)|2
)
+ x (ω + pi) exp (jθ(−ω − pi)− jθ(−ω)) g (ω + pi) g∗ (ω)
+ x (ω + pi) g (ω + pi) g∗ (ω) . (2.17)
We see now that perfect reconstruction, i.e. xr (ω) = x (ω), is achieved if
θ(−ω − pi)− θ(−ω) = kpi ∀k is uneven (2.18)
holds. This proves that aliasing in the transform coefficients of a wavelet transform
does not need to result in loss of perfect reconstruction. We call this the aliasing
cancellation effect.
A consequence is that, if the wavelet coefficients (the DTFT spectrum of which
could be Eq. (2.13)) are modified by an image processing algorithm, the scaling
coefficients (the DTFT spectrum of which would then be 2.14) can not be left
unmodified, as both are needed to create the aliasing cancellation effect. For many
applications this is infeasible. Consequently, either one accepts that aliasing can
corrupt the result, or one omits the decimation steps to obtain translation-invariant
processing at the cost of a higher redundancy factor. So the DWT offers the options
of either translation-invariance or low redundancy, but not both. The DT-CWT
in Section 2.3.2 and the shearlet transform in Section 2.3.3 are two examples of
transforms that allow a better trade-off to be made.
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2.3.1.4 Limitations of the DWT
While the DWT is of great value in the field of image processing, notably it has
been employed in the JPEG2000 image compression standard [JPE ], the 2D DWT
also has its limitations:
1. Translation (shift) variance/Aliasing: Aliasing in the resulting coefficients
need not imply a loss of perfect reconstruction, which is explained in more
detail in Section 2.3.2.2. It does however imply that a shift at the input of
the filter banks results in a more complicated change of the wavelet coeffi-
cients. This hinders the ability for performing modification and processing
of wavelet coefficients in restoration applications. Because of this, classic
wavelet-based restoration approaches [Portilla 01,Pižurica 02b,Pižurica 03]
omit the decimation step.
2. Directional selectivity: 2D wavelets are produced as the tensor product of
1D DWT base functions. The resulting filter supports are perfectly sepa-
rable. It is impossible to create diagonal selectivity in this fashion. As a
result, any diagonal frequency component is encoded by a very inefficient
(in terms of approximation rate) “checkerboard” wavelet that does not make
a distinction between specific diagonal directions.
In order to deal with these limitations, special multi-dimensional transforms have
been proposed, which are specifically designed for image modeling (in 2D or 3D).
We highlight two important examples here, because these are used in the remain-
der of this work. The dual-tree complex wavelet transform, designed to solve the
aliasing problem 1 in an elegant way, is explained in Section 2.3.2 and the shear-
let transform, designed to optimally exploit the effect of directional selectivity 2
towards approximation rate, explained in Section 2.3.3.
2.3.2 The dual-tree complex wavelet transform
2.3.2.1 Introduction
The dual-tree complex wavelet transform (DT-CWT) [Kingsbury 99] can be seen
as an elegant solution to deal with the problem of translation variance, explained
in Section 2.3.1.4. The solution is made through the use of complex-valued base
functions. An easy way to see the relation between complex-valued filters and
translation (in)variance is through analogy with the discrete Fourier transform
(DFT). In the DFT, a signal is decomposed in a basis of complex-valued sinu-
soids. If this signal is a cosine of certain frequency kcN , i.e. x (t) = cos
(
2pi kcN t
)
,
the resulting DFT is:
Xk =
N−1∑
t=0
x (t) exp
(
−j2pi t
N
k
)
=
1
2
δ (k + kc) +
1
2
δ (k − kc) (2.19)
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If however, this signal is translated such that x′ (t) = x
(
t− N2kc
)
, we get
X ′k =
N−1∑
t=0
x′ (t) exp
(
−j2pi t
N
k
)
= j
1
2
δ (k + kc)− j 1
2
δ (k − kc) , (2.20)
which indicates that the translation introduces a phase shift in the Fourier coef-
ficients, but that the magnitude of the Fourier coefficient is translation invariant.
Now consider the same translation under a transform that is not complex-valued,
such as:
Rk =
N−1∑
t=0
x (t) cos
(
2pi
t
N
k
)
= δ (k − kc) (2.21)
R′k =
N−1∑
t=0
x′ (t) cos
(
2pi
t
N
k
)
= 0, (2.22)
Note now that |Rk| 6= |R′k|, so the magnitude of this transform is not translation
invariant. In fact, it is even impossible to recover x′ (t) fromR′k. From this discus-
sion, one might conclude that it suffices to use complex valued basis functions to
achieve translation invariance of the magnitude of the transform coefficient. The
reality is a bit more complex, and in this section we will discuss the components
of the DT-CWT and how they are used to deal with the problem of translation vari-
ance. We will start off with an analysis of the problem of translation variance in
the DWT.
2.3.2.2 The problem of translation (in)variance
The issue of translation variance in wavelet transforms can most clearly be seen
when looking at the effect of sampling in the discrete time Fourier transform
(DTFT) space. We will use the DTFT here to study the effect of sampling, fil-
tering and decimation on a single scale of a 1D DWT transform, as defined in
Figure 2.4. The signal x′h (n) is the result of filtering of the signal with the wavelet
filter h′ (n) and decimation:
x′h (n) = (h
′ ? x′) (2n) . (2.23)
We now analyze this wavelet band as a 1D signal using the the DTFT, with xh (ω),
x (ω) and h (ω) the DTFT transform of respectively x′h (n), x
′ (n) and h′ (n). The
output xh (ω) can be expressed as:
xh (ω) =
1
2x
(
ω
2
)
h
(
ω
2
)
+ 12x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
. (2.24)
When the spectral support of the wavelet filter is such that |h (ω)| 6= 0 for pi2 ≤
ω < pi, there is overlap between the signal term x
(
ω
2
)
h
(
ω
2
)
and the aliasing term
x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
in (2.24). A plot of the power spectral density of this signal,
before and after the decimation step, for an ideal impulse signal input (x (ω) = 1),
is shown on Figure 2.6. This figure shows the effect of aliasing due to the non-
perfect cutoff of a typical wavelet filter h (ω) as an overlap between the dotted line
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Figure 2.6: Illustration of how the power spectrum of a filtered signal is affected by deci-
mation. Top: DTFT power spectral density h (ω), which can be seen as the filter’s impulse
response. The area covered by the dotted line will result in aliasing energy after decimation.
Bottom: DTFT spectrum h
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)
+ h
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2
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)
, which can be seen as the filter impulse re-
sponse after decimation. The dotted line shows the part of h
(
ω
2
)
that is present as aliasing
in the baseband impulse response after decimation.
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support, of the aliased term, and the full line support, of the signal term. We now
define a spatially translated signal as
xt (ω) = x (ω) exp (jωkc) . (2.25)
If we perform the analysis procedure from Eq. (2.24) on this spatially translated
signal xt (ω), we can write:
xt,h (ω) =
1
2x
(
ω
2
)
h
(
ω
2
)
exp
(
j ω2 kc
)
+ 12x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
exp
(
j ω2 kc
)
exp (jpikc)
. (2.26)
This equation shows that a shift (i.e. a phase modulation) results not only in a
similar shift of the signal term, but also in a different phase shift in the aliasing
term, i.e. the extra factor exp (jpikc). It is exactly this different phase shift that
causes translation variance.
Note that the phase shift difference between aliasing term and signal term is
0 when kc mod 2 = 0, which means a shift of multiples of 2 samples. Since
the modeled decimation was by a factor 2, this situation would correspond to the
description that the same ‘uneven’ samples are discarded, while the same ‘even’
samples are kept, in both the translated and non-translated signal.
2.3.2.3 Dual-tree filters as a solution to translation variance
In the mathematical description of the problem of translation variance (explained
in Section 2.3.2.2) the solution can also be found. Consider the filters h (ω) to be
wavelet filters, in that we call xh (ω) and xt,h (ω) the DTFT domain representa-
tions of the decimated wavelet transform coefficients of a signal with DTFT x (ω),
respectively its time-shifted version xt (ω) from Eq. (2.25). Let the time-shift be 1
sample, i.e. kc = 1. In that case, combining the shifted set of coefficients with the
non-shifted set of coefficients, we find two sets of wavelet coefficients from x (ω),
namely:
x (ω)→
{
xh (ω) =
1
2x
(
ω
2
)
h
(
ω
2
)
+ 12x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
xt,h (ω) exp
(−j ω2 ) = 12x (ω2 )h (ω2 )− 12x (ω2 + pi)h (ω2 + pi)
(2.27)
Due to the sign change of the aliasing term in the bottom line of Eq. (2.27), or the
bottom ‘filter tree’,4 with respect to the top ‘filter tree’, simply making the sum
cancels aliasing:
xh (ω) + xt,h (ω) exp
(
−j ω
2
)
= x
(ω
2
)
h
(ω
2
)
. (2.28)
So the dual-tree setup results in the ability of obtaining an unaliased estimate of
the actual wavelet coefficients.
For translation-invariant processing, this would mean that if coefficients in the
band xh (ω) are manipulated, for example multiplied by a mask (a form of denois-
ing), the coefficients in the band xt,h (ω) need to be manipulated in the same way,
in order to avoid losing the aliasing cancellation property.
4These are called trees because recursive application of these filter pair yields a tree structure.
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2.3.2.4 The DT-CWT: complex-valued filter trees
The DT-CWT as proposed in [Kingsbury 99, Kingsbury 01] is a multi-resolution
image transform, which makes use of the standard DWT framework. In a similar
way to the dual-tree filters described in Section 2.3.2.3, the DT-CWT makes use of
multiple filter trees to obtain translation invariance. However, in the DT-CWT filter
tree outputs are given the interpretation of complex-valued wavelet coefficients. A
thorough explanation of the DT-CWT is given in [Selesnick 05].
In the DT-CWT, the filters used in the different trees are designed as Hilbert
transformed filter pairs. The Hilbert transform of a filter φ (t) is defined as:
H (φ) (t) = 1
pi
ˆ ∞
−∞
φ (t)
t− τ dτ (2.29)
The effect of this transform is easier to understand in the DTFT domain. The
Hilbert transform5 g(ω) of a DWT wavelet filter h(ω) is:
g(ω) = jsign (ω)h(ω). (2.30)
A plot of the power spectral density of a signal filtered by g(ω), before and after the
decimation step, for an ideal impulse signal input (x (ω) = 1), is shown on Figure
2.7 (compare to Figure 2.6 for the filter h(ω)). We now analyze an arbitrary 1D
signal x (ω), after filtering by both h(ω) and g(ω) and decimated as:
x (ω)→

xh (ω) =
1
2x
(
ω
2
)
h
(
ω
2
)
+ 12x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
xg (ω) =
j
2 sign
(
ω
2
)
x
(
ω
2
)
h(ω2 )+
j
2 sign
(
ω
2 + pi
)
x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
.
(2.31)
Just as in the scenario in which simple shifts were discussed Eq. (2.27), con-
sidering Eq. (2.31) as a linear system with unknown variables x
(
ω
2
)
h(ω2 ) and
x
(
ω
2 + pi
)
h
(
ω
2 + pi
)
, means we can now solve the system for x
(
ω
2
)
h(ω2 ), elim-
inating the aliasing term, i.e. resolving aliasing. This proves that complex-valued
filter trees can form part of a solution to aliasing cancellation.
2.3.2.5 The 1D DT-CWT
The 1D DT-CWT is typically implemented via two 1D DWT trees, as shown in
Figure 2.8. Apart from the filter steps, this figure also shows a recombination
step. This step gives the output coefficients the interpretation of complex wavelet
coefficients, with one wavelet tree carries an interpretation as the real part of the
complex wavelet coefficient and the Hilbert transform filter wavelet tree carries an
interpretation as the imaginary part of the complex wavelet coefficient.
The power of the Hilbert transform DT-CWT lies in this recombination, as
using the relations of Eq. (2.31), yields
xh (ω) + jxg (ω) =
1
2
(
1− sign
(ω
2
))
h
(ω
2
)
x
(ω
2
)
∆
= hc
(ω
2
)
x
(ω
2
)
,
(2.32)
5Note that the real and complex part of a Fourier transform basis function are an example of the
result of a complex filter pair, as the Hilbert transform of a cosine function is a sine function.
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Figure 2.7: Illustration of how the power spectrum of a (Hilbert transform filter) filtered
signal is affected by decimation. Top: DTFT PSD of a Hilbert transformed wavelet filters
g (ω) before decimation. Bottom: PSD of the Hilbert transformed wavelet filters g
(
ω
2
)
+
g
(
ω
2
+ pi
)
after decimation. The dotted line shows signal aliasing energy after decimation,
which is indicated by the full line support overlapping the dotted line. The phase difference
of the aliasing term with respect to the signal term is depicted here as a sign difference with
respect to Figure 2.6. This allows demultiplexing of signal and aliasing as evident from Eq.
(2.31).
DWT
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h(ω)
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x(ω)
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.j
Recombination
Figure 2.8: The 1D DT-CWT implementation.
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Figure 2.9: A one sided spectrum, which results from using the Hilbert transform filter
pairs as explained in Eq. (2.32).
which is shown in Figure 2.9. So, the Hilbert transform can be used to generate
one-sided frequency responses (frequency responses that are 0 for the negative
frequency axis) using filter banks. A one-sided frequency response creates what
is sometimes called ‘the analytic representation of the signal’ in an output band of
the filter bank. An analytic representation enables to resolve aliasing, as explained
in Section 2.3.2.4.
2.3.2.6 The 2D DT-CWT
As with the 2D DWT (see Section 2.3.1.2), we can create a 2D version of the DT-
CWT by making tensor products of the a horizontal and a vertical DT-CWT filter
bank, see Figure 2.11. We obtain filters with responses such as:
h2D,c
(ωx
2
,
ωy
2
)
= hc
(ωx
2
)
hc
(ωy
2
)
=
(
h
(ωx
2
)
+ jg
(ωx
2
))(
h
(ωx
2
)
+ jg
(ωx
2
))
=
(
h
(ωx
2
)
h
(ωy
2
)
− g
(ωx
2
)
g
(ωy
2
))
+j
((
h
(ωx
2
)
g
(ωy
2
)
+ g
(ωx
2
)
h
(ωy
2
)))
(2.33)
= h2D,r (ωx, ωy) + jh2D,i (ωx, ωy) . (2.34)
These filters are shown graphically in Figure 2.10. When we insert Eq. (2.30) into
Eq. (2.33), one sees that:
h2D,c
(ωx
2
,
ωy
2
)
=
1
4
(
1− sign
(ωx
2
))(
1− sign
(ωy
2
))
h
(ωx
2
)
h
(ωy
2
)
.
(2.35)
An example of the spectral support of such a high pass band of a 1 level DT-CWT,
as the result of the tensor product of 1D filters, is shown in Figure 2.12.
In this figure, we also compare the construction of the high pass band in the
DT-CWT with that of the DWT. The DWT band shown in this figure has lost any
directionality. This is visible in the support including all 4 corners of the spectrum,
indicating high-frequency transitions in all cardinal directions. This is one of the
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Figure 2.10: The 2D DT-CWT implementation.
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Figure 2.11: Spectral support of one high pass band, making the tensor product of both the
vertical and horizontal high pass band of a single scale wavelet transform. top: the high
pass DWT band, bottom: one of the high pass DT-CWT bands. Note how the DWT high
pass band does not have a directionality, as it supports energy in all cardinal directions.
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Figure 2.12: Spectral response of the one high pass wavelet band, left: DWT (cfr. Fig-
ure 2.11 top), middle: DT-CWT (cfr. Figure 2.11 bottom), right: DT-CWT by using the
complex conjugate of the DT-CWT filter shown in the middle (cfr. Figure 2.11 bottom).
Figure 2.13: Real part of the 6 complex wavelet base functions for a single scale decompo-
sition.
limitations of the DWT (see Section 2.3.1.4). In contrast, the Hilbert transform’s
capacity to generate analytic representations of the signal, as explained in the pre-
vious section, enables the selection of different and unambiguous directions in the
spectrum.
Selecting different directions is possible through use of the complex conjugate,
by e.g. defining a different filter as:
h′2D,c
(
ωx
2 ,
ωy
2
)
= hc
(
ωx
2
)
hc
(ωy
2
)∗
= 14
(
1− sign (ωx2 )) (1 + sign (ωy2 ))h (ωx2 )h (ωy2 ) ,
(2.36)
which has the support shown in Figure 2.12.
This direction selection technique can be expanded through the use of the scal-
ing filters in the tensor products. As an illustration we add a schematic of the
support of all the bands in a single scale 2D DT-CWT that are created in this way
and we compare this to a single scale 2D DWT, in Figure 2.14. As a further illus-
tration, the real part of these 6 complex wavelet base functions is shown in Figure
2.13.
With respect to redundancy factor, the main difference with the DWT is that
translation invariance properties and the directionality properties illustrated in this
chapter are maintained even when using multiple scales. This means that for 1D,
the redundancy factor is 2 irrespective of the number of scales. For 2D, the redun-
dancy factor is 4 because of the way the tensor products are made (2 times 2 trees),
but this redundancy factor is also irrespective of the number of scales.
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Figure 2.14: Schematic of the spectral support of the different (numbered) wavelet bands
in a single scale decomposition of the 2D DWT (left) and 2D DT-CWT (right).
Figure 2.15: Equipotential surfaces of all 3D complex wavelets. The gray surfaces denote
positive values, the black surfaces negative values. These encompass 28 clear directions.
2.3.2.7 The 3D DT-CWT
The concepts of aliasing cancellation and directionality through tensor products
of complex filter trees, as explained in the previous section for 1D and 2D, can be
extended to 3D in a straightforward way. Because of this, the number of directional
bands increases as an exponential function of the number of dimensions.
We show the 3D complex wavelet equipotential surfaces in Figure 2.15. Just
as in 2D, in Figure 2.14, the 28 3D DT-CWT wavelets are localized in different
regions of the frequency space. These regions are counted in a cube representation
of the 3D Nyquist bandwidth spectrum in Figure 2.16.
With respect to redundancy, since the 3D complex wavelets are created as
tensor products, 2 times 2 times 2 wavelet trees are considered, so there is a
fixed redundancy of 8, irrespective of the number of scales. For more informa-
tion on the dual-tree complex wavelet transforms, we recommend [Selesnick 05]
and [Goossens 10a].
For comparison between these DT-CWT base functions with the DWT base
functions, we use Figure 2.17. Here, equipotential surfaces for wavelet base func-
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Figure 2.16: Schematic numbering the cuboid regions of the 3D frequency space that cor-
respond to the complex wavelets shown in Figure 2.17.
Figure 2.17: Equipotential surfaces of all 3D discrete wavelets in a single scale decompo-
sition. The gray surfaces denote positive values, the black surfaces negative values. Note
how only 3 of the 7 wavelets have a clear directionality.
tions in a 3D DWT are shown, notice how only three out of seven of these wavelet
base functions possess one single direction of intensity change. The other wavelets
relate to unnatural checkerboard-like patterns. With respect to redundancy, the (un-
decimated) 3D DWT has an increasing redundancy factor of 7c+ 1 as the number
of decomposition scales c is increased.
2.3.2.8 Limitation of the Hilbert transform
There is an important limitation that is a result of using the Hilbert transform in the
DT-CWT. Due to the form of the Hilbert transform, see Eq. (2.29), it is impossible
to make a filter pair where both the filter h(ω) and its Hilbert transform g(ω) are
compactly supported in the time domain [Selesnick 05].
In practice, one usually optimizes a trade-off between having a perfect Hilbert
transformed filter pair and having compactly supported filter impulse responses.
This trade-off has an impact in local processing in applications such as denoising
in Chapter 3 or the demosaicing application in Chapter 4. Local processing of a
wavelet coefficient with a non-compactly supported basis function does not only
influence an intended local region of pixels, but also influences pixels that are very
distant from the target region. As this potentially results in visual artifacts, one has
to be aware of the aforementioned trade-off.
34 MULTIRESOLUTION IMAGE MODELS
2.3.3 The shearlet transform
2.3.3.1 Introduction
The shearlet transform is a recent addition to the large number of image transforms
that have specifically been developed to address the directionality problems with
the 2D DWT mentioned in Section 2.3.
It is very similar to the curvelet transform [?, Candès 06a] in that it has very
similar asymptotic approximation properties: for 2D images f that are piecewise
smooth functions, with discontinuities along C2 curves6, the asymptotical approx-
imation error of a reconstruction with the N largest coefficients (fN ) in the shear-
let/curvelet expansion is given by [Candès 06a, Guo 07]:
‖f − fN‖22 ≤ B ·N−2 (logN)3 , N →∞ (2.37)
with B a constant. This is a notably better asymptotical approximation rate than
the one for the DFT, in Eq. (2.1) or the DWT, in Eq. (2.2). Because Eq. (2.37)
is the optimal approximation rate for this type of functions [Guo 07], this prop-
erty of shearlets is sometimes referred to as optimal sparsity. This property is
of vital importance in a compressed sensing application (see Chapter 7) as sparse
representations are easier to recover.
Shearlets offer a number of advantages compared to curvelets [Easley 08]: For
our needs, one of the primary advantages is that shearlets allow for a sparse, tight
frame representation, while offering shift invariance.
2.3.3.2 Theory
A thorough theoretical analysis of the concepts behind the shearlet transform can
be found in [Guo 04, Yi 09, Kutyniok 12]. In contrast to other related ‘x-lets’
(such as [Castleman 98,Candès 98,?]...) that improve the directional selectivity of
the DWT, shearlets admit a mathematical framework of multi-resolution analysis,
just like wavelets do, in the sense that the basis functions are generated from a
single mother function by dilation, shifting, and, in the case of shearlets, shearing.
A continuous shearlet transform (CST) is defined as a transform that uses base
functions that are not only defined in terms of location l and (resolution) scale i
(compare to the wavelet transform), but also orientation k, with the orientations
typically defined over 2 (a horizontal and a vertical) cones c = {1, 2}:
[Sf ] (c, i, k, l) =
ˆ
R2
f (p)φc,i,k,l (p) dp, (2.38)
In the CST, the shearlets φc,i,k,l (.) are further defined through a mother shearlet
function φ (.) as:
φc,i,k,l (p) = |detAc|
i
2 φ
(
BkcA
i
cp− l
)
, (2.39)
6A function is defined as C2 smooth when its derivatives of the 2nd order exist and are continuous.
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Figure 2.18: The hourglass shaped regions of the frequency space that are considered in
the shearlet transform. Horizontal dilation and shearing, (2.40) is used for the dark region
of frequency space, vertical dilation and shearing is used for the lighter region, (2.41).
with Ac being an anisotropic dilation matrix and Bc being a shearing matrix, with
shear index c indicating the direction of shearing, hence the name shearlet. Ac and
Bc are of the form
A1 =
[
4 0
0 2
]
B1 =
[
1 1
0 1
]
(2.40)
or
A2 =
[
2 0
0 4
]
B2 =
[
1 0
1 1
]
. (2.41)
The orientation parameter k influences the amount of shearing as
Bk1 =
[
1 k
0 1
]
. (2.42)
The parameter c arises because of a limitation of the 1D shearing: To rotate the
mother shearlet function from horizontal to vertical using pure shearing is im-
possible (although in the limit this could be approached as the amount of shear-
ing k tends to infinity). Therefore, both in discrete implementation [Easley 06,
Goossens 11a, Kutyniok 11] as in the continuous, mathematical description [Ku-
tyniok 12], the spectrum is divided into two hourglass shaped regions, as in Fig-
ure 2.18. Within the vertical cone, the mother shearlet function is sheared hori-
zontally, and within the horizontal cone, the mother shearlet function is sheared
vertically such that each region of the spectrum can be reached. For ‘classic’
shearlets [Yi 09, Kutyniok 12] the shearlet transform is constructed as a filter
bank. The implementation of this filter bank is typically in the Fourier space
[Guo 09, Goossens 11a]. The filter bank is constructed as cascades of two fil-
ters, which are defined through the Fourier domain representation φˆ (.), e.g. for
the filters on the horizontal cone (c = 1):
φˆ (ω) = φˆ1 (ωx) φˆ2
(
ωy
ωx
)
, (2.43)
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Figure 2.19: Left: Construction of a single shearlet band, by dilatation and shearing of the
mother shearlet as in Eq. (2.46). Note how the shearing results in changes in directionality.
Right: the frequency space tiling into transform bands made by a shearlet transform.
while for the vertical cone (c = 2), this becomes:
φˆ (ω) = φˆ1 (ωy) φˆ2
(
ωx
ωy
)
. (2.44)
with φˆ2 (.) being a bump function. A bump function is a function that is both
compactly supported and smooth, in this case:
φˆ2 (ω) = 0⇐⇒ ω /∈ [−1, 1] . (2.45)
Smoothness in this context means having continuous derivatives of all orders.
φˆ1 (.) is a classic wavelet filter (see 2.3.1). The effect of the shearing matrix A
and dilatation matrix B on the mother shearlet can now be expressed in terms of
these filters, e.g. for the first cone (c = 1):
|detA1|n φˆ1 (An1ω)⇒ φˆ1
(
A−n1 ω
)
= φˆ1 (4
nωx) φˆ2
(
ωy
2nωx
)
φˆ1 (B
n
1ω)⇒ φˆ1
(
B−n1 ω
)
= φˆ1 (ωx) φˆ2
(
n− ωyωx
) , (2.46)
which is shown in Figure 2.19. So the implementation of a shearlet transform is
done using a sheared filter φˆ2, in cascade with a with a radial filter φˆ1. The discrete
implementation is subject of the next section.
2.3.3.3 A tight frame of shearlets
We consider the complete set of shearlet functions that can be used to span a space
of functions representing an image,{
φ1,i,k,l (p) , φ2,i,k,l (p) |i ∈ Z, k ∈ Z, l ∈ Z2
}
. (2.47)
Note that the set of shearlet functions cannot form a basis for the image space, as
the set of shearlet functions is of higher dimensionality than the space of image
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functions. Hence we call the set of shearlet functions a frame: It spans the vector
space of all images, but not all shearlet functions are linearly independent and they
can not all be orthogonal. In other words, for a typical discrete image there are
more shearlet functions than pixels. This need not be a problem, but it is something
to keep in mind, as it means that multiple different sets of shearlet coefficients can
represent an identical image.
Our aim is to design these shearlet functions such that the Parseval (tight) frame
relation holds. For an arbitrary function f the Parseval frame relation is defined
as: ∑
c,i,k,l
|〈f, φc,i,k,l〉|2 = ‖f‖22 . (2.48)
A property of this Parseval relationship is that the `2-norm of a signal is preserved
through the transform. This is also true for a noise contribution, which means that
the variance of the noise, which is scales with the mathematical expectation of
the `2-norm, is not changed by the image transform. Another useful consequence
is that it allows to express the function as a linear combination of its transform
coefficients (as is also the case for e.g. the DWT), calculated as inner products
with these shearlet functions:
f =
∑
c,i,k,l
〈f, φc,i,k,l〉φc,i,k,l. (2.49)
We will implement the decomposition, as well as the reconstruction, using convo-
lutions using a pair of filters that are complex conjugates in the Fourier space. To
do this, we add the additional constraint that shearlets functions within one band
are translated versions of each other. The decomposition can then be written as
〈f, φc,i,k,l〉 =
∑
p
f (p)φ∗c,i,k,l (p)
=
∑
p
f (p)φ∗c,i,k (l− p) , (2.50)
with ∗ expressing complex conjugation. The reconstruction, Eq. (2.49), is then
written as
f =
∑
c,i,k
∑
l
〈f, φc,i,k,l〉φc,i,k (l− p) . (2.51)
Because of these properties, the Parseval relation is an attractive property. How-
ever, many existing shearlet implementations lack it (e.g. [Lim 10]), which results
in complex and often iterative decomposition and/or reconstruction procedures
with limited use of filter banks.
For our implementation, we wish to comply with the Parseval relation and we
do it through imposing constraints on the filters in the shearlet filter bank from Eq.
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(2.43): ∑
n≥0
∣∣∣φˆ1 (4−nω)∣∣∣2 = 1 |ω| > 0
−2n−1∑
k=−2n
∣∣∣φˆ2 (2nω − k)∣∣∣2 = 1 |ω| < pi
These constraints imply that the combined spectral support of all the shearlet fil-
ters covers the entire frequency space. The problem with covering the entire fre-
quency space like this is that φˆ1 (4−nω) is the frequency domain representation of
a wavelet function. Since a wavelet function is inherently high-pass, φˆ1 (0) = 0, so
ω = 0 falls outside of the support. To avoid this problem and to achieve complete
coverage of the frequency space, it is practical to use a finite number of scales, and
complement the set of wavelet functions with a scaling (i.e. low-pass) function
ψˆ (ω), where ψˆ (0) 6= 0 such that:∑
n≥0
∣∣∣φˆ1 (4−nω)∣∣∣2 + ∣∣∣ψˆ (ω)∣∣∣2 = 1. (2.52)
In Section 2.3.3.4, we detail how the shearlet filters are designed to meet the re-
quirements set up in this section.
2.3.3.4 A discrete implementation
To simplify computations and follow the theory outlined in Section 2.3.3.2 and
Section 2.3.3.3, base functions are designed as impulse responses, that are the re-
sult of cascades of digital filters in a filter bank scheme. This is similar to the way
the DWT implementation.
The implementation used in this dissertation is the one from [Goossens 10a]:
The filters are defined in Fourier space and as in Figure 2.18, we consider two
conical regions of the Fourier space, giving rise to two sets of filters, one for the
vertical and one for the horizontal cone. To facilitate working with the cones, the
filters are designed in a pseudoradial coordinate system, with the pseudoradius ωr
and pseudoangle ζ defined as:
ωr =
√
1+max(|ωx|2,|ωy|2)
1+pi−2
ζ =

pi
4
(
ωy
ωx
)
if |ωx| > |ωy| and ωx ≥ 0
pi
4
(
2− ωxωy
)
if |ωx| < |ωy| and ωy ≥ 0
pi
4
(
4 +
ωy
ωx
)
if |ωx| > |ωy| ≥ 0 and ωx < 0
pi
4
(
−4 + ωyωx
)
if |ωx| > − |ωy| > 0 and ωx < 0
pi
4
(
−2− ωxωy
)
else.
(2.53)
This can be interpreted as a coordinate system that uses angles and concentric rect-
angles to specify the position of a point. In this coordinate system, one isotropic
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Figure 2.20: Frequency support schematic of the radial filters from Eq. (2.54), left: h0 (ωr)
and right: g0 (ωr).
filter (in the sense that the filter response is invariant to the pseudoangle) can take
the place of the φˆ1 (.) part of the shearlet function Eq. (2.43). This filter takes the
form of radial shearlet h (ωx, ωy) = h0 (ωr), which has a complementary scaling
filter g (ωx, ωy) = g0 (ωr):
g0 (ωr) =

1 |ωr| < pi4
cos
(
pi
2 v
(
4|ωr|
pi − 1
))
pi
4 ≤ |ωr| ≤ pi2 ,
0 else
h0 (ωr) =

0 |ωr| < pi4
sin
(
pi
2 v
(
4|ωr|
pi − 1
))
pi
4 ≤ |ωr| ≤ pi2 ,
1 else
(2.54)
with the interpolation function v (.) defined as:
v (ω) =
 3ω
2 − 2ω3 0 ≤ ω ≤ 1
0 ω < 0
1 1− ω
. (2.55)
The frequency support of these filters is shown in Figure 2.20. Similarly, the φˆ2 (.)
part of the shearlet function Eq. (2.43) is implemented by another set of linear
filters, defined as:
r (ζ) =

0 |ζ| < − 1+α2
sin
(
pi
2 v
(
α+2ζ+1
2α
)) ∣∣ζ + 12 ∣∣ ≤ α2
1 |ζ| < 1−α2
cos
(
pi
2 v
(
α+2ζ+1
2α
)) ∣∣ζ − 12 ∣∣ ≤ α2
0 else
. (2.56)
with α a spectral smoothness parameter, keeping in mind the definition of pseu-
doangle ζ from Eq. (2.53). The combination of Eq. (2.56) and Eq. (2.54) is used
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Figure 2.21: Schematic of the filter bank design of the proposed shearlet transform imple-
mentation (image adapted from [Goossens 10a]).
to create the directional shearlet band filters in the following way:
hk (ωx, ωy)︸ ︷︷ ︸ = h0 (ωr)︸ ︷︷ ︸ .
∞∑
i=−∞
r
(
(ζ + ipi)Ki
pi
− k + 1
)
︸ ︷︷ ︸,
φc,i,k (p) ∼ φˆ1 (ωy) . φˆ2
(
ωy
ωx
) (2.57)
where the infinite sum ensures that φˆ2
(
ωy
ωx
)
is periodic, because the the bump
function Eq. (2.56) is of finite support while the filter response to the pseudoangle
variable should be periodic.
Just as with the filter bank implementations of the multi-scale DWT (see Fig-
ure 2.4), multi-scale discrete shearlet transforms can be implemented by using
recursive filtering with the scaling filters g0 (ωr) and decimation, resulting in the
scheme shown in Figure 2.21.
As an illustration, Figure 2.22 shows some pictures of a shearlet transform with
5 scales, 16 orientations in the first band, 8 in the second and third, 4 in the fourth
and 2 in the fifth. The spectral support and atoms are shown. The illustration was
made as follows: The power spectral density (PSD) that corresponds to each band
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Figure 2.22: Calculated spectral support of two shearlet decomposition. A point is given
the color of a band when the corresponding band has the highest magnitude respond in this
frequency. The corresponding base functions in a family picture (right). Please consult the
electronic version of this dissertation for a higher quality visualization of the base functions.
was evaluated. Then, each point in the spectrum was assigned to the band that
achieves the PSD response of the highest magnitude for that given the frequency
point. For further reference, we will call this the ‘max-magnitude’ visualization, it
leads to the tiling shown.
2.3.3.5 Redundancy and decimation for the shearlet transform
We discussed in Section 2.3 how multi-resolution transforms, and shearlet trans-
forms in particular, are good at uncovering the redundancy in natural images. We
described redundancy in Section 2.3 as the ability to describe the signal in a sparse
representation, i.e. with very few large coefficients. However, if the implementa-
tion of a transform increases the total number of coefficients, the memory require-
ments go up, which is often a limiting factor for practical use. Even if we know
that only a few non-zero coefficients exist, we still do not know which coefficients
these are. Therefore, we will look at reducing the total number of coefficients,
without sacrificing (the possibility of) perfect reconstruction, through decimation
in the shearlet transform implementation.
The problem with decimation is that it generally introduces aliasing. For the
2D DWT and 2D DT-CWT, the aliasing cancellation property, explained in Sec-
tion 2.3.1.3, ensures that aliasing does not interfere with perfect reconstruction.
However, the filters in the shearlet transform are not created as tensor products of
1D filters. So an aliasing cancellation property, even if it were to exist for 1D, can
not readily be extended to multiple dimensions for the shearlet transform. For this
reason, ensuring aliasing cancellation is more complex.
We propose a different approach towards decimation in the shearlet frame-
work. Because our proposed shearlet filters are designed in the Fourier space (see
Section 2.3.3.4), one can see that they are, by construction, of limited spectral sup-
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Figure 2.23: An illustration of how the decimation impacts the spectral support of the
shearlet filter. Left: filter spectral support before decimation. Right: filter support after
decimation with two different decimation factors, with a high decimation factor (top) and a
lower decimation factor (bottom).
port. The sampling theorem7 then implies that the sampling rate can be reduced,
so some degree of decimation is possible without the appearance of aliasing (spec-
tral replicas that contaminates existing frequency content). This was the subject
of [Goossens 09a], where we have proposed different approaches for this decima-
tion.
Consider the support of a shearlet filter, shown in Figure 2.23. This figure
shows the spectral support of the filters responses in dark, and their spectral repli-
cas due to decimation, in a lighter shade. We identify three ways in which we can
decimate a signal filtered by this shearlet filter, depending on whether translation
invariance or a lower redundancy factor is desired. In each approach we only var-
ied the decimation factor, in the sense that the filter was decimated using rational
decimation factors on a rectangular grid, without using an anti-aliasing filter. The
three approaches are:
1. Decimation in the horizontal and vertical direction, up to the decimation
factor where the spectral supports of the filters and their spectral replicas
7This is attributed at the same time to Kotelnikov, Nyquist, Whittaker and Shannon.
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Figure 2.24: The effect of shearing (left) before decimation on the spectral support of the
shearlet filter. Right: spectral support of the shearlet filter after shearing and decimation.
Notice how no spectral copies appear inside of the bandwidth indicated by the striped box.
do not overlap. This is illustrated in Figure 2.23 (top right). This figure
shows the spectral replicas of the original signal that were introduced as
a result of the decimation. Note that some parts of the frequency response
within the decimated filter support originate from a different spectral replica.
This results in loss of translation invariance. However, it allows the spectral
support of the filter to be smaller than what it would be when translation
invariance was maintained. The decimation factor is 1/
(
p
′
jqj
)
, with the
vertical bandwidth p
′
j and the horizontal bandwidth qj defined as in Figure
2.23 (left), i.e. the length and the width of the minimum bounding box
around the filter support.
2. Decimating up to the decimation factor where the shape of the spectral sup-
port is unmodified. This is illustrated in Figure 2.23 (bottom right). If
the shape would be modified, this would be the result of an added spectral
replica term similar to Eq. (2.13). The appearance of a spectral replica in-
side the Nyquist bandwidth would indicate a loss of translation invariance,
as is the case with option 1. Consequently, it means that decimation was
only performed up to a factor of 1/ (pjqj), which is smaller given that pj is
defined as a larger bandwidth Figure 2.23 (left).
3. It is possible to achieve both translation invariance and the higher decima-
tion factor, by introducing an extra step in the framework. By including a
shearing operation prior to the decimation, as shown in Figure 2.24, it can
be seen how the decimation factor is again 1/
(
p
′
jqj
)
, while the shape of the
spectral support of the filter before decimation is not modified and no alias
copy occurs within the minimum bounding box. This means that translation
invariance is preserved, however interpretation and processing of the coeffi-
cients is made harder as each band has undergone a different shearing prior
to decimation.
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Table 2.1: Redundancy factor for several implementations of the explained shearlet trans-
form. [Goossens 09a], where α ∈ [0, 1
2
]
is a parameter that controls the bandwidth of the
angular filters and the Meyer wavelet is used to create radial filters.
Number of Scales α
1/32 1/8 1/2
1 2.19 2.56 4.06
2 2.66 3.13 5.00
3 2.67 3.14 5.03
4 2.67 3.15 5.03
5 2.67 3.15 5.03
When one of the aforementioned decimation procedures is followed to reduce the
redundancy of every shearlet band, it is possible to achieve low redundancy ratios
for the shearlet transform as a whole (the redundancy ratio is defined as the number
of transform coefficients after decimation, divided by the number of pixels of the
image they represent). The pseudo-angular decimation factor pj for scale j can be
calculated according to the reasoning in 2.24 and the filter definition in Eq. (2.57)
as (also described in [Goossens 09a]):
pj = max
(
1,
Nj
(1 + 2α)Nj/ (Kj/2)
)
. (2.58)
with Nj the size of the jth subband and Kj the desired number of orientations.
Note that as the decimation factor is proportional to Kj the total redundancy be-
comes independent of the number of orientations. The decimation factor for the
scaling coefficients can be found from Eq. (2.54). These can then be aggregated
in a total redundancy factor for the entire transform [Goossens 09a].
For completeness, we mention some total redundancy ratios for some imple-
mentations of the transform in Table 2.1. The low redundancy factors achieved
here are the virtue of bandlimited shearlet filters, the cost associated with bandlim-
ited shearlet filters are a loss of spatial compactness. We will discuss the impact of
this in the next section.
2.3.3.6 Ringing
The downside of a low redundancy, bandlimited shearlet filter bank is loss of spa-
tial compactness. While this is not always problematic, the effect is usually visi-
ble as ringing in the basis functions. This can be associated with the Gibbs phe-
nomenon because the Gibbs phenomenon is also caused by bandlimited sampling
of high-bandwidth signals. A practical example is the field of MRI, MRI profes-
sionals consider ringing as one of the typical image artifacts (see Section 5.4.7),
which can be very pronounced due to the bandlimited nature of MRI acquisi-
tion [Erasmus 04]. Again, in the case of MRI, ringing need not be problematic,
however, simply the fact that it is called an artifact indicates that it is an undesirable
effect.
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Meyer (pseudo)radial filtering Haar (pseudo)radial filtering
Figure 2.25: A comparison between two low-redundancy/high-ringing shearlets, using
Meyer (pseudo)radial filtering in the implementation (left) and two high-redundancy/low-
ringing shearlets, using Haar (pseudo)radial filtering in the implementation (right). The top
row shows the shearlet basis functions, the bottom row shows the power spectral density of
the shearlet basis function.
For most applications the ringing of the basis functions is likely to be seen as
a visually disturbing artifact in the restored images that use the transform in ques-
tion. We propose a solution to this problem by modifying the proposed shearlet
transform design, in order to reduce ringing in the basis functions. We will specifi-
cally address the problem of ringing in the direction perpendicular to the direction
of the shearlet basis function. Figure 2.25 show that this is the direction where
ringing is the most pronounced. This direction corresponds to what we called the
pseudoradial direction in the implementation (see Section 2.3.3.4).
The reason why ringing appears in this direction is because of the bandlimited
Meyer wavelet filters used in building the basis function via Eq. (2.54). For our
solution to ringing, we use the same framework implementation that was outlined
in Figure 2.21, but change the (pseudo)radial filters. We propose to use filters that
have a smooth frequency roll-off (and the associated spatially compactness). Con-
cretely, instead of the Meyer-wavelet-based filters, we propose to use filters based
on very short wavelets, such as (for example) the Haar wavelet, which corresponds
to the filters:
g0 (ωr) = cos (ωr)
h0 (ωr) = sin (ωr)
. (2.59)
As an illustration we show several pictures of these ‘low ringing’ shearlets in Fig-
ure 2.25.
Because the Haar (pseudo)radial filters are spatially compact, they are no longer
of limited spectral support, which means that (pseudo)radial decimation can no
longer be performed without introducing aliasing. However, angular decimation is
still possible, so that Eq. (2.58) still holds and such that the redundancy factor is
still independent from the number of orientations. The redundancy factors for the
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Table 2.2: Redundancy factors for several implementations of the explained low-ringing
shearlet transform. The difference with the implementations from Table 2.1 is that the low-
ringing shearlet transform uses the Haar wavelet instead of the Meyer wavelet to derive the
(pseudo)radial filters.
Number of Scales α
1/32 1/8 1/2
1 3.43 4.00 6.25
2 5.38 6.31 10.06
3 6.39 7.51 12.01
4 6.91 8.12 13.00
5 7.44 8.75 14.00
Figure 2.26: Spectral support of two shearlet decomposition (left). A point is given the
color of a band when the corresponding band has the highest magnitude respond in this
frequency. The corresponding base functions in a family picture (right). Please consult the
electronic version of this dissertation for a higher quality visualization of the base functions.
transform are shown in Table 2.2.
Similar to the illustration in Figure 2.22, we now show a ‘max-magnitude’
visualization of the support of the different filters in the resulting filter bank in
Figure 2.26. The base functions for this ‘ringing-free’ implementation of shearlets
are also shown. The filter bank in this example is using the same configuration as
the filter bank from Figure 2.22, with 5 scales, 16 orientations in the first band, 8 in
the second and third, 4 in the fourth and 2 in the fifth, to enable a direct comparison.
As is to be expected, there is less ringing in the (pseudo)radial direction compared
to original implementation that was shown in Figure 2.22. Also note how the
resulting ‘max-magnitude’ visualization tiling in 2.26 is more similar to the tiling
that was preconceived based on shearlet theory (see Figure 2.19) than the one
based on the original implementation in Figure 2.22.
For examples of practical applications where these shearlets are used, we refer
to other chapters of this book, e.g. in Section 7.9.1 for MRI reconstruction or
in Section 8.5 for denoising, deconvolution, demosaicing and other restoration
CHAPTER 2 47
applications.
2.3.4 An adaptive procedure for shearlet-like filter bank design
The rationale behind using multi-resolution or filter bank transforms was explained
in Section 2.3 in terms of the approximation error rate. The approximation error
rate is where the shearlet approach excels for natural images, as explained in Sec-
tion 2.3.3.1. The filter design approach for shearlets in Section 2.3.3.3 has some
degrees of freedom. One is the parameter α, which gives control over the trade-off
between redundancy vs spatial compactness of the basis functions. Another is the
number of scales and the number of orientations Ki in each scale i. The optimal
parameters obviously depend on the exact image content that is being analyzed.
Often, this is a matter of trial-and-error, which is an undesirable property of an
optimal transform.
In this section, we propose a heuristic for finding an optimal, parameter-free,
shearlet(-like) decomposition for natural images. The approach is based on train-
ing the transform on a particular class of images that is of interest. It optimizes the
sparsity of the transform in a brute force way. We choose sparsity as an optimiza-
tion goal as sparsity is associated with the property of a good approximation error
rate in Section 2.1.
As a definition of sparsity we use the kurtosis of the transform coefficients his-
togram: the higher the kurtosis of the transform coefficients histogram, the larger
the fraction of near-zero coefficients, so the sparser the representation. We give
this a more formal interpretation through the model of a generalized Laplacian
distribution for the image transform coefficients histogram, which is explained in
detail in Section 2.4.5. Optimizing for kurtosis is equivalent with optimizing for
the shape parameter ν of a fitted generalized Laplacian distribution (following def-
inition given in Eq. (2.74)). Kurtosis is a monotonous function of ν, where ν > 0.
The smaller the ν parameter, the sharper the coefficient histogram is peaked at
zero, the more signal energy is concentrated in the fewer coefficients, so we ex-
pect the ν parameter to correlate well with sparsity.
2.3.4.1 Adaptive filter bank design algorithm overview
We intend to use the shape parameter ν of the generalized Laplacian, fit to the
coefficient histogram, as a quality measure in a brute force search for an optimal
transform. The procedure is summarized in Figure 2.28. This procedure is iterative
and finds the filters of one scale of the decomposition in each iteration. The ν
parameter for a given configuration is found through fitting to the statistics of the
coefficients of the filter configuration, when the transform is applied to a training
image. The procedure terminates when adding an additional scale no longer leads
to a smaller ν parameter.
Therefore, in each iteration S we start with the scaling filter of the current scale
S, called θˆS (ω). This is the filter that isolates the (low-pass) part of the spectrum
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that is not yet attributed to a transform band. This filter is defined as
θˆS (ω) = Π
S−1
i=0 θˆ
′
i (ω) (2.60)
with S the index of the current iteration / the scale that is being optimized and
as initialization θˆ
′
0 (ω) = 1. We give a step by step overview of the optimization
procedure within one scale:
1. The algorithm performs an exhaustive search for the cutoff frequency c of
the high-pass shearlet filters in the scale S, as well as the number of angular
filtersD. Each configuration is applied to a training image f (p) after which
a cost is assigned to it such that the best configuration can be retained. In
this first step, we use perfect filters, by which we mean that they are either
‘on’ or ‘off’ for a given frequency ω, i.e.:
φˆ′′′D,d,c (ω) ∈ {0, 1} . (2.61)
These filters are both frequency and directionally selective and defined as:
φˆ′′′D,d,c (ω) =
{
1 for ‖ω‖ > c and batan2 (ω)c = pi dD
0 otherwise
, (2.62)
i.e. they form a linear image transform with parameters c, the cutoff fre-
quency of the high-pass filter in the transform, d the orientation index andD
the total number of orientations within the scale under consideration. Next,
we apply the scaling filter associated with the current scale such that
φˆ′′S,D,d,c (ω) = φˆ
′′′
D,d,c (ω) θˆS (ω) . (2.63)
We implement a transform SD,c with parameters {D, c} as:
[SD,cf ] (d, l, S) =
ˆ
R2
fθS (p)φ
′′
S,D,d,c (l− p) dp (2.64)
where the Fourier domain filter responses φˆ′′S,D,d,c (ω) correspond to the
basis functions φ′′D,d,c,l (p). After a decomposition using a filter bank con-
figuration, the generalized Laplacian ν parameter is fit to the coefficient his-
togram of this configuration following the equations in Section 2.4.5. The
configuration {Dideal, cideal} that minimizes ν is retained:
{Dideal, cideal} = arg min{D,c} νfit ([SD,cf ] (d, l, S)) , (2.65)
where νfit (.) is a function that fits a generalized Laplacian ν parameter to
the coefficient histogram of the transform for a given {D, c}. An example
of the search space for ν in function of {D, c} for an experiment with the
MRI image of Figure 2.36 is shown on Figure 2.27. In our experiments, we
found that the resulting transform coefficient distributions adhere very well
to the generalized Laplacian model. Finally, we propose the scaling filter
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Figure 2.27: Different cross-sections of the cost function that is used to optimize one scale
of the transform. In function of the two parameters, number of directions D and radial
cutoff frequency c of the low pass filter. Search space for finding the optimal number of
orientations and radial bandwidth for a given image, in this case the image from Figure
2.36.
θˆ
′′
S,D,c (ω) for a filter bank configuration {D, c} to be:
θˆ
′′
S,D,c (ω) =
√√√√1− D∑
d=1
(
φˆ′′S,D,d,c (ω)
)2
. (2.66)
2. In this step we drop the subscript D and c and proceed with the unique fil-
ters with parameters {Dideal, cideal} that were optimal with respect to the
procedure in step 1. These filters are still perfect, in the sense of Eq. (2.61),
which means that the frequency space cutoff is abrupt. However, such an
abrupt frequency space cutoff results in basis functions that are not compact
in the spatial domain. Therefore in this step, the chosen filters from step 1 are
convolved in frequency space with smoothing filters, to ensure a smooth fre-
quency space cutoff and better spatial compactness for the basis functions.
In this step, these smoothing filters are optimized, which is equivalent with
looking for a good multiplication windowing function that compacts the sup-
port of the filter impulse responses in spatial domain. Spatial compactness
of basis functions is beneficial for approximating natural images, because it
helps in approximating sharp, well localized, image edges. The convolution
procedure is done first radially, with a smoothing filter Bbr,d (ω) and then
angularly with a smoothing filter Bba,d (ω):
φˆ′S,d,br,ba (ω) =
(
φˆ′′S,d ? Bbr,d ? Bba,d
)
(ω) . (2.67)
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with
Bbr,d (ω) =
{
1
2br
for |ωr| < br and ζ = pi dD
0 otherwise
Bba,d (ω) =
{
1
2ba
for |ωr| < ba and ζ = pi dD − pi2
0 otherwise
(2.68)
where ωr and ζ are respectively the radial and the angular component of ω
in a radial coordinate system. Then, the we perform a normalization of both
the scaling as well as the transform filters in the scale under consideration:
φˆS,d,br,ba (ω) =
φˆ′S,d,br,ba (ω)√
(θˆ′′S (ω))
2
+
∑D
d=1(φˆ′S,d,br,ba (ω))
2
θˆ′S,br,ba (ω) =
θˆ
′′
S (ω)√
(θˆ′′S (ω))
2
+
∑D
d=1(φˆ′S,d,br,ba (ω))
2
. (2.69)
The normalization ensures that the basis functions that correspond to the
filter bank φˆS,d,br,ba (ω) constitute a Parseval frame (see Section 2.3.3.3).
Then, as in step 1, the coefficient histograms from the different filter banks
are fit to a generalized Laplacian distribution in order to fit the ν parameter:
{br,ideal, ba,ideal} = arg min{br,ba} νfit ([Sbr,baf ] (d, l, S)) , (2.70)
So the filter bank with parameters {br,ideal, ba,ideal} that results in the lowest
ν is retained.
3. The scaling filter θˆ′S,br,ba (ω) that was found for the best {br,ideal, ba,ideal}
configuration is retained and Eq. (2.60) is applied, where once again we
drop the subscript {br, ba} since the found optimum is unique after step
2. Then the next iteration is performed to find the next scale of transform
filters. The algorithm automatically terminates when there is no more gain
to be had with respect to the fit ν parameter (i.e. when further subdivision
in scale does not yield a sparser transform).
By following this procedure, multiple scales are typically found, we found experi-
mentally that this usually happens after 3-4 iterations/scales.
2.3.4.2 Adaptive filter bank design experiments
We test some filter banks, i.e. different filter banks derived from different training
images using the procedure from Section 2.3.4.1, in a soft thresholding denoising
setting.
Soft thresholding is the solution to the optimization problem of approximating
a (possibly noisy) image y using a filter bank representation x, with S the image
transform:
xˆ = arg min |x|+ λ ‖x− Sy‖2 . (2.71)
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Figure 2.28: Schematic overview of the heuristic for optimal shearlet-like filter design.
Each iteration corresponds to a scale, and optimization starts from the highest-frequency
scale. For each scale, the filter configuration with the best sparsity is retained, in terms of
number of orientations, cut-off radial frequency and filter roll-off smoothness.
As `1-norm regularization is often associated with sparse approximation (as ev-
idenced by e.g. [Donoho 03]), it is a natural choice to evaluate the approxima-
tion power of such an optimized transform. For each transform, we experimen-
tally found the λ parameter that achieves the highest PSNR8 (with respect to the
ground truth image) through Eq. (2.71). This highest achievable PSNR is what we
use as a quality measure for a transform in this experiment. Note however that,
while strongly correlated, achieving high sparsity and achieving a high PSNR in a
restoration application is not strictly the same thing. Nonetheless, both are highly
desirable for a good image transform, so we chose this quality measure in a first
validation experiment. The optimized transform was trained on the image under
consideration, unless otherwise specified.
In a first experiment, we used an image of a fingerprint, see Figure 2.29. We
see that for this image, the optimized transform outperforms two different im-
plementations of the shearlet transform: Shearlet A is an implementation with 3
scales of filters with smooth transitions (i.e. α = 1/2, see Eq. (2.56)), to a total of
8+4+4 = 16 shearlet bands and Shearlet B is an implementation with 3 scales of
filters with hard transitions (i.e. α = 1/32), to a total of 16 + 8 + 4 = 28 shearlet
bands. The optimized transform has 24 + 24 + 16 = 64 bands.
The next experiments are on a cartoon-type image, Figure 2.30 and on a natural-
scene image, Figure 2.31. These figures also show improved PSNR of our opti-
mized scheme, as well as slightly better preservation of textures. For the Barbara
image, we show the basis functions that result from the proposed procedure in
8The peak signal-to-noise ratio (PSNR) is (decibel-scale) measure for image quality defined as
PSNR = 10 log10
(
2552
MSE
)
with MSE the mean squared error between a ground truth image and the
image under consideration.
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shearlet A shearlet B optimized transform
25.3dB , ν=0.58 25.6dB , ν=0.54 26.6dB , ν=0.37
ground truth noisy image: 22dB
Figure 2.29: Fingerprint approximation test using 2 implemented shearlet transforms and
an example of an optimized transform. PSNR results are mentioned in dB, as well as a
generalized Laplacian ν fit number.
ground truth input: 20dB
shearlet: 26.5dB optimized transform: 27.2dB
Figure 2.30: Cartoon approximation test using an implemented shearlet transform and an
example of an optimized transform. PSNR results are mentioned in dB. PSNR was 20dB in
the input image.
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ground truth input: 20.0dB
shearlet best: 27.2dB optimized transform: 27.9dB
Figure 2.31: Soft thresholding denoising result for transform optimized on the Barbara
image, compared to regular shearlets.
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first resolution scale
second resolution scale
third resolution scale
Figure 2.32: 592 basis functions for the optimized frame used in the Barbara experiment.
Figure 2.32 as illustration. Herein lies the reason for the superior texture preserva-
tion: The optimization process has yielded basis functions that are tailored to the
stripe pattern of the veil in the Barbara image. However, we must stress that this
approach incurs the large computational cost associated with calculating the 592
transform bands.
We do not consider these experiments as a case of overfitting, as the opti-
mized transform is only optimized on globally estimated image statistics of the
training image and not the specific local characteristics of the training image: A
mirrored or shifted version of the training image would yield the same transform.
To further demonstrate this point, we perform another, more realistic, set of exper-
iments, where we explicitly use different images to train the optimized transform
on. Again, we compare to the shearlet transform, which is already known for its
CHAPTER 2 55
excellent natural image approximation properties (see Section 2.3).
In this experiment, we compare the approximation properties of the optimized
transform when trained on the relevant class of images against the one that is
trained on an unrelated (much different) class of images. In particular, a cartoon-
type image was approximated, using one realization of the proposed optimized
transform that was trained on a different cartoon image. This approximation was
compared to an approximation made using another realization of the proposed
transform trained on an unrelated class of images (an MRI image). We then com-
pared reconstruction with a fixed number of coefficients of these two optimized
transforms to the reconstruction obtained with the same number of shearlet coeffi-
cients from a conventional shearlet decomposition. For all transforms, in total 49
bands were considered in a non-decimated fashion. This was done by using the
largest 10% fraction of transform coefficients and the results are shown in Figure
2.33. As expected, we find that the transform optimized on the same class of im-
ages outperforms the other transforms both in terms of MSE (PSNR) as well as in
visual quality. Also, we find that the transform that is optimized on a different im-
age class still yields results that compare favorably to the ‘general-purpose’ shear-
let transform. This can be explained through the way this optimization technique
works: It only uses the histogram of transform coefficients, thereby aggregating
specific local image features into a global representation. Therefore, the hypothet-
ical risk of fitting to the specific local image features of a specific training image
is not present and we obtain a transform that performs reasonably well (or at least
not worse than a conventional shearlet transform) for any natural image.
We repeated this experiment on a brain MRI image, where the transform was
trained on a different slice of a 3D MRI data set. This time, reconstruction was
made with 20% of the coefficients and 37 bands without decimation, the results are
shown in Figure 2.34. Again, we see a small improvement when using the opti-
mized transform. A clear difference can be seen in the soft thresholding denoising
experiment of an MRI image that was corrupted by additive white Gaussian noise.
The results of the experiment are shown in Figure 2.36. For this experiment, the
proposed algorithm resulted in in 3 scales, of respectively 12 orientations for the
highest frequency scale, 8 and 4 orientations. We compare to the same 3 scale
layout for a shearlet decomposition, created according to the procedure outlined
in Section 2.3.3.4 with two different settings for the α parameter from Eq. (2.56).
Again we find that the optimized transform outperforms their shearlet equivalents,
regardless of the parameter α. It is also informative to look at the basis functions
for these transforms, shown in Figure 2.37. We find that the iterative blurring
procedure solves the problem of excessive ringing in the basis functions that ordi-
nary shearlets tend to have, especially in the higher scales and result in clean basis
functions.
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Ground truth shearlet decomposition
PSNR = 22.8dB
optimized decomposition for comics optimized decomposition for MRI
PSNR = 25.3dB PSNR = 21.6dB
Figure 2.33: Reconstruction experiment from the same, limited, number of coefficients
(10% fraction), using different transforms for a scanned and compressed comic image. One
can see that all transforms succeed in successfully approximating the ground truth image,
with the optimized transform performing significantly better.
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ground truth shearlet MRI optimized
decomposition decomposition
PSNR = 30.3dB PSNR = 32.8dB
Figure 2.34: Reconstruction experiment from the same, limited, number of coefficients,
using different transforms for an MRI image. One can see that all transforms succeed in
successfully approximating the ground truth image, with the optimized transform perform-
ing significantly better.
noisy input: shearlet best: optimized transform:
20dB 26.0dB, ν=0.53 26.8dB, ν=0.37
Figure 2.35: Soft thresholding denoising result for transform optimized on a comic image,
compared to regular shearlets.
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noisy input: 20dB shearlet decomposition with
α = 1/2: 25.3dB, ν=0.466
shearlet decomposition with optimized transform:
α = 1/32: 25.1dB, ν=0.466 25.7dB, ν=0.438
Figure 2.36: Soft thresholding denoising result for transform optimized on an MRI image,
compared to regular shearlets with booth smooth (α = 1/2) and hard (α = 1/32) frequency
transition.
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shearlet decomposition with α = 1/32 shearlet decomposition with α = 1/2
proposed shearlet-like optimized decomposition
Figure 2.37: Basis functions from decompositions with 3 scales and 12, 8 and 4 orienta-
tions. This was the optimal layout according to the proposed optimization technique for the
picture and experiment shown in Figure 2.36.
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2.4 Marginal distribution of transform coefficients
In the last section, we described transforms for natural images. In order to use these
in image restoration algorithms, we need to make the link between the transform
and a model of natural images. This link is in the transforms’ ability of efficiently
approximating an image. This facilitates the creation of a statistical model for
natural images. The statistical models are the subject of this section.
2.4.1 Marginal vs joint distributions
Many image restoration algorithms are statistical estimators of the pixel intensities
of natural images from degraded data. In its broadest sense, the vector of image
pixels is estimated from the vector of degraded data. At first glance, such an
estimator would require a joint distribution for all the image pixel values, or, in
the transform domain, all the transform coefficients.
However, in restoration algorithms, often only marginal distributions of trans-
form coefficients are used [Mallat 89b, Chang 98, Donoho 95, Simoncelli 96]. In
doing this, these algorithms neglect any statistical dependency between transform
coefficients. The motivation behind this assumption is the following: When we
have a transform that can reduce the redundancy in natural images (see Section
2.2), it typically achieves a good approximation rate through what we called spar-
sity in Section 2.3. Sparsity implies that there are a lot of (near-)zero coefficients.
With only very few non-zero coefficients for a single image, it is assumed that
there is typically at best only a weak correlation between any two different coef-
ficients over the ensemble of natural images: any statistical dependency between
transform coefficients can be neglected by relatively good approximation.
Nonetheless, the success of these simple methods does not mean that the as-
sumption is perfectly accurate. In practice, it is found that multi-resolution trans-
formations usually leave a non-negligible correlation between coefficients, e.g.
between spatially neighboring coefficients (significant coefficients often appear in
clusters) or between coefficients from neighboring scales. Other restoration al-
gorithms have shown that better results are obtained by combining marginal co-
efficient statistics with a spatial context model that expresses this remaining cor-
relation. This is achieved e.g. via (Hidden) Markov models for the clustering
of important coefficients [Malfait 97, Crouse 98, Pižurica 02a, Goossens 07], by
jointly restoring vectors of transform coefficients [Portilla 03, Goossens 07] or by
using a local spatial activity indicator [Pižurica 06a].
Because marginal distributions are so powerful, either when used solely or
when used as a basis and combined with a clustering model, we will discuss dif-
ferent statistical models for the marginal transform coefficient distributions in this
section.
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2.4.2 Leptokurtic distributions
When transformed natural image coefficients are modeled as being sparsely dis-
tributed, this means that a large number of coefficients is (near-)zero while a very
small amount is large. This behavior translates into histograms that are sharply
peaked at zero. As the histogram is considered as an empirical estimate of the
(unknown) marginal transform coefficient distribution, this behavior indicates that
marginal transform coefficient distributions are leptokurtic distributions, i.e. they
have a high positive kurtosis.
To illustrate this, we show a few images in Figure 2.38 and also show the trans-
form coefficient histogram, as well as the fitted generalized Laplacian distribution,
the Laplacian distribution and the Gaussian distribution. For this illustration, we
used one MRI image and one general image for this experiment, which we trans-
formed using a two scale non decimated DWT using the ‘db4’ wavelet. The dis-
tributions in Figure 2.38 were fit to make the variance correspond with the sample
variance of the image under consideration. We conclude that these leptokurtic dis-
tributions are very good models. For example, the transform coefficient histogram
of the ‘lama’ image nearly exactly matches a generalized Laplacian distribution.
Although this illustration was made for only two images, we have consistently
reached the same conclusion for a large variety of (medical as well as non-medical)
images. The reason for this behavior is that transform coefficients are often zero
or very small when calculated from an image that contains flat regions, which is a
very general description that holds for many image types.
The conclusions drawn in this section hold for all image transforms, where
improved image transforms will exhibit even more leptokurtic behavior.
2.4.3 The Gaussian distribution
Through the simple experiment in Figure 2.38, we see that the Gaussian distribu-
tion does not fit well with the actual marginal statistics of image transform coef-
ficients. This was already pointed out in [Simoncelli 96]. However, histograms
of wavelet coefficients representing natural images, scaled by their local standard
deviations (calculated from a small window around each coefficient) match the
Gaussian distribution extremely well. This was used successfully in image denois-
ing algorithms, e.g. [Mihcak 99], and also motivated wavelet denoising based on
Gaussian scale mixtures [Wainwright 00,Portilla 03]. Gaussian scale mixtures are
the subject of Section 2.4.6.
2.4.4 The Laplacian distribution
The Laplacian distribution is a commonly employed prior for the marginal statis-
tics of x-let coefficients (see examples in Figure 2.38). The Laplacian distribution
is convenient from an implementational point of view because the logarithm of the
probability density function is relatively simple linear function:
− log (pL (x)) = λ |Wx|1 , (2.72)
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Figure 2.38: DWT transform coefficient histogram and marginal coefficient distributions
that were fit to these histograms, for a medical images (top) and a photographic image
(bottom).
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where now the `1-norm |.|1 is used because the (marginal) distribution for the
component with index i of the transform coefficient vector, [Wx]i, is
pL ([Wx]i) =
1
2b
exp
(
−|[Wx]i|
b
)
. (2.73)
In this equation, the b = λ−1 and these parameters are both linked to the variance
of the Laplacian distribution, which is 2b2.
The Laplacian model is also at the heart of the currently popular optimization
techniques with `1-norm regularization. The so-called LASSO [Tibshirani 96]
and BPDN [Chen 98] formulations follow from a Bayesian MAP estimator with
the Laplacian prior on i.i.d. Gaussian data. The resulting cost function is con-
vex. Convexity is desirable because it can result in optimization cost functions
for which the optimum is unique, which means that the optimum can be reached
irrespective of initialization and with rather simple, greedy approaches.
2.4.5 The Generalized Laplacian distribution
The experiment in Figure 2.38 shows that a generalized Laplacian distribution can,
in some cases, almost perfectly fit actual marginal image transform coefficient dis-
tributions. This is because the generalized Laplacian distribution, also sometimes
called the generalized Gaussian distribution, has an extra degree of freedom in the
form of a parameter ν, which controls the shape of the distribution, while b controls
the scale. Formally, the generalized Laplacian distribution for the i’th component
of the vector x looks like
pGL ([Wx]i) =
ν
2b
Γ
(
1
ν
)
exp
(
−
∣∣∣∣ [Wx]ib
∣∣∣∣ν) . (2.74)
with Γ (x) =
´∞
0
tx−1 exp (−t) dt the Gamma function. Figure 2.39 shows some
examples of this prior with respect to the shape parameter ν. This illustrates how
the generalized Laplacian distribution degenerates in a Gaussian distribution for
parameter ν = 2 and in a Laplacian distribution for parameter value ν = 1 hence
the name generalized. After some derivations, it can be shown that Eq. (2.74)
corresponds to a regularization term of
− log (pL (x)) = λ ‖Wx‖ν , (2.75)
where λ = b. The scale parameter b and the shape parameter ν in Figure 2.38 can
be fit through the following relations between the variance of the distribution and
kurtosis, which can be approximated through the sample variance, respectively
the sample kurtosis. The technique to do this was described in [Pižurica 06b], in
the wavelet context of image denoising. It is based on the monotonous relation
between the empirically easily estimated sample variance and kurtosis and the
variance and kurtosis as derived from the generalized Laplacian prior. This allows
for estimation of the parameters using a lookup table Eq. (2.75) via:
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Figure 2.39: Four examples of the generalized Laplacian distribution for different parame-
ter ν with b=1.
σ2 = b2
Γ
(
3
ν
)
Γ
(
1
ν
) (2.76)
κ =
Γ
(
5
ν
)
Γ
(
1
ν
)
Γ 2
(
3
ν
) − 3. (2.77)
Once these parameters are known, their relation to the regularization parameter λ
can be derived from Eq. (2.75). For the experiment in Figure 2.38, the fit ν ranges
from ν = 0.44 for the medical image to ν = 0.58 for the lama image. These esti-
mates are lower than ν = 1, which would correspond to a Laplacian distribution.
We found experimentally that ν < 1 holds for most natural images. This means
that an image model that uses a Laplacian distribution instead of a generalized
Laplacian generally makes an underestimation of the sharpness or peakedness of
the actual natural image transform coefficient distribution. Therefore, ideally we
would want to use the model of Eq. (2.75) for natural images. However, the
downside of using optimization/restoration criteria based on Eq. (2.75) is that the
corresponding norm Eq. (2.75) is not convex for ν < 1. This means that multiple
local optima can exist, which can result in not finding the global optimum of the
resulting optimization problem. Also, optimization for ν < 1 does not lead to
closed-form solutions for Bayesian estimators, which severely limits practical use.
2.4.6 The Gaussian Scale Mixture
An elegant alternative to the aforementioned models is the Gaussian scale mixture
(GSM) model [Wainwright 00]. We mentioned in Section 2.4.3 how the Gaussian
CHAPTER 2 65
distribution is a very favorable choice because it yields rather compact closed-form
Bayesian estimators.
The GSM rationale is to generalize this property to a more general class of dis-
tributions, that can be fit more accurately to the histogram of transform coefficients
such as the histograms in Figure 2.38. The generalization is achieved through the
introduction of a hyperparameter z, called the hidden multiplier, in a way that
the random process that generates the i’th image transform coefficient [Wx]i is
defined as:
[Wx]i
∆
=
√
za, (2.78)
where we define the ∆= as ‘equal in distribution’, z > 0 is the hyperparameter,
which can follow any distribution and a is a random variable that follows a zero-
mean Gaussian distribution. The GSM model can be readily extended to the mul-
tivariate situation, which is advantageous when considering spatial noise correla-
tion. A random vector a is then considered, while still using a scalar hyperparam-
eter z > 0:
Wx
∆
=
√
za. (2.79)
Under such a model, the image transform coefficient distribution can be written
as:
pGSM (x) =
ˆ ∞
0
p (z)
(2pi)
N |zC|1/2
exp
(
−xHWH (zC)−1Wx
)
dz (2.80)
Both the Generalized Laplacian and the GSM model are parameterized, which
means that some (often empirical) parameter estimation is required for the param-
eters. For the Generalized Laplacian, this is achieved by fitting the sample kurtosis
and variance using Eq. (2.76) and Eq. (2.77). For the GSM covariance matrix C
and hidden multiplier z distribution, there exist an expectation maximization (EM)
solution for which we refer to [Portilla 03]. It is also possible to assume a fixed
distribution for the hidden multiplier z, e.g. Jeffrey’s prior:
p (z) =
1
z
. (2.81)
Jeffrey’s prior9 enhances the kurtosis of the GSM distribution pGSM (a) beyond
that of the Gaussian in order to have a more heavily tailed distribution that corre-
sponds more to the observed histogram Figure 2.38. Note that the GSM model has
been extended to be able to represent mixtures of different orientations, expressed
through the covariance matrix in the model, and spatially varying covariance ma-
trices [Guerrero-Colon 08, Goossens 09c].
9Note that Jeffrey’s prior is not a true distribution as
´∞
z=0 p (z) 6= 1. In practice this problem
is solved when the integral in Eq. (2.80) is discretized to a discrete sum, by normalizing the discrete
values that are used for p (z).
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2.4.7 Other distributions
In the past, many other leptokurtic distributions have been used to model natu-
ral image transform coefficient statistics. Examples are the Bessel K form dis-
tribution [Fadili 05], the Student-T distribution [Tzikas 07], the Cauchy distribu-
tion [Rabbani 06]. We do not discuss these in detail as they are not used throughout
this work and because all these distributions can be modeled using a GSM repre-
sentation.
2.5 Conclusions
When restoring natural images, a model is needed for both the image and the
degradation. In this chapter, we both described existing, as well as proposed some
new, multi-resolution-based models for natural images. To summarize, we con-
tributed the following to the state of the art in natural image modeling:
• In Section 2.3.3.4, we presented our discrete implementation of the shearlet
transform. Our implementation is distinct in that both decomposition and
reconstruction is implemented in a non-iterative way, using a filter bank.
This exploits the fact that our shearlet transform constitutes a Parseval frame.
It is also unique in that it is able to be tuned to deal with both ringing and
redundancy requirements (even up to very low redundancy factors of 2,
regardless of the number of decomposition bands) at the discretion of the
user.
• We provided extra insights into the decimation and aliasing aspects of the
DT-CWT transform, the understanding of which is necessary for the proper
implementation of the demosaicing methods presented in Chapter 4.
• In Section 2.3.4, we presented a novel, image-adaptive (in that they are
trained on a training image) way for finding an optimal shearlet-like trans-
form for natural images. This novel approach is easy to implement, yields
symmetrical basis functions, allows for controlled redundancy in the same
way that shearlets do, and yields sufficiently accurate approximation results
to compete with fixed dictionaries (such as the shearlet transform), even
when trained on a different class of natural images.
By describing natural image models using filter banks that yield sparse representa-
tions, we possess a set of tools that can be implemented computationally efficiently
and that achieves high performance in the sense of accurate image approximation.
These tools will be used in the next chapters to approximate images that were ac-
quired in a degraded way, e.g. in the presence of noise. Therefore, in this section,
we laid the foundation for the image restoration algorithms that we are going to
present in the next chapters.
The contributions in this chapter have lead to one book chapter [Goossens 11b]
and several publications in proceedings of international conferences [Goossens 09a,
Goossens 11a, Goossens 11c, Aelterman 12a, Goossens 13c].
3
Multiresolution Denoising
”A scientific truth does not triumph by convincing its opponents and
making them see the light, but rather because its opponents eventually
die and a new generation grows up that is familiar with it.” - Max
Planck
3.1 Introduction
In Chapter 2, different methods were described that allow to model natural images
in a multi-resolution framework. In image restoration, an accurate model of the
degradation process is also needed. In this chapter, we will describe degradation
processes and demonstrate techniques to adapt restoration methods to degradation
processes. We will put an emphasis on removal of (spatially correlated) noise as
an example to show how adapting to both image models and accurate degrada-
tion models leads good image denoising, or in a broader sense image restoration,
techniques.
In Section 3.4, we give an overview of existing (multi-resolution) denoising
techniques: these range from multi-resolution hard or soft thresholding of coef-
ficients [Donoho 95] to more advanced approaches that try to capture some sta-
tistical significance behind multi-resolution coefficients by imposing more appro-
priate prior models [Malfait 97, Romberg 01, Portilla 03, Pižurica 06a, Guerrero-
Colon 08, Goossens 09b] or techniques that rely on statistical averaging of simi-
lar pixel blocks to exploit non-local image self-similarity [Buades 05, Dabov 06,
Goossens 08]. These algorithms were originally described in terms of an addi-
tive white Gaussian noise (AWGN) model. However in practice, processes that
degrade image data can often not be described using a simple AWGN model. We
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therefore give an overview of many practical degradation processes in 3.3.2. Many
of these processes can be modeled as linear filtering process of a white Gaussian
noise source, yielding image data corrupted by correlated Gaussian noise.
Relatively few (multi-resolution) denoising techniques have been reported that
are capable of suppressing correlated noise. Our explanation of the proposed solu-
tion to the problem of correlated noise denoising starts with a discussion of white
noise in Section 3.2 and correlated Gaussian noise in Section 3.3. We pay special
attention to our novel techniques for estimating noise correlation. These include a
novel technique to estimate noise covariance in context of a multi-resolution rep-
resentation of an image in Section 3.3.3. This technique is an essential ingredient
of a multi-resolution correlated noise image denoising algorithm. Our noise es-
timation techniques form the theoretical basis for the (correlated) noise removal
techniques explained in Section 3.4.
To summarize, in this chapter we explain tools for and novel adaptations of ex-
isting denoising methods for suppression of correlated noise. These tools include
a novel method for multi-resolution transform noise correlation analysis, in Sec-
tion 3.3.4. An overview of different denoising methods is presented in Section 3.4
and includes a novel extension of the empirical Probshrink algorithm. Addition-
ally, we describe a novel 3D multi-resolution denoising technique for Rician noise
in MRI that models correlated noise, described in Section 3.4.5. Section 3.5 con-
cludes this chapter and also contains denoising experiments, using the explained
denoising algorithms.
3.2 White noise
3.2.1 The nature of white noise
The white noise model is not only of great importance in the theory of signal
detection and estimation, but is also often a reasonable approximation of the true
noise in practice. As a first approximation, rather than considering time/spatially-
varying noise statistics, we will assume spatial noise stationarity throughout this
chapter. This approximation is useful and valid for a vast number of applications.
Stationarity means that the autocorrelation function only depends on the relative
displacement between two pixels, rather than their absolute positions.
Eq. (3.1) describes this situation for a 1D signal, a random process generating
samples x(n) is called white if it has zero mean and a delta function δ (n) as
autocorrelation function rx (n):
E [x(n)] = 0
rx (n) = E
[
x (m)x (n+m)
∗]
= δ (n)
(3.1)
The Wiener–Khinchin theorem states that the power spectral density (PSD) of a
such a (wide-sense stationary) random signal x(n) is the Fourier transform of the
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corresponding autocorrelation function rx (n):
Rx (ω) =
∞∑
n=−∞
rx (n) exp (−jωn) . (3.2)
This means that for white noise, the PSD is a constant function of the frequency,
hence the name white (white light has a flat spectrum). The derivations for the 2D
and 3D case are trivially similar.
3.2.2 Estimating noise variance
Estimating noise variance plays a prominent role in image restoration. This is be-
cause many restoration methods model noise in pixel values as i.i.d. (zero-mean)
Gaussian. In this approximation variance fully defines the statistical noise pro-
cess.1 This is the reason why the Gaussian distribution is often used as a successful
model for image noise, and why we pay special attention to variance estimation.
3.2.2.1 Using manually-selected, signal-free data
In applications where the noise is known to be white, additive and stationary, it is
easy to estimate the noise variance by simply calculating the sample variance on a
part of the data that is known to be signal-free (or of constant-signal). In practice
this can be done by manually selecting a noise-only patch from an image. The size
of this patch should be sufficiently large to ensure a precise estimation.
3.2.2.2 Blind estimation of white noise variance
Many scenarios exist where there is no (sufficient) signal-free data. For this situa-
tion, the problem of obtaining accurate noise variance estimations is not so trivial.
The following is a small list of techniques for blind estimation of noise variance:
• Averaging. The oldest approaches are based on performing high-pass pre-
filtering [Olsen 93]. This filters out nearly all image content (see the power
spectral density of natural images in Figure 2.2), and the residual can then
be used to obtain a noise variance estimate.
• MAD estimation. Orthogonal sparsifying image transformations can be used
to facilitate noise variance estimation. These can concentrate the signal into
very few coefficients, but do not change the nature of Gaussian noise co-
efficients, thus creating many approximately signal-free coefficients from
which noise can be estimated. The median absolute deviation (MAD) of
the image transform coefficients xh in the finest scale of such a transform
is used in a robust estimator for the noise variance σ2 for stationary white
noise through the following relation [Donoho 94]:
σˆ =
Median (|xh−Median(xh)|)
0.6745
. (3.3)
1This is a far reaching approximation as it precludes modeling of spatial noise correlation, signal-
dependency and general non-Gaussian behavior.
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The reason for using the finest resolution scale is that it contains the smallest
signal contribution, which is in turn explained by the tendency of natural im-
ages to contain predominantly low frequency content, illustrated in Section
2.2.
• Gradient-based approaches. These approaches [Zlokolica 04,Zlokolica 06]
analyze the distribution of the magnitude of the image gradient. It is based
on the observation that if the noise contribution to the horizontal, respec-
tively vertical, derivative is i.i.d. Gaussian, the magnitude is Rayleigh dis-
tributed, from which a robust estimate of the noise variance can be made.
3.3 Correlated noise
Dealing with correlated noise is important, as the examples in Section 3.3.2 will
demonstrate how practical noise sources are nearly always correlated to some de-
gree. Here, we give a general formulation first, and then we describe several cor-
related noise processes.
3.3.1 Relation to white noise
Correlated noise can be seen as the result of applying a linear filter to white noise.
When a linear filter h(n), with Discrete Time Fourier Transform (DTFT) H(ω) is
applied (often inadvertently) to the white noise random signal, the resulting effect
on the autocorrelation function and PSD of xh (n) = (x ? h) (n) is:
rh,x (n) = E
[
xh (m)xh (n+m)
∗]
=
∑∞
m=−∞ h (m)h (n+m)
∗
Rh,x (ω) = H(ω)H
∗(ω) = |H(ω)|2 (3.4)
This result shows that the correlated noise PSD is the squared magnitude response
of the linear filter DTFT. In analogy with the term white noise, this is sometimes
referred to as colored noise.
Note how the concept of a covariance matrix Ch is equivalent to the concept
of an autocorrelation function/PSD for stationary zero-mean processes:
E
[
(xh − xm) (xh − xm)H
]
= Ch (3.5)
with xm = E [x] the mean of the statistical process, where we used the vector
notation to stack the values of a compactly supported function xh (n). This is be-
cause the vector elements xh and its corresponding covariance matrix elements
Cn,m from the matrix Ch are closely related with the function xh (n) and its cor-
responding autocorrelation function rh,x (n) through their respective definitions:
rh,x (n) = E [xh(m)xh(m+ n)
∗]
C1,n = E
[
xh,mx
H
h,m+n−1
] ∀m ∈ Z (3.6)
where we assumed once again stationarity of the noise and as a result, the circulant
nature of the covariance matrix Ch. The circulant nature means that this matrix is
fully defined by its first row.
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Figure 3.1: Noisy PAL broadcast of a sports event (left) and PSD of noise in a green color
channel of the PAL broadcast (right).
In the following sections, some real world imaging techniques will be ex-
plained from the perspective of noise correlation.
3.3.2 Sources of correlated noise
The noise that we encounter in practice is always correlated, although in some
cases the correlation is weak and can be neglected (leading to the simplified white
noise assumption in the first place). For this reason, we list some processes that
generate distinct patterns of correlated noise as an illustration.
3.3.2.1 Phase Alternating Lines
PAL is a transmission standard used in color analog broadcast television systems.
Dating back to the 1950s, it includes several bandwidth saving techniques that are
well designed in their own right, but are responsible for the specific noise in PAL
television. One is the deinterlacing mechanism [Kwon 03]. Another is the use of
different modulation and filtering schemes for luminance and chrominance.
We will restrict us here to show the PSD of a patch of noise from a PAL signal
broadcast in Figure 3.1. The PSD shown in this example is almost cut off horizon-
tally. This is the cause of the stripe-like artifacts: as there is significant energy in
the low vertical frequencies, this leading to vertical streaks. This is a clear example
of correlated noise in PAL/NTSC television.
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Figure 3.2: PSD of the green channel (left) and a red/blue channel(right) from the demo-
saiced white noise patch using bilinear demosaicing.
3.3.2.2 Demosaicing
Modern digital cameras use a rectangular arrangement of photosensitive elements.
This matrix arrangement allows the interleaving of photosensitive elements of dif-
ferent color sensitivity. In turn, this interleaving allows sampling of full color
images without the use of three grids of photosensitive elements and engineering
difficulties that arise of this inherent 3D structure.
One very popular mosaic arrangement of sensors is the Bayer pattern arrange-
ment [Bayer 76], shown in Figure 4.4. There exist a wide range of techniques for
reconstructing the full color image from mosaiced image data. A study of these
techniques, as well as our own novel technique, is detailed in Chapter 4.
For the purpose of noise correlation analysis, we compare the simplest ap-
proach of bilinear demosaicing with one state-of-the-art technique, being the novel
technique we propose in Chapter 4. Demosaicing techniques generally amount to
variations on a linear filtering scheme. Since a linear filter scheme transforms ad-
ditive noise to additive noise, we perform our noise analysis on pure noise signals
(i.e. an image made up of samples of white Gaussian noise). The PSD of the
demosaiced noise in the three color channels is shown in Figure 3.2 for bilinear
demosaicing and Figure 3.3 for the technique from Chapter 4. The visual impact
of such noise PSDs on an image can be judged from the result of the bilinear
demosaicing process on the lighthouse image, shown in Figure 3.4.
3.3.2.3 Line scan imaging
Many thermal cameras, hyperspectral cameras, electron microscopes,... are based
on the push broom or whisk broom principle: When sensors are expensive, a lower
number of sensors is used and the imaged object is scanned, reusing the same
sensor to image different spatial locations, making a trade-off between acquisition
time and system cost. This raster scan principle is illustrated in Figure 3.5.
The downside to such imaging principles is that they sometimes introduce
streaking noise artifacts, which can be attributed to the sensor and sampling cir-
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Figure 3.3: PSD of the green channel (left) and a red/blue channel(right) from the demo-
saiced white noise patch using the technique described in Chapter 4. Note that contrary to
the bilinear case in Figure 3.2, there is no discernable difference between the channels here.
noiseless with white noise with correlated noise
Figure 3.4: The full color lighthouse image, corrupted with white noise of standard devia-
tion 20 and with correlated noise due to bilinear demosaicing of Bayer data with standard
deviation 20.
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Line 1
Last line
Line 2
Line 3
Electron beam
Horizontal retrace
Vertical retrace
Figure 3.5: The principle of spatially correlated noise in a raster scanned image pattern
(whisk broom imaging, top). The PSD of ‘pink’ or ‘1/f ’ noise (bottom), which is an
accurate model for noise in electronics, causes spatially correlated noise in a raster scanned
image.
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Figure 3.6: Left: The Einstein image with simulated whisk broom imaging 1/f noise. Right:
electron microscope images of plant tissue, acquired with different ’dwell times’: 0.5ms
(middle), 1.5ms (right). Note how the pink noise is more pronounced as whisk broom noise
when the acquisition speed is higher.
cuitry. Figure 3.5 illustrates a raster scan scheme, where pixel intensities at dif-
ferent spatial positions are multiplexed in the temporal dimension. If the noise
contribution is correlated in the temporal dimension, as shown by the temporal
noise PSD in this image, this manifests as spatial noise in the resulting image.
For thermal cameras, noise can be approximated using a 1/f frequency de-
pendency of the noise [Borel 96]. This type of ‘pink’ noise is very common in
electronic devices and becomes apparent when reusing image sensors for different
pixels in the image at high sample rates. We show an example of such a noise
power spectral density characteristic in Figure 3.5. Pink noise can easily be sim-
ulated, by filtering a time sequence of white pseudorandom numbers with a 1/f
filter characteristic and then adding those noise samples to the signal values in a
raster scan pattern.
Figure 3.6 shows this type of simulated noise on the Einstein image. We also
include a real life example of noise in an electron microscope image, acquired with
two different settings of acquisition speed. The streaking noise artifacts are clearly
visible.
3.3.2.4 MRI
Magnetic Resonance Imaging is a non-invasive imaging technique where the signal-
to-noise-ratio (SNR) is heavily dependent on scan time. Data is acquired in Fourier
space, where an incomplete sampling leads to a blurred image and frequency-
dependent, hence spatially correlated, noise. Incomplete sampling in Fourier space
is often performed for different intentions and is known by different names such
as elliptical filtering or sub-Nyquist sampling. A more detailed explanation about
the acquisition and noise processes in MRI can be found in Section 5.4.
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3.3.3 Estimating noise covariance
3.3.3.1 Using redundant acquisitions
The noise covariance matrix from Eq. (3.5) can be empirically estimated using the
sample covariance matrix. For example, the estimate
Cˆ =
1
n− 1
n∑
i=1
xix
H
i (3.7)
can be used when multiple repetitions of the same experiment xi (i.e. realizations
of the statistical process) are available, and their mean xm = 0. The zero-mean as-
sumption can be met without significant loss of generality by either subtracting the
mean from data containing a constant signal contribution, or by using signal-free
data for a zero-mean noise process. Again, note that for stationary processes, the
covariance matrix is equivalent to a (compactly supported) autocorrelation func-
tion.
3.3.3.2 Using signal-free data
When only one realization is available, assumptions have to be made in order to
consider sufficient data to do an estimation from. In many applications, noise can
be considered additive and stationary. Additive in this context implies that the
statistical properties of the noise do not depend on the signal. Even after linear
image transformations, such as the multi-resolution transformations described in
Chapter 2, the noise remains additive.
In this case, because the noise statistics are not signal dependent, they could be
estimated from signal-free or constant signal data. In fact, this is easier, because
the estimation will not be hindered by the signal. Many applications allow for the
acquisition of signal-free data. This is the case for MRI images, where physical
limitations ensure the existence of signal-free regions next to the scanned subject
in the MRI image. For an unknown thermal camera type, one could photograph
a surface of even temperature. Similar techniques can be used for optical photog-
raphy and many other imaging modalities. When presented with such signal-free,
noisy data, the autocorrelation function can be calculated in a straightforward way:
Since the Discrete Fourier Transform (DFT) can be used as a good approximation
for the Discrete Time Fourier Transform (DTFT) for finite data (both in terms of
bandwidth as spatial support), we get
X (k) =
N−1∑
n=0
x(n) exp
(
−j2pikn
N
)
. (3.8)
It is possible to obtain the autocorrelation function from the power spectral den-
sity |X (k) |2, which can be estimated from the finite noisy, signal-free input data
x (n). Because we are considering a signal-free (or constant-signal) area, x(n)
corresponds only to noise (with at most a constant contribution). Any constant
contribution to the signal is concentrated in the X (0) value, so by disregarding
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this contribution, we get an accurate estimation of the noise autocorrelation func-
tion regardless of the constant signal level:
rx (n) =
N−1∑
k=1
|X (k) |2 exp
(
−j2pikn
N
)
. (3.9)
This way of using the DTFT to estimate the autocorrelation function of a stationary
process is generally computationally more efficient than calculating the autocor-
relation function or covariance matrix explicitly through e.g. convolution in the
image domain.
3.3.4 Noise correlation in transform domain
When analyzing an image that is degraded by spatially correlated noise, one will
note that correlated noise gives rise to different noise statistics in every (wavelet)
transform subband (as e.g. the noise power is now frequency-dependent) and also
to spatial correlation of the noise contributions to the (wavelet) transform coeffi-
cients within one band. Characterization of the noise covariance matrix in every
subband is therefore important for a multi-resolution restoration technique, so it
will be the subject of this section.
We start from knowledge of the noise covariance in the pixel domain, and
present techniques to find the noise covariance in each transform domain subband.
3.3.4.1 Monte Carlo simulation
The procedure in Section 3.3.3.2, i.e. to calculate the pixel(voxel)-domain auto-
correlation function / covariance matrix is only a part of the solution. Since many
denoising algorithms operate in a transform domain, it is necessary to transform
the autocorrelation function / covariance matrix in each transform band as well.
A transformed covariance matrix enables the whitening of transform coefficients,
which allows the use of a white noise denoising algorithm Section 3.3.5. One ob-
vious way to obtain the transformed covariance matrices, is through Monte Carlo
simulations:
1. Patches of noise are generated in accordance to the pixel domain autocorre-
lation function.
2. The patches are transformed into the transform domain.
3. The noise covariance matrices are estimated for every obtained subband.
Only when a large number of patches is processed, precise estimates can be ob-
tained. Consequently, performing this procedure for multi-resolution transforms
with a lot of scales results in high computational requirements.
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3.3.4.2 Exact calculation through filter banks
In [Goossens 10b], we presented an exact approach for calculating the noise co-
variance matrix of transform coefficients. It works through analyzing image trans-
formations as banks of linear filters. Applying a transform filter G(ω), with im-
pulse response g (n), to the signal x(n), with power spectral density (equivalent to
autocorrelation function) Rx (ω), from Eq. (3.10), the PSD Rg,x(ω) becomes:
Rg,x (ω) = G(ω)Rx (ω)G
∗(ω) (3.10)
When also taking the subsampling step from many shift-variant multi-resolution
transformations (such as the discrete wavelet transform) into account, the trans-
form becomes less trivial, we get:
Rg,x,d (2ω) = (G(ω)Rx (ω) +G(ω + pi)Rx (ω + pi))
(G(ω)Rx (ω) +G(ω + pi)Rx (ω + pi))
∗
.
(3.11)
where the subscript d denotes ‘decimated’. By expanding Eq. (3.11), we see the
appearance of cross-correlation terms such asG(ω)Rx (ω)G(ω+pi)∗Rx (ω + pi)
∗,
which seem to indicate that it is not possible to simply filter the autocorrelation
function such as in Eq. (3.10) in order to obtain the desired autocorrelation func-
tion of the subband Rg,x,d (2ω).
However, considering the stationarity assumption, the following should also
hold:
Rg,x,d (2ω) = (G(ω)Rx (ω)−G(ω + pi)Rx (ω + pi))
(G(ω)Rx (ω)−G(ω + pi)Rx (ω + pi))∗ . (3.12)
where the cross-correlation terms appear with an inverted sign in Eq. (3.12) with
respect to Eq. (3.11). Such a sign change is consistent with a translation prior to
decimation, which should have no influence on the autocorrelation function due to
the stationarity assumption.
Since the stationarity assumption implies equality between Eq. (3.12) and Eq.
(3.11), it follows that the cross-correlation contributions are zero. This means that
the calculation of the transform autocorrelation function simplifies to:
Rg,x,d (2ω) = Rg,x (ω) +Rg,x (ω + pi) . (3.13)
We find that the transform autocorrelation functions are simply filtered and sub-
sampled versions of the original autocorrelation function. Schematically, this con-
cept is shown in Figure 3.7.
Noise covariance in subbands of a separable, decimated wavelet transform with
an arbitrary number of scales can hence be calculated recursively. Furthermore,
this calculation can be done on the autocorrelation function, which can often be
cropped to a very small spatial support, without significant loss of accuracy, which
greatly enhances computational efficiency.
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Figure 3.7: A filtering + signal decimation step on the signal is equivalent with a filtering
+ signal decimation step on the autocorrelation function, when the autocorrelation function
of the filter impulse response is used as impulse response.
3.3.4.3 Noise correlation in the dual-tree complex wavelet transform
For the 3D DT-CWT (see Section 2.3.2), the procedure described in Section 3.3.4.2
is more complicated. The reason is that the dual-tree complex wavelet transform,
described in detail in Section 2.3.2, involves the linear combination of wavelet
filter tree output signals in order to obtain interpretation of Hilbert transformed
filter pairs, necessary for true complex wavelets. This invariably happens when
the dimensionality is greater than one, it is shown as the ‘Recombination A’ step
in Figure 2.10.
For the derivation of the noise autocorrelation function in such a DT-CWT
band, we look at a single complex wavelet band after the ‘Recombination A’ step,
which can be considered the ’real part’ of the complex wavelet. Starting from
the 2D dual-tree complex wavelet transform filter derived in Eq. (2.33), we get
the following autocorrelation function for the transform band of an image with
autocorrelation function Rx (ωx, ωy):
h2D,r (ωx, ωy)Rx (ωx, ωy)h
∗
2D,r (ωx, ωy)
= (G (ωx)G (ωy)−H (ωx)H (ωy))Rx (ωx, ωy)
(G (ωx)G (ωy)−H (ωx)H (ωy))∗ (3.14)
= Rx (ωx, ωy)
(
|H (ωx)|2 |H (ωy)|2 + |G (ωx)|2 |G (ωy)|2
−G (ωx)G (ωy)H∗ (ωx)H∗ (ωy)
−G∗ (ωx)G∗ (ωy)H (ωx)H (ωy)
)
The procedure is shown schematically in Figure 3.8. It shows that the correct way
of calculating the subband autocorrelation functions is to include cross-correlation
functions between the filter trees in the procedure. The advantage of using Eq.
(3.14), i.e. to use the top path in Figure 3.8 to obtain Rgg+hh,x,d (ωx, ωy) instead
of the bottom path, is that the autocorrelation function Rx (ωx, ωy) is typically far
more compactly supported than x (nx, ny), which reduces computational cost. For
more details, the reader can refer to our previous work [Goossens 10b].
We conclude by supplementing [Goossens 10b] in the context of 3D volume
denoising, by demonstrating the advantage of the proposed method over Monte
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Figure 3.8: A filtering + recombination A (see Figure 2.10) + signal decimation step on the
signal, which is equivalent with a single scale in a 2D DT-CWT tree, corresponds to with a
filtering + signal decimation step on the autocorrelation function, when the autocorrelation
function of the filter impulse response is used as impulse response.
Carlo simulation: Figure 3.9 shows a comparison between the proposed exact
method and a Monte Carlo method. The central slices of the autocorrelation
function through four scales are shown. In the Monte Carlo method, several it-
erations are performed. Each iteration consists of generating noise, with the 3D
autocorrelation function shown in Figure 3.9, and transforming it to the dual-tree
complex wavelet domain, after which the autocorrelation function is calculated
for each band. This way, the Monte Carlo method can come arbitrarily close to
the actual autocorrelation functions as the number of iterations increases. This is
both time and memory consuming, as it requires a large number of dual-tree com-
plex wavelet transform iterations with noise patches that are as large as possible.
For our proposed method, only the autocorrelation function, which is typically far
more compactly supported, needs to be fed through a filter bank once. Each scale
in the filter bank decomposition is of the form shown in Figure 3.8. This shows the
computational benefits of the proposed method of estimating the noise autocovari-
ance matrices for the dual-tree complex wavelet subbands. The 3D version of this
method was implemented, with the indicated 3D voxel noise autocorrelation func-
tion. The autocorrelation functions calculated by the proposed method are shown
to be the same as the ones the Monte Carlo simulations converge to, given enough
iterations (in Figure 3.9).
3.3.4.4 Full blind estimation
Unlike in the white noise case, we cannot use the MAD estimator from Sec-
tion 3.2.2.2 for correlated noise: The noise (co)variance is different for every trans-
form subband, so a single estimate can not be extrapolated to other transform
subbands. An estimation for each subband separately is difficult, especially for
the lower frequency transform subbands: lower frequency subbands have a larger
signal contribution, making noise covariance estimation difficult. We propose an
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Figure 3.9: Top: artificial 3D autocorrelation function in the voxel domain. Bottom: 2D
slice of the 3D autocorrelation function for different scales of the dual-tree complex wavelet
decomposition: calculated using the exact method (bottom row) and Monte Carlo simula-
tions with 1000 iterations (top row)
approach that exploits properties of natural images to improve noise (co)variance
estimation: Since the image transformations described in Chapter 2 are designed
to yield sparse responses for natural images, there are substantial signal-free re-
gions inside each transform subband. From these areas, an estimate of the noise
covariance can be made within the respective transform subband.
There has been some effort to put this principle in practice, through a max-
imum likelihood formulation of the signal estimation problem [Portilla 04]. The
algorithm relies on the different statistical properties of (correlated) Gaussian noise
and natural image signal, which is modeled as a GSM (explained in Section 2.4.6).
Considering the signal’s transform coefficients as a series of neighborhood vectors
of arbitrary size, the vector of noisy coefficients is written as y = x +w with x
the signal transform coefficient vector and w the noise contribution vector. Con-
sidering the GSM model (explained in Section 2.4.6) for natural image transform
coefficients, one can also write: y ∆=
√
zb+w. Using conditional distributions on
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the hidden GSM multiplier z, these observed vectors can be written as:
py (y) =
ˆ
z
pz (z) py|z (y|z) dz (3.15)
Now consider, without loss of generality, E[z] = 1. This means that the underlying
signal covariance Cb = Cx. Note that the Gaussianity of the scale mixture com-
ponents and of the noise means it is very easy to write the conditional probability
of the observed vector on the hidden GSM multiplier z:
py|z (y|z) =
exp
(
−yH (zCb +Cw)−1 y/2
)
(2pi)
N
2 |zCb +Cw|
1
2
(3.16)
Using this model, the noise covariance matrix can be obtained. Note that Cb
can be estimated as (Cy −Cw)+, where the ‘+’ sign signifies an operation to
only preserve positive eigenvalues since covariance matrices need to be positive
semidefinite in order to keep the marginal probability values lower than 1. While a
marginal probability value greater than 1 would not be physical, this can occur as
a result of inevitable estimation errors while estimatingCw. Consider the case for
small values of z in Eq. (3.16), the distribution then approaches the Gaussian noise
distribution. For small values of z, Eq. (3.16) can be considered as the conditional
probability density that an observed vector y was generated by this noise process,
without signal contribution.
Then, the following weighted sample covariance estimation Eq. (3.17) is pro-
posed in [Portilla 04], it automatically excludes neighborhoods which are likely to
contain signal contributions:
Cneww =
∑M
m=1 p
(
0 ≤ z < ∆z|ym;Coldw
)
ymy
H
m∑M
m=1 p
(
0 ≤ z < ∆z|ym;Coldw
) , (3.17)
with p
(
0 ≤ z < ∆z|ym;Coldw
)
∆
=
´ dz
z=0
pz|y
(
z|ym;Coldw
)
δz where δz is an ar-
bitrarily small constant that is large enough to avoid numerical inaccuracy and ∆z
an arbitrarily small, but finite step. As p
(
0 ≤ z < ∆z|ym;Coldw
)
is interpreted
as the probability density that an observed region ym is signal-free, Eq. (3.17) is a
weighted average of empirical covariance matrix estimates, weighted for the esti-
mated probability of each each covariance matrix estimate being signal-free. Note
that the calculation of p
(
0 ≤ z < dz|ym;Coldw
)
requires knowledge of Cw.
Since Cw is unknown, Eq. (3.17) is iterated in an Generalized Expectation
Maximization (GEM) [Hastie 01] algorithm until convergence to reach the ML
estimate for the noise covariance matrix. The weights in Eq. (3.17) are visualized
in Figure 3.10 for one subband of a noisy version of the Einstein image.
When the hidden multiplier distribution pz (z) is unknown, i.e. when a fixed
prior distribution, such as Jeffrey’s prior or others are not assumed, it is also nec-
essary to estimate pz (z). Here, the choice is to use the classic EM solution for
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Figure 3.10: Noisy subband of the Einstein image (left) weight map for the noise covari-
ance estimation (right) Black corresponds to low weights, note how all the visible image
features are detected and excluded from the noise covariance estimation.
Gaussian scale mixtures:
pnewz (z) =
1
M
M∑
m=1
pz|y
(
z|ym; poldz (z)
)
=
poldz (z)
M
M∑
m=1
py|z (ym|z)´∞
0
py|z (ym|α) poldz (α) dα
(3.18)
As such, [Portilla 04] allows to estimate the noise covariance matrices for the sub-
band representations of an image in a transform domain, by the combination of
Eq. (3.17) and Eq. (3.18). These can be combined into the pixel domain co-
variance matrix or autocorrelation functions using the filter bank technique from
Section 3.3.4 and by using Eq. (3.6). This gives all the tools necessary to create
denoising algorithms for correlated noise.
3.3.5 Noise whitening
One way to use the knowledge of the noise covariance for better denoising is
through noise whitening. Noise whitening allows the use of existing white noise
denoising techniques through a pre-whitening transform that decorrelates the im-
age noise prior to denoising, i.e. it makes it white.
In this section, we will explain how noise whitening is achieved using knowl-
edge of the noise covariance matrix. Arranging the noise measurements that are
taken from the signal-free measurement function x(n) in a vector x, the correla-
tions between measurements can be analyzed in the covariance matrix C:
E
[
xxH
]
= C. (3.19)
The goal is to find the decorrelating transform matrix W that satisfies the white-
ness property:
E
[
WxxHWH
]
= I , (3.20)
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with I the unit matrix. The general solution to Eq. (3.20) is found to be
W = C−
1
2 (3.21)
This shows that the decorrelating transform can be calculated as the matrix square
root of the matrix inverse of the covariance matrix C.
In most cases, implementation complexity can be significantly reduced by ex-
ploiting prior knowledge. Firstly, in most applications noise is found to be sta-
tionary. Secondly, for most types of correlated noise, it is not necessary to take
correlation between samples across the entire image into account. In general, cor-
relation is introduced only in a local neighborhood around pixels. The reason is
the following:
• When the sampling pattern is adapted (be that deliberate or not) to (low-
pass) natural image characteristics (as explained in Section 2.2), noise statis-
tics will be biased toward low-pass noise, i.e. pink noise. This is the case
for e.g. demosaicing, fast MRI acquisition,... Also, when (post)processing
has occurred that exploits (low-pass) image statistics, e.g. denoising, decon-
volution, reconstruction,... the noise PSD will be low-pass. This does not
exclude long-distance noise correlations, but it does mean that the strongest
correlation is found between noise contributions in the immediate neighbor-
hood samples, so a large computational gain can be achieved by only taking
correlation between neighboring samples into account.
• In many applications, such as the ones explained in Section 3.3.2, the noise
is very accurately modeled with a local correlation model. So, using large
whitening filter masks is simply not necessary.
When considering a size N for the neighborhood vector x, it means that the noise
covariance matrix C is of size N2. That is why in practice, the neighborhood size
N is kept low, often just 9 = 3× 3 or 25 = 5× 5. The approximation means that
all correlation with pixels not included in the neighborhood window is set to zero.
The whitening operation Eq. (3.21) can become quite computationally expensive,
as a naive implementation would mean vectorizing an image into a one neighbor-
hood vector per pixel, causing huge memory requirements and then one matrix
multiplication per pixel. Since the interest is in decorrelating the center pixel in
the neighborhood vector from its neighbors, actually only the corresponding row
of the decorrelating transform matrixW is of interest.
Because of the stationarity assumption, the matrix is W circulant and the im-
age now just needs to be filtered using the coefficients W 1,1..N2 as linear filter
coefficients, which has an interpretation as a pre-whitening linear filter. In fact,
given the PSD , this pre-whitening filter W (ω) can also be obtained as:
W (ω) =
1
max
(
,
√
Rx (ω)
) , (3.22)
where ε is a small constant to ensure stability against small values of the PSD
Rx (ω).
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Note that the pre-whitening filter in Eq. (3.22) can be different when compared
to the one derived from the autocovariance matrixC. In the case of non-stationary
noise, the PSD is not useful and Eq. (3.22) and Eq. (3.21) are not equivalent. Be-
cause the operations for whitening are linear and the operations needed to estimate
covariance matrices of transform coefficients in Section 3.3.4 are linear too, the
proposed techniques for whitening noise can be readily used in multi-resolution
image denoising algorithms.
3.4 Denoising algorithms
In this section, state-of-the-art denoising algorithms are presented. It should be
noted that all of them, except for the NLMS algorithm are designed for use in
a multi-resolution transform domain. These techniques were usually first pub-
lished in papers that describe an implementation using one specific type of multi-
resolution transform. The basic principles however, are general enough to allow
the techniques to be used with any multi-resolution image decomposition. That
is why it was chosen to explain the algorithms for a general image transformation
and refer to the multi-resolution image decomposition transform coefficients as
‘transform coefficients’ or just simply ‘coefficients’.
3.4.1 Thresholding
In [Weaver 91, Donoho 94], a very simple multi-resolution denoising method was
proposed. This method is soft shrinkage, which is defined as
xˆi = sgn(yi)max (0, |yi| − T ) (3.23)
for the i’th coefficient of the noise-free image transform coefficient vector x, with
T a threshold and y the vector of noisy transform coefficients. There has been a lot
of research into the choice for this threshold, one notable example is [Chang 00],
where the parameter was chosen to model the estimator after a Bayesian estimator.
In fact, the motivation behind the soft thresholding operator can also be found in
Bayesian theory, as it is the maximum a posteriori (MAP) solution to the problem
of finding the noise-free coefficients from noisy coefficients under a white Gaus-
sian noise model and Laplacian signal model (see Section 2.4).
This problem formulation has the following form
xˆ = arg maxx p (x|y) = arg maxx log p (x)︸ ︷︷ ︸ + log p (y|x)︸ ︷︷ ︸
Laplacian Gaussian
,
(3.24)
which leads to the optimization problem
xˆ = arg min
x
|x|+ 1
T
‖y − x‖2 . (3.25)
that is solved by Eq. (3.23).
The main advantage of this method is computational simplicity, but in terms of
quality it is outperformed by more advanced methods that we will explain next.
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3.4.2 Bayesian Least Squares - GSM
The BLS-GSM denoising algorithm, proposed in [Portilla 03, Portilla 04], is a
minimum mean square error estimator under a multivariate GSM prior, which is
an image model explained in Section 2.4.6. It is very suitable for adaptation to cor-
related noise. It starts from the very generic Bayesian Least Squares (or MMSE)
estimate for a noise free vector of transform coefficients x from noisy coefficients
y:
E [x|y] =
ˆ
x
xp (x|y) dx (3.26)
The conditional probability can be quite hard to calculate analytically,2 but since
the algorithm works in the multi-resolution transform domain, it is possible to use
the GSM prior model to simplify the calculation:
E [x|y] =
ˆ
z
E [x|y, z] p (z|y) dz. (3.27)
Note that in practice, this integral is often approximated using a trapezoidal ap-
proximation with a discrete sum. Also note that a non-uniform sampling of p (z|y)
can thereby greatly benefit the tradeoff between computational complexity and ac-
curacy as p (z|y) is very often a sharply peaked distribution.
Eq. (3.27) is a desirable formulation as it can easily be simplifiedunder the
assumption of (multivariate) Gaussian noise, the expectation in Eq. (3.27) reduces
to the Wiener estimate (i.e. estimating a Gaussian signal corrupted by Gaussian
noise):
E [x|y, z] = zCu (zCu +Cw)−1 y, (3.28)
with Cw the noise covariance matrix (see Section 3.3.3). In order to evaluate Eq.
(3.27), it is also necessary to estimate the conditional probability of the hidden
GSM multiplier z on the observed coefficient vector y, p (z|y). With knowledge
of the hidden multiplier pdf p(z), as explained in Section 2.4.6, this is possible
through applying Bayes’ rule:
p (z|y) = p (y|z) p (z)
p (y)
, (3.29)
where p(y|z) is the multivariate Gaussian distribution with covariance matrix
zCu +Cw and p (y) =
´
z
p (y|z) ffiz can be approximated using a discrete sum.
Implementation of these equations for the subbands of a multi-resolution de-
composition constitutes a BLS-GSM denoising algorithm. The main advantage
of this method is that it achieves very high image quality through an elegant and
relatively simple implementation of the usually very complex MMSE estimator.
2which is actually one of the reasons the MAP estimator, which is easier to calculate, is used often
in practice instead of the MMSE estimator.
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3.4.3 ProbShrink
ProbShrink was first developed in [Pižurica 06b] for white noise. It is this specific
version that we will explain here. In our work [Aelterman 08] this was extended
to 3D correlated noise for denoising noisy MRI volumes.
In Section 2.4, it was explained how natural images consist of edges and smooth
areas, giving rise to the heavy-tailed transform coefficient distributions. This
model led to the idea of classifying transform coefficients yi, with i the index
of the coefficient, into two classes, based on two hypotheses:
1. A transform coefficient is either large, meaning that it represents an edge
and arises from the tail of the coefficient distribution, which is what we call
hypothesis H0
2. or it is small, meaning it represents a smooth area (or the noise floor) and
arises from the main body of the distribution, which is what we call hypoth-
esis H1
For these hypotheses, the following decision rule is applied:{
H0,i |yi| > T
H1,i |yi| ≤ T
, (3.30)
with T a threshold value. T is often chosen in relation to the noise variance,
linking it to an intuitive notion of a noise floor: if a signal is significant enough to
rise above the noise floor (~ 1 standard deviation), it can be detected, otherwise it
is indistinguishable from noise. In fact, in some implementations, this transform
domain noise variance is often simply equal to the noise variance in the image,
because some multi-resolution transforms are implemented as unitary transforms.
Conditioned on the two hypotheses, the MMSE estimator becomes:
E [xi|y] =
1∑
j=0
E [xi|y,Hj,i] P [Hj,i|y] . (3.31)
ProbShrink facilitates the calculation of Eq. (3.31) using two assumptions:
E [xi|y,H1,i] = 0 (3.32)
and
E [xi|y,H0,i] = yi (3.33)
The first assumption is made because the model suggests that small transform
coefficients, corresponding to hypothesis H1, are attributed solely to noise. Large
wavelet coefficients are attributed to a signal with very high SNR, and since this
corresponds to hypothesis H0, the assumption is made that the noise contribution
is negligible under this hypothesis.
Combination of Eq. (3.32) and Eq. (3.33) into Eq. (3.31) leads to the Prob-
Shrink denoising estimator:
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Figure 3.11: Example of the estimation of the conditional probabilities of noisy coefficients
from the convolution of the prior probability distribution with the noise distribution.
E [xi|y] = P [H0,i|y]yi. (3.34)
The ProbShrink estimator is a shrinkage wavelet denoising operator (the coef-
ficient is literally shrunk because P [H0|y] < 1), where the shrinkage factor is
determined through the Bayesian interpretation.
There are two fundamental ways that can be used to evaluate the ProbShrink
expression, Eq. (3.34). These are the subject of the next two sections. The ad-
vantage of the Probshrink method is that it allows to achieve quality comparable
to BLS-GSM, through an efficient per-coefficient shrinkage that approximates the
MMSE solution.
3.4.3.1 Exact ProbShrink
Evaluation of the ProbShrink estimator is done by first using Bayes’ rule to rewrite
the ProbShrink estimator, Eq. (3.34), such that:
E [xi|y] = p (y|H1,i) P [H1,i]
p (y|H0,i) P [H0,i] + p (y|H1,i) P [H1,i]yi. (3.35)
We will now explain how, assuming additive noise (with a known distribution),
Eq. (3.35) can be evaluated. With knowledge of the prior distribution p (x), the
conditional probabilities in Eq. (3.35) are written as:
p (y|H0,i) =
´∞
−∞ pw (y − x) p (x|H0,i) dx
p (y|H1,i) =
´∞
−∞ pw (y − x) p (x|H1,i) dx
. (3.36)
Hence, the conditional probabilities of in Eq. (3.36) are the convolved prior con-
ditional distribution with the noise distribution, which we named pw (.). This is
illustrated in Figure 3.11.
Note how the conditional prior probability distributions can easily be found
through using the decision rule Eq. (3.30) and exploiting Eq. (3.32) and Eq.
(3.33). Again using Eq. (3.30), it is also possible to estimate P [H0,i] and P [H1,i]
by integrating the prior distribution over the threshold interval:
P [H0,i] =
ˆ T
−T
p (xi) dxi (3.37)
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and
P [H1,i] = 1− P [H0,i] (3.38)
So, with exact knowledge of a prior distribution, (see Section 2.4) it is possi-
ble to evaluate the ProbShrink equation, Eq. (3.34), numerically [Pižurica 06a].
However, even in the absence of exact prior distribution knowledge, it is possible
to calculate Eq. (3.35). This can be done empirically or analytically, respectively
by estimating distributions from the data [Pižurica 03] or by using simple priors
such as the Laplacian Prior [Pižurica 07]. Together, these equations constitute the
white noise ProbShrink denoising method.
3.4.3.2 Empirical ProbShrink
When the prior distribution is unknown, the following procedure was proposed
in [Pižurica 03]. Again using Bayes’ rule, the basic ProbShrink form Eq. (3.34)
is rewritten in a more manageable form using a so-called generalized likelihood
ratio [Pižurica 03, Pižurica 06a]:
E [xi|y] = 1
1 + ξη (y, i)
yi, (3.39)
with
η (y, i) =
p (y|H0,i)
p (y|H1,i) ξ =
P [H0,i]
P [H1,i]
(3.40)
If the noise distribution is known, and for relatively simple prior models, it is pos-
sible to obtain the estimator analytically [Pižurica 03], as in the previous section.
In other scenarios, it is possible to estimate the likelihood ratios from signifi-
cance maps derived from the data. Doing so makes the algorithm able to handle
different types of noise. The significance map contains a value ‘1’ for wavelet
coefficients that have been classified as containing ‘Signal of Interest’ (~ hypothe-
sis H0,i) and ‘0’ for wavelet coefficients without ‘Signal of Interest’ (~ hypothesis
H1,i). The classifier is then defined as:
S (yi) = I (|yi| > T ) , (3.41)
with I (·) the indicator function and T some threshold level. The likelihood ratio’s
in Eq. (3.40) are then estimated empirically as:
ξ =
N −∑Ni=1 S (yi)∑N
i=1 S (yi)
, (3.42)
with N the total number of transform coefficients. Using the histograms of the
transform coefficients as an empirical estimates for the probability density func-
tions in Eq. (3.40) would complete the estimator.
However, it is infeasible to do this in most cases, because there is usually insuf-
ficient data to obtain accurate histograms, especially for the tails of the histogram,
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given the leptokurtic nature of wavelet coefficient distributions. This is solved by
fitting a piecewise linear approximation for the logarithm of η (y, i) [Pižurica 03]:
log ηˆ (y, i) ≈
{
a1 + b1yi ηˆ (y, i) < 1
a2 + b2yi ηˆ (y, i) > 1
. (3.43)
The curve fitting is done in a least-squares sense using only the sample points
where the histogram bins contain sufficient samples. This procedure implies an
approximation of the logarithm of η (y, i), as a piecewise linear function. We
experimentally found this approximation to be valid for natural images.
3.4.4 Proposed Empirical ProbShrink for Correlated Noise
In the previous section, ProbShrink estimation was described in terms of evaluating
Eq. (3.39), which needs a ‘Signal of Interest’ (SoI) map S (·). The SoI map
contains a classification of the wavelet coefficients. In a correlated noise situation,
the definition of a significant coefficient can vary greatly: A wavelet coefficient
that corresponds to a diagonal edge is far less likely to be significant when the
noise exhibits a high diagonal correlation, compared to the situation where the
noise has virtually no diagonal correlation.
In a correlated noise situation, it is therefore necessary to take the local spatial
neighborhood into account when classifying the wavelet coefficients. This raises
a problem for traditional Probshrink [Pižurica 06b], as it handles the transform
coefficients independently: It does not handle neighborhood vectors of transform
coefficients, as e.g. BLS-GSM does. We developed novel adaptations for the
ProbShrink estimator with the aim of handling correlated noise. In [Goossens 07,
Aelterman 08, Goossens 09b], methods are proposed, which use a pre-whitening
filter (see Section 3.3.5) before the classification step from Eq. (3.41). Since the
pre-whitening filter operates in spatial domain, the filtered coefficients used in the
classification step will be a reflection of the signal significance, taking the spatial
neighborhood into account, thereby solving the problem of traditional Probshrink.
By eliminating wavelet coefficient noise correlation before classifying wavelet
coefficients in a Signal of Interest (SoI) map, the likelihood ratios in Eq. (3.40) are
a reflection of the true SoI distribution in the given subband. Formally, this pro-
posed technique [Aelterman 08] comes down to using the following classification
instead of the version for white noise from Eq. (3.41):
S (yi) = I ([Wy]i > T ) , (3.44)
where the operator [.]i signifies taking the i-th element from a vector, T being an
adjustable threshold andW a noise whitening transformation as explained in Sec-
tion 3.3.5. These modifications ensure that only coefficients that are sufficiently
distant from the noise are considered as significant in the succeeding ProbShrink
steps.
Note that the typical image transformation is not orthogonal and noise can be
spatially correlated with a different covariance matrix per transform band. This
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results in every transform band typically having a different noise autocorrelation
function. Therefore, there is typically a need for a per-band whitening matrixW .
3.4.4.1 Proposed denoising for the DT-CWT
In order to achieve translation-invariant denoising and the associated advantages
using complex wavelets (as explained in Section 2.3.2), we propose to avoid de-
noising the real and imaginary part of the complex wavelet coefficient separately,
by using different shrinkage factors. Instead, we propose to shrink the real and
imaginary part of the complex wavelet coefficient using the same coefficient. This
is equivalent with shrinking the magnitude of the complex wavelet coefficient with
the same factor and achieves translation-invariant denoising.
Such magnitude shrinkage is initiated by using a SoI measure that depends
on the complex wavelet coefficient magnitude only. Then, it is also necessary to
adjust the ProbShrink framework to use complex wavelet coefficient magnitudes.
The ProbShrink estimator, Eq. (3.39) becomes:
xˆi = yi
1
1 + η
(√
< (yi)2 + = (yi)2
)
ξ
, (3.45)
where < (.) and = (.) defined as the function that produces the real, respectively
imaginary part of the complex-valued argument.
The shrinkage factor is hence the same for the real and imaginary part of the
complex wavelet coefficient, which avoids the introduction of aliasing-related ar-
tifacts in the result, explained in Section 2.3.2.3.
3.4.5 Proposed 3D ProbShrink for MRI
In [Aelterman 08] the empirical ProbShrink approach for correlated noise was
extended to 3D, with the practical application of 3D MRI denoising in mind. It
combines many of the novelties that were already explained in this chapter, such as
the multi-resolution domain noise covariance estimation technique or the extension
of Probshrink for correlated noise and adds a number of adaptations for the MRI
application. One adaptation is to Rician noise, which is found in magnitude MRI
and is explained in Section 5.4.3.
Figure 3.12 illustrates the new method. First, bias removal is performed, fol-
lowing the principles explained in Section 3.4.5.2. Then the 3D MRI image is
decomposed using the dual-tree complex wavelet transform, Section 2.3.2. The
denoising itself works on the different complex wavelet subbands, using the em-
pirical ProbShrink estimator for correlated noise that we introduce next.
A key novelty in this estimator for correlated noise consists of properly clas-
sifying the complex wavelet coefficients with respect to the complex wavelet co-
variance Eq. (3.46). Our approach for estimating the noise covariance matrices for
the wavelet subbands is explained in Section 3.3.3.
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Figure 3.12: Overview schematic of the new denoising method
3.4.5.1 Extension for correlated signal coefficients
Multi-resolution decompositions do not fully decorrelate the image features through
the transform scales: A large transform coefficient in one scale increases the like-
lihood of finding another in the same location, in subsequent scales.
These so-called interscale dependencies have been studied thoroughly for the
wavelet transform: In [Mallat 98], it is shown that the wavelet coefficient mag-
nitude increases with increasing scale (i.e. decreases with increasing spatial fre-
quency) for natural, sufficiently regular signals, like natural images. Improvements
to the ProbShrink approach have been made by exploiting interscale dependen-
cies. In [Goossens 07], interscale dependencies are exploited by fitting a Hidden
Markov Tree model [Crouse 98] to the interscale dependencies of complex wavelet
coefficients and moving to a vectorial estimator of multiple coefficients. In [Ael-
terman 08], a computationally simpler approach is proposed, by using an interscale
product instead of Eq. (3.44) for deriving the SoI map:
S
(
yj;i
)
= I
(∣∣∣[W jyj]i [W j−1yj−1]i∣∣∣ > T) (3.46)
With the index j denoting the vector of coefficients / whitening transformation as-
sociated with the j-th transform band and the notation [.]i signifying the transform
coefficient value at index i in the vector.
By applying Eq. (3.46), a coefficient is only selected as a significant coefficient
if both it, as well as its whitened ‘parent’ coefficient, are large with respect to the
interscale dependency model. These adaptations ensure that only significant (in
a Mahalanobis distance sense, i.e. with respect to the noise covariance matrix)
transform coefficients are selected, which leads to a better ProbShrink denoising.
The implemented method works on 3D data directly, while many older methods
operate on 2D slices.
3.4.5.2 Bias Removal
Rician noise, typically found in MRI magnitude denoising, introduces a significant
bias. The origin of this bias is explained in Chapter 5, Section 5.4.3.
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In [Nowak 99], a method is proposed to remove the bias, making use of the
properties of the squared magnitude image, which is distributed according to a
chi-square distribution:
E
{
y2i
}
= x2i + 2σ
2 (3.47)
Var
{
y2i
}
= 4σ4
(
x2i
σ2
+ 1
)
, (3.48)
with xi the noise-free image pixel value and yi the magnitude MR image pixel
value corrupted by Rician noise of the pixel with index i. It is important to realize
that Eq. (3.47) has a fixed, signal-independent bias. This property can be exploited
to remove this bias into a bias-free noisy value called yˆidebiased, thus we can in-
crease the image contrast, by subtracting the bias constant 2σ2 from each pixel in
the squared magnitude image.
yˆidebiased =
√
y2i − 2σ2 (3.49)
Note however, that this does not remove the bias on the magnitude image com-
pletely, as the square root operation introduces a new bias [Sijbers 98b]. Never-
theless, there is a clear contrast enhancement from this simple operation.
Alternatively, one could do denoising in the squared image domain, as pro-
posed in [Nowak 99]. However, this incurs a disadvantage: The noise variance
Eq. (3.48) in the squared image domain is signal-dependent, which complicates
denoising. This disadvantage leads us to perform the debiasing operation on the
squared magnitude image, but the subsequent denoising operation on the magni-
tude image instead.
3.4.6 Non-local means
The non-local means algorithm is an algorithm that exploits non-local self-similarity
(see Section 2.2) of natural images as a natural image model. For a more thorough
explanation of this algorithm, we refer the reader to Chapter 8, which is completely
devoted to NLMS-based restoration and reconstruction algorithms.
3.5 Results
In this section, we will demonstrate the aforementioned algorithms in two sce-
narios, for natural image denoising in Section 3.5.1 and for MRI denoising as a
post-processing step in Section 3.5.2.
3.5.1 For denoising of natural images
The next figures show a comparison of denoising performance with different types
of noise. We compare the wavelet-based class of algorithms with the non-local-
means class of algorithms. Peak signal to noise ratio (PSNR) comparisons are
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simulated noisy image denoising by NLMSc
denoising by BLS-GSM denoising by Probshrink
Figure 3.13: Denoising results of Einstein image corrupted by simulated white noise with
a standard deviation of 20..
given in Table 3.1. Figure 3.13 shows the result of white noise denoising on the
Einstein image. For white noise it can be seen that the denoising algorithms per-
form similar with only a relatively small difference in PSNR. A visible difference
is that the NLMSc (non-local means for correlated noise) algorithm suffers less
from the typical wavelet artifacts (small very local oscillations in image intensity).
In a second experiment, thermal noise was simulated on the House image.
Thermal image noise is correlated noise, which behaves as stripes. It can be seen
that an algorithm for correlated noise denoising has some advantage in PSNR.
A qualitative comparison can be made in Figure 3.14. Clearly, the ProbShrink
algorithm, which has very good results for white noise, has problems with properly
discerning image details from the noise structure. Although the algorithms for
correlated noise succeed in preserving the horizontal brick structure of the house
to some degree, the white noise ProbShrink algorithm completely suppresses those
details while preserving the vertical stripes noise pattern.
In a third denoising experiment, a fictional type of correlated noise was used,
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simulated noisy image denoising by NLMSc
denoising by BLS-GSM denoising by ProbShrink
Figure 3.14: Denoising results of House image corrupted by simulated thermal noise.
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simulated noisy image denoising by NLMSc
denoising by BLS-GSM denoising by ProbShrink
Figure 3.15: Denoising results of Goldhill image corrupted by heavily correlated streak
noise.
high frequency noise, combined with diagonal streaks. It is referred to as ‘streak’
noise in Table 3.1. The qualitative comparison can be seen in Figure 3.15. As
expected, the white noise denoising algorithm ProbShrink does not succeed in
suppressing the diagonal streak noise structures. It does succeed in suppressing
the high frequency noise, because even for white noise the high frequency parts
of the noisy image PSD typically have a very low SNR, because of the fact that
natural images predominantly have energy in low frequency parts of the PSD, as
explained in Section 2.2.
In a fourth denoising experiment, the Stonehenge image was used. The results
are shown in Figure 3.16. The image was treated as a color image, and used
as input for a mosaicing/demosaicing experiment using the bilinear demosaicing
algorithm. This results in low frequency noise structures. Then the red channel of
the resulting color image was used as input for the denoising experiment. Again,
it is visible that the white noise denoising algorithm ProbShrink does not succeed
in suppressing the noise artifacts, while the algorithms for correlated noise do.
It is also visible that the BLS-GSM algorithm suffers from ringing near the top
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simulated noisy image denoising by NLMSc
denoising by BLS-GSM denoising by ProbShrink
Figure 3.16: Denoising results of Stonehenge image corrupted by simulated red channel
demosaicing noise.
edge of the Stonehenge structure. This type of artifacts is common in wavelet-
base denoising experiments and is a result from incorrectly suppressing the small
coefficients that make up the edge in higher frequency scales, while keeping their
respective counterparts in lower frequency scales.
From the experiments, we draw the following conclusions: White noise de-
noising algorithms, such as ProbShrink, work very well as long as the image is
corrupted by white noise. They fail when presented with correlated noise, which
is understandable as this is not the design goal of ProbShrink for white noise.
One reason behind the poor performance of white noise denoising algorithms is
the Donoho MAD estimator for noise variance (see Section 3.2.2.2). The Donoho
MAD estimator for the noise variance is a bad choice for data corrupted by corre-
lated noise as it leads to underestimated noise power (for low frequency noise) or
severely overestimated noise power (for high frequency noise). Therefore, we have
chosen the noise variance parameter heuristically for the white noise ProbShrink
algorithm in these experiments, in order to obtain the highest possible PSNR.
It can be concluded from Figure 3.13, Figure 3.14, Figure 3.15, Figure 3.16
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Noisy ProbShrink BLS-GSM NLMSc
White -Figure 3.13 22dB 29.22dB 29.76dB 29.88dB
Thermal -Figure 3.14 24.5dB 26.0dB 31.6dB 31.5dB
Streaks -Figure 3.15 16.1dB 22.8dB 25.7dB 25.9dB
Demosaicing -Figure 3.16 27.9dB 29.8dB 32.6dB 31.4dB
Table 3.1: PSNR table for the different denoising experiments.
and Table 3.1, that for situations where image noise is correlated, a simple white
noise denoising algorithm will not perform optimally and there is need for the
techniques and ideas explained in this chapter.
3.5.2 For denoising of MRI
We now present experiments to demonstrate the performance of the proposed 3D
MRI denoising algorithm from Section 3.4.5. In a first experiment we objectively
compare the proposed denoising method and the current state of the art. As ground
truth data, we use simulated brain images from the Brainweb database [A. Co-
cosco 97, Kwan 96, Kwan 99, L. Collins 98]. We degraded one simulated brain
image with correlated noise (both Gaussian and Rician). Low-pass correlated Ri-
cian noise in magnitude MRI images is a more realistic model than white Gaussian
noise. Noise correlation is caused by e.g. k-space filtering in MRI scanners (see
Section 5.4.11), while Rician noise is caused by a magnitude operation in the im-
age formation process (see Section 5.4.3).
We compare to two classes of (MRI) denoising algorithms. Firstly, there are
the multi-resolution-based denoising algorithms such as [Chang 98, Nowak 99,
S¸endur 02,Portilla 03,Barath 05,P. Awate 07,Goossens 07].Out of these, we com-
pare to [Portilla 03, Nowak 99, Pižurica 03] in this section. Then there are the
non-local-based denoising algorithms such as [Rajan 11,Coupe 08,Dabov 06].Out
of these, we compare to [Coupe 08] in this section.
We use the peak signal to noise ratio (PSNR, i.e. the MSE) as figure of merit
of the technical quality of these algorithms. However, we need to take into account
that PSNR is different from the diagnostic quality of an image. Therefore we also
do an automatic segmentation experiment on the same data. The aim is to verify
that our proposed (edge-preserving) denoising can help segmentation algorithms
(e.g. from [De Bock 07]) in delineating white matter from gray matter, a task
which is of high importance in clinical practice.
Finally, we apply the algorithm to real MRI scanner data, in order to qualita-
tively verify its effectiveness there.
3.5.2.1 Simulated noise on simulated brain
In a first experiment, we used the Brainweb phantom image [A. Cocosco 97,
Kwan 99, Kwan 96, L. Collins 98], the T2 image with 1mm3 resolution, 0% noise
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and 0% intensity non-uniformity as noise-free reference image. Then we add dif-
ferent types of noise in a physically realistic way: The correlated Rician noise is
created by adding filtered white Gaussian noise to both real and imaginary chan-
nels of the MRI phantom data and computing the magnitude afterwards.
Then we introduce different kinds of noise correlation to emulate different
types of realistic k-space filtering: The ‘1 direction correlated’ means the (3 di-
mensional) noise autocorrelation function only differs from a Dirac delta function
in one dimension, while the ‘3 direction correlated’ means it differs from a Dirac
delta function in every dimension.
PSNR results for experiments using Gaussian noise with different types of
correlation are presented in Table 3.2. The proposed method is compared to the
methods explained in Section 3.4: Discrete Wavelet Squared Shrinkage (DWSS),
3D Non Local Means denoising (NLMS), Bayes Least Squares - Gaussian Scale
Mixtures (BLS-GSM) and empirical ProbShrink. Note how the results are much
worse for DWSS and ProbShrink, the reason that available implementation of these
algorithms tried to remove the Rician bias, thereby introducing a bias, which is
detrimental to PSNR denoising performance. Slice crops of the simulations using
Gaussian noise BLS-GSM DWSS ProbShrink NLMS
proposed
type of correlation [Portilla 03] [Nowak 99] [Pižurica 03] [Coupe 08]
white 24.7dB 15.3dB 15.5dB 24.8dB 24.0dB
1 direction correlated 23.6dB 16.2dB 17.7dB 23.8dB 22.4dB
3 directions correlated 18.4dB 16.0dB 16.1dB 19.5dB 22.2dB
Table 3.2: PSNR values for a denoised Brainweb image with artificial Gaussian noise, input
PSNR = 16dB
additive Gaussian noise, which have been filtered to simulate correlated noise,
are presented in Figure 3.17. The PSNR comparisons for different types of noise
correlation using artificial Rician noise are presented in table Table 3.3. Slice crops
Rician noise BLS-GSM DWSS ProbShrink NLMS
proposed
type of correlation [Portilla 03] [Nowak 99] [Pižurica 03] [Coupe 08]
white 20.2dB 19.4dB 20.1dB 21.9dB 23.8dB
1 direction correlated 19.7dB 17.4dB 19.7dB 21.2dB 23.2dB
3 directions correlated 17.5dB 16.1dB 17.0dB 17.5dB 20.7dB
Table 3.3: PSNR values for a denoised Brainweb image with artificial Rician noise, input
PSNR = 15dB
from simulations where artificial Rician correlated noise was used are presented
in Figure 3.18 and Figure 3.19. To increase visibility of the different artifacts that
arise from using these different algorithms, in this simulation, an unrealistically
large noise variance was used. Consequently no result is clinically relevant, but we
can better see the reduced contrast in DWSS, the residual correlated noise in BLS-
GSM and the selective oversmoothing in NLMS. The proposed algorithm finds a
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Gaussian noise - 3D correlation
Noise free Noisy image 3D DT-CWT DWSS
reference BLS-GSM [Nowak 99]
[Portilla 03]
PSNR= 16dB PSNR= 18.4dB PSNR= 16.0dB
Empirical 3D MRI NLMS Proposed method
ProbShrink [Coupe 08]
[Pižurica 03]
PSNR= 16.1dB PSNR= 19.5dB PSNR=22.2dB
Figure 3.17: Denoising results after an simulation experiment with Gaussian noise corre-
lation in 3 dimensions on a crop from the Brainweb T2 image.
middle ground between these artifacts, where the different detailed structures to
the right are better preserved, which translates in a larger PSNR.
3.5.2.2 Segmentation of white matter on an artificial brain
One application of denoising is the automatic segmentation of white matter versus
gray matter. In the artificial Brainweb images we denoised in Section 3.5.2.1, the
delineation of white matter versus gray matter is clearly visible. However, when
faced with (simulated) Rician noise, this relatively low contrast boundary becomes
obscured. This is a significant hindrance to proper segmentation.
Modern denoising algorithms take great care to reconstruct meaningful struc-
tures like edges from noisy data. Essentially, a boundary is such an edge. So our
proposed denoising algorithm should be useful in a segmentation experiment.
Figure 3.20 shows the results of such a segmentation experiment, for more
information about the used segmentation technique, we refer to [De Bock 07].
It is clearly visible that the segmentation fails on the noisy data, which is to be
expected as the white versus gray matter boundary is corrupted by noise. After
denoising, the segmentation is much improved and corresponds well to the ground
truth segmentation from the noise-free image.
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Rician noise: 1D correlation
Noise free Noisy image 3D DT-CWT DWSS
reference BLS-GSM [Nowak 99]
[Portilla 03]
PSNR=15dB PSNR=19.7dB PSNR=17.4dB
Empirical ProbShrink 3D MRI NLMS Proposed method
[Pižurica 03] [Coupe 08]
PSNR=19.7dB PSNR=21.2dB PSNR=23.2dB
Figure 3.18: Denoising results after an simulation experiment with Rician noise correlation
in 1 dimension on a crop from the Brainweb T2 image.
3.5.2.3 Experiment with real MRI data
In order to verify our models about MRI noise characteristics, an experiment with
actual (not simulated) MRI data is needed. In this work we use a specimen of the
citrus grandis species, also known as the pomelo, as the scanning subject. The
pomelo has a lot of fine structures that are similar to e.g. vein structures in the
body, and is particularly difficult to denoise. We used T2 acquisition on a Siemens
Magnetom Trio 3T MRI scanner, with isotropic voxel size of 0.6mm x 0.6mm x
0.6mm. As reference data, we also made a high quality scan, where noise was
reduced by performing averaging of separate scans on the scanner. Note that this
lengthens the total scan time by a factor of the total amount of averages, so in a
real clinical setting, obtaining a reference high quality scan is often infeasible. In
a clinical setting, denoising a single noisy scan is often the only option, as it is
unlikely a patient can stay still for 2,4,16,... scans in a row, which would result in
motion artifacts (see Section 5.4.5 in Chapter 5).
Figure 3.21 shows some qualitative results for denoising this 3D sequence.
This experiment suggests that the proposed denoising algorithm is better in re-
constructing important image features, such as edges, when compared to other
wavelet shrinkage methods [Nowak 99, Pižurica 03] and even the NLMS algo-
rithm [Coupe 08].
To further validate this conclusion, we performed a second experiment where
we used a larger voxel size: 0.8mm x 0.8mm x 0.8mm. A larger voxel size results
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Rician noise: 3D correlation
Noise free Noisy image 3D DT-CWT DWSS
reference BLS-GSM [Nowak 99]
[Portilla 03]
PSNR=15dB PSNR=17.5dB PSNR=16.1dB
Empirical ProbShrink 3D MRI NLMS Proposed method
[Pižurica 03] [Coupe 08]
PSNR=17.0dB PSNR=17.5dB PSNR=20.7dB
Figure 3.19: Denoising results after an simulation experiment with Rician noise correlation
in 3 dimensions on a crop from the Brainweb T2 image.
in more signal energy per voxel, so the SNR is higher in this case. Still, it can
be seen in Figure 3.23 that there is some noise left and denoising could help here.
Again, we made a reference high quality scan by averaging several scans.
The denoising experiment again shows that the proposed denoising algorithm
outperforms the existing algorithms with respect to edge preservation. The NLMS
algorithm smooths some of the actual fine image structures, which is often not
problematic (in the PSNR sense) for natural images, but great care should be taken
in a medical context. Wavelet-based methods can be more conservative, as evident
in this experiment, where the proposed method removes the obvious noise, but
avoids blurring the actual image structures.
3.6 Conclusions
This chapter presented original contributions to the problem of suppression of (cor-
related) noise in images. We first explained the main challenges in terms of esti-
mating the noise statistics and then we introduced new methods for estimating the
noise covariance and for actual denoising. Concretely, we contributed to the state
of the art with the following:
• We gave an overview of noise estimation techniques (Section 3.3.3) and
noise generating mechanisms (Section 3.3.2).
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Slice from Slice with artificial Denoising result
noise-free T2 Rician using the
Brainweb volume correlated noise proposed method
White matter White matter White matter
segmentation result segmentation result segmentation result
using noise free volume using noisy data using denoised data
Dice coefficient = 0.87 Dice coefficient = 0.92
Figure 3.20: Segmentation experiment on a simulated noisy MRI volume. Also, we added
the Dice coefficient [Dice 45] to indicate the consistency with noise-free segmentation of
the volume.
• We developed a novel multiresolution correlated noise estimation technique,
that is compatible with the DT-CWT (see Section 3.3.4.3).
• We developed a novel empirical Probshrink-related method to perform cor-
related noise denoising of natural images (Section 3.4.4).
• This was then built upon in a novel 3D multi-resolution denoising method
for Rician noise denoising in magnitude MR images (Section 3.4.5). This
technique was shown to be very competitive with the state-of-the-art MRI
denoising techniques, both in quantitative and qualitative terms.
While the application of MRI was specifically addressed, correlated noise is ubiq-
uitous, e.g. in thermal imagery, PAL imagery, photographic imagery, ... Therefore
many of the proposed techniques are not limited to one application. We have
also demonstrated the denoising performance of the proposed techniques in gen-
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Reference Noisy input Proposed
high quality MRI sequence method
MRI sequence
DWSS ProbShrink NLMS
[Nowak 99] [Pižurica 03] [Coupe 08]
Figure 3.21: Denoising of a real noisy MRI volume with very low SNR.
eral correlated noise scenarios. In the next chapters, we will describe the use of
multi-resolution image models in other restoration applications besides denoising.
The contributions in this chapter have resulted in a publication in an interna-
tional journal [Goossens 10b], one book chapter [Aelterman 10a] and two publi-
cations in international conference proceedings [Aelterman 08, Goossens 11d].
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DWSS Proposed
[Nowak 99] method
ProbShrink NLMS
[Pižurica 03] [Coupe 08]
Figure 3.22: Difference images when comparing the noisy image with the denoised image
from Figure 3.21.
Reference Noisy input Proposed
high quality MRI sequence method
MRI sequence
DWSS ProbShrink NLMS
[Nowak 99] [Pižurica 03] [Coupe 08]
Figure 3.23: Denoising of a real noisy MRI volume with low SNR.

4
Complex wavelet demosaicing
“Color as perceived by us is a function of three independent variables... At least
three are I think sufficient, but time will show if I thrive.” - James Clerk Maxwell
4.1 Introduction
In Chapter 3, we combined the use of prior knowledge, about the statistics of nat-
ural images (in a multi-resolution representation) with a statistical model for the
degradation process, in order to obtain high-quality image restoration. In this chap-
ter, we will do this again for the problem of demosaicing. While the degradation
process of noise, discussed in Chapter 3, is known in a statistical sense, mosaicing
can be viewed as a process that degrades an ideal color image in a known, de-
terministic sense. The mosaicing problem is a ‘missing data problem’, i.e. data
points (pixel values) that are necessary (for a full color image) are missing, in
a predictable mosaic pattern, due to the acquisition process hardware in a digi-
tal camera. Demosaicing, or color filter array (CFA) interpolation of Bayer ar-
rays [Bayer 76], is the process of recovering the missing data points in order to
produce a full color image (as illustrated in Figure 4.1) from mosaiced data. It is
therefore vital in nearly all digital cameras.
Demosaicing is often performed within the limited computational capabilities
of digital cameras, so computational and memory efficiency is an important re-
quirement for a practical demosaicing algorithm. The simplest techniques are
based on linear interpolation, such as nearest neighbor or bilinear interpolation,
but these techniques suffer from significant artifacts due to frequency crosstalk
and/or image blur. Image blur is caused by a (too) small support of the recon-
structed power spectral density (PSD), called the spectral support, of the resulting
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image. Frequency crosstalk is caused by an incorrect separation of the signal spec-
trum from the modulated replicas of signal spectrum, which are introduced by the
mosaicing (i.e. subsampling) operation.
Advanced demosaicing techniques greatly reduce image artifacts, at the cost
of a higher computational complexity. The method of Zhang and Wu [Zhang 05]
fuses directional MMSE estimates according to an edge adaptive criterion. In
[Gunturk 02], an alternating projections approach is used to enforce natural image
prior models, such as inter-channel spectral correlations. Paliy et al. [Paliy 08,
Paliy 07] present a method which carefully uses a combination of local polynomial
approximation (LPA) interpolation with intersections of confidence intervals (ICI)
to adapt the length of the interpolation kernels to the data in order to avoid artifacts.
Other examples are [Menon 07a] where horizontal and vertical interpolations are
fused according to local estimations of the image gradient or [Buades 09] where a
version of the non-local means algorithm is proposed for self-similarity enforcing
demosaicing post processing.
These examples show that demosaicing is usually implemented using linear
filter kernels. This implies that it could be useful to look at the problem in the fre-
quency domain. Demosaicing with linear filters that are defined in the frequency
domain was explored in [Dubois 05,Alleysson 05,Alleysson 08]. Manipulation of
linear filter output is very efficiently implemented in the context of wavelet filters,
so it should not surprise that several CFA interpolation techniques exist that use
wavelet filter banks, e.g. [Hel-Or 02, Driesen 04, Hirakawa 07, Menon 07b]. The
scheme in [Hel-Or 02] iteratively smoothens the output of a Laplacian pyramid
decomposition based on a directional criterion, i.e. it is a steerable pyramid ap-
proach. The scheme in [Driesen 04] performs post-processing in a wavelet scheme,
based on an edge direction criterion obtained by wavelet analysis. Methods such
as in [Menon 07b] use the wavelet-domain to perform local edge detection in or-
der to do locally adaptive demosaicing in the pixel domain for the color channels.
These methods have in common that they estimate dominant edge directions by
looking at preliminary low-pass interpolated luminance, which introduces image
blur in the resulting image as this low-pass interpolation lowers the overall spectral
support of the reconstruction.
In this chapter, we present a novel method that performs demosaicing in a very
memory and computationally efficient way, by directly performing demosaicing
in a multi-resolution representation, without preliminary interpolation, while in-
corporating the necessary features of a high quality demosaicing algorithm. The
proposed algorithm is designed to reconstruct a larger portion of the signal spec-
trum than many existing methods, by including locally adaptive measures to avoid
reconstruction artifacts. The proposed dual-tree complex wavelet multi-resolution
approach is also notable for its potential to be efficiently extended to wavelet-based
denoising and deblurring, which could result in a very efficient joint demosaicing
and denoising algorithm.
This chapter is structured as follows: We start off with an overview of the state
of the art in demosaicing, which leads into a non-conventional multi-resolution
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Monochrome 
pixel sensor
Green pixel 
color filter
Red pixel 
color filter
Demosaicing
Mosaic image 
1 channel
M(p)
Full color image 
modeled as 3 color channels
R(p),G(p) and B(p)
Figure 4.1: Demosaicing is the reconstruction of a color image that was acquired through
a color filter onto monochrome sensor array.
model of the process of (de)mosaicing in Section 4.2. Section 4.2.3 explains
the frequency domain view of the mosaicing problem, as well as background
on state-of-the-art demosaicing algorithm principles. Section 4.2.4 details the
multi-resolution (wavelet) interpretation of the mosaicing problem and details the
method from [Hirakawa 07], as this is closely related to the proposed dual-tree
complex wavelet implementation. An overview of the proposed algorithm is given
in Section 4.3. Section 4.3.1 explains the details of the proposed algorithm, we
focus on implementation issues with respect to the novel use of the dual-tree com-
plex wavelet transform in Section 4.3.2 and detail the novel local adaptivity of the
proposed algorithm, in Section 4.3.3. A novel approach to extend the reconstructed
luminance spectral support is presented in Section 4.3.3.3. Section 4.4 discusses
the performance of several aspects of the proposed technique and compares with
state-of-the-art algorithms. Section 4.5 concludes this chapter.
4.2 Background on demosaicing
Demosaicing is a digital image reconstruction process used to reconstruct a full
color image from the incomplete color samples output from an image sensor that
was overlaid with a color filter array (CFA). It is also known as CFA interpolation
or color reconstruction. The principle is illustrated in Figure 4.1 for the Bayer
CFA [Bayer 76]. The dominance of green color filters is motivated by the human
eye’s superior sensitivity to greens. Since demosaicing is a digital process, we will
analyze the process of (de)mosaicing in the discrete domain, i.e. after the optical
system (which we consider as perfect) and capture of data by the image sensors.
In this section, we will detail the prior art in domain demosaicing. We start with
a description of the problem of demosaicing in Section 4.2.1. Then we describe
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existing demosaicing algorithms in Section 4.2.3
4.2.1 Mosaicing problem formulation
Consider an image which consists of three color channels in an RGB color model:
a red channel R : Z2 → R, green channel G : Z2 → R and blue B : Z2 → R.
Assume that the Bayer filter mosaic grid, seen in Figure 4.4, is used. The Bayer
color filter array allows only one color channel to be sampled by a sensor. So
for each spatial position p = (p1, p2), only one of the the sampled color signals,
which we call Rm (p), Gm (p) and Bm (p) (the sampled versions of respectively
R, G and B) has a non-zero value. In the following it will be convenient to group
the known Rm (p), Gm (p) and Bm (p) values into a single grayscale mosaic
image, which contains the same information. This mosaic image M : Z2 → R is
then defined as the aggregation of subsampled red, green and blue channels into a
single (grayscale) channel:
M (p) = Rm (p) +Gm (p) +Bm (p) (4.1)
where the CFA sampling operation (i.e. the mosaicing operation, which sets the
unsampled values to zero) is expressed as:
Rm (p) = R (p)
1 + (−1)p1 − (−1)p2 − (−1)p1+p2
4
Gm (p) = G (p)
1 + (−1)p1+p2
2
(4.2)
Bm (p) = B (p)
1− (−1)p1 + (−1)p2 − (−1)p1+p2
4
.
This definition has the effect that M (p) is equal to either R (p), G (p) or B (p)
depending on the spatial location p. Demosaicing is the estimation of the images
R (p), G (p) and B (p) from the mosaic image M (p), i.e. demosaicing reverses
the mosaicing operation implemented by the CFA.
4.2.2 Characteristics of state-of-the-art demosaicing algorithms
Demosaicing algorithms invariably exploit features of natural images and human
vision as prior knowledge, in order to make the output image compliant with the
principles human visual system. In this section, we list the most common princi-
ples used in demosaicing algorithms.
4.2.2.1 Low-pass filtering
The goal of demosaicing is to reverse the mosaicing operation implemented by the
CFA. In Section 4.2.1, we established that this mosaicing operation consists of a
subsampling operation, expressed in Eq. (4.2), followed by an interleaving opera-
tion, expressed in Eq. (4.1). The simplest approach for demosaicing is thus to do
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deinterleaving and interpolation, i.e. upsampling. Upsampling involves (zero in-
sertion and) a low-pass filter to suppress artifacts, due to unwanted spectral replicas
of the original signal, in the result. Therefore, the most straightforward demosaic-
ing algorithms are little more than interpolation algorithms distinguished by dif-
ferent low-pass filters. Advanced demosaicing algorithms still use low-pass filters,
but embedded in a variety of more complex interpolation schemes.
The classic example of straightforward demosaicing algorithms is bilinear de-
mosaicing, which involve simple bilinear (low-pass) filters. As an illustration,
we show the power spectral density of these low-pass filters in Figure 4.2. Note
the smaller spectral support for the red/blue filter (right) than for the green filter
(left). This is because, for the Bayer grid, the green channel is subsampled to a
lesser degree than the red and blue channels, so less aggressive low-pass filter-
ing is necessary. The small spectral support of these filters is a disadvantage, as
it reduces image sharpness. Advanced demosaicing algorithms use non-linear or
locally-adaptive techniques (see Section 4.2.2.2) to mitigate this disadvantage.
  
ω
2
ω
1
  
ω
2
ω
1
Green Red/Blue
Figure 4.2: Power spectral density of the filters from a bilinear demosaicing filter imple-
mentation (black means no attenuation).
4.2.2.2 Locally-adaptive filtering
State-of-the-art demosaicing algorithms [Kimmel 99, Paliy 08, Menon 07a, Gun-
turk 02] generally complement or modify an upscaling approach to allow for local
changes in the way the image is processed. The aim is to avoid noticeable arti-
facts from appearing in the result. To demonstrate the need, we will now show
how such artifacts typically arise. Figure 4.3 demonstrates the bilinear demosaic-
ing algorithm on the Barbara test image. Two things are noteworthy. Firstly, the
resulting image is less sharp, which is expected given the low-pass nature of the
filters (see Figure 4.2). Secondly, artifacts are visible, noticeably in the areas indi-
cated by the circles. In the previous section, we described demosaicing algorithms
as upscaling, in this light we can consider artifacts as resulting from spectral repli-
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Original image Bilinear demosaiced
Figure 4.3: Bilinear Demosaicing on the Barbara image. note how the local high frequency
content of the stripes introduces demosaicing artifacts: discolorations in the indicated areas
of the black/white veil.
cas of the original signal that were insufficiently suppressed. Image structures of
large spectral support are typically the cause of such insufficient suppression. An
example is the signal that is the patch of stripes in Figure 4.3, the power spectral
density of this signal has a very large spectral support. From Section 2.2, we learn
that natural images indeed have structures of large spectral support, but that these
are spatially localized. If this is true, the ideal approach would be to locally change
the support of the low-pass filter in the upscaling approach according to the esti-
mated spectral support of the signal that is to be reconstructed, e.g. an upscaling
approach that uses a horizontal low-pass filter for a region with horizontal stripes
and a vertical low-pass filter for a region vertical stripes. So locality is a property
of natural images that is often exploited in demosaicing.
4.2.2.3 Chrominance of small spectral support
Chrominance is usually defined as difference between a red or blue value and a
global lightness value called luminance. Because of the large overlap between the
spectral response curves of the human eye, chrominance is usually perceived with
a low amplitude. Just as for any natural image (see Section 2.2), a chrominance
image consists mainly of the low (spatial) frequency contributions. Therefore high
(spatial) frequency chrominance is perceived as being of especially low amplitude
and discarding it yields little perceived difference for the human visual system
(HVS). This property of the HVS can be exploited through allowing the assump-
tion of a small spectral support on natural image chrominance spatial frequencies.
A classic example of the use of this property is found in the classic color television
standards such as PAL, which uses it in the modulation scheme1 [Jack 07].
The predominance of green color filters in the Bayer CFA (see Figure 4.1)
is an adaptation of a mosaicing technique to the same property of the HVS: the
green (~luminance) sampling resolution is increased at the cost of red and blue
1This also gives rise to noise correlation (see Section 3.3.2.1)
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(whose difference with green is responsible for chrominance) sampling resolu-
tion. Apart from mosaicing techniques, state-of-the-art demosaicing methods also
exploit the fact that the HVS is more sensitive to luminance than to chrominance
[Adams 95,Kimmel 99,Gunturk 02,Alleysson 05,Zhang 05,Hirakawa 07,Paliy 08]
in various ways. Some demosaicing techniques [Hirakawa 07, Aelterman 09a]
simplify the implementation of the small spectral support chrominance model by
approximating the chrominance as the red-green and the blue-green color differ-
ences. This implies the extra assumption that the green color channel is equivalent
with the luminance, which is only valid by approximation. This implementation
gives a different interpretation to the terms that make up the mosaic signal, defined
in Eq. (4.1). In Eq. (4.1), the mosaic image is analyzed as a single-channel im-
age that interleaves the known values of the green, red and blue channel. Here,
we consider it as the single-channel superposition of an (unknown) fully sampled
green channel, and subsampled (and also unknown) red and blue color difference
channels called Rlc (p) and Blc (p) that are zero everywhere except where the
red, respectively blue channel has a known pixel intensity. We define Rlc (p) and
Blc (p) as
Rlc (p) = (R (p)−G (p)) 1 + (−1)
p1 − (−1)p2 − (−1)p1+p2
4
(4.3)
Blc (p) = (B (p)−G (p)) 1− (−1)
p1 + (−1)p2 − (−1)p1+p2
4
such that an equivalent definition to Eq. (4.1) is:
M (p) = Rlc (p) +G (p) +Blc (p) . (4.4)
where the subscript lc indicates the aforementioned color difference operations.
Figure 4.4 illustrates this idea and we will call this the luminance/chrominance
interpretation. In demosaicing schemes that use this luminance/chrominance in-
terpretation, the fully sampled green channel is unknown at the start. Therefore,
state-of-the-art demosaicing algorithms often incorporate a preliminary estimation
of the fully sampled green channel [Hel-Or 02, Driesen 04, Zhang 05, Menon 07b,
Paliy 07].
As a proof of this concept of the power of the luminance/chrominance assump-
tion, we show a comparison between classic bilinear demosaicing, i.e. performed
on Rm (p), Gm (p) and Bm (p) using the filters from Figure 4.2, and bilinear de-
mosaicing using the small chrominance spectral support assumption. For the latter
variation, first Gˆ (p) is estimated as the bilinear interpolation of Gm (p), just as in
a conventional bilinear demosaicing. Then, for the spatial positions where Rm (p)
or Bm (p) are unknown, we perform bilinear interpolation on Rm (p) − Gˆ (p),
respectively Bm (p) − Gˆ (p) (i.e. the color difference or chrominance), in the
same way that the red and blue channel are interpolated in conventional bilinear
demosaicing. This way, we obtain fully sampled estimates for R (p)−G (p) and
B (p) − G (p). Adding our first estimate Gˆ (p) to these color differences, yields
fully sampled estimates for R, G and B, which is demosaicing. The idea behind
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Figure 4.4: Interpretation of the mosaic image as the sum of three subsampled color chan-
nels (left) or as the sum of fully sampled green and two subsampled color difference channel
(right).
this method is that the filter of small spectral support (the Red/Blue filter in 4.2) is
only used in the interpolation of the color differences, not for the color channels
directly. Therefore the assumption is that the color difference channels R−G and
B − G are of small spectral support, rather than the color channels R and B, as
classic bilinear demosaicing implicitly assumes. A detail of the two demosaicing
results is shown in 4.5, it can be seen that the result of demosaicing in color dif-
ference space is sharper and has less severe discoloration artifacts. This is why the
small chrominance spectral support is often used in demosaicing.
4.2.3 Frequency domain formulation
In the previous section, we discussed that some demosaicing algorithms amount
to simple upscaling schemes, as far as they do not perform locally adaptive pro-
cessing. These cases facilitate the study of (de)mosaicing in Fourier space. In this
section, we will describe the (de)mosaicing in Fourier space because it allows to
analyze the problem in terms of a frequency decomposition and our final aim is to
do demosaicing in wavelet domain, which is also via a (time-)frequency analysis.
4.2.3.1 Mosaicing in frequency space
We will first explain how the mosaicing operation in Eq. (4.2) affects the discrete
time Fourier spectra of the channels R (p), G (p) and B (p), called respectively
r (ω), g (ω) and b (ω). Because of the subsampling operation in Eq. (4.2), the
discrete time Fourier spectra rm (ω), gm (ω) and bm (ω) of respectively Rm (p),
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Bilinear demosaicing Bilinear demosaicing
on color channels on color differences
ground truth
Figure 4.5: Comparison between bilinear demosaicing on the red, green and blue channels
(left) and bilinear demosaicing using the luminance/chrominance assumption, i.e. on the
B−G andR−G channels from 4.4 (right). Note that discoloration artifacts are less severe
for the right image.
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Gm (p) and Bm (p) is given by:
rm (ω) = r (ω) + r
(
ω +
[
pi
0
])
− r
(
ω +
[
0
pi
])
− r
(
ω +
[
pi
pi
])
gm (ω) = g (ω) + g
(
ω +
[
pi
pi
])
(4.5)
bm (ω) = b (ω)− b
(
ω +
[
pi
0
])
+ b
(
ω +
[
0
pi
])
− b
(
ω +
[
pi
pi
])
.
This equation shows a classic result in sampling theory: (sub)sampling (~mosaic-
ing) results in spectral replicas of the original spectrum. We visualize the color
channel’s power spectra, along with their spectral replicas in Figure 4.6.2
Mosaicing
Figure 4.6: Effects of mosaicing on the signal power spectra: Three color channels (top
row) are subsampled to form one interleaved mosaic image, which is a superposition of the
three subsampled color channels (bottom row).
When we use the same analysis approach on Eq. 4.3, we obtain spectral repli-
cas for the color differences (i.e. the chrominance signals), but not for the green
channel (as it is considered fully sampled in this interpretation). This is visualized
in Figure 4.7. The constituent color difference channel spectra and green channel
2We choose to visualize a PSD of an arbitrary image as a blob of color that decays in power with
increasing radial frequency. The PSD is thus drawn with most of the energy concentrated in the low
frequencies and a circle of equal expected signal power. This is consistent with natural image models
from Section 2.2.
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Mosaic image
R-G
B-G
G
Figure 4.7: Visualization of the overlapping spectra caused by the three terms that make up
the mosaic image. Note that the color differences are drawn here with smaller support.
spectrum give an interpretation to the energy distribution of a mosaic image PSD,
which is also visualized in Figure 4.7.
Note that we have drawn the spectral support of the color difference (~ chromi-
nance) channel spectra as smaller than that of the R and B spectra. This is to
indicate the possibility of exploiting the small chrominance spectral support as-
sumption, see Section 4.2.2.3 where we discussed how the color differences can
be assumed to be of smaller amplitude. Also note that here, we did this analysis for
the Bayer grid, as it remains the most commonly used grid, but the principles used
in the proposed algorithm can be applied to many different grid layouts, albeit in
a heavily modified algorithm3.
4.2.3.2 Demosaicing in frequency space
Although not a common approach, it is possible to define linear filters that work
in a demosaicing interpolation scheme in frequency space. In [Alleysson 05, Al-
leysson 08], Wiener demosaicing filters were designed in the Fourier domain. As
another example, we will describe a demosaicing algorithm that uses the lumi-
nance/chrominance approximation from Section 4.2.2.3. Assume we can find three
3A different sampling grid leads to a different conceptual partitioning of the mosaic spectrum into
signal and spectral replicas. This means that the wavelet analysis and synthesis of color components has
to be performed using different equations, perhaps even using more wavelet scales, in order to separate
the different parts. However, it would still be possible to derive a demosaicing algorithm according to
the same principles presented in this chapter.
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filters hcorner (ω), hcenter (ω) and hside (ω) that possess the following property:
hcorner (ω)m (ω) ≈ blc
(
ω +
[
pi
pi
])
+ rlc
(
ω +
[
pi
pi
])
hcenter (ω)m (ω) ≈ g (ω) + blc (ω) + rlc (ω) (4.6)
hside (ω)m (ω) ≈ blc
(
ω +
[
0
pi
])
− rlc
(
ω +
[
0
pi
])
with m (ω), g (ω), blc (ω) and rlc (ω) the discrete time Fourier spectrum of re-
spectively the mosaic image M (p), G (p), Blc (p) and Rlc (p) as defined in Eq.
(4.4). These three filters are then band-pass filters that isolate the different spectral
replicas, i.e. to the side and in the corners of the spectrum, from the center, low-
pass part of the spectrum sketched in Figure 4.7. Note how Eq. (4.6) is a linear
system that can be solved for g (ω), blc (ω) and rlc (ω). We get:
rlc (ω) ≈ 1
2
hcorner
(
ω +
[
pi
pi
])
m
(
ω +
[
pi
pi
])
−1
2
hside
(
ω +
[
0
pi
])
m
(
ω +
[
0
pi
])
(4.7)
g (ω) ≈ hcenter (ω)m (ω)− blc (ω)− rlc (ω) (4.8)
blc (ω) ≈ 1
2
hcorner
(
ω +
[
pi
pi
])
m
(
ω +
[
pi
pi
])
+
1
2
hside
(
ω +
[
0
pi
])
m
(
ω +
[
0
pi
])
(4.9)
from which r (ω) and b (ω), the DTFT representation of the fully sampled color
channels R (p) and B (p), are obtained through:
r (ω) = rlc (ω) + g (ω)
b (ω) = blc (ω) + g (ω) . (4.10)
Taking Eq. (4.10) together with the DTFT representation g (ω) of G (p) from
Eq. (4.8) constitutes demosaicing, as we obtained R (p), B (p) and G (p) from
the mosaic image DTFT representation m (ω). We identify the following steps
in this approach: After a signal with spectrum m (ω) is filtered by a filter bank,
we obtain three filtered signals in Eq. (4.6). Then linear combinations are made
from the outputs of these filter bank, after they have been subjected to modulation,
which is expressed in Eq. (4.8) and Eq. (4.10).
One possible implementation of the modulation in Eq. (4.7) and Eq. (4.9) is
to start by downsampling the filtered mosaic signal with a factor 2 (i.e. removing
every other sample) and then upsampling the output again with a factor 2 (i.e. in-
serting zeros) Eq. (4.6). This introduces spectral replica terms in the spectrum at
a spacings pi (both vertically and horizontally), which are the modulated versions
of the original signal as required in Eq. (4.8). In order to get rid of the unwanted
spectral replica terms, another filter step can then implemented. This procedure
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(filter, decimate, insert zeros, filter) is similar to the way a wavelet transform (de-
composition with decimation, reconstruction) is implemented, which is detailed
in Section 2.3.1. So, if it is possible to accurately emulate the effect of the filters
hcorner (ω), hcenter (ω) and hside (ω) using a wavelet filter bank, it may be possi-
ble to perform demosaicing in wavelet domain. This is exactly what we propose
in our work, because demosaicing could then be seamlessly integrated with any
other wavelet-based image processing technique.
4.2.4 Wavelet-domain formulation
Section 4.2.3.1 suggests that (de)mosaicing is in fact an exercise in linear filtering
and sampling theory and has a clear interpretation in the Fourier domain. It was
explained how demosaicing can be performed by combining the output of deci-
mated filter banks. We will explain demosaicing here in the context of wavelet
filter banks. Demosaicing using wavelet filter banks was first proposed in [Hi-
rakawa 07], which is the technique that will be discussed in this section. In Section
4.3, we will propose our improvements over this basic scheme, notably with re-
spect to locally adaptive processing and the dual-tree complex wavelet transform.
4.2.4.1 Wavelet transform of a 1D subsampled signal
We will now look at the requirements for demosaicing that need to be imposed
on a wavelet filter bank in order to be able to do demosaicing in a scheme similar
to the one explained in Section 4.2.3.2. We will first explain this for 1D (where
a definition of mosaicing would be equivalent to downsampling) and extend it to
real 2D mosaicing in the next section. The Fourier spectrum xm (ω) of a decimated
(mosaiced) version of signal with spectrum x (ω), is written as:
xm (ω) =
1
2
(x (ω)− x (ω + pi)) . (4.11)
This mosaiced signal is now filtered and decimated, to simulate the computation
of a single scale wavelet transform decomposition band (see Figure 2.4). Assume
hH(ω) is the frequency response of the wavelet filter involved. The spectrum of
the resulting signal is then:
xH,m (ω) =
1
4
(hH(ω)x (ω) + hH(ω + pi)x (ω + pi))︸ ︷︷ ︸
1
2
xH (ω)
−1
4
(hH(ω + pi)x (ω) + hH(ω)x (ω + pi))︸ ︷︷ ︸ . (4.12)
1
2
xH,m (ω)
The first part in this equation is spectrum xH (ω) of the wavelet transform of the
original (meaning unmosaiced, undecimated) signal x (ω). We now assume (ap-
proximate) low-pass bandlimitedness of the original signal and the wavelet filter,
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i.e. xH (ω) ≈ 0, and we assume that the wavelet filters are quadrature mirror fil-
ters (QMF), i.e. they satisfy the relationship hH(ω) = exp(jθ(−ω))hL (pi − ω),
with θ(ω) an arbitrary phase function4 and hL (ω) the frequency response of the
low-pass filter in the wavelet transform. Under these assumptions, the second part,
xH,m (ω), can be rewritten such that:
xH,m (ω) = −1
2
exp (jθ(−ω + pi))hL(−ω)x(ω) (4.13)
−1
2
exp (jθ(−ω))hL(pi − ω)x(ω + pi).
Using a time reversed filter hH˜(ω) = hH(−ω) (note that a time reversal in time
domain corresponds to a reversal in spectral domain) leads to:
xH˜,m (ω) = −
1
2
exp (jθ(ω))hL(ω)x(ω)
−1
2
exp (jθ(ω + pi))hL(ω + pi)x(ω + pi) (4.14)
= −xL (ω) .
with xL (ω) the spectrum of the low-pass coefficients (i.e. the scaling coefficients
in a wavelet transform) of the original signal. The significance of Eq. (4.14) is
that it becomes apparent that the low-pass coefficients of the original signal can
be obtained through high-pass (wavelet) filtering of the mosaic signal, if all the
assumptions are correct. Note that this only holds when the time-reversed high-
pass filter (i.e. the wavelet filter) is used, but only when the following requirement
is fulfilled:
exp (jθ(ω)) = 1. (4.15)
If the phase function θ(ω) is linear, the phase factor corresponds to a translation of
the signal in time domain. This is true for most commonly used wavelet transform
filters, such as the Daubechies wavelets. The constraint of Eq. (4.15) is more
strict, but can be fulfilled easily for these commonly used wavelet transform filters,
by inverting any time-domain translation that the wavelet implementation might
induce in time domain.
4.2.4.2 Demosaicing in a single-scale wavelet transform
We will start off by deriving a wavelet-based demosaicing algorithm for a single
scale wavelet transformation. This serves as a simplified tutorial example before
explaining demosaicing with two scales in Section 4.2.4.3, which follows an anal-
ogous derivation. This derivation forms the basis upon which our proposed method
builds.
Using the relationship (4.14), one can prove that (for the grid indexing of Fig-
ure 4.8) the following relations hold between the wavelet coefficients md1d2 of
M (p) and the wavelet coefficients gd1d2, rd1d2 and bd1d2 of the target signals
G (p), R (p) and B (p) where we drop the spatial index (p) for notational sim-
plicity:
4 This follows from the definition of a QMF [Strang 96].
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Figure 4.8: Grid indexing for the demosaicing procedure, the (0, 0) index coincides with
a green filter, with a blue filter neighboring it vertically and a red filter horizontally for a
Bayer grid.
mLL = gLL +
1
4
(
rlc,LL − rlc,H˜L + rlc,LH˜ − rlc,H˜H˜
)
+
1
4
(
blc,LL + blc,H˜L − blc,LH˜ − blc,H˜H˜
)
mLH˜ = gLH˜ +
1
4
(
rlc,LL − rlc,H˜L + rlc,LH˜ − rlc,H˜H˜
)
+
1
4
(
−blc,LL − blc,H˜L + blc,LH˜ + blc,H˜H˜
)
(4.16)
mH˜L = gH˜L +
1
4
(
−rlc,LL + rlc,H˜L − rlc,LH˜ + rlc,H˜H˜
)
+
1
4
(
blc,LL + blc,H˜L − blc,LH˜ − blc,H˜H˜
)
mH˜H˜ = gH˜H˜ +
1
4
(
−rlc,LL + rlc,H˜L − rlc,LH˜ + rlc,H˜H˜
)
+
1
4
(
−blc,LL − blc,H˜L + blc,LH˜ + blc,H˜H˜
)
In this notation, the first subscript in e.g. md1d2, d1 ∈ {L,H} signifies the hori-
zontal filter used to obtain the wavelet band and the second subscript d2 ∈ {L,H}
signifies the vertical filter. The notation ∼ signifies a time domain reversal of the
filter. In order to be able to treat Eq. (4.16) as a well-posed linear system, just
as we did in Section 4.2.3.2, we need to make suitable assumptions on the spec-
tral support of the signals terms in Eq. (4.16). By solving this linear system for
rlc,d1d2, gd1d2 and blc,d1d2, demosaicing would be achieved.
Because of the small chrominance spectral support assumption (see in Section
4.2.2.3), the color difference signalsBlc (p) andRlc (p) (see Eq. 4.3) are modeled
as having very small spectral support: It is assumed that only the scaling (low-
pass) coefficients of Blc (p) and Rlc (p) (which are called rlc,LL and blc,LL in this
notation) contain significant energy. We assume that:
rlc,d1d2 = 0
blc,d1d2 = 0
d1d2 = LH or LH or HH (4.17)
By making the following additional assumption on the luminance/green wavelet
coefficients
gd1d2 = 0 d1d2 = LH or LH or HH (4.18)
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Figure 4.9: Single scale wavelet transform demosaicing for the red color channel. The
demosaicing rules in Table 4.1 is , sketched for the red signal spectrum. Wavelet coefficients
that represent the striped area of the mosaic spectrum are used to reconstruct the striped
area of the red image spectrum. Because the detailed procedure uses single-scaled wavelet
transform, the striped areas correspond to quarters of the spectral support.
and by substituting Eq. (4.14), Eq. (4.18) and Eq. (4.17) into Eq. (4.16), we
obtain a well-posed linear system for a set of perfect wavelet filters. This well-
posed linear system of equations of the wavelet coefficients of the luminance and
chrominance signals gd1d2, rlc,d1d2 and blc,d1d2 is written as:
mLL =
1
4
rlc,LL + gLL +
1
4
blc,LL
mLH˜ =
1
4
blc,LL − 1
4
rlc,LL = −mH˜L (4.19)
mH˜H˜ = −
1
4
blc,LL − 1
4
rlc,LL.
Note that the resulting system of equations contains a kind of redundancy, because
mLH˜ = −mH˜L, (4.20)
i.e. the same information is available in two different wavelet bands. We will
actually exploit this redundancy in our proposed locally adaptive approach in Sec-
tion 4.3.3.2.
A summary of the demosaicing equations that follow from solving the linear
system in Eq. (4.19) is shown in Table 4.1. We interpret these equations as at-
tributing parts of the mosaic spectrum to the different parts of the red, green and
blue signal spectra. This is shown for the rule to calculate rˆLL in Figure 4.9: Since
the mosaic wavelet coefficients mH˜H˜, mLH˜ and mH˜L (the parts of the mosaic im-
age they represent is indicated by the stripes) are used to reconstruct the low-pass
red coefficients, they are not considered as containing green/luminance energy. So
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Table 4.1: Single scale wavelet subband demosaicing: the three estimated color channels rˆ,
gˆ, bˆ’s wavelet subbands in terms of wavelet subbands of the mosaic data m.
rˆd1d2 gˆd1d2 bˆd1d2
if d1 = d2 = L mLL −mH˜H˜ mLL +mH˜H˜ mLL −mH˜H˜
+mLH˜ −mH˜L −mLH˜ +mH˜L
else 0 0 0
Figure 4.10: Two-scale wavelet transform demosaicing for the red color channel. The de-
mosaicing rules in Table 4.2, i.e. for the two-scale wavelet transform demosaicing, sketched
for the red signal spectrum. Wavelet coefficients that represent the striped area of the mosaic
spectrum are used to reconstruct the striped area of the red image spectrum.
these coefficients are attributed to the chrominance low-pass part of the spectrum,
rather than luminance band/high-pass part. Because of this, the procedure results
in low-pass filtered images, where the red, green and blue channels were filled in
with signals of the same limited spectral support as only the low-pass (scaling) co-
efficients of the wavelet transform were given a non-zero value. One could argue
that this procedure is inferior to even a bilinear demosaicing approach. The reason
we explain the procedure is because the derivation of the procedure is analogous
for the less trivial case with two scales, that is explained in the next section, and
because it forms the basis for our proposed technique in 4.3.
4.2.4.3 Demosaicing in a two-scale wavelet transform
In the previous section, demosaicing for a single-scale wavelet transform was ex-
plained. Using Figure 4.9, it was demonstrated how the demosaicing rules in Table
4.1 attribute large portions of the mosaic image spectrum to chrominance.
However, following the luminance-chrominance discussion in Section 4.2.2.3,
it is desirable to attribute a smaller spectral support to the color difference (chromi-
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Table 4.2: Two-scale wavelet packet subband demosaicing: the three color channels r, g,
b’s wavelet subbands in terms of wavelet subbands of the mosaic data m.
rˆd1d2,d3d4 gˆd1d2,d3d4 bˆd1d2,d3d4
if d1d2, d3d4 = LL,LL
mLL,LL −mH˜H˜,LL
mLL,LL +mH˜H˜,LL
mLL,LL −mH˜H˜,LL
+mLH˜,LL −mH˜L,LL −mLH˜,LL +mH˜L,LL
else if d3d4 6= LL md1d2,d3d4 md1d2,d3d4 md1d2,d3d4
else 0 0 0
nance) channels than for the luminance/green channel. In analogy with Figure
4.9, what we would actually want is shown in Figure 4.10: We would like to at-
tribute wavelet coefficients, which correspond to a small spectral support of the
mosaic image, to chrominance, such that the remaining wavelet coefficients can
be attributed to the green channel. This increases the spectral support of the recon-
structed green channel/luminance and therefore the overall perceived sharpness of
the resulting color image.
If a single-scale wavelet transform is used, there are only 4 transform bands, so
it is impossible to set finer grained spectral support assumptions than on the level
of quadrants of the spectrum. Therefore, in [Hirakawa 07] a two-scale wavelet
packet transform is used, instead of a single-scale wavelet transform: A two-scale
2D wavelet packet transform transforms each band from the first scale into 4 bands,
so in total it considers 16 bands, each of which represents one sixteenth of the total
spectral area. It allows to make the following assumption, attributing only 1/16th
of the total spectral area to color difference (chrominance) support:
rlc,d1d2,d3d4 = 0
rlc,d1d2,d3d4 = 0
d1d2,d3d4 6= LL,LL, (4.21)
with d1,d2,d3 and d4 representing respectively the first scale horizontal, first
scale vertical, second scale horizontal and second scale vertical filter needed to
compute the wavelet band and di ∈ {L,H}.
Following an analogous procedure as was used to obtain the demosaicing rules
in Table 4.1, we now obtain the demosaicing rules in Table 4.2 for this two-scale
2D wavelet packet decomposition. We found experimentally that the 1/16th spec-
tral support granularity that the two-scale wavelet packet transform offers is a good
balance between demosaicing performance and computational complexity. The
demosaiced image can be obtained by using the inverse wavelet packet transform
on the demosaiced wavelet subbands of the respective color channels. This demo-
saicing approach was first proposed in [Hirakawa 07] and we provide a flowchart
as an illustration in Figure 4.11.
Note that the demosaicing rules in (4.2) are only valid for the grid indexing
convention of Figure 4.8. Other grid indexing conventions can easily be handled
by using mirrored boundary extensions, or by deriving the analogous demosaicing
equations, which results in some sign changes.
One might argue that still this approach is little more than a complex scheme
to implement demosaicing by upscaling through linear (low-pass) filtering. This
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Figure 4.11: Flowchart of the demosaicing algorithm from [Hirakawa 07]. The gray area
shows which part of the R,G,B spectrum is recovered.
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is because the wavelet-coefficients are handled linearly, in a non-locally adaptive
fashion, by setting entire wavelet subbands to zero. However, the value of this
scheme lies in the possibility to implement locally adaptive filtering in it, which is
part of our proposed method.
4.3 Proposed demosaicing method
The demosaicing method developed in this work builds further upon the wavelet-
based demosaicing framework from [Hirakawa 07] that is explained in Section
4.2.4. Improvement of this framework is desirable because [Hirakawa 07] is out-
performed in terms of quality by state-of-the-art algorithms. We also identify clear
potential for improvement, as [Hirakawa 07] does not incorporate all the principles
of the state-of-the-art demosaicing algorithms that we explained in Section 4.2.2,
such as local adaptivity.
A complete flow chart of our proposed algorithm is shown in Figure 4.11.
This flowchart highlights the main novelties with respect to the existing wavelet-
based demosaicing [Hirakawa 07] that was explained in 4.2.4. There are three
notable differences. Firstly, there is an entire second branch that governs the ’high
frequency demosaicing rules’. This is designed to reconstruct more of the ideal
signal’s frequency support and is explained in Section 4.3.3.3. Secondly, the pro-
posed approach uses the packet DT-CWT instead of the DWT, the implications of
this are discussed in Section 4.3.2. Thirdly, we developed a method to detect the
dominant feature direction, which is what enables locally adaptive processing and
is therefore used in our demosaicing rules, this is explained in Section 4.3.3.
4.3.1 Overview of the proposed algorithm
Figure 4.12 shows the flowchart of the proposed algorithm that will be explained
in detail in this section. It is worth comparing to the flowchart of [Hirakawa 07]
that is shown in Figure 4.11. Note that the entire right tree in Figure 4.12 can be
omitted at a relatively small quality cost, when the ‘high frequency demosaicing
rules’ part of the tree, explained in Section 4.3.3.3, is omitted. This allows a trade-
off between computational complexity and quality.
Without loss of generality, it is assumed that the top left of the input Bayer
mosaic is oriented as in Figure 4.8. Under this assumption, the demosaicing rules
in Table 4.4 and Table 4.7 are valid for the first packet DT-CWT filter tree and
demosaicing rules for the other trees are analogously derived.
The flowchart for the packet DT-CWT transforms is shown in Figure 4.14.
Note that in Figure 4.11, there are two concurrent dual-tree complex wavelet
packet transformations. However, computational complexity can be reduced by
exploiting the fact that a large number of wavelet bands is unused (filled with zero
coefficients).
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Figure 4.12: Flowchart of the proposed demosaicing algorithm. The gray area shows which
part of the R,G,B spectrum is recovered in each step, for each tree.
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4.3.2 Dual-tree Complex Wavelet Transform
The dual-tree complex wavelet transform was described in detail in Section 2.3.2.
The main strength is that the conflicting requirements of shift-invariant process-
ing and decimation were reconciled through the use of multiple filter trees, which
contain analytical filter pairs. This solves the problem associated with the DWT
(explained in Section 2.3.1.3) while still performing decimation. The decimation
is necessary for Eq. (4.14) to hold, which is the equation that enables this demo-
saicing scheme to yield linear systems that can be solved for the required non-
mosaiced color channels.
4.3.2.1 DT-CWT filters and demosaicing requirements
In a DT-CWT implementation, the goal is to have filter pairs that are Hilbert trans-
formed pairs to enable the computation of analytical signal representations. It turns
out that this goal is incompatible with the desire for compactly support base func-
tions [Selesnick 05]. As such, practical implementations of the DT-CWT settle for
nearly analytical wavelet filter pairs. In [Selesnick 05], it was proven that, in order
to achieve this (near) analyticity in a filter bank scheme, the first scale scaling filter
h1,L(ω) should be time shifted approximately one sample with respect to the cor-
responding filters g1,L(ω) in the Hilbert transformed filter tree. So the DT-CWT
imposes the following requirement:
g1,L(ω) ≈ h1,L(ω) exp (−jω) or g1,L(ω) ≈ h1,L(ω) exp (jω) (4.22)
The demosaicing application on the other hand, imposes its own requirement, Eq.
(4.15), on the involved filters (see Section 4.2.4.1). In the context of the DT-CWT
filters, this requirement takes the form:
h1,H(ω) = h1,L (pi − ω)
g1,H(ω) = g1,L (pi − ω) . (4.23)
with h1,H(ω) and g1,H(ω) the wavelet (high-pass) filters in respectively the first
and second DT-CWT filter tree. We summarized the two requirements Eq. (4.22)
and Eq. (4.23) in Figure 4.13. A result of these requirements is that there is a 1
sample shift between the wavelet filter h1,H(ω) in the first DT-CWT filter tree and
the filter from the second DT-CWT filter tree, g1,H(ω).
The consequence of the sample shift is that the demosaicing rules are only valid
for the first complex wavelet tree as they were derived for a specific lattice (e.g. the
arrangement in Figure 4.8 that is considered throughout this chapter). Due to the
sample shift, the second filter tree can be viewed as using a signal on a different
lattice arrangement than the first filter tree. A different lattice arrangement results
in sign changes in the terms of equations such as 4.19, which are a first step towards
deriving demosaicing equations.
We conclude that sign changes affect the terms in the demosaicing equations in
the different DT-CWT trees. We account for these sign changes by compensating
them in our DT-CWT demosaicing framework (see the sign changes in the flow
chart, Figure 4.12).
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Figure 4.13: Schematic of the requirements imposed by both the demosaicing application
and the use of DT-CWT on the filters in the first scale of the two DT-CWT filter trees. As a
consequence of all the requirements, there is a 1 sample shift between the high pass wavelet
filters in both filter trees.
4.3.2.2 Packet dual-tree wavelet transform
For our demosaicing application, we propose a multiscale packet dual-tree com-
plex wavelet decomposition, in order to have a sufficiently accurate frequency se-
lectivity as in Section 4.2.4.2. The flowchart of this transform is shown in Figure
4.14.
The difference with a classic DT-CWT, as it is explained in Section 2.3.2 and
shown for comparison as a flowchart in Figure 4.15, is in the way that the second
scale is calculated and in the fact that the analyticity recombination is not used (see
Section 2.3.2.6 for an explanation of the recombination step). While in a classic
transform, only the low-pass band is further decomposed at each next scale (see
Figure 2.4), in a packet transform all bands are further decomposed at each scale.
A packet transform therefore has an exponential increase of the number of trans-
form bands in function of the number of scales, rather than a linear increase in
a classic transform (see Section 2.3.1.2). Therefore, it is extra important to keep
the redundancy factor of the transform in check. The redundancy factor of the 2D
DT-CWT is 4 and this is independent of the number of scales (as explained in Sec-
tion 2.3.2.6), and regardless of whether a packet implementation or a conventional
implementation is used. This makes the DT-CWT transform attractive for a packet
implementation in our demosaicing framework.
Also, for a 2D DT-CWT, it is necessary to perform a linear transformation, the
recombination, of the output of the four separate filter trees, because only then the
coefficients have an interpretation as coefficients of a complex 2D wavelet (see
Section 2.3.2.6 or section ‘2-D dual-tree CWT’ in [Selesnick 05]). Only when
this is performed, non-vertical or non-horizontal directional analysis is possible.
However, we choose to omit this recombination step in the implementation of our
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Figure 4.14: Flowchart for the two-scale packet dual-tree complex wavelet transform as
used in this chapter. Note how the analyticity recombination is not performed for this de-
mosaicing application.
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Figure 4.15: Flowchart for the two-scale non-packet dual-tree complex wavelet transform
in contrast to the packet version from Figure 4.14.
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demosaicing framework because deriving demosaicing equations for such recom-
bined bands is needlessly more complicated. For example, the recombination de-
scribed in Eq. (2.33) would imply for this work that one ought to subtract wavelet
bands: two (recombined) DT-CWT bands (e.g. mc,LH˜,LL,1 and mc,H˜H˜,LL,1) can
be written as:
mc,LH˜,LL,1 = mLH˜,LL,1 −mLH˜,LL,4 = 14blc,LL,LL,1 − 14 rlc,LL,LL,1
+ 14blc,LL,LL,4 − 14 rlc,LL,LL,4
mc,H˜H˜,LL,1 = mH˜H˜,LL,1 −mH˜H˜,LL,4 = − 14blc,LL,LL,1 − 14 rlc,LL,LL,1
+ 14blc,LL,LL,4 +
1
4 rlc,LL,LL,4
(4.24)
Notice how these equations contain more terms than Eq. (4.19), which would make
the derivation of demosaicing expressions more complicated and implementation
more computationally intensive.
Because we omit recombination in the proposed method, no directional analy-
sis other than vertical or horizontal is used. However for future work, we remark
that diagonal directional analysis could open up the possibility of reconstructing
even more of the original luminance spectral support in the diagonal direction, at
the cost of added implementation complexity.
4.3.3 Locally adaptive DT-CWT demosaicing
As described in Section 4.2.2.2, demosaicing algorithms that do not adapt to the
local context of a signal, such as bilinear demosaicing algorithm, fail in regions
with high spatial frequency content (e.g. the shroud of Barbara in Figure 4.3).
Examples of demosaicing artifacts are shown in Figure 4.16.
If an artifact appears, it means that at least one of our demosaicing assumptions
(see Section 4.2.4) was invalid: If all assumptions were correct, the only loss of
quality could be due the limited spectral support that is reconstructed, i.e. image
blur would affect the resulting image, but not discoloration or zipper artifact. The
assumptions, namely Eq. (4.18) or Eq. (4.17), involve a limited spectral support
of the three color (difference) channels. Violation of the assumptions lead to the
following effects:
• Because of the assumption of a small spectral support for the luminance/-
green channel, a possible high frequency part to the luminance channel spec-
trum is never reconstructed. Loss of localized contributions to the high fre-
quency part of the signal spectrum causes blur with respect to the original
image. An example of this artifact can be seen in Figure 4.16.
• Luminance/green channel energy that exceeds the spectral support assump-
tions pollutes parts of the frequency space that is assumed to be occupied by
color difference/chrominance spectrum, this results in severe discoloration
artifacts in the result image (see an example in Figure 4.16).
• If a locally adaptive demosaicing algorithm is used, the detection of the local
feature needs to be accurate. Incorrect detection and processing of a local
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ground truth blurring artifact
discoloration artifact zipper artifact
Figure 4.16: Examples of demosaicing artifacts.
feature can lead to false edges, which we call the zipper artifact (see Figure
4.16).
Since these artifacts only occur due to local features, our approach to avoid them
will be one that adapts locally, to local image content. Our approach focuses on
two steps: Firstly, we detect potential demosaicing artifacts correctly (explained in
Section 4.3.3.1), or at least we take the impact of incorrect detections into account.
Secondly, we develop demosaicing rules that use the detection result to avoid de-
mosaicing artifacts from appearing in the result (explained in Sections 4.3.3.2 and
4.3.3.3).
4.3.3.1 Detecting demosaicing artifacts
We will first take a look at how demosaicing artifacts arise. If the luminance
spectral support assumption of Eq. (4.18) is incorrect, this manifests for the two
level wavelet packet transform coefficients as:
gHL,LL,n 6= 0, (4.25)
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where we have added the subscript n ∈ {1, 2, 3, 4} to denote the index of the DT-
CWT filter tree. The texture of vertical stripes in the image in Figure 4.16 is an
example of a such a situation. As a result, the simplified equations from which the
demosaicing rules are derived Eq. (4.19) are not valid, and instead become, for the
first tree of our two level dual-tree complex wavelet packet transformation:
mLL,LL,1 =
1
4
rlc,LL,LL,1 + gLL,LL,1 +
1
4
blc,LL,LL,1
mLH˜,LL,1 =
1
4
blc,LL,LL,1 − 1
4
rlc,LL,LL,1
mH˜L,LL,1 = −mLH˜,LL,1 + gH˜L,LL,1 (4.26)
mH˜H˜,LL,1 = −
1
4
blc,LL,LL,1 − 1
4
rlc,LL,LL,1
Similar to how we used Eq. (4.19), we would like to use the equations in Eq. (4.26)
to find estimates for the low-pass color difference coefficients (i.e. blc,LL,LL,1 and
rlc,LL,LL,1).
Therefore, we would like the wavelet coefficients mLH˜,LL,1, mH˜L,LL,1 and
mH˜H˜,LL,1 to only contain low-pass color difference coefficient contributions. We
consider the mH˜L,LL,1 coefficient to be disturbed by a luminance term: the term
gHL,LL,n appears in the equation formH˜L,LL,1, which causesmH˜L,LL,1 6= −mLH˜,LL,1.
Despite this disturbance, 4.26 still constitutes a well-posed linear system, i.e. one
that can be solved for blc,LL,LL,1, rlc,LL,LL,1 and gLL,LL,1 and even the distur-
bance term gH˜L,LL,1. This is because of what we called the redundancy earlier,
see Eq. (4.20): Because in a situation where all assumptions hold, mH˜L,LL,1 =
−mLH˜,LL,1, it can be tolerated that either mH˜L,LL,1 or mLH˜,LL,1 is disturbed in
other situations, as long as they are not both disturbed at the same time. If both are
disturbed, the result would be an ill-posed linear system.
The difficulty is that, before we can formulate a linear system as Eq. (4.20),
we have to know whethermH˜L,LL,1 is disturbed or whethermLH˜,LL,1 is disturbed.
We assume that two situations can be the cause of an artifact: A first situation
is a that a region contains a primarily vertically oriented local image feature, in
this case gLH,LL,n = 0, but gHL,LL,n 6= 0 and as a result mH˜L,LL,n is disturbed
(the mosaic spectrum PSD in such a situation is illustrated on the left in Figure
4.17). A second situation is a primarily horizontally oriented local image feature,
gLH,LL,n 6= 0, but gHL,LL,n = 0 and as a result mLH˜,LL,n is disturbed (the mo-
saic spectrum PSD in such a situation is illustrated on the right in Figure 4.17).
Note that these two situations do not cover all the possible causes for artifacts, e.g.
when gLH,LL,n 6= 0 and simultaneously gHL,LL,n 6= 0 (a simultaneous horizon-
tal and vertically oriented image feature) or when gHH,LL,n 6= 0 (a diagonal or
checkerboard structure) artifacts will also arise. However, these examples cause
disturbance of a lesser amplitude than the situations that we will handle.
We develop a Bayesian multi-hypothesis decision technique to decide which
one of both coefficients mH˜L,LL,1 or mLH˜,LL,1 is disturbed for a fixed position.
There are two hypotheses: Hv, which means that there is a dominant local horizon-
tal feature (i.e. locally larger vertical luminance spectral support, gHL,LL,n 6= 0)
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Figure 4.17: We consider two situations as the cause of demosaicing artifacts: either the
mosaic spectrum for a local patch is such that the luminance disturbs the spectral replica of
the chrominance horizontally (because gHL,LL,n 6= 0, PSD spectrum illustrated on the left),
or vertically (because gLH,LL,n 6= 0, PSD spectrum illustrated on the right).
and Hh, which means a local vertical feature, gLH,LL,n 6= 0. Based on those
two starting hypotheses, we take three possible decisions into account: Hˆh, which
means a vertical feature is detected; Hˆv, which means a horizontal feature is de-
tected and Hˆu, which means either of the previous decisions is too dangerous with
respect to the Bayesian loss function ν (the ‘unsure’ decision):
ν = cmP
(
Hˆh,Hv|m
)
+ cmP
(
Hˆv,Hh|m
)
+cuP
(
Hˆu,Hh|m
)
+ cuP
(
Hˆu,Hv|m
)
, (4.27)
where cm is the cost of a ‘wrong’ decision, cu is the cost of an ‘unsure’ decision
and the cost of a ‘correct’ decision is considered 0. The hypotheses as well as costs
are graphically illustrated in the schematic in Figure 4.18.
Instead of basing the decision on the vectorm of all wavelet coefficients asso-
ciated with a given spatial location, we assume the decision is equivalent when it
is based on a disturbance measurement vector calledm′:
ν = cmP
(
Hˆh,Hv|m′
)
+ cmP
(
Hˆv,Hh|m′
)
+cuP
(
Hˆu,Hh|m′
)
+ cuP
(
Hˆu,Hv|m′
)
, (4.28)
with
m′ =
[
m′
LH˜,LL,1
,m′
LH˜,LL,2
,m′
LH˜,LL,3
,
m′
LH˜,LL,4
,m′
H˜L,LL,1
,m′
H˜L,LL,2
,m′
H˜L,LL,3
,m′
H˜L,LL,4
]T
.
We intend the disturbance measurement vector to contain only measurements of
luminance, e.g. we wish
m′
H˜L,LL,1
≈ gH˜L,LL,1. (4.29)
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whereas mH˜L,LL,1 = − 14blc,LL,LL,1 + 14 rlc,LL,LL,1 + gH˜L,LL,1 is a measurement
of color difference (chrominance) as well as luminance. In order to remove the
influence of color difference (chrominance), we exploit the knowledge that a fur-
ther high-pass filtering of mH˜L,LL,1 removes most of the (low-pass) color differ-
ence contributions blc,LL,LL,1 and rlc,LL,LL,1, but leaves the band-pass contribution
gH˜L,LL,1.
We propose to implement this low-pass filtering using a third level in the
wavelet packet decomposition, which can be performed at no extra memory cost
using the dual-tree complex wavelet transform. We add another series of subscripts
to the wavelet coefficients to denote the filters used to obtain this third level. Then
we implement the high-pass filter by setting mLH˜,LL,LL,n = mH˜L,LL,LL,n = 0,
i.e. we set the highest frequency subband of the 3 level wavelet packet decompo-
sition to zero. Subsequent reconstruction of this filtered third scale will lead to a
approximate chroma-free coefficients that we use in our disturbance measurement
vector, which we denote with a prime symbol: m′
LH˜,LL,n
and m′
H˜L,LL,n
.
We will now explain how the Bayesian loss function is minimized. We assume
that P (Hh) = P (Hv) = 12 , i.e. the dominant feature direction at a spatial location
is equally probable to be horizontal as vertical. The minimizer of Eq. (4.28) in this
setting is:
Hˆu if p (m
′|Hv) + p (m′|Hh) < cmcu min [p (m′|Hv) ,p (m′|Hh)]
Hˆv if p (m
′|Hv) > p (m′|Hh) and qHˆu
Hˆh otherwise
.
(4.30)
Implementation of Eq. (4.30) requires a model for the statistics of the filtered
wavelet coefficientsm
′
LH˜,LL,n
andm′
H˜L,LL,n
. We propose an (independent) Lapla-
cian model for each coefficient inm′, such that the joint pdf is:
p (m′|Hv) = 1(4bmaxbmin)4 exp
(
−∑4n=1
∣∣∣m′
LH˜,LL,n
∣∣∣
bmax
−∑4n=1
∣∣∣m′
H˜L,LL,n
∣∣∣
bmin
)
p (m′|Hh) = 1(4bmaxbmin)4 exp
(
−∑4n=1
∣∣∣m′
LH˜,LL,n
∣∣∣
bmin
−∑4n=1
∣∣∣m′
H˜L,LL,n
∣∣∣
bmax
)
,
(4.31)
where bmax and bmin are related to the variance in respectively the dominant and
the subordinate direction of the local image feature intensity change: If a region
contains a vertical line, then the coefficient m′
LH˜,LL,n
is more likely to be of larger
magnitude and this is expressed through a large bmax value. The motivation for
a Laplacian model lies in the highly leptokurtic statistics of bandpass filter output
when dealing with natural images. This is well known in image restoration [Mal-
lat 89b, Chang 98, Donoho 95, Simoncelli 96, Pižurica 06a] and explained in more
detail in Section 2.4. For the specific case here, on a filtered dual-tree complex
wavelet packet transform band of a mosaic image, we illustrate the validity of this
model using statistics extracted from the Goldhill image, shown in Figure 4.19.
The figure shows a logarithmically plot histogram of coefficients m′
LH˜,LL,1
from
a natural image, along with a Laplacian fit, and a Gaussian fit. It can be seen that
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Figure 4.18: Schematic of the costs in the Bayesian decision framework: Two initial hy-
potheses are considered: either a large horizontal luminance spectral support i.e. hypothesis
Hv, or a large vertical luminance spectral support is dominant, hypothesis Hh. The deci-
sion is based on filtered wavelet coefficients m, whose support is indicated by the colored
area on the left. Then the cost of going from an initial hypothesis to a decision, making an
‘incorrect’ decision cm or an ‘unsure’ decision cu, is indicated. Hˆh is a decision for a ver-
tical structure (i.e. large spectral support for the luminance horizontally), Hˆv is a decision
for a horizontal structure (i.e. large spectral support for the luminance vertically). Hˆu is a
decision that declares the direction of the structure to be unknown.
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Figure 4.19: Original image, its high pass band m′
LH˜,LL,1
and the logarithmic histogram
of these coefficients (blue), along with a Laplacian distribution fit (green) and Gaussian fit
(red).
the Laplacian fit is indeed very accurate.
The parameters bmax and bmin remain to be estimated. Since we havem′ avail-
able, and our initial hypothesis model assumes a dominant direction in all scenar-
ios, we estimate bmax and bmin from the sample coefficients in both the horizontal
and vertical direction in an maximum likelihood sense. The largest of these two
estimates is then used as a maximum likelihood estimate for the parameter bmax,
the smallest for the parameter bmin:
bmax =
max
(∑4
n=1
∣∣∣m′
LH˜,LL,n
∣∣∣,∑4n=1∣∣∣m′H˜L,LL,n∣∣∣)
4 and
bmin =
min
(∑4
n=1
∣∣∣m′
LH˜,LL,n
∣∣∣,∑4n=1∣∣∣m′H˜L,LL,n∣∣∣)
4 .
(4.32)
For computational simplicity we assume that the four coefficients m
′
LH˜,LL,n
, as
well as the four coefficients m
′
H˜L,LL,n
, are conditionally independent of the ini-
tial hypothesis. This is an effective simplification: the choice for a single bmax,
respectively bmin parameter for the coefficients in a single filter direction reflects
the filters in the four complex wavelet trees having (nearly) the same magnitude
response. The choice for a model without correlations between the coefficients is
motivated by the significant phase shift between coefficients in the different trees
and computational simplicity.
Using the Laplacian model, the decision rule in Eq. (4.30) can be simplified.
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decision Hˆh decision Hˆv decision Hˆu
Figure 4.20: Illustration of the artifact avoidance. The detection framework choses one
hypothesis, from left to right Hˆh, Hˆv or Hˆu. Each hypothesis corresponds to a reconstruc-
tion rule that uses wavelet coefficients that correspond to the checkered spectra in order to
estimate image chrominance that is undisturbed by luminance. Only one hypothesis uses
exclusively undisturbed chrominance.
This yields our detection rule for the dominant feature direction in a spatial loca-
tion:
Hˆu if
∣∣∣∑4n=1 ∣∣∣m′LH˜,LL,n∣∣∣−∑4n=1 ∣∣∣m′H˜L,LL,n∣∣∣∣∣∣ < ( bmaxbminbmax−bmin) log cm−cucu
Hˆv if
∑4
n=1
∣∣∣m′
LH˜,LL,n
∣∣∣ <∑4n=1 ∣∣∣m′H˜L,LL,n∣∣∣ and qHˆu
Hˆh otherwise
.
(4.33)
The costs cu and cm are chosen to minimize a reconstruction error measure, which
is explained in the Section 4.3.3.2.
4.3.3.2 Correcting discoloration artifact
Now that we now know how to detect demosaicing potential demosaicing artifacts,
we will explain how this knowledge is used to obtain an artifact-free reconstruc-
tion.
Locally, it is now possible to detect which of the chrominance coefficients
mH˜L,LL,n or mLH˜,LL,n is disturbed by luminance and then subsequently avoid us-
ing this in the reconstruction, as illustrated in Figure 4.20. Using the (complex
dual-tree) wavelet packet transform, local demosaicing can be implemented in dif-
ferent ways, precisely because of the aforementioned redundancy in the demosaic-
ing equations presented in Section 4.2: The fact that Eq. (4.20) holds, allows us to
come up with alternative formulations for the demosaicing rules in Table 4.2, we
write these alternatives in Table 4.3.5 All the alternative formulations are equiva-
lent when Eq. (4.20) holds, but from Section 4.3.3 we know that Eq. (4.20) does
5Note that these alternative formulations are only valid for the first complex wavelet filter tree.
For the other complex wavelet trees, the sign change (see the explanation in Section 4.3.2.1) results
in switched signs of some coefficients in these equations. The derivation of these formulas for the
other complex wavelet trees is not mentioned here to conserve space, but is completely analogous
(alternatively, the signs change could be handled in a preprocessing step).
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Table 4.3: Alternatives to Table 4.2 for the low pass wavelet demosaicing rules.
if d1 = d2 = LL Alternative A Alternative B
rd1,d2,1
mLL,LL,1 −mH˜H˜,LL,1 mLL,LL,1 −mH˜H˜,LL,1
+2mLH˜,LL,1 −2mH˜L,LL,1
gd1,d2,1 mLL,LL,1 +mH˜H˜,LL,1 mLL,LL +mH˜H˜,LL,1
bd1,d2,1
mLL,LL,1 −mH˜H˜,LL,1 mLL,LL,1 −mH˜H˜,LL,1
−2mLH˜,LL,1 +2mH˜L,LL,1
Figure 4.21: Demosaicing of Barbara image for the three demosaicing rules in figure 4.20:
The incorrect rules (left and right), which use disturbed spectral replicas to reconstruct
chrominance, lead to local discolorations near high frequency regions, whereas the correct
rule (center) results in no discolorations.
not hold in the case of artifacts. In such a case, there is only one alternative for-
mulation where only undisturbed coefficients are used, i.e. only one demosaicing
rule leads to an artifact-free demosaicing result.
The consequence of using the different demosaicing rules is depicted by the
comparison in Figure 4.21. Figure 4.21 (left) suffers from the worst color distor-
tions, which is explained through the use of only disturbed chrominance spectral
replicas, see Figure 4.20 (left). Conversely, Figure 4.21 (middle) suffers from the
least color distortions. Figure 4.21 (right) represents a kind of middle ground.
Here the disturbed chrominance information of the mLH˜,LL,1 subband is mixed
with the undisturbed information of the mH˜L,LL,1 band, this formulation was im-
plicitly chosen in [Hirakawa 07].
In our proposed locally adaptive complex wavelet-based demosaicing, we switch
locally between the demosaicing rules in Table 4.2 and Table 4.3, depending on
the detection result explained in Section 4.3.3.1.
Note that this approach maintains translation invariance during processing, as
the detection result of Eq. (4.33) is not dependent of the index of the complex
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Table 4.4: Locally adaptive complex wavelet subband demosaicing for the first tree: the
two color channels r and b’s wavelet subbands in terms of wavelet subbands of the mosaic
data m. The g wavelet subband demosaicing formulas are in Table 4.5.
rˆd1d2,d3d4,1 bˆd1d2,d3d4,1
if d1 = d2 = LL mLL,LL,1 −mH˜H˜,LL,1 mLL,LL,1 −mH˜H˜,LL,1
and Hˆh +2mLH˜,LL,1 −2mLH˜,LL,1
elseif d1 = d2 = LL mLL,LL,1 −mH˜H˜,LL,1 mLL,LL,1 −mH˜H˜,LL,1
and Hˆv −2mH˜L,LL,1 +2mH˜L,LL,1
elseif d1 = d2 = LL mLL,LL,1 −mH˜H˜,LL,1 mLL,LL,1 −mH˜H˜,LL,1
and Hˆu +mLH˜,LL,1 −mH˜L,LL,1 −mLH˜,LL,1 +mH˜L,LL,1
if d2 6= LL md1,d2,1 md1,d2,1
else 0 0
Table 4.5: Locally adaptive complex wavelet subband demosaicing for the first tree: the
color channel g wavelet subband in terms of wavelet subbands of the mosaic data m.
gˆd1d2,d3d4,1
if d1 = d2 = LL mLL,LL,1 +mH˜H˜,LL,1
if d2 6= LL md1,d2,1
else 0
wavelet tree.
Also note that, using Eq. (4.33), the cost of making a ‘wrong’ decision cm
can be weighed against the cost of making an ‘unsure’ decision cu. Let  be the
erroneous contribution due to luminance in one of the chrominance coefficients.
The accumulated errors in the reconstructed coefficients can easily be calculated
using the rules in Table 4.4, they are shown in Table 4.6. These can be used to find
a value for cmcu in Eq. 4.33, which we will show in the next section after adding
another step to the algorithm to deal with the blurring artifact.
4.3.3.3 Correcting blurring artifacts
The reconstruction rules in Table 4.4 allow for a reconstruction of the green/lu-
minance spectral support that is limited to the regions indicated in green in Fig-
ure 4.22(a). In this section, we investigate the possibility of extending the re-
constructed spectral support of the green/luminance to the one shown in Figure
4.22(b). The difference is that the very highest horizontal and vertical frequency
Table 4.6: Comparison between the errors accumulated in the low pass coefficient, due to
either a ‘wrong’ decision and an ‘unsure’ decision.
rˆLL,LL,n gˆLL,LL,n bˆLL,LL,n
‘wrong’ decision 2 0 2
‘unsure’ decision  0 
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(a) (b)
Figure 4.22: Reconstructed luminance spectral support (indicated in green) of (a) the re-
construction rules in Table 4.4 and (b) the in Table 4.4 combined with the rules in Table 4.7.
Table 4.7: Demosaicing rules for the coefficients that relate to the extended luminance
spectral support, for the first tree. Note that the time-reversed reconstruction filters need not
to be used here (indicated by the tilde over the filter in Table 4.4).
rˆHL,LL,1, gˆHL,LL,1, bˆHL,LL,1 rˆLH,LL,1, gˆLH,LL,1,bˆLH,LL,1
Hˆh 0 mLH,LL,1 +mHL,LL,1
Hˆv mHL,LL,1 +mLH,LL,1 0
Hˆu 0 0
components are also reconstructed for Figure 4.22(b), which should mitigate the
effect of the blurring artifact.
We take a look at the wavelet coefficients mLH˜,LL,1 and mH˜L,LL,1 under hy-
pothesis Hh, which means a region with a dominant horizontal local feature. In
this scenario, we note:
mLH˜,LL,1 =
1
4blc,LL,LL,1 − 14 rlc,LL,LL,1 + gLH˜,LL,1
mH˜L,LL,1 =
1
4blc,LL,LL,1 − 14 rlc,LL,LL,1
. (4.34)
This reveals the possibility of reconstructing the high frequency luminance as
gLH˜,LL,1= mLH˜,LL,1 − mH˜L,LL,1. Similarly, for hypothesis Hv, it is possible to
reconstruct gH˜L,LL,1 = mH˜L,LL,1 − mLH˜,LL,1. We propose to do this in our
framework. However, remember that the tilde indicates these coefficients have
to be reconstructed with a time-reversed wavelet filter h1,H˜(ω) = h1,H(−ω) in
the reconstruction. Therefore, we propose to use the reconstruction rules in Table
4.7, instead of the rules in Table 4.4, although this increases the implementation
complexity somewhat.
As a last step, we look at the errors that accumulate when the wrong hypoth-
esis is chosen, these are shown in Table 4.8. Since the DT-CWT is a Parseval
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Table 4.8: Comparison between the errors accumulated in the high pass coefficient, due to
either a ‘wrong’ decision and an ‘unsure’ decision.
rˆHL,LL,1, gˆHL,LL,1, bˆHL,LL,1 rˆLH,LL,1, gˆLH,LL,1,bˆLH,LL,1
Hh Hv Hh Hv
‘wrong’ decision    
‘unsure’ decision 0   0
frame, the influence of the errors in reconstructed coefficients, mentioned in Ta-
bles 4.6 and 4.8, can be directly related to mean square error (MSE) in the image
domain. The MSE due to a ‘wrong’ decision, which we use as the cost in (4.33),
is proportional to 42 for both rˆLL,LL,n and bˆLL,LL,n, see the errors listed in Ta-
ble 4.6. Adding to that, the errors listed in Table 4.8 add 2 for each of the six
bands rˆHL,LL,1, gˆHL,LL,1, bˆHL,LL,1rˆLH,LL,1, gˆLH,LL,1 and bˆLH,LL,1. Therefore the
total MSE added to the image because of a ‘wrong’ decision is proportional to
cm = (4 + 4 + 6) 
2. The cost for an ‘unsure’ decision is analogously found to be
proportional to cu = (1 + 1 + 3) 2. This leads to a ratio cmcu =
14
5 .
The significance of this result is that it is that the decision framework will use
the ‘unsure’ decision,see Eq. (4.33), because including the ‘unsure’ decision can
improve the image-domain MSE of the end result.
4.4 Results
In this section, we compare the demosaicing performance of the proposed algo-
rithm with several other algorithms. In our comparison we will use the non-
adaptive wavelet demosaicing algorithm [Hirakawa 07], the DLMMSE method
[Zhang 05], the POCS method from [Gunturk 02] (set to a fixed number of 5 iter-
ations), the hybrid method from [Menon 07b] (wavelet detection and pixel based
reconstruction), the linear filter scheme from [Alleysson 05] and [Paliy 08], which
is the qualitative state of the art at the moment of writing, to the knowledge of
the author. The implementations used here are publicly available from http:
//www.csee.wvu.edu/~xinl/source.html, except for [Alleysson 05],
which we implemented based on the suggested filters in [Alleysson 05].
4.4.1 Wavelet demosaicing and PSNR
While the proposed approach yields superior results in terms of visual quality, this
is not always reflected in terms of PSNR values. The reason is that known (sam-
pled) color values for a given pixel are not simply copied to the result, as other
demosaicing approaches tend to do. The proposed algorithm makes hard assump-
tions on the chrominance spectral support, so any small error thus introduced in a
wavelet coefficient will cause a hue shift across all pixels in the wavelet’s support,
influencing even known (sampled) color values. Upon visual inspection, these
small errors are hardly noticeable, but they can result in a significant MSE. In or-
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der to decrease the MSE, we could simply insert the known (i.e. measured) pixel
intensities from the mosaic image into the reconstructed image and achieve data
fidelity. However, this gives rise to very noticeable zipper artifacts (see for an ex-
ample Figure 4.16) and is not robust to noise. Nonetheless, we still want to use
PSNR-based method comparison as this is still widely used in practice.
In order to have a fairer comparison with respect to PSNR-based quality, we
apply the demosaicing post-processing technique from [Lukac 03] to the output
of our algorithm. This algorithm exploits the spectral correlations between the
color components and the luminance spectral support (i.e. sharpness) to estimate
only the missing pixel intensities, starting from the measured pixel intensities and
a preliminary interpolation (e.g. from the proposed algorithm). The quality of
artifact reduction is fully dependent on the quality of this preliminary interpola-
tion, i.e. the result being post-processed. So when we apply the post-processing
technique to the proposed algorithm, the artifact-reducing power of the proposed
algorithm is unmodified, but we find the PSNR of the result is increased. The vi-
sual quality is related to the artifact-reduction power of the preliminary estimation
and, as a result, is not improved by the post-processing technique itself. It is im-
portant to note that other demosaicing algorithms (such as [Zhang 05, Paliy 08])
do not modify measured pixel values from the input grid. For these algorithms it
makes no sense to apply this post-processing and we experimentally found it only
reduces their respective performance in a PSNR sense. We demonstrate the effect
of the post-processing technique in Figure 4.23: even though there is an increase
of more than 1 dB in PSNR, there is hardly any visual difference, even in these
difficult demosaicing experiments. In the remainder of this results section, we will
compare PSNR results of the proposed algorithm with post-processing enabled.
4.4.2 Algorithm comparison
The algorithms were tested on the 24 512x768 images of the classic Kodak test im-
age data set (http://r0k.us/graphics/kodak/). Table 4.9 shows PSNR
comparison for the different algorithms, compared with the proposed algorithm.
We also list the results for the proposed algorithm when the two-scale packet DWT
is used instead of the packet dual-tree complex wavelet transform. This demon-
strates that the use of complex wavelets has a significant impact on the result (even
in terms of PSNR) with respect to artifact reduction in the result.
The PSNR comparison shows that the proposed algorithm compares favorably
to the state of the art in demosaicing algorithms. It shows how the non-adaptive (as
this was not part of the original algorithm in [Hirakawa 07]) wavelet filter-based
method is outperformed by the non-adaptive filter scheme from [Alleysson 05],
which has finer control over the spectrum of the filters involved and is not con-
strained by wavelet-related filter requirements. The local adaptivity however, is
shown to enable a significant improvement over non-adaptive wavelet schemes as
well as over the purely linear scheme in [Alleysson 05].
Some of the non-wavelet-based demosaicing algorithms achieve a significantly
higher PSNR in some experiments. In our experience these situations seem to be
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Proposed Algorithm Proposed algorithm w/ PP
(PSNR = 33.1dB) (PSNR = 34.6dB)
Proposed Algorithm Proposed Algorithm w/ PP
(PSNR = 38.7dB) (PSNR = 39.7dB)
Figure 4.23: Effect of post-processing on the proposed demosaicing algorithm. Note the
negligible visual difference, but the large difference in PSNR due to the data fidelity prop-
erty.
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Table 4.9: Quantitative demosaicing result (in dB PSNR) for the different demosaicing
algorithms on the Kodak data set. The two best results for each image are in bold.
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Table 4.10: Local patch PSNR for some very difficult demosaicing problems, for the im-
ages shown in figure 4.25 and two other example images of the Kodak test set.
Wavelet [Hirakawa 07] POCS [Gunturk 02] LPA-ICI [Paliy 08] Linear [Alleysson 05]
Lighthouse 1 (Fence) 22.7dB 31.8dB 40.7dB 31.04dB
Stream (Bank) 27.0dB 31.0dB 33.3dB 31.23dB
Artwork (Necklace) 25.1dB 27.0dB 27.1dB 31.10dB
Proposed Hybrid [Menon 07b] SSDD [Buades 09]
Lighthouse 1 (Fence) 41.7dB 34.5dB 34.7dB
Stream (Bank) 33.5dB 28.7dB 29.3dB
Artwork (Necklace) 27.3dB 24.5dB 24.5dB
associated with image regions that contain significant portions of high-bandwidth
chrominance features, but do not result in a visible quality difference. To demon-
strate this point, we include a qualitative comparison between the reconstruction
quality of the proposed algorithm and that of [Paliy 08] in Figure 4.24. Notice that
despite the lowered PSNR for the proposed algorithm, there is no visible differ-
ence between the images. This image contains a lot of red-black transitions, which
are high-bandwidth transitions of chrominance. Since our algorithm makes a strict
assumption on the spectral support of the color difference (chrominance), artifacts
are introduced here, which results in the lowered PSNR. However, we repeat that
these artifacts are not as visually disturbing as other demosaicing artifacts, which
the proposed algorithm handles very well.
More visually disturbing artifacts include the discoloration artifact (see Figure
4.16). An example of a difficult image in this respect is the classic lighthouse1
image from the same Kodak data set. A comparison between demosaicing tech-
niques on such difficult images is shown in Figure 4.25 and a numerical compar-
ison is listed in Table 4.10. The proposed algorithm is capable of reconstructing
the luminance to the maximum (original Nyquist) spectral support, as discussed
in Section 4.3.3, which leads to better reconstruction performance in comparison
to other demosaicing algorithms in areas where the luminance has an incomplete
spectral support. A comparison of local PSNR, for these artifact-sensitive regions
is shown in Table 4.10.
Another advantage of the proposed method lies in its computational simplicity.
We compared the available Matlab implementations of the different demosaicing
algorithms with respect to their average execution times on the 24 images of the
Kodak set. The result is shown in Table 4.11. The addition in between brack-
ets expresses the time it takes to perform the wavelet transform. We write the
time for the proposed demosaicing separately from the time it takes to perform the
wavelet transform as the wavelet transform can be exploited in other restoration
tasks than demosaicing, such as denoising, sharpening, etc. In this case the com-
putational cost of the wavelet transform should be considered as shared among all
tasks. Combining wavelet based demosaicing with more general restoration has
already been demonstrated in [Hirakawa 08], which highlights the relevance of the
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color difference
(R-G) absolute error
Ground Truth
Image
LPA-ICI
(PSNR = 41dB)
Proposed Algorithm
(PSNR = 39dB)
Figure 4.24: Demonstration of the artifacts occurring with high chrominance spectral sup-
port. Note how this artifact is invisible despite a significant PSNR difference.
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Wavelet
[Hirakawa 07]
SSDD
[Buades 09]
POCS
[Gunturk 02]
LPA-ICI
[Paliy 08]
Linear
[Alleysson 05] Proposed
Hybrid
[Menon 07b] Ground Truth
Figure 4.25: Demonstration of the large luminance spectral support reconstruction proper-
ties, note the blue and orange artifacts due to excess luminance spectral support.
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Table 4.11: Timing (in seconds) for different Matlab implementations of demosaicing al-
gorithms on the 512x768 images of the Kodak data set. For POCS, we compared two
implementations, that of [Gunturk 02] and that of [Lu 10]. The time in between brackets is
the time it takes to perform the wavelet transform.
Bilinear Proposed with wavelets Proposed with complex wavelets
TIME[s] 0.97 0.24 (+3) 0.37 (+3)
DLMMSE [Zhang 05] Hybrid [Menon 07b] Wavelet [Hirakawa 07]
TIME[s] 21 2.8 0.102 (+3)
POCS [Gunturk 02] / [Lu 10] LPA-ICI [Paliy 08]
TIME[s] 2.1 / 0.24 3.4
proposed technique.
In summary, if the demosaicing is part of a broader wavelet-based restoration
framework, the marginal computational cost of demosaicing using the proposed
technique is significantly lower than for the existing state of the art in demosaicing.
At the same time, the proposed technique achieves a roughly equivalent qualitative
and in some respect better (the luminance spectral support) demosaicing result
with respect to the existing state of the art.
4.5 Conclusions
In this chapter, a novel demosaicing method was proposed. The proposed ap-
proach takes advantage of our state-of-the-art statistical natural image models (de-
scribed in Chapter 2) in the novel technique to adapt demosaicing to local image
features. This is expressed through the prior knowledge used in the Bayesian de-
cision framework described in Section 4.3.3.1. Also, just as we did for denoising
in Chapter 3, the proposed technique is another example of how proper model-
ing of the degradation process leads to good reconstruction. In particular, the
analysis of mosaicing in terms of multi-resolution analysis (see Section 4.2.3) al-
lows to formulate our packet DT-CWT demosaicing approach and thus enables our
computationally efficient algorithm. At the same time, the demosaicing quality is
shown to be on par with existing, but slower demosaicing methods. Through care-
fully chosen restrictions on the complex wavelet filters, the algorithm performs
locally adaptive demosaicing, in a decimated wavelet scheme, using a novel multi-
hypothesis decision scheme to improve performance and avoid artifacts.
For completeness, we summarize the our contributions in this chapter as:
• A new interpretation of the demosaicing problem and existing algorithms
from the point of view of Fourier space and multi-resolution filter banks,
explained in Section 4.2.
• A novel analysis of the impact of and constraints when using the DT-CWT
in a multi-resolution-based demosaicing algorithm in Section 4.3.2.
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• A novel multi-resolution demosaicing algorithm that has unique qualities
in computational efficiency and compatibility with other multi-resolution
restoration techniques, explained in Section 4.3.
• The derivation of a decision framework to for the first time allow local adap-
tivity in demosaicing in a multi-resolution framework, in Section 4.3.3.1.
• The use of a Laplacian natural image model for packet DT-CWT coefficients
in this decision framework, offering an alternative to other edge direction
detection techniques used in demosaicing techniques (such as [Zhang 05,
Paliy 07, Menon 07a]).
Finally, we remark that the proposed algorithm can readily, and at almost no extra
computational cost, be extended to accommodate state-of-the-art joint wavelet-
based denoising + deblurring + demosaicing schemes. This is because the algo-
rithm already operates in (complex) wavelet domain and the computation cost of
the transform can be amortized. This allows for computationally efficient, but
high-quality, processing.
The contributions in this chapter have resulted in one journal publication [Ael-
terman 13] and three publications in the proceedings of an international confer-
ence [Aelterman 09a, Goossens 13b, Goossens 13a].
5
MRI physics and reconstruction
“If you want to find the secrets of the universe, think in terms of en-
ergy, frequency and vibration.” - Nikola Tesla
5.1 Introduction
In the previous chapters, we discussed fundamental parts of image restoration, i.e.
image models in Chapter 2 and degradation models in Chapter 3. We then spent
attention to image restoration applications that use these fundamental parts, in the
form of the denoising applications in Chapter 3 and the demosaicing application of
Chapter 4. In this chapter, the theoretical concepts and physics behind MR imaging
are detailed. Knowledge of the theoretical concepts is essential to achieve our goal
of accurately modeling MRI as an imaging system. It also helps in understanding
the strengths and especially the flaws in the current state-of-the-art techniques.
Therefore, this knowledge allows us to propose several novel high-quality MRI
reconstruction techniques, which are the subject of Chapter 6 and Chapter 7.
Magnetic resonance imaging is a non-invasive imaging method, mainly used in
a medical radiology context, where it is used to visualize internal structures of the
body in detail. It has a distinct advantage over other imaging techniques because
of its capability to image soft tissue with high SNR without resorting to ionizing
radiation (a known health risk). The principle of MRI is that of nuclear magnetic
resonance (NMR), a well established physical phenomenon that has been in use
for decades by physicists to analyze the molecular structure of compounds. It is
based on the coherent behavior that paramagnetic molecules exhibit when sub-
jected to a strong magnetic field and radio frequency (RF) waves. This behavior is
exploited to extract a coherent electromagnetic signal from a body inside an NMR
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Table 5.1: MRI history timeline (adapted from [Hornak 07]).
year development author
1946 Discovery MR phenomenon Bloch & Purcell
1952 Nobel Prize Bloch & Purcell
1950
NMR developed as analytical tool1960
1970
1972 X-ray Computerized Tomography Hounsfield
1973 Backprojection MRI Lauterbur
1975 Fourier Imaging Ernst
1977 Echo-planar Imaging Mansfield
1980 FT MRI demonstrated Edelstein
1986 Gradient Echo ImagingNMR Microscope
1987 MR Angiography Dumoulin
1990 Multi-coil MR imaging Roemer
1991 Nobel Prize Ernst
1992 Functional MRI imaging
1997 Parallel MRI Sodickson and Manning
2003 Nobel Prize Mansfield and Lauterbur
2007 Compressed Sensing in MRI
device. The technique adapted to create images using NMR was subsequently
called NMRI (nuclear magnetic resonance imaging), which was latter abbreviated
to MRI. A timeline of developments in the field of MR is shown in Table 5.1.
This chapter is organized as follows: In Section 5.2, we describe the physics
and the processing chain that constitute the signal formation process in MRI. In
Section 5.3, we describe how an image is reconstructed from this signal. We pay
special attention to the regridding part of the reconstruction, in Section 5.3.2. Our
treatment shows how the current state of the art is actually based on heuristics
because the real solution of the regridding problem is not to simply scale every k-
space coefficient. Our analysis of the problem identifies its potential ill-posedness
and we proposes a Bayesian ML-method to solve the regridding problem accu-
rately. Furthermore, we give a list of different degradation mechanisms that influ-
ence the quality of reconstructed MR images in Section 5.4 as we have seen the
importance of such analysis in Chapter 3.
5.2 Signal Formation
In this section, we will discuss the acquisition chain of an MRI scanner. We will
start off in Section 5.2.1 by discussing the physics involved in creating a raw MR
signal. In Section 5.2.2, we discuss how engineering enables manipulation of the
generated signal so that an image may be reconstructed from it. This concludes
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Table 5.2: List of common nuclei and their gyromagnetic ratios.
Nuclei Unpaired Protons Unpaired Neutrons Net Spin γ (MHz/T)
1H 1 0 1/2 42.58
2H 1 1 1 6.54
31P 1 0 1/2 17.25
23Na 1 2 3/2 11.27
14N 1 1 1 3.08
13C 0 1 1/2 10.71
19F 1 0 1/2 40.08
the acquisition and in Section 5.2.3 we will discuss the main constraints that this
acquisition technique imposes on the image quality. Finally, in Section 5.2.4, we
give an example of how a modification of the basic acquisition scheme can lead
to desirable effects, in this case the imaging of a different biologically relevant
property.
5.2.1 Physics
The physical background of MRI processes can not be understood without a ba-
sic knowledge of nuclear spin. A thorough explanation of these processes can be
found in [Haacke 99, Hornak 07, Atlas 08]. The quantum mechanical spin mo-
mentum is a fundamental property of elementary particles. This spin momentum
of elementary (electrically charged) particles results in them having a magnetic
dipole moment. This magnetic dipole moment makes the atom interact with an
external magnetic field. For simplicity’s sake in this explanation, we only consider
the magnitude B of this magnetic field and disregard its vectorial nature. Quan-
tum mechanics govern physics at this level and it stipulates that there are quantized
equilibrium energy levels E for such a molecular magnetic dipole in an external
magnetic field:
E = ±hγB, (5.1)
with h the Planck constant (h = 6.7 × 10−32J/s) and γ the gyromagnetic ratio
of the particle. Table 5.2 shows the gyromagnetic ratio for several particles. The
majority of MR imaging applications are medical, where MR is overwhelmingly
based on resonance of the hydrogen nucleus. This is because the large abundance
of H2O in the human body ensures a significant signal strength. The sign in the
equilibrium energy levels defined in Eq. (5.1) is caused by two possible equi-
librium orientations of the magnetic dipole nucleus in the external magnetic field
(remember the magnetic field is vectorial), expressed as either +B or −B. It im-
plies a dual energy level quantization, which is called the Zeeman effect. The
effect is shown in Figure 5.1. On the other hand, energy is related through Planck-
Einstein’s equation with a photon frequency:
E = hν. (5.2)
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E
B
B 2hγB
Figure 5.1: Dual energy level quantization effect of magnetic dipole nuclei under influence
of an external magnetic field.
This implies that, when placed in a magnetic field with strength B, a particle with
net spin can absorb or emit a photon of frequency ν. From Eq. (5.1), this frequency
is related to the strength of the external magnetic field:
ν =
γ
2pi
B. (5.3)
For hydrogen nuclei at 3T, this means the frequency is roughly 127Mhz, which is
located in the VHF band of the radio frequency (RF) part of the electromagnetic
spectrum. As RF waves propagate through non-metallic1 everyday objects, such
as the body itself, they gets absorbed by molecules (hydrogen nuclei) in the body.
This RF-based excitation of hydrogen nuclei forms the basis of MRI. By measur-
ing the RF-based response of a tissue after an RF-based excitation, we obtain an
indicator for the tissue density, as the response will be proportional to the number
of individual hydrogen nuclei. Thinking in terms of individual particles is quite
cumbersome, which is why analysis is more practically performed at macroscopic
scales, in terms of statistics of many particles. When considering a huge number
of particles at any temperature different from absolute zero (i.e. T = 0K), the par-
ticles will be distributed over the higher and lower energy levels from Figure 5.1
because of their kinetic energy (temperature is an measure for molecular motion).
The ratio of the number of ’high energy’ particles N+ versus the number of ’low
energy’ particles N− is governed by Boltzmann statistics:
N+
N−
= exp
(
− E
kT
)
, (5.4)
1Unfortunately, in the real world, even bodily tissues exhibit a small amount of electrical conduc-
tivity. This results in heating of the subject, in a process called specific absorption rate (SAR) heating.
SAR heating limits the allowable power of the RF waves. It is also frequency-dependent, limiting the
possibilities of high-field strength MRI (e.g. 7T).
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Figure 5.2: Base 10 logarithm of the fraction of particles that contribute to the signal for a
3T MRI system. The highlighted region shows the safe operating temperature for a human
being.
with T the temperature and k = 1.3806488× 10−23J/K the Boltzmann constant.
The net signal in MRI is generated by the difference between the number of high
energy and the number of low energy particles. This difference can be written as:
N− −N+ = N
exp
(
2hγB
kT
)
− 1
exp
(
2hγB
kT
)
+ 1
, (5.5)
with N the (unknown) total number of particles. The scaling factor
exp( 2hγBkT )−1
exp( 2hγBkT )+1
in
Eq. (5.5) has been plotted in Figure 5.2, it signifies the fraction of the total number
of particles that results in a net signal. In order to analyze the time behavior of a
system of particles, the concept of magnetization vector M is defined. Its size is
proportional to N−−N+, while the direction is that of the magnetic field projected
by the group of particles that make up N− − N+. At equilibrium, this direction
is the same as that of the external magnetic field from the MRI scanner called B,
with strength ‖B‖ = B0. This equilibrium situation, shown in Figure 5.3(a) is the
most energy efficient alignment for the system of particles.
5.2.1.1 Excitation and spin-lattice (T1) relaxation
We will now study what happens if energy is added to the system. Due to the
Zeeman effect, the system absorbs externally added RF energy of the frequency
ν (governed by the external magnetic field, Eq. (5.3)). In this process, the distri-
bution of particles over the ‘low energy’ level (aligned with the external magnetic
field, see Figure 5.1) and the ‘high energy’ (opposed to the external magnetic field,
see Figure 5.1) shifts towards the ’high energy’ state because of photon absorption.
Because of this, the magnetization vector moves away from the equilibrium posi-
tion. However, the ‘high energy’ state is unstable and after a while the system
reverts to its equilibrium distribution, while emitting photons at frequency ν. As
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Figure 5.3: The effect of different levels of excitation on the magnetization vector: (a)
equilibrium , (b) weakly excited and (c) heavily excited state for the magnetization vector.
photons leave the system, they can be captured by a receiving antenna. The system
thus gradually loses its added energy and reverts to an equilibrium position, this
process is called relaxation. However, the relaxation effect cannot be measured
without Larmor precession (see Section 5.2.1.2), so a so-called 180 pulse from
(see Figure 5.3) has to be coupled with a so-called 90 degree pulse (see Figure
5.4(a)) before the the relaxaction effect can be measured in practice. Relaxation
(which makes the magnetization vector move along the axis of this external mag-
netic field, called the z-axis in the MRI coordinate system) is influenced by the
density of particles. As a result, relaxation is tissue-dependent. This dependence
is expressed through the so-called T1 property of the specific tissue (which has the
dimension of a time constant) and is quantified by the following relation:
Mz (t) = M0
(
1− exp
(
− t
T1
))
, (5.6)
with t the time since excitation for the setup with a 90 degree pulse. The T1 time
of typical tissues is of the order of hundreds of milliseconds.
5.2.1.2 Spin-spin (T2) relaxation
RF pulses used to excite the system can have different polarization and direction,
which means that it is possible to induce a transverse component to the magneti-
zation vector M : a component in the X-Y plane of the MRI frame of reference.
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Figure 5.4: T2 relaxation effect: first the magnetization vector is placed in the X-Y plane
in the motion indicated by the dotted arrow (a), after which it starts rotating at the Larmor
frequency, after which slightly different rotation speeds of the constituent vectors that con-
tribute to the magnetization vector cause the magnetization vector’s magnitude to fade away
(b-c-d).
When this happens, the magnetization vector starts to precess about the B vector
under influence of the B0 magnetic field (a phenomenon called Larmor preces-
sion). This precession happens at the so-called Larmor frequency, which is the
frequency from Eq. (5.3). It is this perceived oscillatory motion of the magneti-
zation vector that induces a measurable RF-field that is measured in MRI. Larmor
precession also undergoes a relaxation effect. The following happens: after the
magnetization vector M is placed in the X-Y plane, the magnetization vector is
of large magnitude. As time progresses, the magnitude of the resulting magnetiza-
tion vector M drops (see Figure 5.4) as it is said that the groups of spins (called
isochromats) lose coherence [Hanson 08] due to Larmor frequency variations. Lar-
mor frequency (i.e. phase) variations are induced by tiny variations in the magnetic
field experienced by the isochromats, and their local interaction. This is a tissue-
dependent property, which influence is expressed in the T2 property of the tissue,
such that:
√
M2x (t, r) +M
2
y (t, r) =
√
M2x,0 +M
2
y,0 exp
(
− t
T2 (r)
)
(5.7)
with Mx (t, r) and My (t, r) the x- respectively y-component of the magnetiza-
tion vector of the tissue at position r, whileMx,0 andMy,0 are the x-, respectively
y-component of the magnetization vector after initial excitement by an RF pulse.
Sometimes the dephasing effect caused by imperfections, i.e. isochromat inter-
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actions and imperfection of the applied magnetic fields, is separated, into what is
called the T2′ time. This leads to the following relation between the observed time
constant of the free induction decay (FID) RF-signal T2∗ and that of the underly-
ing decay of the magnetization (the spin echo or SE signal), T2.
1
T2∗︸︷︷︸ = 1T2︸︷︷︸ + 1T2′︸︷︷︸
decay of FID signal decay of SE signal influence of imperfections
(5.8)
The T2* time of a tissue is typically of the order of tens to hundreds of millisec-
onds, it is always shorter than the T1 time. In what follows we will omit this
distinction as it is of little relevance for this work.
5.2.1.3 T1-T2 dependent signal equations
A revolving magnetization vectorM generates RF fields at the Larmor frequency,
which means that a system excited by an RF pulse of a certain frequency (dictated
by the magnetic field (5.3)) will re-emit RF energy at the frequency dictated by the
magnetic field it experiences at that time. The re-emitted RF energy is measured by
an (array of) antenna(s), called the receive coils, of the MRI system (Figure 5.5).
The time behavior of the magnetization vector, and with it the received signal, is
expressed by the Bloch equations [Bloch 46, Carrington 67]:
dMx(t,r)
dt = γ (M (t, r)×B (t, r))x − Mx(t,r)T2(r)
dMy(t,r)
dt = γ (M (t, r)×B (t, r))y − My(t,r)T2(r)
dMz(t,r)
dt = γ (M (t, r)×B (t, r))z − Mz(t,r)−M0,z(r)T1(r)
(5.9)
The so-called signal equation [Haacke 99] expresses the strength of the signal
measured by the receive coils:
S (t) ∝ ω
˚
|Mxy (r)| |B (r)| sin (φM (r, t)− φB (r)) dr1dr2dr3. (5.10)
In this formulation, ω = 2piγB0 is the Larmor frequency in radians per second,
Mxy (r) is the transverse component of the magnetization (i.e. the signal of in-
terest), B (r) is the transverse component of the receive coil B1 field. φM (r, t)
is the phase angle of the transverse magnetization Mxy (r), i.e. the angle with
respect to the reference frame, similarly φB (r) is the phase angle of B (r) and
integration is performed over the entire scanned volume (B (r) = 0 elsewhere).
The phase angle φM (r, t) is governed by the Larmor frequency ν = γB and
hence controlled by the magnetic fields:
φM (r, t) = φ0 (r) + νt (5.11)
The attentive reader will notice that we consider no time dependency of the tis-
sue magnetization Mxy . Indeed, with some exceptions, it is usually assumed in
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Figure 5.5: Schematic of an MRI scanner: inside the bore of the scanner, which is in
essence a huge superconducting magnet that generates the B0 field, are the gradient coils
that modulate the magnetic field and the send/receive RF coils that send the RF excitation
at the Larmor frequency, Eq. (5.3), and receive the actual (RF) useful signal.
MRI that the acquisition occurs in such a short timespan that the time parame-
ter is constant in the magnetization relaxation equations Eq. (5.6), Eq. (5.7).2
These equations show how MR allows tissue-dependent magnetization vector to
be generated, Eq. (5.9) and how the time signal that is captured by a receive coil
is dependent of the magnetization vector, Eq. (5.10).
5.2.2 Location-dependent signal generation
In the previous section, the physics of an MR system that govern the generation of
a tissue-dependent RF signal was explained. However, this signal does not allow to
distinguish signals coming from different spatial locations. Enabling to distinguish
signals from different spatial locations is the function of the so-called gradient
coils. Gradient coils superimpose a small non-constant magnetic field on the static
magnetic B0 field. We will now explain how this works: In Section 5.2.1, it was
established how the signal equation depends on the magnetic field strength, via the
phase of the measured signal expressed through the Larmor frequency ν = γB
Eq. (5.11). If a gradient coil imposes a user-controlled, time-varying magnetic
field G (t), then this affects the angular velocity of the magnetization vector: a
phase contribution γ
´ t
0
G (t′) .rdt′ adds to the total phase of the measured signal
via:
φM (r, t) = φ0 (r) + νt+ γ
ˆ t
0
G (t′) .rdt′ (5.12)
2When, e.g. in a long acquisition sequence, this assumption can not be made, one has to take the
relaxation of the magnetization vector into account. This can be treated as an additional modulation on
the signal, but is beyond the scope of this work.
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Figure 5.6: Workflow for calculating the magnetization from the received RF signal.
This controlled phase contribution is key for generating an image from the MR
signal. We will explain the workflow of this process now, a schematic is shown
in Figure 5.6. The image generation starts with a quadrature detector, which con-
verts the received signal into two modulated parts, Sr (t) and Si (t), exploiting the
knowledge of the RF excitation frequency ν:{
Sr (t) = S (t) sin (νt)
Si (t) = S (t) cos (νt)
. (5.13)
We fill in the signal equation, Eq. (5.10) to obtain:
Sr (t) =
ω
2
˝ |M (r)| |B (r)| cos(φ0 (r) + γ ´ t0 G (t′) .rdt′ − φB (r))dr1dr2dr3
−ω
2
˝ |M (r)| |B (r)| cos(2νt+ φ0 (r) + γ ´ t0 G (t′) .rdt′ − φB (r))dr1dr2dr3
Si (t) =
ω
2
˝ |M (r)| |B (r)| sin(φ0 (r) + γ ´ t0 G (t′) .rdt′ − φB (r))dr1dr2dr3
+ω
2
˝ |M (r)| |B (r)| sin(2νt+ φ0 (r) + γ ´ t0 G (t′) .rdt′ − φB (r))dr1dr2dr3.
(5.14)
The aim of this step is to remove the phase contribution of νt, however note that
now we have two terms, one with a zero phase contribution and one with a phase
contribution of 2νt. Therefore, this signal is sent through a temporal low-pass filter
with impulse response H(t), in order to remove the term with the high frequency
contribution of 2νt, such that the signal Sc (t) = H(t)?(Sr (t) + jSi (t)) becomes
Sc (t) =
ω
2
˚
|Mxy (r)| |B (r)| exp
(
j
(
φ0 (r)− φB (r) + γ
ˆ t
0
G
(
t′
)
.rdt′
))
dr1dr2dr3.
(5.15)
This can be simplified using the definition of an apparent image Ma(r):
Ma(r) = |Mxy (r)| |B (r)| exp (j (φ0 (r)− φB (r))) (5.16)
and using the function
g (t) =
ˆ t
0
G (t′) dt′, (5.17)
called the k-space trajectory (function), which is the primitive function of the gra-
dient magnetic fieldG (t). We obtain
Sc (t) =
ω
2
˚
Ma(r) exp (jγg (t) .r) dr1dr2dr2, (5.18)
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which is a Fourier transform of the apparent image over the coordinates in the
Fourier space (also called k-space) defined by the k-space trajectory g (t). The
appearance of a Fourier integral in Eq. (5.18) is why Fourier imaging is a funda-
mental concept in modern MRI reconstruction. Just as a Fourier transform may be
inverted, so can Ma(r) be recovered as:
Mˆa(r
′) =
ˆ
2
ω
Sc (t) exp (−jγg (t) .r′) dt
=
˚
Ma(r)
ˆ
exp (jγg (t) .r) exp (−jγg (t) .r′) dtdr1dr2dr3
=
˚
Ma(r)
ˆ
exp (jγg (t) . (r − r′)) dtdr1dr2dr3
Now, for the given trajectory we define the point spread function (PSF) as:
H (r) =
ˆ
exp (jγg (t) .r) dt. (5.19)
In a perfect world, g (t) would be such that the following holds:
H (r) = δ (r) (5.20)
we see that:
Mˆa(r
′) =
˚
Ma(r)H (r − r′) dr1dr2dr3 = Ma(r′). (5.21)
In other words, in an perfect world, it is possible to recover an imaged object ex-
actly using Fourier transformations. However, in real-world situations Eq. (5.20)
is never satisfied for a finite-length g (t), as this would mean that any infinite band-
width signalMa(r) can be recovered from a finite-length signal. So, for real-world
situations, the impact of less-than-perfect k-space trajectories has to be studied.
This can be done using the PSF and sampling theory and is the subject of the next
section.
5.2.3 Constraints on the signal reconstruction
Since it is impossible to satisfy Eq. (5.20), practical MRI systems use a k-space
trajectory that allows perfect reconstruction only of a signal with limited band-
width and field of view. For example, a classic way of acquiring a signal is by
Cartesian acquisition, in this scenario the gradients input is designed such that
(approximately)
γg (t)
2pi
=
 tmod Tlinet−kxTline mod T2line
t−kyTline−kx
T2line
 d=
 (kxTline − 12)Kx(kyTline − 12)Ky(
kzTline − 12
)
Kz
 (5.22)
with g (t) = 0 for t < 0 and t > TlineTlineTline and Tline a time constant that
determines the signal spectral support (the image resolution). In this notation the
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modulo operation t mod Tline is defined as the remainder r in t = qTline + r
with q ∈ Z the largest possible integer.
The reader will note that g (t) is not a continuous curve in this example setup,
which is required through Eq. (5.17). This problem is avoided in practice using the
multi-shot technique: Multiple acquisitions are performed subsequently3 (one for
each line of the k-space defined by Eq. (5.22)) and the corresponding signals for
each line are cropped (thus obtaining the desired discontinuities) and concatenated
by digital processing software before performing Fourier reconstruction.
In the case that the k-space trajectory of Eq. (5.22) is successfully imple-
mented, the PSF Eq. (5.19) can be written4 such that:
H (r) =
Kz∑
kz=−Kz
Ky∑
ky=−Ky
Kxˆ
kx=−Kx
exp (j2pik.r) dkx (5.23)
with k = [kx, ky, kz]. This equation further simplifies into:
H (r) =
sin (2piKxr1)
ßr1
∞∑
n=−∞
sin (2piKyr2 − n/Tline)
ßr2
∞∑
n=−∞
sin (2piKzr3 − n/Tline)
ßr3
,
(5.24)
with r = [r1, r2, r3]. This PSF H (r) has two effects when convolved with an
input image:
1. A blurring effect. Note that the PSF in Eq. (5.24) consists of factors that
are (sums of) sinc functions. These sinc functions act as (low-pass) blur
kernels. Such blur imposes a natural limit on the achievable image resolu-
tion. So the blurring effect imposes a resolution constraint. To mitigate it
in a given direction means that the k-space boundaries in that direction need
to be expanded (i.e. a larger parameter Kx, Ky or Kz), so that "more of
k-space" is acquired.
2. A spatial aliasing effect. This is caused by the discrete sampling positions
of the k-space trajectory, in this case the distance between sampled lines of
1/2Tline. Two peaks in the discrete sum of sinc functions in Eq. (5.24) are
therefore separated by 1/2Tline. Therefore, the imaged object can be no
wider than 2Tline (the field of view, FOV), or two replica’s of the imaged
object would overlap. This is analogous to aliasing in conventional sampling
theory. So the spatial aliasing effect imposes a FOV constraint.
Furthermore, in practice, the readout (x-)direction is digitized as well, so this is
another potential source of an aliasing effect. If an image respects the FOV and
resolution constraint, Cartesian acquisition yields a perfectly reconstructed image.
So in practice, for a general trajectory, the following happens: The desired ideal
3This takes time and is one of the major areas where speedup can be and has been achieved in MRI
in the recent past, using techniques such as echo planar imaging (EPI)
4For this type of Cartesian acquisition, the continuous x-direction is referred to as the readout
direction.
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Figure 5.7: A spin echo sequence pulse diagram: Through careful selection of echo time
TE, a different sensitivity to the T2 dephasing effect can be achieved.
image is affected by the point spread function (PSF) that is a result of the trajectory
choice. It is up to the trajectory designer and the reconstruction algorithm to come
up with a acquisition sequence that yields an acceptable result image within a
resolution and FOV constraint.
5.2.4 Pulse sequence diagram
In Section 5.2.2, it was explained how the time parameter is considered fixed, with
respect to the relaxation of spatial magnetization of a tissue in Eq. (5.6) and Eq.
(5.7), during the acquisition. It is as if the magnetization is imaged at a single time
position after excitation. Through creative design of the acquisition procedure,
this time position can be carefully chosen. An MRI acquisition procedure, called a
pulse sequence, is not a single fixed procedure, but instead can be modified in many
ways to achieve desirable effects on the end result image. One type of sequences
is the spin echo sequence [Hornak 07], explained in Figure 5.7. The spin echo
sequence involves a ‘wind-up’ magnetic gradient, we will explain the reason for
this now.
In a classic MRI acquisition, as the signal is generated (as described in Sec-
tion 5.2.2), it starts at its peak level as no gradients are applied until after excitation
and that means that all voxels experience the same magnetic field and their mag-
netization vectors are put in phase at the same frequency with each other. This
is then in fact the DC component of the signal: The received signal starts in the
center of k-space. Classic sequences scan one line in k-space per excitation. It is
the job of the Gx, Gy and Gz gradient fields to navigate through k-space. Firstly,
the gradient moves the sequence to the edge of k-space, secondly a whole line of
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Figure 5.8: Comparison of a T1(left) and a T2 (right) MRI image.
k-space is acquired, with the k-space center in the middle of the read-out.
In a spin echo sequence this is achieved through applying the ‘wind-up’ mag-
netic gradient. This gradient causes the magnetization vectors to dephase prema-
turely (with respect to the T2 effect) as they will rotate at different speeds depend-
ing on their position in the magnetic gradient field Eq. (5.3), see Figure 5.7. This
spoils the signal, but after a predetermined time TE/2, the magnetization vectors
are inverted (mirrored) by another RF pulse (a 180◦ pulse, see Figure 5.7). That
means that the dephasing gradient now has an opposite effect and the magneti-
zation vectors actually starts to rephase. The maximum signal strength, i.e. the
DC signal component measurement, is then reached when all vectors are in phase
again, somewhere during the middle of the acquisition time window (see Figure
5.7). For more details on the spin echo sequence, we refer to [Hornak 07]. The
bottomline is that in a spin echo sequence, the signal is at its maximum after a to-
tal time TE (the echo time parameter of the sequence) allowing efficient scanning
of a line without complicated gradient field requirements (note that the maximum
signal corresponds to the center of k-space). The signal strength now depends on
the choice of TE through the T2 relaxation effect:
|Mxy (r)| ∼ exp
(
− TE
T2 (r)
)
, (5.25)
where we dropped the time index as we assume that the acquisition is sufficiently
fast to be considered instant with respect to the relaxation effect.
Since different tissues have different particle densities, as well as T1 and T2
parameters, the choice of TE allows to obtain different acquisition results: A se-
quence with a very low TE will result in images with low sensitivity to the T2
effect, so tissues with clearly different T1 times will be easily distinguishable. In-
versely, a sequence with a high TE will result in images with high sensitivity to the
T2 effect, so tissues with clearly different T2 times, but not necessarily different
densities or T1 times, will be clearly distinguishable. In some cases, the contrast is
the opposite for a T1 image in comparison with a T2 image, e.g. when comparing
fat with water. Figure 5.8 shows a comparison of a T1 and a T2 image.
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Figure 5.9: Flowchart of classic MRI reconstruction [Bernstein 04].
5.3 MRI Reconstruction
From the perspective of signal formation technology, explained in Section 5.2, it
is notable that the image is formed in the Fourier space, called the k-space (i.e.
the spectrum of the image rather than the image itself). In MRI acquisition, hy-
drogen nuclei of water molecules in the body emit a location-dependent frequency
modulated signal, which is achieved by varying the magnetic resonance frequency
spatially. Shifts in resonance frequency are achieved by inducing magnetic fields
with variable strength (produced by so-called gradient coils). The signal is re-
ceived by RF receivers and, thanks to the spatially dependent frequency shift, a
spatial interpretation can be given to the frequencies in the spectrum of the re-
ceived RF signal. In most applications, the phase information of this spectrum has
no relevance (except for flow effects on which certain angiography sequences are
based), while the magnitude of the spectrum depends on the tissue type (nuclei
density, T1, T2,...) in the corresponding voxel. Hence, the magnitude of the re-
ceived RF signal is used as the MRI image in most practical cases, as explained in
Section 5.2.2.
A flowchart of classic MRI reconstruction (from literature [Bernstein 04]) is
shown in Figure 5.9. All the steps in the flowchart before the ‘windowing and
sign alteration’ relate to the non-uniform Fourier transform (NUFT). This is a pro-
cedure with the aim of inverting the implicit Fourier transform (as explained in
Section 5.2.2) in any type of sufficiently densely sampled MRI acquisition. In Sec-
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tion 5.2.3, it was explained how, for a Cartesian acquisition, reconstruction degen-
erates into a conventional 2 or 3 dimensional (i)DFT, meaning that the discrete data
can be reconstructed using only the (i)FFT algorithm. In a general non-Cartesian
trajectory setting however, the (i)FFT can not be used straightforwardly on the
measured data. The NUFT algorithm is designed to solve this problem and enable
the use of the FFT for data sampled on a non-Cartesian k-space trajectory. It is the
subject of Section 5.3.1.
5.3.1 The non-uniform Fourier Transform
We established that the NUFT is not necessary for a Cartesian k-space trajectory.
However, non-Cartesian k-space trajectories are important as they can have de-
sirable advantages with respect to flow artifacts, motion artifacts and acquisition
speed. They have been studied for about 20 years and one popular example is
the spiral trajectory [Bornert 99]. Nonetheless Cartesian-based MRI acquisition
remains very popular, this is mainly due to legacy reasons, reasons of computa-
tional and implementational simplicity or problems with (gradient) synchroniza-
tion (see Section 5.4.6) rather than image quality reasons. Nonetheless, these prob-
lems can be insurmountable and sometimes acquisition sequences can fail due to
non-Cartesian intended trajectories deviation too much from the (unknown) actu-
ally traversed k-space trajectory.
The issue with non-Cartesian sampling trajectories is that the standard (in-
verse) fast Fourier transform (FFT) algorithms that are used in Cartesian imaging
can not be used straightforwardly. This is because the coordinates that the non-
Cartesian data points are sampled on do not necessarily correspond with the im-
plicit coordinates that the iFFT algorithm expects the data points to be sampled
on. This complication is solved by interpolating the known non-Cartesian data in
the Cartesian coordinate system that the iFFT uses. That way, the computationally
very efficient iFFT algorithm can still be used in the reconstruction.
The combination of interpolation and iFFT is called the inverse NUFT, we
illustrate the idea in Figure 5.10. Since interpolation, as well as a iFFT operation
can be expressed as linear operations of known data, we can express the inverse
NUFT as a linear operator FH:
xa = F
Hy, (5.26)
with y the k-space non-uniformly sampled data and xa the image-space signal.
The adjoint operation of FH, i.e. the ‘forward’ NUFT that transforms from a
Cartesian sampled grid (typically the image grid) to a non-uniformly sampled grid,
we express as F . The data acquisition in non-Cartesian MRI can thus be modeled
as
y = Fx (5.27)
with x the ideal image. Note that FH and F are not rectangular matrices because
the number of non-uniformly sampled points can be different from the number of
points in the Cartesian grid. Also note that unlike the (unitary) FFT, the NUFT is
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Figure 5.10: Example of an equiangularly sampled k-space spiral, with a zoom of the
densely sampled low frequency data points. Since these (blue) points do not overlap with
the Cartesian grid points (in red), they are interpolated onto the Cartesian grid points before
an FFT is performed. This constitutes the NUFT procedure.
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not self-inverting, i.e. FHF is not the unit matrix. The topic of (approximating)
the (pseudo)inversion the NUFT is handled in Section 5.3.2.
5.3.1.1 NUFT implementation
We choose to model the interpolation used in NUFT as a three-step procedure:
Firstly, an incredibly dense (hypothetical) Cartesian grid is considered, the density
of this grid is such that every non-uniformly sampled data point coincides with
one point in the dense grid. For all the points on the dense Cartesian grid that do
not correspond to a k-space data point, zeros are inserted. This ensures that all the
known non-uniformly sampled k-space data points coincide with a grid point of an
incredibly dense (theoretical) Cartesian grid. This is merely a theoretical model, as
implementing this idea naively would be prohibitive from a computational stand-
point. Secondly, the zero insertion is followed by a linear filter. Thirdly, the data
sampled on this theoretically dense Cartesian grid is resampled to a realistic Carte-
sian grid with a certain (lower) target density, using conventional resampling tech-
niques.
This scheme describes an interpolation algorithm as explained in standard sig-
nal processing textbooks and is as such not in conflict with existing NUFT im-
plementations such as [Fessler 03, Greengard 04, Fessler 07], which also describe
interpolation algorithms. It has free parameters, such as the density of the target
Cartesian grid sampling or the filter kernel used in the filtering procedure. It is
important to study the influence of these choices on the end result. We will do this
in the next sections, by analyzing the aforementioned implementation.
5.3.1.2 Cartesian grid target density
The density of the target Cartesian grid (the grid is being interpolated to for the
end result) is a parameter that governs the field of view (FOV) of the end result
image. This density has to be sufficiently large to avoid introducing the spatial
aliasing artifact (see Section 5.4.1). On the other hand, the density of this Cartesian
grid is limited by the available computational power of the reconstruction system.
Therefore, the density parameter of the target Cartesian grid is chosen as a trade-
off between mitigating spatial aliasing artifact and conserving available computer
memory (as a larger grid density means more data points for the same image,
which usually means a higher memory cost).
5.3.1.3 Interpolation filter kernel
The known non-uniformly sampled k-space data points have to be interpolated in
the Cartesian grid positions. Following the implementation model we discussed
in Section 5.3.1.1, this involves a linear filter (i.e. convolution). The goal of this
filter is to suppress spectral replicas that could manifest as ghost replica images in
the end result image. A convolution of k-space (Fourier) samples corresponds to a
multiplication of the image signal in image space. The goal of interpolation filter
kernel design is easier to understand by looking at image space. We want to leave
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the image space signal untouched (i.e. multiply these pixel values with 1) and
suppress all spectral replicas of the image space signal (i.e. multiply these pixel
values with 0). Therefore, the desired multiplicative field is a (multidimensional
tensor product of) boxcar functions, and therefore the desired k-space interpolation
kernel is a (multidimensional tensor product of) sinc function(s).
5.3.2 NUFT inversion
Historically, direct (pseudo)inversion of the NUFT Eq. (5.27) was computationally
too demanding. To mitigate this problem so-called regridding techniques [John-
son 09, Rasche 99], that use the (weighted) adjoint NUFT (FH), were developed
and these are currently still used in most practical cases. Regridding techniques use
weights to rescale the k-space data coefficients prior to using the adjoint NUFT, the
result of which is then considered the output image. These weights are designed to
compensate for the non-uniformity in sampling density. So regridding, also called
density compensation, is the calculation of the estimate xˆ for the unknown ideal
image using
xˆ = FHWy. (5.28)
with W a diagonal, regridding weights matrix. Using regridding is a crude ap-
proximation for true (pseudo)inversion, Eq. (5.29), and generally does not yield
the optimal solution. We will therefore first discuss the pseudoinversion, in Sec-
tion 5.3.2.1, and then regridding, by explaining two different techniques for choos-
ing the weights matrixW , in Section 5.3.2.2 and Section 5.3.2.3.
5.3.2.1 Least squares reconstruction
The pseudoinverse solution to image reconstruction from samples y is written as:
xˆ =
(
FHF
)−1
FHy. (5.29)
We call it the pseudoinverse solution, as it is a solution to the general least squares
optimization problem
xˆ = arg min
x
‖y − Fx‖2 , (5.30)
for the special case where FHF has only non-zero eigenvalues. This pseudo-
inverse can also be calculated for complicated trajectories using gradient descent
techniques, e.g. using the conjugate gradient algorithm. We will refer to the al-
gorithm that iteratively solves Eq. (5.30) as LS-NUFT in the remainder of this
dissertation. For more details we refer the interested reader to [Van de Walle 00,
Fessler 07].
The downside to LS-NUFT is exactly the potential ill-posedness of the prob-
lem, in this algebraic sense due to the matrix FHF having 0 as an eigenvalue.
When the problem is ill-posed, it means that (some portion of) the data was sam-
pled below the Nyquist rate. When ill-posedness is avoided using regularization,
we arrive at algorithms that are similar to CS-MRI, which we will not discuss here
as it is the topic of Chapter 7.
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Figure 5.11: A Voronoi tessellation for some non-Cartesian k-space trajectories.
5.3.2.2 Voronoi density compensation
Many authors [Hoge 97, Pipe 99a, Malik 05, Tanase 06] have proposed heuris-
tics for density compensation in order to calculate weights W . A popular class
of heuristics are those based on Voronoi tessellation. In Voronoi regridding, a
Voronoi tessellation is made of the k-space trajectory point coordinates that are
associated with the data points (example tessellations are shown in Figure 5.11).
The weights inW for each data point are then chosen proportional to the ‘surface’
of the Voronoi region associated with the data point, so the weight is inversely
proportional to the k-space sampling density.
The effect of Voronoi regridding can be understood through the notion of the
PSF of the MRI system, which we defined in Eq. (5.19). Following Eq. (5.19), a
reconstruction that uses regridding has the following PSF:
H (r) =
ˆ
W (t). exp (jγg (t) .r) dt. (5.31)
The Riemann sum approximation of this line integral is
H (r) =
∑
i
Wi exp (jγgi.r)∆ti. (5.32)
where W (t) represents the continuous-time signal of which the diagonal elements
in W , called Wi, are a discretization. Since we want to avoid degradation, we
want the PSF H (r) to approximate a sinc function (see also Section 5.2.3). For a
sufficiently dense sampling, this is achieved through choosing
Wi ≈ 1
∆ti
, (5.33)
so the weight should be inversely proportional to the distance between two sample
positions, which is a measure of the density. In two dimensions, a measure for
the density of samples is the surface of the Voronoi regions, hence the motivation
behind Voronoi tessellation-based regridding weights heuristic.
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Figure 5.12: Reconstruction without density compensation. Notice how the ‘halo’ effect
causes an increase in FOV with respect to the undegraded image. This effect is caused by a
infinitely supported PSF (i.e. with long tails).
5.3.2.3 Inverse filtering
As an academic example, we discuss an alternative method to Voronoi regridding
here. This method is inverse filtering, it was first proposed in an algebraic sense
in [Bydder 07]. For this technique, we propose to accurately calculate the PSF,see
Eq. (5.21), and subsequently apply an inverse filter to the image to invert the effect
of the PSF. The PSF is estimated through the Riemann sum approximation of the
PSF, Eq. (5.19), using:
H (r) =
∑
i
exp (jγgi.r) . (5.34)
Inverse filtering using the PSF is problematic because MRI acquisition is ban-
dlimited. Bandlimitedness means that PSF has an infinitely large support in spatial
domain, which means that the signal degraded by the PSF has an infinite field of
view. As a result, the degraded signal needs to be oversampled (the FOV of the re-
construction needs to be increased) in order to obtain the tails of the PSF degraded
image without the spatial aliasing artifact (see Section 5.4.1). This is illustrated in
Figure 5.12, where it is clear that the PSF-induced tails have not decayed yet at
the edge of the FOV, even in the enlarged field of view. Nonetheless, enlarging the
FOV helps in capturing a larger portion of the PSF-induced tails.
Especially in light of this need for enlarged FOV, inverse filtering becomes
extra difficult. An enlarged FOV means sufficient data is needed to make sure that
each point in the enlarged Cartesian grid is covered by a k-space data point. This
lack of data for an enlarged FOV is illustrated in Figure 5.13. If these unknown
points of the PSF’s spectrum are filled with zeros, inverse filtering would fail to
produce a result due to divisions by zero. In other words: inverse filtering is prone
to numerical instability in areas where the sampling density is low(er).
Note that if this sampling density is insufficient, it does not necessarily mean
that the reconstruction problem itself is ill-posed, merely that inverse filtering is
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target FOV double FOV
Figure 5.13: Log-plot of the power spectral density of the PSF that is to be inverted by
inverse filtering. Notice the artifacts due to insufficient k-space sampling density in the
corners of the spectrum of the double FOV image.
prone to numerical instability. Regularization or Wiener filtering could offer the
solution, but we did not explore this in light of more powerful reconstruction meth-
ods. Instead, we propose a modified inverse filter g (ω) as
g (ω) =
{
1
F (H(r))(ω) F (H (r)) (ω) ≥ 1
1 F (H (r)) (ω) < 1
, (5.35)
with F (.) (ω) the Fourier transform, in order to avoid numerical instability. In
words, we limit the inverse filter to only perform signal attenuation: For frequency
components where the F (H (r)) (ω) < 1, i.e. insufficiently densely sampled
frequency components, a true inverse filter would amplify the signal’s frequency
component, which is undesirable as the component was insufficiently densely sam-
pled and thus prone to result in artifacts.
Using Eq. (5.35) is not the best solution for inverse filtering regridding (in
light of e.g. Wiener filtering techniques), but it serves its purpose for this aca-
demic example of a regridding weights estimation technique. Hence, in the results
comparison of Section 5.3.2.4, we use the modified inverse filter g (ω) to provide
the regridding weights for the inverse filter-based regridding approach.
5.3.2.4 Comparison
We compare the aforementioned techniques in a classic non-Cartesian reconstruc-
tion scenario. In order to compare the effect of density compensation accuracy, and
not the effect of any aliasing suppression due to lack of sampling density, an over-
sampled radial sampling was reconstructed. The results are shown in Figure 5.14.
As expected, all techniques achieve a near-perfect visual reconstruction quality.
Numerically the least squares reconstruction achieves the best performance, and
the Voronoi density compensation is outperformed by inverse filter. We note how-
ever that the Voronoi density compensation is more robust than the inverse filter
when the sampling density is closer to the critical (Nyquist) point.
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Voronoi regridding inverse filter least squares
(36.8dB) regridding (41.8dB) reconstruction (47.4dB)
Figure 5.14: PSNR Comparison of 3 density compensation techniques in an oversampled
radial reconstruction scenario. Note how all techniques achieve visually perfect results, but
differ in terms of absolute numerical accuracy.
Voronoi regridding inverse filter least squares
(15.5dB) regridding (7.4dB) reconstruction (18.7dB)
Figure 5.15: PSNR comparison of 3 density compensation techniques in an undersampled
radial reconstruction scenario. Note how the inverse filtering, which is numerically better
than Voronoi regridding in optimal conditions (see Figure 5.14), yields worse results here.
We also include the performance of these algorithms in the context of ill-posed
signal reconstruction. The experiment illustrated in Figure 5.15 shows reconstruc-
tion results from data sampled on a spiral sampled to 25% of the Nyquist rate.
Here we see that the inverse filter regridding breaks down because of the numeri-
cal instability of the approach, described in Section 5.3.2.3.
We remark that, although least squares reconstruction outperforms regridding
numerically, regridding techniques are not obsolete. Regridding weights can be
used as preconditioning for the `2-optimization problem (step 1 in Table 7.1) that
we will describe in Section 7.5.1. Finally, we note that it is sometimes impossible
due to computational constraints, to increase the reconstruction FOV sufficiently
to fully resolve the tails of the degraded image induced by the PSF (see Figure
5.12). This is one cause of artifacts that can never be solved by pure regridding
alone.
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Figure 5.16: (left) Logarithmic power spectrum visualization of raw MRI scanner data,
note how the elliptical filter and partial Fourier acquisition were used. (middle) Input im-
age. (right) simulated acquisition of the input image using the k-space coverage of the
power spectrum. The fact there is hardly any visual difference is a motivation for the use of
elliptical filter and partial Fourier acquisition: they accelerate acquisition at the expense of
the introduction of a hardly noticeable blur.
5.4 Typical MRI artifacts
In MRI practice, many artifacts are encountered. This is already obvious when
looking at the image spectrum in Figure 5.16. This figure shows the logarithmic
power spectrum, which is obtained by dropping the phase and taking the logarithm
of the magnitude of the raw data. The power spectrum shows a striking pattern of
missing data in the top and periphery. The raw data was obtained from a Siemens
Magnetom Trio 3T MRI scanner, using a T2 scan with TE 90ms and TR 4500ms.
The effect of this missing data on an MRI image, and other MRI artifacts, is the
subject of this section.
In this section, we explain MRI artifacts by listing them one by one and de-
scribing them. The purpose is to understand why artifacts and degradation arise, so
that techniques can be developed to mitigate them. Such image restoration tech-
niques are the subject of this thesis. Notably the noise and aliasing artifact are
mitigated by our proposed MRI reconstruction methods in Chapter 7. Note that
many MRI textbooks [Hornak 07] have a similar list of commonly encountered
image artifacts, for the purpose of teaching MRI practitioners to recognize such
artifacts.
5.4.1 Blurring and Aliasing (wrap-around) artifact
In Section 5.2.3, we described how the reconstructed signal is in fact a filtered ver-
sion (with the PSF defined by the k-space trajectory) of the original signal. The
bandwidth limits imposed by the k-space trajectory typically make for a sinc-type
of blur, which can obfuscate image details. This makes the k-space bandwidth,
sometimes called the kmax parameter, an important k-space trajectory design de-
cision. Similarly, the design of the trajectory should be such that the PSF Eq.
(5.19) does not cause unintended (spatial) aliasing. Note that, as the phase en-
coded direction in a Cartesian trajectory is usually traversed in a continuous sense,
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Figure 5.17: Various degrees of the (spatial) aliasing (wrap-around) artifact, caused by
insufficient k-space sampling density.
spatial aliasing artifact is usually not encountered in the phase encoding direction
(see Eq. (5.23) and Eq. (5.24)). As was mentioned in Section 5.2.3, risk for alias-
ing artifact means that one needs to ensure that the intended object fits within the
implicit Field of View (FOV) that corresponds to a k-space trajectory. Aliasing or
wrap-around artifact is well known in MRI. Various degrees of the wrap-around
artifact are shown in Figure 5.17.
5.4.2 Complex-valued noise
In general a white, Gaussian noise model is considered as a good approximation of
the noise on the two quadrature RF receiver channels [McVeigh 85, Bernstein 89,
Nowak 99] in an MR system. Even for fast acquisition trajectories, this turns out
to be fairly accurate. We perform an experiment to demonstrate this: A resolution
phantom was placed in a Siemens Tim TRIO 3T scanner. It was scanned 15 times
successively, on a fully Nyquist sampled 32-shot spiral, and the raw k-space data
was saved for further processing. Then we compared the reconstruction of one
data set, with the reconstruction of the average data set over the 15 samples. The
resulting regridded images are shown in Figure 5.18. We have the 15 realizations
(Figure 5.19), so we can use them to analyze noise in k-space. We model noise in
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Reconstruction of Reconstruction of
single data set average over 15 data sets
Difference image
Figure 5.18: Comparison between the averaged image and a single noisy image in a 15
averages experiment. Note how the difference image shows more noise in the dark region
of the image, this is a sign of Rician noise.
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Figure 5.19: K-space point color encoded power spectral density for the spiral trajectory.
a noisy k-space signal y acquired from the noise-free signal x as:
py|x (y|x) = N (f (x) ,G(x)) (5.36)
with unknown functions f (.) and G (.) that govern respectively the signal mean
and variance. We choose this (complex-valued) Gaussian model as very often
noise in MRI is treated as white and Gaussian; For most existing techniques, the
assumptions f (x) = x and G(x) = σ2I are made, with I the unit matrix. The
top image in Figure 5.20 shows the empirically estimated noise standard deviation
for every k-space data point in the aforementioned experiment. In Figure 5.20,
bottom, we plot the standard deviations in a radial sense, in order to investigate
the assumed constant nature of this standard deviation. With the exception for the
data points that correspond to low frequency image data, it can be seen that the
constant nature is a good approximation. We attribute this exception to the large
dynamic range of this part of the data, in combination with non-linearity of the
radio receiver electronics. The reasons for this assumption are:
• The power spectral density of the signal, illustrated in Figure 5.19, shows
that the range of the data is large: The low pass signal (the signal in the
center part of k-space) is of very high amplitude (>60dB with respect to
a certain reference magnitude) in comparison to the data that corresponds
to the other parts of k-space (~ -10dB to 20dB with respect to that same
reference magnitude).
• The difference in noise variance estimates is still very small in comparison
to the dynamic range of the respective signal, such a signal-dependent com-
ponent can be explained through a slight non-linearity of the radio receiver
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Figure 5.20: K-space point color encoded power spectral density for the spiral trajectory
(top). Radial plot of the same points (bottom).
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used in the MRI system, as no practical physical electronic system behaves
perfectly linear.5
So if the radio receiver electronics exhibit non-linearity, it will introduce signal-
dependence in this high-amplitude part of the signal, i.e. the center of k-space part
of the signal. This could be the reason for the peculiar noise standard deviation
estimates for the center of k-space in Figure 5.20. We conclude that in our white
Gaussian model assumption, g(x) = σ2I is only correct by approximation, so
possibly a more accurate reconstruction can be made by taking this into account.
We did not investigate this within the scope of this work as we expect the impact
to be small, but it is an interesting idea for future work.
5.4.3 Noise in the magnitude MR images
A Fourier transform does not alter the (white) Gaussian nature of the noise. So
generally, during a reconstruction process complex-valued image data, degraded
by (white) Gaussian noise, is obtained. As a last step, the magnitude of the this
complex-valued image data is considered to be the actual image. This magnitude
operation transforms the noise from Gaussian to Rician [Edelstein 84, Gudbjarts-
son 95, Sijbers 98a]. Rician noise can be modeled as:
xnoisy,i =
√
(xi + R (ni))
2
+ I (ni)
2 (5.37)
wherexnoisy,i is the i-th voxel in the noisy image volume, xi is the i-th voxel in the
noise-free image volume, and R (ni), I (ni) are the real, respectively imaginary
part of a complex Gaussian noise sample with variance σ2. Figure 5.21 shows how
the Rician distribution approximates the shape of a Gaussian distribution for high
SNR. A chi-square test with significance of 0.01 validates this approximation for
xi/σ > 4, which holds for most signal-containing voxels in an MR image. It can
also be seen that there is a large bias in the low SNR case, i.e. E [xnoisy,i] 6= xi.
We therefore adopt a noise model for magnitude MRI image noise as correlated,
additive Gaussian noise, with the addition of a signal-dependent bias on the signal
intensity [Nowak 99, Pižurica 03]. Taking a closer look at the signal-dependent
bias starts by studying the mean and variance of the Rician corrupted signal yi
[Sijbers 98a]:
E {xnoisy,i} = σ
√
pi
2
M
(
−1
2
, 1,− x
2
i
2σ2
)
(5.38)
Var {xnoisy,i} = x2i + 2σ2 −
σ2pi
2
M2
(
−1
2
, 1,− x
2
i
2σ2
)
(5.39)
where M(., ., .) is the confluent hypergeometric function (see [Abramowitz 64]).
From this definition, the mean signal intensity is proven to be biased with respect
5Keep in mind that the dynamic range of a typical MRI image is such that MRI images are diffi-
cult to store accurately in an 8 bit per pixel image, typically 12 bits are used and the 12-bit image is
manipulated at the end user’s discretion, i.e. the physician, by using contrast and brightness changing
methods, for viewing purposes on (typically 8-bit) computer screens.
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Figure 5.21: Probability density functions for the Rice distribution with xi = 0 (which
is equivalent to the Rayleigh distribution, denoted by the full line), the Rician distribution
with different SNR, (dotted lines, with xi from 1 to 4) and the normal distribution with
mean xi = 5 (bold line).
to its noise-free value xi. The bias depends on the SNR of the signal (x2i /σ
2). This
means that areas with low signal intensities will suffer from a larger bias than areas
with a higher signal intensity: an effect which reduces image contrast. Contrast
in MRI is directly related to tissue difference, so eliminating the bias in MRI is
important, although it is sometimes overlooked [Coupe 08].
5.4.4 Intensity non-uniformity
Since MRI is acquired using receiver antennas (called coils), the radiation pattern
of these antennas, as well as attenuation effects caused by the object in the scanner,
has an impact on the end result signal. These effects induce an unwanted amplitude
modulation in the MRI image. The aim of MRI system designers is to design the
system to make this modulation a multiplication with a field that is as uniform as
possible, so as not to change the image content. Perfect uniformity is unachievable
and the result is an image artifact called RF inhomogeneity, or image intensity non-
uniformity [Belaroussi 06]. RF inhomogeneity is an MRI artifact that manifests
itself as a smooth multiplicative bias field over the image. If this is problematic
for the end user, many techniques exist to remove it, among them post-processing
techniques such as [Vovk 07]. Retrospective intensity inhomogeneity correction
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will also alter the noise characteristics. Let us consider the following noise model:
xnu,i = ηxi + ni (5.40)
in which xi is the ideal, non degraded image value at position i, η is a spatially
dependent bias field, ni is the image noise contribution and xnu,i is the result-
ing acquired image. Many techniques exist to estimate the bias field and once
estimated as ηˆ, intensity correction comes down to:
xˆi = xnu,iηˆ
−1 =
(
ηηˆ−1
)
xi + ηˆ
−1ni, (5.41)
where one can assume that ηηˆ−1 = 1. It’s clear from Eq. (5.41) that intensity
correction alters the local noise variance, but does not introduce noise correlation.
This should be taken into account when there is also need for denoising. In fact,
we view intensity non-uniformity as dual to spatial noise correlation: spatial noise
correlation is caused by multiplication of the Fourier spectrum with a (smooth)
field, while spectral noise correlation is caused by multiplication of the image with
a smooth field (intensity non-uniformity). This can lead to confusion, considering
the nature of acquisition in MRI (frequency space) versus acquisition in traditional
photography (image space), which is why we discussed the difference here.
5.4.5 Motion artifacts
If an object moves during MRI acquisition, the acquisition can be seen as the
superposition of two (or more) incompletely acquired data sets. Since incomplete
acquisition leads to spatial aliasing (the wrap-around artifact, see Section 5.4.1),
we get the superposition of two aliased images, see the example for linear motion
in a Cartesian acquisition in Figure 5.22.
If the movement happens after the highly energetic center part of k-space is ac-
quired (i.e. the low-pass image), then only high pass image details are aliased and
the movement artifact is less pronounced. In a spiral acquisition, the highly ener-
getic center part of k-space is sampled initially, very quickly, and very redundantly
(higher-than-Nyquist density) after which the high pass image details (the periph-
ery in k-space) is sampled. This allows to mitigate and suppress aliasing in the
highly energetic center part of k-space and therefore only high pass image details
are usually aliased due to subject motion. Spiral acquisition or variants are gen-
erally considered as robust against motion artifact for this reason. An illustration
of the difference between motion during Cartesian acquisition and motion during
spiral acquisition is provided in Figure 5.22. We observe that spiral acquisition is
indeed far more robust to motion artifact.
Alternatively, there exist techniques to detect motion and mitigate the artifacts
associated with the particular motion. These techniques are based on adding addi-
tional data to the reconstruction problem, by e.g. using additional ‘navigator’ echo
acquisitions [Firmin 01] or by analyzing phase differences between redundant ac-
quired data [Van de Walle 96, Van de Walle 99]. The downside is that acquiring
redundant data increases the acquisition time.
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perfect acquisition linear motion in linear motiona Cartesian acquisition in a spiral acquisition
Figure 5.22: Examples of motion artifact simulations.
5.4.6 Gradient-delay-induced image artifacts
Often, synchronization between gradient transmission (causing phase shifts in the
Gx, Gy and Gz displayed in Figure 5.7) and data sampling of the received signal
in Figure 5.7 is imperfect. This is called gradient delay and even commercial MRI
scanners can experience sequence-specific gradient delays. Spiral MRI sequences
are specifically susceptible to this artifact. When it occurs, timing misalignment
causes sampled data to be associated with incorrect k-space coordinates. In other
words, frequency-space data is attributed the wrong image phase/frequency. The
resulting visual effect of such timing-related phase shifts is similar to motion ar-
tifacts, as subject motion also causes energy to be interpreted as being at a differ-
ent position in k-space (see Section 5.4.5). Several methods exist for measuring
and correcting for deviations in the k-space trajectory, one such method is [Ro-
bison 09]. Such methods are generally based on the prior knowledge that the
zero-crossing of k-space is associated with the highest signal magnitude (the DC-
component of the image signal). We found that although care should be taken,
these methods can sufficiently reduce the effect of this artifact.
5.4.7 Ringing
MR images often suffer from the ringing artifact. This is because MRI’s nature as
a Fourier space sampling operation. Ringing artifact is often inaccurately referred
to as the Gibbs6 ringing artifact and manifests as unreal ’echos’ of high contrast
image edges and features. An example can be seen in Figure 5.23. Ringing is
actually unavoidable in a perfectly bandlimited acquisition, as is the case in MRI.
This can easily be explained by studying the impulse response of MRI acquisition
of the sharpest ringing-free feature imaginable, a Dirac impulse:
δ (t) = lim
σ→0
1
σ
√
2pi
exp
(−t2
2σ2
)
(5.42)
6The Gibbs phenomenon describes the Fourier series approximation of perfect step edges, not real
medical images.
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full resolution half resolution
acquisition acquisition
spectrum of the top right image
Figure 5.23: Example of the Gibbs ringing artifact in MRI. Left: full resolution, Right: half
resolution, notice the pronounced ringing artifact in the circled region Bottom: spectrum of
the right image, the near-perfect cut-off can clearly be seen, and is the reason for the ringing
artifact.
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Table 5.3: First few minima and maxima of the sinc function.
piWt δa (t)W
0 1
4.493... -0.217...
7.725... 0.128...
10.90... -0.091...
14.07... 0.070...
17.22... -0.058...
which has a Fourier spectrum:
D (ω) = 1. (5.43)
We now study what this signal would look like if acquired by an MRI sequence.
Since MRI acquisition is by construction bandlimited, say to a bandwidth of W ,
the acquired signal has a spectrum
Da (ω) =
{
2/W |ω| < W
0 |ω| ≥W (5.44)
which corresponds to an impulse response δa (t) of the MRI system that is a sinc
function:
δa (t) =
sin (piWt)
pit
(5.45)
The local extrema of this function are the solutions to the transcendental equation
tan (piWt) = piWt. As Eq. (5.45) has an infinite number of local extrema, we
can conclude that a single impulse results in a response of an infinite number of
oscillations, i.e. Gibbs ringing artifact. The first extrema of the function in Eq.
(5.45) are shown in Table 5.3. This means that in an MRI system, ringing is
unavoidable and is irrespective of the reconstruction bandwidth W. The first ’ring’
will have an amplitude of approximately 22% of the feature amplitude.
5.4.8 Interpolation artifacts
In a simple MRI acquisition sequence (e.g. a gradient recalled echo sequence), k-
space is sampled line per line (as in Figure 5.24). Because of the duality property
of the Fourier transformation, the actual k-space signal will have all the properties
of the spectrum of a real-world image. This means the image energy (in fact, most
of the actual RF energy), will be concentrated in the low frequencies. Since the
SNR of the outer parts of the spectrum is low, given the nature of the underlying
natural image (see Section 2.2.2) and the noise characterization (see Section 5.4.2),
discarding higher frequency data improves the global SNR of the resulting MR im-
age. From a practical standpoint, this discarding would mean that only part of the
signal needs to be acquired (Figure 5.24 shows the corresponding k-space trajec-
tory), which can greatly speed up the acquisition. This technique is called Reduced
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Scan Percentage. The effect on the MR image is that it will be interpolated in the
direction that is acquired with less data (phase encoded direction) as the actual
resolution in this direction has gone down in the process. This also means the
noise in the final image is interpolated and the image noise in the end result image
becomes correlated. If this introduction of noise correlation means that the SNR
improves, this can be an aesthetically pleasing thing, however it invariably compli-
cates further processing, denoising, segmentation and general automatic analysis
of an image.
5.4.9 Correlated noise due to partial Fourier acquisition
Partial Fourier is an acquisition technique that exploits the fact that, when imaging
real (in the mathematical sense) objects, k-space should be symmetrical. It exploits
this by only sampling one side of the k-space, reducing the number of scanlines
and thus acquisition time by some percentage. Mirroring the acquired data where
necessary then results in a full k-space, which can be reconstructed.
We will now demonstrate why partial Fourier results in correlated image noise:
consider that we have a one dimensional k-space filled with N (being an uneven
number) independent and identically distributed complex Gaussian noise samples
yi, with i the location index and variance σ
2. Then the variance of both real and
imaginary part is σ
2
2 . When we use the unitary DFT on this k-space, the variance
is preserved. The magnitude image then exhibits Rician distributed noise, but, as
explained in Section 5.4.3, this is approximated very well by Gaussian noise with
variance σ
2
2 in the presence of a sufficiently high signal intensity.
However, when only half of the k-space data is available, and the missing part
is obtained by mirroring (i.e. half-Fourier), one can prove that the variance in the
magnitude image is doubled to σ2. Therefore, if only part of the available k-space
is missing, these k-space data points correspond to frequency components with
a noise contribution of variance σ2, while the remaining k-space data will only
result in frequency components with a noise contribution of variance σ
2
2 . Hence,
the resulting noise power spectrum for the end result image is not flat, which is the
definition of spatially correlated noise. Therefore, we conclude that partial Fourier
results in spatially correlated noise. The only exception is the case of half Fourier,
where all k-space data was sampled on only one side of the spectrum.
5.4.10 Correlated noise due to sampling density
If MRI is sampled on a non-uniformly sampled k-space grid, see Section 5.3.2,
then the resulting image noise becomes spatially correlated. This was already
shown for Partial Fourier in Section 5.4.9, which is a specific case of a non-uniformly
sampled k-space. If NUFT is used (see Section 5.3.1), then points in the Carte-
sian Fourier grid that represents the image are found through interpolation of the
non-uniformly sampled k-space data points (illustrated in Figure 5.10). Precisely
because of the non-uniformity the interpolation weights used to interpolate a Carte-
sian Fourier grid point vary: For Cartesian Fourier grid points in densely sampled
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k-space regions, the weights are significant, but relatively small, for many k-space
data points. Conversely, for sparsely sampled k-space regions, the weights are
very large and significant for only very few k-space data points. Weight factors
used in linear combinations (in interpolation) have a large impact on the result-
ing noise variance, even if the noise variance on the initial k-space data points is
uniformly constant: Linearly combining few noisy coefficients with large weight
factors leads to a larger variance than when linearly combining many coefficients
with small weight factors. Therefore, in the resulting Cartesian Fourier grid data
after NUFT interpolation, the noise variance is expected to be different for each
frequency, which results in an image with spatially correlated noise.
5.4.11 Correlated noise due to elliptical filtering
In order to improve global image SNR and/or speed up acquisition, a so-called
elliptical filter can be used. When used, the scanner omits the corners of k-space
in its output. It is as if an elliptically shaped filter was used on the data in k-space
(Figure 5.24).
Assuming that the corners in k-space have a very low SNR, similar in rea-
soning to reduced scan percentage, the elliptical filter will increase SNR without
compromising too much detail. Again, it means the noise in the final image is
correlated, but also that image blur is introduced. In Figure 5.16, an example is
shown of a combination of elliptical filtering and partial Fourier imaging. There
is indeed little loss of sharpness because of it, which is why these techniques are
enabled very often in clinical scan sequences.
5.4.12 Display-induced artifacts
Clinicians typically look at MRI images using traditional image viewing software
to ’zoom in’ or ’scroll through’ regions of interest. Image viewing software or
display hardware typically use bilinear or bicubic interpolation algorithms in dis-
playing MRI images. However, such linear interpolation algorithms have an im-
pact on the data fidelity. This is because these interpolation algorithms use linear
filters, which typically modify frequency space representation of the data, i.e. the
k-space data, making it different from the measured k-space data. Depending on
the type of linear filtering involved, this manifests as a combination of image blur
and ringing. Such blur and ringing is not present in the imaged object, nor in the
measured k-space data, but is only the result of inadequacies in the display system.
5.5 Conclusions
The previous chapters have demonstrated how a good image restoration/recon-
struction technique needs a good model for the data acquisition. Therefore, in
this chapter, we gave a detailed overview of MRI signal generation, acquisition,
degradations and conventional reconstruction. We started this chapter by giving
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Figure 5.24: Different k-space trajectory styles: (top left) k-space trajectory for a gradient
recalled echo sequence plotted over the k-space magnitude of a real image (top right) using
k-space subsampling (bottom left) using elliptical filter (bottom right) using partial Fourier.
a breakdown of the physics of the MRI system, as an understanding of the in-
volved physics is the first step in tailoring advanced image processing or image
reconstruction techniques for a specific application. We then gave an overview of
the current state of the art in MRI reconstruction and the specific degradations that
can occur with MRI acquisition. This forms the basis upon which the next chapters
build when we present novel MRI reconstruction techniques.
To summarize, in this chapter, we made the following contributions:
• In Section 5.2, we give a fundamental analysis of the complete image for-
mation process in MRI.
• In Section 5.3, we discuss MRI reconstruction. Specifically, in Section 5.3.2,
we spend a lot of attention on the the problem of non-Cartesian MRI recon-
struction. After we identified that the problem of non-Cartesian MRI re-
construction can not be adequately solved by rescaling each data coefficient
(regridding) in Section 6.5, we discuss some of our own non-Cartesian MRI
reconstruction and regridding methods in light of it.
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• In 5.4, we provide a thorough analysis of the different aspects of image
degradation as it is commonly perceived in (conventional) MR images. This
gives the necessary insights on research opportunities to go beyond conven-
tional MRI reconstruction.
The work in this chapter lays the foundation for our contributions in the next chap-
ters, by itself it has lead to one publication in the proceedings of an international
conference [Aelterman 12b].
6
Parallel MRI reconstruction
“Theory need not be a sort of manual for action. It is an analytical
investigation leading to a close acquaintance with the subject.” - Carl
von Clausewitz
6.1 Introduction
In the previous chapter, we discussed the physics of MRI and how image recon-
struction from raw MR data can be performed. MRI is an important medical di-
agnostic tool, but it is limited, both in economic viability and in diagnostic capa-
bility, by the acquisition speed of its images. Developing advanced reconstruction
techniques can help in increasing this acquisition speed. In classic single receiver
coil MRI, the acquisition speed is limited by the time it takes the gradient coils
to complete the k-space trajectory (see Section 5.2.2). Increasing the acquisition
speed means that the magnitude and rate of change of the gradient magnetic fields
increase, which results in a lowered signal-to-noise ratio (SNR) [Macovski 96].1
Both the limited the tolerance of the human body to electrical currents induced by
the rapidly changing magnetic field, as well as the limited acceptable reduction in
SNR, constrain the acquisition speed.
Parallel magnetic resonance imaging (pMRI) is one of the answers to this limi-
tation and is the topic of this chapter. pMRI achieves faster acquisition by allowing
a k-space trajectory that constitutes a sub-Nyquist density sampling of k-space.
The sub-Nyquist acquisition is compensated for by the use of multiple receiver
1Sometimes, the low SNR is mitigated by using a multishot acquisition, essentially repeating the
excitation of the MR system after a certain "repetition time" TR, and then acquiring a different part of
k-space. This is also a significant constraint on acquisition time.
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antenna coils. Multiple antenna coils results in more data and the system is de-
signed such that this allows to formulate a well-posed reconstruction problem for
what would otherwise be an ill-posed reconstruction problem from an undersam-
pled MRI data set. There are two classes of pMRI techniques: techniques that use
explicit knowledge of antenna coil radiation patterns, or rather the spatially depen-
dent sensitivity they induce on the imaged volume, and techniques that do not. The
latter class of techniques is sometimes called the class of auto-calibrating pMRI
techniques. This chapter details novel reconstruction algorithms in both classes.
This chapter is organized as follows: We start by describing why using mul-
tiple receiver coils can help to achieve faster acquisition through pMRI, in Sec-
tion 6.2. After this descriptive introduction, we go into further detail: We explain
how data from multiple receiver antenna coils can be combined into a single re-
constructed MR image. Firstly, we explain this for a situation where the k-space
trajectory was not sub-Nyquist sampled in Section 6.3. We use this explanation in
Section 6.4 as the starting point for explaining coil combination in a setting where
the k-space trajectory was sub-Nyquist sampled, i.e. true pMRI. In Section 6.4,
we explain the current state of the art in pMRI, each time we make a distinction
between auto-calibrating techniques and non-auto-calibrating techniques. In Sec-
tion 6.5 and Section 6.7.1 we present our novel non-auto-calibrating, respectively
auto-calibrating pMRI techniques. We start this off by a novel analysis of the au-
tocalibration problem in the light of convex optimization in Section 6.6. Finally,
in Section 6.8, we propose a technique to mitigate any unwanted global intensity
non-uniformity, that can be the result of imperfect pMRI reconstruction, in a data-
consistent way. In Section 6.9, we present our conclusions for this chapter.
6.2 The principle of pMRI
In parallel MR imaging (pMRI), an insufficiently densely sampled k-space is ac-
quired once, in order to shorten acquisition time. By combining the signal of
multiple receiver antenna coil arrays (instead of one) an aliasing-free image is re-
constructed. So a k-space signal generated by a single acquisition sequence is
acquired simultaneously (i.e. in parallel) by multiple receiver antenna coils. The
spatial positioning of the different receiver antenna coils ensures that linearly in-
dependent signals are received, which can then be exploited to solve the missing
data problem in a well-posed manner.
For example: if k-space is subsampled by leaving out every even-numbered
line, spatial aliasing occurs as explained in Section 5.4.1. In a way, the spectrum
‘has holes’ such as shown in Figure 6.1. Figure 6.3 shows the four images that
were reconstructed from each of the four coil signals separately in such an ac-
quisition scheme, we call these the coil images. These image differ in the spatial
sensitivities, i.e. the coil-specific amplitude multiplication factors for a signal com-
ing from the spatial position in each image, this can be seen by the highlights in
the image: Each part of the mouse brain is only clearly ‘illuminated’ in one of the
coil images, due to the receiver coil being close to this part. There is also spatial
PARALLEL MRI RECONSTRUCTION 191
Figure 6.1: Example of a subsampled (logarithmically scaled for viewing) k-space by leav-
ing out the ‘even’ lines.
aliasing in the coil images due to the ‘holes’ that were left in k-space because the
distance between points determines the field of view.
The aim in parallel imaging is to solve this spatial aliasing by combining mul-
tiple images with different spatial sensitivity into one image. For pure pMRI this
turns out to be a simple matter of solving a well-posed linear system of equations.
For this introductory section, we provide an intuitive explanation using Figure 6.2.
The image produced from the front coil contains spatial aliases of the front of the
head. The front of the head should obviously be positioned in the front of the im-
age. Likewise, the image produced from the back coil contains spatial aliases of
the back of the head. By exploiting the knowledge that the front of the head should
be in the front of the picture, and the back of the head in the back, it is possible
to reconstruct a larger field of view. This is an intuitive explanation of what pMRI
does. An example of the (estimated) spatial sensitivities of receiver coils (taken
from a real SENSE dataset) is shown in Figure 6.4. The aim in parallel imaging
is to use the coil sensitivity estimates (see Figure 6.4) and use them in conjunction
with the acquired data (e.g. the images from Figure 6.3) in order to make an esti-
mate of the ideal image that is (aliasing) artifact-free and that compensates for the
amplitude modulation of the coil sensitivity maps. An example of the end result of
such a parallel imaging scheme is shown in Figure 6.5. Such a scheme would then
have accomplished a speed-up roughly equivalent to the ratio of undersampling
used in the acquisition.
Parallel imaging reconstruction techniques can hence be used to increase spatio-
temporal resolution, but also to increase signal-to-noise ratio or reduce artifacts.
Existing parallel imaging algorithms can be divided into 2 groups: image recon-
struction from the images produced by each coil (reconstruction in the image do-
main, after Fourier transform) and image reconstruction from the reconstructed
spectrum (reconstruction in the Fourier domain). The first class of techniques
are generally known as SENSE-type (Sensitivity Encoding) [Roemer 90, Pruess-
mann 99] or PILS-type (Partially Parallel Imaging with Localized Sensitivity)
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Front coil:
Clear aliases 
of the front of 
the head
Back coil: 
Clear aliases 
of the back of 
the head
Figure 6.2: Simplified explanation of pMRI. Because of the use of multiple coils and the
rough knowledge of their position, it is possible to distinguish spectral replicas (due to sub-
Nyquist sampling) from the real signal.
Figure 6.3: Four coil images from a parallel image sequence, note the spatial aliasing and
the different highlights because of the spatial sensitivity difference.
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Figure 6.4: Four spatial coil sensitivity estimates from a parallel image sequence, be aware
that the spurious structures in the periphery are of little interest, since there is hardly any
signal strength in these spatial regions.
Figure 6.5: End result of a pMRI sequence with the coil sensitivities from Figure 6.4 and
input data from Figure 6.3.
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[Griswold 00] techniques. The second class of techniques are typically called
GRAPPA-type techniques [Griswold 02]. Additional techniques that use ideas
from either or both of these classes include SMASH [Sodickson 97], SPEEDER™,
IPAT™ and mSENSE [Wang 01] (an image based enhanced version of SENSE).
We will now first discuss the mathematics behind parallel imaging and basic
pMRI reconstruction techniques before moving on to our proposed techniques in
Section 6.5 and Section 6.7. We start of with a description for data that was not
sub-Nyquist sampled, but that was acquired using multiple coils, i.e. with multiple
known but different coil sensitivities, in Section 6.3. We will then move on to the
state-of-the-art in true pMRI, which is the reconstruction of sub-Nyquist density
data acquired with multiple coils, in Section 6.4.
6.3 Coil combining with Nyquist sampled k-space
Consider firstly that there was no subsampling of the Fourier space. We will now
look at the optimal way for combining the different coil images xk (r) into a single
image x (r) for this scenario. The measurements of the different receiving coils
yk (ω), with ω the vector of frequency coordinates, are related to the ideal object
x (r) via:
F−1 (yk (ω)) (r) = xk (r) = Ck (r)x (r) + nk (r) , (6.1)
with r the vector of image space coordinates and nk (r) a realization of complex-
valued, white Gaussian noise with variance σ2.2 The coil sensitivity profile is
called Ck (r). The Fourier transform F (.) is a unitary transform, so the noise
remains stationary and white after being transformed, such that Var [yk (ω)] =
Var [xk (r)] = Var [nk (r)] = σ
2. We will now look at optimally combining the
xk (r) images into an estimate for x (r).
6.3.1 Known coil sensitivities
If the system has Nc coils, then there are Nc estimates
xk(r)
Ck(r)
of x (r), with
Ck (r) > 0, that can be used to estimate the ideal object x (r) through Eq.
(6.1). Simply summing these estimates will not yield the best performing esti-
mator from the point of view of noise. Instead, the linear minimum mean square
error (LMMSE) estimator for x (r) can easily be derived by first optimizing for
weight factors wk (r) using
wˆk (r) = arg min
wk(r)
Var
[
Nc∑
k=1
wk (r)
xk (r)
Ck (r)
]
, (6.2)
2The generalized variance for complex-valued zero-mean nk (r) is Var [nk (r)] =
E [nk (r)∗ nk (r)]. For this situation, with the generalized variance σ2, the variance of the real and
imaginary part is σ
2
2
.
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under the constraint that the estimator is unbiased:
Nc∑
i=1
wk (r) = 1, (6.3)
such that wk (r) are the weights that are used in the LMMSE estimator for x:
ˆx (r) = <
(
Nc∑
k=1
wk (r)
xk (r)
Ck (r)
)
. (6.4)
Note that Eq. (6.2) can be rewritten as
wˆk (r) = arg min
wk(r)
(
Nc∑
k=1
∣∣∣∣wk (r)Ck (r)
∣∣∣∣2
)
σ2 s.t.
Nc∑
k=1
wk (r) = 1. (6.5)
This problem has the closed-form solution:
wk (r) =
|Ck (r)|2∑Nc
l=1 |Cl (r)|2
(6.6)
such that the LMMSE estimate for the pixel intensity x (r) becomes:
xˆ (r) = <
(
Nc∑
k=1
C∗k (r)∑Nc
l=1 |Cl (r)|2
xk (r)
)
, (6.7)
a formula that is sometimes known as ‘maximal ratio combining’.
It is possible to make a map of the noise variance per pixel in xˆ (r):
Var [xˆ (r)] =
∑Nc
k=1 |Ck (r)|2(∑Nc
l=1 |Cl (r)|2
)2 σ22 = σ22∑Nck=1 |Ck (r)|2 . (6.8)
resulting in the following signal-to-noise ratio (SNR) map:
SNR (r) =
2 |x (r)|2∑Nck=1 |Ck (r)|2
σ2
(6.9)
The conclusion from Eq. (6.9) is that the end result image SNR heavily depends
on coil sensitivity coverage: if none of the imaging coils is very sensitive to a voxel
location, the end result will be a noisy voxel.
Another noteworthy result is that it is possible to convert one coil image to
another coil image because of the relation (6.1), a practice commonly used in some
reconstruction techniques. One possible estimator is:
xˆk (r) =
Ck (r)
Cl (r)
xˆl (r) . (6.10)
Obviously, the variance of this estimate is greatly affected as
Var [xˆk (r)] =
∣∣∣∣Ck (r)Cl (r)
∣∣∣∣2 σ2. (6.11)
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In other words, when the signal strength in one coil image is low, noise on the
estimate based on it, for another coil image, will be very high. It should therefore
be pursued that the signal from each area in space is acquired with high SNR for
at least one coil.
6.3.2 Unknown coil sensitivities
A popular way of combining the Nc coil images xk (r) into one image when the
coil sensitivities Ck (r) are unknown is by using the sum of squares [Larsson 03].
This is the last step in many auto-calibrating pMRI algorithms, such as those ex-
plained in Section 6.4.2. The end result image is then estimated as:
xˆ (r) =
√√√√ Nc∑
k=1
|xk (r)|2. (6.12)
Now assume xk (r) has an additive, complex-valued white Gaussian noise contri-
bution nk (r), as in Eq. (6.1):
xk (r) = x (r)Ck (r) + nk (r) . (6.13)
Then we can rewrite Eq. (6.12) as:
xˆ (r) = x (r)
√√√√ Nc∑
k=1
|Ck (r)|2
√√√√√1 + 2∑Nck=1< (Ck (r)? nk (r))
x (r)
√∑Nc
k=1 |Ck (r)|2
≈ x (r)
√√√√ Nc∑
k=1
|Ck (r)|2
1 + ∑Nck=1< (Ck (r)? nk (r))
x (r)
√∑Nc
k=1 |Ck (r)|2
 (6.14)
≈ x (r)
√√√√ Nc∑
k=1
|Ck (r)|2 +
∑Nc
k=1<
(
Ck (r)
?
nk (r)
)√∑Nc
k=1 |Ck (r)|2
(6.15)
In the second step, we assumed that |nk (x, y)|2 is negligible and used a first order
Taylor approximation for the noise variable nk (r) around nk (r) = 0, the noise
mean (as in [Larsson 03]). This approximation is accurate when the noise is small.
In this approximation, we end up with additive noise. The signal-to-noise ratio
map can now be computed as:
SNR (r) =
2 |x (r)|2
σ2
Nc∑
k=1
|Ck (r)|2 , (6.16)
which is exactly the same as in the case with known coil sensitivities Eq. (6.9).
So this is the rationale behind sum of squares reconstruction: The SNR of xˆ (r)
is identical to the one achieved with the SNR-optimal maximal ratio combining,
while it is bias-free, i.e. xˆ (r) = x (r), when the sum of squares of the coil
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sensitivities tends to
√∑Nc
k=1 |Ck (r)|2 = 1, which follows from Eq. (6.15).
If this last condition is not met, the penalty is that a multiplicative signal bias√∑Nc
k=1 |Ck (r)|2 is introduced to the solution.
6.4 Coil combining with sub-Nyquist sampled k-space
While Section 6.3 details parallel imaging reconstruction when all coil data have
been sampled at the Nyquist rate, this section details techniques to perform pMRI
reconstruction when the acquisition was sub-Nyquist, which is what the commu-
nity considers real pMRI. These techniques can be split up in two categories: tech-
niques that assume perfect knowledge of coil sensitivity profiles, the topic of Sec-
tion 6.4.1, and techniques that do not, the topic of Section 6.4.2.
Firstly, we define two concepts, the concept of coil image xk and the con-
cept of fully sampled coil image xk,full. The coil image is related to both the
sub-Nyquist k-space sampling as well as the coil sensitivity profile Ck via the
following relation:
xk = F
′Hyk = F
′HF ′Ckx (6.17)
with F ′ the matrix formulation of the Fourier acquisition operator (which can be
the NUFT operator, see Section 5.3.1), yk the k-space data for coil k, and x the
vector representation of the unknown, ideal image that is to be reconstructed. For
the techniques discussed in this section, Ck is a diagonal matrix that lists the
function values for Ck (r).
The fully sampled coil image xk,full for coil k does not depend on the k-
space sampling and is only related to the ideal image x via coil sensitivity profile,
through the following relation:
xk,full = Ckx. (6.18)
Note that in the previous section, i.e. for Nyquist sampled k-space data, the coil
image and the fully sampled coil image are identical.
6.4.1 pMRI techniques for known coil sensitivities
There are roughly two classes of pMRI techniques. There are the image domain
techniques on the one hand, see Section 6.4.1.1 and the Fourier domain/k-space
techniques on the other, see Section 6.4.1.2. The reason for this distinction is that
the effect of the coil sensitivity functions can be expressed both in image domain
and in Fourier domain. They both have their advantages, which will become evi-
dent in this section.
6.4.1.1 Image domain techniques
The SENSE technique [Pruessmann 99, Blaimer 04] is one of the oldest paral-
lel imaging techniques [Pruessmann 99]. It assumes that the diagonal sensitivity
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matrices Ck are known. The technique works by solving a linear system in a
voxel-per-voxel basis, the linear system explicitly expresses spatial aliasing as the
superposition of signal replicas (see Section 5.4.1, also called folding artifact) in
the image domain. We chose to explain SENSE here in a different, more general
formulation. We found that SENSE is actually the Maximum Likelihood estimator
of the ideal image x from x| under an additive white Gaussian noise model:
xˆ = arg min
x
∥∥∥FHFCx− x|∥∥∥2
2
=
(
CHFHFFHFC
)−1
CHFHFx|, (6.19)
where x| is the stacked vector of the different (preliminary reconstructed) coil
images xk, x| = [x1,x2, ..xNc ] = F
HFCx. C is a (block) diagonal matrix
stacking the diagonal matrices Ck into a matrix C of size NcnH × nH , with nH
the number of voxels in the end result. F is the (diagonal repetition of) the Fourier
acquisition matrices F ′ (which can be the NUFT, see Section 5.3.1). The norm in
Eq. (6.19) is hence a compact notation for:
∥∥∥∥∥∥∥∥∥∥∥
FH︷ ︸︸ ︷
F ′H
F ′H
...
F ′H

F︷ ︸︸ ︷ F
′
F ′
...
F ′

C︷ ︸︸ ︷ C1C2...
CNc
 x−
x|︷ ︸︸ ︷ x1x2...
xNc

∥∥∥∥∥∥∥∥∥∥∥
2
2
.
(6.20)
For simple Fourier acquisition schemes, e.g. leaving out the even lines in k-
space, FHF is a sparse, binary matrix. This allows to greatly simplify SENSE,
and often to express Eq. (6.19) in terms of small submatrices that relate to only
a small amount of pixels at a time. This is the original formulation of SENSE
[Pruessmann 99, Blaimer 04].
So, SENSE is the estimator that returns the image x that, when subjected to
the forward imaging model, i.e. Fourier acquisition + coil sensitivity weighting
and reconstruction, results in the individual coil images x|. It is also interesting
to consider the noise covariance matrix for this reconstruction, considering white
stationary Gaussian noise of variance 1 on the measurements Fx|:
Cov [xˆ] =
(
CHFHFFHFC
)−1
CHFHFC
(
CHFHFFHFC
)−1
. (6.21)
In the case of subsampled Cartesian grids, the vectors in F are perpendicular,
because the full Cartesian Fourier grid forms a base. In such a case FFH is the
unit matrix and we can simplify the covariance matrix to:
Cov [xˆ] =
(
CHFHFC
)−1
. (6.22)
The diagonal elements of this covariance matrix are the noise variances for ev-
ery pixel in the resulting image xˆ. We can compare these with the variances for
the non-subsampled case described in Eq. (6.8). The spatially dependent ratio of
both can be thought of as a voxel-wise noise amplification factor. It is called the
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G-factor and has been an important design characteristic of conventional Carte-
sian pMRI acquisition sequences. In this matrix formalism, the G-factor [Pruess-
mann 99] for a voxel with index b is:
Gb =
√[
CHC
]
b
[(
CHFHFC
)−1]
b
, (6.23)
with [.]b signifying the b-th element off the diagonal of the matrix argument.
Note that Eq. (6.19) is the ML estimator for a white Gaussian noise model on
the image x| around a mean of F
HFCx. In reality, the noise in x| is correlated,
which indicates one problem with this model. Nonetheless, the SENSE techniques
remain a popular choice for parallel MRI.
The analysis of noise behavior leads to another interesting conclusion: whereas,
in order to avoid the intensity non-uniformity artifact (see Section 5.4.4), one wants
coil sensitivity profiles that are as uniform as possible in single-coil MRI, for
pMRI, we explicitly desire the opposite. The reason is that the covariance matrix
becomes unstable as the different sensitivity profiles approach a linearly depen-
dent vector form (small eigenvalues of CHFHFC), which can be seen from Eq.
(6.22). An intuitive explanation of this observation is that the the different coil sen-
sitivity profiles should be such that they both are significantly different from each
other while at the same time significantly mitigate aliasing. This is not achieved
by uniform sensitivity profiles.
6.4.1.2 K-space techniques
Parallel MRI reconstruction directly in k-space is possible because there exists a
convenient relation between the effect of the coil sensitivity matrix on the image
and the k-space data.
Firstly, the relation between the coil sensitivity matrix Ck and the fully sam-
pled coil images xk,full is expressed through Eq. (6.18). Since typically, the coil
sensitivity functions are Ck (r) 6= 0 within the field of view of the MRI image,
Eq. (6.18) allows to relate two fully sampled coil images through:
ClC
−1
k xk,full = xl,full. (6.24)
When expressed in Fourier space, Eq. (6.24) becomes:
F fullClC
−1
k F
H
full︸ ︷︷ ︸ yk,full = yl,full,
U l,k
(6.25)
with yk,full = F fullxk the regular (unitary) DFT (fully sampled Cartesian Fourier
transform) of the coil image xk. U l,k is then a circulant ‘weights’ matrix that
expresses a convolution of k-space data. It is then trivial to relate all coils’ image
data to each other, by considering all possible equations of the form of Eq. (6.25),
∀l, k via:
Wyfull = yfull, (6.26)
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where yfull is the vector stacking all the k-space data vectors yk,full from all the
coils k into one vector. W is then a block matrix that contains all the matrices
U l,k as block elements.
K-space pMRI techniques exploit the fact that it is easy to impose restrictions
on the matrices U l,k or W . For example, Ck typically represents a signal Ck (r)
with a small support in Fourier space, so it can be assumed that F fullCk contains
a lot of zeros, which can be exploited by imposing thatW is a very sparse matrix.
This assumption makes k-space pMRI techniques possible and often even more
convenient to implement than image-space pMRI.
Among k-space pMRI techniques, the GRAPPA method [Griswold 02] is one
of the most popular methods. Historically, this method evolved from the SMASH
method [Sodickson 97], which we therefore explain first. Our explanation will use
a k-space trajectory that is acquired with Nc = 4 coils and has missing lines, see
Figure 6.6. SMASH assumes that unknown points of the target image’s k-space
can be found through a linear combination of convolutions of the k-space data
from the different coils. Additionally, it assumes that the convolution kernels used
in this idea are of very small support: It is assumed that each row in U l,k (see
Eq. (6.25)) contains a large number of zero entries. So many zeros in fact, that
it is assumed that the unknown image k-space y (ω) at position ω − [∆ω, 0] can
be found through a weighted linear combinations of (only) the input coil data’s
k-space yk at position ω:
Nc∑
k=1
wk,∆ωyk (ω) = y (ω − [∆ω, 0]) . (6.27)
If values are found for unknown weights wk,∆ω such that Eq. (6.27) is satisfied
with sufficient accuracy, the unknown parts of the target image’s k-space y (ω) are
found. These weights are sometimes called the (SMASH) ‘kernel’ or, as data at k-
space coordinates ω is used to obtain data at coordinates ω− [∆ω, 0], the ‘shifting
kernel’. They are found through the use of dedicated data in k-space (see Figure
6.6) called the calibration data. In this example, it is a calibration line positioned
at ωcalib in k-space, for which the data y (ωcalib) is already known, we can write
following Eq. (6.27):
Nc∑
k=1
wk,∆ωyk (ωcalib + [∆ω, 0]) = y (ωcalib) , (6.28)
which forms an overdetermined linear system (there are onlyNc unknown weights
and as many equations as there are k-space points in the k-space calibration line)
that can be solved for wk,∆ω using the e.g. the pseudo-inverse. Note that the
calibration line involves only acquired k-space data for each coil, i.e. yk (ωcalib) ,
but not k-space data for the ideal image y (ωcalib), which is unknown, but needed
in Eq. (6.28). With knowledge of the coil sensitivity profiles Ck (r), y (ωcalib)
can be estimated from yk (ωcalib) by solving the linear system
F (Ck (r)) ? y (ωcalib) = yk (ωcalib) (6.29)
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Figure 6.6: The SMASH concept: a shifting kernel is calibrated on a calibration line (black)
and then used to restore missing k-space (gray) in a composite image.
for y (ωcalib) .
Sometimes SMASH (stands for ‘simultaneous acquisition of spatial harmon-
ics’) is explained through interpreting Eq. (6.27) and Eq. (6.28) in image space:
The linear combination of coil data is interpreted in image space as linear combi-
nation of several spatially weighted (with the coil sensitivity functions) versions
of the target image. So, it is actually assumed in Eq. (6.27) that the linear combi-
nation of the different coil sensitivity functions combines into a single spatial har-
monic function (hence the name), as Eq. (6.27) states the result is an unweighted,
but modulated version of the target image.
We identify the following drawbacks to SMASH:
• The SMASH technique is not an optimal solution to the pMRI problem be-
cause it uses too radical assumptions. We give an example: we use eight
SENSE-derived coil sensitivities as an input for a 256×256 image recon-
struction. With these coil sensitivity functions, SMASH desires to make
a one sample shift in Discrete Fourier space, a typical usage scenario of
SMASH (and GRAPPA). The problem is then formulated as:
wk = arg min
wk
256∑
r1,r2=1
∣∣∣∣∣
Nc∑
k=1
wkCk (r)− exp
(
−j2pi r1
256
)∣∣∣∣∣
2
, (6.30)
which is solved as a linear system. The assumed solution would result in
the linear combination of coil sensitivity functions being a Dirac delta im-
pulse in DFT space. This is a very radical assumption and it is actually not
valid. This is proven by the resulting kernel not being perfect. We show the
spectrum of the solution
∑Nc
k=1 wkCk (r) in Figure 6.7. The reason of the
solution being imperfect is that the linear system is overdetermined, which
can reduce the accuracy at which the constraints are satisfied. The num-
ber of degrees of freedom is equal to the number of coils Nc, in this case
8. The number of constraints however, is equal to the numbers of pixels in
the final image, 65536 in the case of a 256×256 image. Note however that
the problem becomes much less overdetermined when the coil sensitivity
functions have a limited support in the spectral domain: If there are only b
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realized shifting kernel intended shifting kernel
Figure 6.7: 36×36 crop of the power spectral density of a resulting SMASH/GRAPPA
shifting kernel in DFT space, from realistic coil sensitivities.
realized shifting kernel intended shifting kernel
Figure 6.8: 36×36 crop of the power spectral density of the resulting SMASH/GRAPPA
shifting kernel in DFT space, from Gaussian noise coil sensitivities.
non-zero frequency components in the coil sensitivity spectra, there are only
b constraints, which means these can be enforced with higher accuracy: We
conclude that SMASH (as well as GRAPPA for that matter) uses an implicit
bandlimitedness (or rather limited spectral support) assumption. We illus-
trate this by another example: we repeat the experiment from Figure 6.7,
but this time use coil sensitivity functions that are generated as white Gaus-
sian noise realizations, i.e. broadband signals. The result is shown in Figure
6.8. It can be seen that the intended shifting kernel is not obtained, not even
by approximation. This is important, as it means that SMASH can fail in
reconstruction scenarios where the coil sensitivity profiles are not limited
in spectral support. The existence of the SENSE method from Eq. (6.19)
proves that such a reconstruction scenario is not impossible to solve. We
therefore conclude that SMASH is not only imperfect, but also sub-optimal
(more advanced methods, including our own also prove this).
• Many implementations of SMASH (and GRAPPA or other k-space pMRI
techniques for that matter) restrict the sampling scheme. Since a kernel
is derived that finds a specific shifted version of the original k-space, this
means that easy reconstruction requires a k-space trajectory that leads to
repetitive patterns in k-space, so that the kernel can be used many times
over. If the missing k-space can be reconstructed by a single line shift (e.g.
if all even lines are missing), a single kernel is all that is needed to solve
the pMRI problem. If on the other hand, the missing k-space is on a vari-
able density random sampling pattern, each missing k-space point roughly
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needs a unique shift, which can be difficult to realize (the linear system in
Eq. (6.28) can even become ill-posed) as it results in a different calibration
problem, such as Eq. (6.28), per k-space data point. Having to solve such a
calibration problem for a unique shift for each k-space data point would be
prohibitively complex in terms of computation power.
• In the first point, it was already discussed that the assumption of being able
to realize a shifting kernel perfectly is too radical. The assumption was mo-
tivated by a less radical assumption of a limited spectral support of Ck (r),
i.e. that there are only b non-zero frequency components. However, Ck (r)
represents the actual spatial sensitivities of a given receiver antenna coil. As
the receiver antenna coils adhere to Maxwell laws of electromagnetics, even
this less radical assumption can be shown to be invalid. Maxwell’s laws
imply that the functions Ck (r) are generally smooth, because the coil size
is limited in terms of electrical length. Sometimes smooth functions can be
approximated well using functions with a limited spectral support, which
is why SMASH works in the first place, but smoothness is not the same as
having a limited spectral support. Even this simplest 1r2 sensitivity profile
(associated with a simple dipole antenna) is not a strict bandlimited signal
(the Fourier transform of a 1r2 signal is actually a slowly linearly decaying
function in terms of frequency), so it cannot be accurately described using a
3× 3 or 5× 5 or indeed any kernel of compact support.
While the radical assumption from the first bullet was only made by SMASH,
the limited spectral support assumption of the coil sensitivity profiles (the third
bullet) is made in all k-space auto-calibrating pMRI techniques [Sodickson 97,
Blaimer 04, Lustig 09]. In summary, the reasons mentioned above uncover as-
sumptions that are implicitly made by the SMASH method (and sometimes even
other k-space pMRI methods such as GRAPPA). These assumptions are summa-
rized in Table 6.1. We remark that, strictly, these assumptions are not necessary
for solving the pMRI problem. For example, for our own approach, we propose
to model the coil sensitivity profiles functions as smooth, but not with a strictly
limited spectral support.
6.4.2 pMRI techniques for unknown coil sensitivities
6.4.2.1 Obtaining the coil sensitivities
A problem with the aforementioned techniques is that they require an accurate es-
timate for the coil sensitivities Ck. This is not simply a matter of estimating an
antenna coil element (called calibration) once for each MRI system, as the sensi-
tivity functions are influenced by the object in the scanner. The influence arises
due to the object being in the so-called electromagnetic near field of the antenna
coils as defined in Figure 6.9.3 In contrast to the far-field region, the near-field
3In clinical MRI, the RF frequency is typically between 15 and 80 MHz for hydrogen imaging
[Hornak 07], which means the wavelength is typically between 20 and 3.7 meters. For a 3T scanner
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Figure 6.9: Zonal definition used in electromagnetic analysis (image adapted from [dept.
Labor ]).
region is the area in which the RF emitting system can not be treated as a point
source and as such diffraction effects need to be modeled. Since diffraction de-
pends on the scanned subject as well, it means that the coil sensitivities depend on
the subject in the scanner and as such, coil sensitivity profiles can not be estimated
beforehand.
A first class of techniques to obtain the coil sensitivities is a class of techniques
that make an attempt to measure them. The following is one procedure that is used
to measure the coil sensitivities, used as a first step in e.g. in SENSE:
• First, a low-resolution, but fully sampled set of reference images is created,
by both the body coil and the different receiver coils.
• Since the body coil has an (approximate) uniform sensitivity (it is an physi-
cally large antenna, so its electric length is large as well), the ratio between
the body coil image and the receiver coil image voxel intensities can be used
as an approximation for the coil sensitivities.
• The obtained coil sensitivity profiles are interpolated to the desired resolu-
tion
The required use of the body coil, its assumed uniformity and the implicitly as-
sumed bandlimitedness (as a low-resolution estimate is used) are all possible prob-
lems with this method. The bandlimitedness itself can be partly motivated by the
this is even lower, as the resonance frequency is around 120Mhz, see Table 5.2, which means that the
wavelength is 2.5 meters. Since the bore of a typical MRI scanner is 60cm in diameter, this means that
the different coil elements, as well as the scanned subject, are in each others electromagnetic near field.
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smoothness of objects inside the scanner and the wavelength used; it was proven
that the (angular) feature bandwidth of the radiation pattern is proportional to the
wavelength in [Rogier 06] (at least for the far field). Radially however, strict ban-
dlimitedness need not apply, which is why other works report that coil sensitivity
profiles can more accurately be modeled as piecewise polynomial fields, rather
than as strictly bandlimited [Pruessmann 99].
A different class of techniques are the so-called auto-calibrating pMRI tech-
niques, where the coil sensitivities are estimated rather than measured. Some-
times this coil sensitivity estimation is implicit, in the form of the estimation of
a k-space interpolation (filter) kernel, which is actually closely related to spatial
domain coil sensitivity estimation, as will be explained later in this chapter. In
an auto-calibrating technique, a extra k-space data is acquired for calibration pur-
poses, such that the low-pass part of the image is fully Nyquist sampled. Different
auto-calibration techniques are the subject of the next sections.
6.4.2.2 AUTO-SMASH
As the coil sensitivitiesCk (r) are unknown in this context, the SMASH procedure
for the weights estimation in Eq. (6.30) (the spatial domain formulation) can not
be used. Note that the SMASH procedure in Eq. (6.27) (the frequency domain
formulation) does not actually make explicit use of Ck (r). In AUTO-SMASH,
the knowledge ofCk (r) is incorporated only implicitly, through Eq. (6.18), which
serves to relate the ideal image k-space data y (ω) to the different coil k-space data
signals yk (ω). Therefore, if the approximation is made that the relation between
ideal image y (ω) and yk (ω) is independent ofCk (r), knowledge ofCk (r) is not
needed for reconstruction and Eq. (6.27) can be used for auto-calibrating pMRI.
So, AUTO-SMASH is identical to SMASH using Eq. (6.27), except for the step
where y (ωcalib) is estimated from Eq. (6.29). In its place, AUTO-SMASH esti-
mates y (ωcalib) from:
Nc∑
k=1
yk (ω) = y (ω) . (6.31)
If Eq. (6.31) is correct, this would imply that:
Nc∑
k=1
Ck (r) = 1. (6.32)
Since approximate uniform (composite) coil sensitivity is one of the design goals
for receiver coils, this assumption can be quite accurate.
6.4.2.3 GRAPPA
The GRAPPA technique [Griswold 02] is closely related to the (AUTO-) SMASH
technique. Like the AUTO-SMASH technique, it is also an auto-calibrating, k-
space based pMRI technique. It improves on the AUTO-SMASH framework by
not imposing the assumption Eq. (6.32). This is accomplished by not aiming to
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Figure 6.10: GRAPPA concept, interpolation kernels (the gray arrows) are calibrated on
calibration lines (black) and then used to restore missing k-space in a composite image.
reconstruct the full k-space of the unknown image y (ω) directly, as in (AUTO-
)SMASH, but by first reconstructing the full k-space data of each separate coil
image yk (ω). As a modification to SMASH, this would mean that there is a
weight kernel calculation for each coil k:
Nc∑
l=1
wk,l,∆ωyl (ωcalib + [∆ω, 0]) = yk (ωcalib) . (6.33)
Again as with SMASH and AUTO-SMASH, this leads to a linear system of equa-
tions (although this time there is one per coil) for wk,l,∆ω and the existence of a
solution depends on the coils having sufficiently different coil sensitivity functions
Ck (r). This linear system is solved in a least-squares sense and the accuracy can
be increased by increasing the number of equations in the linear system. So to
improve upon SMASH and Eq. (6.33), GRAPPA allows for far more data consis-
tency equations by considering several k-space shifts ∆ω at once (up to a certain
bound B). The GRAPPA concept is illustrated in Figure 6.10 and the SMASH
concept is illustrated in Figure 6.6. In GRAPPA, the kernel weights wk,b,l,∆ω are
first estimated from the calibration data, by optimizing
B∑
b=−B, b6=0
Nc∑
l=1
wk,b,l,∆ωyl (ωcalib + [b∆ω, 0]) = yk (ωcalib) . (6.34)
in the least-squares sense. The larger the bound B, which is sometimes called the
‘size’ of the calibration kernel, the more accurately the system of equations Eq.
(6.34) can be solved due to there being more degrees of freedom. Note that if B
is too large, solving Eq. (6.34) in the least-squares sense can become ill-posed.
After successful estimation of the kernel weights wk,b,l,∆ω, the missing k-space
data (i.e. in the k-space positions ωunknown) is estimated using
yˆk (ωunknown) =
B∑
b=−B, b6=0
Nc∑
l=1
wk,b,l,∆ωyl (ωunknown + [b∆ω, 0]) . (6.35)
After the fully sampled k-space data ˆyk,full (ω) is found for the different coils,
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coil images xˆk,full (r) are reconstructed using the DFT and finally the end result
image xˆGRAPPA (r) is constructed using the sum of squares (see Section 6.3.2):
xˆGRAPPA (r) =
√√√√ Nc∑
k=1
xˆ∗k,full (r) xˆk,full (r). (6.36)
Note how this is still different from the ideal (linear) way for combining unaliased
coil images yk (ω), which was explained in Section 6.3. In comparison with the
AUTO-SMASH method, again there is an implicit assumption here, because using
Eq. (6.1) we obtain that:
xˆGRAPPA (r) = x (r)
√√√√ Nc∑
k=1
C∗k (r)Ck (r). (6.37)
So if xˆGRAPPA (r) is treated as an estimate of x (r), the implicit assumption of
GRAPPA is that: √√√√ Nc∑
k=1
C∗k (r)Ck (r) = 1. (6.38)
Eq. (6.38) is considered an improvement over the SMASH assumption Eq. (6.32)
[Larsson 03]. One reason is that the SMASH assumption (namely that Eq. (6.38)
holds) is oblivious to the phase of complex-valued sensitivity profiles. In the pro-
cess of performing auto-calibrated pMRI reconstruction, the GRAPPA technique
implicitly estimates coil sensitivity profiles that are consistent with Eq. (6.38).
These can be found explicitly as Cˆk (r) = xˆk,full (r) /xˆGRAPPA (r). If these es-
timates Cˆk (r) are used in SENSE framework (see Section 6.4.1.1), this is called
mSENSE auto-calibrating technique [Wang 01].
6.4.2.4 SPIRIT
A more recent method is the SPIRIT method [Lustig 09,Lustig 10]. As well as be-
ing the state-of-the-art auto-calibration pMRI method, to our knowledge it is also
the only method (apart from our own method that is the subject of the next chapter)
for performing joint auto-calibrating pMRI and compressed sensing. Nonetheless,
it has not yet propagated far into commercial practice.
SPIRIT is based on a self-consistency operator, which is used to constrain a
least squares MRI image reconstruction (see Section 5.3.2.1). The self-consistency
operator is based on the observation that the overdetermined nature of pMRI re-
construction results in a linear dependency between the different coil k-space data
points, which is also what allows GRAPPA to formulate the weight kernels that ex-
plicitly express this linear dependency through Eq. (6.33). So similar to GRAPPA,
in SPIRIT, dependencies are found through calibrating kernels weights wk,b,l,∆ω
through Eq. (6.34). All these kernel weight values wk,b,l,∆ω are then placed in
a large weights matrix W . Contrary to GRAPPA, this weight matrix is not only
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Figure 6.11: A schematic overview of the SPIRIT modus operandi in comparison to the
related GRAPPA technique. Image from [Lustig 10]. In GRAPPA (a), the unknown blue
data-points are interpolated by combining the known black k-space data points using cal-
ibrated kernels (one for each shift). In SPIRIT (b), kernels are trained that can perform
a similar interpolation. These are used to enforce self-consistency (i.e. kernels applied to
interpolated data should yield known data or otherwise be consistent with other interpolated
data).
used to relate known k-space data to unknown k-space data, but to relate all k-
space data. This principle brings us back to our initial k-space formulation that we
introduced in Eq. (6.26):
yfull = Wyfull. (6.39)
We need to stress here that W is not the trivial solution of the unit matrix, but
expresses linear relations between different values in yfull, this is possible because
the data in yfull is not independent, which was already expressed through Eq.
(6.25). Eq. (6.39) is the Fourier domain expression of Eq. (6.24), when expressing
all the images of all the coils k in one single vector and all the matrices U l,k in
one large matrix W . The idea of expressing dependencies between all points in
k-space is illustrated in Figure 6.11.
For a correct solution to the the reconstruction problem, the self-consistency
equation, Eq. (6.39), should hold. It is therefore used as constraint in the SPIRIT
(least-squares) reconstruction process:
yˆfull = arg min
yfull
Nc∑
k=1
‖yk −Akyfull‖2 s.t. yfull = Wyfull, (6.40)
with Ak the matrix that expresses the coil data selection and k-space data inter-
polation (possibly as part of a NUFT scheme, see Section 5.3.1) that happens
implicitly during acquisition. In practical implementations, it is recognized that
exact self-consistency is undesirable as deviations could arise from effects such as
noise. Therefore, a relaxed cost function (using a Lagrangian multiplier) is opti-
mized in practice, e.g. using the projection onto convex sets (POCS) algorithm
PARALLEL MRI RECONSTRUCTION 209
from [Lustig 10]:
yˆfull = arg min
yfull
Nc∑
k=1
‖yk −Akyfull‖2 + λ ‖yfull −Wyfull‖2 , (6.41)
After optimizing Eq. (6.41), estimates of the unaliased, fully sampled coil images
xk,full are found using the iDFT on the subvectors yˆk,full that make up yˆfull. These
fully sampled coil images xˆk,full are then combined into a single image using
sum-of-squares combination (again reminiscent of GRAPPA, see Eq. (6.36)), in
function notation this becomes:
xˆSPIRIT (r) =
√√√√ Nc∑
k=1
xˆ∗k,full (r) xˆk,full (r). (6.42)
The formulation we presented here is equivalent with the one in [Lustig 10], where
it was remarked that the approach could be used on non-Cartesian trajectories.
Nonetheless, it is originally implemented for Cartesian k-space acquisition. Also,
since SPIRIT is based on GRAPPA kernels with a small footprint, at least the
auto-calibration step suffers from the same disadvantages as GRAPPA.
6.4.2.5 Why is the sum of squares used?
The choice for reconstructing a pMRI acquired image by performing per coil re-
construction and subsequently doing a sum of squares reconstruction, as happens
in GRAPPA, Eq. (6.36), and SPIRIT, Eq. (6.42), may seem a strange one. Using
the sum of squares implies the assumption that the sum of the squares of the coil
sensitivity estimates is uniform Eq. (6.38).
The origin of this approximation is well explained in [Larsson 03], as we also
explained for the scenario without subsampling in Section 6.3.2: It is the optimal
way of combining multiple, noisy and scaled signals into a single signal in order
to maximize SNR. If we consider nk (r) a realization of white Gaussian noise of
variance σ2 that is added to the noise-free coil images, then Eq. (6.37) becomes:
xˆGRAPPA (r) =
√√√√ Nc∑
k=1
|x (r)Ck (r) + nk (r)|2, (6.43)
which can be approximated (analogous to Section 6.3.2) as:
xˆGRAPPA (r) ≈ x (r)
√√√√ Nc∑
k=1
|Ck (r)|2 +
∑Nc
k=1 R (C
∗
k (r)nk (r))√∑Nc
k=1 |Ck (r)|2
. (6.44)
This shows a bias, i.e. xˆGRAPPA (r) 6= x (r). Also, the noise (the second term)
is now affected by a spatially-dependent variance. Just as for the situation without
subsampling (see Eq. (6.16)), we find that the SNR for the GRAPPA situation is:
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method implicit assumption
SENSE coil sensitivities are approximatelycompactly supported in Fourier space
SMASH
sum of coil sensitivities is uniform∑Nc
k=1 Ck (r) = 1
coil sensitivities are approximately
compactly supported in Fourier space
GRAPPA
sum of squares of coil sensitivities is uniform√∑Nc
k=1 C
∗
k (r)Ck (r) = 1
coil sensitivities are approximately
compactly supported in Fourier space
SPIRIT
sum of squares of coil sensitivities is uniform√∑Nc
k=1 C
∗
k (r)Ck (r) = 1
coil sensitivities are approximately
compactly supported in Fourier space
Table 6.1: Implicit assumptions made to perform auto-calibration in different popular
pMRI methods.
SNRGRAPPA (r) =
∣∣∣∣x (r)√∑Nck=1 |Ck (r)|2∣∣∣∣2
E
∣∣∣∣∣∑Nck=1R(C∗k(r)nk(r))√∑Nc
k=1|Ck(r)|2
∣∣∣∣∣
2
 = 2
|x (r)|2
σ2
Nc∑
k=1
|Ck (r)|2 .
(6.45)
Because the sum of squares of the coil sensitivities
∑Nc
k=1 |Ck (r)|2 is generally not
(perfectly) uniform, a general GRAPPA reconstruction will suffer from spatially
varying noise statistics.
6.5 Proposed non-auto-calibrated (p)MRI method
In the previous sections, the implicit assumptions made by the SPIRIT, GRAPPA,
SMASH and SENSE methods were uncovered. They are summarized in Table 6.1.
The advantages, respectively disadvantages we identify are shown in Table 6.2.
Our aim is to create a flexible (in that it avoids or makes less restrictive as-
sumptions) and universal (in that it is compatible with any k-space trajectory) tool
for auto-calibration/pMRI. Therefore, let us first take a look at the general problem
of pMRI. The problem of auto-calibrated pMRI is one of finding an image x (r)
when the k-space data functions yk (ω) are acquired through the MRI imaging
equation, cfr. Eq. (5.18), which becomes:
yk (ω) =
ˆ ∞
r=−∞
x (r)Ck (r) exp (−j (ω · r)) dr. (6.46)
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method Advantages Disadvantages
SENSE
perfect reconstruction if coil sensitivity
the coil sensitivity measurements subject
measurements are perfect. to many limitations
SMASH
no direct coil sensitivity very inaccurate coil
measurement necessary. bandwidth assumption
inaccurate coil phase
assumption.
not self-consistent.
GRAPPA
no direct coil sensitivity inaccurate coil
measurement necessary. bandwidth assumption
consistent with complex-valued coil not self-consistent.
sensitivities.
SPIRIT
no direct coil sensitivity inaccurate coil
measurement necessary. bandwidth assumption.
self-consistent with acquired data
consistent with complex-valued coil
sensitivities.
Table 6.2: Advantages and disadvantages behind some of the most popular pMRI methods.
Since this formulation is linear, we put it in a vector notation for all the coils k:
y︷ ︸︸ ︷
y1
y2
...
yNc−1
yNc

=
F︷ ︸︸ ︷
F ′
F ′
...
F ′
F ′

C︷ ︸︸ ︷
C1
C2
...
CNc−1
CNc

x, (6.47)
with y the stacked vector of the different coil k-space data, y = [y1,y2, ...,yNc ]
andC a block matrix that lists all the matricesCk in a column. F is the (diagonal
repetition of) the Fourier acquisition matrices F ′, as in Eq. (6.19).
We propose an improved technique over spatial domain SENSE, Eq. (6.19); we
propose a frequency domain SENSE, where we assume an additive white Gaussian
noise model on the k-space data FCx, which yields the following formulation for
maximum likelihood (ML) reconstruction:
xˆ = arg min
x
‖FCx− y‖22 . (6.48)
For well-posed reconstruction, this problem can be solved as:
xˆ =
(
CHFHFC
)−1
CHFHy. (6.49)
As for spatial domain SENSE, see Eq. (6.21), we perform analysis of the noise
covariance matrix, considering white stationary Gaussian noise of variance 1 on
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the measurements y:
Cov [xˆ] =
(
CHFHFC
)−1
. (6.50)
This is the same noise covariance as in the image domain SENSE formulation
when a Cartesian Fourier acquisition is used (see Eq. (6.22)). The advantage is
that Eq. (6.48) achieves the same noise performance for a more general, non-
Cartesian k-space trajectory acquisition.
In what follows, we show how to include auto-calibration (Section 6.7) and
compressed sensing (the topic of Chapter 7) with this proposed pMRI technique.
6.6 Non-convexity of auto-calibrating pMRI
In the most general form, the problem of auto-calibrating pMRI can be stated as
having to estimate also the coil sensitivities diag (Ck) for all coils k, rather than
just the image x as in Eq. (6.48), from the acquired k-space data y:{
xˆ, Cˆ
}
= arg min
x,diag(Ck)
‖y − FCx‖22 . (6.51)
The problem is that Eq. (6.51) is not convex and can therefore can have multiple
solutions. The non-convexity of Eq. (6.51) can be seen as Eq. (6.51) is a multidi-
mensional generalization of the scalar form {x, s} = arg min{x,s} (y − sx)2. In
contrast with Eq. (6.51), this simpler formulation has a simple Hessian matrix:
H
(
(y − sx)2
)
=
[
2s2 4sx− 2y
4sx− 2y 2x2
]
(6.52)
which is not positively semi-definite, e.g. when y = 1, and s = 2 and x = 2, the
eigenvalues of Eq. (6.52) are -6 and 22. This proves that Eq. (6.51) is generally not
convex, which results in there being multiple solutions that minimize Eq. (6.51).
Some undesirable, yet possible, minimizers for Eq. (6.51) are:
• A constant image xˆ. It is then possible to find a matrix C that minimizes
Eq. (6.51) as the remaining optimization problem is convex.
• Any modulated version of the true image x, in combination with the inverse
modulation on all the true coil sensitivitiesCk will still minimize Eq. (6.51).
We will now discuss how different auto-calibration pMRI techniques deal with the
non-convexity problem.
6.6.1 Classic techniques against pMRI non-convexity
The classic auto-calibration pMRI techniques outlined in the previous sections
(Section 6.4.2.2 and Section 6.4.2.3) implicitly guard against the non-desirable lo-
cal optima of the non-convex optimization problem. They do this by calibrating
the unknown sensitivities C only once, based on a subset of all the data, the cal-
ibration data, and considering them fixed for the remainder of the reconstruction
procedure. The remaining estimation of the image x is then convex.
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The methods from Section 6.4.2.2 and Section 6.4.2.3, such as SMASH, SPIRIT
and GRAPPA, thus constrain the solution search space to a subset of only the solu-
tions to Eq. (6.53) that are deemed plausible or desired. In doing this, the remain-
ing optimization problem is convex or at least leads consistently to only desirable
solutions. The methods in [Ying 07, Fernandez-Granda 09, She 13] use similar
ideas to reliably find only desirable solutions to Eq. (6.53).
6.6.2 Proposed approach against pMRI non-convexity
From Section 6.6.1 we see that adding constraints to the problem is one way to
mitigate the effect of non-convexity of a cost function, by enforcing convergence
to a desirable optimum.
For our approach (see Section 6.7), we start by identifying meaningful con-
straints, by looking at the assumptions that are classicly made about the coil sensi-
tivitiesC, we already mentioned these in Table 6.1. Take for example the assump-
tion that coil sensitivities C are approximately compactly supported in Fourier
space. This assumption is used as a hard constraint in classic SMASH/GRAP-
PA/SPIRIT (see Section 6.4.1.2): Following Eq. (6.34), the weights wk,b,l,∆ω are
calibrated once, based on a compactly supported part of k-space, indicated by the
bounds B. All other data in k-space is not considered and the estimated weights
are never reconsidered.
We hope to achieve better and more robust performance by firstly imposing a
smoothness assumption in a relaxed way (instead of a hard low-pass spectral sup-
port assumption), seeking consistency with all the available data, which we achieve
through working in image space. Secondly, we will take care to find reliable and
accurate initializations that lead to desirable solutions.
6.7 Proposed auto-calibrated pMRI
reconstruction method
For our proposed auto-calibration pMRI method, we start from the most general
form of the problem, Eq. (6.51):{
xˆ, Cˆ
}
= arg min
x,diag(Ck)
‖y − FCx‖22 . (6.53)
As this problem is not convex, see the discussion in Section 6.6, we have developed
a three-step approach, it is illustrated as a flow chart in Figure 6.12.
Our approach first finds a good initialization for the image x (through the
‘Low-pass ML reconstruction’ step in Figure 6.12). In a second step, this ini-
tialization is used to find a consistent estimate of the coil sensitivities C (through
the ‘calibrate image domain coil sensitivity maps’ step in Figure 6.12), without
imposing a hard assumption on the spectral support (see Section 6.6.2). In a third
step, these coil sensitivities are used to find a full resolution estimate of the desired
image x (the ‘`1-regularized pMRI SENSE reconstruction’ step in Figure 6.12).
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Figure 6.12: Block schematic of the proposed auto-calibrating MRI reconstruction tech-
nique.
We will now proceed with a breakdown of the proposed algorithm from Figure
6.12 in a block per block fashion. We assume only the knowledge of the k-space
coordinates k, and their corresponding data y from all the receiver coils.
6.7.1 pMRI image reconstruction formulation
For the final image reconstruction process, we adopt a regularized SENSE-like
approach [Pruessmann 99, Aelterman 10b, Chen 12]. We call it a SENSE-like
approach to emphasize that, as in SENSE, we first want to find image-domain
representations of our coil sensitivity profiles and then reconstruct an image with
this explicit knowledge.
The regularization in this approach is reminiscent of compressed sensing MRI
[Lustig 07a,Lustig 09,Aelterman 10b,Aelterman 11,Feng 14], a concept that is ex-
plained in detail in Chapter 7. The reconstruction formulation is as an optimization
problem:
xˆ = arg min
x
‖y − FCx‖22
2σ2
+
‖Sx‖1
b
. (6.54)
with S some sparsifying image transformation, such as the ones described in
Chapter 2 as this allows for powerful regularization of natural images. C is a
block matrix that consists of diagonal matrices to model the pixel-wise multipli-
cation with a coil sensitivity profile. F is a block diagonal matrix of non-uniform
Fourier transforms (as described in Section 5.3.1) that transforms each coil image
into k-space data corresponding to measurements from that coil. As such they en-
code the k-space coordinates k. The estimation of C for situations where the coil
sensitivities are not provided, i.e. an auto-calibration scenario, is the subject of
Section 6.7.2.
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We find the solution to the optimization problem of Eq. (6.54) using the tech-
niques detailed in Appendix A and Appendix B. Instead of using a single regu-
larization constant λ = b2σ2 , which would be the common practice, we choose
a formulation with two parameters, σ and b. Eq. (6.54) is then more easily rec-
ognized as a Maximum a Posteriori (MAP) estimator of independent transform
coefficients. This interpretation of the parameter choice problem is discussed in
Section B.2.1.
6.7.1.1 Estimating the noise level
The ’noise level’ or rather the parameter σ2 from Eq. (6.54), is a measure for
the noise variance in the k-space data. The processes behind MRI noise forma-
tion were discussed in Section 5.4.2. Noise on raw data MRI can be described as
white and complex Gaussian, so we could estimate its statistics using the classic
sample variance estimator. However, we choose a different approach to estimate
the noise level in a robust way. We choose the median absolute deviation (MAD)
estimate [Donoho 94], described in Section 3.2.2.2. The MAD estimator works
very well for wavelet coefficients in image denoising, as the wavelet transform
is very sparsifying for natural images, as described in Section 2.4. Similarly, the
Fourier transform can be considered as a(n) (somewhat less) effective sparsifying
transform (see Section 2.3), so the k-space data of a natural image is quite sparse.
As the noise model in MRI is white and complex-valued Gaussian on the k-
space data, a robust estimator will get us a reasonable estimate of the noise variance
σ2. Furthermore, we know that the highest signal energy is concentrated in the
center of k-space [Lustig 07b], conversely the lowest signal energy can be found
in the periphery of k-space. Therefore in the proposed algorithm, we perform this
MAD estimate on the 5% of k-space points that have the highest radial frequency.
σˆ =
Median (|yh−Median(yh)|)
0.6745
. (6.55)
where yh = {y;i ∀i| |ki| > T} with the threshold T chosen to correspond to the
95% fractile value of the radial values of the k-space coordinates. We show this
5% fraction of k-space points on two sub-Nyquist sampled trajectories in Figure
6.13.
6.7.1.2 Signal level estimation
The estimator Eq. (6.54) not only needs the noise variance as a parameter, which is
estimated according to Section 6.7.1.1, but also the parameter b. This b parameter
is proportional to the standard deviation of the Laplacian distribution that is used
as a model for the coefficients of the image transform that is applied to the image
(see Section B.2.1). If the noise and degradation-free image is known, b can be
easily estimated, but in general the degradation-free image is not known.
As a workaround for not knowing the degradation-free image, we make as-
sumptions. If we assume that the broad class of MRI images has a constant level
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Figure 6.13: k-space points considered for noise level estimation indicated in red. Left:
subsampled spiral, right: pMRI GRAPPA sequence.
of relative contrast with respect to an average grayscale value g, we can consider
this relative contrast a parameter that is fixed for many different MRI modalities.
Then we propose the following model for b:
bˆ = gγ. (6.56)
where we consider γ as the signal-independent value that is applicable for all MRI
images, the relative signal value, or rather the relative edge strength in a typical
MRI image, and g as a signal-dependent average gray level for the MRI image
under reconstruction. In order to estimate this average gray level (the g parameter)
of the image, we need a (preliminary) reconstruction of the image. Therefore, we
look at a preliminary LS-NUFT (sum of squares) reconstruction (Section 5.3.2.1).
This preliminary image will potentially have a significant spatial aliasing artifacts,
but as the center of k-space is always fully sampled (see Section 7.4), aliasing only
affects high-pass (i.e. zero-mean) signal components, so it is possible to estimate
the average gray level g reliably. However estimation of the average signal value
(of the object in the MRI image) is influenced by a typically large number of back-
ground pixels, which contain no signal and should therefore not be included in a
signal level estimate. Therefore, we use an image segmentation technique based on
a mixtures of Gaussians model [Bouwmans 08] to enable discarding background
pixels in our estimation of the average gray value of the scanned object. We fit
a Gaussian mixture model with 2 components to the histogram of voxel inten-
sity values. The Gaussian with the lowest mean will be centered around 0 as it
contains the (black) background pixels. The other Gaussian then has a mean that
corresponds to the ‘signal level’ g that is of interest here. Therefore, we propose to
use the mean of this second fitted Gaussian as our estimate for g. A demonstration
is shown in Figure 6.14. This approximation allows for a fairly accurate automatic
parameter estimate of g, which is used in 6.56. What remains is the estimation
of γ, which can be done heuristically, by manually tweaking it for a training im-
age. It is only performed once for all MRI images, as we consider this parameter
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Background
Signal level g
Figure 6.14: Demonstration of how the signal level g is estimated. A crude reconstruction
is made (left), which can contain aliasing, then a histogram is made of its pixel values (right)
after which a mixture of 2 Gaussian distributions is fit to its histogram.
a constant for all MRI images. Nonetheless, if desired, γ could be tweaked at the
discretion of the user.
6.7.1.3 Field of view estimation
As k-space sampling density governs spatial aliasing artifact (see Section 5.2.3
and shown in Section 5.4.1), it is the defining factor for the maximum possible
field of view (FOV) without introducing aliasing artifacts. We propose a technique
to estimate the sampling density in order to derive a maximum (intended) FOV
from it. We thereby make the assumption that the center 18 × 18
(× 18) part of k-
space is Nyquist-(or even more densely)-sampled, due to the observation reported
by many authors [Lustig 07b, Chan 12, Chauffert 13] that the low-pass part of an
MRI image needs to be fully sampled for acceptable reconstruction to be possible,
as it can not be sparsified (see also Section 7.4). In any usable MRI scan, (at least)
this center k-space region will be fully sampled. So if we estimate the lowest
sampling density in this center portion of k-space, and we assume that this center
portion is Nyquist-sampled, this estimate gives an upper bound for the maximum
aliasing-artifact-free reconstruction FOV.
We propose a local sampling density estimation technique that is reminis-
cent of some regridding heuristics (see Section 5.3.2.2): In a Voronoi diagram,
the (maximal) distance between a k-space point (a Voronoi region center) and its
Voronoi grid points (the points that border different Voronoi regions) is determined
by sampling density. So in our technique, firstly, a Voronoi diagram is made from
the grid defined by the k-space coordinates. The complexity for such an algo-
rithm can be O (M logM) with M the number of k-space points. Then, within
the aforementioned 18 × 18
(× 18) center of k-space region, the largest Chebychev
distance from a k-space point to a Voronoi grid point is considered as the limiting
quantity for the maximum allowable FOV in the image under consideration. This
yields the following estimate for the FOV N , with N the size of the image in one
dimension (for simplicity we consider the image square/cubic):
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Figure 6.15: Left: a 2D grid of k-space sampling coordinates, Right: its Voronoi tes-
sellation. Bottom: detail of the Voronoi tessellation showing the principle of the density
estimation. Since the distance between the k-space data point to one of its Voronoi grid
points is larger than what the Nyquist criterion dictates it should be (> 1
2N
), we infer that
the k-space sampling density is too low for this particular region in k-space.
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N =
⌊
1
2 maxi∈Ω,j ∆ (ωi,vi,j)
⌋
. (6.57)
whereΩ is the set of k-space points that are within the aforementioned 18× 18
(× 18)
center of k-space region and vi,j is the j-th Voronoi grid point associated with k-
space coordinates of data point i. We motivate Eq. (6.57), with the Chebychev
distance defined as ∆(a, b) = ‖a− b‖∞, by pointing out that Eq. (6.57) is con-
sistent with the way FOV is interpreted on a Cartesian sampled grid: We know that
for a Cartesian grid, the following holds:
N =
⌊
1
2∆ (ωi,vi,j)
⌋
∀i, j, (6.58)
i.e. in a Cartesian grid, the Chebychev distance from a k-space point to a Voronoi
grid point is always exactly 12N . For non-square/cube images, the procedure in Eq.
(6.57) can be extended trivially.
6.7.2 Auto-calibration formulation
In this section, we discuss our proposed method to estimate the coil sensitivity
profiles C in Eq. (6.54). In contrast to most auto-calibration techniques (see Sec-
tion 6.4.2), we do not propose to calibrate a compact calibration kernel on limited
k-space calibration data, i.e. the way GRAPPA/SPIRIT uses Eq. (6.34). We con-
sider a compact spectral support model for calibration kernels undesirable because
this forces a solution with a small spectral support, which is unrealistic (as dis-
cussed in Section 6.4.1.2).
Our approach is reminiscent of an older technique for well-posed coil estima-
tion [Uecker 08], which is to estimate the coil sensitivities using regularization
with soft contraints. In our estimation, we use the following formulation to obtain
the coil sensitivities, note that the coil sensitivities and Fourier space calibration
kernels are related through Eq. (6.25):
Cˆi = arg minCi∈D
∑
r∈{x,y,z}
‖Drdiag (Ci)‖22︸ ︷︷ ︸
+ λ ‖xi,full −Cix‖22︸ ︷︷ ︸ .
regularization datafit
(6.59)
with D the space of diagonal matrices and Dr the finite differences operator in
3 dimensions. This is an optimization technique that uses regularization to avoid
non-convexity. The regularization does not force a strict compact support of the
coil sensitivityCi in Fourier space as GRAPPA/SPIRIT does, but it does promotes
image-space smoothness of the coil sensitivities. The parameter λ is chosen via
continuation in an L-curve technique [Hansen 00]. Note that the estimate of the
noise level in Section 6.7.1.1 allows us to estimate the expected error in the datafit
term of Eq. (6.59).
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6.7.2.1 Finding a preliminary estimate for the image
The remaining problem is the estimation of x and xi,full in Eq. (6.59), which
results in a chicken-and-egg conundrum, because in order to reach this goal, the
weightsCi are needed in the first place. The problem is that the overall scaling of
the image x in contrast to the fully sampled coil images xi,full is unknown. There
is no real solution to the first problem, so we propose to use the same assump-
tion as in other pMRI reconstruction techniques [Griswold 02, Lustig 09]. The
assumption, which was discussed in Section 6.4.2.5, is that reconstruction is pos-
sible through the sum of squares of the coil images so that for a pixel with index
p, we sum over the coils i:
xˆ;p =
√∑
i
x∗i,full;pxi,full;p. (6.60)
The implicit assumption is that the sum of squares of the coil sensitivity profiles
Ci is uniform. The advantage of the assumption Eq. (6.60) is that it is optimal
with respect to maximizing SNR of the end result [Larsson 03], see Section 6.4.2.5.
The remaining problem is to find an estimate for the images xi,full, which is the
subject of Section 6.7.2.2.
6.7.2.2 Finding a preliminary estimate for the coil images
We cannot estimate the fully sampled coil images xi,full by straightforward LS-
NUFT ( [Van de Walle 00]) reconstruction, as this would lead to spatial aliasing
in case of sub-Nyquist sampling of the k-space. We propose to avoid the spatial
aliasing artifact by only reconstructing the (center) part of the image k-space that
is fully sampled. Since this region is always centered around the origin of k-space,
the reconstruction of only this center, densely sampled of k-space result in low-
pass, blurry, versions of the fully sampled coil images. These low-pass images do
not suffer from spatial aliasing artifact, which was the goal.
The coil images xi,full are thus estimated through least-squares estimation
from the (center, sufficiently densely sampled) k-space data using:
ˆxi,full = arg min
xi
∥∥LΘ (F ′xi − yi)∥∥22 +  ‖xi‖22 . (6.61)
with  a very small constant to avoid ill-posedness andLΘ the operator that isolates
the set of k-space data points Θ that make up a fully sampled region (this region is
detected by the technique we describe in Section 6.7.2.3) and yi the k-space data
for the i-th coil. Finally, in the unlikely case that there are insufficient points in
Θ to obtain aliasing-free coil images with reasonable resolution, we resort to a
failsafe ‘`1 regularized’ reconstruction mode, which uses a classic CS formulation
[Aelterman 11] to avoid spatial aliasing, with an extended set of points Θ:
ˆxi,full = arg min
xi
∥∥LΘ (F ′xi − yi)∥∥22 +  ‖Sxi‖1 . (6.62)
Again, this problem formulation is solved using the techniques detailed in Ap-
pendix A and Appendix B. The choice for approximate perfect data-fit here, is
PARALLEL MRI RECONSTRUCTION 221
motivated by the high SNR nature of these low frequency (center) k-space points.
The decision on using Eq. (6.62) instead of Eq. (6.61) is made when the estimated
FOV/resolution from the method in Section 6.7.1.3 is smaller than the user-defined
FOV/resolution.
6.7.2.3 Auto-calibration area estimation
Lastly, our proposed algorithm needs an estimate of the auto-calibration area.
By auto-calibration area, we mean the area, or rather the set of k-space coordi-
nates Θ, used by the algorithm described in Section 6.7.2.2. As this algorithm
requires aliasing-free images, this auto-calibration area is the largest area of k-
space around the center, that is sampled sufficiently dense in order to avoid spatial
aliasing (Section 5.2.3 and shown in Section 5.4.1). In order to define what is ‘suf-
ficiently dense’, we need to know the FOV. We start from the FOV parameter N
(the one-dimensional image size of the square image) that is either provided before
reconstruction or estimated using our algorithm from Section 6.7.1.3.
As in Section 6.7.1.3, we use a technique based on Voronoi tessellation to es-
timate sampling density. In Section 6.7.1.3, the goal is to find what density is the
critical sampling density (to find the FOV), here the goal is to find which k-space
data points can still be considered to be sampled at the critical density or higher.
Our procedure to find these points is illustrated in Figure 6.15. Starting from the
center k-space point (i = 0) and radially moving out, Voronoi grid points vi,j
(the points that border different Voronoi regions) are added to a whitelist auto-
calibration set, when the following holds:
max
j
∆ (ωi,vi,j) ≤ 1
2N
. (6.63)
If the condition Eq. (6.63) is violated, then the conflicting Voronoi grid points
vi,j are blacklisted: When Eq. (6.63) is violated, then the sampling density of
the area that extends radially beyond the k-space coordinates ωi is considered
too low for the FOV N . Any k-space data point with coordinates ωi that has a
blacklisted Voronoi grid point vi,j bordering its Voronoi region and is not yet in
the auto-calibrating data set Θ will be omitted from consideration into Θ, with its
remaining Voronoi grid points also blacklisted vi,j . The other k-space data points
are added to the set Θ and will eventually make up the auto-calibration area. This
algorithm is run as long as there are still eligible points to be included into the auto-
calibration set. An illustration is shown in Figure 6.16, where a 25% subsampled
Archimedean spiral is shown. We found the distance between two loops of the
spiral of 1.32 × 1N experimentally as giving the best reconstruction performance
for the Archimedean spiral. The points in red are the auto-calibration set Θ as
created by the procedure detailed in this section.
6.7.2.4 Computational efficiency
We analyze the computational cost using the block schematic of Figure 6.12. The
main computational cost comes from the final image reconstruction, the `1-norm
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Figure 6.16: A 25% subsampled spiral trajectory for a 256×256 image. The blue points
are all the data points, the red portion of points signifies the automatically detected auto-
calibration region.
regularized pMRI SENSE reconstruction. Note that this step is no different from
the reconstruction of regularized SENSE with known coil sensitivity profiles. The
other steps in the schematic, are either low-pass reconstruction of intermediate coil
images or estimation of the coil sensitivity maps. These are significantly faster than
the final image reconstruction, as we use a combination of quadratic (`2-norm-
based) regularization (instead of `1-norm-based) and only work on a subset of all
the data (the detected autocalibration data from Section 6.7.2.3). As a result, the
computational cost of this autocalibration scheme is in the same order or less when
compared to a reconstruction algorithm that uses knowledge of the coil sensitivity
profiles as input.
6.7.3 Experiments
The presented pMRI auto-calibration method is superior to existing k-space auto-
calibration techniques described in Section 6.4.1.2, through a more accurate appli-
cation of the SMASH/GRAPPA principles that we identified in Table 6.1. These
principles themselves were shown to be inaccurate in Section 6.4.1.2. Nonetheless,
given the low-pass nature of these coil sensitivities, it should not be a surprise that
the existing methods also perform well. Figure 6.17 shows a simulation result of
the proposed auto-calibration method in comparison to GRAPPA. Eight coils were
used for acquisition of a twofold accelerated (i.e. sampled at 50% of the Nyquist
rate) acquisition experiment: While the reconstructed image was of size 256×256,
there were 128 acquired lines of k-space data in addition to 12 auto-calibration
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Ground truth GRAPPA
PSNR = 22.38 dB
Proposed method Aliased ‘sum of squares’ reconstruction
PSNR = 22.39 dB PSNR = 20.4 dB
Figure 6.17: Comparison of the proposed auto-calibration method with the GRAPPA
method on a simulated acquisition.
lines. The proposed technique delivers a similar visual quality as GRAPPA, note
that the even the PSNR difference between GRAPPA and the proposed method is
negligible. We conclude that, although the proposed method is more versatile than
GRAPPA with respect to auto-calibration and the acquisition scheme, the proposed
method yields the same results when GRAPPA-like acquisition schemes are used.
It should be pointed out that, like GRAPPA, the result has residual modulation due
to the assumption that the sum of squares of the coil sensitivities is uniform, see
Section 6.4.2.5. The residual modulation causes the resulting PSNR in Figure 6.17
to be low, even though all image features and details are reconstructed with high
fidelity.
In a second experiment, we reconstructed real GRAPPA acquired data that
was acquired on a Bruker small animal scanner with four coils and a twofold ac-
celeration. The result is shown in Figure 6.18. As this is again a GRAPPA-style
acquisition that does not showcase the versatility of our proposed approach, there
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Bruker GRAPPA Proposed technique
Figure 6.18: Comparison of auto-calibrating pMRI methods: Reconstruction of a mouse
image from a Bruker scanner, using the built-in GRAPPA reconstruction method. Note how
the proposed method is slightly less noisy but otherwise visually indistinguishable from the
Bruker reconstruction. The proposed method is hence useful not only for experimental,
challenging k-space trajectory reconstruction, but also for conventional reconstruction.
is hardly any visual difference between the proposed reconstruction technique and
standard GRAPPA.
In a third experiment, we make the comparison to the SPIRIT method from
[Lustig 10] and ESPIRIT from [Uecker 13] (a more recent method where SPIRIT-
type kernel estimation is done using dimensionality reduction via singular value
decomposition of the kernel weight matrices), the code of which is available at
http://www.eecs.berkeley.edu/~mlustig/Software.html. We
replicated the experiment detailed in the code: An 8 coil spirally acquired hard-
ware phantom, with a fully Cartesian sampled center, is simulated to have been
acquired in an accelerated fashion, by decimating the data. The decimation factor
was allowed to vary between 1 (no acceleration) and 20. A comparison of peak sig-
nal to noise ratio (PSNR) in function of decimation factor is shown in Figure 6.19.
We make a distinction between SPIRIT with ‘perfect calibration’ and SPIRIT with
‘realistic calibration’. The calibration kernel for the SPIRIT algorithm is calcu-
lated on Nyquist-sampled data (which would be unavailable if not for this experi-
mental context), but since our algorithm only uses the actual sub-Nyquist sampled
data (i.e. with automatic detection of sufficiently densely sampled bandwidth), we
made a comparison with a modification of the SPIRIT code that also only uses the
actual sub-Nyquist sampled data. For this we varied the calibration kernel size and
the training data size and kept the best result. This is shown as the ‘realistic cali-
bration’ option in contrast to the original code which we call ‘perfect calibration’.
This experiment shows that the proposed algorithm has less quality loss compared
to SPIRIT and ESPIRIT as the acceleration factor increases. For a visual com-
parison of the results from different acceleration factors, we refer to Figure 6.20.
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Figure 6.19: PSNR, in function of acceleration factor, with respect to the reconstruction
at acceleration factor 1. The distinction between realistic and perfect calibration is with
respect to the data used for calibrating the pMRI reconstruction. Realistic calibration uses
only the undersampled data set, perfect calibration uses the fully sampled data set, before
the simulated undersampling.
In a fourth experiment, we have repeated the previous experiment, but we
added a high amount of white Gaussian noise to the k-space data (σ = 40). Since
there is no ground truth data for this sequence, we calculated PSNR using the re-
construction for each algorithm given a fully sampled data set (acceleration = 1)
as reference image. The aim is not to show denoising performance, but rather
relative degradation in reconstruction performance as the acquisition acceleration
increases in a low SNR environment. The PSNR curve in function of acceleration
factor is shown in Figure 6.21. We conclude that the proposed algorithm yields
an acceptable reconstruction (defined here as PSNR > 30dB) up to an acceleration
factor of 4. By comparison, SPIRIT fails to yield an acceptable reconstruction for
acceleration factors beyond 2. Furthermore, the proposed algorithm maintains a
high(er) PSNR compared to SPIRIT as the acceleration factor increases, due to its
inherent noise-aware reconstruction. Figure 6.22 shows two data points from the
PSNR curve, where the effect of automatic tuning to the noise level can be seen.
Of course, the algorithm can be tuned to any amount of denoising strength, as the
denoising parameter can still be adjusted manually.
In a fifth experiment, we make the comparison between this reconstruction and
the reconstruction from a Bruker GRAPPA acquisition. It can be seen in Figure
6.23 that the result from the proposed method is of higher contrast and lower noise
level. This is attributed to the inherent automatic regularization and improved
auto-calibration model in the proposed method. We also performed an experiment
where we added extra noise to the k-space data. Again, the result is shown in
Figure 6.23. It can be seen that the noise robustness is retained, and that some
structures, such as the appendage in the top right is clearly visible, while it is
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Figure 6.20: Visual comparison between ’perfect calibration’ SPIRIT, ’realistic calibration’
SPIRIT, ESPIRIT and the proposed method for reconstruction of some of the data points
that make up Figure 6.19 the acceleration factor (AF) is shown on the left.
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Figure 6.21: PSNR, in function of acceleration factor, with respect to the reconstruction
at acceleration factor 1. The dashed curve is the proposed method, the full line curve is
SPIRIT with fully sampled knowledge of calibration data.
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Figure 6.22: Visual comparison between proposed reconstruction and ‘perfect calibration’
SPIRIT reconstruction for some of the data points that make up Figure 6.21. Note how the
structures indicated by the arrows are very hard to distinguish from noise in the SPIRIT
reconstruction. This indicates that the proposed result is not merely a denoised version of
SPIRIT.
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barely distinguishable in the reference GRAPPA reconstruction.
From this experiment, another interesting observation can be made. We show a
crop from this low SNR experiment in Figure 6.24. It can be seen how the classic
GRAPPA reconstruction produces a ‘noise halo’ around the object. This can be
attributed to spatial differences in coil sensitivity, but can just as well be explained
through incorrect estimation of the coil sensitivity profile, due to the inaccurate
small kernel size assumption of classic GRAPPA (6.4.1.2). Note how the proposed
method does not produce this ‘noise halo’. We added the estimated coil sensitivity
profile for one of the four coils as an illustration. This coil sensitivity profile
is far more complex than could be expressed through limited size kernels. The
complexity of the coil sensitivity profile is clearly visible in its power spectral
density, where the slow spectral decay can clearly be observed, which is more
consistent with electromagnetic physics.
In a sixth experiment, we perform 2 subsampled simulation experiments for a
GRAPPA acquisition: 8 coils were simulated to acquire a software phantom image
on a subsampled Cartesian grid. By subsampling the phase encoding direction, the
same lines were randomly removed to reduce the data set to a 34% Nyquist sam-
pled set, where the center 6% was fully sampled. Also, we did a more difficult
reconstruction experiment where the same lines were randomly removed to reduce
the set to a 20% sampled Nyquist set, here the center 12% was fully sampled. The
results of these reconstruction experiments are shown respectively in Figure 6.25
and Figure 6.26 (we also added comparison with our COMPASS method here, see
Section 7.8). Although the reconstruction algorithms start from different assump-
tions with respect to auto-calibration, all techniques yield comparable qualitative
results in these experiments, although it should not surprise that spurious artifacts
appear in different places due to the different way of auto-calibrating. The strength
of the proposed algorithm again lies in its state-of-the-art quality, coupled with its
versatility in the sense that the auto-calibration area is estimated automatically.
Also, the proposed algorithm is applicable beyond the application of MRI recon-
struction of Cartesian acquisitions with subsampled phase encoding directions,
rather it can work with arbitrary k-space trajectories.
In a seventh experiment, we perform a simulated acquisition on a software
phantom of a human head. It was acquired on an Archimedean spiral, with the
distance between two loops of the spiral being 1.32 times the Nyquist limit and
sampled at even angular spacing such that the total number of samples is 25%
the Nyquist rate. The data was simulated as an acquisition using 8 coils with coil
profiles taken from a different SENSE experiment. Since in this setup there is no
calibration-capable area, i.e. no area in k-space around the origin where the data is
sufficiently densely sampled, the proposed algorithm automatically switches to the
`1-regularized calibration algorithm Eq. (6.62). The only reference algorithm we
can compare to is a sum of squares from ML reconstructed images. This is because
no GRAPPA or SPIRIT kernels can be trained, as a k-space point pattern is never
repeated. The results from this experiment are shown in Figure 6.27. We can
see that even this regularized calibration approach succeeds in avoiding the severe
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high SNR low SNR (added noise)
GRAPPA
Proposed
Figure 6.23: Contrast enhanced reconstruction from GRAPPA experiment. For both the
high SNR and the low SNR case the contrast was adjusted for maximal visibility. Top:
reference GRAPPA reconstruction, Bottom: Proposed. Note how some details, e.g. the
appendage indicated by the arrow, are preserved better despite the noise suppression.
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crop from the noisy crop from proposed
GRAPPA reconstruction reconstruction
estimated coil profile logarithmically scaled
from coil 1 power spectral density of the
coil profile in the bottom left
Figure 6.24: Illustration of an estimated coil sensitivity profile.
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ground truth zero filled ML reconstruction
GRAPPA (18.55dB) SPIRIT (18.7dB)
COMPASS (28.75dB) proposed (22.31dB)
Figure 6.25: Reconstruction experiment for a simulated random subsampling of phase
encoding lines to 34% of the Nyquist rate. The center lines of k-space is fully sampled in
this experiment up to 6% of the Nyquist rate. PSNR values are between brackets.
232 CHAPTER 6
ground truth zero filled ML reconstruction
GRAPPA (19.2dB) SPIRIT (19.35dB)
COMPASS (29dB) proposed (22.32dB)
Figure 6.26: Reconstruction experiment for a simulated random subsampling of phase
encoding lines to 20% of the Nyquist rate. The center lines of k-space is fully sampled in
this experiment up to 12% of the Nyquist rate. PSNR values are between brackets.
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Figure 6.27: Reconstruction from a simulated subsampled Archimedean spiral pMRI ac-
quisition. left: ground truth, middle: maximum likelihood sum of squares reconstruction
(19.2dB), right: proposed method (21.9dB).
aliasing artifacts that arise with the reference algorithm, while still achieving great
contrast and sharpness.
In an eighth experiment, we validated the proposed reconstruction technique in
an arbitrarily sampled non-Cartesian 3D pMRI acquisition simulation. We already
explained in Section 6.7.1 and demonstrated in previous experiments how the pro-
posed approach is very suitable to work for non-uniform k-space sampling because
of its versatility. Similarly, the method can be extended trivially to support 3D sam-
pling patterns. As an illustration, we add the result of a 3D auto-calibrated pMRI
reconstruction experiment. The image reconstructed was of the size 128×128×64
voxels and it was acquired on an irregular stack of radial lines. Two projections
of these k-space coordinates, along with depictions of the automatically detected
auto-calibration region, are shown in Figure 6.28. The results of the reconstruc-
tion experiments are shown in Figure 6.29. The comparison between COMPASS
and the proposed method is interesting because the COMPASS technique [Aelter-
man 10b] is SENSE-like in that it takes complete knowledge of the coil sensitivity
profiles as an input. As such, the COMPASS and the proposed method can be
used to assess the auto-calibration model. The simulation experiment was set up
to make this comparison possible, by simulating 8 coils that combine into a uni-
form profile, when performing a sum of squares reconstruction. The results show
that the auto-calibration technique succeeds in automatically finding the proper
coil profiles, without user intervention, in order to yield a result that is indistin-
guishable from a reconstruction that starts with full knowledge of the coil profiles.
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Figure 6.28: The k-space trajectory used in the 3D stack of radials experiment. The red
points constitute the automatically detected auto-calibration area. Left: side view, Right:
top view.
6.8 Proposed intensity non-uniformity
correction method
An important limitation of any auto-calibrating technique is related to the afore-
mentioned implicit assumption of Eq. (6.38). It is unknown what the sensitivity
weights are that transform the individual coil images to the target image. Since the
sensitivity profiles in the most general pMRI problem formulation are accurately
modeled as in Eq. (6.53), we are looking to find both a signal value (the image),
as well as a coefficient (the sensitivity profile). Of course, since we limited the
coefficients to be made up of smooth (or low-pass) signals by assumption (see Ta-
ble 6.1), we force the high frequency signal details, which are the interesting parts
of the image, into the signal value, i.e. the desired result image. This still leaves
ambiguity as to the low-pass part, i.e. any low-pass modulation can be attributed
to either the signal or the coefficient, while still resulting in the same measured
data. Solving this ambiguity is exactly the reason for the extra implicit assumption
of Eq. (6.38), which we repeat here:√√√√ Nc∑
k=1
C∗k (r)Ck (r) = 1. (6.64)
This assumption, that the sum of squares of the coil sensitivity profiles is uniform,
is in no way related to physics or reality. Rather it is motivated through system
design constraints, which are chosen specifically to ensure that Eq. (6.64) is a
somewhat realistic assumption for the measured data. This constraint would then
be something like ‘the sum of the squares of the used coil sensitivities should be as
close to uniform as possible’. The non-physical nature of this constraint is clear:
near-field influence of the object in the scanner (see Figure 6.9) already modulates
the coil sensitivities, so their sum of squares can never be uniform by design. The
result is that, for example, in GRAPPA the resulting estimated image is modulated
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ground truth
zero filled ML
COMPASS
proposed
Figure 6.29: Reconstruction experiments from an auto-calibrated 3D stack of radials re-
construction. First column: sagittal view of slice 32. Middle column: sagittal view of slice
16. Right column: coronal view of slice 64.
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with the sum of squares of the coil sensitivity profiles Eq. (6.37). This type of
unwanted modulation is the focus of techniques for ‘intensity non-uniformity cor-
rection’ in MRI [Belaroussi 06] and also exists in single-coil imaging, as by the
same reasoning the sensitivity profile of a single coil can not be made uniform.
There exist two main classes of techniques to deal with intensity non-uniformity:
1. A first class of techniques involves the preemptive acquisition of additional
information. By performing an acquisition using the intended setup, but of
a known phantom subject instead of the intended subject, a map of the in-
tensity non-uniformity can be made. Again this can never be exact, due to
the system being influenced by the subject in the scanner. More involved
techniques scan the intended subject multiple times, with different known
acquisition parameters or even imaging hardware, such as different acquisi-
tion coils. Each time, the idea is to constrain the solution to the non-convex
problem Eq. (6.53) by adding more data, such that a usable solution of more
uniform intensity is reached.
2. A second class of techniques does not add additional information to the
problem. These are retrospective non-uniformity correction methods. Many
such methods exist and many of them are related to each other. As previ-
ously established, physics constrain the non-uniformity field to be smooth.
As such, fitting a smooth surface and using this to retrospectively correct
the non-uniformity is one technique. Similarly, simple band-pass filtering
of the image to get rid of unwanted smooth modulations of the image is
another common option. A third option is to perform homomorphic filter-
ing. A fourth class of techniques attempt to segment the image into multiple
tissue segments, which are then equalized with respect to mean intensity.
Such segmentation techniques can both be based on Bayesian estimation,
i.e. attributing tissue labels based on maximum likelihood (ML) or maxi-
mum a posteriori (MAP), under some Markov assumption, maximization.
Yet another class of techniques are based on Fuzzy-C-Means clustering.
The proposed auto-calibrating pMRI technique is ideally suited to be helped by
the plethora of intensity non-uniformity techniques, especially the retrospective
ones. This is because the method has to be initialized with preliminary estimates
of the coil sensitivity profiles. The resulting workflow is a slight adaptation of the
scheme shown in Figure 6.12, it is shown in Figure 6.30. The novelty is that the
preliminary sum of squares image is first corrected with respect to intensity non-
uniformity, i.e. we add an additional step after the one described in Section 6.7.2.1:
xˆcorrected = I (xˆ) . (6.65)
with the function I (.) an arbitrary intensity correction method, this method can
be any method from literature. The point we wish to make is that by using this
signal xˆcorrected as an input for coil sensitivity estimation step in the algorithm
described in Section 6.7.2, we automatically get a consistent (from the point of
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Figure 6.30: Intensity non-uniformity integrated in the workflow for the proposed auto-
calibrating MRI reconstruction algorithm.
Reference Proposed technique Proposed technique
regridded without homomorphic with homomorphic
reconstruction intensity correction intensity correction
Figure 6.31: Comparison of different reconstructions from auto-calibrated 4 coil pMRI
spiral data.
view of the intensity non-uniformity corrected image) estimate for all coil sensi-
tivity estimates, and subsequently a consistent estimate for the real image in the
final image estimation step. This consistency remains as these estimators are inter-
preted as MAP estimators for a Gaussian noise model on MRI data, which again
suggests a high robustness to noise.
As a proof of concept, we show the reconstruction of a real data set in Figure
6.31. A 4 coil spiral acquisition was made of a torso. Because no pMRI methods
exist for this type of acquisition, the acquisition density approaches the Nyquist
rate and the reference reconstruction presents no aliasing. Nonetheless, there are
some slight artifacts visible in the center of the image. It can be seen that the
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overall contrast of the image is improved and the aliasing artifacts are reduced
when the proposed method with homomorphic filtering [Oppenheim 68] intensity
correction is used.
6.9 Conclusions
In this chapter, we developed new methods for (p)MRI reconstruction, for pMRI
autocalibration and for automation of (p)MRI reconstruction. The chapter started
with an overview of pMRI. Parallel MRI allows to accelerate MRI acquisition
without loss of data, thereby facilitating the trade-off between acquisition speed
and image quality. We detailed how pMRI is possible through the use of multiple
receiver antenna coils. we gave an overview of the current state of the art. We also
proposed several new reconstruction techniques.
To summarize, in this chapter, we described the following novelties that we
added to the state-of-the-art in MRI reconstruction:
• We have performed an in-depth analysis of pMRI and the current state-
of-the-art in pMRI reconstruction techniques, both in the auto-calibration
scenario (in Section 6.4.2) and in the scenario without auto-calibration (in
Section 6.4). We identified that these have a weakness in the implicit as-
sumption of a small spectral support of the response of the antenna coils in
an MRI system.
• We proposed a novel method for (p)MRI reconstruction, that outperforms
the current state of the art, both for auto-calibrated pMRI, see Section 6.7.2,
and non-auto-calibrated pMRI, see Section 6.7.1. To the knowledge of the
author, these are the first methods that are able to deal with arbitrary k-
space sampling patterns in an auto-calibration context. Furthermore, the
method removes the need for an assumption of small spectral support on the
response of the antenna coils (which classic techniques use).
• We developed new techniques to automate MRI reconstruction algorithms.
Firstly, this entails a technique to automatically detect the intended image
resolution of MR data sampled on an arbitrarily sampled k-space sampling
pattern (in Section 6.7.1.3). Secondly, this entails a technique to automati-
cally estimate the image domain signal level (in Section 6.7.1.2) of an MR
data set. Thirdly, this entails a technique to estimate the k-space noise level
(in Section 6.7.1.1) of an arbitrarily sampled k-space data set.
The work in this chapter has resulted in one publication in an international journal
[Aelterman 14]. It is also incorporated in many of our publications on CS-MRI,
which is the topic of the next chapter.
7
Ill-posed MRI reconstruction
“How wonderful it is that nobody need wait a single moment before
starting to improve the world.“ - Anne Frank
7.1 Introduction
After introducing the physics of MRI in Chapter 5, we mentioned the need for ac-
celerated acquisition. Accelerated MRI acquisition through pMRI was the topic
of Chapter 6. With respect to potential for accelerated acquisition, classic MRI
reconstruction techniques, as well as pMRI techniques have one thing in com-
mon: They have to be designed around the constraints of classic Nyquist sam-
pling theory. However, recent studies [Lustig 07a, Lustig 08, Candès 06b] indicate
that the quality of magnetic resonance imaging (MRI) could be taken to a new
level by acquiring image data at rates below the Nyquist threshold. Combined
with a smart combination of sampling patterns, natural image models (such as de-
scribed in Chapter 2) and nonlinear reconstruction schemes, which are at the core
of emerging Compressed Sensing (CS) methods, sub-Nyquist rate acquisitions can
lead to higher-quality reconstructions when compared to Nyquist rate acquisitions.
In the seminal paper [Lustig 08], the MRI reconstruction problem was first
solved within the context of CS. The authors approximate the general constrained
CS reconstruction problem as an unconstrained problem and then use a non-linear
conjugate gradient descent method to find the solution. Techniques such as the
ones presented in [Liu 08, Lustig 10, Trzasko 09, Otazo 10, Feng 14] are similar
approaches. However, most of these papers deal with k-space data sampled on a
Cartesian grid at a sub-Nyquist sampling rate and use total variation regularization
to enforce a natural image model.
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Our approach starts from the non-uniform k-space reconstruction technique
that we proposed in Section 5.3.2.1 and we demonstrate how the compressed sens-
ing reconstruction formulation logically follows from reconstruction of sub-Nyquist
rate k-space samples, which is an ill-posed problem. For the reconstruction, we
use the `1-norm regularized formulation of the problem, known as the basis pur-
suit (BP) problem, which we propose to solve using the techniques described in
Appendix A and B. We present a motivation for our reconstruction formulation by
presenting a noise analysis experiment to validate the noise model and by propos-
ing a Bayesian interpretation for the commonly used CS paradigm.
Continuing our work from Section 5.3.2, our proposed (CS) MRI method dis-
tinguishes itself by allowing reconstruction of MRI data sampled on non-uniformly
sampled k-space trajectories. These trajectories are more general than Cartesian
grid sampling schemes and therefore allow more flexibility. Our proposed MRI
method also introduces new regularizing priors to the field of MRI reconstruction:
Firstly, a new prior that enables the exploitation of possible knowledge about the
expected phase of the complex-valued MR image in order to improve reconstruc-
tion image quality from the complex-valued k-space data. Secondly, the multi-
resolution natural image priors, as described in Chapter 2, improve upon the clas-
sic total variation or discrete wavelet regularization of other approaches. An im-
proved natural image model, such as based on shearlets [Easley 08, Easley 09,
Goossens 09a] to further improve signal sparsity, improves reconstruction quality
or sampling rate requirements.
We finally demonstrate the proposed CS-MRI reconstruction algorithm, in dif-
ferent CS reconstruction experiments, and also its flexibility in various related
experiments, such as a data fusion experiment, a propeller MRI [Pipe 99b] experi-
ment and an MRI image upscaling experiment.
The chapter is organized as follows: in Section 7.2, we give an introduction
of CS. In Section 7.3, we investigate the applicability of CS theory in MRI re-
construction. In Section 7.5, Section 7.6, Section 7.7 and Section 7.8, we present
different novel MRI reconstruction techniques that incorporate the aforementioned
novel priors and the non-uniform k-space reconstruction. Finally, the experiments
and comparisons are presented in Section 7.9.
7.2 Introduction to compressed sensing
The mathematical theory of compressed sensing [Baraniuk 07, Donoho 06a, Can-
dès 06c, Candès 06b, Daubechies 04] pushes the limits of the Nyquist sampling
theorem for a wide class of ‘compressible’ signals. Compressible signals are sig-
nals that can be approximated very accurately as sparse signals, i.e. signals that can
be represented accurately by just a few non-zero coefficients in a well chosen basis
(see Section 2.3). CS theory states that any sparse signal can be reconstructed with
a high accuracy from a very small number of samples, often significantly lower
than the number required according to the Nyquist theorem. CS techniques there-
fore allow to relax the acquired data requirements in an image processing chain.
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Therefore, CS techniques are of direct benefit to applications where acquisition is
technologically difficult or expensive (e.g. MRI) rather than storage or bandwidth
(then redundant data can be discarded post-acquisition, e.g. conventional camera
acquisition). In this section, we will explain the mathematical theory on which CS
is based.
7.2.1 Compressed acquisition
A K-sparse vector s of size N is defined as a length-N vector that has at most K
non-zero elements. In compressed sensing (CS) [Baraniuk 07, Baraniuk 08], M
measurement linear combinations of the N signal values are acquired (instead of
N values directly), with K < M  N :
y = Φs, (7.1)
with Φ called the M ×N measurement matrix. CS theory states that under condi-
tions that we will discuss in Section 7.2.2, it is possible to recover s from y.
Note that an image x can be approximated by a K-sparse vector s (e.g. using
the image transforms discussed in Section 2.3). If for this K-sparse vector s =
Sx holds (with S an image transformation for which SHS = I), then recovery
of s is equivalent to recovery of x. In the case that the data vector y contains
linearly transformed (with an acquisition matrix Φ
′
) image values x, then y can
be expressed in terms of s using the multiplication of the matrixΦ
′
with the image
transform matrix SH:
y = Φ
′
x = Φ
′
SH︸ ︷︷ ︸ s
Φ
, (7.2)
Given that K is sufficiently small, the theory of compressed sensing states that it
is possible to recover a K-sparse signal s of size N from the M measurements y
in Eq. (7.1) (and thus x from 7.2), if the measurement matrix Φ satisfies certain
requirements. The requirements imposed on Φ are the subject of the next section.
7.2.2 The measurement matrix
CS theorems typically detail conditions under which the measurement matrix Φ
ensures exact reconstruction of a signal s (or, at least, with a high probability)
from data y. One trivial necessary condition is that every non-zero K-sparse sig-
nal s should result in an non-zero response in the measurements vector y (oth-
erwise the signal s would be lost). Going one step further, we require that a K-
sparse signal s of a certain magnitude (in an `2-norm sense) results in a response
y of a similar magnitude (again in an `2-norm sense). The formal expression of
this requirement is called the restrictive isometry property (RIP) condition [Bara-
niuk 07, Baraniuk 08]. The RIP condition dictates that the measurement matrix
Φ should not alter the magnitude (the `2-norm) of an arbitrary sparse vector. It is
defined in terms of the so-called isometry constant K . The isometry constant K
for a given degree of sparsity K is the smallest K > 0, for which
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(1− K) ‖s‖22 ≤ ‖Φs‖22 ≤ (1 + K) ‖s‖22 (7.3)
is satisfied for all K-sparse vectors s. The RIP condition states that if
2K < 1, (7.4)
the unique K-sparse vector s can be recovered for a given measurement matrix
Φ, in the absence of noise [Candès 08]. Eq. (7.4) can be considered to be an
approximate tight frame condition forΦ, for the subset of all 2K-sparse vectors s.
We say "approximate" as a tight frame requires 2K = 0. In general, verifying the
RIP condition requires evaluating Eq. (7.3) for all
(
N
2K
)
possible vectors s (i.e.
every 2K-sparse vectors s), which is prohibitively difficult. Fortunately, this can
be avoided for specific cases of Φ. We consider the case where the measurement
matrix can be written as
Φ = Φ′SH , (7.5)
withΦ′ a matrix containing M ×N independent and identically distributed (i.i.d.)
Gaussian samples and with S a sparsity transform (such as discussed in Sec-
tion 2.3). For this case it has been shown that the RIP condition is satisfied for
a K-sparse signal, when K scales with the number of measurements M follow-
ing [Baraniuk 08]:
K = O
(
M/ log
(
N
M
+ 1
))
. (7.6)
Concerning the application of CS to MRI, checking the RIP condition poses
some challenges. Eq. (7.6) can not be used in MRI as it is not possible to take
i.i.d. Gaussian scaled linear combinations of image values. Due to physical lim-
itations involved in the MRI acquisition sampling must proceed along continuous
(or piece-wise continuous) trajectories through Fourier space (called k-space), see
Chapter 5. In the MRI case, the matrix Φ′ in Eq. (7.5) is not a matrix containing
i.i.d Gaussian samples, but rather the Fourier matrix F . It was shown in [Can-
dès 06c, Rudelson 08, Bajwa 09] that a randomly subsampled Fourier matrix also
fulfills the RIP condition, with high probability, as the degree of sparsity K scales
with the number of measurements M following
M = O
(
µ (F )
2
K log5 (N)
)
, (7.7)
with µ (Φ) =
√
N maxi,j |F i,j | called the coherence of the matrix Φ.
7.2.3 Compressed signal reconstruction
The difficulty in CS is the actual signal reconstruction from the sub-Nyquist amount
of data. There is no straightforward way to do this, but several iterative recon-
struction techniques have been proposed, including LARS/Homotopy type meth-
ods [Osborne 00], iterative soft thresholding (IST) algorithms [Daubechies 04,
Blumensath 04, Bioucas-Dias 06, Elad 07], orthogonal matching pursuit (OMP)
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[Pati 93, Tropp 07], Bregman iteration [Yin 08, Osher 08] and `p-norm optimiza-
tion with p <1 [Chartrand 07].
By itself, the problem of finding s from (7.1) is ill-posed, there are an infinite
number of possible solutions for s that satisfy (7.1). Regularization is used to
formulate a well-posed optimization problem, e.g. we can search for the most
sparse solution that satisfies our constraint Eq. (7.1) as a way of regularization.
The degree of non-sparsity, which we define as the number of non-zero coefficients
N − K, is equal to the `0-norm |s|0. Regularization by minimizing the `0-norm
leads to:
sˆ = arg min
s
|s|0 s.t. y = Φs. (7.8)
This cost function is highly non-convex and discontinuous, which prevents finding
a solution reliably. Therefore, it is common in CS literature is to replace the `0-
norm (| · |0) by an `1-norm (| · |1):
sˆ = arg min
s
|s|1 s.t. y = Φs. (7.9)
CS theory [Candès 08] states that the solution to the convex problem in Eq. (7.9)
is the same as the solution to the original `0-norm formulation in 7.8 under the
RIP condition, that was mentioned in Eq. (7.3) and governed by the frame bound
constant 2K . The difference is that the frame bound condition constant for per-
fect reconstruction of a K-sparse signal is 2K < 1 [Candès 08] for the `0-norm
formulation, but 2K <
√
2 − 1 for the `1-norm formulation [Candès 08], which
is harder to fulfill.
Several techniques to solve the type of convex optimization problem that re-
sults from the `1-norm formulation are detailed in Appendix A. This problem is
referred to as the BP problem in literature [Pati 93, Tropp 07, Osher 08]. For our
MRI reconstruction work, we developed a method based on the Augmented La-
grangian approach (explained in Appendix A). With respect to other algorithms,
such as Homotopy/LARS [Osborne 00], this algorithm is computationally effi-
cient [Becker 09]. Compared to other iterated approaches, such as fast iterated
soft thresholding (FISTA [Beck 09]) or gradient projection for fast reconstruction
(GPSR [Figueiredo 07]), it is numerically very stable and has a very good conver-
gence performance in the experiments in [Becker 09].
7.2.4 The Bayesian interpretation
While the CS paradigm and the RIP condition are the result of rigorous combina-
torial evaluation of the solvability for perfect reconstruction in problems such as
Eq. (7.9), there exist other paradigms to study the solvability of such reconstruc-
tion problems. The Bayesian paradigm is based on statistics, techniques based on
it typically exploit prior knowledge to find a unique solution to the problem Eq.
(7.1), while minimizing a chosen risk function.
Contrary to the combinatorial CS theory, Bayesian theory allows for noise
modeling. For example, the measurements y can be considered as having been
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drawn from a multidimensional Gaussian distribution centered around Φs. A
Gaussian noise model for MRI is physically realistic (see Section 5.4.2) and gives
rise to the following distribution:
p (y|s) = (2pi)−M2 |C|− 12 exp
(
−1
2
(y −Φs)HC−1 (y −Φs)
)
. (7.10)
with K the dimensionality of the problem and C the noise covariance matrix on
the measurements y. Knowledge of Eq. (7.10) allows formulation of a Maximum
Likelihood estimator for s:
sˆ = arg max
s
p (y|s) = arg min
s
(y −Φs)HC−1 (y −Φs) . (7.11)
which is an alternative to finding an s for which Eq. (7.1) holds. Very often,
especially in the case of CS this is an ill-posed problem and there are a huge
number of solutions that minimize Eq. (7.11), most of these solutions are not
desirable.
Therefore, the optimization process is regularized, by specifying the type of
solution that is desirable. This is done through definition of the prior probability
density function for s. A discussion of popular prior distribution choices was
made in Section 2.4. For this discussion, we choose a Laplacian distribution of
independent variables in s:
p (s) =
(
1
2b
)N
exp
(
−|s|1
b
)
. (7.12)
Using both the knowledge of Eq. (7.10) and Eq. (7.12), it is possible to define the
maximum a posteriori (MAP) estimator:
sˆ = arg max
s
p (s|y) = arg max
s
p (y|s) p (s) (7.13)
as being
sˆ = arg min
s
|s|1
b
+
1
2
(y −Φs)HC−1 (y −Φs) (7.14)
which, when the noise is white, i.e. the noise covariance matrix is diagonal, i.e.
when C = σ2I, reduces to
sˆ = arg min
s
|s|1 +
b
2σ2
‖y −Φs‖22 . (7.15)
In our work, we solve this type of optimization problem using the techniques dis-
cussed in Appendix A and Appendix B. Note that Eq. (7.15) is equivalent to
Eq. (7.9) when b2σ2 tends to infinity. Solving the optimization problem for this
situation can be approximated numerically through iterative continuation (see Ap-
pendix A). We conclude that the compressed sensing reconstruction, in its form of
Eq. (7.9), is in fact a special case of a Bayesian MAP estimation (with a Laplacian
prior).
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7.3 Compressed sensing for MRI reconstruction
In Section 5.3.2.1, we proposed LS-NUFT as the optimal way of reconstructing
non-Cartesian MRI that is Nyquist-sampled (or even more densely). However,
LS-NUFT is unsuitable for reconstruction of sub-Nyquist sampled data as it is
lacking in any form of regularization. For sub-Nyquist data, the reconstruction
problem is ill-posed, i.e. a huge number of solutions for which ‖y − Fx‖22 = 0
exist, and we need to specify which solution is desirable by regularization.
Therefore, regularization, by enforcing a natural image model (see Chapter 2)
in order to make the problem well-posed, is an essential part of ill-posed NUFT
reconstruction. As discussed thoroughly in Chapter 2, a good way of regularizing
is to enforce sparsity in some transform domain. This combination of ill-posed
NUFT reconstruction, coupled with sparsity-enforcing regularization is commonly
called compressed sensing MRI (CS-MRI). One possible formulation of CS-MRI
in the noiseless case is:
xˆ = arg min
x
|Sx|1 s.t. ‖y − Fx‖22 = 0, (7.16)
where S is a sparsifying linear image transform (such as those proposed in Chap-
ter 2). Along the lines of our explanation in Section 7.2.4, we could propose CS-
MRI in the Bayesian sense, the formulation is then:
xˆ = arg min
x
|Sx|1 + λ ‖y − Fx‖22 . (7.17)
where the parameter λ has an interpretation as a ratio of variances (see Section 6.7.1
for an analogous reasoning). The question is now whether the CS-theoretical ap-
proach, Eq. (7.16), or the Bayesian approach, Eq. (7.17), should be used for
practical MRI reconstruction. We will try to answer this in the next section.
7.3.1 Compressed sensing or Bayesian MAP
There is a difference in objective function when comparing the target for the CS
approach Eq. (7.8) with the Bayesian reconstruction approach Eq. (7.15). This
raises the question: what is the best objective function for the purpose of practical
MRI reconstruction? We propose the use of the Bayesian approach Eq. (7.15)
because of the following reasons:
• Real MRI data is noisy. Strict compressed sensing seeks exact equality
y = Φs, and although CS theorems exist ensuring reconstruction in a noisy
situation, these quickly relax their performance guarantees as the data be-
comes noisier, see [Baraniuk 07, Roman 14]. However, in reality noise al-
ways affects the measurements. For this reason, most practical techniques
(e.g. [Lustig 07a, Haldar 11]) are iterative techniques that stop convergence
prematurely or techniques that optimize a relaxed, unconstrained, cost func-
tion akin to Eq. (7.15). The Bayesian framework gives a theoretical interpre-
tation to (the introduced parameters in) such unconstrained cost functions.
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• MRI images are natural images. Natural images are approximated well by
K−sparse signals, but strictly seen they are not K−sparse signals. The
ideal goal for strict compressed sensing would be to optimize a cost func-
tion with an `0-norm |s|0. When we look at this choice from a Bayesian
perspective, this norm would correspond to a generalized Laplacian distri-
bution asymptotically, as ν approaches 0 (see Section 2.4.5). However, nat-
ural (MRI) images are not perfectly sparse, i.e. most coefficients in a multi-
resolution transform are close to zero, but not exactly zero. This manifests as
transform coefficient histograms that better fit to more platykurtic (i.e. less
sharply-peaked, with a lower kurtosis) distributions than the asymptotically
sharpest, most heavy-tailed, distribution that corresponds with the use of the
`0-norm. Therefore, we consider it better to adapt the prior distribution,
and hence the regularization functional, to actual natural image coefficient
distribution, rather than chasing the illusion of a perfectly sparse signal.
The considerations in this section are our motivation for the use of heavy-tailed
prior distributions in reconstruction of MRI images, preferably with a distribution
that is fit to actual natural image transform coefficient statistics. We already de-
tailed such a procedure in Section 2.4.5 for the generalized Laplacian distribution.
In Section 2.4.5, we demonstrated that the real natural image ν-parameter is gen-
erally closer to 0.5, which would correspond to an `0.5-norm, rather than 1, which
would correspond to an `1-norm. This finding suggests that the use of the `1 norm
in both CS and Bayesian signal reconstruction is not perfect, although CS theory
suggests that the difference in performance between using the `0-and the `1-norm
is often low.
Another conclusion is that the often quoted ’ideal’ goal of `0 norm minimiza-
tion [Candès 06c, Rudelson 08, Bajwa 09] is not desirable at all, as it does not
comply with actual image statistics. So in conclusion, CS-MRI as it is usually
formulated for practical use, is not true CS in the theoretical sense, nor should it
be a goal to turn CS-MRI into true CS (i.e. using `0 norm minimization). This
is because the statistics of MRI images differ from ideally sparse signals and as
such the theoretical results on perfect reconstruction bounds (such as Eq. (7.3))
for ideally sparse signals can not be applied directly for MRI reconstruction.
7.4 K-space trajectory choice for CS-MRI
In classic MRI or pMRI, the choice of the k-space trajectory is of relatively low
consequence: since in this case the resulting reconstruction problem is well-posed,
the solution is unique and the trajectory choice does not influence the result theo-
retically. However, when the reconstruction problem is inherently ill-posed, as in
CS-MRI, the choice of k-space trajectory is a very important one. The reason is
that different trajectories result in very different sets of plausible solutions, wherein
the regularization then needs to find the most desirable one. So depending on the
k-space trajectory, the regularization will have an easy job or a hard job, with an
according effect on the reconstruction quality.
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Nonetheless, in CS-MRI literature, the choice k-space trajectory is often not
given much attention. This seems mainly due to practical considerations, many
MRI systems are quite closed in medical practice and even if they are not, it takes
very specific training to be able to flexibly program k-space trajectories.
7.4.1 Speedup of a k-space trajectory
The goal of compressed (sub-Nyquist data) acquisition is to achieve a speedup in
acquisition time. The acquisition speed is strongly correlated with the number of
k-space points. This relation is through the waveforms applied to the gradient coils
in the MRI system, the exact relation is described in Section 5.2.2. Because of the
way k-space is traversed, there are some important limitations to trajectory design:
• A k-space trajectory needs to be a continuous curve in 2D (or 3D) space.
This is because of the integral used in the definition of the k-space trajec-
tory, Eq. (5.17): It is mathematically and physically impossible to generate
discontinuous steps in k-space.
• The k-space trajectory has a smooth and limited curvature. This is because
the gradient waveform being integrated is an electronic signal, and is thus
both limited in magnitude and continuous. This limitation is both a hard-
ware (cost) constraint and a constraint imposed to limit the rapidly changing
electromagnetic fields to what can be tolerated safely by humans.
Designing a time-optimal gradient waveform to achieve a given k-space trajec-
tory is therefore an interesting research topic. For instance, [Lee 09] describes
a method to do this. Even more interesting is the research question of design-
ing a time-optimal gradient waveform to achieve maximal MR image quality after
compressed sensing reconstruction. While this remains an open question, we did
perform some preliminary investigation: In [Luong 12a], we have shown that tra-
jectory design has a very large impact on result quality, both in terms of anomaly
detectability as in terms of mean squared error.
7.4.2 Influence of k-space trajectory choice
To illustrate the importance of good trajectory choice, we used our proposed re-
construction algorithm, which we will explain in Section 7.5, on different types of
sub-Nyquist density k-space trajectories. Some of these trajectories are relevant in
practice, others we include as academic examples:
1. Regular sampling. In this sampling scheme, every other line of k-space
data is dropped both vertically and horizontally in a Cartesian grid. This
effectively is equivalent with halving the sampling rate in Fourier space (~k-
space) and thus it would introduce coherent aliasing in image space (see
Section 5.4.1).
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2. Random sampling. In this sampling scheme, points from a Cartesian grid
are randomly dropped with a uniform probability until the desired number
of points is reached.
3. Random sampling with full center. In this sampling scheme, points from
a Cartesian grid are randomly dropped with a uniform probability until the
desired number of points is reached. The center 12% square of k-space is
not considered in this procedure and is left untouched.
4. Radial sampling. In this sampling scheme, a non-Cartesian grid is consid-
ered. Equiangularly distributed lines are drawn through the center of k-space
and the sampling rate of each line is varied.
5. Quadratic spiral sampling. This sampling scheme is an spiral originating
in the center of k-space. It is called quadratic because it is parametrized
in radial coordinates with a quadratic function for the radius [r (t) , θ (t)] =
[at2, t]. It has one degree of freedom a. This density of this sampling pattern
is even less uniform than for an Archimedean spiral, with even more focus
on the center of k-space relative to the periphery.
6. Archimedean spiral sampling. This sampling scheme is an Archimedean
spiral originating in the center of k-space. It is parametrized in radial co-
ordinates [r (t) , θ (t)] as [r (t) , θ (t)] = [at, t], with one degree of freedom
a.
7. Low pass sampling. In this sampling, the resolution is halved both vertically
and horizontally by dropping every k-space sample except for the center
square in a Cartesian grid. This is a baseline situation for reconstruction, i.e.
it uses the same number of data samples as the other trajectories, but without
the need for non-uniform k-space or regularized reconstruction. We recon-
structed this data both by interpolating the low resolution reconstructed im-
age (Figure 7.2, 7b) and by reconstructing the image immediately to higher
resolution using the proposed technique (Figure 7.2, 7a).
We kept the number of k-space points the same for every simulated trajectory. This
number is 25% of the total number of required k-space points for Nyquist rate
sampling. Figure 7.1 shows these trajectories. Figure 7.2 shows the quantitative
and qualitative results from this reconstruction experiments. When we compare
the reconstruction result 1 and 2 on the one hand with 3, 4, 5, 6 and 7 on the other
in Figure 7.2, we find that 1 and 2 have a significantly worse reconstruction quality.
We explain this by the sub-Nyquist sampling of the center part of k-space, i.e. the
low-pass part of the image’s Fourier spectrum. Sub-Nyquist sampling of the center
part of k-space is a bad idea as this part contains the bulk of the signal energy, so
by subsampling it, a lot of the signal energy is lost.
Furthermore, the low-pass part of the image’s Fourier spectrum is not sparsely
represented in a multi-resolution image transform (see Chapter 2). In fact, this
marks another difference between natural images and ideal sparse signals: not all
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1. Regular subsampling 2. Random sampling
3. Random w/ full center 4. Radial
5. Quadratic spiral 6. Archimedean spiral
7. Low pass
Figure 7.1: Illustrations of the different k-space trajectories listed in the text, sampled to
25% of the Nyquist rate for a 32×32 image.
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1. Regular subsampling 2. Random sampling 3. Random w/ full center
PSNR = 15dB PSNR = 18dB PSNR = 24dB
4. Radial 5. Quadratic spiral 6. Archimedean spiral
PSNR = 28dB PSNR = 33dB PSNR = 35dB
Ground Truth 7a. Low pass 7b. Low pass
reconstructed interpolated
PSNR = 30dB PSNR = 25dB
Figure 7.2: Reconstruction results from simulations of 25% subsampled acquisitions, using
the different k-space trajectories listed in the text.
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Figure 7.3: The higher the frequency band that a multi-resolution natural image subband
represents, the lower the generalized Laplacian ν fit to the transform coefficients.
the multi-resolution transform bands in a multi-resolution representation of a nat-
ural image contain an equally sparsely represented part of the signal. We show this
experimentally on a test MRI image, where we fit a generalized Laplacian distri-
bution to each transform subband coefficient histogram and use the ν parameter
(as explained in Section 2.4.5) as a measure for the degree of sparsity (a similar
approach to what we proposed in Section 2.3.4) in each subband. This experiment
is illustrated in Figure 7.3, where we see firstly that the low-pass coefficients can
not be considered sparse at all. Then we observe that the higher the (radial) fre-
quencies that a transform subband represents, the lower the ν parameter generally
is. This observation is consistent for different natural images. So the higher the
frequencies that a transform subband represents, the sparser the transform coef-
ficients can be expected to be distributed. These regions of the signal spectrum,
i.e. those that correspond to subbands that contain sparsely representable signal
contributions, can then safely be sampled at a lower density than other regions.
The reason for this is found in CS-theory, namely in Eq. (7.6), which states that
the number of needed measurements M scales with the number of non-zero coef-
ficients K, so also the degree of sparsity ν: Fewer measurements are needed for
sparser signals.
We conclude that a good k-space trajectory does not sub-Nyquist sample the
center of k-space and uses a decreasing sampling density as the radial frequency
of k-space increases, this strategy constitutes a variable density k-space sampling.
Still this does not tell the whole story, as from the trajectories evaluated in Figure
7.2, there are three (the radial, 4, the quadratic spiral, 5 and the Archimedean spiral,
6) that have the same variable density profile, the sampling density decreases with
increasing radius proportional to ∼ 1/r. These trajectories achieve the best recon-
struction results, but among these trajectories the resulting PSNR quality measure
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Figure 7.4: Reconstruction quality in terms of PSNR from a 25% Archimedean spiral
acquisition reconstruction with different spiral parameter.
still differs 7dB between the worst and the best reconstruction.
To investigate this large difference, we conduct a second experiment. We take
the best performing trajectory, the Archimedean spiral, and vary the aforemen-
tioned parameter a. We used the same acquisition setup as in Figure 7.2 and per-
form reconstruction for 200 different values of a. The parameter a influences the
trajectories, yielding very different reconstruction results, shown in Figure 7.4.
Note that all these different trajectories have the same radial dependent variable
density ∼ 1/r. We see that the PSNR is very sensitive to the parameter a, making
it difficult to find the optimal value. Even if the theoretically optimal parameter
is found, it is difficult to controllably set it to the exact value in a practical MRI
scanner.1
The influence of parameters on k-space trajectories is sometimes explained
through what is called its incoherence property in [Lustig 07a]. Incoherence is de-
fined in [Lustig 07a] through the use of a transform point spread function (TPSF).
It expresses the notion that the signal should be sparse in a transform domain, but
that the spatial aliasing artifacts due to sub-Nyquist sampling should be non-sparse
at the same time. Only when this last requirement is also fulfilled can signal and
artifact be well separated. Unfortunately, there is as of this date no practical way
to estimate the incoherence other than brute force. Experimentally, we find that
TPSF correlates poorly with actual reconstruction quality. We attribute this to the
fact that spatial aliasing artifact is caused by image structures that get replicated
as a result of k-space sampling. The TPSF does not take into account that spatial
1MRI scanners are not perfect in executing a programmed gradient waveform, hence a programmed
trajectory is never exactly the same as the realized trajectory.
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aliasing artifact is also image-dependent, not just trajectory-dependent.
Nonetheless, incoherence does seem to be correlated with irregular trajectory
types, in the sense that the regularity of collinear k-space points seems to be linked
with local minima in Figure 7.4, which also explains why the reconstruction with
radial trajectory, type 4 in Figure 7.2, is of relatively low quality.
7.4.3 Characteristics of a good k-space trajectory
The conclusion to be drawn from Section 7.4.1 and Section 7.4.2 is that MRI recon-
struction quality depends very heavily on the choice of trajectory. To summarize,
the requirements of a good k-space sampling trajectory are as follows: A good
k-space trajectory is one that is of variable density. The variable density should be
such that a higher sampling density is used near the center of k-space, with a fully
Nyquist sampled center. Further from the center of k-space, the density should
reduce gradually as the k-space trajectory fans out. Harder to control, but also im-
portant is that the trajectory should give rise to incoherent artifacts, which seems
to be more the case with irregular trajectories. Then finally, based on physical
constraints, we concluded that a trajectory needs to be a continuous, finely tuned,
smooth curve.
Therefore we propose that a well-designed spiral is a good compromise be-
cause it naturally gives the desired variable density while fulfilling the other re-
quirements. This fact is reported by other authors, but the adoption is limited due
to the high cost of manually tuning and stabilizing an acquisition sequence. By sta-
bilizing an acquisition sequence, we mean making sure that an arbitrary k-space
trajectory acquisition is reliable, accurate and repeatable, something we investi-
gated in [Naeyaert 12].
7.5 Proposed CS-MRI reconstruction method
The data model for MRI acquisition with incomplete measurements is given by
the following matrix-vector formulation Eq. (7.18):
y = Fx+ n, (7.18)
where y ∈ Cm, x ∈ Cn and n ∈ Cm are the acquired k-space data, the ideal (or
hypothetical desired) MR image and additive noise image respectively in a column-
stack ordering (i.e. the columns of each image are stacked into one vector). For
non-Cartesian trajectories (e.g. spiral or radial sampling), the CS measurement ma-
trix F ∈ Cm×n (m ≤ n) represents the NUFT operator (see Section 5.3.1). The
reason for modeling the signal in this way is explained thoroughly in Section C.4
and Section 5.4.2. For the CS MRI application, we consider a constrained optimiza-
tion problem of the analysis-based form [Cai 09]:
arg min
x
J(x) s.t. H(x) < cσ2, (7.19)
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where H(x) = 12‖Fx − y‖22 is the data fidelity term. It is convex, differentiable
and minxH(x) = 0. σ2 is the noise variance and c is a small positive constant
(in our experiments in Section 7.9 we use c = 2). In the presence of noise, we
terminate the algorithm as soon as ‖Fx − y‖22 < cσ2. J(x) represents the prior
associated with the transform under which the MR image has a sparse representa-
tion or approximation.
It is well-known that this problem is difficult to solve numerically when J(x) is
non-differentiable. We use the convex `1-norm regularization to promote sparsity
in the transformed domain, as explained in Section 7.3:
J(x) = |Sx|1, (7.20)
where S denotes the discrete shearlet transform matrix from Section 2.3.3.
To find a solution to the problem in Eq. (7.19), we use an augmented La-
grangian approach, explained in Appendix A. Note that the resulting cost function
is equivalent to the one we presented for general regularized NUFT reconstruction
Eq. (7.16).
Also note that for non-orthogonal sparsifying transformations, Eq. (7.19) is
different from an actual CS formulation Eq. (7.9) of the problem, which would be:
d = arg min
d
|d|1 s.t. FSHd = y (7.21)
with Sx = d. The latter formulation, which is called the synthesis problem
[Cai 09], has a greater number of variables than Eq. (7.19). This results from
the sparsifying transform being non-orthogonal, i.e. an image with Np pixels is
mapped to Nt > Np transform coefficients, which results in many different Nt-
length coefficient vectors dmapping to the same Np-length image vector x. Solv-
ing the optimization problem in terms of Np variables (the true CS formulation in
Eq. (7.21)) is generally less complex than in terms of Nt variables (the alterna-
tive formulation in Eq. (7.19) ). Also the quadratic subproblems arising from Eq.
(7.21) generally have a worse condition number, further hampering convergence.
At the same time, our experiments (Figure 7.9) show that optimizing Eq. (7.19)
instead of Eq. (7.9) does not affect practical reconstruction performance.
7.5.1 Augmented Lagrangian algorithm implementation details
The constrained problem Eq. (7.19) is reduced to the following series of uncon-
strained problems combined with a simple update step, as was explained in Section
A.2.3 and [Goldstein 09]:{
xi+1 = arg minx J(x) +
λ
2
‖Fx− yi‖22
yi+1 = yi + y − Fxi+1,
(7.22)
where λ is called the Lagrange multiplier or regularization parameter and where i
is the iteration number. The value for λ is fixed during the whole optimization and
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Table 7.1: An overview of the proposed reconstruction algorithm.
Initialization
di = 0, µi = 0, yi = 0
loop solution steps solution
outer inner for Eq. (7.16) method
1 xi+1 = arg min
x
λ
2
‖Fx− yi‖22 +
µ
2
‖di − Sx− µi‖22 conjugate gradient
Eq. (7.23)
2 di+1 = arg min
d
|d|1 + µ
2
‖d− Sxi+1 − µi‖22 soft thresholding
Eq. (B.13)
3 µi+1 = µi + Sxi+1 − di+1
4 goto 1 until convergence of µi+1
5 yi+1 = yi + y − Fxi+1
6 goto 1 until convergence of yi+1
1. Find equilibrium: sparseness model fit vs. data fit
2. Sparsify new result (new sparseness model)
Let unconstrained inner problem converge
3. Add 
residual:
Increases 
sparseness
model fit 
importance
4. Let constrained inner problem converge
6. Let constrained outer problem converge
5. Add 
residual:
Increases 
data fit 
importance
Figure 7.5: Graphical interpretation of the proposed algorithm. Note the numbering of the
steps, it is the same as in table 7.1.
can be chosen arbitrarily, only influencing the convergence speed and numerical
stability as thoroughly discussed in Section B.3. The minimization problem in
Eq. (7.22) is solved by the splitting technique (explained in Section A.3.1), which
involves introducing an intermediate variable d such that Sx = d.
A summary and graphical interpretation of the proposed algorithm is shown
in Table 7.1 and Figure 7.5. The same numbering for the steps as in Table 7.1 is
used. The minimization step 1 of the algorithm in Table 7.1 is a quadratic problem,
which leads to the following system:
(λF HF + µSHS)xi+1 = λF
Hyi + µS
H(di − µi), (7.23)
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where the matrix λF HF +µSHS is generally not diagonally dominant nor block-
circulant (due to F HF , because for the shearlet transform SHS = I), therefore
we cannot simply employ Gauss-Seidel or Fourier-based techniques. We solve this
linear equation using a few steps of the conjugate gradient (CG) method instead.
To ensure fast convergence of the iterative CG method, we propose to use a precon-
ditioning matrix V . This matrix is chosen to be diagonal with diagonal elements
being the Voronoi cell sizes of the NUFT data points, in order to compensate for
the sampling density changes (see section C.4). This yields the following linear
system:
(λF HV F + µSHS)xi+1 = λF
HV yi + µS
H(di − µi). (7.24)
The resulting algorithm to solve the CS-MRI problem is composed of relatively
simple linear transformations, additions and nonlinear thresholding operations.
Note that these steps are operating in the complex domain and do not take into
account the real-valued nature of MRI images. In Section 7.7, we will propose a
new imaginary value suppressing prior to this end.
7.6 Proposed procedure for correlated noise
An advantage of the Bayesian interpretation in Section 7.2.4 is that correlated noise
is easy to account for. The appearance of an `2-norm in Eq. (7.15) was explained
as originating from the Gaussian distribution, which has also a multidimensional
form that can account for correlation between samples. This form was already
presented as Eq. (7.14). We rewrite it here as
sˆ = arg min
s
|s|1
b
+
1
2
‖y −Φs‖2C . (7.25)
where we use to notation ‖s‖2C =
∥∥∥C− 12 s∥∥∥2
2
= sHC−1s, with ‖.‖2C sometimes
called the Mahalanobis distance. Note how the left multiplication withC−
1
2 in this
formulation whitens the noise that is assumed to contribute to the vector y − Φs,
noise whitening is explained in Section 3.3.5.
We will now investigate the benefit of using Eq. (7.25), instead of the more
conventional formulation where C is the unit matrix. In order to do this, we need
to estimate the noise covariance matrix C for a realistic MRI acquisition. Estima-
tion of a covariance matrix is is the topic of Section 3.3.3. Unfortunately, k-space
MRI data has no direct interpretation as an image, so many of the techniques in
Section 3.3.3 can not be used straightforwardly.
Therefore, we have conducted an experiment where we estimate the noise co-
variance matrix empirically, from repetitions of the same acquisition experiment.
Functional MRI (fMRI) data was repeatedly acquired on a (sub-Nyquist sampled)
spiral k-space trajectory of 5756 points. The experiment was repeated 91 times,
and each experiment had 100 repetitions, meaning that we have 9100 different re-
alizations that were made in bursts of 100. We used these repetitions to estimate
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Figure 7.6: Empirically estimated noise covariance matrix magnitude of MRI k-space data
that was acquired 9100 times. The right image shows a zoom of the indicated area to avoid
artifacts caused by limited printing DPI.
the noise covariance matrix empirically. The resulting covariance matrix is dis-
played in Figure 7.6. For display purposes, the range of the covariance matrix
magnitude, [0, 8000] was clipped to [0, 1000].
Clearly, the top left area of the covariance matrix contains entries with signif-
icant correlation. This corresponds to the low-pass part of k-space. We attribute
this to the large difference in dynamic range between the central k-space data and
the rest. Any non-linearity in the electronics system could result in such correla-
tion. In any case, because the signal energy of the low-pass k-space data is so high,
the SNR of these central k-space data points is very large, so noise (correlation) is
not problematic. Also, we find that the other parts of the covariance matrix do not
express significant correlation, so that we conclude that the covariance matrix can
safely be considered diagonal. This explains the common approach of using a di-
agonal covariance matrix in the reconstruction framework Eq. (7.25). Because of
this find, we did not investigate the possibility for implementing Eq. (7.25) further,
we explained the option here for the sake of completeness.
7.7 Proposed imaginary value suppressing prior
Bayesian interpretation CS frameworks use prior knowledge to find a desirable
solution to an ill-posed problem. The more accurate the prior knowledge is, the
higher the desirability of the solution. In this sense, each form of suitable prior
knowledge increases the desirability of the solution and hence the qualitative per-
formance of the reconstruction framework.
One form of prior knowledge is the knowledge that in some modalities of MRI
(and in the absence of flow effects etc.), the phase component of the complex-
valued MR image can be predicted. If the a priori known phase component of a
complex-valued image x is expressed through a diagonal phase matrix P , multi-
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plication of xwith the complex conjugatePH results in the magnitude of x, which
is a purely real-valued signal. Therefore, we can make the assumption:
=
(
PHx
)
= 0. (7.26)
where = (x) is defined as a function that produces only the imaginary (non-real)
part of its complex-valued argument signal. We propose to use Eq. (7.26) as a prior
for CS-MRI reconstruction. We do this by introducing an additional constraint to
the constrained optimization problem Eq. (7.19):
xˆ = arg min
x
J(x) s.t. H(x) = 0, =
(
PHx
)
= 0 (7.27)
Now, using the same regularization and datafit functions as in Section 7.5, we get:
xˆ = arg min
x
|Sx|1 s.t. ‖Fx− y‖22 = 0, ||=
(
PHx
)
||22 = 0. (7.28)
Again, this optimization problem can be solved with the proposed augmented La-
grangian framework, described in Appendix A.
Alternatively, instead of penalizing complex-valued multi-resolution transform
coefficients in |Sx|1, it can be desirable to penalize real-valued transform coeffi-
cients of the magnitude image, i.e. |SPHx|1. Since it is the magnitude image that
corresponds to the physical properties that are of interest, such as proton density
(see Section 5.2), penalizing |SPHx|1 often desirable in practice, such that the
reconstruction formulation becomes:
xˆ = arg min
x
|SPHx|1 s.t. ‖Fx− y‖22 = 0, ||=
(
PHx
)
||22 = 0. (7.29)
This in turn leads to better solution quality, both in terms of PSNR as in terms of
visual quality.
7.8 Proposed CS-pMRI reconstruction method
In Chapter 6, our reconstruction techniques for conventional parallel MRI (pMRI)
were explained in detail. To summarize, pMRI is a technique to reduce sampling
density, and hence acquisition time, without losing image information through the
combination of information from multiple receiver antennas (coils). Compressed
sensing MRI is similar, it is a technique to reduce sampling density, and hence
acquisition time, only for CS MRI, image information is lost, but the missing
information is estimated through inclusion of a clever image prior distribution.
In this section, we investigate the possibility of combining pMRI and CS-MRI.
We use a SENSE-type [Blaimer 04] approach (i.e. calibration-less, see Section
6.4) to demonstrate that the combination of pMRI and CS is very natural. Similar
methods from literature are [Liu 09,Knoll 12,Otazo 10,Feng 14]. One key novelty
of our work is that our proposed auto-calibration framework from Section 6.7.2
can be readily used in this context.
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Figure 7.7: Conceptual difference between pMRI and CS MRI.
7.8.1 Rationale for combining pMRI and CS-MRI
In pMRI, instead of acquiring one set of k-space data y, Nc sets yk are acquired,
one for each receiver antenna coil k. Each receiver coil has a different spatial sen-
sitivity Ck. Reconstruction from a single coil would be ill-posed, as the problem
xˆ = arg min
x
∥∥y1 − F ′C1x∥∥22 (7.30)
results in solving a linear system with more unknown variables (the N pixels val-
ues in x) than equations (the M < N k-space data points in y1). In this formula-
tion, F ′ is the NUFT acquisition operator (as used in our description of pMRI in
Section 6.4). In a pMRI reconstruction formulation, e.g. Eq. (6.48) from Chapter
6, reconstruction is made from the data of all coils jointly:
xˆ = arg min
x
Nc∑
k=1
∥∥yk − F ′Ckx∥∥22 . (7.31)
In contrast to Eq. (7.30), Eq. (7.31) is a well-posed problem (as opposed to the
problem in CS-MRI, the difference is illustrated in Figure 7.7), as it leads to solv-
ing a linear system with less unknown variables than equations: There are now
NcM > N k-space data points in all the vectors yk. However, when NcM < N ,
which is illustrated in Figure 7.8, even combining the data from all the coils can-
not yield a well-posed optimization problem. The solution to this problem is the
same as with CS-MRI (see Section 7.3), namely to include regularization in the
reconstruction formulation. So essentially, while pMRI is still limited by the need
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Figure 7.8: Concept for the COMPASS acquisition: combined CS and pMRI.
to avoid ill-posed reconstruction through sufficiently increasing the amount of data
available for reconstruction, CS-MRI solves ill-posedness by regularization. CS-
MRI provides a priori knowledge, pMRI provides additional measurements. This
complementary nature makes the combination of CS-MRI and pMRI a very good
idea. A combined CS-pMRI approach is not bound by the pMRI requirement that
Nc > N/M . It properly extracts all available data by exploiting dependencies
between the different antenna coil signals and complements this data with prior
knowledge. Schematically, this idea is presented in Figure 7.8.
7.8.2 Proposed formulation (COMPASS)
CS works by imposing prior knowledge about the desired result image using reg-
ularization. As in Eq. (7.20), we penalize the `1-norm for regularization, which
ensures a convex estimation problem. As a datafit term, we use the ML cost func-
tion term from Eq. (6.48). The resulting formulation is:
xˆ = arg min
x
|Sx|1 s.t.
Nc∑
k=1
∥∥yk − F ′Ckx∥∥22 < Ncσ2, (7.32)
where again, yk is a vector that stacks the data from coil k, x is the image, F
′ is
the (possibly non-Cartesian) k-space sampling operator, discussed in Section 5.3.2
and Ck is the possibly complex-valued antenna coil sensitivity map encoding for
the k’th coil. Because all relations are linear, it is possible to rewrite the datafit
term as
xˆ = arg min
x
|Sx|1 s.t. ‖y − FCx‖22 < σ2, (7.33)
thereby simply stacking the vectors yk into a larger vector y, stacking the diagonal
matrices Ck into a stack of diagonal matrices C and the repeating the Fourier
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acquisition matrix F ′ into a block diagonal matrix F in the following way:∥∥∥∥∥∥∥∥∥∥∥∥∥
y︷ ︸︸ ︷
y1
y2
...
yNc−1
yNc
 −
F︷ ︸︸ ︷
F ′
F ′
...
F ′
F ′

C︷ ︸︸ ︷
C1
C2
...
CNc−1
CNc

x
∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
.
(7.34)
Note how this formulation, after rewriting it using Lagrangian multipliers, be-
comes:
xˆ = arg min
x
|Sx|1 +
λ
2
‖y − FCx‖22 . (7.35)
which is similar to the MAP estimator formulation for the noisy reconstruction
problem. This link to estimation theory makes Eq. (7.35) a natural choice for for
corrupted pMRI reconstruction: the regularization will suppress any irregularities
attributed to errors/noise in either the k-space data or the coil sensitivity estimates.
The fundamental difference with classic pMRI (even our own proposed for-
mulation in Eq. (6.48)) is that Eq. (7.35) allows to solve an ill-posed pMRI
reconstruction problem (Nc < N/M ), whereas Nc > N/M in classic pMRI.
We therefore call Eq. (7.32) the Compressed, Parallel Sensing MRI (COMPASS)
formulation. Note that COMPASS benefits greatly from CS k-space trajecto-
ries [Lustig 07a] as described in Section 7.4. The typical regular subsampling
patterns used in pMRI (e.g. [Griswold 00, Blaimer 04]) are not well suited for CS
and COMPASS as they do not lead to incoherent artifacts. However, one difference
between the requirements for a good COMPASS trajectory and a CS trajectory (see
Section 7.4.3) is that the center of k-space does not need to be fully Nyquist sam-
pled for COMPASS. The pMRI coils should only be sufficiently numerous so that
reconstructing the center of k-space becomes a well-posed problem as the sparsity
prior is invalid for the center of k-space.
7.8.3 Proposed implementation
Consider the constrained COMPASS problem, Eq. (7.32). We apply the solution
technique explained in Appendix Section A.2.3 so that (7.32) becomes:{
xi+1 = arg min
x
|Sx|1 +
λ
2
‖yi − FCx‖22
yi+1 = yi + y − FCxi+1.
(7.36)
In our implementation, S is the discrete shearlet transform (DST). The DST is
described in detail in Chapter 2. The reasons for choosing the DST over Total
Variation (TV) and/or wavelet regularization functionals [Lustig 07a] is its close
relationship with the curvelet transform [Starck 02, Candès 06a] and the associ-
ated optimal sparsity property, which we discussed in detail in Section 2.3.3.1. By
using the splitting technique, see Section A.3.1, we end up with an iterative al-
gorithm shown in table 7.2. Step 1 in table 7.2 is performed using the conjugate
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solution steps
1 xi+1 = arg min
x
λ
2
Nc∑
k=1
‖FCkx− yk,j‖22
+µ2 ‖di − Sx− µi‖22
2 di+1 = arg min
d
|d|1 + µ
2
‖d− Sxi+1 − µi‖22
2 µi+1 = µi + Sxi+1 − di+1
3 goto 1 until convergence of µi+1
4 yk,j+1 = yk,j + yk − FCkxi+1
5 goto 1 until convergence of yj+1
Table 7.2: Overview of the COMPASS reconstruction algorithm used for this work
gradient algorithm. Step 2 is solved using soft thresholding. Note how this is in
fact analogous to the algorithm for single-coil reconstruction we proposed in Table
7.1.
7.9 Experiments
7.9.1 Single coil subsampling, different regularization methods
In a first experiment, we perform a reconstruction experiment for sub-Nyquist sam-
pled spiral k-space acquisition. The goal is to compare different types of prior
knowledge, to show that prior knowledge about natural image has an impact and
is therefore important for regularization. We compare prior knowledge that was
implemented through an `1-norm penalty of the transform coefficients of different
multi-resolution transformations (see Chapter 2). We use a transversal slice of a
FLAIR sequence, of which we resampled the k-space data along the non-Cartesian
k-space trajectory, based on an Archimedean spiral, to simulated sub-Nyquist sam-
pling. The k-space points were chosen on equally spaced angles and the total
number of acquired points was chosen as a 15% fraction of the required number
of points according to the Nyquist theorem.
Figure 7.9 shows the results of this experiment. It can be seen that the proposed
shearlet-regularized reconstruction algorithm reconstructs details the best. This is
because the optimal sparsity property discussed in Section 2.3.3: the shearlet trans-
form allows a sparser representation of the actual image, resulting in better recon-
struction quality. The wavelet (DWT) regularized and total variation (TV) regu-
larized solution recover less details. The result for the dual-tree complex wavelet
transform is slightly better than that of DWT/TV, as expected, but some image de-
tails are still more smoothed than the result for shearlet regularization. This result
also illustrates why it is not problematic to solve the optimization problem Eq.
(7.19) (i.e. minimizing for an image) instead of Eq. (7.21) (i.e. minimizing for
the transform coefficients that represent an image) for non-orthogonal image trans-
formations. The sparsifying power (Section 2.3) of the redundant image transfor-
mations (Figure 7.9(e-f)) outweighs the advantages of using an orthogonal image
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(a) (c) (e)
(b) (d) (f)
Figure 7.9: Comparison of different sparsity transforms in CS reconstruction of sub-
Nyquist sampled spiral k-space data (sampled to 15% of the Nyquist rate): (a) image recon-
structed from full Nyquist-sampled spiral k-space data, (b) LS-NUFT (PSNR = 14.0 dB),
(c) TV regularized proposed algorithm (PSNR = 27.7 dB), (d) ’db6’-DWT regularized pro-
posed algorithm (PSNR = 25.7 dB), (e) DT-CWT regularized proposed algorithm (PSNR =
25.9 dB), (f) DST regularized proposed algorithm (PSNR = 30.0 dB).
transformation (Figure 7.9(d)).
7.9.2 Imaginary value suppressing prior
In a second experiment we perform a reconstruction experiment for a sub-Nyquist
sampled spiral acquisition with the aim of demonstrating our proposed imagi-
nary value suppressing prior (see Section 7.7). We use an MRI sagittal T1 head
view, which we resampled along the non-Cartesian k-space trajectory, based on
an Archimedean spiral. Again, acquisition was performed at equispaced angular
intervals and the total number of acquired points were chosen as a fraction of the
normally required number of points according to the Nyquist theorem. Figure 7.10
shows an experiment for a subsampling percentage of 10% using the proposed
shearlet regularized reconstruction method. Figure 7.11 shows a similar experi-
ment, this time using 20% of k-space samples. In both cases it can be observed
that the use of the imaginary value suppressing prior results in sharper images,
while also giving a substantial increase in PSNR (from 25dB to 27.3dB for 10%
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Original data LS-NUFT
proposed method without proposed method with
imaginary value suppressing prior imaginary value suppressing prior
PSNR=25.0dB PSNR = 27.3dB
Figure 7.10: Detail of a NUFT reconstruction experiment from 10% sub-Nyquist sampled
spiral acquisition data, as well as PSNR value of the reconstruction (calculated over the
whole image).
of the data and from 28dB to 34.1dB for 20% of the data).
7.9.3 Application to data fusion MRI
In a third experiment, we demonstrate the versatility of the proposed MRI recon-
struction technique. Not only can it be used to reconstruct subsampled MRI data, it
can also be used to reconstruct (estimate) missing high-frequency data. We devel-
oped a resolution enhancement technique, which we published in [Aelterman 12a].
In this experiment, we fuse two k-space data sets, sampled on a rectangular k-space
grid at the Nyquist rate and then reconstruct the result at double spatial resolu-
tion. Note that this is akin to propeller MRI [Pipe 99b] as in propeller MRI radial
’bands’ of k-space are acquired and then fused into one reconstructed image. The
two grids were rotated 45° with respect to each other, so they exhibit a different
k-space coverage. In the experiment, an MRI resolution phantom was scanned
using a Siemens Trio 3T scanner, this phantom has some very sharp transitions in
proton density and since MRI acquisition is inherently band-limited that results in
severe ringing artifacts, as visible in the original data, as well as the data fused us-
ing NUFT. In the fusion experiment using the proposed algorithm, a regularization
functional of both TV and shearlets was used. The result can be observed in Figure
7.12. The ringing artifacts are not sparsely represented in either representation, so
our proposed reconstruction does well at suppressing these. Implicitly, additional
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Ground truth LS-NUFT
Reconstruction without Reconstruction with
suppression of imaginary values suppression of imaginary values
PSNR = 28.0dB PSNR = 34.1dB
Figure 7.11: NUFT reconstruction experiment from 20% sub-Nyquist sampled spiral ac-
quisition data.
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one of the two LS-NUFT proposed
input images fusion fusion
PSD of one of the PSD of the PSD of the proposed
two input images LS-NUFT fusion fusion result
Figure 7.12: Resolution enhancement experiment: two MRI images, acquired on a Carte-
sian grid rotated by 45° with respect to each other, were fused into one higher resolution
image. The left image shows one of the two original images. The middle shows the direct
fusion of the k-space data followed by LS-NUFT reconstruction. The right image shows the
result of the proposed reconstruction with combined shearlet/TV regularization of the fused
k-space data. The bottom row shows the power spectral density (PSD) of each image. The
contours of the spectrum coverage of both images are clear in the LS-NUFT reconstruction
as all non-sampled k-space data is considered 0.
high frequency signal energy is created that better fits the sparse natural image
model, which shows that our algorithm can be used for resolution enhancement as
well. This additional high frequency content is obvious when looking at the PSD
of each image in Figure 7.12: The proposed method makes the contours of the
spectral support of the original images blend into the background of newly created
frequency content.
7.9.4 Joint CS, data fusion and resolution enhancement
A fourth experiment was performed using subsampled k-space of an onion, scanned
in the same Siemens Trio 3T MRI scanner. In this experiment two MRI images of
an onion were fused using the same technique as in the previous experiment. The
difference here is that we use sub-Nyquist sampled MRI data, by keeping only 1/8
of the bandwidth in the lowest frequencies and subsampling the remaining lines
until a k-space coverage of 40% was obtained, so actually 60% of all data was not
sampled with respect to Nyquist rate sampling. Figure 7.13 shows the results of
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one of the two LS-NUFT proposed
input images reconstruction reconstruction
PSD of one of the PSD of the PSD of the proposed
two input images LS-NUFT fusion reconstruction result
(without subsampling)
Figure 7.13: NUFT resolution enhancement experiment: two MRI images, acquired on a
Cartesian grid rotated by 45° with respect to each other, were fused into one higher reso-
lution image. (left) one of the two original images. (middle) the LS-NUFT reconstruction
result: the contours of the spectrum coverage of both images are clear. (right) the proposed
reconstruction method. The bottom row shows the power spectral density (PSD).
this experiment. Again it is clear that the proposed reconstruction technique cor-
rectly fuses the k-space data, suppresses the subsampling spatial aliasing artifacts
due to k-space subsampling, and increasing resolution, by interpolating the data in
such a way that sparsifies the image in shearlet/TV domain, by injecting additional
high-frequency k-space data. The result is a sharp 256× 256 image, created from
80% of the k-space data it would have taken to fully sample the 128× 128 image
at the Nyquist rate. Obviously, a dedicated k-space sampling pattern could obtain
even better result, but this experiment nicely demonstrates the versatility of our
MRI reconstruction method.
7.9.5 Arbitrarily sampled sub-Nyquist k-space data
In a fifth experiment, we compared the proposed method to the method from
[Lustig 08], this time on a 512×512 T2 transversal brain MRI image. The aim is to
compare performance on an arbitrarily (sub-Nyquist) sampled k-space data exam-
ple, to really show the difference in CS-MRI performance. The k-space trajectory
is a combination of spiral sampling and line subsampling in k-space, an unrealistic
academic example of an arbitrarily sampled k-space. The results are shown in Fig-
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Figure 7.14: CS experiment on a 512 × 512 T2 image (left) Subsampling pattern in k-
space (right top) reconstruction using proposed method (right middle) reconstruction using
the method from [Lustig 08](right bottom) reconstruction using LS-NUFT.
ure 7.14. It can be seen that both methods outperform naive MRI reconstruction,
for which we use LS-NUFT in this example. The difference between the method
from [Lustig 08] and the proposed method is more subtle, which is to be expected
as both solve the BP formulation of CS MRI. While both methods offer improve-
ment over density corrected adjoint NUFT (which is similar in terms of quality to
LS-NUFT in CS experiments, as no regularization is performed) or conventional
LS-NUFT, it can be seen that the proposed algorithm, has less acquisition artifacts
remaining in the white matter of the brain.
7.9.6 COMPASS: noisy pMRI
Because we developed our proposed technique from a Bayesian estimation per-
spective, the results are resilient to noise, which is in contrast to classic (p)MRI re-
construction methods. For example, the lack of statistical estimation theory behind
GRAPPA manifests itself by a lower PSNR than even the ‘sum of squares’ recon-
struction: GRAPPA’s reduction of aliasing artifacts in noisy conditions comes at
the cost of higher noise levels. To illustrate this, we performed a reconstruction ex-
periment from simulated acquisition, but we added noise to the simulated k-space
source data. We added noise to a level of 10dB SNR, the result of which is in Fig-
ure 7.15, and to an unrealistic level of 1dB SNR (to test the extreme limits of our
method), the result of which is in Figure 7.16. In another experiment, we compare
COMPASS to SENSE and GRAPPA, performing a typical pMRI k-space subsam-
pling experiment: all but 25% of the lines in Cartesian k-space remain. The data
was acquired using 8 coils. Note how for this simulation Nc = 8 > N/M = 4.
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Ground truth GRAPPA
PSNR = 16.2dB
Aliased ‘sum of squares’ reconstruction Proposed method
PSNR = 19.1dB PSNR = 21.7dB
Figure 7.15: Comparison of auto-calibration methods in a noisy experiment (SNR = 10dB)
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Ground truth GRAPPA
PSNR = 15.65dB
Aliased ‘sum of squares’ reconstruction Proposed method
PSNR = 16.00dB PSNR = 20.4dB
Figure 7.16: Comparison of auto-calibration methods in a noisy experiment (SNR = 1dB)
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Adjoint FT GRAPPA (PSNR =22.6dB)
SENSE (PSNR =17.7dB) COMPASS (PSNR =29.1dB)
Figure 7.17: pMRI experiment using noisy pMRI data: Note how in this classic pMRI
application, COMPASS outperforms SENSE and GRAPPA as COMPASS exploits shearlet
sparsity in formulation that is reminiscent of MAP denoising
This means the noise-free problem is well-posed and there is no benefit from a
CS style k-space trajectory. Noise was added to the k-space data, which resulted
in 20dB Signal-to-Noise ratio (SNR). The coil sensitivities were assumed to be
known. Figure 7.17 shows the reconstruction result and associated reconstructed
image PSNR. The results show that the COMPASS method greatly outperforms
the GRAPPA and SENSE methods, which is to be expected because of the pro-
posed method’s use of a physically relevant noise model (see Section 7.2.4).
7.9.7 COMPASS: joint CS/pMRI
Although the aforementioned experiments show the great potential for the pro-
posed formulation with respect to noise resilience, the true potential for COM-
PASS reconstruction, and similar joint CS/pMRI algorithms [Liu 08,Lustig 10], is
only revealed when Nc < N/M , i.e. when pMRI alone does not yield sufficient
data to result in a well-posed reconstruction problem. In other words: when the
density of k-space sampling is so low that missing data needs to be both estimated
(through CS-MRI prior knowledge) as well as calculated (through pMRI using
data from multiple coils).
In this experiment, data was sampled along a Archimedean spiral k-space tra-
jectory sampled to 10% of the Nyquist sample rate, with a constant angular veloc-
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Full Nyquist k-space Regridded adjoint non-uniform FT
Single-coil CS COMPASS (PSNR = 34.2dB)
averaging (PSNR = 27dB)
Figure 7.18: COMPASS reconstruction experiment using 4 acquisition coils and 10% of
the Nyquist sampling rate on a k-space spiral.
ity, and 4 acquisition coils were used. The acquisition was assumed to be noise
free. Hence, for this experiment Nc = 4 < N/M = 10. This means that con-
ventional pMRI techniques (SENSE, GRAPPA, ...) can not be used. We compared
two alternatives: maximum ratio combining of the 4 single-coil CS reconstruction,
i.e. CS followed by pMRI, and joint CS/pMRI using to the proposed COMPASS
technique. The coil sensitivities were assumed to be known. The results are shown
Figure 7.18.
The COMPASS formulation leads to far better performance in terms of visual
quality. This is unsurprising as it is the only formulation that is motivated as the
inverse problem of a physical acquisition process, while at the same time properly
handling multi-coil k-space data (pMRI). This experiment demonstrates that a joint
algorithm for pMRI and CS indeed leads to better MRI reconstruction.
7.10 Conclusions
In this chapter, we present novel research into compressed sensing MRI (CS-MRI)
reconstruction and we developed novel CS-MRI reconstruction methods. In con-
trast to the well-posed (p)MRI reconstruction that is the subject of Chapter 5 and
Chapter 6, CS-MRI reconstruction methods are not restricted by the condition that
sufficient data has to be acquired so that reconstruction problem is well-posed.
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CS-MRI methods compliment insufficiently acquired data with prior information
about the image.
Concretely, in this chapter we contributed to the state of the art in CS-MRI
reconstruction with
• An investigation of different sparsifying transforms, which we described
in Chapter 2, that clearly outperform commonly used transforms such as
wavelet and TV for MRI reconstruction in Section 7.9.1.
• An analysis of noise processes in MRI and the proposal of a statistical inter-
pretation of the commonly used CS paradigm (`0-norm vs `1-norm) in MRI,
in Section 7.3.
• A study of the efficacy of and implications to using non-Cartesian k-space
sampling trajectories in Section 7.4. We then studied the application of non-
Cartesian sampling trajectories to conventional MRI, pMRI and CS-MRI in
Section 7.4.
• A novel CS-MRI reconstruction algorithm in Section 7.5. We furthermore
demonstrate it by means of experiments in data fusion, propeller MRI [Pipe 99b]
and post-processing (MRI) image interpolation, in Section 7.9.3 and Sec-
tion 7.9.4.
• The inclusion of novel priors on the image into CS-MRI reconstruction, such
as a phase-map known reconstruction technique in Section 7.7.
The combination of this chapter and Chapter 5 gives a toolkit that allows to achieve
state-of-the-art MRI reconstruction with minimum constraints on the acquired
data: Data can be acquired in a pMRI setting, without specified calibration data, in
a highly irregular non-Cartesian sense, with low SNR, with a sub-Nyquist density,
with a very low number of samples,... and our proposed techniques will be able to
provide a best-effort reconstruction.
The work in this chapter has resulted in one journal publication [Aelterman 10b]
and four publications in the proceedings of international conferences [Aelterman 11,
Pižurica 11, Naeyaert 12, Luong 12a]. Work that was influenced by this CS-
like image regularization has resulted in one publication in an international jour-
nal [De Vylder 13] and several publications in international conference proceed-
ings [De Vylder 11b,De Vylder 11a,De Vylder 12,Luong 12b,Liao 13b,Liao 13a].

8
Non-local self-similarity in image
restoration
“A true friend is one soul in two bodies.” -Aristotle
8.1 Introduction
A recent trend in image processing is that of non-local denoising techniques, an
example is the non-local means (NLMS) filter [Buades 05, Goossens 08, Prot-
ter 09]. These are techniques based on the self-similarity property of natural im-
ages (see Section 2.2.3). Self-similarity is the repetitiveness of spatial structure
in different parts of a natural image, and techniques such as NLMS exploit it to
remove noise by averaging similar structures. In contrast, a wide variety of image
restoration problems, such as the ones presented in the previous chapters, have
been solved by exploiting the local smoothness of natural images: By enforcing
sparsity of natural image multi-resolution transform coefficients, the occurrence of
non-smooth image structures is discouraged locally. Local-smoothness-enforcing
image restoration techniques have been studied extensively, in the form of PDE-
based smoothness [Rudin 92], heavy tailed multi-resolution decomposition proba-
bility densities [Portilla 03] (also Chapter 2), Markov Random Field models [Ge-
man 84, Jeng 91] as well as in the applications discussed in the previous chap-
ters. By comparison, non-local self-similarity-enforcing techniques have received
less attention outside of the field of image denoising [Buades 05] or superresolu-
tion [Protter 09].
In this chapter, we propose a new framework that allows the use of non-local
self-similarity of image structures within general image restoration and reconstruc-
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tion. We present a new maximum a posteriori (MAP) estimator that enables use of
the (non-local) self-similarity prior in image restoration/reconstruction, in Section
8.3. We give a new interpretation to the classic NLMS algorithm [Buades 05] (ex-
plained in Section 8.2), as an instance of a more general estimator, which reduces
to NLMS for the particular case of a white Gaussian noise denoising problem.
Another novelty of this work is that it enables the use of the non-local self-
similarity prior in different joint image restoration problems, such as joint denois-
ing+deconvolution+demosaicing, which we demonstrate in the results, Section
8.5. The proposed framework also allows for a combination of both the non-local
self-similarity prior and the local smoothness (multi-resolution) prior into a com-
bined prior. This is explained in Section 8.4. The combination is valuable because
of the complementary nature of these natural image priors: An algorithm that uses
it enforces non-local self-similarity when possible, in order to avoid destroying
important repetitive image details and textures. When needed, in regions where
there is simply insufficient self-similarity, it enforces local smoothness through
multi-resolution techniques. Although these priors are complementary, the combi-
nation has received limited attention in literature. One exception is [Mairal 09,Ad-
luru 10], where an image is considered as consisting of similar patches that can
each be efficiently sparsified using a (learned) dictionary.
The proposed framework allows the power of the NLMS filter, supplemented
by multi-resolution sparsity, to be extended for a wide variety of image restoration
problems, such as demosaicing, deconvolution and reconstruction from undersam-
pled measurements.
8.2 NLMS
The non-local means (NLMS) denoising algorithm was described as a conceptu-
ally simple, yet powerful, image denoising approach in [Buades 05]. It is based on
the fact that, if natural images are non-locally very self-similar, one can reduce the
noise by replacing an area by the average of all similar areas. This holds for spa-
tially uncorrelated zero-mean additive noise. The prior knowledge that this idea
implies is that natural images are self-similar, as we discussed in Section 2.2.
8.2.1 Algorithm description
Formally, the NLMS denoising algorithm assumes an additive noise model:
y = x+ n, (8.1)
with y the noisy image, x the ideal, noise-free image and n the (Gaussian) noise
contribution, all in column vector notation using, e.g., raster scanning. The NLMS
denoising solution for pixel j, is
xˆj =
∑
i
wj,iyi. (8.2)
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with xj and yj the j-th element in respectively the vector x and y. The image-
dependent weights wj,i encode the self-similarity and are typically defined as in
[Buades 05]:
wj,i =
1
Z
exp
−
∥∥∥yNi − yNj∥∥∥2
2
2h2
 , (8.3)
with yNi a vector containing the pixel values in the neighborhood Ni around the
pixel with index i. Z is a normalization constant and h is the parameter that con-
trols the denoising strength:
Z =
∑
i
exp
−
∥∥∥yNi − yNj∥∥∥2
2
2h2
 . (8.4)
Interestingly, if the weights are not calculated on neighborhood vectors, but instead
based on mean squared distance between individual pixel values, this approach
yields the same weights that are used as photometric weighting (next to a spatial
weighting factor) in the popular bilateral filter [Tomasi 98]:
wj,i =
1
Zb
exp
(
− (yi − yj)
2
2h2
)
, (8.5)
again with Zb the appropriate normalization factor.
8.2.2 Parameter discussion
The use of neighborhoods is a very important aspect of the NLMS algorithm. The
quality of the NLMS result generally depends heavily on the chosen size of the
neighborhood, typically this is a square region around a pixel of 3 × 3 or 5 × 5
pixels in size. Also, the weight calculation of Eq. (8.3) is generally confined
to a limited window of neighborhoods j around a given neighborhood i. This
window size is still large enough to encompass whole texture areas and structures,
so the term non-local self-similarity is still merited, while this confining is found
to improve performance, both in terms of computational complexity and result
quality. Apart from the neighborhood and window size, NLMS is typically tuned
by controlling the h parameter in the weight calculation, Eq. (8.3). One could tune
the parameters to optimize a measure such as PSNR/MSE or SURE [Stein 81,
Ramani 08]. However, the combined effect of the parameters (neighborhood size,
window size, h) is hard to analyze. For example, if complex texture preservation
is very important, the result will be more accurate when larger windows are used,
which may not be reflected by PSNR, especially in flat areas of the image. This is
because using larger window sizes will result in finding fewer sufficiently similar
windows (neighborhoods) in flat regions, reducing denoising performance on flat
areas.
For visual comparison, we show the result of NLMS with different parameter
settings in Figure 8.1. For larger window sizes, we see that either there is too
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noisy image NLMS with NLMS with NLMS with
h = 40 h = 80 h = 160
20.2dB 29.4dB 30.7dB 29.7dB
ground NLMS with NLMS with NLMS with
truth h = 30 h = 60 h = 80
23.6dB 30.7dB 30.2dB
Figure 8.1: From left to right: 3 NLMS denoising results with increasing h parameter. Top
row: neighborhoods of 3x3, Bottom row: neighborhoods of 7x7.
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much noise left (second image on the bottom row of Figure 8.1) or that the h
parameter was tuned to such a drastic setting that dissimilar patches are averaged
anyway (e.g. the fourth image on the bottom row of Figure 8.1) and the images
are smoothed too much. Not many authors have attempted to address this issue,
one exception is [Goossens 08], in which a robust comparison measure is used, to
avoid excessive smoothing, along with a post-processing step to remove remaining
noise. We will discuss this measure in the next section.
8.2.3 Robust comparison measure
The conventional weight function of NLMS, Eq. (8.3), always gives a non-zero,
positive contribution for any pixel patch in the image. This means that, as an
image grows larger, it becomes more possible that a significant amount of energy
from non-related pixel values will get added to a pixel value: e.g. if there is a
vast number of regions that are somewhat similar, these can reduce the denoising
performance of a pixel with respect to the averaging of similar regions if only
very few regions are truly similar. Therefore, an alternative comparison measure
was proposed in [Goossens 08]. Here, the weights are found by comparing image
patches differences on a preliminary estimate of the image x (made by a different
restoration method), using a modified bisquare function, as this increases NLMS
performance [Goossens 08]:
wj,i =

(
1−
∥∥∥yNi−yNj∥∥∥22
h2
)8 ∥∥∥yNi − yNj∥∥∥2
2
< h
0
∥∥∥yNi − yNj∥∥∥2
2
≥ h
(8.6)
This weight function contains a discontinuity to avoid the problem of aggregating
dissimilar patches with small, yet non-zero contributions. We will use this weight
function in our proposed non-local image restoration framework as well.
8.3 Non-local self-similarity as a prior
In this section, we propose a method to use non-local self-similarity as an explicit
natural image prior. Thereby the image is treated as a realization of a random pro-
cess governed by a probability density function. In Chapter 2, these were simple
marginal prior distributions that treat image (transform coefficient) values inde-
pendently. However, if non-local self-similarity is to be encoded, then specific
dependencies between image values in different spatial positions need to be ex-
pressed. We propose the following multidimensional distribution that encodes the
dependencies between all pixels
log p (x) = −λN
N∑
i,j=1
(xi − xj)2
σ2i,j
(8.7)
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with σ2i,j an image-dependent factor that expresses the degree of dissimilarity be-
tween the pixels at position i and j. The use of Eq. (8.7) as a regularization term
was pioneered for specific applications in [Mairal 09, Adluru 10]. Here, we rather
employ the prior of Eq. (8.7) within a general MAP framework. We find that this
enables it to be used in a framework for general image restoration problems.
8.3.1 NLMS as a MAP estimator
In this section, we show that the NLMS algorithm can be viewed as a special
case of a Bayesian MAP estimator with the noise model from Eq. (8.1). The
(log)likelihood model is then:
log p (y|x) = −λD ‖y − x‖22 . (8.8)
The MAP denoising estimator with the non-local self-similarity prior from Eq.
(8.7) is
xˆ = arg min
x
log p (y|x) + log p (x)
= arg min
x
‖y − x‖22 +
λN
λD
N∑
i,j=1
(xi − xj)2
σ2i,j
. (8.9)
This has a solution xˆi for a pixel at position i of the form
xˆi =
yi + 2
λN
λD
∑N
j=1,j 6=i
1
σ2i,j
xˆj
1 + 2λNλD
∑N
j=1,j 6=i
1
σ2i,j
. (8.10)
However, if for Eq. (8.10), the estimate xˆj is approximated as
xˆj = yj ∀j 6= i (8.11)
is used, then Eq. (8.10) can be evaluated to find xˆi. Additionally, if σ2i,j is chosen
such that
σ2i,j = 2
λN
λD
w−1j,i , (8.12)
then Eq. (8.10) is equivalent to standard NLMS, Eq. (8.2). This shows that the
classic NLMS algorithm produces an approximation to the Bayes MAP estimator
in Eq. (8.9), with the parameter choice of Eq. (8.12).
8.3.2 Linear image restoration formulation
The use of non-local self-similarity in the sense of an image prior, as described
in Section 8.3.1, allows to develop a formulation for general restoration problems.
Non-local self-similarity can then be exploited for applications such as denoising,
deconvolution and reconstruction in the following formulation:
xˆ = arg min
x
‖y −Hx‖22 +
λN
λD
N∑
i,j=1
(xi − xj)2
σ2i,j
, (8.13)
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where the choice for σ2i,j is discussed in the next section andH is a linear operator
that expresses a possible linear degradation. This type of optimization problem can
easily be solved using the convex optimization techniques that were elaborated in
Appendix A, but there are some caveats because the weights σ2i,j also have to
be determined. Treating the weights as another free parameter makes the total
estimation problem non-convex, the consequences of which is the subject of the
next section.
8.3.3 Non-convexity
The weight parameters σ2i,j (which we now consider equivalent to the weights wj,i
through the imposing of Eq. (8.12)) in the non-local self-similarity prior term
of Eq. (8.13) are unknown in reality, and should be estimated. Although many
image restoration algorithms have some unknown parameters, this particular case
is difficult because of the large number of parameters. The joint estimation of these
parameters with the image x is a non-convex problem with many local optima.
One strategy could be to solve the problem Eq. (8.13) iteratively and thereby
re-estimating the weights σ2i,j after each iteration, making σ
2
i,j (xˆ) a function of the
estimated image xˆ (such as proposed in [Adluru 10]). Unfortunately, this easily
leads to undesirable solutions: If the weights are estimated via
wj,i (xˆ) =
1
Z
exp
(
−
∥∥xˆNi − xˆNj∥∥22
2h2
)
, (8.14)
after each estimation of xˆ and if they are initialized using xˆ = y, we find ex-
perimentally that wj,i converges to binary values. This can be explained: if some
region in an image contains a lot of similar structures, it will result in large weights
that makes the structures in this region more similar. In the next iteration, this re-
sults in even larger weights and even more similarity.
We demonstrate this with a simple experiment: We use the explained weights
re-estimation scheme in a denoising problem (i.e. H is the unit matrix in Eq.
(8.13)). The re-estimation leads to the bad denoising result in Figure 8.2 where
some regions are completely washed out due to excessive local averaging, while
others remain noisy. Evidently, better methods for weight estimation need to be
used when using non-local self-similarity as a prior in general image restoration.
For the specific case of denoising, Eq. (8.6) was already shown to be a better
alternative over the iterative estimation via Eq. (8.14).
8.4 The combination of non-local self-similarity and
local smoothness priors
In the previous section, Eq. (8.13) was proposed as a MAP estimator for general
(linear) image restoration problems using a non-local self-similarity prior. How-
ever, there is a fundamental difference between the non-local self-similarity prior
282 CHAPTER 8
original noisy denoised
image image using Eq. (8.14)
Figure 8.2: Effect of iterative re-estimation of weights in NLMS reconstruction. Note how
this method introduces many unwanted artifacts: lots of residual noise where there is little
self-similarity and lots of oversmoothing when there is a lot of self-similarity.
described in this chapter, and the class of multi-resolution local smoothness image
priors discussed in Section 2.4.
Non-local self-similarity priors on the one hand do not consider the specific
local structure of a signal, only the similarity of the structure with other structures
within a non-local context.
The multi-resolution local smoothness priors on the other hand are imple-
mented as promoting sparsity for the coefficients of a natural image that was trans-
formed with a linear multi-resolution image transformation, where spatial com-
pactness is considered an important feature. This was explained for wavelets in
Section 2.3.1 and for shearlets in Section 2.3.3.3. We view this as exploiting the
property that natural images are mostly smooth except for a few spatially compact
structures, see Section 2.2.1. Because of the spatial compactness and locality asso-
ciated to multi-resolution basis functions, we will use the term ‘local’ image prior
for an image prior based on the multi-resolution transforms from Chapter 2.
These insights give us the necessary ingredients to make an image prior that
models all properties of natural images outlined in Section 2.2: both local and
non-local self-similarity properties. We propose the following form:
− log p (x) = λN
N∑
i,j=1
(xi − xj)2
σ2i,j
+ λs |Sx| (8.15)
with S the multi-resolution image transformation. This form combines the non-
local self-similarity prior from Eq. (8.7) and the multi-resolution local smoothness
(Laplacian) prior from Eq. (2.72), to ensure that an image realization is only of
high probability when it is both non-locally self-similar and sparsely representable
by localized basis functions. A linear image restoration MAP estimator, such as
Eq. (8.13) for the non-local self-similarity prior is then simply created by adding
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a term:
xˆ = arg minx λs |Sx|︸︷︷︸+ ‖y −Hx‖22 +λNλD
N∑
i,j=1
(xi − xj)2
σ2i,j︸ ︷︷ ︸ .
local smoothness prior non-local self-similarity prior
(8.16)
Note that, when there is very little self-similarity in an image, all the weights σ2i,j
are large and the value of the left hand term in Eq. (8.15) is small compared to the
right hand term and the local smoothness prior term dominates in the regulariza-
tion. On the other hand, if there is a lot of self-similarity in an image, the weights
σ2i,j are small and the non-local self-similarity prior term will outweigh the local
smoothness prior term. In this way, there is a smooth transition between using the
powerful non-local self-similarity prior knowledge, when possible and the local
smoothness prior knowledge, when necessary.
The regularization parameters λNλD and λs can be tuned either manually for
visual quality or through the techniques that were discussed in Appendix B. For
completeness, we repeat that the parameters 1
σ2i,j
are defined through the weights
wj,i and should be specified depending on the application, e.g. using Eq. (8.12)
for the denoising application. Eq. (8.16) is a very powerful image restoration
estimator that can be used for a variety of image restoration tasks, as we will show
in Section 8.5.
8.5 Applications
8.5.1 Deconvolution
The MAP estimator for a deconvolution problem follows from Eq. (8.13). This
time, the likelihood model for the measured data is
log p (y|x) = −λD ‖y −Hx‖22 , (8.17)
withH a circulant matrix that expresses the convolution operation of the data. As
a prior model, the non-local self-similarity prior Eq. (8.7), the local smoothness
prior, or indeed a combination of priors can be used. As a proof of concept, we
show here how a combined prior works. Using a combined prior, the result is the
solution to the optimization problem:
xˆ = arg min
x
‖y −Hx‖22 + λs |Sx|+
λN
λD
N∑
i,j=1
(xi − xj)2
σ2i,j
. (8.18)
Again the weights are calculated once, on the noisy, blurred input image using Eq.
(8.6). We now demonstrate this idea: a Gaussian blur kernel with σb = 1 was
applied and white Gaussian noise with standard deviation σn = 3 was added to the
Barbara image, then deconvolution was performed using the proposed algorithm.
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blurred and noisy shearlet sparsity shearlet + non-local
PSNR = 27.4dB PSNR = 30.8dB PSNR =30.46dB
SSIM=0.938 SSIM = 0.970 SSIM = 0.969
Figure 8.3: Detail of a deconvolution result on the Barbara image (sharpened for visu-
alization). PSNR and SSIM of the restored result is shown underneath. Note the visual
difference in the noise enhancement of the background of the middle image.
The result in Figure 8.3 shows that both the algorithm with local smoothness
prior as well as the algorithm with both non-local self-similarity and local smooth-
ness prior (using the shearlet transform) succeed in sharpening the image. The
visual difference can be seen in the background region of the image, where noise
enhancement can be seen in the (flat) background of the shearlet sparsity image. A
different parameter choice could avoid this, but this would come at the cost of blur-
ring textured areas. On the other hand, the non-local self-similarity prior succeeds
in suppressing incoherent structures in flat areas, without losing detail in repetitive
textured areas. We consider this a very desirable effect, which validates the worth
of combining two priors in this scenario.
We also made a quantitative comparison, in terms of PSNR as well as SSIM
(Structured similarity value [Wang 04]) values. SSIM is a image quality measure
that is designed to be more consistent with visual observation through adapting to
the way the human visual system works. We conclude that the lower PSNR of the
result with combined prior does not imply a degradation in visual quality as the
SSIM value is practically identical.
8.5.2 Suppression of correlated noise
The MAP formulation Eq. (8.13), as used in the previous sections, combines a
prior (the non-local self-similarity prior) and a likelihood function. For denoising,
the likelihood function for the measured data is
log p (y|x) = −λ ‖y − x‖22 (8.19)
If the noise is spatially correlated, but Gaussian, the measured data can be thought
of as arising from a multidimensional Gaussian distribution with a non-trivial co-
variance matrix. The likelihood model is then:
log p (y|x) = −λ (y − x)HC−1 (y − x) (8.20)
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Noisy white noise NLMS correlated noise NLMS
PSNR = 28.9dB PSNR = 31.6dB PSNR = 32.7dB
Figure 8.4: Denoising effect of a correlated noise NLMS denoising algorithm.
withC the covariance matrix of the statistical process, as described in Section 3.3.5.
When a positive symmetric, semi-definite covariance matrix is used (which should
be true by very definition), Eq. (8.20) can be rewritten as:
log p (y|x) = −λ
∥∥∥C− 12 (y − x)∥∥∥2
2
. (8.21)
Note how this is actually equivalent with pre-whitening the input samples y into
whitened samples yw = C
− 12y, as explained in Section 3.3.5. This can easily be
shown, because C−
1
2 is an invertible matrix by construction:
yw xw
log p (y|x) = −λ
∥∥∥∥ ︷ ︸︸ ︷C− 12y − ︷ ︸︸ ︷C− 12x ∥∥∥∥2
2
, (8.22)
which means that the end result is equivalent with solving a white noise NLMS
problem, and subsequently using x = C
1
2xw as output. We therefore also choose
the weights definition as
wj,i =

(
1−
∥∥∥yw,Ni−yw,Nj∥∥∥22
h2
)8 ∥∥∥yw,Ni − yw,Nj∥∥∥2
2
< h
0
∥∥∥yw,Ni − yw,Nj∥∥∥2
2
≥ h
, (8.23)
i.e. we run the NLMS algorithm on the whitened input image and then reverse
the whitening operation in the result. The output of such a denoising algorithm
is shown in Figure 8.4. Note how the matrix multiplication used to model noise
correlation in Eq. (8.21) is different from the way a linear degradation process
of the noise-free image is modeled, such as in a deconvolution problem, see Eq.
(8.17). If one were to deal with a deconvolution problem in a correlated noise
environment, the formulation would be
log p (y|x) = −λ
∥∥∥C− 12 (y −Hx)∥∥∥2
2
. (8.24)
The rationale is that one has to consider if the noise was added before or after
the degradation process: as always, modeling the physics of an imaging system
correctly yields the best restoration performance.
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8.5.3 Joint demosaicing and denoising
Another application of the proposed technique is joint demosaicing and denoising,
which is sometimes called denoisaicing. The (Bayer) mosaicing operation can be
modeled by the linear operationH , so for this application, we use the same likeli-
hood model as in Eq. (8.17), with the mosaicing operation degradation operator.
For this application, calculation of the weights Eq. (8.6) was performed based
on an preliminary interpolation of the mosaic image (using the demosaicing tech-
nique from [Aelterman 09a], explained in Chapter 4), an idea first used in the
NLMS demosaicing approach from [Buades 09].
Furthermore, the transition was made to the YUV color space as it is well
known that the U and V components of a natural image can be approximated us-
ing a lower bandwidth without causing significant errors in a psychovisual sense.
Such approximation is also used successfully in PAL television. A result is that
the YUV color space representation of a natural image can be approximated more
sparsely than the RGB representation. For the proposed technique, the bandwidth
difference causes a significantly different variance for the shearlet coefficient dis-
tribution in the Y, U and V bands. We empirically found that the choice λs,Y = 1,
λs,U = 4 and λs,V = 4 for the different Y, U and V bands yields the best results,
so that the prior becomes:
log p (x) = −λs,Y |SY x|1 − λs,U |SUx|1 − λs,V |SV x|1
−λN
∑N
i,j=1
(xi−xj)2
σ2i,j
.
(8.25)
The remaining parameters are set as in the denoising experiment. Figure 8.5 shows
the results for an experiment with Bayer captured sensor data, corrupted by white
Gaussian noise of standard deviation 20. The effect of the non-local self-similarity
prior in preserving repetitive features of the image can be seen in the fence of the
bottom row images of figure 8.5. It demonstrates how the non-local self-similarity
prior is a valuable addition to the algorithm with just the shearlet local smoothness
prior enabled (i.e. λN = 0), shown in the third column: The increase of more than
2dB in PSNR brings the resulting PSNR (27.9dB) very close to a dedicated state-
of-the-art demosaicing+denoising algorithm such as [Aelterman 09a] that reaches
27.7dB.
8.5.4 Joint demosaicing and deconvolution
The advantage of the prior formulation used for demosaicing, Eq. (8.25), is that
it can also be used in general color image restoration purposes: Because a lin-
ear degradation operator H is used, a different choice of H allows for the solu-
tion of different restoration problems. One such choice is the joint demosaicing
and deconvolution problem, which corresponds to an accurate model of a camera
pipeline. The model is shown in Figure 8.6: Firstly, the light is focused, but this
is imperfect, which we model through a fixed blur kernel, although more compli-
cated linear models could also be used. Secondly, the image is (sub)sampled using
a color filter array and an imaging sensor grid with finite sensor element size. This
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Bilinear Wavelet-based proposed proposed
demosaicing demosaicing with local with combined
smoothness prior prior
PSNR = 21.8dB 27.7dB 25.5dB 27.9dB
Figure 8.5: Denoisaicing experiment details (from left to right) for added noise with stan-
dard deviation 20: bilinear demosaicing, wavelet-based demosaicing [Aelterman 09a], pro-
posed algorithm using shearlet local smoothness prior, proposed algorithm using shearlet
local smoothness + non-local self-similarity prior.
288 CHAPTER 8
Lens
CFA
Sensor array
Object
Figure 8.6: Model for the optics in a digital camera: Light is focused (imperfectly) by a
lens, on a sensor array, that is covered by a color filter array (CFA).
model is purely linear and corresponds to the degradation operator:
H = HmHb (8.26)
where Hb is a circulant matrix which expresses the convolution with the optical
blur kernel and Hm is the (sub)sampling matrix that expresses the mosaic oper-
ation that is implied through the CFA filter and sensor grid. Apart from this new
definition for the degradation operator Eq. (8.26), nothing needs to be changed to
the algorithm used in the previous sections due to the versatility of the proposed
framework: Similar to the algorithm for demosaicing, the weights are also calcu-
lated on a preliminary demosaicing of the input data. The result of a simulated
acquisition experiment is shown in Figure 8.7, where this joint demosaicing, de-
convolution and denoising was performed on a Bayer grid acquired test image,
blurred with a 2D Gaussian (standard deviation 1) blur kernel, with added white
Gaussian noise of standard deviation 10. This result shows how the proposed
technique with the combined prior outperforms the proposed technique without
the non-local self-similarity prior: Although the PSNR values are very similar,
we note that the SSIM values reveal that the proposed technique with combined
prior yields visually better results. We explain the lack of PSNR improvement
through the fact that the heavier regularization results in less sharpening, but a
visually more appealing result (in the sense that discoloration artifacts are almost
completely avoided).
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bilinear demosaicing demosaicing + soft thresholding
method from Chapter 4
PSNR = 23.8dB PSNR = 25.7dB
SSIM = 0.7732 SSIM = 0.8610
Proposed technique using Proposed technique using
only shearlet prior the combined prior
PSNR = 26.46dB PSNR = 26.41dB
SSIM = 0.8543 SSIM = 0.8779
Figure 8.7: Detail of the results from a joint demosaicing, deconvolution and denoising
experiment on the Barbara image. PSNR and SSIM with respect to the ground truth image
are also shown.
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8.5.5 MRI
Technically, the proposed non-local restoration framework could be used in MRI
reconstruction, because MRI reconstruction was described in Chapter 5 as a linear
operator. However, this does not mean that it should be used.
In an MRI image, the non-local self-similarity prior would model a local con-
text in terms of the (surrounding) non-local tissue context. So, algorithms based
on a non-local self-similarity prior would make areas in an image visually less dis-
turbing based on knowledge of the non-local context. However, this is usually not
what a diagnosing physician desires from the images he looks at. If the aim is to
use the reconstructed images to allow him/her to make diagnostic decisions based
on local tissue properties, it can be detrimental to use a reconstruction/restoration
algorithm that is built to suppress local tissue properties when they are not con-
sistent with the surrounding context: The algorithm might hide a tumor, because
the rest of the brain is tumor-free, so that the result is more visually appealing and
self-consistent within a non-local context, with less visual anomalies.
In contrast with non-local self-similarity priors, the local smoothness (multi-
resolution) priors (see Chapter 2) operate by modeling a local context in terms of
well localized and compact basis functions. Restoration algorithms based on them
only consider the local context to decide whether a feature is relevant. While the re-
sult may be less appealing visually (which may even be reflected in a lower PSNR
due to less smoothing in flat areas), it may be of higher diagnostically quality.
In Figure 8.8, we compare denoising based on non-local self-similarity with
denoising based on local smoothness, applied to an MRI image. This image is so
heavily degraded that no useful result can come out of it. However, the non-local
processing (NLMS, Section 8.2, also proposed for MRI in [Coupe 08]) obtains
remarkably sharp and noise-free results in repetitive areas. This may mask the
fact that local anomalies such as tumors or lesions were smoothed, especially in
non-repetitive areas such as the cerebellum. The local processing of the wavelet
soft thresholding local denoising technique (see Section 3.4.1) on the other hand
results in stray wavelet artifacts where the noise realization matched a wavelet
basis function. At least this is a visual sign of heavy degradation to the end user.
We conclude that it is of paramount importance to recognize the purpose of the
images that are being restored/reconstructed. If the goal is direct visual assessment
of the resulting images, then we want the resulting images to be as correct as pos-
sible. If the goal is to use all reconstructed image data, as well as its residuals with
respect to the input data, to use in (semi-)automatic diagnostics, then correctness
of the reconstructed image data may not be the only relevant quality criterion. Re-
search into optimal diagnostic-aware reconstruction/restoration methods is beyond
the scope of this work.
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Noisy image (PSNR = 22dB) Ground Truth
Wavelet soft thresholding (PSNR = 28dB) NLMS (PSNR = 29.2dB)
Figure 8.8: Effect and specific artifacts of a denoising experiment on medical images.
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8.6 Conclusions
In this chapter, we presented a novel non-local self-similarity image prior frame-
work for image restoration purposes. Also, we presented image restoration al-
gorithms that use this novel prior. The experiments show that the non-local self-
similarity prior can be used to visually improve natural images in applications such
as denoising and demosaicing. Furthermore, we present a way to combine the pro-
posed framework for non-local self-similarity image restoration with other natural
image priors. In particular, we have shown how the multi-resolution-based priors
that enforce local smoothness, the subject of Chapter 2, can be integrated with the
proposed framework. We have demonstrated how this integration yields a generic
restoration framework that achieves high-quality results for different applications,
such as joint demosaicing + deconvolution restoration. These results rival the re-
sults from state-of-the-art techniques in their respective fields, which we consider
a good achievement for such a versatile restoration technique.
It should be noted that the improvement in image quality due to addition of the
non-local self-similarity prior is not always reflected in terms PSNR, but does gen-
erally show in terms of SSIM and visual quality, which we have demonstrated in
experiments. Also, we made the remark that before using the proposed restoration
framework, the application goal should be considered. This is because the non-
local self-similarity prior results in visually pleasing images, by adapting local
image content to non-local context, but not particularly (locally) correct images.
Finally, we remark upon the computational cost: We have developed an it-
erative implementation that typically converges in the order of 10 iterations (de-
pending on the specific application), in each iteration the bulk of computational
power is used on a slightly modified NLMS implementation that is run once.
So the computational cost is that of a sequence of NLMS implementations run
back-to-back, where we remark that we use our efficient implementation of NLMS
from [Goossens 08]. As such, the algorithm typically takes in the order of minutes
for a 512×512 image.
The non-local self-similarity prior framework presented in this chapter should
be seen as either complimentary or as an alternative to the multi-resolution local
smoothness prior techniques that were the topic of Chapter 2, which we call ‘lo-
cal’ to make the distinction with the non-local techniques. To summarize, in this
chapter, we described the following novelties that we added to the state of the art
in natural image modeling using non-local models:
• We gave a new interpretation of the non-local means algorithm [Buades 05]
as the solution to a convex image optimization problem with a specific nat-
ural image prior term in Section 8.3.1.
• We proposed a new formulation of self-similarity prior knowledge that en-
ables the use of it in general linear image restoration problems in Section
8.3.
• We used this new formulation to create a novel joint prior that at the same
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time exploits non-local self-similarity as well as local regularity in Section
8.4.
• We developed several image restoration algorithms to solve complicated
joint image restoration problems using the aforementioned novel priors.
The contributions in this chapter have resulted in two publications in the proceed-
ings of international conferences [Aelterman 12c, Goossens 10c].

9
Concluding remarks
“A witty saying proves nothing.” - Voltaire
As electronics get better, and computing performance is increased, one might be
tempted to say that image processing will become obsolete. After all, if next year’s
camera (or imaging system) is better than the previous year’s, then there comes a
point where the camera is simply good enough for its purpose. The problem with
this reasoning is that the requirements of people also increase as time goes by.
Imaging has to be faster, better, of higher resolution, in multiple dimensions, in a
smaller package, with less memory requirement, with less power requirement, in
better colors, allowing light field capture, allow hyperspectral analysis, smart, ...
and at a lower cost. However, imaging systems will always be limited by physical
constraints, there is simply no way to break the laws of physics. As shown through-
out this thesis, the effect of physical constraints, modeled as systems that cause
degradation or statistical uncertainty in measured data, can be mitigated through
the use of prior knowledge about the natural image that is to be reconstructed. This
will remain a constant, as prior knowledge can be made ever more complex, albeit
admittedly with diminishing returns. An optimistic view is that in the future, the
complexity of these models will rival the models applied by the human brain in vi-
sual input data. The large number of parlor tricks, optical illusions, based to exploit
weaknesses and limitations, not only in the human eye as an acquisition system,
but ultimately in the human brain as a data processing tool, show that there is still
vast room for improvement beyond the complexity of the human visual system.
So even in this optimistic case that machine-based image processing will rival the
human visual system, image restoration will not become obsolete.
In short, image processing and restoration is and will remain an important
field of research in the years to come: Increases in computation power and con-
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tinued creativity will allow the development of ever more powerful image models
and increasingly accurate degradation models, which will support ever improving
restoration algorithms. The work in this thesis was about just developing such
improved natural image models and algorithms:
In the category of image modeling, we improved on multi-resolution and non-
local image models, respectively in Chapter 2 and Chapter 8. We demonstrated
that natural image models based on the shearlet transform are an improvement
over existing fixed multi-resolution dictionary-based models. We presented vari-
ous implementations of the (shearlet ) multi-resolution transform that suit different
needs. Furthermore, we developed a method to train multi-resolution dictionaries
based on a training image, which is shown to yield similar resulting dictionaries
to actual shearlet dictionaries. These multi-resolution models are computationally
relatively simple and elegantly usable in a wide variety of restoration applications,
which was the case in this thesis. Apart from that, we spent some attention on im-
proved non-local models, showing that the principles behind the NLMS algorithm
need not be limited to use in denoising context, but can be used in a general image
restoration context.
In the category of statistical degradation modeling, we developed techniques
for analysis of various types of spatially correlated Gaussian noise in Chapter 3.
We also developed techniques to efficiently and elegantly express these models
into a multi-resolution framework. These create the building blocks to develop
image denoising techniques when used in conjunction with the models from the
previous bullet. In the category of deterministic modeling of degradation, we stud-
ied different typical degradation scenarios in very different fields of industry. We
studied the process of MRI acquisition in great detail in Chapter 5. We detailed
different degradation effects, as well as the influence of k-space trajectory choice
after a thorough physical analysis of the acquisition process. We then studied the
effect of parallel MR acquisition in Chapter 6 and compressed MR acquisition in
Chapter 7. We also studied the acquisition process of digital cameras, with respect
to demosaicing, in Chapter 4.
The combination of a proper physical model for the degradation, caused by an
acquisition chain in an application, with the techniques for statistical noise mod-
eling and image modeling has allowed us to develop restoration algorithms for
specific applications throughout this work. Novel MRI reconstruction techniques
were described in Chapter 5, Chapter 6 and Chapter 7, for respectively convention-
ally sampled MRI, pMRI and CS-MRI. We also developed a novel framework for
auto-calibrating pMRI. Restoration topics such as demosaicing, in Chapter 4, or
deconvolution in Chapter 8 were handled in different chapters.
The contributions to the respective fields of research that are detailed in this
thesis, are summarized in the Section 9.1. A complete list and description of the
publication output of this thesis is the subject of Section 9.2.
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9.1 List of contributions
The main contributions of this dissertation are:
• We developed a discrete implementation of the shearlet transform in Sec-
tion 2.3.3 on page 34. Our implementation is distinct in that both decom-
position and reconstruction is implemented in a non-iterative way, using a
filter bank. This exploits the fact that our shearlet transform constitutes a
Parseval frame. It is also unique in that it is able to be tuned to deal with
both ringing and redundancy requirements (even up to very low redundancy
factors of 2, regardless of the number of subbands) at the discretion of the
user (Section 2.3.3.5 on page 41). Also, we developed a version that allows
to efficiently suppress ringing in reconstruction applications (Section 2.3.3.6
on page 44).
• We provided new insights into the decimation and aliasing aspects of the
DT-CWT transform, the understanding of which is necessary for the proper
implementation of the demosaicing methods presented in Chapter 4. This
was described in Section 2.3.2 on page 23.
• In Section 2.3.4 on page 47, we presented a novel, image-adaptive (in that
they are trained on a training image) way for finding an optimal shearlet-like
transform for natural images. This novel approach is easy to implement,
yields symmetrical base functions, allows for controlled redundancy in the
same way that shearlets do, and yields sufficiently accurate approximation
results to compete with fixed dictionaries (such as the shearlet transform),
even when trained on different images.
• We gave an in-depth analysis of noise estimation techniques (in Section 3.3.3
on page 76) and noise generating mechanisms (in Section 3.3.2 on page 71).
• We developed a novel multi-resolution correlated noise estimation tech-
nique, that is compatible with the DT-CWT (see Section 3.3.4 on page 77).
This is an essential ingredient for correlated noise denoising techniques that
use multi-resolution image transformations.
• We developed a novel empirical Probshrink-related method, to account for
correlated noise in Section 3.4.4 on page 90).
• We developed a variation of the empirical Probshrink method for 3D multi-
resolution Rician noise denoising method in magnitude MR images (in Sec-
tion 3.4.5 on page 91). This technique was shown to be very competitive
with the state-of-the-art MRI denoising techniques, both in quantitative and
qualitative terms.
• We presented a new interpretation of the demosaicing problem and existing
algorithms from the point of view of Fourier space and multi-resolution filter
banks, explained in Section 4.2 on page 109.
298 CHAPTER 9
• We presented a novel analysis of the impact of and constraints when us-
ing the DT-CWT in a multi-resolution-based demosaicing algorithm in Sec-
tion 4.3.2 on page 128.
• We developed a novel multi-resolution demosaicing algorithm that has
unique qualities in computational efficiency and compatibility with other
multi-resolution restoration techniques, explained in Section 4.3 on
page 126.
• We derived a decision framework to (for the first time) allow to exploit
local adaptivity in demosaicing in a multi-resolution framework, in Sec-
tion 4.3.3.1 on page 132. This makes use of a Laplacian natural image
model for packet DT-CWT coefficients in this decision framework (see Sec-
tion 4.3.3.1 on page 132), offering an alternative to edge direction detection
techniques used in demosaicing techniques.
• In Section 5.2 on page 152, we give a fundamental analysis of the complete
image formation process in MRI. We discussed both the physics as the engi-
neering behind current imaging systems (see Section 5.3 on page 165), such
that we were able to accurately model the acquisition process.
• We discussed non-Cartesian MRI imaging in detail. Specifically, in Sec-
tion 5.3.2 on page 169, we spent a lot of attention on regridding. After we
identified that the problem of regridding can not be adequately solved by
rescaling each data coefficient in Section 6.5, we discussed some of our own
ad-hoc regridding methods in light of it.
• In Section 5.4 on page 174, we provide a thorough analysis of the different
aspects of image degradation as it is commonly perceived in (conventional)
MR images. This gives the necessary insights on research opportunities to
go beyond conventional MRI reconstruction.
• We’ve performed an in-depth analysis of pMRI and the current state-of-the-
art in pMRI reconstruction techniques, both in the auto-calibration scenario
(in Section 6.4.2 on page 203) and in the scenario without auto-calibration
(in Section 6.4 on page 197). We identified that these have a weakness in
the implicit assumption of a small spectral support of the response of the
antenna coils in an MRI system.
• We developed novel techniques to automatically detect the intended image
resolution of MR data sampled on an arbitrarily sampled k-space sampling
pattern (in Section 6.7.1.3 on page 217), to automatically estimate the image
domain signal level (in Section 6.7.1.2 on page 215) and k-space noise level
(in Section 6.7.1.1 on page 215) on such an arbitrarily sampled k-space data
set.
• We proposed a novel method for (p)MRI reconstruction, that outperforms
the current state of the art, both for auto-calibrated pMRI, see Section 6.7.2
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as well as for non-auto-calibrated pMRI, see Section 6.7.1. To the knowl-
edge of the author, these are the first methods that are able to deal with arbi-
trary k-space sampling patterns in an auto-calibration context. Furthermore,
the method removes the need for an assumption of small spectral support on
the response of the antenna coils (which classic techniques use).
• We investigated different sparsifying transforms, which we described in
Chapter 2, that clearly outperform commonly used transforms such as
wavelet and TV for MRI reconstruction in Section 7.9.1 on page 262.
• We presented an analysis of noise processes in MRI and proposed statistical
interpretations for the commonly used CS paradigm (`0-norm vs `1-norm)
in MRI, in Section 7.3 on page 245.
• We studied the efficacy and implications of using non-Cartesian k-space
sampling trajectories in Section 7.4 on page 246. We then studied the ap-
plication of non-Cartesian sampling trajectories to conventional MRI, pMRI
and CS-MRI in Section 7.4 on page 246.
• We proposed a novel CS-MRI reconstruction algorithm (see Section 7.5 on
page 253) and demonstrated it for data fusion, propeller MRI and post-
processing (MRI) image interpolation, in Section 7.9.3 on page 264 and Sec-
tion 7.9.4 on page 266.
• We proposed different priors on the image, such as a phase-map known
reconstruction technique in Section 7.7 on page 257.
• We identified the classic non-local means algorithm [Buades 05] as the so-
lution to a convex image optimization problem with a specific image prior
knowledge term in Section 8.3 on page 279.
• We identified the possibility of applying, as well as the caveats when ap-
plying, the aforementioned image prior knowledge term to general im-
age restoration problems in Section 8.5.1 on page 283 and Section 8.5.2 on
page 284.
• We developed several image restoration algorithms to solve complicated
joint image restoration problems using combined priors, Section 8.5.3 on
page 286 and Section 8.5.4 on page 286.
• We identifyied an equivalence between the Split Bregman and Primal-
Dual algorithms for `1-`2 optimization with certain parameter choices, Sec-
tion B.3.2 on page 321.
• We proposed approximate, but effective methods for setting the parameters
of the aforementioned iterative optimization algorithms for convex problems
both for convergence speed (Section B.3 on page 318) and quality of the
result (Section B.2 on page 315).
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9.2 Publication output
The work described in the thesis, but also related developments where knowledge
from this thesis was applied, has lead to different publications in international
journals. These contribute to the state-of-the-art in diverse topics such as an-
tenna design optimization problems [Aelterman 09b], autocovariance estimation
in the DT-CWT domain [Goossens 10b] as discussed in Section 3.3.4, MRI recon-
struction [Aelterman 11, Aelterman 14] as discussed in Chapter 6 and Chapter 7,
demosaicing [Aelterman 13] as detailed in Chapter 4, realistic camera modeling
for HDR in [Goossens 13d] and dictionary based optimization for the detection
of cell nuclei [De Vylder 13] using convex optimization algorithms such as the
ones detailed in Appendices A and B. Furthermore, the candidate has written an
international journal paper about antenna array design [Aelterman 09b].
Also, this work has resulted in several articles in international conference
proceedings that are listed in the Web of Science (WoS). These detail varying
topics such as demosaicing [Aelterman 09a, Goossens 13a] as detailed in Chap-
ter 4, design of shearlet filter banks [Goossens 11a, Goossens 11c, Goossens 09a]
as discussed in Section 2.3.3, non-local prior based image restoration [Aelter-
man 12c, Goossens 10c] such as described in Section 2.2 and applied in Chap-
ter 8, regularized parallel MRI reconstruction [Pižurica 11, Aelterman 10b, Ael-
terman 14] such as described in Chapter 3 and Chapter 7, MRI post-processing
denoising [Aelterman 08] as described in Section 3.4.5, active contour segmen-
tation formulated as a convex optimization problem [De Vylder 11b] and HDR
reconstruction by realistic camera modeling [Goossens 11d].
Several other articles were published during the course of this work on
topics such as leaf phenotyping [Janssens 13], hyperspectral image restora-
tion [Liao 13b, Liao 13a], joint demosaicing and denoising [Goossens 13a],
shearlet filter bank design [Goossens 13c], image deconvolution [Luong 12b],
MRI trajectory design [Luong 12a], convex optimization in image segmentation
[De Vylder 11a, De Vylder 12].
Finally, this work has resulted in two book chapters, about image denoising,
[Aelterman 10a] and [Goossens 11b], and a further 13 conference abstracts. An up-
to-date listing of the publication output concerning this work can be found online.1
The listing is repeated here and is accurate as of September 2014:
• Aelterman, Jan, Maarten Naeyaert, Shandra Gutierrez, Hiep Luong, Bart
Goossens, Aleksandra Pižurica, and Wilfried Philips. 2014. "Automatic
high-bandwidth calibration and reconstruction of arbitrarily sampled paral-
lel MRI." Plos One 9 (6).
• Aelterman, Jan, Jonas De Vylder, Hiep Luong, Saskia Lippens, Yvan Saeys,
Bart Goossens, Wilfried Philips. 2014, “The image processing revolution:
the next step in electron microscopy” in 3View conference Ghent, Proceed-
ings.
1https://biblio.ugent.be/publication?q=%22Jan+Aelterman%22
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• Roels, Joris, Jan Aelterman, Hiep Luong, Jonas De Vylder, Wilfried Philips,
Saskia Lippens, Yvan Saeys. 2014, “Image Optimization for 3D Electron
Microscopy Images” in 3View conference Ghent, Proceedings.
• Roinnen, Timo, Ben Jeurissen, Daniele Perrone, Jan Aelterman, Alexander
Leemans, Wilfried Philips, Jan Sijbers. 2014 “Isotropic non-white matter
partial volume effects in constrained spherical deconvolution” in Frontiers
in neuroinformatics.
• Janssens, Olivier, Jonas De Vylder, Jan Aelterman, Steven Verstockt, Wil-
fried Philips, Dominique Van Der Straeten, Sofie Van Hoecke, and Rik Van
de Walle. 2013. "Leaf Segmentation and Parallel Phenotyping for the Anal-
ysis of Gene Networks in Plants." In Signal Processing Conference, Pro-
ceedings.
• Liao, Wenzhi, Bart Goossens, Jan Aelterman, Hiep Quang Luong, Aleksan-
dra Pizurica, Niels Wouters, Wouter Saeys, and Wilfried Philips. 2013. "Hy-
perspectral Image Deblurring with PCA and Total Variation." In 5th Work-
shop on Hyperspectral Image and Signal Processing: Evolution in Remote
Sensing, Proceedings, ed. Paul Gader and Jocelyn Chanussot.
• Goossens, Bart, Jan Aelterman, Quang Luong, Aleksandra Pizurica,
and Wilfried Philips. 2013. "Complex Wavelet Joint Denoising and
Demosaicing Using Gaussian Scale Mixtures." In Proc. IEEE Int. Conf.
Image Processing, 445–448. IEEE.
• Goossens, Bart, Jan Aelterman, Quang Luong, Aleksandra Pizurica, and
Wilfried Philips. 2013. "A Split-augmented Lagrangian Algorithm for
Spectral Factorization of a Set of 2D Directional Filters and Application
to the Design of Compact Shearlet Frames." In Proc. of SPIE, ed. Dimitri
Van De Ville, Vivek K. Goyal, and Manos Papadakis, 8858:1–12. SPIE.
• De Vylder, Jonas, Jan Aelterman, Trees Lepez, Mado Vandewoestyne, Koen
Douterloigne, Dieter Deforce, and Wilfried Philips. 2013. "A Novel Dictio-
nary Based Computer Vision Method for the Detection of Cell Nuclei." Plos
One 8 (1).
• Liao, Wenzhi, Jan Aelterman, Hiep Luong, Aleksandra Pizurica, and Wil-
fried Philips. 2013. "Two-stage Denoising Method for Hyperspectral Im-
ages Combining KPCA and Total Variation." In IEEE International Confer-
ence on Image Processing, Proceedings, ed. Peter Hobson, Gennaro Percan-
nella, Mario Vento , and Arnold Wiliem, 2048–2052. IEEE.
• Aelterman, Jan, Bart Goossens, Jonas De Vylder, Aleksandra Pizurica,
and Wilfried Philips. 2013. "Computationally Efficient Locally Adaptive
Demosaicing of Color Filter Array Images Using the Dual-tree Complex
Wavelet Packet Transform." Plos One 8 (5): 1–18.
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• Goossens, Bart, Quang Luong, Jan Aelterman, Aleksandra Pizurica, and
Wilfried Philips. 2013. "Realistic Camera Noise Modeling with Applica-
tion to Improved HDR Synthesis." EURASIP Journal on Advances in Signal
Processing 171: 1-28.
• Goossens, Bart, Jan Aelterman, Quang Luong, Aleksandra Pizurica, and
Wilfried Philips. 2013. "Bayesian Demosaicing Using Gaussian Scale
Mixture Priors with Local Adaptivity in the Dual Tree Complex Wavelet
Packet Transform Domain." In Proceedings of SPIE, the International So-
ciety for Optical Engineering, ed. CA Bouman, I Pollak, and PJ Wolfe,
8657:865704–865704.
• Naeyaert, Maarten, Jan Aelterman, Johan Van Audekerke, and Marleen Ver-
hoye. 2012. "Quality and Stability of Compressed Sensing Schemes in the
Fast Spin Echo Sequence." In Imaging the Brain at Different Scales: How
to Integrate Multi-scale Structural Information? Proceedings of Front. Neu-
roinform.
• Luong, Quang, Bart Goossens, Jan Aelterman, Aleksandra Pizurica, and
Wilfried Philips. 2012. "A Primal-dual Algorithm for Joint Demosaicking
and Deconvolution." In IEEE International Conference on Image Process-
ing, Proceedings, 2801–2804.
• Luong, Quang, Bart Goossens, Jan Aelterman, Aleksandra Pizurica, and
Wilfried Philips. 2012. "Color Image Restoration and Reconstruction." In
International: Traveling Workshop for Interacting Sparse Models and Tech-
nology, Proceedings, 31–31.
• Perrone, Daniele, Jan Aelterman, Maryna Kudzinava, Jan Sijbers, Aleksan-
dra Pizurica, Wilfried Philips, and Alexander Leemans. 2012. "Correction
of Gibbs Ringing in Diffusion MRI Data Using Total Variation Regulariza-
tion." In Fourth Annual Meeting of the ISMRM Benelux Chapter, 99–99.
• Aelterman, Jan, Bart Goossens, Quang Luong, Jonas De Vylder, Aleksan-
dra Pizurica, and Wilfried Philips. 2012. "Combined Non-local and Multi-
resolution Sparsity Prior in Image Restoration." In IEEE International Con-
ference on Image Processing, Proceedings, 3049–3052. IEEE.
• Aelterman, Jan, Quang Luong, Bart Goossens, Aleksandra Pizurica, and
Wilfried Philips. 2012. "Artifact-free Resolution Enhancement Using a
Shearlet Sparsity Prior." In 20th Annual Scientific Meeting & Exhibition,
Abstracts.
• De Vylder, Jonas, Jan Aelterman, Danilo Babin, Mado Vandewoestyne,
Trees Lepez, Dieter Deforce, and Wilfried Philips. 2012. "A Novel Dictio-
nary Based Detection Method for Cell Nuclei." In 34th Annual International
Conference of the Engineering in Medicine and Biology Society, Abstracts.
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• De Vylder, Jonas, Jan Aelterman, Mado Vandewoestyne, Trees Lepez, Di-
eter Deforce, and Wilfried Philips. 2012. "Cell Nuclei Detection Using
Globally Optimal Active Contours with Shape Prior." In Lecture Notes in
Computer Science, ed. George Bebis, Richard Boyle, Darko Koracin, and
Bharam Parvin.
• Aelterman, Jan, Quang Luong, Bart Goossens, Aleksandra Pizurica, and
Wilfried Philips. 2012. "On Density Compensation in Bayesian K-space
Trajectory Optimization." In 20th Annual Scientific Meeting & Exhibition,
Abstracts.
• Luong, Quang, Bart Goossens, Jan Aelterman, Ljiljana Platisa, and Wilfried
Philips. 2012. "Optimizing Image Quality in MRI: on the Evaluation of
K-space Trajectories for Under-sampled MR Acquisition." In Proceedings
2012 Fourth International Workshop on Quality of Multimedia Experience
(QoMEX 2012), 25–26. Piscataway, NJ, USA: IEEE.
• Aelterman, Jan. 2011. "Improving sub-Nyquist MRI Reconstruction Per-
formance." In 2011 BASP Frontiers Workshop, Abstracts.
• Aelterman, Jan. 2011. "Influence of K-space Trajectory on Compres-
sive Sensing MRI." In ISMRM Benelux Chapter, 3rd Annual Meeting,
Abstracts. International Society for Magnetic Resonance in Medicine
(ISMRM). Benelux Chapter.
• Perrone, Daniele, Jan Aelterman, Maryna Kudzinava, Jan Sijbers, Aleksan-
dra Pizurica, Wilfried Philips, and Alexander Leemans. 2011. "Gibbs Ar-
tifact Suppression for DT-MRI Data." In Belgian Day on Biomedical Engi-
neering, 10th, Abstracts.
• De Vylder, Jonas, Jan Aelterman, and Wilfried Philips. 2011. "A Com-
parative Study on the Optimization of Global Optimum Active Contours."
In Signal Processing and Communication Systems, 5th IEEE International
Conference, 1–10. New York, NY, USA: IEEE.
• Goossens, Bart, Jan Aelterman, Quang Luong, Aleksandra Pizurica, and
Wilfried Philips. 2011. "Wavelet-based Analysis and Estimation of Colored
Noise." In Discrete Wavelet Transforms: Algorithms and Applications, ed.
Hannu Olkkonen, 255–280. INTECH.
• Aelterman, Jan, Quang Luong, Bart Goossens, Aleksandra Pizurica, and
Wilfried Philips. 2011. "Augmented Lagrangian Based Reconstruction
of Non-uniformly sub-Nyquist Sampled MRI Data." Signal Processing 91
(12): 2731–2742.
• Goossens, Bart, Quang Luong, Jan Aelterman, Aleksandra Pizurica, and
Wilfried Philips. 2011. "Reconstruction of High Dynamic Range Images
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with Poisson Noise Modeling and Integrated Denoising." In IEEE Interna-
tional Conference on Image Processing ICIP, 3429–3432. Piscataway, NJ,
USA: IEEE.
• Pizurica, Aleksandra, Jan Aelterman, Funing Bai, Sam Vanloocke, Quang
Luong, Bart Goossens, and Wilfried Philips. 2011. "On Structured
Sparsity and Selected Applications in Tomographic Imaging." In Pro-
ceedings of SPIE, the International Society for Optical Engineering,
ed. Manos Papadakis, Dimitri Van De Ville, and Vivek K Goyal,
8138:81381D–1–81381D–12. Bellingham, WA, USA: SPIE.
• Goossens, Bart, Jan Aelterman, Quang Luong, Aleksandra Pizurica, and
Wilfried Philips. 2011. "Design of a Tight Frame of 2D Shear-
lets Based on a Fast Non-iterative Analysis and Synthesis Algorithm."
In Proceedings of Spie, the International Society for Optical Engineer-
ing, ed. Manos Papadakis, Dimitri Van De Ville, and Vivek K Goyal,
8138:81381Q–1–81381Q–13. Bellingham, WA, USA: SPIE.
• Goossens, Bart, Quang Luong, Jan Aelterman, Aleksandra Pizurica, and
Wilfried Philips. 2011. "Efficient Multiscale and Multidirectional Rep-
resentation of 3D Data Using the 3D Discrete Shearlet Transform." In
Proceedings of Spie, the International Society for Optical Engineering,
ed. Manos Papadakis, Dimitri Van De Ville, and Vivek K Goyal,
8138:81381Z–1–81381Z–13. Bellingham, WA, USA: SPIE.
• De Vylder, Jonas, Jan Aelterman, and Wilfried Philips. 2011. "Robust Ac-
tive Contour Segmentation with an Efficient Global Optimizer." In Lecture
Notes in Computer Science, ed. Jean Blanc-Talon, Richard Kleihorst, Wil-
fried Philips, Dan Popescu, and Paul Scheunders, 6915:195–206. Berlin,
Germany: Springer.
• Aelterman, Jan. 2010. "Compressive Sensing in MRI." In UGent-FirW
Doctoraatssymposium, 11e. Gent: Universiteit Gent. Faculteit Ingenieur-
swetenschappen.
• Aelterman, Jan, Bart Goossens, Aleksandra Pizurica, and Wilfried Philips.
2010. "Suppression of Correlated Noise." In Recent Advances in Signal
Processing, ed. Ashraf A Zaher, 211–236. In-Tech.
• Aelterman, Jan. 2010. "A Bregman Iteration Algorithm for Shearlet-
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A
Appendix A: Iterative optimization
techniques
A.1 Introduction
Throughout this work, image restoration problems are expressed as maximum a
posteriori (MAP) or maximum likelihood (ML) estimators. The formulation of
these estimators very often takes the form of an cost function optimization prob-
lem. In all but the most simple cases, finding a closed-form solution is impractical
or plainly impossible. When an analytical solution is impractical, sometimes it
is possible to resort to iterative techniques. The aim is then not to directly find
the unknown (closed-form) solution, but to find a sequence of solutions that starts
from an initial solution and converges to the unknown optimal solution.
Through functional analysis of the cost function, one can see that optimiza-
tion is easier when the cost function is convex: Convexity means that solutions
found in this manner are unique and independent of initialization. Because of
these nice properties, formulating a problem as a convex optimization problem
is often a goal by itself and convex optimization has been the subject of re-
search for a long time. There is a large body of existing work detailing con-
vex optimization algorithms, as well as iterative heuristics to solve non-convex
optimization problems. We name a few algorithms here: GPSR, IT-LARS,
SALSA [Alfonso 10], simplex, FISTA [Beck 09], successive over-relaxation,
Douglas-Rachford splitting [Eckstein 92], IST [Daubechies 04], primal-dual meth-
ods, stOMP [Donoho 06b], Gauss-Seidel, MCMC [Andrieu 03], conjugate gradi-
ent, Newton’s method, iteratively reweighted least squares (IRLS), steepest de-
scent, proximal operators, twIST [Bioucas-Dias 07], variational Bayesian ap-
proximation, spectral projection, interior point methods, CoSaMP [Needell 08],
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spaRSA [Wright 09], augmented Lagrangian, projection onto convex sets (POCS),
(split) Bregman iterations [Yin 08], OMP [Tropp 07], greedy algorithms, ADMM
[Glowinski 75, Gabay 76, Eckstein 92] ...
In this appendix, we discuss a few methods that are able to solve convex image
processing problems in a computationally efficient way. The aim is not to give a
thorough treatise on the optimization techniques, we refer to the relevant literature
for this [Boyd 04]. The aim is rather to give a working set of tools, which we have
found to be very efficient (in the sense of computational and implementational
complexity) for the purpose of solving the optimization problems found in this
work.
A.2 Constrained optimization problems
The solution to many restoration problems lies in finding the optimum of convex
energy functions. When it is possible to model the degradation using a linear
functionH : CN → CM, the problem can be written as a constrained optimization
problem:
x = arg min
x
E (x) s.t. y = Hx. (A.1)
In the following sections, we describe techniques to solve such constrained prob-
lems.
A.2.1 Null-space projection
When E (.) is a differentiable function, Eq. (A.1) can be solved by null-space
projected gradient descent. This can be done by projecting the gradient ∇E (x)
into the null-space ofH . It can be verified that the projection operator P takes the
form Eq. (A.2):
P = 1−HHH. (A.2)
By constructionHHH , with the superscript H denoting the Hermitian transposed,
is a symmetric matrix, which means it has an eigendecomposition of the form:
H = QΛQH. The operator P is a projection operator if P = P .P holds. Then
Eq. (A.2) can be reduced using the eigendecomposition such that the condition
Eq. (A.3) is derived.
P = P .P ⇒ Λ = Λ2 (A.3)
When the eigenvalues of the degradation operator are stable, by this we mean
either 0 or 1, Eq. (A.2) is a valid projection operator that nullifies any component
outside of the nullspace ofH as it can now easily be verified thatHP = 0 under
the aforementioned stability condition.
y = H (x− P∇E (x)) = Hx. (A.4)
The iterative algorithm described in Eq. (A.5) details a simple null-space projected
gradient descent algorithm. This algorithm converges to the optimum of Eq. (A.1)
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Figure A.1: Image with missing pixels (left) Result of the algorithm described by Eq. (A.5)
(right).
as limn→∞ xn. It can be used for all kinds of missing data problems, i.e. problems
which can be formulated such that the degradation matrix is e.g. a diagonal matrix
with 1’s for the data points that have been acquired and 0’s for the data points that
are missing. This class of problems includes, but is not limited to, demosaicing,
simple inpainting and MRI compressed sensing.
x0 = arg minx ‖y −Hx‖22
xn+1 = xn − 
(
1−HHH
)
∇E (xn) (A.5)
For illustration, a simple image inpainting example is used. The energy term used
for this example is E (x) = ‖(Dx +Dy)x‖22 with Dx and Dy the finite differ-
ences operator in horizontal, respectively vertical direction. The null-space tech-
nique has some disadvantages: It is often difficult or undesirable to formulate the
problem using a matrixH with only 0 or 1 as eigenvalues. Furthermore, a gradient
descent technique is, strictly speaking, only usable for differentiable functions.
A.2.2 Continuation
An alternative technique for solving the constrained optimization problem is to
introduce Lagrangian multipliers. For (A.1), the resulting optimization problem is
then (A.6).
x = arg min
x
E (x) + (Hx− y)HL (Hx− y) . (A.6)
The matrix L is a diagonal matrix with one Lagrangian multiplier λn for each
element n in y. A solution to Eq. (A.1) can be achieved through a continuation
method, which means solving Eq. (A.6) repeatedly, for an increasing sequence
... < λn,k < λn,k+1 < λn,k+2 < λn,k+3 < ..., (A.7)
and each time using the solution of the previous iteration as initialization for the
following. As the value of λn,k increases with k, so does the relative weight of the
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datafit term, up to a point that numerical stability due to limited arithmetic preci-
sion limits the accuracy of the algorithm. When sufficient accuracy is available,
the solution of this continuation method approaches the solution to Eq. (A.1). It
should not surprise that the key to successful continuation is to choose the increas-
ing sequence of parameters in an optimal way, to balance numerical accuracy with
convergence speed. The Augmented Lagrangian / Bregman methods explained in
the next sections should be viewed as doing just that.
A.2.3 Bregman method
There are many situations where Eq. (A.1) is undesirable, e.g. when E (.) is a
non-differential function. The Bregman technique [Osher 08] is just one method
to deal with these situations. It is able to efficiently solve the problem Eq. (A.1)
for many types of convex functionsE (.). This solution is obtained through a finite
number of iterations of the form of an unconstrained optimization problem:
xˆ = arg min
x
E (x) +
λ
2
‖y −Hx‖22 . (A.8)
This was proven in [Osher 08]. According to [Osher 08], any optimization problem
of the form of Eq. (A.9), with J : CN → R convex and G : CN → R convex and
differentiable can be solved using Bregman iterations.
x = arg min
x
J (x) +G (x) . (A.9)
The algorithm iteratively minimizes the Bregman distance defined as Eq. (A.10).
Note that the Bregman distance is not a true distance, as it is not symmetric.
DJ (x,xk,pk) = J (x)− J (xk) + 〈pk,x− xk〉 (A.10)
The vector pk is a vector in the subgradient ∂J (.) of J (.) at the point xk. The
subgradient is an extension of the notion of a gradient for non-differentiable func-
tions. A vector g is a subgradient for the function J (.) in x if Eq. (A.11) holds
for all possible vectors z [Shor 85].
J(z)≥J(x) + gH(z−x). (A.11)
Note that if the function J (.) is convex and differentiable, as is the case here, the
subgradient is equivalent with the gradient. If J (.) is non-differentiable, the sub-
gradient does exist, and it easily seen that for convex functions, an optimum is
reached when the null vector is a subgradient. Using these definitions, the Breg-
man iterations are defined as:{
xk+1 = arg minxDJ (x,xk,pk) +G (x)
pk+1 = pk −∇G (xk+1) ∈ ∂J (xk+1) (A.12)
In [Osher 05], the following properties were proved for the sequence Eq. (A.12)
when J (.) is a convex function, and not necessarily differentiable, and G (.) is
both a convex and differentiable function:
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1. For the sequence of solutions {xk} there is a monotonic decrease of the
functionG (.) such thatG (xk) ≤ G (xk)+DJ (xk,xk−1,pk) ≤ G (xk−1)
2. If x˜ minimizes G (.) and J (x˜) <∞ then G (xk) ≤ G (x˜) + J(x˜)k
When analyzing the second property, one can conclude that the series xk can be
made to approximate the solution of (A.13) to arbitrary precision, when a suitably
high number of iterations is chosen.
x = arg min
x
J (x) s.t. G (x) = 0. (A.13)
This is the reason why we present the Bregman method here as a solution to (A.1).
A.2.4 Augmented Lagrangian method
The power of the aforementioned Bregman method is that it is able to solve prob-
lems of the form Eq. (A.14) in an fast and accurate way.
x = arg min
x
J (x) s.t. G (x) = 0, (A.14)
However, this technique is not new, the Augmented Lagrangian method [Tai 09]
has long been known [Powell 69, Hestenes 69] as an effective technique, which
turns out to be very similar to the Bregman method. Instead of rewriting the prob-
lem Eq. (A.14) into a form which uses Lagrangian multipliers
x = arg min
x
J (x) +
λ
2
GH (x)G (x) (A.15)
and subsequently performing continuation on the parameter λ, it uses a second set
of adaptive Lagrangian multipliers, b, in an iterative procedure as in the sequence
A.16, hence the name augmented Lagrangian method.{
xk+1 = arg minx J (x) +
λ
2G
H (x)G (x)− bHkG (x)
bk+1 = bk − λG (x) (A.16)
Consider a problem with linear degradation, i.e. G (x) = y −Hx. In this situa-
tion, the corresponding cost function in a Bregman framework could be:
G (x) =
λ
2
G (x)
H
G (x) =
λ
2
‖y −Hx‖2 (A.17)
This means the gradient step in Eq. (A.12) becomes Eq. (A.18).
pk+1 = pk +
λ
2
HH (y −Hx) = pk +
λ
2
HHG (x) (A.18)
such that the sequence of Bregman iterations would be{
xk+1 = arg minx J (x) +
λ
2G
H (x)G (x) + pHk x
pk+1 = pk +
λ
2H
HG (x)
(A.19)
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which converges to solution of Eq. (A.17) asymptotically as k increases. Using
Eq. (A.17), the first line of Eq. (A.19) can be rewritten such that it becomes:
xk+1 = arg min
x
J (x) +
λ
2
GH (x)G (x)− bHkHx (A.20)
We observe that when one relates p = −HHb, this Bregman method Eq. (A.20)
amounts the same optimization procedure as the Augmented Lagrangian method
on Table A.16. This relation was also found in [Wu 10]. It is the reason why we
use the terms Bregman and Augmented Lagrangian interchangeably in Chapter 7.
A.3 Unconstrained optimization problems
In the previous section, the constrained optimization problem was discussed. So-
lutions to Eq. (A.1) were discussed in the light of perfect datafit, i.e. y = Hx.
However, for many applications, non-exact datafit is actually more accurate, for
example due to statistical uncertainty such as noise. One way to take this into
account is through formulating the problem as an an unconstrained optimization
problem. Furthermore, the Bregman/Augmented Lagrangian method result in an
iterative procedure that involves an unconstrained optimization problem. There-
fore, it is useful to look at the problem of unconstrained optimization problems
more closely, which we will do in this section. There is a large amount of literature
on this topic, listed in the introduction of this chapter, we detail two computation-
ally efficient methods here.
A.3.1 Splitting method
The splitting method is an efficient method to deal with unconstrained optimization
problems, i.e. of the form (A.21). In its simplest form a convex function such as:
xˆ = arg min
x
E (x) +
λ
2
‖y −Hx‖22 (A.21)
is transformed by introducing a new variable d, that is related to the original un-
known parameter x through some invertible simplifying functionEs (.). This way,
splitting results in the optimization problem (A.22).
x = arg min
x
E (Es (d)) +
λ
2
‖y −Hx‖22 s.t. d = E−1s (x) . (A.22)
The idea is that the resulting constrained optimization problem can be solved using
the augmented Lagrangian technique, with the iterations of this split Lagrangian
technique being far simpler in evaluation than the original problem formulation.
Consider for example, an energy function E (x) = |Sx| with a split problem as in
equation (A.23).
x = arg min
x
|d|+ λ
2
‖y −Hx‖22 s.t. d = Sx. (A.23)
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As demonstrated in Section (A.2.3), an augmented Lagrangian algorithm can be
made for this optimization problem, with J (x,d) = |d| + λ2 ‖y −Hx‖22 and
G (x,d) = µ2 ‖d− Sx‖. This situation is shown in the sequence of iterations in
Eq. (A.24).
{xk+1,dk+1} = arg minx,d |d|+ λ2 ‖y −Hx‖22
−pHk,x (x− xk)− pHk,d (d− dk)
pk+1,x = pk,x − µ
(
SHSxk − SHdk
)
pk+1,d = pk,d − µ (dk − Sxk)
(A.24)
When applying the simplification from [Goldstein 09], this algorithm is reduced
to the elegant form of the sequence Eq. (A.25).{
{xk+1,dk+1} = arg minx,d |d|+ λ2 ‖y −Hx‖22 + µ2 ‖d− Sx− bk‖22
bk+1 = bk − dk+1 + Sxk+1
(A.25)
The first line in this sequence is another optimization problem, one that can be
solved iteratively as well, in two steps. The resulting sequence inside the sequence
is:{xk+1,dk+1} =
{
xl+1 = arg minx
λ
2 ‖y −Hx‖22 + µ2 ‖dl − Sx− bk‖22
dl+1 = arg mind |d|+ µ2 ‖d− Sxl+1 − bk‖22
bk+1 = bk − dk+1 + Sxk+1
(A.26)
A double looped algorithm might seem complicated how first, but it should be
noted that second line in Eq. (A.26) can efficiently be solved by what is known in
literature as soft thresholding [Donoho 94], this is the pointwise operation:
dl+1 =
{
sign (Sxl+1 + bk)
(
|Sxl+1 + bk| − 2µ
)
|Sxl+1 + bk| > 2µ
0 |Sxl+1 + bk| ≤ 2µ
(A.27)
Also, it is common practice to fix the number of iterations in the inner loop, Eq.
(A.26) to 1. This is because it was found that this Split-Lagrangian (SL) algorithm
is very robust to errors [Goldstein 09] and incomplete convergence of the inner
loop can be interpreted seen as a small error.
A.3.2 Primal-Dual method
The Primal-Dual method is another method that can be used to solve problems of
the form (A.9). Such uses are described in [Chambolle 11]. In this technique, the
form (A.9) is considered to be the primal problem, so problems of the general form
xˆ = arg min
x
J (Sx) +G (x) , (A.28)
are solved. We use the Legendre–Fenchel transformation, which transforms an
arbitrary cost function f (x) into its dual form, which is defined as
f∗ (x∗) = sup {〈x∗,x〉 − f (x)} . (A.29)
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The dual formulation for J (Sx) is:
J∗ (l) = arg max
x
〈l,x〉 − J (x)
J (Sx) = arg max
l
〈Sx, l〉 − J∗ (l)
which makes it possible to create a dual formulation for the optimization problem
Eq. (A.28). This dual formulation is:
xˆ = arg max
l
−G∗ (−Sl)− J∗ (l) (A.30)
For convex optimization, the primal problem and the dual problem have the same
optimum, but it can be easier to derive an algorithm to find the optimum for the
dual problem. Gradient ascent of the dual problem is a method which is known
as Uzawa’s method. Some algorithms use both the primal and the dual formula-
tion, the rationale is that finding and maximizing a lower-bound for the solution
of the primal problem (the dual problem), while at the same time minimizing the
primal problem, leads to a computationally efficient algorithm. Such a strategy is
formulated as:
xˆ = arg min
x
max
l
〈
x,SHl
〉
+G (x)− J∗ (l) , (A.31)
hence the name primal-dual method. The following algorithm can find the exact
solution for this primal-dual problem:
lt+1 = proxσJ∗ (lt + σSzt)
xt+1 = proxτG
(
xt − τSHlt+1
)
zt+1 = xt+1 + θ (xt+1 − xt)
(A.32)
where the definition of a proximal operator is given by [Combettes 07, Com-
bettes 11]:
proxF (x) = arg min
y
F (y) +
1
2
‖y − x‖2 . (A.33)
In some instances, the proximal operator with respect to the dual function is non-
trivial to derive. There exists a convenient relationship called Moreau’s identity to
aid in this:
x = proxσF∗ (x) + τproxF
τ
(x
τ
)
(A.34)
where σ and τ are parameters that only influence convergence speed, but not the
eventual optimum. Moreau’s identity can be used to find the proximal operator
for the dual function, given the proximal operator for the primal function, and
vice versa. So if either one of the proximal operators is easy to derive, the other
is trivially found. The primal-dual algorithm is generally found to provide very
fast convergence for the type of convex problem that are the subject of many im-
age restoration techniques in this work. The link between these algorithms and
the split Lagrangian algorithm is interesting to note: A theoretical analysis on
Linearized Bregman algorithm is given by Yin in [Yin 08], where he shows that
Linearized Bregman iteration is equivalent to gradient descent applied to the dual
of the problem and uses this fact to obtain an elegant convergence proof.
B
Appendix B: Parameter estimation
B.1 Introduction
As good as an image processing technique may be, it may still produce bad results
or be impractically slow in producing good results, where sometimes it is hard
to tell the difference. This is especially true for iterative image processing tech-
niques, such as the ones used heavily throughout this work. A main cause are the
free parameters in the image processing techniques. Especially when considering
unconstrained optimization problems that weigh a type of regularization against a
data fidelity constraint, at least one free parameter will show up in the optimiza-
tion process. We make a distinction between two types of parameters: parameters
that directly influence the result quality, such as the aforementioned one, and pa-
rameters that (theoretically) do not influence the result, but only other aspects of
the algorithm such as computational speed. Estimating parameters is the subject
of this appendix. We hereby identified that, depending on parameter choice, there
is an equivalence between the augmented Lagrangian and Primal-Dual algorithms
for `1-`2 optimization.
B.2 Optimizing for quality
Because there are different ways in which to define quality (in fact, image quality
is an entire research field in its own right), there are several ways that can be used
to optimize free parameters. We will discuss a subset of prominent examples, that
is important to this dissertation, in this section.
Most of these examples are based on Bayesian theory. In minimum-risk
Bayesian optimization, a risk function, that attaches a risk to a given estimated
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solution, is expressed. Then, this risk function is used and minimized, exploit-
ing Bayes rule and using the relevant probability density functions as needed.
For example, if the risk function is hit-or-miss, the resulting estimator becomes
a maximum-a-posteriori probability estimator, see Section B.2.1. If the risk func-
tion is the quadratic deviation from the ideal solution, the resulting estimator will
become a MMSE estimator, see Section B.2.2, and so on.
B.2.1 MAP estimation
MAP estimation means that a hit-miss risk function is optimized using Bayesian
techniques, for an implied statistical model that is encoded in the cost function. A
MAP estimator takes the form
xˆ = arg maxx py|x (y|x)︸ ︷︷ ︸ px (x)︸ ︷︷ ︸
e.g.Gaussian e.g. Laplacian
. (B.1)
For example, with a Laplacian prior distribution and Gaussian likelihood model,
the MAP estimator can be expressed as:
xˆ = arg min
x
‖y − x‖2
σ2
+
|x|
b
. (B.2)
In Section 7.2.4, a formulation of this form was studied, from the point of view of
Bayesian estimation in the specific context of MRI reconstruction. In fact, many
problems of this `1 norm + `2 norm form can be interpreted using a Bayesian per-
spective. The Bayesian perspective gives an interpretation for the (λ)-parameters
often found in such problem statements algorithm.
For example, Eq. (A.21) is of the form of Eq. (B.2) with E (x) = |x| and λ =
2 bσ2 . Given this interpretation, λ (and hence σ
2/b) can be found using estimation
techniques for the assumed underlying statistical models. One can make use of
noise variance estimation on the data to estimate σ2 (see also Section 3.3.3). Signal
variance estimation techniques can be used for the Laplacian model on a noise-
free image data (see also Section 2.4.4) since for the Laplacian distribution the
following holds
σ2s = 2b
2 (B.3)
with σ2s the variance on the noise-free image coefficients. Additive Gaussian noise
causes only a predictable shift in this estimation, such that the expected variance
is
σ2s,n = σ
2
s + σ
2 = 2b2 + σ2 (B.4)
with σ2s,n the variance on the noisy image coefficients.
B.2.2 MMSE estimation
Very often, the quality measure of choice is quadratic, owing to the fact that de-
viations from the ideal estimate / ground truth xr are explained as noise, which
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is often explained as being distributed as independent and Gaussian, both for rea-
sons of computational simplicity as well as reasons of accuracy in the modeling
of physical effects (see Section 3.2). When the quadratic deviation is used in a
risk function, the Bayesian minimum-risk estimator is the MMSE estimator. This
estimator has the following form:
xˆ = arg min
x′
ˆ
x
(x′ − x)2 p (x|y) dx, (B.5)
but is often intractable in practice, because it requires complete knowledge of the
posterior distribution p (x|y). In this section, we will therefore discuss estimation
of the parameters for other estimators, in the minimal MSE (MMSE) sense.
If the desired ideal image xr is known, a parameter estimation in the MSE
sense can be formulated as:
λˆ = arg min
λ
‖xˆ (λ,y)− xr‖2 , (B.6)
for e.g. the problem in Eq. (A.21). Finding the optimal parameters this way is
difficult because the optimization in Eq. (B.6) is typically not convex. In the case
that a reference image xr is available, the optimization can be done in a brute
force way. This is simple, but time-consuming. If a reference image is unavail-
able, there is still a way to optimize for MSE: Instead of an explicit calculation,
an estimate of the MSE is made. For denoising algorithms, the algorithm in [Ra-
mani 08] can be used. The aim is not to minimize the mean square difference with
the ideal solution, which is unknown, but to minimize the difference between the
estimated variance from the found solution and the known noise variance σ2 on
the measurements, with N the dimensionality of the problem:
λˆ = arg min
λ
∣∣∣‖xˆ (λ,y)− y‖2 − 2Nσ2∣∣∣ . (B.7)
This seems a reasonable replacement for the MSE measure, as the ideal solution
is also expected to minimize this new measure. However, Eq. (B.7) is a biased
estimator for the real MSE. The classic Stein unbiased risk estimator (SURE) adds
one term to the estimator, in order to make it unbiased:
λˆ = arg min
λ
∣∣∣‖xˆ (λ,y)− y‖2 − 2Nσ2 − 2σ2div {xˆ (λ,y)}∣∣∣ . (B.8)
where the divergence is defined as
div {xˆ (λ,y)} =
N∑
k=1
∂xˆk (λ,y)
∂yk
. (B.9)
with k iterating over the elements of the vector field. In all but the most trivial
cases, estimating the divergence is very difficult without an explicit closed-form
expression of the estimator. Therefore, the novelty in [Ramani 08] is to propose a
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Monte Carlo scheme in which to estimate this divergence term, while treating the
estimator as a black box. It is estimated as:
div {xˆ (λ,y)} = lim
→0
E
[
xˆk (λ,y + b)− xˆk (λ,y)

]
(B.10)
where the expectation is with respect to the zero mean i.i.d. stochastic variables
in b. A numerical evaluation in practice comes down to using a limited number
of realizations of b and using a value for  that is as small as possible, without
losing numerical accuracy. The work in [Ramani 08] shows that for image denois-
ing, even a single realization for b is often sufficient to achieve acceptable MSE
estimates. The result is an unbiased, no-reference estimator for the MSE that re-
quires no knowledge of the exact workings of the denoising algorithm, where two
evaluations of the denoising algorithm are needed to obtain a satisfactory MSE
estimate. An interesting extension to this method is presented in [Weller 13]. The
importance is that this method allows to use the same Monte Carlo SURE estimate
for general linear image restoration problems instead of just denoising. When a
linear degradation operator H links the unknown data with the observations, it is
proposed to use a transformed MSE criterion:
λˆ = arg min
λ
‖H (xˆ (λ,y)− xr)‖2 . (B.11)
This is done to result in a tractable calculation for the SURE along the lines of
the method that was just outlined for denoising. For a description of this method,
we refer to [Weller 13]. The transformed MSE criterion can be argued to be less
desirable than MSE, the desirability of which is the subject of the next section.
B.2.3 Beyond MSE as a quality measure
Although the decision to optimize an MSE criterion such as Eq. (B.6) is often
made without much thought, it is generally not the best criterion to optimize for.
The ideal criterion depends on the application. For example, for an image im-
provement algorithm in a consumer television set, it is important for the image
to look good, but not necessarily to be an accurate representation of reality, these
two criteria are correlated, but not the same. In certain medical settings, it is im-
portant to maximize the physician’s (or algorithm’s) ability to detect an anomaly
(such as a tumor), not for the image to be accurate in an MSE sense or for the
image to look good, again these different criteria are correlated, but not the same.
The study of more advanced quality measures is the subject of some of our more
recent work [Goossens 12, Luong 12a, Goossens 13e], but is beyond the scope of
this book.
B.3 Optimizing for speed
We will focus in this section on the split Lagrangian method (Section A.3.1) and
the Primal-dual method (Section A.3.2) as these are used often throughout this
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work. Although we found these methods to generally provide fast convergence for
iterative convex optimization, these algorithms introduce extra parameters. Theo-
retically, as the problems both algorithms solve are convex, the result should not
depend on the choice for this parameter. In practice however, one rarely allows
these algorithms to fully converge, which is a concept limited by machine accu-
racy and is only defined in an asymptotical sense anyway. Good parameter choices
are the ones that allow the algorithm to converge faster. Consider an optimization
problem of the form
xˆ = arg min
x
|Sx|+ λ ‖y −Hx‖22 . (B.12)
We will now discuss an approximated convergence speed analysis on the split La-
grangian (SL) algorithm (in B.3.1) and the Primal-Dual (PD) algorithm (in Sec-
tion B.3.2).
B.3.1 Split Lagrangian
As described in Section A.3.1, the (single loop) SL algorithm for solving Eq.
(B.12) takes the following form:
xk+1 = arg minx λ ‖y −Hx‖22 + µ ‖dk − Sx− bk‖22
=
(
µ+ λHHH
)−1 (
λHHy + µSHdk − µSHbk
)
dk+1 = arg mind |d|+ µ ‖d− Sxk+1 − bk‖22
= ST
(
Sxk+1 + bk,
1
µ
)
bk+1 = bk − dk+1 + Sxk+1
. (B.13)
with ST
(
., 1µ
)
the soft thresholding operator Eq. (A.27), previously described in
Section 3.4.1 and introduced in [Donoho 95]. The extra parameter that this algo-
rithms introduces and that is the subject of this section is µ. We approach the prob-
lem of convergence speed analysis through analysis of the asymptotical behavior
of the optimization procedures. We make a first asymptotical approximation, i.e.
that at convergence, bk = bk+1, the following holds:
dk+1 = Sxk+1. (B.14)
In a second approximation, we will consider the optimum to be invariant under the
soft thresholding operation such that:
dk+1 = ST
(
Sxk+1 + bk,
1
µ
)
≈ Sxk+1 + bk (B.15)
due to which we can state bk = 0. This allows Eq. (B.13) to degenerate into the
form:
xk+1 ≈ λ
(
µI + λHHH
)−1
HHy︸ ︷︷ ︸ +
(
µI + λHHH
)−1
µxk,
yt
(B.16)
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with I the unit matrix. This form can be simplified further through the analysis of
the eigendecomposition HHH = QΛQH, where we have made use of the fact
thatHHH is positive and semi-definite by construction. This yields
QHxk+1︸ ︷︷ ︸ = QHyt + µ (µI + λΛ)−1 QHxk︸ ︷︷ ︸,
xt,k+1 xt,k
(B.17)
which can be considered as a point-wise IIR filter for the transformed result vari-
able xt,k. The transient part of the step response (when the step input QHyt is
applied at time k = 0) of this IIR filter decays following the relation:
xt,k ∼ diag
(
µ (µI + λΛ)
−1
)k
(B.18)
which means that if the transient behavior is to be minimized, the diagonal matrix
µ (µI + λΛ)
−1 needs to have entries that are as small as possible, so the following
should hold:
µ ≤ λΛmax (B.19)
with Λmax heuristically chosen as the maximum of the eigenvalues of HHH . On
the other hand, in order to reach this point, the assumption Eq. (B.15) was made,
which is only accurate when
µ 0. (B.20)
So we are faced with the conflicting requirements Eq. (B.19) and Eq. (B.20),
which forces us to find a middleground in order to satisfy both adequately. Still
under the assumption that bk = 0, the question of fulfilling assumption Eq. (B.15)
gets an intuitive interpretation: For which threshold can a soft thresholded im-
age still be considered identical to the original image? In image denoising, this
problem has been addressed before, e.g. through a method called Bayesshrink
[Chang 00, Hashemi 11]. Essentially, Bayesshrink chooses the threshold in order
to balance noise power (expressed in Bayesshrink through an image noise variance
parameter σ2i ) with signal power (expressed in Bayesshrink through a signal vari-
ance parameter called σ2x), assuming independent coefficient and noise statistics.
The Bayesshrink threshold choice is µ = σx
σ2i
. We propose to use this idea of a ratio
of noise variance vs signal variance in the problem at hand. Note at the same time
that the interpretation of the threshold as the ratio of variances is strikingly analo-
gous to the interpretation of the original problem Eq. (B.12) as a MAP estimator
(described in Section B.2.1). Recall that according to B.2.1, the optimal choice for
λ was
λ = 2
b
σ2
, (B.21)
with σ2 the noise variance on the measurements y and b the parameter of the
Laplacian distribution that is equivalent to the signal variance. There is one caveat
here, the relation between the image noise variance parameter σ2i and the measure-
ment noise variance parameter σ2 can be non-trivial. IfH = I , then the measured
data is the image and σ2 = σ2i , so our parameter choice for λ would be µ = λ. In
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general however (H 6= I), the relation between σ2 and σ2i is complicated through
the matrix H , which was previously analyzed through the eigenvalues of HHH .
We could roughly approximate the effect of the matrixH as
σ2 = σ2i Λmax (B.22)
which results in a safe lowerbound for µ
µ ≥ σxΛmax
σ2
= λΛmax. (B.23)
As µ should be chosen as low as possible, we propose to use this lowerbound value
for the SL algorithm. As such, our parameter choice is
µ = λΛmax (B.24)
We validate these approximations by a denoising experiment of a 256 × 256 im-
age. For a denoising experiment, H = I in Figure B.1. The image used in this
experiment was an MRI image, where artificial Gaussian noise was added with
σ = 3, the parameter λ was set to 1. The graphs show how the fastest convergence
to the end result is achieved by the choice µ = λ. It is seen how even smaller
choices for µ are initially faster, but slow down before convergence is reached,
while larger choices are globally slower in converging to the same solution. So in
conclusion, a typical SL algorithm implemented in this work, for an operator H
with corresponding Λmax = 1, is of the form:
xk+1 =
(
1 +HHH
)−1 (
HHy + SHdk − SHbk
)
dk+1 = ST
(
Sxk+1 + bk,
1
λ
)
bk+1 = bk − dk+1 + Sxk+1
. (B.25)
which is surprisingly elegant and intuitive. In further experiments we found that
this choice µ = λ also gives satisfactory results in many general restoration appli-
cations whereH 6= I .
B.3.2 Primal-Dual
The PD algorithm from Section A.3.2 for solving Eq. (B.12) takes the following
form, using Eq. (A.32) and Moreau’s identity Eq. (A.34):
lt+1 = lt + σSzt − ST (lt + σSzt, 2)
= max (lt + σSzt, 2)
xt+1 = arg minxt+1 τλ ‖Hxt+1 − y‖22 + 12
∥∥∥xt+1 − (xt − τSHlt+1)∥∥∥2
2
=
(
1
2 + τλH
HH
)−1 (
τλHHy − τ2SHlt+1 + 12xt
)
zt+1 = xt+1 + θ (xt+1 − xt)
(B.26)
Note the similarities between the SL and PD algorithm: Both algorithms take the
form of a three step iterative algorithm, which consist of the solution to a linear
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Figure B.1: Logarithm of the cost function for the denoising experiment in function of
parameter settings. The legend shows different values for the ratio µ/λ. The highlighted
point indicates the point which we considered as full convergence.
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system of equations and a soft thresholding step. But the similarities go beyond
the superficial, which we will now show. We study the case when θ = 0, in that
case the standard algorithm Eq. (B.26) is equivalent to:lt+1 = lt + σSxt − σST
(
lt
σ + Sxt,
2
σ
)
xt+1 =
(
1
2 + τλH
HH
)−1 (
τλHHy − τ2SHlt+1 + 12xt
) (B.27)
where we perform the change of variables σl′t = lt:l
′
t+1 = l
′
t + Sxt − ST
(
l′t + Sxt,
2
σ
)
xt+1 =
(
1
τ + 2λH
HH
)−1 (
2λHHy − σSHl′t+1 + xtτ
) (B.28)
Now, let us compare this form Eq. (B.28) to the final SL algorithm Eq. (B.25).
Making use of dk+1 − bk+1 = Sxk+1 − bk allows to rewrite Eq. (B.25):
xk+1 =
(
1 +HHH
)−1 (
HHy − SHbk−1 + xk
)
bk+1 = bk + Sxk+1 − ST
(
bk + Sxk+1,
1
λ
) . (B.29)
where we can now reverse the order of the two steps in this SL algorithm, which
reveals bk+1 = bk + Sxk − ST
(
bk + Sxk,
1
λ
)
xk+1 =
(
1 +HHH
)−1 (
HHy − SHbk + xk
) . (B.30)
Asymptotically, i.e. when bk+1 = bk, this form is equivalent with Eq. (B.28),
when the parameters are chosen as
σ = 2λ
τ =
1
2λ
(B.31)
for which the PD algorithm Eq. (B.28) becomesl
′
t+1 = l
′
t + Sxt − ST
(
l′t + Sxt,
1
λ
)
xt+1 =
(
1 +HHH
)−1 (
HHy − SHl′t+1 + xt
) . (B.32)
So in short the PD algorithm, for θ = 0, which is also called the Arrow-Hurwicz
method [Chambolle 11], degenerates into the SL algorithm. Such equivalences
have also been noted for other comparable techniques, such as between split Breg-
man and ADMM in [Afonso 10, Afonso 11]. This observation means that we
expect very similar convergence behavior, and we can use similar estimates for the
optimal parameter choices Eq. (B.31). We performed an experiment as an illustra-
tion of this, convergence characteristics are shown in Figure B.2. This denoising
experiment is identical to the one in Figure B.1, only here the SL algorithm (with
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Figure B.2: Logarithm of the cost function for the denoising experiment comparing conver-
gence behavior for both the SL and the PD algorithm with the proposed parameter settings.
Note how the difference is negligible.
the parameter chosen as Eq. (B.24)) was compared to the PD algorithm (with the
parameters chosen as Eq. (B.31)). It is seen that both algorithms have reached
convergence after just a few iterations, where their convergence behavior is very
close, especially asymptotically, which is as expected. One can argue that the PD
algorithm allows more flexibility, and so has the potential to increase speed even
more, as it has two parameters, σ and τ instead of one, µ in the SL case. How-
ever, literature on the PD algorithm [Chambolle 11] indicates a link between these
parameters, as it is required to maximize the product στ , under the restriction that
τσ ‖S‖2 < 1 with ‖S‖ the Frobenius norm of the transform matrix. For the vast
majority of algorithms, this can be trivially proven to yield
τσ < 1 (B.33)
as ‖S‖ = trace
(
SHS
)
= 1.
B.3.3 Fixed vs variable parameter choice
In this section, we focused on a fixed parameter choice, i.e. the free parameters µ
and τ , σ for the SL, respectively PD, algorithm are chosen once and not changed
during execution of the algorithm. However, this is a restriction that was made for
mathematical simplification rather than absolute performance optimization. The-
oretically, it could be expected that at least a marginal increase in convergence
speed could be reached if the free parameters were chosen optimally in each iter-
ation. If this increase is significant is a question that is beyond the scope of this
work. We note however, that a faster convergence is claimed to be possible for the
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PD algorithm [Chambolle 11], if the parameters σ and τ are allowed to change
dynamically between different iterations of the algorithm.

C
Appendix C: Accelerated non-uniform
Fourier transform
C.1 Introduction
In 5.3.1, the non-uniform Fourier transform (NUFT) was discussed in the context
of non-uniform MRI acquisition. A naive implementation of the NUFT is pro-
hibitively expensive from a computational standpoint. Therefore, throughout this
work we have used the implementation of accelerated NUFT that was originally
proposed in [Greengard 04]. Fast implementation of the NUFT is the subject of
this Appendix.
C.2 Accelerating the NUFT: the non-uniform Fast
Fourier Transform
In [Greengard 04], a technique is proposed to implement the NUFT in a com-
putationally efficient way, by making use of a combination of interpolation and
the FFT algorithm. The aim is to first interpolate the non-uniformly sampled k-
space data points to a uniform (Cartesian) grid and then to perform the FFT, as
the FFT is a computationally very efficient algorithm. This is illustrated in Fig-
ure C.1. In [Greengard 04], the authors present accelerating techniques for NUFT
implementation, such as an approximate way to reduce the number of input non-
uniformly sampled data points required for sufficiently accurate interpolation of a
Cartesian grid data point. This is designed to circumvent the need for sinc interpo-
lation in the framework, which is explained in Section 5.3.1.3.
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Figure C.1: Because direct implementation is computationally inefficient, NUFT imple-
mentations almost invariably use a two-step approach. Firstly, non-uniformly sampled k-
space data is interpolated to a Cartesian grid, and secondly the Cartesian FFT is used to
obtain an image.
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Figure C.2: In a practical NUFT implementation, the sinc interpolation of Figure C.1 is
avoided by using a different interpolation kernel. The use of a different kernel would induce
an unwanted multiplicative effect on the resulting image, so this is compensated for after
the FFT.
C.2.1 The problem of accurate interpolation
A major difficulty in accelerating the NUFT lies in the need for sinc interpola-
tion of the framework. The sinc function has no compact support, which hinders
practical implementation, this difficulty is illustrated in Figure C.3.
The solution proposed in [Greengard 04] is to use a different interpolation
kernel than a sinc function. The negative effect of using a different kernel is com-
pensated for later, in image domain. The principle is illustrated in Figure C.2. The
different interpolation kernel has to have a compact support, or at least fast decay.
This requirement ensures that interpolation with less input non-uniform k-space
data points (only the closest points of the non-uniform grid to a target Cartesian
grid point) is more accurate, which leads to a procedure with a lower computa-
tional complexity, namely the complexity of the FFT involved, i.e. O (N logN).
In [Greengard 04], convolution with a Gaussian kernel (which has a much faster
decay than the sinc kernel) was proposed. This is illustrated in the right column of
Figure C.3. We present an analysis of the exact effect of the chosen interpolation
kernel on the framework in Section C.2.2.
An alternative solution would be to approximate the sinc function (of infinite
support), using a windowed version (of large, but finite support). This is not a prac-
tical solution, as the complexity of such a procedure is still O (NM) with N the
number of non-uniform frequency points and M the number of frequency points in
the Cartesian target grid. An alternative to sinc interpolation is to perform a regular
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Difficult (no compact support)
Difficult (limited 
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Figure C.3: Center column: spectrum of a periodically repeating image, notice the zero
values interleaving the DFT values of the single image. Left column: application of a
boxcar window, to isolate one image, corresponds to sinc interpolation of the spectrum.
Right column: application of a Gaussian filter mask, corresponds to a Gaussian convolution
of the spectrum, notice some faint signal repetitions outside the field of view.
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Table C.1: Overview of the NUFT calculation, from a discrete set of non-uniform fre-
quency values at frequency positions ωnu ∈ Ωnu to Cartesian image space grid nd ∈ Ωd.
Non-uniform Fourier transformation (type 1)
1. interpolation and evaluation
yp (ωd) =
∑
ωnu∈Ωnu y (ωnu)W (ωnu − ωd)on non-uniform grid
2. discrete Fourier transform xp (rd) = 1√|Ωnu|
∑
ωd∈Ωnu yp (ωd) e
jωTd rd
3. postfilter
x (rd) =
xp(rd)
w(rd)+(compensates kernel W () in step 1)
(i.e. Cartesian) FFT. To be able to do this, it is required to place the data points
on a (sparsely sampled) Cartesian grid of very high density, by placing zeros for
locations in the Cartesian grid that do not have a matching data point. Such a very
high density Cartesian FFT would then be followed by a boxcar windowing (also
indicated in Figure C.3). However, for non-uniformly sampled trajectories that
have a very high density in some k-space regions, this would require a prohibitive
amount of memory.
C.2.2 The effect of an interpolation kernel
The interpolation kernel used in the k-space interpolation step of the framework
in Figure C.2 causes an implicit multiplication with a so-called windowing func-
tion, which is the Fourier transform of the interpolation kernel, on the image. For
example, if a k-space data is convolved by a sinc function, its corresponding im-
age is multiplied with a box-car function, which is acceptable. If k-space data is
convolved with a Gaussian function, its corresponding image is multiplied with a
Gaussian function, which is unwanted.
In order to correct this issue, the image is divided by this windowing function
w(r) after the FFT. The complete algorithm is shown in Table C.1: Firstly, the
k-space data y (ωnu) that is only known in the non-uniformly sampled k-space
coordinates ωnu is interpolated to the function yp (ωd), which is sampled on the
k-space coordinates of the Cartesian grid ωd using the kernel W (ω), which is
a Gaussian function in the case of [Greengard 04]. This Gaussian function is
assumed to be of compact support. Secondly, the FFT algorithm is used to calcu-
late the preliminary image xp (rd). Thirdly, this preliminary image is divided by
w(rd) + , with w (r) the inverse DTFT of the kernel W (ω).
One important aspect of these techniques is how it deals with spatial aliasing,
this can be seen from the right column of Figure C.3. Notice how a different in-
terpolation kernel, cause some “leakage” of the periodic repetitions of the signal.
When evaluating the signal on a low resolution frequency grid, such as one that
corresponds to the Nyquist bandwidth in spatial domain (i.e., the image field of
view), aliasing within the FOV of the image is created. This can be mitigated
somewhat by oversampling the intermediate equidistant Cartesian grid used in the
NUFT procedure or by enlarging the kernel support. This is the reason why this
NUFT procedure typically uses an intermediate Cartesian k-space grid that is sam-
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Table C.2: Overview of the NUFT calculation, from a Cartesian image space grid rd ∈ Ωd
to a discrete set of non-uniform frequency values at frequency positions ω ∈ Ωnu .
Non-uniform Fourier transformation (type 2)
1. prefilter
xp (rd) =
x(rd)
w(rd)+(compensates kernel W () in step 3)
2. discrete Fourier transform yp (ωd) = 1√|Ωd|
∑
rd∈Ωd xp (rd) e
−jωTd rd
3. interpolation and evaluation
y (ωnu) =
∑
ωd∈Ωd yp (ωd)W (ωnu − ωd)on non-uniform grid
pled at twice the intended Nyquist rate. This results in an intermediate image result
that is twice the field of view, as shown in the example of Figure C.3, which avoids
spatial aliasing.
C.3 The reverse NUFT
The procedure explained in Table C.1 is called the type-1 NUFT in literature, also
sometimes called the inverse NUFT or, which we consider more accurate, the ad-
joint NUFT. As the procedure only entails linear operations, it can be written as a
linear operator (see Eq. (5.26)):
x = FHy, (C.1)
where FH is the operator that performs the type-1 NUFT operations on the vector
y, which is vector notation of the known k-space data points y (ωnu). The vector
x stacks the values of image x (rd). This vector notation is very helpful for the
compact notation and derivation of algorithms that use the NUFT.
C.4 The forward NUFT
For many applications, e.g. for finding the solution to inverse problems that involve
FH, it is useful to also have the adjoint operator to F to FH. For example, in 5.29,
both FH and F are required, which is caused by them not being rectangular (non-
square) matrices.
Just as FH corresponds to a series of linear operations (see Table C.1), so does
F . The procedure that corresponds to F is detailed in Table C.2 with x a vector
representation of the image x (rd) and y a vector representation of y (ωnu), which
can be achieved by line scanning the multidimensional discrete signals. F is a
N × M matrix that converts the M pixel (voxel) size image to a N frequency
point k-space representation.
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