Quantum systems can show qualitatively new forms of behavior when they are driven by fast time-periodic modulations. In the limit of large driving frequency, the long-time dynamics of such systems can often be described by a time-independent effective Hamiltonian, which is generally identified through a perturbative treatment. Here, we present a general formalism that describes time-modulated physical systems, in which the driving frequency is large, but resonant with respect to energy spacings inherent to the system at rest. Such a situation is currently exploited in optical-lattice setups, where superlattice (or Wannier-Stark-ladder) potentials are resonantly modulated so as to control the tunneling matrix elements between lattice sites, offering a powerful method to generate artificial fluxes for cold-atom systems. The formalism developed in this work identifies the basic ingredients needed to generate interesting flux patterns and band structures using resonant modulations. We also discuss the micro-motion underlying the dynamics, and illustrate its characteristics based on diverse dynamic-lattice configurations. It is shown that the impact of the micro-motion on physical observables strongly depends on the implemented scheme, suggesting that a theoretical description in terms of the effective Hamiltonian alone is generally not sufficient to capture the full time-evolution of the system.
I. INTRODUCTION
Subjecting a material to fast-oscillating fields constitutes a versatile scenario to reach and manipulate unusual quantum phases in solid-state laboratories, such as high-temperature superconductors [1] [2] [3] and topological quantum states of matter [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . This approach is rooted in the fact that the dynamics associated with time-dependent Hamiltonians can be well captured by a time-independent effective HamiltonianĤ eff , in the limit of infinitely small driving period T t ch , where t ch denotes a typical time-scale for the dynamical properties under scrutiny, see Refs. [4, 5, [18] [19] [20] [21] [22] . In this picture, the energy spectrum of the static system is replaced by the (Floquet) spectrum associated withĤ eff , which can potentially present interesting features, such as topological properties.
The idea to enrich a physical system by designing a timemodulation protocol has inspired several other fields of research. It was recently applied to photonics crystals [23] , ion traps [24, 25] and cold-atom setups [20, 21, . In particular, optical-lattice potentials for cold atoms [48] are ideally suited for generating a wide family of time-dependent potentials. These modulated potentials recently led to the experimental realization of effective magnetic fields in square [33, [39] [40] [41] 47] , triangular [32, 38] and honeycomb lattices [46] . Such arrangements already revealed striking phenomena, such as frustrated magnetism [32, 38] , chiral currents [44] , signatures of the Berry curvature [46] and the measurement of a non-trivial Chern number [47] .
Time-modulated quantum systems can be classified into two distinct families. In the first class, the driving frequency ω = 2π/T is arbitrarily large and it is off-resonant with respect to any energy separation ∆ intrinsic to the static system. The shaken optical lattices of Refs. [26, 32, 34, 38, 46] belong to this first category.
The second class concerns systems involving a resonant modulation. The experimental setups of Refs. [33, [39] [40] [41] 47] belong to this second class, where a superlattice (or a Wannier-Stark ladder) with energy offsets ±∆ between neighboring sites was combined with a resonant modulation [with frequency ω = ∆/ ] to induce the tunneling over the lattice in a controllable manner.
In Ref. [21] , a general formalism that analyzes periodicallydriven quantum systems was developed, with a view to identifying realistic schemes leading to interesting band structures. This approach, which generalizes the work of Ref. [19] , provides a systematic method to obtain an unambiguous effective HamiltonianĤ eff ruling the long-time dynamics, together with a so-called "kick" operatorK(t) describing the micro-motion [i.e. the rapid motion undergone within one period of the driving]. Although general, the formalism presented in Ref. [21] was dedicated to time-dependent systems involving off-resonant modulations.
In this work, we extend the formalism of Ref. [21] so as to include the case of resonant modulations. We obtain general expressions for the effective Hamiltonian and kick operators, and apply them to diverse schemes involving two-dimensional superlattices or Wannier-Stark ladders. A particular emphasis is set on the effective-magnetic-flux configurations generated in modulated optical lattices, such as those leading to Chern bands with large flatness ratio. The latter band properties are particularly intriguing, as they could be exploited to produce fractional Chern insulators [49] [50] [51] with cold-atom setups, see also Refs. [52] [53] [54] [55] [56] [57] [58] [59] [60] .
The paper is structured as follows. In Section II, we propose a general method to extend the formalism of Ref. [21] to the case of resonant driving. We show how to handle this subtle situation, where the static Hamiltonian now includes energy offset terms ∼ ∆ = ω, which diverge with the driving frequency ω → ∞. Section III compares this formalism with the perturbative approach based on the Magnus expansion [18, 22] . Section IV applies the formalism to the case of general superlattices involving two sites per unit cell; it discusses the effective dynamics and micro-motion based on a momentum-space picture. We then study in Section V the case of two-dimensional square superlattices and WannierStark ladders with energy offsets ±∆ between neighboring sites; arXiv:1410.8425v1 [cond-mat.quant-gas] 30 Oct 2014 in particular, we discuss the effective flux patterns that can be generated in such configurations. These results are illustrated in Section VI, which analyses specific experimental schemes. An emphasis is set on the different micro-motions associated with these schemes. The possibility to locally control the tunneling matrix elements and flux patterns is also presented. The Section VII extends the results of Section V to the more general case where the superlattice contains high-order offsets ∆ × integer, which can potentially lead to even richer flux patterns when modulating the system with higher harmonics ω × integer. We conclude with final remarks and outlooks in Section VIII.
II. GENERAL FRAMEWORK
We consider the behavior of quantum systems subjected to timeperiodic Hamiltonians of the form
and we define T = 2π/ω as the period. In Ref. 21 , it was shown that the dynamical behavior at large frequency ω → ∞ can be uniquely represented in terms of an effective (time-independent) HamiltonianĤ eff , and a time-periodic "kick" operatorK(t) with a zero time average over one period. In this picture, the timeevolution operator is defined and partitioned as
where the kick operatorK(t) both describes the initial kick exp[iK(t 0 )] acting on the system at the initial time t 0 , as well as the micro-motion exp[−iK(t)] undergone within a period (t = T × integer). The effective HamiltonianĤ eff and kick operator K(t) can be systematically computed using a perturbative expansion [21] in powers of 1/ω, assuming that the HamiltonianĤ(t) remains finite in the limit ω → ∞. Here, we generalize this approach to allow the static component H (0) to include terms proportional to ω, which therefore also diverge in the limit ω → ∞. This situation occurs in lattice systems using resonant restoration of tunneling [24, 27, 61] , a technique which has been recently implemented [33, [39] [40] [41] 47 ] to generate artificial fluxes and Chern bands in optical lattices. This general method uses superlattices (or Wannier-Stark ladders) with large static energy offsets ∆, which inhibit the bare tunneling between neighboring sites, together with a resonant time-dependent modulation with characteristic frequency ω = ∆/ ; the latter restores the hopping in a controlled manner, e.g., generating complex tunneling matrix elements.
We take the static HamiltonianĤ (0) to have the form
whereP α is a projection operator, which divides the full Hilbert space into a set of orthogonal sectors (P αP β = δ αβP α ) labelled by the integer α, and αP α =1 1. The number of such sectors depends on the problem of interest. A simple example is provided by a tight-binding lattice Hamiltonian for a particle hopping on a superlattice with two sites per unit cell, 'A' and 'B', with energy offsets 0 and ω, respectively. The full Hilbert space then splits into states on 'A' sites denoted by α = 0, and those on 'B' sites denoted α = 1, see Fig.1 (a) . Such a case applies in the experiments of Refs. [33, 40, 47] . More generally, the number of sectors α could be more than two, e.g. see Fig.1 (b) and Ref. [42] , and could even be infinite, e.g. as in the Wannier-Stark ladder, see Fig.1 (c) and Refs. [39, 41] . A similar situation, of static energy offsets at multiples of ω, has been studied by Hauke et al. [35] . Using the notation of projectors, the time-dependent components in Eq. (1) may be written aŝ
We stress that the present approach assumes that all divergent terms are present in the static Hamiltonian (3) only, and that they can be assembled in the form ω α αP α ; in particular, we impose that the componentsĤ
αβ in Eqs. (3)- (4) do not contain any divergent terms.
We analyse this generalized situation, with Hamiltonian (1) formed from (3) and (4), by performing a time-dependent gauge
The new Hamiltonian,Ĥ =RĤR † − i R ∂ tR † , can be recast in the form (1) studied in Ref. [21] 
where calligraphic characters will hereafter be associated with the transformed frame. Importantly, the resulting time-dependent HamiltonianĤ(t) no longer contains diverging terms proportional to ω. The new static termĤ (0) has contributions from the initial static elementsĤ SinceĤ(t) remains periodic in time, the methods of Ref. [21] can be applied to understand its effects as ω → ∞. In particular, the time-evolution operator in Eq. (2) now reads [21] 
These expressions rely on a perturbative expansion in powers of (1/ω). In this work, we truncate the expansion to first order, noting that higher-order corrections are typically small in experimental situations [47] ; expressions for higher-order terms are given in Appendix A, see also Refs. [21, 22] . Our analysis can readily be extended to cases where the static offsets in (3) are multiples of an energy ω , with ω any rational fraction of the drive frequency ω (ω /ω ≡ p/q with p, q integer): the gauge transformation that removes ω fromĤ (0) again generates a time-dependent HamiltonianĤ(t) that is periodic, now with frequency ω/q.
III. RELATION TO THE MAGNUS-EXPANSION APPROACH
In this Section, we briefly illustrate the relation between the present perturbative approach and another effective-Hamiltonian approach based on the Magnus expansion [18, 22] . The latter method considers a stroboscopic evolution, where the state of the system |ψ(t) is studied at specific times t = N T , where N is an integer. According to the time-periodicity of the Hamiltonian H(t + T ) =Ĥ(t), the evolution operator can be written aŝ
where T denotes the time-ordering, and where we introduce an effective HamiltonianH eff . The latter can be constructed perturbatively using the Magnus expansion [18, 22] , whose two first contributions are explicitly given bȳ
Let us apply this Magnus approach to a simple example: two coupled levels, |0 and |1 , separated by a very large energy offset ∆, and subjected to a resonant driving with frequency ω = ∆/ . We write the corresponding time-dependent Hamiltonian in the form
whereP α are the projectors on the two sectors α = {0, 1}, J ∆ is the coupling strength and κ 0,1 are the level-dependent amplitudes of the modulation. We perform a unitary transformation [22, 35] 
and obtain the transformed time-dependent Hamiltonian (13) where we defined γ = 2κ/ ω, and introduced κ = κ 0 − κ 1 the differential amplitude. Applying the Magnus expansion (10) up to lowest order provides the main terms contributing to the effective HamiltonianH
where J 1 (x) denotes the Bessel function of the first kind. One recovers that the modulation essentially restores the coupling, and that the new coupling matrix elements are renormalized by a Bessel function of the first kind [24, 27, 61] . Note that these matrix elements also acquire a complex phase factor exp(iφ), which is related to the phase of the modulation. Finally, using the next-order term in the Magnus expansion (10), we find that the first correction to Eq. (14) is a detuning term (J 2 / ω)
Let us analyze the same system (11) using the formalism presented in Section II. The Hamiltonian in Eq. (11) is indeed of the form (3)-(4) and the unitary transformation (5) is simply given bŷ R(t) = exp iωtP 1 ; note that the latter differs fromR M (t) in Eq. (12) . The transformed Hamiltonian [Eq. (6)] is given bŷ
The effective Hamiltonian in Eq. (8) is then given bŷ
where we have omitted the detuning term ∼ J 2 / ω Jκ/ ω. The result in Eq. (16) is in agreement with Eq. (14) , in the limit γ 1. Finally, the main contribution to the kick operator (9) is given byK
According to Eq. (7), the micro-motion is described by the product of operators
which further clarifies the relation between the two approaches. Here, we introduced the "micro-motion" operatorM(t), which will be explored later in this work.
IV. TWO-SITE DYNAMIC SUPERLATTICES: A MOMENTUM-SPACE APPROACH
In this Section, we illustrate the formalism of Section II by analyzing the general features of modulated two-site lattice systems, treated in a tight-binding description. Disregarding the actual geometry of the lattice, we consider models displaying two types of lattice sites (A and B, labelled by the sector index α = 0, 1), and which are subjected to a local (on-site) time-dependent potential with a single harmonic. To simplify the presentation in this Section, we replaceP αÔ αβP β →Ô αβ , taking the projectors to be implied by the subscripts. Using these shorter notations, the twosite static Hamiltonian takes the general form
Assuming that the time-dependent potential is only constituted of on-site operators, we specifically write the time-dependent components (4) with sector-diagonal entrieŝ
This simple and general setting (19) - (20) may lead to interesting flux configurations and band properties [43] , as will be more specifically illustrated in Sections VI C-VI D.
In order to evaluate the effective Hamiltonian (8) and kick operator (9), we perform the transformation (5). Since the corresponding unitary operatorR(t) = exp[iωtP 1 ] only contains onsite terms, it commutes with all the terms in the time-dependent Hamiltonian, Eqs. (19)- (20), except with the static inter-sector tunneling termsĤ
01 . Hence, appart from removing the diverging term in Eq. (19) , the only effect of the transformation (5) is to make these tunneling terms time-dependent. This gives the modified Hamiltonian (6) witĥ
.
A. The effective Hamiltonian
Taking the properties of the projection operators into account, the first-order effective Hamiltonian (8) takes the form
01
11 . (23) The terms appearing in the first line (22) arise from the static Hamiltonian (19) with the inter-sector couplings treated within second order perturbation theory. The terms in the second line (23) describe the restoration of couplings between A and B sectors via resonant modulations (20) . We now make the additional assumption that the static system has spatial symmetries that lead to a conserved quasi momentum k and only two energy bands. This requires the corresponding HamiltonianĤ (0) to have a unit cell containing only one A and one B site. The wavevector k is then conserved (up to reciprocal lattice vectors) by all the terms in line (22) . However, the timemodulation componentsĤ ±1 can have lower spatial symmetry:
specifically, it can be thatĤ
αα couples a state with wave vector k to a state with wave vector k = k + q; such modulations that both transfer energy ω and momentum q to the system are crucial in the context of artificial gauge fields for cold-atoms [62, 63] . Provided there is only one such wave vector q (or wave vectors that differ from q by a reciprocal lattice vector), the quasi momentum k is also conserved by the inter-sector terms (23) of the effective Hamiltonian. That is, the effective Hamiltonian only couples the state with wave vector k on the A sites, |0, k , to the state with wave vector k = k + q on the B sites, |1, k . In this two-state basis, {|0, k , |1, k }, the effective Hamiltonian (22)- (23) takes the form
Here 0 (k) and 1 (k ) are the dispersions for particles of wave vectors k and k moving on the decoupled A and B sites, as described by the terms in (22) , and v 10 (k) encodes the couplings between the A and B sites through the terms (23). The energy spectrum and topological properties associated with the effective Hamiltonian H eff can then be directly deduced from the functions 0,1 and v 10 in Eq. (24), as will be illustrated in Section VI D using a specific model.
B. The kick operator
For such models, the micro-motion undergone within each period of the driving is essentially due to the kick operator (9), whose leading terms are given bŷ
00 +Ĥ
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where we used Eq. (21). For q = 0, this couples the two basis states |0, k , |1, k . For q = 0, the kick produced by the operator exp −iK(t) in Eq. (7) can couple the set of states {|0, k + nq , |1, k + mq } with n, m any integers in the range 0 ≤ n, m ≤ n max − 1, and n max defined by the condition that n max q is a reciprocal lattice vector. In this case, the micro-motion will involve oscillations between plane-wave states at these n max different wave vectors k + nq. As will be discussed below in specific examples, this leads to an oscillation in the amplitudes of discrete peaks in the momentum distribution, as revealed by timeof-flight images in cold-atom setups; we shall show an example in Section VI C, leading to staggered flux pattern, where n max = 4, and thus displaying four peaks in the expansion images, see Fig.  3 .
V. MODULATED SQUARE SUPER-LATTICES
We now apply the formalism to the case of general square superlattices, which are modulated in time in a resonant manner in view of realizing non-trivial flux patterns.
A. The time-dependent Hamiltonian
Considering a single-band tight-binding approximation, the static HamiltonianĤ (0) is taken in the general second-quantized form
The static Hamiltonian includes the nearest-neighbor hopping termsT
,nâ m,n + h.c.,
where J x,y denote the hopping matrix elements,â † m,n creates a particle at lattice site x = (ma, na), a is the lattice spacing, (m, n) are integers. The number operator in Eq. (26) is defined asn m,n =â † m,nâm,n . The Hamiltonian in Eq. (26) also includes a "superlattice" termŜ, which creates energy offsets between lattice sites along the x direction, the spatial modulation being described by the function s(m). The energy ∆ J x is large so that the bare tunneling is potentially inhibited along the x direction, depending on the spatial modulation s(m). For instance, the two-site superlattice potential [ Fig. 1 (a) ] corresponds to the case s(m) = 1 /2(−1) m , whereas the Wannier-Stark ladder [ Fig. 1 (c) ] corresponds to the case s(m) = m. Importantly, the superlattice function s(m) only depends on the x coordinate, which will simplify the following analysis. In Eq. (26), all additional static potentials (e.g. confinement), and onsite inter-particle-interaction terms are assembled inÛ onsite : in contrast to the tunneling terms, onsite potentials do not couple different sectors, and thus they commute with the unitary transformation (5), see Eq. (28) below. Hence, they can be directly included in the effective HamiltonianĤ eff at the zero-th order level,Ĥ (0) →Ĥ (0) +Û onsite , see Eqs. (6) and (8); note also that these static onsite terms do not enter the kick operator in Eq. (9) .
For the sake of simplicity, we will assume that s(m + 1) − s(m) = ±1, in which case a single-harmonic modulation is sufficient to restore the tunneling. The time-dependent Hamiltonian is thus written in the form (1, 3, 4) [65] ,
where the latter equality corresponds to the resonance condition, and where the static componentĤ (0) is given in Eq. (26). We stress that any small detuning from the resonance ω = ∆/ can be incorporated in the formalism, by adding a weak potential δ m,n s(m)n m,n in the on-site operatorÛ onsite introduced above. Note also that we have included a spatial dependence v(m, n) in the time-modulationV (t), which will play an important role in the following [39, 41, 61, 64] . The more general situation where the superlattice function s(m) creates "high-order" energy offsets [2∆, 3∆, . . . ] will be treated in Section VII.
B. The unitary transformation
The unitary transformation in Eq. (5) takes an explicit form in terms of the superlattice operatorŜ,
The transformed Hamiltonian readŝ
where the modified tunneling term along the x direction readŝ
Only the tunneling term along the x direction is affected by the unitary transformation (28) , since [T y ,Ŝ] = 0, in the present case where the superlattice function s = s(m) does not depend on the y coordinate. Note also that the onsite operatorsÛ onsite andV (t) are not affected by the transformation, as they also commute witĥ S.
As already announced above, we simplify the discussion by constraining the superlattice function,
The more general case δ s (m) ∈ Z will be treated in Section VII. We find useful to label the sites according to the notation m = m ± defined as
which classifies the sites along x in terms of their nearestneighbour offset [±∆], see Fig. 2 (a) . Using this notation, the time-dependent HamiltonianĤ(t) in Eqs. (29)- (30) can be written in the form (6),
Note that the termĤ (0) does not have any contribution from the time-dependent componentsĤ (±1) . In contrast, the termsĤ
have contributions from the staticĤ (0) and non-staticĤ (±1) elements.
C. The effective Hamiltonian and flux patterns
We now compute the first-order contributions to the effective HamiltonianĤ eff in Eq. (8), using Eq. (33):
which shows that tunneling can be restored between neighboring sites, (m, n) ↔ (m ± 1, n), if and only if the time-modulation (27) generates a differential shaking v(m, n) = v(m ± 1, n). This also suggests that tailoring the time-modulationV (t) allows to address different links independently, as recently implemented in Ref. [47] , see Section VI C.
We now make the assumption that the modulation can be designed so as to verify
so that the restored tunneling amplitude ∼ ρ is uniform over the lattice [33, [39] [40] [41] 47] . This condition will be satisfied in specific examples that we provide below. The first-order effective Hamiltonian finally takes the form
where the induced tunneling amplitude is given by
see Fig. 2 (b) . The latter result (36) shows how Peierls phasefactors φ m,n are generated by the resonant modulation; their expressions are directly dictated by the modulation functions v(m, n), defined in Eq. (27) , through Eq. (35) . Second-order corrections to the effective Hamiltonian (34)- (36) , which lead to a modification of the hopping term along the y direction, are discussed in Appendix A.
We now evaluate the flux penetrating the diverse plaquettes. Using Eq. (36), we find two types of plaquettes:
• plaquettes + , characterized by sites of type m + at the left corners, see Eqs. (31)- (32) and Fig. 2 (b) . The corresponding flux is given by
• plaquettes − , characterized by sites of type m − at the left corners, see Eqs. (31)-(32) and Fig. 2 (b) . The corresponding flux is given by
Here, the space-dependence of the fluxes Φ ± = Φ ± (m, n) is implicit. For phases of the form φ m,n = c x m + c y n, the fluxes Φ ± = ∓c y are necessarily constant along the y direction, but potentially vary along the x direction, depending on the superlattice function s(m).
D. Full-time evolution: the kick operator and the micro-motion
The main contribution to the kick operator are given by [Eqs. (9) and (33)]
where we assumed that κ J x in the last equation, and where
We write the full-time-evolution operator (7) aŝ
whereĤ eff denotes the effective Hamiltonian in Eq. (36) and where the "micro-motion" operator (18) is given bŷ
Hence, the micro-motion both depends on the superlattice (spatial) modulation s(m), Eq. (26), as well as on the function v(m, n) characterizing the time-modulation, Eq. (27) . Different micromotions will be discussed below, based on specific examples.
VI. APPLICATIONS: FLUX RECTIFICATION AS A ROUTE TOWARDS CHERN INSULATORS
In this Section, we discuss several schemes leading to uniform flux per plaquette Φ = Φ + = Φ − over the entire lattice. This search is particularly motivated by the fact that this uniform-flux configuration -also commonly known as the Harper-Hofstadter model [66] [67] [68] -leads to topological Chern bands with interesting features. More specifically, for particular values of the flux Φ, the lowest band of the bulk energy spectrum is associated with a nonzero Chern number ν ch = 0 and a large flatness ratio f = ∆ gap /W , where ∆ gap denotes the spectral gap separating the lowest band from the upper bands, and where W denotes the bandwidth. These topological properties, combined with a large flatness ratio, make such Chern bands good candidates for realizing fractional Chern insulators [49, 50] .
For a square lattice with uniform flux Φ = 1/4, as realized in current experiments [39, 47] , the lowest band has a Chern number ν ch = 1, with a flatness ratio f ≈ 7 and a band gap ∆ gap ≈ 1.53J, where J/h 100Hz is the typical hopping amplitude over the lattice. Similar Chern bands with ν ch = 1 are obtained for generic flux Φ = 1/q, with q ∈ Z, see Refs. [69, 70] . We note that while the flatness ratio f increases with q, the band gap ∆ gap is maximized for q = 5; for this optimized value, we find ∆ gap ≈ 1.55J and a large flatness ratio f ≈ 24. The strong reduction of the band gap as q is further increased is clearly revealed in the well-known Hofstadter butterfly [66] . More exotic configurations with |ν ch | > 1 can also be generated with flux of the form Φ = p/q, where p, q are integers: the Chern number of the lowest band satisfies the Diophantine equation [69, 70] 
For instance, setting Φ = 4/9, the Chern number of the lowest band is ν ch = −2, the flatness ratio is large f ≈ 13 and the band gap ∆ gap ≈ 0.3J is still reasonable (i.e. of the order of current experimental temperatures). More complex settings leading to flat bands with arbitrary Chern numbers were discussed in Ref. [49] .
A. The main time-modulation, Peierls phase-factors and the micro-motion
In this Section, we will mainly consider the simple timeperiodic modulation used in the Munich and MIT experiments [33, 39, 41] , which is generated by a single pair of laser beams with frequency difference ω 1 − ω 2 = ω, and wave vector difference k 1 − k 2 = q. This configuration essentially provides a moving potential of the form
where a is the lattice spacing. This corresponds to the on-site energy modulation in Eq. (27) with v(m, n) = exp(iq x ma) exp(iq y na).
We note that this laser configuration also leads to a displacement of the lattice sites, and potentially to a deformation of the corresponding wells; these additional effects are assumed to be small compared to the on-site modulation in Eq. (44), which is a reasonable assumption for the schemes realized so far [33, 39, 41, 47] . Besides, we remind that a time-periodic displacement of the sites' position r j (t) can be re-formulated in terms of an on-site energy modulation through a unitary (change-to-a-moving-frame) transformation [20, 21, 26] . We will describe the effects of the time-modulation (44), based on different superlattice configurations with offsets ∆ = ω. Using Eqs. (35) and (37), we can already state that the restored tunneling amplitude J eff x and Peierls phase-factors φ m,n associated with the time-modulation (44)- (45) are necessarily given by
Moreover, the flux associated with the plaquettes ± , Eqs. (38)- (39) , are given by
Summarizing, independently of the form given to the static superlattice potential [i.e. s(m)], the tunneling amplitude is controlled by q x , while the effective flux per plaquette are dictated by q y , which can be tuned, e.g., by changing the relative angle between the two laser beams. In particular, tunneling is restored whenever q x = (2π/a) × integer, assuming that the frequency ω is resonant with the static energy offset ∆. Note that the case q x = (2π/a) × integer corresponds to an on-site modulation that is in phase between neighboring lattice sites, which precludes tunneling restoration. In the following, we will generally consider the case q x = q y = π/2a, as in the experiment [39] . This yields [Eqs. (46)- (47)]
Finally, considering the time-modulation (44)- (45), the micromotion operator (42) takes the more explicit form
where we remind that the function s(m) is determined by the static superlattice potentialŜ.
B. The Wannier-Stark ladder
In the case of the Wannier-Stark-ladder, Fig. 1(c) , the superlattice function is given by s(m) = m so that all the sites are of the type m = m + , see Eqs. (31)- (32) and Fig. 2 . The effective Hamiltonian is thus given bŷ
,nâ m,n e iφm,n +h.c.,
where we remind that the induced tunneling amplitude J eff x and the Peierls phase-factors φ m,n are given in (46) . In particular, since all the plaquettes = + , the flux is uniform over the lattice Φ = Φ + , see Eq. (47) . Using this Wannier-Stark-ladder scheme, uniform-flux configurations were realized in Munich [39] and at the MIT [41] , with fluxes Φ = 1/4 and Φ = 1/2, respectively.
Having obtained the effective HamiltonianĤ eff , which describes the motion on a square lattice pierced by an effective uniform flux Φ per plaquette, we now evaluate the micro-motion for the Wannier-ladder scheme. The micro-motion operator is readily obtained by setting s(m) = m in Eq. (49) . Considering that ωt κ/ ω, the main contribution to the micro-motion operator readsM
and we point out that this contribution stems from the superlattice function s(m) = m associated with the Wannier-Stark ladder, see Eq. (49) . In this case, the full time-evolution operator (41) can be approximated asÛ
where we remind thatÛ eff (t; t 0 ) essentially describes the longtime dynamics due to the effective Hamiltonian, preceded by the initial kick exp[iM(t 0 )]. The result (51) expresses the fact that the micro-motion is associated with a drift ∆k x = ωt/a in quasimomentum space. Hence, if the system is initially prepared in the ground-state of the effective Hamiltonian, the corresponding momentum-density peaks [71] will travel across the first Brillouin zone (FBZ) within each period of the driving T . Note that this micro-motion does not depend on the wave-vector difference q in Eq. (44), and in this sense, it exists for all values of the effective flux Φ. For Φ = 1/4, one can define the magnetic FBZ as k x,y ∈ [−π/2a, π/2a[. This reduction of the FBZ, together with the fact that exp[iM(t)] is time-periodic with period T , implies that the peaks will travel twice across the FBZ during each period. This rapid motion in momentum space potentially complicates any analysis based on time-of-flight-images. Note that this micro-motion is similar to the situation encountered in the wellknown off-resonant-shaken 1D optical lattice [20, 26] , where the micro-motion operator readsM(t) = (κ/ ωa)x sin(ωt); here κ and ω also denote the modulation amplitude and frequency respectively, see Ref. [21] . However, in the latter case, the position of the momentum-density peaks oscillate within a period, instead of performing a constant drift. Additionally, we observe that the micro-motion described by the full operatorM(t) in Eq. (49) is also accompanied with discrete kicks ∆k = ±q × integer, which generate additional peaks in the momentum distribution. We find that the amplitude of all these momentum peaks oscillate within the micro-motion, in addition to the drift ∆k x = ωt/a described above. The generation of additional peaks due toM(t) will be illustrated in the next Section VI C.
The full-time dynamics of the modulated Wannier-Stark ladder has been recently investigated by Bukov and Polkovnikov in Ref. [72] , where a special emphasis has been set on the wiggling cyclotron orbits undergone by atoms at the plaquette level.
C. Two-site square superlattices and local addressing of the tunneling
We now perform the same analysis for the two-site superlattice, Fig. 1 (a) , for which s(m) = 1 /2(−1)
m . In contrast with the Wannier-Stark ladder, this superlattice displays both types of plaquettes ± , arranged in alternating columns. Hence, considering the time-modulation in Eq. (44), we find that the effective HamiltonianĤ eff is of the form (36) , where the indices m ± correspond to alternating columns along the x direction. As discussed in Section VI A, the hopping amplitude J eff x , the Peierls phase-factors φ m,n and the fluxes per plaquette Φ ± are given by Eqs. (46)- (47). Altogether, in the present case, the flux pattern is staggered, with flux 2πΦ ± = ±q y /a in alternating columns, see Eqs. (38)- (39) and Refs. [33, 40] .
This staggered-flux configuration, which naturally arises in the two-site superlattice, can be rectified so as to generate a uniformflux pattern over the whole superlattice. This can be realized by modifying the simple modulation's spatial dependence v(m, n) in Eq. (45) . Specifically, we consider the following two-fold partition,
In this case, the restored tunneling is independently addressed in alternating columns, see Eq. (34). In particular, the flux associated with alternating columns m ± are individually controlled by the functions g 1,2 (n), respectively. Let us consider the specific functions
which correspond to the scheme implemented in Ref. [47] . These satisfy the conditions in Eq. (52) and generate a uniform flux 2πΦ = +π/2 over the whole lattice. Note that the two functions g 1,2 are typically associated with distinct pairs of laser beams [47] . It is straightforward to generalize this local-addressing procedure to more complex superlattices, in which case the function v(m, n) in Eq. (52) could be split into more different parts. Additionally, we point out that this local addressing could also be exploited to generate other flux patterns, potentially richer than the staggered or uniform patterns.
We now discuss the micro-motion in the driving schemes involving a two-site superlattice. First, let us consider the simple time-modulation in Eq. (44) leading to the staggered-flux configuration. Using Eq. (49), we obtain the micro-motion operator
The first part in Eq. (54), which is due to the superlattice s(m) = 1 /2(−1) m , is essentially trivial. Thus, focusing on the second part in Eq. (54), we find that the effects attributed to the micro-motion operator mainly consists in kicks ∆k = ±q × integer, potentially generating new peaks in quasi-momentum space. This is similar to the situation encountered in the Wannier-Stark ladder in Section VI B. However, in contrast to the latter case, the momentum peaks do not travel in k-space within a period: these peaks are well defined at specific k points, at all times, and they simply oscillate in amplitude over each period, as described in Section IV B. We illustrate this effect in Fig. (3) , where we show the time-evolved momentum distribution, starting with the groundstate = |GS of the effective HamiltonianĤ eff . Here the effective staggered-flux is chosen to be 2πΦ ± = ±π/2, as in the experiment [33] , namely q x = q y = π/2a. The corresponding groundstate's momentum distribution displays two sharp peaks within the FBZ, see Fig. 3(a) . We set the initial state to be this groundstate, |ψ(t 0 ) = |GS , and compute the momentum distribution of the evolving state |ψ(t) according to the time-evolution operator in Eq. (41) . Figure 3(b) shows the corresponding distribution at some arbitrary time t = T /8, where two additional peaks are observed. As discussed above, these two extra peaks are obtained by translating the two initial peaks according to the vectors ∆k = ±q = ±(π/2a)(1 x + 1 y ). A comparison with the time-offlight image shown in Ref. [33] indicates that this four-peaks pattern is indeed robust and observable in experiments. In summary, we point out that the experimental data cannot be interpreted in terms of the effective HamiltonianĤ eff alone, as some of its features are specifically captured by the micro-motion operatorM(t) in Eq. (54).
Ground-state
time=T/8 (a) (b) To conclude this subsection, we present the expression for the micro-motion operator (42) in the case of the rectified-flux scheme, which is based on the time-modulation (52)-(53),
This micro-motion operator leads to a similar behavior as the one related to the staggered-flux scheme [Eq. (54) and Fig. 3 ]: the momentum-distribution of the evolving ground-state shows a series of peaks shifted by ∆k = π/2a along both directions; these peaks oscillate in amplitude, but their position in k-space remains constant at all times. Again, this is in sharp contrast with the WannierStark-ladder case, where the distribution peaks travel in k-space within a period of the driving [Section VI B]. Consequently, we have demonstrated that two schemes leading to a uniform-flux configuration -the uniformly modulated Wannier-Stark ladder and the locally modulated two-site superlattice -could present radically different micro-motions.
D. Modulated honeycomb lattices: a momentum-space analysis
We finally present an explicit application of the momentumspace approach presented in Section IV, by analyzing the dynamic superlattice introduced in Ref. [43] . This modulated optical-lattice scheme generates a model closely akin to the Haldane model [73] , a lattice model displaying nearest-neighbor (NN) and next-nearestneighbor (NNN) hopping terms, and leading to non-trivial Chern bands.
This scheme involves a static optical lattice formed from three in-plane waves, with wave vectors
which is designed to form a distorted honeycomb lattice, where the two inequivalent sites A and B are separated by an energy offset δ = ω + δ , see Ref. [43] ; note that we allow detuning from resonance, δ = 0. This configuration determines two sectors, α = {0, 1}, which are associated with the sites of type A and B, respectively; see Section IV. The reciprocal lattice vectors are the momentum transfers K ij = κ i −κ j , from which one can construct the next-nearest-neighbor (i.e. A-A and B-B) vectors,
The static Hamiltonian is characterized by the energy offset, δ, the nearest-neighbor (A-B) tunneling, t 01 , and the next-nearest neighbor tunnelings, t 00 (A-A) and t 11 (B-B). Working to second order in t 01 [Eqn. (22) ], the static Hamiltonian leads to dispersions for particles moving on the (decoupled) A and B sublattices of
where
is the characteristic dispersion for a triangular lattice. The A-B tunneling is restored by a dynamic modulation of the potential on the B sites [43] 
This causes wave vector transfers of q = κ j=1,2,3 , all of which are equivalent since κ i − κ j are reciprocal lattice vectors, see Section IV. An explicit calculation of the terms (23) leads to
is the characteristic dispersion for the honeycomb lattice with nearest neighbour (A-B) vectors
Combining the dispersions (57)-(58) with the coupling (59) in the effective Hamiltonian (24) gives a complete description of the band structure for this model, and allows the topology of the bands to be readily determined. Indeed, for a 2 × 2 Hamiltonian matrix of the form (24) , the Chern number of the bands [69, 70] can be simply evaluated by analyzing the vortex structure associated with singular points K ± of the Brillouin zone, where the (complex) off-diagonal component v 10 vanishes [73, 74] . Here, we find that the complex function v 10 in Eq. (59) indeed vanishes at the special points K + and K − , located at k K + = k(0, 1) and k K − = k(0, −1), respectively, and that it accumulates a phase ±2π when circulating around them. If the difference of the diagonal elements 0 (k) − 1 (k + q) is non-zero and of opposite sign at these points k K and k K , then a spectral gap opens and the two separated energy bands will have Chern numbers of +1 and −1, see Refs. [73, 74] . It is straightforward to show that the physical parameters can be chosen to achieve this goal.
VII. GENERALIZATION TO SCHEMES USING MORE DRIVING FREQUENCIES
In the previous Section VI C, we have shown how the restoration of the tunneling can be controlled locally by tailoring the spatial function v(m, n), which characterizes the time-periodic modulationV (t), Eq. (27) . Another strategy consists in designing static superlattices with higher-order energy offsets, ∆ N = N ∆ where N > 1 are some integers, as illustrated in Fig. 1 (b) for N = 2, see also Ref. [42] . In this scenario, links associated with an offset ±∆ N are re-activated by higher-harmonic components of the time-periodic modulationV (t), with resonant frequency ω N = N ω; here, we keep ω = ∆/ as the fundamental harmonics, so thatV (t + T ) =V (t) with T = 2π/ω. Importantly, to first order in the amplitude of the dynamic modulation, links associated with different offsets can be addressed individually, which is due to the fact that the effective HamiltonianĤ eff in Eq. (8) has decoupled contributions from the different harmonics, at this order of the perturbative expansion [21] .
A. Higher-order energy offsets and driving frequencies
We now explicitly show how the formalism of Section V generalizes to this situation. First, we extend our site-labeling notations [Eqs. (31)- (32)] as
where δ s (m) = s(m+1)−s(m), j > 0 is an arbitrary integer, and where we remind that s(m) denotes the superlattice function [Eq. (26)]. Namely, the neighboring sites (m +j , n) and (m +j + 1, n) are now allowed to be separated by an energy offset ∆ j = +j∆. We then include higher harmonics in the time-modulation
where the components are defined aŝ
Performing the unitary transformation (28) and using Eq. (30), we obtain the transformed time-dependent Hamiltonian 
where the induced tunneling amplitude is now given by J eff x,j = J x κρ j /j ω.
Let us apply this scheme to the three-site superlattice [42] shown in Fig. 1 (b) . In this case, the sites are all of type m = m +1 or m = m −2 . Therefore, using Eq. (64), we find that a uniform flux Φ is readily obtained by considering a two-harmonic modulation satisfying 
namely, a moving potential of the form
m,nn m,n {cos (ωt + q · R) + 2 cos (2ωt − q · R)} .
Note the additional factor of two in the second term, which allows to restore a uniform tunneling amplitude J eff x over the lattice, see Eq. (65) . patterns in two dimensional lattice systems. Generalization to three dimensions is straightforward, as it would simply require a superlattice along z, together with an additional (resonant) harmonic component in the time-modulationV (t).
VIII. CONCLUSIONS
This work proposed a framework to investigate the physics of time-periodic modulated systems presenting resonant features. Rooted in the formalism of Ref. [21] , this novel approach offers a systematic way to calculate the effective HamiltonianĤ eff and kick operatorK(t) for such resonant-driving situations. The motivations for obtaining the effective Hamiltonian and its corresponding (Floquet) spectrum is well established [4, 5, 20] , however, the effects associated with the kick operator are also found to be crucial for the analysis of driven systems [21, 22, 72] . In particular, the micro-motion can potentially produce large and rapid oscillations of experimental observables -e.g. momentum distributions or spin populations -precluding any instructive measurement of these quantities. In this work, we highlighted the simple but important fact that the micro-motion can be different for time-modulated systems leading to the same effective Hamiltonian. This aspect was illustrated by comparing the modulated Wannier-Stark ladder [Section VI B] with the modulated two-site square superlattice [Section VI C], for which the time-evolving peaks in the momentum distribution showed drastically different behaviors.
This work also showed the possibility to generate a large variety of flux patterns in two-dimensional lattice systems through the local restoration and control of tunneling. This can be achieved by tailoring the space-dependent features of the time-modulation [Section VI C] and/or using superlattices with different energy offsets [Section VII]. Applying these schemes to more spatial directions and spin structures offers a versatile toolbox to generate a wide variety of lattice models and gauge fields, suggesting interesting avenues in the field of quantum simulation.
The interplay between time-periodic modulations and interparticle interactions is conjectured to be the source of heating in experiments [41, 46, 47] . Recently, several works investigated the effects of interactions in time-modulated lattices [75] [76] [77] [78] , where regimes of dynamical instabilities were identified. The thermodynamics of driven systems was also explored in Refs. [79] [80] [81] . A general understanding of these heating sources still constitutes an important issue to be addressed in this framework, for instance, in view of creating novel (topological) strongly-correlated states with cold-atoms.
