Wearable sensor technology is evolving in parallel with the demand for human activity monitoring applications. According to World Health Organization (WHO), the percentage of health problems occurring in the world population, such as diabetes, heart problem, and high blood pressure rapidly increases from year-to-year. Hence, regular exercise, at least twice a week, is encouraged for everyone, especially for adults and the elderly. An accelerometer sensor is preferable, due to privacy concerns and the low cost of installation. It is embedded within smartphones to monitor the amount of physical activity performed. One of the limitations of the various classifications is to deal with the large dimension of the feature space. Practically speaking, a large amount of memory space is demanded along with high processor performance to process a large number of features. Hence, the dimension of the features is required to be minimized by selecting the most relevant feature before it is classified. In order to tackle this issue, the hybrid feature selection using Relief-f and differential evolution is proposed. The public domain activity dataset from Physical Activity for Ageing People (PAMAP2) is used in the experimentation to identify the quality of the proposed method. Our experimental results show outstanding performance to recognize different types of physical activities with a minimum number of features. Subsequently, our findings indicate that the wrist is the best sensor placement to recognize the different types of human activity. The performance of our work also been compared with several state-of-the-art of features for selection algorithms.
INTRODUCTION
Human Activity Recognition (HAR) application has recently gained attention in the intelligent environment field. In such states, monitoring human activity might be extremely important to reduce the fraction of unhealthy conditions. According to the 2016 report from the World Health Organization (WHO), the percentage of diabetes patients has increased incrementally in the world population (WHO, 2016) . Zainudin et al. 969 In looking at this matter, insufficient physical activity is one of the issues. Regular exercise can be thought as one of the simplest solutions, by spending time in at least twice a week engaged in some physical exercises. Also, with the advancement of sensing technology, the use of inertial sensors offers a possible solution. Inertial sensors, such as an accelerometer and gyroscope, provide opportunities to undergo the HAR application process and these sensors have also been equipped in various smartphone models. Hence, everyone can track and monitor their daily exercise without relying on any other additional devices. These micro-machine electromechanical systems (MEMs) sensors are able to record the signals in three-dimensional spaces, where the x-axis (left-and-right movement), the y-axis (up-and-down movement) and the z-axis (upward/backward movement) are monitored (Acharjee et al., 2015) . The signal is recorded by quantifying the sense of vibration through the device when movement is triggered. Even so, the choice of the sensor placement also effects to the classification performance (Avci et al., 2010) . So, the position of the sensor placement needs to be clearly identified which to ensure it is able to recognize different kinds of actions, particularly in recognizing complex activities. These complex activities could be considered as the activity which consists of a sequence of actions arising from several different parts of the human body.
Also, to deal with the abundance number of features is another challenge. Practically speaking, the training model complexity and the processing time is strongly related to the numbers of features to be processed (Catal et al., 2015) . In such states, feature selection was 'pruned' by removing the less significant features before each feature is classified. The features that do not contribute enough information to be described within the particular class are removed from the feature space.
In this article, several contributions were carried out. A hybrid feature selection method using Relief-f feature ranking with a well-known evolutionary algorithm, known as differential evolution (DE) was proposed to select the most relevant features. Secondly, we also proposed an adaptive parameter mechanism without relying on the exhaustive process to find the optimum parameter values. Lastly, our proposed feature selection method also performed an outstanding degree of accuracy which was better than several well-known feature selection algorithms, such as particle swarm optimization (PSO), evolutionary algorithm (EA), genetic algorithm (GA) and the Tabu search algorithm. This paper is organized as follows: Section II explains the background work; Section III describes the materials and methods; Sections IV discusses the proposed feature selection.; Section V presents the results and discussion; Section VI presents the conclusions.
RELATED WORKS
As previously mentioned, one of the challenges pertaining to classification accuracy is to deal with the huge number of meaningless features. Hence, by eliminating the irrelevant or redundant features, the processing time tends to be minimized, which yields an improvement in classification performance. The feature selection method is divided into two major categories, namely wrapper and filter (Olvera-Lopez et al., 2010) . In the first category, the method relies on the predictor to optimize the selection of the features in the selection process. Meanwhile, the second category relies on the general characteristics of the training data and the feature selection process continues as a pre-processing step with an independence induction algorithm. According to Hall and Smith (1998) , the correlation based features selection (CFS) method is proven in reducing the number of features for real or artificial data. Arif et al. (2014) carried out research on the accelerometer performance, using a kNN model and using CFS with a reduced scatter search feature selection. Other related work in feature selection also been done by Akhavian and Behzadan (2015) . The respective authors proposed two different filter strategies, namely CFS and Relief-f feature selection in recognizing the construction activity. Challita et In other works, Capela et al. (2015) used Relief-f, CFS, and fast correlation methods to recognize human activity from three different types of users, namely able-bodied, elderly, and stroke patients. On the other hand, an evolutionary algorithm (EA) also gained an attention among researchers in feature reduction. Khushaba et al. (2011) proposed a feature selection method by utilizing differential evolution (DE) method with wavelet packet transform (WPT) to search for the best subset features in solving the global optimization problem. The results received also have been compared with two widely known optimization algorithms, namely genetic algorithm (GA) and particle swarm optimization (PSO). Nwankwor et al. (2013) proposed a new hybrid model of PSO with DE called particle swarm differential evolution (HPSDE) for use in solving the dimension problems in the engineering domain. The HPSDE method was reported to be able to perform an outstanding degree of accuracy when compared with the other two methods, namely DE and PSO algorithms, respectively. Another work reported from Pant and Thangaraj (2008) in tackling the feature dimension problem. In their work, a hybrid model of DE-PSO is proposed to prove the effectiveness in solving various reallife problems and other optimization problems.
Another work related to the DE algorithm also has been reported from Omran et al. (2005) . In their article, a self-adaptive differential evolution (SDE) is proposed to solve various optimization problems. In such situations, the performance of the proposed SDE method capable of achieving a decent performance, which is better than the other DE-version algorithms in all the benchmark functions. Ghosh et al. (2013) proposed a feature subsets generation method, using self-adaptive differential evolution called SADE. The Relief-f feature ranking method has also been applied to remove duplicate features. A fuzzy k-nearest neighbor (kNN) classifier is used to validate the performance of the proposed method. Apolloni et al. (2016) combined a wrapper feature selection method based on a binary differential evolution (BDE) algorithm with a rank-based filter feature selection method. Other works, including those by Ijjina and Mohan (2014) utilized an evolutionary algorithm in human activity recognition using a genetic algorithm (GA) and deep convolution neural network (CNN). The authors reported the result shows a high level of improvement in the performance of the classifier. Das et al. (2015) combined a swarm algorithm, using particle swarm optimization (PSO) with multilayer perceptron (MLP) to classify the tasks undertaken in data mining. The authors also compared the proposed method with MLP and GA-MLP methods. Additionally, Prasad et al. (2015) also proposed a hybrid PSO-GA with the MLP method to solve a complex problem in data mining. The proposed method shows results that are statically significant in terms of steadiness and efficiency.
METHODOLOGY

PAMAP2 Datasets
In our study, a public dataset compiled on activity recognition from PAMAP2 (Reiss & Stricker 2012) was used. Three Inertial Measurement Units (IMUs) were placed at a dominant position on the wrist, chest and on the dominant side of the ankle. Each IMU consists of a 3D accelerometer sensor, a 3D gyroscope sensor, a 3D magnetometer sensor, and a temperature and an orientation sensor. A 100-Hz sampling rate was used during the data collection. Nine subjects, including one woman and eight men, were asked to perform several activities. Each subject was asked to complete eighteen activities, such as lying down, sitting, standing, walking, running, cycling, Nordic walking, watching TV, computer work, car driving, ascending walking, descending walking, ironing, folding laundry, house cleaning, playing soccer and rope jumping. In this study, only the sensor signals obtained from an accelerometer sensor placed on the wrist were used.
Window Segmentation
In order to extract the features from these recorded accelerometer signals, the raw data stream needed to be divided into several segments before applying any further calculations. A sliding window, sized at 6 seconds with a 50% overlap between two consecutive window segments was applied. This amount is believed to be sufficient to describe the activity. Meanwhile, overlapping was chosen to reduce the probabilities of error state noise since there were transitions between two or more activities (Su et al., 2014) . So, every window segment was given 64 samples with 32 samples overlapping between two consecutive windows.
Feature Extraction
Originally, the sensor data stream consisted of a limited number of characteristics to describe the activity. In such states, the correct classification rate might decrease when using a limited number of features. Therefore, several additional features need to be extracted to help the classifier model to learn about more characteristic in the activity class. The feature extraction aims to discover the characteristics of each activity by reducing the representation of data. During this process, several features in the collection of time domain features, such as minimum and maximum values, mean, variance, standard deviation, skewness, kurtosis, and correlation, were extracted. Due to the ease and the direct extraction of figures out of the window segment, time domain features were applied. The extracted signal is referred as a feature vector and later it will be used as an input variable for the classifier model (Su et al., 2014; Avci et al., 2010) . The success of the chosen features is measured in how accurately the classifier model is able to differentiate and recognize the activity.
PROPOSED FEATURE SELECTION
This section describes the proposed feature selection method in detail. In this section, a hybrid feature selection method utilizes filter ranking approach, namely Relief-f, which is combined with most widely-used evolutionary algorithms such as the differential evolution. The detailed explanation of our proposed method is described in the next subsection.
Relief-f Feature Ranking Strategy
Relief-f is one of the most widely known feature ranking methods used to deal with the problem of feature dimensionality. Relief-f is extensively applied in solving various feature selection problems, including those involved in solving the dimension of the microarray DNA data and hyperspectral images. This method ranks the features according to a method of scoring weight related to a distance function. Then, each one of the features is rearranged, according to its relevance and then, the most highly ranked features are selected and applied to a predictor (Robnik-Siknja & Kononeko, 2003) . In each instance, this method finds the nearest hit (data point from the same class) and nearest misses (data point from a different class). These data are calculated by weighting them based on their relevance (Akhavian & Behzadan, 2015; Capela et al., 2016) . Equation 1 below shows how to calculate the feature weight based on its relevance.
( 1) where is the weight or scoring value of the feature, is the value of the feature for a point and is the total number of data points. and are the nearest data points to in the same and different classes, respectively. A Manhattan distance function with the number of nearest neighbors, calculated as being 3 was applied. In order to minimize 972 Recognizing Complex Human Activities using Hybrid Feature Selection Based on an Accelerometer Sensor the number of features, the feature boundary threshold is proposed. In this study, a threshold value of is applied to define the feature boundary. In such circumstances, any feature value below the scoring value of is removed before it is fed into the DE algorithm. Storn and Price (1997) proposed the DE algorithm, which is simple and easy to implement, to solve the various optimization problems. Since the searching process is done in parallel with direct search, the DE algorithm has an advantage compared to other evolutionary algorithms. It is easy to use and it has good convergence and fast implementation properties. However, the DE algorithm utilizes the same evolutionary operators like selection, recombination, and mutation as the very well-known algorithm genetic algorithm (GA) (Khushaba et al., 2008) . In comparison with GA, the DE algorithm uses distance and direction information from the current population in the searching process. So, the performance of the DE algorithm depends on the manipulation of the target vector and difference vector in order to obtain a trial vector. The first step in the DE algorithm is to create a population of members, each ofdimensional real-value parameters, where ) is the population size, and is the number of parameters to be optimized. Mutation is the main operator in DE and in order to create a trial vector, the weight difference vector between two population members and are added to a third member . In -dimensional search space, each target vector , is a mutant vector create from the current generation , as shown in Equation 2 below: (2) where are randomly chosen integers that must be different values from each other and also be different from the running index .
Feature Extraction
is a scaling factor that controls the rate which the population evolves. In this work, the value of is adaptively changed. In order to increase the diversity of the perturbed parameter vectors, a uniform crossover is introduced to build trial vectors out of parameter values that have been copied from two different vectors. This process is also known as discrete recombination (Khushaba et al., 2011) . The parent vector or real vector is mixed with the mutated vector to produce a trial vector as shown in Equation 3 below:
where is the dimension from trial vector along the current population . The crossover probability is a user-defined value that controls the fraction of the parameter values that are copied from the mutant. Selection is the next step to choose the vector between the target vector and the trial vector with the aim of creating an individual vector for the next generation. If the newly-generated vector results in a lower objective function value (better fitness) than the predetermined population member, then the resulting vector replaces the initial vector with which it was compared (Palit & Popovic 2005) .
At this stage, the selected ranking features were applied as input for the DE algorithm. The number of desired features (DNF), the size of population (PSIZE) and the number of generations (GEN) composes the necessary parameter, which needs to be defined. Khushaba et al. (2011) stated that the value of PSIZE and GEN is initialized as 50 respectively. In order to minimize the searching complexity, the number of PSIZE and GEN were adaptively defined according to the number of 'pruned' features. So, this way, the number of PSIZE and GEN variables has been initialized from the number of ranking features, accordingly.
EXPERIMENTAL RESULTS
This section describes the experimental procedures and results of the proposed work. In order to go through the experiment, we managed and conducted the experiment using two different tools. The necessary process, including the preprocessing, segmentation, data extraction, and feature selection was done using the Matlab 2013 tool. Meanwhile, widely-recognized machine learning tools (WEKA) were used to evaluate the performance of the proposed method based on several performance metrics (Hall & Smith, 1998) . Each window segment went through the extraction process and 8 features were derived from each window segment. Hence, this process resulted in a total of 24 features (8 features × 3 dimensions).
Average accuracy was calculated to measure the average classification performance. However, this metric might unsuitable to measure the performance of imbalanced class distribution. Hence, additional metrics like precision, recall, F-measure were used (Wang et al., 2015; Zhang et al., 2015) . The experiment was done under two conditions; using all extracted features (FS1) and using reduced features (FS2). In order to validate our classification performance, the extracted data were divided into two different groups of subsets where 70% was used for training and 30% was reserved for testing. In the training process, the 10-fold cross validation strategy was applied. The training dataset was divided into 10 equal sizes of subsets. In each run, 9 subsets were applied to train the model and the remaining 1 subset was reserved for testing. This process was repeated in 10 times and average performance was calculated to produce the final predictive result. In this work, we use the random forest classifier model to figure out the quality of the performance of the proposed method. Table 1 presents the classification performance of training subsets from all features (FS1). It is clearly being seen that most activities were recorded above 94% on average. However, walking and laundry were recorded at a slightly lower level of performance than the others, below 97%. Next, we managed the experiment to evaluate the effectiveness of our proposed method.
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As discussed in section 4, a two-stage hybrid feature selection is introduced. In the first stage, the extracted features were ranked to measure the scoring value. Thereafter, the ranking features later on were 'pruned' according to the value of the specified feature boundary. In this case, we noticed that a feature score lower than 0.02 was believed to be irrelevant since there was no improvement in terms of accuracy when a feature valued at below the selected value was included. Consequently, only 20 features above the chosen feature boundary remained in the next process.
In the second stage, the selected 20 features were applied as data input to the DE algorithm. The number of desired features (DNF), the size of population (PSIZE) and the number of generations (GEN) is the necessary parameter needed to be defined. In order to minimize the searching complexity, the number of PSIZE and GEN parameters was adaptively defined, according to the number of 'pruned' features. So, in this way the number of PSIZE and GEN parameters is initialized as 20, accordingly. We also completed several experiments to define the optimum number of DNF parameters. In such states, 15 are considered as the most relevant number of features. We also noticed that the accuracy was decreased when we increased the number of features to be classified. Therefore, the generated feature subsets were comprised into new feature subsets represented by FS2. Table 2 shows the classification result of training and testing for feature subsets FS2. There was an improvement in terms of accuracy; on average, 95% accuracy was received from all activities, while the F-measure and precision measures were recorded above 97%. The average accuracy of training subsets from all FS2 features was achieved above 98% for all metrics. Surprisingly, the activities thought to be the poorest from FS1 (walking and laundry), also shown an improvement, where 97.5% and 97% accuracy, respectively these were recorded in the same way. For testing, more than 97% of the precision and F-measures were obtained from all activities. However, walking was recorded the lowest among the others, where 97% accuracy was received. It could be proven that the wrist is not considered as a good sensor placement in the context of recognizing that walking primarily consists of dominant lower leg motions. Laundry also is measured at being somewhat lower than the others since this kind of activity may contain a sequence of actions to be performed, based on multiple features.
In order to validate the performance, we also made a comparison with several states-of-the-art feature selection methods. Several well-known feature selection algorithms, such as particle swarm optimization (PSO) (Das et al., 2015; Prasad et al., 2015) , the evolutionary algorithm (EA) (Arif & Kattan, 2015) , the genetic algorithm (GA) (Ijjina & Mohan, 2014; Das et al., 2015; Prasad et al., 2015) and the Tabu search algorithm (Arif & Kattan, 2015) were utilized. Table 3 shows the performance comparison in term of accuracy and the overall time taken to build the training model. PSO, EA, and GA were reported at 96% of accuracy, followed by the Tabu search algorithm, where 95% accuracy was obtained. Even though there is no large difference between our methods and others, the overall time taken recorded from our proposed method produced the fastest results, where a rate of 34.61 seconds was obtained. The genetic algorithm (GA) recorded the longest time (45.17 seconds). On the other hand, we also compared the performance of our experimental results with several reported work in activity recognition. Table 4 shows the comparison with the previously reported work. 
DISCUSSION
According to Table 4 , our results show remarkable performance in comparison with other work by recognizing different activities perfectly. Although some of the activities recorded reflect somewhat unsatisfactory performance, we could state that our method is capable of producing a decent accuracy. Moreover, even though there was no enormous difference between the findings of Arif et al. (2015) , we were able to minimize the number of features to be classified. The number of generating features was significantly decreased more than 70% than the reported work. Furthermore, the author also reported the accuracy had increased when they combined the sensor data stream of three sensor placements. In this case, we only used one sensor placement (the wrist) which could improve human comfort. Also, it was proved in our work that the performance of our proposed method also was able to show the amazing performance achieved in reducing the number of features in comparison with the other reported work.
CONCLUSION
An accelerometer sensor deeply set within a smartphone provides opportunities for researchers to facilitate their data collection in activity recognition. However, the high number of irrelevant features is believed to be an extremely important challenge. The model complexity as well as the time and memory space to process the enormous number of features is relatively increased when running a high number of irrelevant features. Additionally, accuracy also tends to decrease when including too many less informative features to classify. Hence, a hybrid feature selection method using Relief-f and differential evolution is proposed in order to minimize and eliminate the least significant features before it is fed into the classifier model. The PAMAP2 activity dataset is used as a benchmark study to figure out the quality of our performance for the proposed method. Our experimental results proven an outstanding level of performance in recognizing different physically complex activities in comparison with several state-of-the-art feature selection algorithms. For future work, we are planning to evaluate the performance in recognizing the activity using the combinations of several sensor placements attached to the subject's body. Additionally, we also encourage other researchers to improve upon our methods in different domains.
