Abstract. The transport of reacting solutes in an equilibrium dissolution reaction leads to a moving boundary problem. Dependent on the boundary conditions we consider a two or three phase free boundary problem for a di usion-convection and reaction process in a bounded domain. The system is driven out of equilibrium by a forced exchange of solutes with the exterior of the domain and is characterized by the dynamic interaction between ow conditions at the boundaries and a reaction-induced dissolution. Extending previous results, we consider arbitrary chemical equilibrium reactions with general equilibriumconditions. We prove well-posednessof the non-stationaryproblem and present a new numerical approximation by nite di erences on an adaptive time dependent grid.
Introduction. Transport and chemical reactions have been extensively stud-
ied in recent years. The ow of aqueous reacting solutes through soil or porous rock involves a complex system of geochemical, hydrological and biochemical processes and is of fundamental importance. The interest in these problems arises from practical requirements in elds like oil recovery and mineral mining as well as from concerns about contamination in groundwater supplies. A variety of interesting phenomena have been discovered and a big e ort has been made to understand, describe and simulate processes such as the interaction between transport and chemical reaction 38] , 17] , 18], the dissolution of mineral components at moving reaction fronts in the rock 3], the ngering of reactive in ltration interfaces 41] or mineral banding 34]. Most of these processes arise from a nonlinear feedback mechanism in a system which is driven out of equilibrium and form examples of geochemical self-organization 35] , 36] . Basic chemical and physical principles for these processes, phenomenological descriptions and aspects of there mathematical modeling can be found in books like 16] , 37] re ecting the variety and complexity of these problems. For more details concerning mathematical models and methods we refer to 28], 12]. Solutions to the nonlinear porous media equation and other analytical and numerical approaches to in ltration problems are discussed in 25] .
It is well known that the transport of reacting solutes through a porous medium establishes a moving reaction front 42], 35] . When the chemical reactions characterizing the dissolution or precipitation are fast, thin reaction fronts are expected. Using a physically relevant limit, the mass balance equations can be written as a free boundary problem for the concentration and the unknown reaction front. In large systems corresponding to a geological space and time scale, the solution to the free boundary problem is approximately quasi-stationary. Actually, the dissolution front moves asymptotically with constant velocity and the corresponding concentrations and the pressure are only dependent on the distance from the front, i.e., they form traveling-wave solutions. These special solutions are the basis for several interesting y Institut f ur Mathematik, Technische Universit at Cottbus, PF 101344, 03013 Cottbus, Germany (pawell@math.tu-cottbus.de).
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z This work was partially supported by a Feodor Lynen grant from the Alexander von Humboldt Foundation and a grant from ONR 302623163 1 investigations. The linear front movement enables the decomposition of a coupled system of transport equations. Multi-component systems of chemical reactions involving several redox fronts are considered in 34], 10].
Other important investigations deal with the nonlinear interaction between transport, chemical reaction and the properties of the porous medium. Nonlinear feedback mechanisms occur as the interaction of mass ux, porosity and permeability changes due to continuity principles and Darcy's law which establish the formation of structured or ngered reaction fronts 35] , 36] , 41] . A number of papers are concerned with a stability analysis for such in ltration fronts 3]-5], 42]. Planar traveling-wave solutions with a reaction front moving with constant velocity are given and their stability to perturbations of the front shape is examined. Many interesting features have been studied involving reaction-induced porosity, permeability and coupled porosity and viscosity changes 4], 21] , 5] as well as the in ltration front stability in layered porous media 42] .
It is important to note that traveling-wave solutions which are the basis for all of these methods can occur only in unbounded domains, where the immediate in uence of boundary and initial conditions on the evolution of the front is negligible. Since the aim of this paper is to describe the interaction between boundary conditions and front development, traveling-waves do not represent an appropriate model for these investigations. Nevertheless, there exists an asymptotic relation which we discuss in section 7 .
Here we study a free boundary value problem corresponding to a dissolution process, where the dissolution front moves with changing velocity. We consider the formation of a new phase immediately at the inlet of the system and treat the movement of the dissolution front as a dynamical process of interactions between forced in ow, chemical reaction and transport. According to the classi cation in 36], the system is subjected to an exchange mode, i.e., it is driven out of equilibrium by continuous exchange of reactants with the neighborhood of the region of interest.
Applications of such problems are, e.g., the run-o of fertilizers and nutrients washed into soil due to rainwater percolation 2] or the transport of oil and other contaminants in an area ushed with water 6]-8]. Great e orts are being made to clean soil in contaminated areas under gas stations or underground deposits. The process of cleaning takes, in general, a very long time. A surprising acceleration of this process was achieved by the Shell Development Company in Houston using water enriched with microorganisms for the ushing of soil 7] . In laboratory experiments the transport of water and solutes and changes of concentration are studied in small columns lled with sand or soil. In this situation, the ow is in the main one-dimensional. The dynamics are determined by the nonlinear interactions between time-dependent boundary conditions and the dissolution process. Linearized fronts or quasi-stationary solutions are not relevant. Whereas the reduction of the free boundary problem to an ordinary di erential equation admits an explicit, analytic solution, this is not the case when the in ux boundary imposing the disequilibrium on the system is close to the reaction front. In this situation, the nonlinear dependence between concentration pro les and the front movement is given by the free boundary problem and cannot be resolved analytically. We study this case for a model corresponding to the above-mentioned laboratory situation. For an overview concerning mathematical formulations and methods for free and moving boundary problems we refer to 40 We consider a general chemical mechanism for equilibrium reactions admitting chemical kinetics of higher order. We solve the mathematical problem using an equilibrium condition given by ( 1 c 1 ) n1 ( 2 c 2 ) n2 = K; with arbitrary stoichiometric coe cients n i and activity coe cients i ; i = 1; 2; which depend nonlinearly on the vector of aqueous concentrations by the Debuye-H uckel equation. The special case n i = i = 1 was studied in 39], 29], 44]. The solution of the free boundary problem with a general equilibrium condition is, to our knowledge, one of the novel features of this paper.
This paper is organized as follows: In section 2 we describe the problem and derive a system of partial di erential and algebraic equations as a two or three phase free boundary value problem. Some properties of this system are studied in section 3. In section 4 we reduce this system to an equivalent one-phase free boundary problem. Well-posedness results are stated in section 5 and the corresponding proofs are sketched in the appendix. In section 6 we extend these results to some transport problems in inhomogeneous media. Asymptotic solutions to the problem and the relation to traveling waves are subject of section 7. In the last section we present a new numerical approximation based on the method of lines on an adaptive time dependent grid, which allows a solution for the concentration and the dissolution front in a compact way. Special upwind discretizations are chosen for an e cient approximation even in the case of steep reaction fronts or rapid changes in the velocity and curvature of the free boundary.
2. The Mathematical Model. Willis and Rubin 39] gave a detailed description for a dissolution/precipitation process and derived a system of algebraic and partial di erential equations for the mathematical model. We follow 39] with regard to the formulation of the problem, admitting somewhat more general boundary conditions. We extend the mathematical model to chemical reactions with arbitrary stoichiometric ratios and general equilibrium conditions. Some mathematical discussions about Rubin's model can also be found in 44].
We describe the situation for the following example. The solution in a porous medium contains a reacting cation, M 1 , and an anion, M 2 , which are in equilibrium with a crystalline, immobile solid, M 1 M 2 . The chemical reaction is rapid and reversible and is given by the following equation:
with arbitrary stoichiometric coe cients n 1 and n 2 : We denote by c i ; i = 1; 2 and c 12 the concentrations of M i ; i = 1; 2 and M 1 M 2 , respectively. The transport of the solutes M 1 and M 2 with the displacing solution due to convection and dispersion causes a continuous shift in the chemical equilibrium. This results in a dissolution of M 1 M 2 at the top of a column, when the solution is percolating downward through the column.
In a second example we consider a column of soil ushed with water, where the forced in ow and out ow conditions and the velocity of the uid bring about a dissolution e ect at both ends of the column with two moving reaction fronts. The geometry of the system is illustrated in Figures 1 Under the assumption that the in uence from the sides of the column is negligible and that the porous medium is homogeneous in horizontal direction, we reduce the equation to the planar state (see 3]). The transport term can be described by the convection-dispersion operator, L, and the corresponding ux term will be denoted by q:
Here we have assumed, that the coe cients in the transport term are independent of the solute concentration. We weaken this restriction in section 7.
The phenomenological dependence of the mineral growth rate on the concentrations, c i , and the volume of the mineral, V m , is given by @V m @t = k V m E(c 1 ; c 2 ); with the rate coe cient, k V m , and the reaction rate E(c) 36], 34]. For surface attachment limited kinetics, the rate coe cient is proportional to the surface area of a mineral grain. Usually = 2 3 . The expression k with 1 was chosen to emphasize the relatively high rate of reaction relative to transport. To model fast dissolution or precipitation reactions, one considers the limit case ! 0. The rate function vanishes when the uid composition is at equilibrium with the mineral. As ! 0 space is divided into two regions characterized by either V m = 0 (zones I and III) or E = 0 (zone II).
As described before, we expect a dissolution e ect either at one or both ends of the column. For su ciently fast reactions this dissolution will be complete, so that di erent zones arise, characterized by the presence or absence of M 1 M 2 . Under local equilibrium conditions dissolution of M 1 M 2 cannot occur in the interior of a domain containing the solid (see 38]). Therefore, the dissolution takes place at the interface between two zones. The solute transport induced changes in c 12 are assumed to have no signi cant e ect on the system's pore geometry and the thermodynamic properties of the medium.
This transport and dissolution process can be a ected by the mass transfer induced from the boundaries of the column. Whenever the displacing solution contains the reacting solutes, the dissolution is disturbed or prevented. The dissolution is inhibited when the concentration of reactants in the percolating solution is high enough to keep the chemical equilibrium and the system can then be fully described by the convection-di usion process. A more interesting situation occurs whenever the inow is smaller than the concentration in the original solution or if the in ow of the reactants violates the stoichiometric ratio of the chemical reaction. In the following we assume that the in ow of M 1 is greater than the in ow of M 2 and that the displacing solution contains an inert anion, M 4 , with concentration, c 4 , to preserve electro-neutrality (see 39] and section 3).
Dependent on the boundary conditions at the out ow boundary we have two di erent systems of di erential equations which describe this process. We denote by the domain = (0; l) (0; 1): ? 0 ; ? 1 ; ? 2 are the boundaries of corresponding to ft = 0g; fx = 0g and fx = lg; respectively. The interface between two zones will be described by a function s(t) and denoted by ? s = fx = s(t)g. Dependent on the boundary conditions we consider two or three zones: or 1 ; 2 := (x; t) 2 s 1 (t) < x < s 2 (t) t > 0 ; 3 := (x; t) 2 s 2 (t) < x < l t > 0 :
In the following we describe the process by a free boundary problem for the aqueous concentrations and the interface functions s i . In zone I and III, chemical reactions do not take place, so the evolution of c i is determined by a convection-dispersion process and can be described by the following boundary value problem. Zone I: Cases 1 and 2:
1 := f(x; t) 2 j 0 < x < s 1 (t); t > 0g; with the ionic charges i , the "e ective diameter", a 0 i , of M i and temperature dependent constants A; B. The activity coe cients depend nonlinearly on the concentrations over the ionic strength I: Under the assumption that the system is fully described by the global mass balance equation (2) , condition (4) 
qc = kc (case 2) at ? 2 . A formation of zone III can occur only in the second case and under the condition that k > Q. We treat both cases with a common concept and understand that the conditions (P3), (7)- (9) are super uous in the rst case.
The problem (P1),(P2), (4)- (5) is a two-phase free boundary problem for the functions c i and c 12 with the free boundary s 1 (t); whereas the equations (P1)-(P3),(4), (5), (7), (8) represent a three-phase free boundary problem for the functions c i and c 12 with the free boundaries s 1 (t); s 2 (t). Both problems are augmented with an algebraic relation (3). For the sake of brevity, we call both of this problems (P).
3. Treatment of Problem (P). The di erence between the concentrations c 1 and c 2 , modi ed by the stoichiometric relation, re ects the e ect of a convectiondispersion process without chemical reaction. It can be interpreted as the concentration, c 4 , of an inert species percolating through the column. To preserve electro-neutrality, we require qc 4 = Qc F ; with c F = (c F1 ? c F2 ), = n1j 1j j 4j and n 1 j 1 j = n 2 j 2 j. In fact, c 4 = (n 1 ?1 c 1 ? n 2 ?1 c 2 ); in 1 (11) satis es the homogeneous transport equation in 1 2 3 with appropriate initial and boundary conditions. At the interface we have with respect to the free boundary conditions (4)- (9): 
Since c 4 is well de ned in the whole domain , the above system can be considered in : In order to distinguish its solution from the concentrations in zones I and III, we use capital letters, (C 1 ; C 2 ), for the solution to (17) . Note that for n 1 = n 2 = 1; j 1 j = j 2 j and 1 = 2 = 1 the solution to (17) ? n 1 n 2 n 1 + n 2 < C 0 2 < 0:
Consequently, we obtain the following relations: @C 1 @x 0; @C 2 @x 0; @C 1 @t 0; @C 2 @t 0; C 1 n 1 c a ; C 2 n 2 c a ; qC 1 n 1 > Qc a + n 2 (n 1 + n 2 ) qc 4 ; qC 2 n 2 > Qc a ? n 1 (n 1 + n 2 ) qc 4 ; 8(x; t) 2 ;
9 0 < G;G < 1 : 0 g(x; t) G; and Z 1 0 g(x; t) dt G ; for g(x; t) := LC i :
The functions C 1 and C 2 can be easily found rst solving a linear parabolic di erential equation for c 4 and then the algebraic system (17) . Using these functions, one can now reduce the coupled multi-phase system (P) to a single one-phase free boundary problem. 4 . Reduction to a One-Phase Free Boundary Problem. We apply the di erential operator to C 1 and C 2 and note the given boundary conditions for problem (P) in terms of n ?1 i (C i ?c i ). It turns out that this function is independent of i. Since L(n ?1 1 C 1 ) ? L(n ?1 2 C 2 ) = Lc 4 = 0 and q(n ?1 1 C 1 ) ? q(n ?1 2 C 2 ) = Qc F ; we have
L 
? (s(t); t)_ s(t) = D @u @x (s(t); t);
on ? s ; s(0) = 0; 0 s l; Changing the initial condition to s(0) = l and replacing the boundary condition at the xed boundary by qu(0; t) ? ku(0; t) = h 2 (t) = (qC i ? kC i )(0; t); on ? 2 ; (25) we can describe the dissolution process at the second end of the column in case II by a similar free boundary problem. For the sake of clarity we con ne ourself in the following to the treatment of problem (FBP) in 1 : The corresponding problem in 3 can be treated analogously with some modi cations to the boundary conditions at ? 2 .
In the following, a integral representation for the free boundary will be useful. We derive it from a global mass balance equation. Integration of (19) over 1t := f(x; ) 2 1 j < tg using the boundary conditions (20) , (21) u(x; t) dx: (28) 5. The Well-Posedness of the Problem (FBP). In this section we formulate su cient conditions for the existence of a solution to the problems (P) and (FBP) and discuss cases of non-existence. The process described by these problems is, in general, driven by forces acting in opposite directions. A typical example is characterized by the boundary conditions qc 2 0 and qc 1 Qc F = const: at ? 1 (see 38, 39, 44] ). Whereas the homogeneous boundary condition for c 2 and the positive velocity Q cause a dissolution e ect, the positive in ow of c 1 prevents or hinders that process. This interaction of opposite in uences distinguishes the considered problem from classical Stefan-like problems. Depending on the relation between the boundary conditions, pathological cases of degeneration or ill-posedness of the problem are possible as well as a well-posed dissolution problem. In the transformed problem (FBP), the righthand side of the di erential equation, g, represents the e ect of the chemical reaction causing a consumption of u, since g is nonnegative. The ux function h(t) represents the di erence, n ?1 i qC i ? Qc Fi , between the imposed boundary conditions and the in ow, n ?1 i qC i , which would be necessary to keep the chemical equilibrium in the whole domain.
If (n 1 +n 2 )c a < n 1 c F1 +n 2 c F2 in the special case i = 1 or if c F2 (0) > c a ; then h(t) is negative, i.e., the in ow is high enough to prevent the dissolution. In this case, the maximum principle forces the solution, u, to be negative in 1 and the free boundary condition requires a monotone decreasing boundary function, s(t). This means that zone I does not appear. Moreover, the boundary conditions are incompatible with the equilibrium state in zone II, i.e. the problem is ill-posed in this case.
In the other case the maximum principle does not yield any global statements about the sign of u or the monotony of s. The condition n 1 c F1 (0) + n 2 c F2 (0) < (n 1 +n 2 )c a is su cient to ensure the local solvability of the problem. If n 1 c F1 +n 2 c F2 = const: < (n 1 + n 2 )c a , the dissolution process is continuous. We prove the wellposedness of the problem in a more general case, admitting a non-monotonicity of the free boundary as a result of the interaction between dissolution and precipitation. In the following we present some existence, uniqueness and stability results. These results can be proved using a classical embedding technique and applying Schauders xed point theorem to a integral representation for the free boundary function, s:
The main idea of these methods was rst presented in 1951 by Evans 13] and was employed and extended in numerous papers and monographes, e.g., 23], 24], 9], 40].
Solvability of problem (FBP). Some standard a priori estimates that
are commonly used to apply xed point principles are not valid in the presented problem. We show that the data functions, h and g satisfy some additional relations forcing the dissolution, provided n 1 c F1 (0) + n 2 c F2 (0) < (n 1 + n 2 )c a (Lemma A.1). Furthermore, detailed estimates for the derivative, u x , and the front velocity, _ s, are necessary which distinguish clearly between periods of dissolution and precipitation. In the appendix we sketch the proof of the following existence result.
Theorem 5.1. (Local existence) Assume that (n 1 +n 2 )c a > n 1 c F1 (0)+n 2 c F2 (0); with c a satisfying (10) , and that c 4 is a solution to problem (12)-(15). Let C i = C i (c 4 ); i = 1; 2 be solutions to (17) and de ne the data functions g; h; to (FBP) according to (19) , (24) . Then there exist a T > 0 and functions u(x; t); s(t) such that (u; s) is a classical solution to the problem (FBP) in the time interval 0; T].
To prove the existence theorem, we show that the operator Note that, in general, the monotony of s is not determined a priori. The length of the time interval of existence depends on _ s. The process ends when the boundary function s reaches one of the ends of the column, i.e., whenever a phase disappears. Other cases of degeneration can be excluded. If the condition (n 1 + n 2 )c a > n 1 c F1 + n 2 c F2 is satis ed for all t > 0, then the dissolution process proceeds continuously with a monotone increasing front s(t). 2 and are given by (19) , (24) Theorem 5.4. Let h 1 (t) = h(t); g 1 (x; t) = g(x; t); 1 (x; t) = (x; t) be the data of problem (FBP) de ned in section 3 under the assumption that (n 1 + n 2 )c a > n 1 c F1 + n 2 c F2 and let h 2 (t); g 2 (x; t); 2 (x; t) be functions which satisfy the following inequalities: 0 < g i (x; t) G; 0 < h i (t) H; 0 < 0 i (x; t) 00 ; i = 1; 2; 6. Some Remarks Concerning Inhomogeneities. In the previous results, the constant coe cients can be replaced by positive, continuous and bounded, space and time dependent functions D; Q and . Nevertheless, the above methods are restricted to the linear transport equation and they are not applicable to a situation where the coe cients are dependent on c i . Nevertheless, we are able to deal with an interesting extension to the case where the properties of the porous medium and the ow conditions change with the absence or presence of the crystalline solid, M 1 M 2 : In the following we assume that the parameters of the system are given functions of x and t, possibly with discontinuities at the interface between two zones. So we have continuous functions D i ; Q i and i , which characterize the medium in the di erent zones I-III. In general, one has to nd a weak solution c 4 to the problem (12)- (15) with discontinuous coe cients. The construction of the operator H in the existence proof and the regularity of the solution inside the domains i enables us to apply the previous method to this situation. For a pure dissolution process, the di erence c 4 reduces to a stationary solution in 2 : The application of the previous results implies the following two theorems.
Consider 7. Asymptotic Solution. As we mentioned in the introduction, traveling-wave solutions and linear dissolution fronts can occur only in in nite domains. In the limit case D = 0, we observe clearly two waves, a dispersion induced one propagating with the velocity Q and one corresponding to the reaction front velocity Q(cF ?ca) Proof. The ux through the free boundary qu(s(t); t) is monotonically decreasing in some nonempty, possibly small, time interval due to the mass balance and the assumption that the in ux at ? 1 is constant. Consequently, s < 0 in 0; t ] for some t > 0: We extend this property to the whole time interval. Therefor, we consider the supremum T of the interval where the free boundary is concave: T = supft j s < 0; for t < t g: dt fu x (m(t); t)g for all level curves fx = m(t)g of u,
the partial derivatives u x are monotonically increasing with respect to t in for t T : Consequently, the slope of the level curves of u is monotonically decreasing in t (v t < 0). From ? vt(s(t);t) vx(s(t);t) = 2_ s it follows, that s cannot be linear in any nonempty open time interval. Using (30) we nd that there exist level curves of v connecting ? 1 and ? s and intersecting the free boundary in t > T : This means that the slope of level curves of u and in particular the slope of s is monotone decreasing in t for some time interval greater than 0; T ]. This contradicts the assumption that T is the supremum and concludes the proof of the concavity of the free boundary.
To obtain the limit for _ s we consider the integral representation The concavity of s and the boundedness of _ s ensure the existence of the limit of _ s for t ! 1 and the estimate of s from both sides by two parallel lines require that the limit is equal to the slope k s of these lines. 
Note that the dissolution front velocity is clearly determined by the convective part. The initial velocity of the front QH as well as the nal velocity QH +H are independent of the di usion coe cient D. In many cases of practical interest, the front velocity converges rapidly to QH +H and the front becomes nearly linear. Intrinsic changes in the velocity occur when Q H 2 ( +H ) is large. If H < 1 ; the dispersion induced wave precedes the dissolution front during the whole process. In the other case, there is a clear interaction between both waves taking place after a nite time. 8. Numerical Solution. The formation of a phase requires a careful approximation of the solution and the free boundary at the beginning of the process. If the ratio = D Q is small, then a steep front arises in a neighborhood of the free boundary. That is why we have to use special approximations of the convection-di usion term in the di erential equation to avoid oscillations in the numerical solution near the front. Furthermore, we are interested in a numerical method that is applicable in the case of a non-monotonic free boundary.
In the following we introduce a new numerical integration scheme for problem (FBP), based on the well-known method of lines (MOL) approach 20]. Conventionally MOL packages integrate in a semi-automatic way in the following sense. They adjust the time step automatically, but use a xed space grid for the whole calculation. Since we expect a traveling-wave like solution moving with the free boundary, a xed space mesh would be computational ine cient. Therefore we discretize the space variable on a time-dependent adaptive space grid, where the free boundary is a grid line, and the other mesh lines are equidistant in space over the time. The resulting system of ordinary di erential equations depends on the unknown position of the free boundary. Adding a discretized version of the Stefan-like condition (23) , the solution of this system of ODE's gives an approximation to the solution u and the free boundary s in a compact and natural way. After a detailed description of this method, we give a convergence result and some numerical illustrations. We compare the results with the numerical solution obtained by a slightly modi ed iterative front tracking scheme. for the functions U i (t) approximatingŨ i (t). The step-size in space, h x , depends on s(t) over h x = s(t)=(N + 1 Eliminating _ s(t) in (31), (32) and (33) and adding appropriate initial conditions, we nally get an initial value problem for a system of quasi-linear, ordinary di erential equations for the functions U i (t); i = 0; : : :; N and the free boundary s(t), which can be solved using a standard high order integration method for systems of sti ordinary di erential equations with automatic error and step-size control.
If 8.3. Numerical Tests. In the remaining part of this section we present some illustrations of extensive numerical tests. In order to form a clear picture of the reliability, robustness and e ciency of our method, we surround all results with comparison data obtained by a modi ed front tracking scheme, where the usual step size iteration is replaced by a front iteration in order to deal with non-monotonic free boundaries. For the numerical solution of the quasi-linear system of ordinary di erential equations we use the LSODE-package 22], where a highly e cient ODE-solver based on the implicit BDF-formulas is implemented.
As our rst example we present an \academic" one-phase problem, where the source term and the time dependent boundary conditions are such, that the exact solution, u(t; x); and the free boundary, s(t); are given by s(t) = sin(t) and u(t; x) = cos(t) sin(x ? s(t)): This example was chosen to show the behavior of our method, if the free boundary is non monotonic and reaches the left boundary x = 0 again in a nite time. Table 1 contains the absolute error of the free boundary function s(t) at several time levels for di erent step-sizes in space. Figure 7 shows a plot of the numerical solution. Number of time-steps nt and grid lines nx: (A) nt=2000, nx=200; (C) nt=267, nx=200; (B) nt=4000, nx=400; (D) nt=288, nx=400
In the following examples we use physically relevant data which are taken from 39]. The coe cients and the dimensions of the calculated functions are listed in Table 2 Our main attention is paid to the performance of the method, applied to problem (FBP) for a wide range of ratios . The gradient of the solution near the free boundary , i.e. the steepness of the front essentially depends on the value of . In the rst part we consider the undisturbed dissolution case, where the initial and boundary conditions for c 4 are zero so that there is no source term in equation (20) , and consequently c 1 (12) -(15) using a standard MOL scheme and construct a bicubic spline interpolation for the functions c 4 (x; t) and c 4x (x; t) for the evaluation of the concentrations in zone II, the source term q(x; t), the function h(t) and the function (x; t). The integral in (24) is approximated by a high-order Gauss-Formula. Constant in ux conditions satisfying c F < 2 p K result in a continuous but retarded dissolution. Time dependent boundary conditions for c 1 and c 2 can cause di erent e ects on the evolution of the reacting front. An acceleration of the dissolution resulting in a non-concave front ( Figure 16 ) can occur as well as a competitive dissolution and reorganization of the crystalline component characterized by a non-monotonic reacting front (Figure 20 ) . Periodic boundary conditions for c 2 and c 1 = const: cause a monotonic dissolution front with changing curvature (Fig. 13 -16 ). be a solution to problem (12)- (15) . Assume (10) and n 1 c F1 + n 2 c F2 < (n 1 + n 2 )c a for 0 < t <T: Then, the functions g and h, de ned in (19) with a solution C i to (17) Proof. The rst inequality follows from (18) . In order to prove (39), we integrate 2g(x; t) = LW with W = C 1 + C 2 over T0;T1 : We use W t 0 and qW(x; t) (n 1 + n 2 )Qc a (18) to verify (39 . We use the following notation: s (t) = min(s 1 (t); s 2 (t)); s(t) = max(s 1 (t); s 2 (t)); u(x; t) = u 1 (x; t); if s 1 s 2 ; u 2 (x; t); if s 1 < s 2 ;
= (x; t) 2 0 < x < s (t) 0 < t < T ; ? = (x; t) 2 x = s (t) 0 < t < T : 
