Postsynaptic
inhibition can operate by two distinct mechanisms: (1) membrane hyperpolarization and (2) shunting of excitatory postsynaptic currents.
The arithmetic operations-either addition or multiplication-that synapses are able to perform during neuronal computations are determined by which of these two inhibitory mechanisms predominates.
Hyperpolarizing IPSPs interact linearly with EPSPs; their negative and positive synaptic currents sum to produce a net change in membrane potential (Eccles, 1961) . Shunting synapses interact nonlinearly with EPSPs; the shuntinduced increase in membrane conductance directly reduces the amplitude of EPSPs by a constant multiplicative factor (Fatt and Katz, 1953; Blomfield, 1974) . This property of shunting inhibition has provided the basis for models of synaptic interaction in which shunting inhibition acts as an AND-NOT gate for excitatory inputs (Torre and Poggio, 1976; .
Using an in vitro variant of the whole-cell patch technique (Blanton et al., 1989) , we have examined the effect of visually evoked inhibition on the size of EPSPs in cortical simple cells and found that the predominant inhibitory mechanism is hyperpolarization.
We conclude that these inhibitory synapses operate primarily in the linear mode.
The activity of a neuron depends not only on the activity of its presynaptic excitatory and inhibitory inputs, but also on the manner in which those inputs are integrated by the cell. Specifically, the linearity or nonlinearity of the interactions between EPSPs and IPSPs profoundly affects the operations that neurons are able to perform on the information that they receive, process, and transmit. The importance of this synaptic arithmetic is illustrated in models of neuronal computation. Many connectionist neural network models, for example, are based on the assumption that IPSPs interact linearly with EPSPs (Rumelhart and McClelland, 1986) . In these models, the net input to any given "neural" unit is the weighted sum of the activity of all its "presynaptic" units, with positive activity representing excitation and negative activity representing inhibition.
Nonlinear interactions between EPSPs and IPSPs have been used to model a "synaptic veto" mechanism or AND-NOT gate (Torre and Poggio, 1978; . Each active inhibitory synapse attenuates or divides the amplitude of simultaneously evoked EPSPs by a constant factor. The AND-NOT gate has been used to model receptive field properties, such as direction selectivity and disparity sensitivity in neurons of the retina and visual cortex (Torre and Poggio, 1978; Ferster, 198 1; Koch et al., 1982; Koch and Poggio, 1985) .
The physiological mechanism that underlies linear IPSP-EPSP interactions is conventional hyperpolarizing inhibition. When a hyperpolarizing synapse is activated, negative current enters the cell, driving the membrane potential away from threshold, thereby reducing the neuron's excitability. The interaction with EPSPs is largely linear since the currents injected by both excitatory and inhibitory synapses sum on the membrane capacitance (Eccles, 196 1) .
The physiological mechanism that underlies nonlinear IPSP-EPSP interactions is shunting inhibition. When a shunting synapse is activated, ion channels open in the postsynaptic membrane exactly as they do with hyperpolarizing inhibition. Shunting synapses, however, need not, by themselves, admit hyperpolarizing current into the cell. Instead, the opening of the synaptic channels causes a conductance change that is large enough to shunt excitatory postsynaptic currents (EPSCs) generated at nearby synapses. A fraction of any excitatory current passing by the shunting synapse will leak out of the open inhibitory channels, reducing the size of the EPSPs generated by the excitatory current.
Single inhibitory synapses may have both shunting and hyperpolarizing effects. The magnitude of the hyperpolarizing effect depends on the size of the driving force on the ions to which the inhibitory channels are permeable. The magnitude of the shunting effect depends primarily on the size of the conductance of the active synapse.
Shunting and hyperpolarizing inhibition differ not only in their linearity, but also in the duration and spatial spread of their effectiveness. Hyperpolarizing inhibition lasts as long as the IPSP lasts, which can be tens of milliseconds, depending on the time constant of the cell. Shunting effects, however, last only as long as the postsynaptic ion channels remain open, which is on the order of a few milliseconds for receptors directly linked to ion channels. Hyperpolarizing IPSPs also have a much broader spatial spread than shunting inhibition. Wherever a hyperpolarizing IPSP is generated, it has a direct effect on the membrane potential of the soma, and therefore on neuronal excitability. Shunting inhibition, in contrast, acts only locally, attenuating only those EPSPs generated nearby in the dendritic tree. Shunting inhibition can therefore selectively antagonize the effects of EPSPs generated at specific times and within specific regions of the dendritic tree. The result is a neuron capable of performing multiple independent calculations in different parts of its den-dritic tree (Koch and Poggio, 1985) , making shunting an attractive mechanism for modeling the complex responses of neurons.
Hyperpolarizing inhibition is a common feature among neurons of the mammalian CNS. Shunting inhibition is experimentally more difficult to detect, and the extent to which it occurs is still unclear. One way to test for the presence of shunting inhibition is to search for the changes in input resistance that should accompany the activation of shunting synapses (Douglas et al., 1988; Pei et al., 199 1) . This method might fail to detect shunts if they were located on spines or in electrically remote regions of the dendritic tree. While models of the electrical properties of cortical neurons suggest that no regions of the dendrites are electrotonically remote from the soma (Koch et al., 1990) , this question remains to be tested experimentally in cortical cells in viva.
ulatinu the excitatorv motoneuron evoked a large EPSP: stim-A more direct method of measuring the shunting induced by inhibitory synapses was used in the crayfish muscle fiber by Fatt and Katz (1953) . The crayfish muscle is innervated by two motoneurons, one of which is excitatory and one inhibitory. Stim5mV
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Bridge ' Figure I . The response of a cortical cell to a 100 pA current pulse. Two traces are superimposed, one recorded in conventional bridge mode (Bridge) with resistance compensation set to 0 MR, the other in discontinuous current clamp mode @CC). The resting potential of the cell was -65 mV. The neuron's input resistance was 180 MQ, and the electrode resistance. 12 Ma. 
Materials and Methods
Animalpreparation. Experiments were performed on young adult female cats, 2-3 kg in weight. Anesthesia was induced with a mixture of ketamine hydrochloride (30 mg/kg) and acepromazine (0.3 mg/kg) given intramuscularly.
A cannula was then inserted into a femoral vein, and anesthesia was maintained for the rest of the experiment with an intravenous infusion of sodium thiopental (30 mg/kg initial dose, l-2 mg/ kg/hr maintenance dose). A second venous cannula was inserted for infusion of a muscle relaxant, and a tracheal cannula was inserted for artihcial respiration. The animal was then placed in a stereotaxic head holder with the thorax suspended from a clamp on the cervical vertebrae. A pneumothorax was performed to minimize respiratory-induced movements of the brain.
To minimize motion of the eyes, paralysis was induced with pancuronium bromide (0.2 mg/kg initial dose, 0.2 mg/kg/hr maintenance dose) after surgery was completed. The cat was then artificially respirated throughout the experiment at a rate sufficient to maintain peak expired CO, at 3.54%. Bodv temoerature was maintained at 38.5"C. Several measures were taken to ensure that the animal was properly anesthetized during paralysis. (1) Paralysis was not begun until all major surgery was completed and a stable state of anesthesia was clearly maintained by the pentathol infusion. (2) Doses of pentathol in addition to the steady infusion were given if indicated by a change in heart rate. To test the pentathol dosage, two animals have been maintained for over 10 hr tained using an in vivo variation of the whole-cell patch method (Hamill et al., 198 1) developed by Blanton et al. (1989) for use in neuronal tissue slices. Patch electrodes were made from fiber-containing borosilicate glass capillaries of 1.2 mm outer diameter and 0.9 mm inner diameter. They were pulled on a horizontal puller @utter Instruments) with a twostage pull. Resulting electrode tip sizes ranged from 1 to 1.5 pm. Compared to electrodes designed for in vitro use, our electrodes were given a long taper (6-7 mm) in order to minimize dimpling of the cortical surface. Resistances ranged from 5 to 12 MQ when the electrodes were filled with a solution buffered to pH 7.4 containing (in mM) K+-gluconate, 135; HEPES, 5; MgCl,, 2; EGTA, 1.1; CaCl,, 0.1; ATP, 3; GTP, 2; and cGMP, 0.02 (adjusted to 280 mOsm). In some cases, subsequent to being filled, the tapering part of the electrode was coated to within 1 mm of the tip with M-Coat acrylic coating (Measurements Group, Inc., Raleigh, NC) to reduce electrode capacitance.
Electrodes were introduced into the brain through a long, narrow craniotomy positioned over the lateral gyrus (Horsely-Clark coordinates: lateral 1 to lateral 3, AP 0 to AP -9). The dura over the cortex was reflected, while the pia and arachnoid were left intact. An electrode was positioned over the cortex using a hydraulic microdrive (Newport, Fountain Valley, CA). The craniotomy was then covered with warm agar (3% in normal saline) to prevent drying of the cortical surface and to reduce vascular pulsations. After the agar solidified, the electrode was advanced slowly through the cortex. At the same time, a small amount of positive pressure (approximately 30 mm Hg) was maintained on the electrode. Electrode resistance was monitored by observing the change in voltage induced by a 20-30 msec current pulse of -100 pA, using an Axoclamp intracellular amplifier (Axon Instruments, Foster City, CA) in the bridge mode. An increase in resistance of 20-50 MR was taken as a sign that the electrode had encountered the membrane of a cell. At that point, the positive pressure was removed from the electrode, and slight suction was applied by mouth. In some cases, a gigaohm seal was obtained, as indicated by the response to the current pulse. Further brief pulses of negative pressure were then applied to break the seal. A successful recording was indicated by a sudden drop in seal resistance and the appearance of a resting potential, along with large synaptic potentials evoked by electrical stimulation of the LGN. After each attempt at obtaining a seal, the electrode was replaced. Successive electrode tracks were spaced approximately i/z mm apart on the cortical surface. Intracellular potentials were recorded by computer at a sample rate of 4 kHz for visually evoked responses and 15 kHz for electrically evoked responses. Signals were low-pass filtered before digitization to prevent aliasing.
Resting potentials for 25 neurons obtained with the whole-cell patch method ranged from -45 mV to -70 mV, with an average of -60 mV. Cells were held for between 5 and 90 min, with an average of 35 min. The depth of the neurons from the cortical surface ranged from 100 to 900 pm. Cells were located in layers l-5, as indicated by their orthoand antidromic responses to electrical stimulation and by their receptive field properties (Ferster and Lindstrom, 1983) . Of the 25 neurons from which whole-cell recordings were obtained, the test for shunting inhibition was performed on five simple cells from layer 4 and one complex cell from layer 3. Only those cells will be considered in the results.
Input resistances varied from 50 MQ to 200 MQ, as measured with a current pulse of 100 pA passed through the recording electrode. An example of the response of the membrane potential to a test pulse is shown for a complex cell in Figure 1 . Two traces are superimposed in the figure. One is the response to the test pulse recorded in the continuous current-clamp (bridge) mode, but with no compensation for electrode resistance. The second is the response recorded in the discontinuous current-clamp (switch-clamp) mode with a switching rate of 9 kHz. The switch-clamp record indicates that the cell had an input resistance of approximately 180 MS2. The difference in the two traces arises from the electrode resistance of approximately 15 MQ. Visualstimulation.
High-contrast moving and stationary bars of light were projected onto a tangent screen 57 inches away from the cat's eyes. Phenylephrine hydrochloride (lOO!'o) was applied to the eyes to retract the nictitating membranes; atropine sulfate (1%) was applied to dilate the pupils and paralyze accommodation.
Contact lenses with 4-mmdiameter artificial pupils were inserted. The power of the contact lenses was chosen to focus the retina onto the tangent screen. All visual stimuli were presented monocularly to the dominant eye.
Electrical stimulation of the lateral geniculate nucleus. A stimulating electrode was placed in the LGN. This electrode was an etched, lacquercoated tungsten wire, with 200-500 pm exposed at the tip. Its position was chosen in each experiment so that the receptive fields of neurons recorded from its tip were located on the tangent screen 2-3" below and lateral to the projection of the area centralis. When the positions of the geniculate stimulating electrode and cortical recording electrode were properly matched within the receptive-field maps of the two structures, the thresholds of cortical field potentials evoked from the LGN were less than 100 PA (200 psec duration, electrode negative). The amplitudes of the intracellular responses evoked from subfields 2 and 3 are twice as large as those evoked from subfields 1 and 4, indicating that the two centrally located subfields (2 and 3) are about twice as responsive as the two peripherally located ones (1 and 4). In addition, action potentials could be evoked only from regions 2 and 3. (This is evident in individual traces, though not in the averaged traces of Fig. 2 .) Presumably, in extracellular records only regions 2 and 3 would have been detected. The subregions of simple receptive fields have been proposed to arise from presynaptic geniculate relay cells whose receptive fields are arranged in rows (Hubel and Wiesel, 1962; Chapman et al., 1991) . According to the model, subregion 2 arises from a row of presynaptic on-center cells, and subregion 3 from a row of off-center cells, as shown in Figure 2 , lower right. The weaker excitatory responses of region 1 could then be accounted for by the surrounds of the relay cells whose centers contributed to region 2. Similarly, region 4 results from the surrounds of relay cells underlying region 3.
Results

Shunting
The response of the simple cell to a moving visual stimulus is presented in Figure 3 . When an appropriately oriented bar was swept across the receptive field (Fig. 3A,B) , a series of depolarizations and hyperpolarizations occurred as the bar encountered each of the subfields in turn. The four phases of the response to downward motion represent (1) hyperpolarization as the bar enters OFF region 1, (2) depolarization as the bar enters ON region 2 and simultaneously leaves OFF region 1, (3) hyperpolarization as the bar enters OFF region 3 and leaves ON region 2, and (4) depolarization as the bar enters ON region 4 and leaves OFF region 3. The sequence is repeated in reverse order as the bar moves across the receptive field in the opposite direction (Fig. 3B) .
Sweeping the bar across the receptive field in the nonpreferred orientation (Fig. 3C, D) evokes only a small depolarization, barely visible in the individual traces. This small depolarization can also be explained in terms of the input from the presynaptic At. Once the cell's response to visual stimulation alone was determined, electrical stimulation of the LGN was delivered together with visual stimulation. The electrical stimulus to the LGN evoked an EPSP in the cell (referred to as the test EPSP). A low frequency of electrical stimulation (approximately 1 Hz) was used so that the cortical visual response would have time to recover from the disruption caused by one electrical stimulus before the next one was delivered. The exact frequency of electrical stimulation was chosen for each cell so as not to match the frequency of the sweep of the visual stimulus. The asynchronous presentation of electrical and visual stimuli meant that each successive electrical stimulus was delivered with the visual stimulus located at a slightly different position within the receptive field. A diagram of the manner in which test EPSPs were evoked in the midst of the response to the visual stimulus is shown in Figure 4 . In trial 1, the electrical stimulus was delivered as the bar entered the first subregion of the receptive field. The resulting test EPSP is highlighted by the small rectangle overlying the trace and is shown with an expanded time base in the box below the visual trace. In trial 2, the electrical stimulus was delivered as the bar left the second subregion of the receptive field. In all, 200-300 electrical stimuli were applied in order to test the effects of the bar as it swept through each portion of the receptive field.
A series of 13 test EPSPs recorded from the cell in Figures 2-4 are superimposed in Figure 5A . In this cell, and in all of the simple cells studied, two major EPSP components are visible. The early component (labeled "1" in Fig. 5A ) with a latency of 1.8 msec reflects monosynaptic excitation from the relay cells ofthe LGN (Ferster and Lindstrom, 1983) . The later component (labeled "2" in Fig. 5A ) reflects excitation from corticogeniculate cells of layer 6 that have been antidromically activated by the geniculate stimulus (Ferster and Lindstrbm, 1985) . A diagram of the circuit that mediates these two components of the EPSP is shown in Figure 5B . Although the two components of the EPSP have very different latencies, they are both mediated by monosynaptic connections. The long latency of the second component (3.6 msec) is caused by the slow conduction velocity of the antidromically activated corticogeniculate axons. Following In Trial I, the electrical stimulus was delivered as the bar entered the first subregion of the receptive field. The response to the electrical stimulus is highlighted by the small rectangle overlying the trace, and is shown with an expanded time base in the box below. In Trial 2, the electrical stimulus was delivered as the bar left the second subregion of the receptive field.
the two EPSP components is a long-lasting IPSP, the beginning size; a reduction in one component is usually accompanied by of which is visible at the end of the records (labeled "3" in Fig. a reduction in the other. To determine how variations in test 5A).
EPSP amplitude are related to the visual stimulus, the test EPSP The amplitude of the postsynaptic response to the electrical amplitude was plotted against the position within the receptive stimulus varies dramatically from trial to trial. The smallest of field at which the bar was located when each electrical stimulus the responses contained in Figure 5A are less than 20% of the was delivered (Fig. 6 ). The amplitude of the test EPSP was size of the largest. Both components of the test EPSP vary in defined as the difference between the potential measured at point for a given bar position, the instantaneous membrane potential in the absence of electrical traces stimulation is located directly above the corresponding test EPSP amplitude. During the recording of all traces in the figure, the cell was held hyperpolarized with -120 pA of current injected through the recording electrode. The current was applied to prevent the test stimulus from evoking action potentials that would obscure the peak of the response. The injected current hyperpolarized the membrane potential (measured at the beginning of each trace, with the visual stimulus outside the receptive field) from -60 to -80 mV. The insets, and the numbers above the responses inA and-B, are identical to these in Figure 3 .
"2" in Figure 5A (near the peak of the second component) and the potential measured 1 msec after the shock artifact. Traces in which action potentials occurred prior to the EPSP peak were excluded from the graphs because of the resulting distortion in EPSP shape. Four separate graphs are shown for four different directions of bar motion, which is indicated in the inset accompanying each graph. The continuous curve above each graph is the visually evoked membrane potential recorded in the absence of electrical stimulation. The graph and the continuous curve are plotted in register: for a given bar position, the instantaneous membrane potential in the absence of electrical stimulation is located directly above the corresponding test EPSP amplitude.
The graphs of Figure 6 show that the size of the test EPSP is strongly correlated with the position of the visual stimulus within the receptive field. With the bar at the preferred orientation (Fig. 6A,B) , the test EPSP amplitude is consistently reduced by 80% or more when the bar enters the ON regions (2 and 4) of the receptive field. Conversely, the test EPSP size is increased slightly when the bar enters the OFF regions. Little significant change in test EPSP amplitude occurs when the bar passes through the receptive field in the nonpreferred orientation.
Part of the variation in test EPSP size visible in Figure 6 is unrelated to bar position: there is considerable scatter in the size of the test EPSP at any one bar position. Part of the scatter is attributable to normal variations in the size the test EPSP that occur even in the absence of visual stimulation. The test EPSP rides on top of spontaneous and visually evoked fluctuation in membrane potential which can distort the EPSP's shape. The distortion is large enough in some cases to make the smallest test EPSPs appear to have a slightly negative amplitude.
The effect of visual stimulation on the test EPSP is shown for a second simple cell in Figures 7 and 8 . Sample responses to the electrical stimulation are shown in Figure 7 . For this cell, the size of the early component of the test EPSP (thin arrow in Fig. 7) is plotted against the position of the visual stimulus in Figure 8 . The organization of Figure 8 is similar to that of Figure  6 . The continuous traces show the averaged response of the membrane potential to the visual stimulus alone. Below each trace, the amplitude of the test EPSP, recorded while the visual stimulus swept across the receptive field, is plotted against the instantaneous position of the bar. The response to the moving bar and to a flashing bar (not shown) indicates that the receptive field of this cell had five subregions, three ON regions alternating with two OFF regions. As in Figure 6 , the visual stimulus evoked sequential depolarizations as the bar of preferred orientation entered an ON region or left an OFF region. Unlike the cell in Figure 6 , a bar of the nonpreferred orientation evoked a significant depolarization in the cell of Figure 8 (though few action potentials). The response to the orthogonal orientation consists of a single wave of depolarization with a peak amplitude slightly . Sample responses to electrical stimulation of the LGN recorded in a second simple cell as a visual stimulus was swept through the receptive field. The thinner arrow points to the peak of the EPSP mediated by monosynaptic excitatory input from geniculate relay cells. This is the point at which the test EPSP amplitude was measured for constructing the plots of Figures 8 and 9 . The thicker arrow points to the peak ofthe IPSP and is the point at which measurements were made for the plots in Figure 12. more than half as large as the peak amplitude of the preferred response. The response lasted approximately as long as the five phases of the preferred response.
Although Figures 6 and 8 show similar effects, they do so for different components of the test EPSP. In Figure 6 , the amplitude of the late EPSP, mediated by corticogeniculate cells, is plotted, while in Figure 8 , the amplitude of the early EPSP, mediated by geniculate relay cells, is plotted. The late EPSP component is partially overlapped by the beginning of the disynaptic IPSP (Fig. 5 ). This could introduce some distortion in the graphs of Figure 6 since the IPSP varies in size during visual stimulation. The distortion is small, however, since the peak of the late EPSP occurs long before the IPSP has grown to its maximum height. For the early component, the distortion is negligible since the EPSP amplitude was measured in Figure 7 at a point at which the IPSP has barely begun, about 1 msec after the EPSP onset.
The relationship between test EPSP size and membrane potential
The plots of test EPSP size against bar location in Figures 6 and 8 both show that the size ofthe test EPSP is significantly reduced during some phases of the visual response. In Figure 6 , the reductions occur only in the preferred orientation; in Figure 8 , they occur at both stimulus orientations. The common feature of all the plots in Figures 6 and 8 is a direct association not between EPSP size and bar position, but between test EPSP size and membrane potential. Sharp reductions in test EPSP size occurred whenever the membrane was depolarized by the visual stimulus, regardless of its orientation or direction. At the preferred orientation both cells showed significant depolarizations, each of which was accompanied by reductions in test EPSP size. At the null orientation, only one cell showed a significant depolarization, and only that cell showed reductions in test EPSP size.
Bar Position (deg) The exact relationship between the visually evoked depolarization and test EPSP size is illustrated in Figure 9 for the cell in Figure 8 . In Figure 9 , A and B, the size of each test EPSP is plotted against the base membrane potential (the membrane potential measured 1 msec before the beginning of the test EPSP) for the two orientations of bar motion. The relationship between the test EPSP size and base membrane potential is remarkably linear (Fig. 9A,B) . The linear relationship holds for test EPSPs recorded with visual stimulation at either orientation. Furthermore, the graph suggests that test EPSP size is more closely related to base membrane potential than it is to bar position. In Figure 8 , at any one bar position the scatter in test EPSP amplitudes is about 4 mV, or 50% of maximum. In Figure 9 , A and B, at any one membrane potential the scatter in test EPSP amplitudes is about 2 mV, or 25% of maximum. In other words, the changes in test EPSP size may arise directly from changes in base membrane potential. The higher variability associated with bar position may be accounted for by variations in membrane potential that occur from trial to trial at any one bar position.
The similarity between the two graphs of Figure 9A and B provides further evidence that the membrane potential, and not a visually activated inhibitory input, mediates the effect of the visual stimulus on test EPSP size. The relationship between test EPSP size and base membrane potential is nearly identical for the two stimulus orientations; the slopes of the least-squares fits to the two graphs are 0.33 and 0.40 (R = 0.96 and 0.94). The lateral shift between the two graphs can be accounted for by a 5 mV drift in the measured resting potential between the time the data for the two graphs were recorded.
Results similar to those shown in Figures 7-9 were obtained from a layer 3 complex cell that received monosynaptic excitation from the LGN. Plots of the size of the electrically evoked monosynaptic EPSP against base membrane potential were as linear as those shown in Figure 9 . A membrane depolarization of 25 mV was associated with an 80% reduction in the size of the test EPSP (from approximately 16 mV to 3 mV) at both the null and preferred stimulus orientations (R = 0.85 and 0.82).
The dependence oftest EPSP size on base membrane potential can be explained by four possible mechanisms other than shunting inhibition: (1) fatigue of the excitatory synapses, (2) visually evoked changes in activity of the presynaptic axons, (3) reduction of input resistance by the opening of voltage-sensitive channels, and (4) reduction of the driving force on EPSCs (which we will suggest contributes most strongly to Fig. 9 ). We will consider each of these possibilities in detail in the Discussion.
Hyperpolarizing inhibition There is no doubt that substantial hyperpolarizing inhibition is evoked by visual stimulation (Ferster, 1988) . The contribution of synaptic inhibition can be measured by comparing the response of a simple cell to visual stimulation in the presence and absence of a steady hyperpolarizing current injected through the recording electrode (Fig. 10) . In the figure, the thick lines correspond to responses recorded without current, while the thin lines compared to responses recorded with current. The iniected Arithmetic in Cat Visual Cortex -120pA-5I-q OpA-500 ms Figure 10 . Intracellular responses (of the same neuron illustrated in Fig. 2) to the moving bar stimulus. For each of two directions of motion, the two superimposed traces were recorded with and without a steady hyperpolarizing current (-120 PA) injected through the electrode. The injected current increased the resting potential significantly (approximately 10 mV), but the traces with and without current are superimposed in order to compare the amplitude of the stimulus-evoked changes in membrane potential. The hyperpolarizing components of the responses are smaller in the presence of hyperpolarizing current, indicating that these hyperpolarizations are in part generated by the activation of inhibitory synapses with a reversal ootential below rest. Each trace is an average of four individual responses that was smoothed by a moving boxcar average of 15 msec width. _ current, which lowers the membrane potential, decreases the size of the visually evoked hyperpolarizations. This decrease could only occur if the reversal potential of the underlying synaptic events were below the resting membrane potential, that is, if the synapses were inhibitory.
The size of the visually evoked depolarizations is not predicted to be significantly affected by the injected current: because the EPSP driving force is large, current-induced changes in membrane potential have little effect on the size the depolarizations. A 10 mV change in membrane potential caused by the injected current might decrease the IPSP driving force almost to 0, but increases the EPSP driving force by only 15%. (The visually evoked depolarizations in the traces recorded without current are paradoxically slightly larger that those recorded with current. This is partly the result of the spikes that occur in the absence of current in the individual records making up the averaged traces.)
The visually evoked hyperpolarizations observed in Figures 3 and 10 may also result in part from a reduction in the spontaneous activity of presynaptic excitatory relay cells that underlie the simple cell's receptive field. A significant portion of the hyperpolarizations, however, must result from synaptic inhibition. It has been proposed elsewhere that the inhibition arises from nearby cortical simple cells (Palmer and Davis, 198 1; Ferster, 1988) .
The biophysical properties of synapses dictate that the size of an IPSP will be proportional to the difference between membrane potential and IPSP reversal potential. During the response to visual stimulation, then, the larger the visually evoked depolarization, the larger a simultaneously evoked IPSP should be. This is exactly the case in simple cells, as shown by measurements of the size of the electrically evoked IPSP that followed the test EPSP (thick arrow in Fig. 7 ). Visually evoked changes in test IPSP size and in membrane potential are shown in Figure 11 for the simple cell illustrated in Figures 8 and 9 . This cell's response to the moving stimulus showed three distinct depolarizing phases during which the test EPSP decreased in size. The test IPSP did exactly the opposite, increasing in size whenever the membrane was depolarized by the visual stimuli of either orientation. Plots of test IPSP size against base membrane potential for both orientations are shown in Figure 12 .
As expected, the relationship between IPSP amplitude and membrane potential is linear.
Discussion
In this experiment, we have failed to find any evidence for shunting inhibition in cells of the cat visual cortex. To search for shunting inhibition, we examined the effects of visual stimulation on the amplitude of a test EPSP evoked by electrical stimulation of the LGN: shunting inhibition, if present, must decrease the size of the test EPSP. Visual stimuli do produce large reductions in the size of the test EPSP, but these reductions are not the result of shunting inhibition. During phases of the visual response in which the membrane is visibly hyperpolarized by IPSPs, the size of the test EPSP is slightly increased (Figs. 6, 0 Visually evoked shunting should depend only on the characteristics of the visual stimulus, such as its position, orientation, and direction of motion. The visually evoked changes in test EPSP size are clearly linked with bar position but are much more strongly dependent on membrane potential, including spontaneous fluctuations in membrane potential that occur independently of the visual stimulus (Fig. 9) .
The method used to search for shunting inhibition has two strengths. The first is that it directly reveals the end effect of shunting inhibition: the reduction of EPSP size. The second advantage is that the method is sensitive to the presence of shunting inhibition anywhere within the dendritic tree. The synapses activated by the test stimulus are located throughout the dendritic tree (Davis and Sterling, 1979; McGuire et al., 1984; Freund et al., 1985) , so that any shunt activated by the visual stimulus will lie near enough to some of the synapses mediating the test EPSP to decrease the test EPSP amplitude. These two aspects of the method make it possible to detect shunting even in portions of the dendritic tree that might be electrotonically remote from the soma.
Shunting synapses evoked by stimuli of the nonpreferred orientation have been proposed as a mechanism for creating or sharpening orientation selectivity of cortical cells (Koch and Poggio, 1985) . Douglas et al. (1988) have shown that the input resistance of cortical neurons is not reduced significantly by visual stimulation at the null orientation, suggesting that these stimuli do not activate shunting IPSPs in the soma, or in regions of the dendritic tree closely electrically coupled to the soma. Our experiment demonstrates that visually evoked inhibition does not significantly shunt EPSPs anywhere in the dendritic tree. Visually evoked shunting inhibition would decrease the size ofthe test EPSP. In three ofthe six cells, significant decreases in test EPSP size were generated by null-oriented stimuli. As illustrated in Figure 9 , however, these are not the result of shunting inhibition, but instead arise from visually evoked membrane depolarization. Since the amount of reduction in test EPSP size at each orientation is the same for a given membrane depolarization (compare Fig. 9A and B) , the mechanism underlying the reductions at each orientation is probably the same. Moreover, even if the reduction in test EPSP size in both cases were a result of shunting inhibition, the underlying inhibition cannot sharpen orientation tuning: the reductions in test EPSP size are actually greater at the preferred orientation than at the null.
We note in passing that the results in Figure 9 also provide evidence against the use of presynaptic inhibition at the synapses that mediate the test EPSP. The reasoning that supports this conclusion is analogous to that applied to shunting inhibition. If the visual stimulus were to evoke presynaptic inhibition, test EPSP size would change as a function of bar position and orientation exactly as predicted for shunting inhibition. As we have stated above, the changes in test EPSP size are dependent on depolarization of the postsynaptic cell, not directly on bar po- sition. Therefore, presynaptic inhibition cannot explain the observed reductions in EPSP size. This conclusion applies only to synapses mediating components 1 and 2 of the test EPSP. Other excitatory inputs to simple cells could be subject to presynaptic inhibition, though there is little anatomical evidence for axoaxonic contacts in the visual cortex.
The origin of the linear relationship between test EPSP size and membrane potential
In the Results, we suggested four possible mechanisms for the visually evoked reductions in test EPSP size that are more likely than shunting inhibition. Here, each will be considered in turn.
(1) Large visually evoked depolarizations require repetitive activation of excitatory synapses, which might cause fatigue in these synapses. Since the visual and electrical stimuli activate many of the same presynaptic neurons (geniculate relay cells and corticothalamic cells), visually induced fatigue could cause the reductions in test EPSP size observed in Figure 9 . To measure the extent of the fatigue that occurs in geniculocortical synapses, we electrically stimulated the LGN at 100 Hz and recorded the EPSPs evoked in a layer 4 simple cell (Fig. 13A) . The traces show that there is a small but noticeable decrease in EPSP size during the course of the stimulus train. When the average EPSP size for four traces is plotted against stimulus number (Fig. 13B, solid line) , a 25-30% reduction in EPSP size can be seen.
It should be noted that the fatigue mechanism affects only those presynaptic neurons activated simultaneously by the visual stimulus and the electrical stimulus. The electrical stimulus is supramaximal and presumably activates nearly all the axons presynaptic to the simple cell. The visual stimulus activates at any one time only those geniculate neurons contributing to one or two subfields in one eye. Fatigue will therefore affect only a fraction of the electrically activated axons and is unlikely to explain completely the large effects of visual stimulation on test EPSP size.
(2) Changes in the presynaptic volley might occur if the test EPSP were disynaptic. Visual stimulation could then reduce the excitability of the interneurons mediating the test EPSP, which would, in turn, result in a reduction in test EPSP size. In the test EPSP of Figures 5A and 7 , however, both components are monosynaptic (though component 1 is orthodromically activated and component 2 is antidromically activated). Therefore, changes in the presynaptic volley caused by changes in the excitability of interneurons cannot explain the relationship shown in Figure 9 .
The visual stimulus might also affect the presynaptic volley through collision between visually and electrically evoked spikes in the presynaptic axons. During a visually evoked depolarization, the number of geniculate relay cells firing at any given time increases, thus increasing the percentage of axons that are in their refractory period when the electrical stimulus is delivered. The size of the test EPSP would consequently be reduced because fewer axons would respond to the electrical stimulus. The reduction would be significant if the visually evoked firing rates in a large number of geniculate neurons were to approach the maximum firing rate that their axons can sustain. Geniculate neurons can easily fire at rates as high as 200 Hz in response to high-contrast stimuli of the type used here (Cleland and Lee, 1985) . As with fatigue, however, the collision mechanism will affect only those axons that are visually active, which is likely to be only a fraction of those activated by the electrical stimulus.
(3) The visually evoked depolarization likely opens voltagesensitive ion channels that are known to be present in most neurons of the mammalian CNS. If the conductance of these channels is large enough, they could reduce the cell's input re-sistance, which would in turn reduce the size of the test EPSP. Tests with injected current pulses indicate that the input resistance of some cortical cells is reduced by no more than 20% by visual stimuli (Berman et al., 1991) . Figure 12 confirms this observation.
The evidence depends on the fact that the size of the test IPSP depends not only on base membrane potential, but on input resistance as well. By Ohm's law, the inhibitory postsynaptic current (IPSC) that flows through gsyn, the synaptic conductance, produces a voltage proportional to R,,, the cell's input resistance. For g,,, K l/R,,, AL',,, = IPSC.R,,, IRK = (V,n -'we&", A v,,, = (v,, -&J~gsy:Rw Assuming that g,,, is constant from trial to trial, the test IPSC can be used to monitor input resistance, as could be done with a small current pulse injected through the recording electrode. The test IPSC cannot measure absolute input resistance, however, since the conductance change, g,,,, is unknown; only variations in input resistance can be detected. However, the IPSC, unlike the current pulse, measures the input resistance not at the soma, but at the site of the inhibitory synapses, wherever they are in the dendritic tree. The linear relationship of Figure  12 suggests that except perhaps at or above the threshold, the cell's input resistance does not change during the visual response, even when the cell is significantly depolarized. This question may best be addressed in the future with voltage-clamp experiments.
(4) The mechanism that we feel most likely explains the visually evoked reduction in test EPSP size is that visually evoked depolarizations reduce the driving force on EPSCs activated by the test stimulus. The known properties of postsynaptic currents, as summarized in Equation 1, predict the linear relationship shown in Figure 9 . Assuming, for example, a reversal potential of 0 mV for the test EPSP (Coombs et al., 1955; Finkel and Redman, 1983; Jahr and Stevens, 1987; Yakel et al., 1988) , at the -60 mV resting potential of this cell, the electrochemical driving force on the EPSC would be 60 mV. In the presence of a visually evoked depolarization of 10 mV at the site of the excitatory synapses, the driving force would then be reduced by one-sixth, from 60 mV to 50 mV. Consequently, the EPSC and EPSP will be reduced by one-sixth. The reduction in test EPSP size associated with a 10 mV depolarization in Figure 9 is surprisingly much larger than one-sixth, about 50%. In order for this large change in test EPSP size to be explained in terms of a reduction of ionic driving force, the visually evoked change in membrane potential at the site of the excitatory synapses must be three to four times larger than that seen in the cell body.
Evidence that depolarizations in the dendrites are larger than those seen at the soma Further evidence that visually evoked depolarizations are larger in the dendrites than in the soma arises from a peculiar feature of the responses shown in Figure 6 . In Figure 6A , the first depolarization (phase 2) in the response represents the entry of the bar into ON region 2, while the second (phase 4) represents the exit from OFF region 3. The first depolarization likely reflects activity in presynaptic ON-center cells, and the second reflects presynaptic activity in OFF-center cells. In Figure 6B , as the bar passes in the other direction across the receptive field, it enters ON region 2 and leaves the OFF region 3 simultaneously. The same ON-and OFF-center cells that in Figure 6A were activated sequentially are now activated simultaneously. The presynaptic activity now equals the sum of the presynaptic activity that underlies the two depolarizations in Figure 6A . One would expect, therefore, that the depolarization in Figure 6B should equal the sum of the two depolarizations in A. Surprisingly, it does not; as the bar moves from the OFF region to the ON region (phase 2 in Fig. 6B ), the depolarization is no larger than either phase 2 or 4 in A.
This nonlinear interaction between the ON and OFF excitatory inputs cannot be explained by fatigue of synapses or collision of action potentials; two completely independent sets of inputs are activated simultaneously as the bar passes from the OFF region to the ON region in Figure 6B . The nonlinear interaction between ON and OFF inputs can most easily be explained by assuming that the depolarization in the dendrites is far larger than that observed in the cell body. In that case, the depolarization from the ON input would by itself bring the membrane potential of the dendrites close to the EPSP reversal potential. Active processes, such as dendritic voltage-activated CaZ+ channels, could assist the synaptic input in driving the membrane potential to the EPSP reversal potential. In any case, additional input from OFF-center cells would have little further effect on the membrane potential because the driving force on EPSCs is now so small. Assuming a reversal potential for EPSPs near 0 mV, the depolarization in the dendrites of this cell would have to be three to four times as large as that measured in cell body. This mechanism would fully explain the substantial drop in test EPSP size associated with visually evoked depolarizations observed in Figure 6 .
The electrotonic properties of simple cell dendrites Surprisingly, the relationship expressed in the graphs of Figure  9 give an indirect measure of the electrotonic properties of simple cell dendrites and spines. We have proposed that reductions in test EPSP size arise from depolarization-induced reductions in the EPSC driving force. Given this assumption, visually evoked depolarizations of 15 mV in the soma are only 25-30% of the 50-60 mV depolarization present at the excitatory synapse. A 25-30% decrement corresponds to an attenuation of slightly more than l/e, implying that the synapses mediating both early and late components ofthe test EPSP lie about 1 dendritic length constant away from the soma.
At first it might seem inefficient to decouple dendritic synapses electrically from the soma to the extent observed. Why should excitatory synapses depolarize the nearby membrane by 60 mV, only to have 75% of the depolarization decay away by the time it reaches the soma? An advantage of the attenuation between dendrite and soma is that it maps the full dynamic range of the excitatory synapses, the 60 mV between rest and the reversal potential, onto the full dynamic range of the spikegenerating mechanism, the 15 mV between rest and the spike threshold . In this way, the synapses can control the generation of spikes with fourfold greater resolution than they could have without the attenuation.
A similar attenuation may occur between the dendrites and soma in motoneurons of the cat. Iansek and Redman (1973) measured the passive electrical properties of motoneuron dendrites by measuring the response to brief current pulses and found the length constants of dendrites to be one to two times their physical lengths. Arithmetic in Cat Visual Cortex Synaptic integration in simple cells Two features make shunting inhibition an attractive mechanism for neuronal modeling. The first is that the interaction between excitation and shunting inhibition is nonlinear-the size of EPSPs is divided by the size ofthe shunting conductance. The nonlinear interaction allows for the implementation of the AND-NOT gate, or the synaptic veto mechanism by single cells . The AND-NOT gate has proven useful in modeling the origin of complex receptive field properties such as direction, orientation, and disparity selectivity (Koch and Poggio, 1985) . The second important feature of shunting inhibition is its restricted site of action. Shunting synapses act locally within the dendritic tree because they generate no synaptic currents. Instead, their conductances act as a passive sink for excitatory current generated within a restricted region of the dendritic tree. Since each region can operate independently as a separate computational unit, a single neuron would be able to perform multiple parallel operations on separate sets of synaptic inputs located within different regions of the dendritic tree. The soma would then integrate the results of these individual operations.
act silently through an increase in membrane conductance, but instead actively hyperpolarize the membrane away from the spike threshold by injecting negative current. The interaction
The picture of a neuron that emerges from the test EPSP experiment is a much simpler one. Inhibitory synapses do not Edwards FR, Hirst GDS, Silinsky EM (1976) between inhibition and excitation is linear-EPSPs and IPSPs sum to produce a net change in membrane potential. In addition, the dendritic tree acts as a single computational unit, rather than as a set of independent units: hyperpolarizing IPSPs do not act locally but spread to the soma where they interact with synaptic potentials arriving from all over the dendritic tree. EPSPs and IPSPs add linearly at the soma according to simple circuit principles, which form the foundations for the creation of intricate receptive field properties.
