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Kurzbeschreibung
Detaillierte 2D und 3D Körperschätzung von Menschen hat vielfältige Anwendungen
in unser aller Alltag: Interaktion mit Maschinen, virtuelle ‚Anprobe‘ von Kleidung
oder direkte Produktanpassungen durch Schätzung der Körpermaße sind nur einige
Beispiele. Dazu sind Methoden zur (1) detaillierten Posen- und Körpermaßschätzung
und (2) Körperdarstellung notwendig. Idealerweise sollten sie digitale 2D Bilder als
Ein- und Ausgabemedium verwenden, damit die einfache und allgemeine Anwend-
barkeit gewährleistet bleibt. Aufgrund der hohen Komplexität des menschlichen
Erscheinungsbilds und der Tiefenmehrdeutigkeit im 2D Raum sind datengetriebene
Modelle ein naheliegendes Werkzeug, um solche Methoden zu entwerfen.
In dieser Arbeit betrachten wir zwei Aspekte solcher Systeme: im ersten Teil entwi-
ckeln wir allgemein anwendbare Techniken für die Optimierung und Implementierung
maschineller Lernmethoden und stellen diese in Form von Softwarepaketen bereit.
Im zweiten Teil präsentieren wir in mehreren Schritten, wie die detaillierte Analyse
und Darstellung von Menschen basierend auf digitalen 2D Bildern bewerkstelligt
werden kann.
Wir arbeiten dabei mit zwei Methoden zum maschinellen Lernen: Entscheidungs-
wäldern und Künstlichen Neuronalen Netzen. Der Beitrag dieser Dissertation zur
Theorie der Entscheidungswälder besteht in der Einführung einer verallgemeinerten
Entropiefunktion, die eﬃzient auswertbar und anpassbar ist und es ermöglicht,
häuﬁg verwendete Heuristiken besser einzuordnen. Für Entscheidungswälder und
für Neuronale Netze beschreiben wir Methoden zur Implementierung und stellen
jeweils ein Softwarepaket bereit, welches diese umsetzt.
Die bisherigen Methoden zur 3D Körperschätzung aus Bildern beschränken sich
auf die automatische Bestimmung der 14 wichtigsten 2D Punkte, welche die Pose
deﬁnieren und deren Konvertierung in ein 3D ‚Skelett‘. Wir zeigen, dass durch die
Optimierung einer fein abgestimmten Energiefunktion auch ein voller 3D Körper,
nicht nur dessen Skelett, aus automatisch bestimmten 14 Punkten geschätzt werden
kann. Damit beschreiben wir die erste vollautomatische Methode, die einen 3D
Körper aus einem digitalen 2D Bild schätzt.
Die detaillierte 3D Pose, beispielsweise mit Rotationen der Körperteile und die
Beschaﬀenheit des untersuchten Körpers, ist damit noch nicht bestimmbar. Um
detailliertere Modelle zu erstellen wäre es notwendig, Daten mit einem hohen Detail-
grad zu annotieren. Dies skaliert jedoch nicht zu großen Datenmengen, da sowohl
der Zeitaufwand pro Bild, als auch die notwendige Qualität aufgrund der schwierig
einzuschätzenden exakten Positionen von Punkten auf der Körperoberﬂäche nicht er-
reicht werden können. Um dieses Problem zu lösen entwickeln wir eine Methode, die
zwischen der Optimierung der 2D und 3D Modelle alterniert und diese wechselseitig
verbessert. Dabei bleibt der Annotationsaufwand für Menschen gering. Gleichzeitig
gelingt es, 2D Modelle mit einem Vielfachen an Details bisheriger Methoden zu
erstellen und die Schätzung der 3D Pose und des Körpers auf Rotationen und
Körperumfang zu erweitern.
Um Bilder von Menschen zu generieren, beschränken sich existierende Methoden
auf 3D Modelle, die schwer anzupassen und zu verwenden sind. Im Gegensatz
dazu nutzen wir in dieser Arbeit einen Ansatz, der auf den Möglichkeiten zur
automatischen 3D Posenschätzung basiert: wir nutzen sie, um einen Datensatz aus
3D Körpern mit dazugehörigen 2D Kleidungen und Kleidungssegmenten zu erstellen.
Dies erlaubt es uns, ein datengetriebenes Modell zu entwickeln, welches direkt 2D
Bilder von Menschen erzeugt.
Erst das vielfältige Zusammenspiel von 2D und 3D Körper- und Erscheinungsmo-
dellen in verschiedenen Formen ermöglicht es uns, einen hohen Detailgrad sowohl
bei der Analyse als auch der Generierung menschlicher Erscheinung zu erzielen. Die
hierfür entwickelten Techniken sind prinzipiell auch für die Analyse und Generierung
von Bildern anderer Lebewesen und Objekte anwendbar.
Abstract
Detailed 2D and 3D body estimation of humans has many applications in our
everyday life: interaction with machines, virtual try-on of fashion or product
adjustments based on a body size estimate are just some examples. Two key
components of such systems are: (1) detailed pose and shape estimation and
(2) generation of images. Ideally, they should use 2D images as input signal so
that they can be applied easily and on arbitrary digital images. Due to the high
complexity of human appearance and the depth ambiguities in 2D space, data driven
models are the tool at hand to design such methods.
In this work, we consider two aspects of such systems: in the ﬁrst part, we propose
general optimization and implementation techniques for machine learning models
and make them available in the form of software packages. In the second part,
we present in multiple steps, how the detailed analysis and generation of human
appearance based on digital 2D images can be realized.
We work with two machine learning methods: Decision Forests and Artiﬁcial Neural
Networks. The contribution of this thesis to the theory of Decision Forests consists
of the introduction of a generalized entropy function that is eﬃcient to evaluate
and tunable to speciﬁc tasks and allows us to establish relations to frequently used
heuristics. For both, Decision Forests and Neural Networks, we present methods for
implementation and a software package.
Existing methods for 3D body estimation from images usually estimate the 14 most
important, pose deﬁning points in 2D and convert them to a 3D ‘skeleton’. In this
work we show that a carefully crafted energy function is suﬃcient to recover a full
3D body shape automatically from the keypoints. In this way, we devise the ﬁrst
fully automatic method estimating 3D body pose and shape from a 2D image.
While this method successfully recovers a coarse 3D pose and shape, it is still a
challenge to recover details such as body part rotations. However, for more detailed
models, it would be necessary to annotate data with a very rich set of cues. This
approach does not scale to large datasets, since the eﬀort per image as well as the
required quality could not be reached due to how hard it is to estimate the position
of keypoints on the body surface. To solve this problem, we develop a method that
can alternate between optimizing the 2D and 3D models, improving them iteratively.
The labeling eﬀort for humans remains low. At the same time, we create 2D models
reasoning about factors more items than existing methods and we extend the 3D
pose and body shape estimation to rotation and body extent.
To generate images of people, existing methods usually work with 3D models that
are hard to adjust and to use. In contrast, we develop a method that builds on
the possibilities for automatic 3D body estimation: we use it to create a dataset of
3D bodies together with 2D clothes and cloth segments. With this information, we
develop a data driven model directly producing 2D images of people.
Only the broad interplay of 2D and 3D body and appearance models in diﬀerent
forms makes it possible to achieve a high level of detail for analysis and generation
of human appearance. The developed techniques can in principle also be used for
the analysis and generation of images of other creatures and objects.
Danksagungen
Diese Arbeit ist zum Teil in den ersten drei Jahren meiner Doktorandenzeit an
der Universität Augsburg und zum Teil in den letzten zwei Jahren am Bernstein
Center for Computational Neuroscience und am Max-Planck Institut für Intelligente
Systeme in Tübingen entstanden.
Mein erster Dank gilt meinem Betreuer in Tübingen, Dr. Peter Gehler, für seine
vielfältige Förderung und Unterstützung und seine einzigartige Inspiration, die er
mit mir geteilt hat. Gleichermaßen bedanke ich mich bei meinem Betreuer an der
Universität Augsburg, Prof. Rainer Lienhart, für seine Förderung und Unterstützung.
Ich erinnere mich gerne an die Zeit an beiden Institutionen; weder diese Arbeit,
noch die darin vorgestellten Systeme wären ohne die Fähigkeiten, die ich bei beiden
Gruppen aus Augsburg und Tübingen erlernen durfte, entstanden. Mein besonderer
Dank in dieser Hinsicht gilt Prof. Michael Black, der es mir durch seine Förderung
und Zusammenarbeit mit seiner “Body Group” ermöglicht hat, den Bogen zwischen
2D und 3D Körpermodellen zu schlagen, was zum essentiellen Bestandteil dieser
Arbeit wurde. Mein weiterer Dank gilt Prof. Hendrik Lensch, Prof. Cordelia Schmid,
Prof. Matthias Bethge und Prof. Andreas Schilling für ihre Unterstützung und ihr
Feedback.
Bei meinen Kollegen in Augsburg und Tübingen möchte ich mich für die tollen wis-
senschaftlichen Diskussionen, aber auch die gute Atmosphäre und die entstandenen
Freundschaften bedanken. Ich erinnere mich gerne an die gemeinsamen Stunden im
Unikum in Augsburg mit Stefan Romberg, Fabian Richter, Dan Zecha und Christian
Eggert. Dan’s “weniger Abhängigkeiten sind mehr” wird mich weiterhin begleiten.
In Tübingen danke ich besonders Martin Kiefel, Fatma Güney, Thomas Nestmeyer,
Laura Sevilla-Lara, Varun Jampani und Sergey Prokudin für die gemeinsam ver-
brachte schöne Zeit. Darüber hinaus möchte ich mich bei Melanie Feldhofer für ihre
organisatorische Unterstützung und zielstrebige Gelassenheit in allen Situationen
bedanken; und natürlich genauso bei unserem Rocko “the rock”. Bei der Association
for Computing Machinery (ACM) bedanke ich mich für die ﬁnanzielle Unterstützung
in Form eines Student Travel Grants.
Ein besonderer Dank gilt meinen Förderern (chronologisch): Dr. Roland Kircher
und Dr. Claus Bahlmann von der Siemens AG, die mich für Computer Vision
und Modeling begeistert haben, Dr. Sebastian Nowozin für immer wieder tolle
Denkanstöße und Prof. Bernt Schiele für seine Förderung, tolle Retreats und Boulder-
Sessions.
Zum Schluss möchte ich mich bei meiner Familie und Freunden bedanken für die
tolle Unterstützung in allen Lebenslagen. Ganz besonders bei meinen Eltern für
ihre Weitsicht und Oﬀenheit, die sie mit mir geteilt und die Möglichkeiten, die sie
mir dadurch geschaﬀen haben.
Tübingen, 2018 Christoph Lassner

Contents
Notation and Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
I Introduction 3
1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Organization and Contributions . . . . . . . . . . . . . . . . . . . . 9
1.5 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Techniques and Notation . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Decision Forests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Deep Convolutional Neural Networks . . . . . . . . . . . . . . . . . 15
2.3 3D Body Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
II Machine Learning 21
3 Induced Entropies for Decision Forest Training . . . . . . . . . . . . . 23
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.1 Split Optimization Criteria for Decision Forests . . . . . . . 24
3.1.2 The Khinchin-Shannon Axioms . . . . . . . . . . . . . . . . 24
3.1.3 Generalized Entropies . . . . . . . . . . . . . . . . . . . . . 25
3.2 Induced Entropies for Discrete Systems . . . . . . . . . . . . . . . . 25
3.2.1 Deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.3 Equivalence of N2, the Gini Measure and T2 . . . . . . . . . 28
3.2.4 Relation to the Classiﬁcation Error . . . . . . . . . . . . . . 28
3.2.5 Eﬃcient Implementation . . . . . . . . . . . . . . . . . . . . 29
3.3 Diﬀerential Induced Entropy . . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.2 The Normal Distribution . . . . . . . . . . . . . . . . . . . . 30
3.3.3 Eﬃcient Implementation . . . . . . . . . . . . . . . . . . . . 31
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.1 Classiﬁcation . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.2 Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
i
3.4.3 Hough Forests . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.4 Timings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 An Object Oriented Decision Forest Implementation . . . . . . . . . . 39
4.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.1 Comparison with Existing Libraries . . . . . . . . . . . . . . 41
4.2 Library Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Source Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5 A Convenient Interface for High-Performance Deep Learning . . . . . 45
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 Concepts and Design . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2.1 Separation of Responsibilities . . . . . . . . . . . . . . . . . 47
5.2.2 Representation . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2.3 Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3.1 Protobuf Object Introspection . . . . . . . . . . . . . . . . . 49
5.3.2 Monitor Implementation . . . . . . . . . . . . . . . . . . . . 49
5.3.3 Visualization . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3.4 Quality Assurance . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 Source Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
III Combining Human Appearance Models 53
6 Fitting a 3D Body Model to 2D Keypoints . . . . . . . . . . . . . . . 55
6.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
7 Combining Joints and Segmentation for 3D Fitting . . . . . . . . . . 61
7.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.2 Segmentation Annotations . . . . . . . . . . . . . . . . . . . . . . . 65
7.3 Segmentation Prediction . . . . . . . . . . . . . . . . . . . . . . . . 67
7.3.1 Foreground Segmentation . . . . . . . . . . . . . . . . . . . 67
7.3.2 Body Part Segmentation . . . . . . . . . . . . . . . . . . . . 68
7.4 Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
7.4.1 Improving Body Part Segmentation . . . . . . . . . . . . . . 70
7.4.2 Identifying Erroneously Estimated Joints . . . . . . . . . . . 72
7.5 A Diﬀerentiable Segmentation Energy Term . . . . . . . . . . . . . 73
7.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
ii
8 Increasing the Level of Detail for 2D Models and 3D Fits . . . . . . . 77
8.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.2 Building the Initial 3D Dataset . . . . . . . . . . . . . . . . . . . . 79
8.2.1 Improving Body Shape Estimation . . . . . . . . . . . . . . 80
8.2.2 Handling Noisy Ground Truth Keypoints . . . . . . . . . . . 80
8.2.3 Exploring the Data . . . . . . . . . . . . . . . . . . . . . . . 81
8.3 Label Generation and Learning . . . . . . . . . . . . . . . . . . . . 82
8.3.1 Semantic Body Part Segmentation . . . . . . . . . . . . . . 83
8.3.2 Human Pose Estimation . . . . . . . . . . . . . . . . . . . . 85
8.3.3 3D Human Pose Estimation . . . . . . . . . . . . . . . . . . 86
8.3.4 Part-by-part Evaluation . . . . . . . . . . . . . . . . . . . . 88
8.3.5 Direct 3D Pose and Shape Prediction . . . . . . . . . . . . . 89
8.4 Closing the Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
9 A Generative Model of People in Clothing . . . . . . . . . . . . . . . . 95
9.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
9.1.1 3D Models of People in Clothing . . . . . . . . . . . . . . . 96
9.1.2 Generative Models . . . . . . . . . . . . . . . . . . . . . . . 98
9.2 Chictopia made SMPL . . . . . . . . . . . . . . . . . . . . . . . . . 98
9.2.1 Fitting SMPL to Chictopia10K . . . . . . . . . . . . . . . . 99
9.2.2 Face Shape Matching and Mask Improvement . . . . . . . . 100
9.3 ClothNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9.3.1 The Latent Sketch Module . . . . . . . . . . . . . . . . . . . 102
9.3.2 The Conditional Sketch Module . . . . . . . . . . . . . . . . 103
9.3.3 The portray Module . . . . . . . . . . . . . . . . . . . . . . 103
9.3.4 ClothNet-full and ClothNet-body . . . . . . . . . . . . . . . 103
9.3.5 Network Architectures . . . . . . . . . . . . . . . . . . . . . 104
9.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
9.4.1 The Latent Sketch Module . . . . . . . . . . . . . . . . . . . 104
9.4.2 The Conditional Sketch Module . . . . . . . . . . . . . . . . 105
9.4.3 Conditioning on Color . . . . . . . . . . . . . . . . . . . . . 106
9.4.4 ClothNet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
9.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
IV Conclusion 113
10 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.1 Limitations and Criticism . . . . . . . . . . . . . . . . . . . . . . . 117
11 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
11.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
iii
Appendix 125
A Equivalence of N2 and the Gini measure . . . . . . . . . . . . . . . . . 127
B Metric property of the induced entropy for 0 < q < 1 . . . . . . . . 129
C Integral of the Normal Distribution to Power . . . . . . . . . . . . . . 131
D Segmentation Fusion Model Hyperparameters . . . . . . . . . . . . . 133
E Additional Example Results for UP Models . . . . . . . . . . . . . . . 135
F ClothNet CNN Architectures . . . . . . . . . . . . . . . . . . . . . . . 137
Lists and References 141
Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
iv
Notation and Symbols
The overall notation and symbols are introduced here. For a brief method-speciﬁc
introduction, see Chapter 2.
General Notation
Scalars Regular (greek) lower case, e.g., a, b, c, δ, η.
Vectors Bold (greek) lower case, e.g., a, b, c, δ,η.
Vector element Subscript index, e.g., ai: the i-th element of a.
0 Zero vector.
Matrices Bold (greek) upper case, e.g., A,B,C,Λ,Σ.
Matrix element Row, column indices in subscript, e.g., Ai,j. If only one sub-
script is provided, it refers to the i-th element in ﬂat row-major
indexing.
I Identity matrix.
Sets Calligraphic upper case, e.g., A,B, C.
Dimensionality,
Cardinality Regular upper case, e.g., D,M .
Numbers
N Natural numbers, 0 /∈ N.
Z Integers.
R Real numbers.
1
Probabilities
θ Model parameters.
θ∗ Most probable A Posteriori (MAP) setting for θ.
D Data, evidence.
p(·) Probability density function.
N Gaussian distribution.
U Uniform distribution.
x ∼ T Random variable x is distributed according to T .
E [·] Expected value.
var [·] Variance.
cov [·] Covariance.
Decision Forests
w Number of classes.
h(v, θ) Decision function;
arg.: data vector v and decision parameters θ.
H(p) Discrete entropy function;
arg.: vector of class probabilities p.
H[p] Diﬀerential entropy function;
arg.: probability density function p.
S(p), S[p] Shannon entropy.
Rq(p), Rq[p] Rényi entropoy.
Tq(p), Tq[p] Tsallis entropy.
Nq(p), Nq[p] Norm-induced entropy.
C(p) Classiﬁcation error.
2
Part I
Introduction

Chapter 1
Motivation
As one of the most versatile tools, computers take an increasingly important role in
our society. They manage our data, enable product design and development and are
helping to connect and entertain people. With improvements in computing power
per volume and with improving energy eﬃciency, we already speak of ‘ubiquitous
computing’, reﬂecting the presence of computers in many areas of everyday life.
This trend can be expected to continue and accelerate with progress in the areas
of artiﬁcial intelligence and robotics. With the current race towards autonomous
driving1 and plans to support the elderly with automatic systems2, these topics
impact the whole society.
At the same time, the need for more complex and safe interaction patterns rises.
If computers should ‘participate’ in everyday life, a substantial understanding of
human behavior and intent becomes imperative to ensure a convenient and pleasant
interaction and environment: an autonomous car must understand where a human
wants to go or move, where a bicyclist wants to go next or if kids are involved in a
game on the roadside that may cause them to jump on the street in the next, critical
seconds. This is just an enumeration of example scenarios that can be extended by
countless situations in work or private environments.
Everyday interaction patterns must remain natural, i.e., they must work without
additional cues from speciﬁc hardware that is worn on the body or operated in a
speciﬁc way. If interaction can possibly happen at all times and security is a factor,
there may be no speciﬁc requirements to make it work. Hence, visual information is
a natural and suﬃcient choice to base this interaction on. Sole human detection
or reasoning about the 2D pose in an image is not suﬃcient for this task: the 3D
pose and ideally details about the whole body must be parsed to develop a detailed
understanding of a human.
Vice versa, many applications may beneﬁt from a realistically rendered virtual
person. This ranges from plain interaction to creating summaries and animations of
your own body development over time or a virtual ﬁtting room.
1http://wapo.st/2orBvAW?tid=ss_mail&utm_term=.27ff0682d90b
2http://newsroom.toyota.co.jp/en/detail/8709541/
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With this thesis, we build on the latest developments in artiﬁcial intelligence to
propose novel techniques to reason about 2D and 3D human body pose, shape
and appearance in general. We develop new building blocks for perception and
interaction in the most natural way: with our body. In the long run, the presented
technology will enable machines to parse ﬁne nuances of human behavior to better
understand us and provide us with easier ways to communicate.
1.1 Problem Statement
We want to enable automatic computing systems to link visual evidence in 2D and
3D to an informative, low-dimensional representation of human appearance and vice
versa. As examples, the developed techniques may answer or solve the following
questions and tasks given an image:
• Where are people in this image?
• In which (3D) direction is this person pointing?
• How far away from the camera is this person?
• Is this person sitting?
• What kind of clothes is this person wearing?
• Generate ten people with diﬀerent clothing in the same pose and with the
same body shape as this person.
(a) (b) (c) (d) (e) (f)
Figure 1.1: Illustrative example for detailed person appearance analysis and syn-
thesis. (a) original image, (b) 14 keypoint detections [IPA+16], (c) automatic
3D body model ﬁt (Chapter 6). Due to the sparse keypoints and the not in-
vertible perspective projection, the orientation of the person cannot be resolved.
(d) 91 keypoint detections and (e) improved ﬁt (Chapter 8), (f) automatically
generated redressed person with same body pose and shape (Chapter 9). The
3D body model in (c) carries more information than the 14 keypoints in (b).
Using this as a foundation, we improve the level of detail to reﬁne the internal
human representation (d) and the 3D body model ﬁt (e). The resulting datasets
and techniques help us to build an entirely data-driven 2D generative model,
conditioned on 3D data (f).
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As main modality, we work with digital 2D images, since 2D capture devices are
ubiquitous and data is easy to acquire. Furthermore, the developed technologies are
not depending on possibly expensive hardware.
Parts of this task have been extensively studied in isolation over the last years.
There is substantial literature on identifying the 14 keypoints deﬁning the main
skeleton joints of a person [FH05, ARS09, JE10, PJA+12, YR13, DGL14, APGS14,
WRKS16, IPA+16, NYD16] (Figure 1.1b). These 14 2D keypoints help to localize
people and body parts in 2D. They are insuﬃcient to reason about detailed 3D
body pose or shape, because they do not resolve perspective ambiguities and
they lack information about body extent (e.g., Figure 1.1c). Several works on
lifting 2D keypoints to 3D pose solely worked on the 14 skeleton points and do
not take body shape into account [RKS12, AB15, ZZLD15] or require additional
shape information [SBB08, GWBB09, Gua12, HAR+10, ZFL+10, CKC10] and often
manual hints. In contrast, our methods can use silhouette cues if available and is
fully automatic. Semantic image segmentation, i.e., segmenting areas with people
in an image or identifying areas with body parts or clothes, has been studied usually
independent of keypoints [EGW+10, YKOB12, CML+14, SSFMNU14, CPK+15,
LXS+15, OVB+16]. Garment and cloth modeling has been mostly considered in
3D [dASTH10, SGdA+10, WOR11, GRH+12, KKN+13].
Few existing works aim to bridge the gaps between these ﬁelds and usually do not
generalize to everyday scenarios (for more complete reviews of existing literature,
please refer to the related work sections of the respective chapters). In contrast to
these existing systems, we aim to (1) build robust systems that work in everyday,
non-laboratory environments and (2) work with a more complete 3D representation
than skeletons. Illustrative example results for selected methods developed in this
thesis can be found in Figure 1.1.
1.2 Applications
We brieﬂy present three groups of particularly interesting application areas:
Human Machine Interaction (HMI) Any application with 3D human machine
interaction possibly beneﬁts from the technologies presented in this thesis.
They enable a more detailed understanding of human pose and shape, which
may be of interest for safety or convenience reasons. In terms of safety, self-
driving cars are an example of currently particularly high interest. Another area
is shared workplaces for robots and humans and support for and interaction
with physically disabled people. One of the major manufacturer for industrial
robots participated in the opening ceremony for the Paralympics 20163 to
emphasize their interest in intensifying their work in this area.
3https://www.kuka.com/en-de/press/news/2016/09/kuka-robot-dances-at-2016-paral
ympic-opening-ceremony
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Virtual realities and telepresence Virtual reality depends on an immersive expe-
rience. Hardware attached to the body counters natural perception of the
artiﬁcial environment. Instead, detailed 3D pose and body shape estimation
can provide the information to render the own 3D body in the virtual envi-
ronment. This leads to a more realistic self perception and also extends to
the perception of other people in the virtual environment. Their bodies can
be perceived and rendered in the virtual world with similar techniques4.
Customization and fitting The presented techniques can be used to try on clothes
and other products virtually. This could be implemented either by using
estimated 3D body shape and pose or by directly parsing and altering a 2D
camera image with new clothes. Additionally, products or virtual characters
may be customized based on 3D body shape or pose.
Some of these applications have rigorous demands for short processing times which
are not met yet. However, we have no reason to believe that further optimization
could not accelerate the presented techniques to suﬃcient speeds. In Section 8.3.5
and Chapter 11, we discuss promising ideas in this direction. The rapid development
of potent hardware speciﬁcally for AI applications, even for mobile platforms, is
further evidence suggesting that low latency solutions may be available soon5,6.
1.3 Challenges
All parts of the aforementioned task are natural for humans to solve and we do so
many times on a daily basis. To solve them, we build on a lot of experience and
training and on stereoscopic information from our eyes. In the following paragraphs,
we want to brieﬂy provide an intuition on the challenges needed to overcome to build
systems solving these problems in an automatic manner from digital 2D inputs.
In general, the image formation process itself is not explicitly invertible due to the
perspective projection: depth information is irretrievably lost. Additionally, digital
images are usually represented in a uniformly spaced, three-channel 8-bit (255 value)
format (see Figure 1.2c). Reconstructing 3D body shape information from these
values without semantic meaning is a challenging task and makes explicitly coded
solutions very hard or impossible to ﬁnd. Instead, we use data-driven solutions
based on machine learning.
Even with these expressive methods, human appearance is inherently diﬃcult to
model due the diversity in clothing and poses. Clothing is particularly challenging
4Microsoft experimented with similar setups already: https://blogs.msdn.microsoft.com
/kinectforwindows/2016/03/07/kinect-lets-you-see-yourself-in-vr-game/. This ap-
proach depends on the Kinect sensor and is restricted to indoor environments.
5https://cloud.google.com/tpu/
6https://www.bloomberg.com/news/articles/2017-05-26/apple-said-to-plan-dedicat
ed-chip-to-power-ai-on-devices
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(a) T-Shirt printed to emulate
depth [The16a]. Strong pat-
terns or depth emulation can
hide true depth structures.
(b) Yoga pose [Mil05].
Human appearance
strongly varies with
pose.
(c) Representation as pixel val-
ues carries no semantic infor-
mation and generalizes far be-
yond natural images.
Figure 1.2: Challenges for the automatic perception of humans.
to parse as well as to generate, with extreme cases of, e.g., emulated 3D pictures
on T-Shirts (an example can be found in Figure 1.2a). They are impossible to
parse without context. Hence, we build models that take context into account,
namely Convolutional Neural Networks (CNNs). The pose diversity is a similarly
challenging problem. Extreme examples can be found, e.g., in Yoga (for an example,
see Figure 1.2b). Whereas the pose in this example is certainly not an every day
pose to assume, it illustrates how much pose can change the appearance of a human.
In non-sport scenarios, poses are usually strongly limited and we can use priors to
distinguish between likely and unlikely poses.
To make data-driven solutions work, large datasets are required. Even though there
are plenty of digital images of humans, acquiring labeled data is not trivial, especially
in 3D. Hence, we suggest the following split throughout the presented methods
in this thesis: ﬁrst, move from image space to a semantic representation in 2D,
then ‘lift’ the data on the semantic level to 3D. This elegantly sidesteps capturing
realistic 3D data including labels; instead, we generate data in the semantic space.
With this, we present a blueprint on how to fuse data-driven 2D and 3D human
appearance models in an elegant way.
1.4 Organization and Contributions
The contributions of this thesis lie in between the ﬁelds of machine learning and
human appearance modeling. This fact is reﬂected in the structure which is split
into two parts: Part II describes contributions towards machine learning techniques
and machine learning frameworks whereas Part III focuses on 2D and 3D human
appearance models.
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The contributions for learning techniques are the following:
• We show that two of the four Khinchin-Shannon axioms are suﬃcient to
model the requirements for an entropy function for Decision Forest training.
This leads to a well-deﬁned family of generalized entropies: the norm-induced
entropies. We introduce the norm-induced entropy and analyze its properties,
show relations to existing entropies and heuristics and analyze its performance
in Decision Forest training.
• We propose an object oriented implementation of Decision Forests. This
could be especially helpful for applications in research where on the one hand
well-tested components can be reused and on the other hand it is easy to
modify selected parts to implement and evaluate new ideas. Code is available
at [LL14].
• The caffe deep learning framework [JSD+14] is widely used in the computer
vision community. It heavily relies on several protobuf model ﬁles that are hard
to maintain and to keep consistent. We propose the barrista framework that
allows to design and use models fully in the Python programming language.
Code is available at [LKKG15].
For combining 2D and 3D human appearance models, we claim the following
contributions:
• We present the ﬁrst fully automatic method of estimating 3D body shape and
pose from 2D joints. For this purpose, we develop an energy function matching
a 3D body model to 2D joints. It includes a diﬀerentiable interpenetration
term and optionally a term that takes foreground-background information
into account. Code is available at [BKL+16b].
• The ﬁtting process solely to 2D joints can not fully reason about detailed
body shape. Segmentation information can provide the necessary cues. We
present a new human semantic (part) segmentation dataset for diverse poses
and appearances consisting of 19,652 image annotations built on datasets
with existing keypoint annotations. Furthermore, we present experiments on
fusing joint and segmentation information and present a method to incorporate
segmentation cues in the 3D ﬁtting method.
• For ﬁne-grained 3D body pose and shape analysis, detailed annotations are
necessary. We propose to use an iterative alternation between training a
discriminative model, using it to automatically ﬁt 3D bodies on large scale,
curate these by human annotators, projecting the 3D data to 2D and iterate.
In our experiments, this strategy allowed us to step factors beyond the number
of segments/keypoints in existing work with reliable models. Furthermore, the
high number of keypoints allowed us to develop an at test-time optimization
free method for predicting 3D body pose and shape with reasonable prediction
performance. This results in a great speed-up for 3D body pose and shape
prediction from 2D images. Code and data are available at [LRK+16].
10
1.5 List of Publications
• We develop the ﬁrst image-based generative model of people in clothing in a full-
body setting. It allows to either sample people unconditioned or conditioned
on 3D body pose and shape. Code and data available at [LPMG17b].
1.5 List of Publications
Parts of this thesis are based on earlier works as listed below. Additional results
and ﬁgures have been added and the text has been partially adjusted for a better
presentation in the context of this work.
• C. Lassner, R. Lienhart. Norm-induced Entropies for Decision Forests. WACV
2015 [LL15a] c© 2015 IEEE http://dx.doi.org/10.1109/WACV.2015.134.
Presented in Chapter 3.
• C. Lassner, R. Lienhart. The fertilized forests Decision Forest Library. ACM
Multimedia Open-Source Software Competition 2015 [LL15b] c© 2015 ACM
http://dx.doi.org/10.1145/2733373.2807407. Honorable Mention. Pre-
sented in Chapter 4.
• C. Lassner, D. Kappler, M. Kiefel, P. V. Gehler. Barrista – Caﬀe well-
served. ACM Multimedia Open-Source Software Competition 2016 [LKKG16]
c© 2016 ACM http://dx.doi.org/10.1145/2964284.2973803. Presented
in Chapter 5.
• F. Bogo, A. Kanazawa, C. Lassner, J. Romero, P. V. Gehler, M. J. Black.
Keep it SMPL: Automatic Estimation of 3D Human Pose and Shape from a
Single Image. ECCV 2016 [BKL+16a]. Summarized in Chapter 6.
• C. Lassner, J. Romero, M. Kiefel, F. Bogo, M. J. Black, P. V. Gehler. Unite the
People – Closing the Loop Between 3D and 2D Human Representations. CVPR
2017 [LRK+17] c© 2017 IEEE http://dx.doi.org/10.1109/CVPR.2017.500.
Presented in Chapter 8 and Section 7.5.
• C. Lassner, G. Pons-Moll, P. V. Gehler. A Generative Model of People in
Clothing. ICCV 2017 [LPMG17a] c© 2017 IEEE http://dx.doi.org/10.
1109/ICCV.2017.98. Presented in Chapter 9.
I (co-)authored the following publications during my time as PhD student which
are not covered by this thesis:
• C. Lassner, R. Lienhart. Methods and Applications for Distance Based ANN
Training. ICMLA 2013 [LL13].
• A. Schiendorfer, C. Lassner, G. Anders, W. Reif, R. Lienhart. Active Learning
for Abstract Models of Collectives. SAOS 2015 Workshop [SLA+15a].
• A. Schiendorfer, C. Lassner, G. Anders, W. Reif, R. Lienhart. Active Learning
for Eﬃcient Sampling of Control Models of Collectives. SASO 2015 [SLA+15b].
11
Chapter 1 Motivation
• M. Mahsereci, L. Balles, C. Lassner, P. Hennig. Early Stopping Without a
Validation Set. ArXiv 2017 [MBLH17].
• Y. Huang, F. Bogo, C. Lassner, A. Kanazawa, P. V. Gehler, J. Romero, I.
Akhter, M. J. Black. Towards Accurate Marker-less Human Shape and Pose
Estimation over Time. 3DV 2017 [HBL+17].
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Chapter 2
Techniques and Notation
In this chapter, we brieﬂy introduce notation and basic techniques. This discussion
has no claim on completeness, but is merely an overview with highlights on important
or historic aspects of the models and pointers to literature.
2.1 Decision Forests
Random Forests have been developed by Leo Breiman [Bre01] in 2001. Since then,
they are a frequently used statistical tool valued for its robustness and versatility. In
this thesis, we will use the term Decision Forests instead of Random Forests, which
is a notion introduced by A. Criminisi and J. Shotton [CS13]. We use this name to
emphasize the closeness of our notation to their newer but equivalent formulation.
v0:0.1
v1:0.5
Figure 2.1: Illustrative example Deci-
sion Tree. White: inner node; green:
leaf node. For the inner nodes, the la-
bels specify ‘feature:threshold’.
Decision Forests are averaging ensembles
of Decision Trees [BFSO84]. A Decision
Tree is a (w.l.o.g.) binary tree-structured
graph. Data points v are forwarded
through the graph from the root node
to a leaf. At each inner node, its path is
determined by a binary decision function
h(v, θ) : RD × T → {left, right}, usually
a simple threshold with parameters θ ∈ T
on one of the D data features (for other
choices and a more complete discussion,
we refer to [CS13]). At a leaf node, a
model for the labels of all samples from
the training set having arrived at the node
is stored. For the example tree given in
Figure 2.1, the sample (0, 1) would be as-
sociated with the leftmost leaf and the
sample (1, 1) with the rightmost leaf (no-
tation: (v0, v1), a tuple of feature 0 and
feature 1 of data point v).
13
Chapter 2 Techniques and Notation
(a) (b) (c)
Figure 2.2: The positive effect of ensemble averaging and complex features for
Decision Forests. (a) Result of 10 trees with axis aligned decision boundaries.
Edges can easily be spotted. (b) Result of 200 trees with linear decision boundaries.
(c) Result of 200 trees with quadratic decision boundaries in a three class setting.
Usually, a greedy training strategy is used to create the trees, which does not allow
to optimize a global loss function (with the few notable exceptions of [SL99, Fri01,
SWL+13, KFCR15]). An entropy measure H(p) or H[p] is used to evaluate the
impurity of labels for a set of data points, where p denotes the class probabilities in
a classiﬁcation and p the probability distribution of values in a regression setting.
At an inner node, several features and thresholds are evaluated. The threshold value
and feature with the lowest weighted linear combination of entropy values in the
subsets is used as split criterion. If less than a predeﬁned number of samples are
routed to a node, a leaf node with a model for these samples is created. You can
ﬁnd visualizations of example prediction results for the 2D spiral toy problem in
Figure 2.2.
Decision Forest models have two main advantages1: (1) training and evaluation is
fast, because of the divide-and-conquer principle. (2) Domain and image of the
function to approximate can be arbitrarily complex: as long as local approximations
by the leaf models are valid, the performance of the model will be good. This
is diﬀerent from other popular machine learning methods, e.g., Artiﬁcial Neural
Networks (ANNs), that suﬀer more from such issues and are more susceptible to
numerical instabilities.
These advantages, however, come at a price. Due to the divide and conquer strategy,
the subsets of data routed to decision nodes at lower levels of the tree are quickly
reduced in size. This means that it is a lot harder to ﬁnd representative features at
these stages. Also, a single noisy feature value for a decision in early levels in a tree
may irrevocably falsify the predicted result. This eﬀect is dampened by the forest
ensemble.
1In exploratory data analysis, the additional advantage of compact, interpretable models is
important. However, due to a lack of semantic meaning of the features, this advantage is hardly
relevant in computer vision applications.
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The weaknesses are particularly disadvantageous for tasks with image inputs since the
forests do not learn to extract complex features, in contrast to CNNs. Nevertheless,
for certain problems Decision Forests remain the model of choice. We use them in
Section 7.4.2 and Section 8.3.5 for tasks where feature learning is not required. For
these tasks, we noted superior performance in comparison with ANNs. Additionally,
probabilistic leaf models allow to get conﬁdence intervals for predictions—a feature
that is not easy to implement for neural networks.
2.2 Deep Convolutional Neural Networks
Deep convolutional neural networks are the current de facto standard for learning
functions with 2D image inputs or outputs. A. Krizhevsky, I. Sutskever and
G. Hinton started a streak of success for these models with their results on the
ImageNet challenge [DDS+09] in 2012, where they outperformed other state-of-the
art models with a 36% lower error rate [KSH12]. Neural networks are based on the
idea to combine many perceptrons [Ros58]. The concept is illustrated in Figure 2.3.
For every diﬀerentiable loss function, Stochastic Gradient Descent (sgd) or sgd-
based optimizers such as ADAM [KB14] can be used to optimize w. Initially,
saturating but fully diﬀerentiable functions have been used for the nonlinearity, e.g.,
the sigmoid or tanh functions. One of the important contributions of [KSH12] was
that a Rectiﬁed Linear Unit (ReLU), relu(x) = max(x, 0) could be used as nonlinear-
ity with better generalization behavior and fast evaluation even though the gradient
∑
x2
x1
1
x...
w0
w1
w2
w...
inputs
weights
weighted sum nonlinearity
Figure 2.3: Example perceptron. The ﬁrst processing step is the calculation of
a weighted sum of inputs (blue) with adjustable weights (green). The inputs
include a constant 1 value, eﬀectively resulting in an adjustable bias. Finally, a
nonlinearity is applied. Perceptrons can be stacked and then become universal
approximators for bounded, continuous functions [Cyb89, Hor91].
15
Chapter 2 Techniques and Notation
0 1 2
3 4 5
2× 3 input signal
2 4
8 10
2× 2 result
∑
w1 w2
1 w0
∑
w1 w2
1 w0
Figure 2.4: Visualization of a 1× 2 CNN convolution operation. Red highlights
inputs and outputs for the ﬁrst, blue for the last position of the mask. It is
moved consecutively over all positions on the input signal. The weights at each
point of application are shared. On the right hand side example outputs are given
assuming that all weights are equal to one.
is zero in large parts of its Domain. We use the Leaky ReLU (LReLU) [MHN13]
lrelu(x; d) =

x if x > 0d · x otherwise (2.1)
with dampening factor d = 0.2 in Chapter 9 to avoid the zero gradient problem.
Fukushima [Fuk80] and LeCun [LBBH98] introduced and popularized the convolu-
tional application of perceptrons (an illustrative example is given in Figure 2.4). In
this scenario, a perceptron has connections to a ﬁxed area of the full input signal
(in the example a 2 × 1 area). This area is then shifted over the full signal. The
perceptron is used at every position with the same shared weights and the results
are stored in an appropriately sized output matrix. During forward propagation,
this corresponds to a convolution operation with the mirrored weight matrix of the
perceptron and applying the nonlinearity on the result. This has several advantages:
compared to a perceptron connected to the full input signal, the number of pa-
rameters is strongly reduced (in the minimal example in Figure 2.4 from 6 weights
for a fully connected perceptron to 2 weights using the convolution). At the same
time, the same weights are applied at many input positions, resulting in a virtually
higher number of training examples (virtually, because during the back propagation
phase ‘real’ training examples and ‘convolution positions’ are treated diﬀerently and
additional eﬀects occur for hidden layers). Additionally, the convolutions capture
the continuous characteristics of images better than fully connected perceptrons.
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The move to deep learning Usually, several of the convolutional ﬁlters are used
on the same input but with diﬀerent initializations: they form a ‘layer’. Over
the course of the optimization, they converge to diﬀerent ﬁlters with diﬀerent
responsibilities for the task at hand. Their outputs are stacked and can be used as
input to a following layer. The output of each convolution forms a ‘channel’ of the
result. Currently, up to 1000 layers can be processed and trained on a GPU, but
usually networks with around 150 layers are used [HZRS16a].
To create state-of-the art models, a few more building blocks are used:
Dropout [KSH12] A ﬁxed percentage of layer results (e.g., 50%) are zeroed out
randomly per sample. Consequently, they do not contribute to the gradients if
they are ‘dropped’. The network must learn to be robust against these missing
values, hence is less likely to converge to instable local minima. This is a
drastic but successful strategy to combat overﬁtting. It is usually applied only
during training and only on the last layers of a network.
Strided convolution The intuition for this technique as well as pooling (see below)
is to reduce the resolution of the result and enable following ﬁlters to cover a
higher percentage of the input signal. The strided convolution is performed
by moving the perceptron mask with ‘gaps’ over the input.
Pooling Pooling is applied to a fully convolved result and uses a summary statistic
on a local area, usually a max operation applied on a 2 × 2 area. This
results in a reduction by factor 2 in width and height. The gradient is sparsely
backpropagated solely to the maximum element. To counter this eﬀect, average
or sum pooling can be used.
Batch normalization [IS15] This technique has been introduced by S. Ioﬀe and
C. Szegedy. The idea is to normalize the output of each layer channel-wise
w.r.t. mean and variance across the processed batch. This has several
advantages, but most importantly, it (1) makes the input to the following
layer more independent of the current state of the preceding ones and (2) it
counters the eﬀect of vanishing gradients through deep architectures. Using
batch normalization, often a higher learning rate can be used during training,
resulting in faster convergence. For further information, we refer to [GBC16].
Deconvolution/fractionally strided convolution [LSD15] The step wise reducti-
on of resolution is an important technique to enable a model to reason about
long-distance relations. For tasks that require results in a similar size as inputs,
the reduction must be inverted to produce a result in suﬃcient resolution.
Here, the fractionally strided convolution can be used. The idea is to use
a ‘fractional’ stride of 1
x
, x ∈ N that can be simulated by having an ‘inner
padding’ within the image grid. This results in a size increase by factor x.
We use combinations of these techniques as required throughout Part III to build
deep neural networks.
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CNNs deliver the best performance for predictions from image space for most
tasks to date. At the same time, parts of their behavior are not fully understood.
An example for this are adversarial examples [SZS+14, MDFFF17]. Similarly, the
design space for deep neural networks is extremely large. Structures are discovered
that produce high quality results with a fraction of parameters and computation
eﬀort of large models (e.g., [IMA+16]). It is even disputed whether deeper (more
stacked layers) or wider (more ﬁlters) networks have superior performance [ZK16].
Wide networks build on the hypothesis that a lot of complex interactions manifest
directly in detectable patterns in the plain image. They are advantageous from
a computational perspective, since many operations in these networks can be
performed in parallel. Deep networks have consecutive dependencies on previous
layer results, requiring serial execution.
2.3 3D Body Models
To reason about 3D body shape and pose, we need a human body model that
captures these parameters well. Commercial models from the game industry are
usually not well suited for this task, because they have a diﬀerent focus: realistic or
stylized clothing and recognizable characters. Anatomic correctness is secondary
in these cases, which manifests in ‘stiﬀ’ looking animations or unrealistic tissue
and joint deformations in certain poses. For our applications, we need a model
that is carefully crafted to capture natural body shape including pose dependent
deformations.
Figure 2.5: The SMPL 3D human body model [LMR+15]. Left: blend shapes are
used to produce realistic results for a wide variety of poses, e.g., for the bent
elbow. Right: example body ﬁts in a variety of poses and with diﬀerent shapes
from the UP-3D dataset introduced in Chapter 8.
18
2.3 3D Body Models
One of the ﬁrst such models was SCAPE [ASK+05]. It was built from a series of 3D
scans and could model muscle deformations. A series of works [HAR+10, CLZ13,
PMRMB15] followed, improving on several aspects of this ﬁrst model. However,
these methods remained either less realistic for strong tissue deformations, required
a lot of manual intervention to work or were hard to use in an automatic manner.
The Skinned Multi Person Linear model (SMPL) by Loper et al. [LMR+15] tries
to alleviate these issues (see Figure 2.5). It is built from ∼2,000 3D scans of people
from the CAESAR dataset [RBD+02]. It is fast to evaluate and diﬀerentiate. At
the same time, it produces realistic results for a variety of people even in poses with
strong tissue deformations. For this purpose, it is using blend shapes for identity,
pose, and soft-tissue dynamics. It exposes this functionality in a standard way so
that it is usable with all major animation software toolboxes and comes with a
full ﬂedged Python interface. This makes the combination with optimization tools
like chumpy [Lop15] and OpenDR [LB14] possible, which we use in Chapter 6 to
perform gradient descent on an energy function including the SMPL parameters.
The model consists of a mesh with N = 6,890 vertices and a kinematic tree with
K = 23 joints. We will treat the body model as a black box, working solely with the
posed meshes. A 3D SMPL mesh M is parameterized as M(θ,β,γ) with pose θ,
shape β, and global translation γ. β is a vector of weights in a Principal Component
Analysis (PCA) space of vertex displacements. The vector components measure
the distances of vertices of a ﬁtted, artist designed base mesh to the 3D scans of the
CAESAR dataset. The identity shape is the weighted sum of PCA components.
For both, β and θ, separate blend shapes are added to the identity shape with a
standard blend skinning function. Even the canonic joint locations of the rig are
modeled as a function parameterized on β to ensure artifact free rendering.
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Part II
Machine Learning

Chapter 3
Induced Entropies for Decision
Forest Training
Decision Forests are versatile and robust learners. In particular, they are robust
to inputs and outputs in diﬀering orders of magnitudes or diﬀerently structured
Domain and Image spaces (e.g., mapping planar coordinates to the space of ro-
tation matrices). We use them in Section 7.4.2 to predict joint reliability and in
Section 8.3.5 to predict body shape and pose parameters from 2D coordinates. For
a brief introduction into notation and theory, see Section 2.1.
In this chapter, we consider the entropy functionH(p) and its diﬀerential counterpart
H[p] that is used to measure the ‘impurity’ of a set of samples w.r.t. the target
concept. It is used during Decision Forest training to optimize the splitting criterion
for a decision node. The steepness of the entropy function determines at which
subset size and which level of impurity improvement a split of samples is preferred
over others. Hence, an accordingly parameterized family of functions with changing
steepness would be well-suited for this task. The generalized Rényi and Tsallis
entropies fulﬁll this criterion. However, due to the use of the computationally
expensive log function, they are slow to evaluate. We show that by relaxing two of
the four Khinchin-Shannon axioms a new family of entropies, the p-norm-induced
entropies, arises. It addresses both of the aforementioned issues: its p parameter
determines curvature and for whole values of p, the evaluation is very eﬃcient.
In our analysis, we show that the new family of entropy functions is closely related to
existing entropies and heuristics for Decision Forest training. At the same time, the
evaluation time of the discrete p-norm-induced entropy is by factors smaller than for
the classical Shannon entropy for whole p values (e.g., for ten classes around factor
ﬁve). In experiments with classiﬁcation, regression and the recently introduced
Hough forests, we analyze the performance of the new entropy. The experiments
indicate that the impact of the choice of the entropy function is limited, however
can be a simple and useful post-processing step for optimizing Decision Forests for
high performance applications.
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3.1 Related Work
There are two kinds of related work that will be discussed: on the one hand with
respect to the split evaluation functions for Decision Forests and on the other hand
with respect to the generalization of entropies.
3.1.1 Split Optimization Criteria for Decision Forests
Yu-Shan Shih did a comprehensive review of splitting criteria for classiﬁcation trees
in [Shi99]. A more recent overview can be found in [MR10].
For regression forests, considerably fewer split optimization criteria are used com-
pared to classiﬁcation trees. The optimization criteria depend on the loss function
that is optimized. For the standard mean-squared error loss, usually the nega-
tive sum of variances is maximized (which can be written as −tr(Σ), where Σ is
the covariance matrix of the samples). Alternatively, the Least Absolute Devia-
tion (LAD) from the mean can be used, which is less vulnerable to outliers. For a
comprehensive review up to the year 2004, see [Bre04]. Criminisi and Shotton use
the diﬀerential Shannon entropy to estimate the quality of ﬁt of linear models in
decision forests [CS13].
The use of Rényi and Tsallis entropies for decision forest training have been evaluated
brieﬂy in [MD08]. The evaluation is done on three datasets with less than 80 samples.
As a result, the trees reach a depth of about three. We consider this evaluation
as not representative for computer vision and extend it to datasets with up to
74000 samples with trees of depth up to 20. Additionally, we explore the use of the
diﬀerential versions of these entropies for regression and Hough forests.
3.1.2 The Khinchin-Shannon Axioms
The Khinchin-Shannon axioms (KS) for an entropy functional H over the probabili-
ties {pi}i=1,2,...,w are deﬁned as follows:
(KS1) H(p1, p2, . . . , pw) is continuous with respect to all of its arguments.
(KS2) H takes its maximum for the uniform distribution pi =
1
w
, i = 1, ..., w.
(KS3) H(p1, p2, . . . , pw, 0) = H(p1, p2, . . . , pw).
(KS4) Given two systems described by two probability distributions A and B,
H(A ∩B) = H(A) +H(B|A),
where H(B|A) = ∑wi=1 pi(A)H(B|A = Ai).
They were described independently by Yakovlevich Khinchin [Khi57] and Claude
Shannon [SW48] and capture the properties of a function that measures the amount
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of information required to describe the state of a system. A system with zero entropy
is in a ‘pure’ state: no information is required to describe ‘impurities’. An increasing
entropy indicates more impurity.
3.1.3 Generalized Entropies
The Shannon entropy, being an important measure in information theory and physics,
has been shown to uniquely fulﬁll the Khinchin-Shannon axioms. For a system with
W states with probabilities p, it is deﬁned1 as S(p) = −∑Wi=1 pi · log2 pi.
The ﬁrst generalization attempt comes from Alfréd Rényi [Rén61]. His parameterized
Rényi entropy is equivalent to the original Shannon entropy for q = 1. It is
deﬁned as Rq(p) =
1
1−q log2
(∑W
i=1 p
q
i
)
. Constantino Tsallis developed the Tsallis
entropy [Tsa88] for non extensive systems: it is deﬁned as Tq(p) =
1
q−1
(
1−∑Wi=1 pqi)
and is equivalent to the Shannon entropy for q = 1 as well [Tsa88]. Both relax the
additivity axiom KS4. Comparisons to the Shannon, Rényi and Tsallis entropies
are included in our experiments. Sharma and Mittal developed the Sharma-Mittal
entropy [SM75]. Their generalization, and to the best of the authors’ knowledge
the most recent generalization of supra-extensive entropy by Marco Masi [Mas05],
are the strongest generalizations so far. Both of these entropies generalize Tsallis
and Rényi entropy, and hence do not guarantee additivity. They both have two
continuous parameters: this deviates from our aim of developing an easy to optimize
entropy for decision forest training.
All of the aforementioned approaches leave the ﬁrst three axioms untouched and,
but the Tsallis entropy, make use of the log function. We will show in the following
sections that the system on which decision forests work can well be modeled by
the ﬁrst two axioms and does not require the use of computationally expensive log
calculations.
3.2 Induced Entropies for Discrete Systems
KS3 says that an additional state with probability 0 does not change the entropy of
the system. This is a possible, but not necessary axiom in the context of decision
forests: it is known for the entire forest training what states are consistently possible.
Moreover, arguably an entropy violating KS3 might be more appropriate in some
contexts than one abiding KS3: a system with three states in a conﬁguration
with two equally probable states and one with probability zero might have a lower
entropy (be more ordered) than a system with only two equally probable states.
1We denote the various entropy functions with different function names as implementations of
H(p) for the sake of an easier description. Additionally, we denote the entropy parameter for
all generalized entropies with q for a more consistent notation.
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The distinction becomes philosophical: is a state with probability zero diﬀerent
from ‘no state’ by deﬁnition?
3.2.1 Definition
A function fulﬁlling KS1 and KS2 must be continuous in all of its arguments,
assuming its maximum at the point of equiprobability. A particularly interesting
function fulﬁlling these requirements is the negative sum of absolute distances to
the point of equiprobability. It can be parameterized with a power parameter q:
N˜q(p) = −
W∑
i=1
∣∣∣∣pi − 1W
∣∣∣∣
q
. (3.1)
KS1 holds for this function, since a norm is by construction uniformly continuous in
all of its arguments. KS2 holds as well, because of the positivity and the zero vector
property. This holds true for all norm-induced metrics that measure the distance to
the point of equiprobability. Hence, p-norms can be used to rephrase Equation 3.1:
N˜q(p) = −‖p− e‖qq , (3.2)
where e is the point of equiprobability with ∀i : ei = 1W . KS1 and KS2 still hold in
this case, since taking the power retains the zero vector, positivity and continuity
properties of the norm.
However, this function is always ≤ 0 and is equal to zero at the point of equiprob-
ability. This can be adjusted by adding the minimum as an oﬀset, so that the
function is 0 at the points of perfect order and otherwise > 0. Deﬁning u as u1 = 1,
ui = 0∀i > 1, this can be deﬁned as
‖u− e‖qq . (3.3)
Combining Equation 3.2 and Equation 3.3, the following formula describes the
induced entropy for discrete systems:
Nq(p) = ‖u− e‖qq − ‖p− e‖qq . (3.4)
You can ﬁnd a comparison of the characteristic plots of the induced entropy and the
Shannon, Rényi and Tsallis entropies for a two state system in Figure 3.1. For the
induced entropy, it is impossible to recover the Shannon entropy due to the missing
log function in its deﬁnition. The closest ﬁt (Mean Squared Error) for a two state
system is reached for the value q ≈ 2.60068.
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Figure 3.1: Entropy values for a two state system (p2 = 1− p1) for the Shannon
entropy and generalized entropies. The generalized entropies have been maximum
normalized except for the induced entropy. The q parameter controls the steepness
of the generalized entropies. [LL15a] c© 2015 IEEE.
3.2.2 Properties
As described before, KS1 and KS2 hold for Nq. In this section, we will analyze
further properties of the introduced entropy.
3.2.2.1 Concavity
For values of q ≥ 1, Nq is a strictly concave function. Remember that, since it is
convex and symmetric, the inducing norm is Schur convex2 for q ≥ 1. Since that
norm only occurs negative with an exponent ≥ 1 in Nq, the result is a Schur concave
function.
For values of q ∈ ]0; 1[, the function is still well-deﬁned, however non-concave. For
these values, the inducing term loses its property as norm, because the triangle
inequality does not hold any more. However, since the term only occurs to the
power of q, the resulting function still deﬁnes a metric (for more information, see
Appendix B).
3.2.2.2 Lesche stability
Lesche stability is claimed to be a necessary condition for an entropy to be a physical
quantity [Les82], however this is not undisputed [Yam04]. Proving Lesche stability
is a non-trivial task and beyond the scope of this work. We note, however, that
the Tsallis entropy has been proven to be Lesche stable by Abe [Abe02] for positive
values of q. As we will show in the following Section, the induced entropy is for
q = 2 equivalent to the Gini measure and T2, hence at least Lesche stable for this q
value.
2A function f : RD → R is Schur convex iff for all x,y ∈ RD: y ≻w x → f(y) > f(x), where
y ≻w x means that y weakly majorizes x, i.e.,
∑
k
i=1 y
↓
i
≥∑k
i=1 x
↓
i
for k = 1, . . . , D and x↓
denotes a vector with the same components as x but sorted in descending order.
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3.2.3 Equivalence of N2, the Gini Measure and T2
The Gini measure of a discrete set of probabilities is deﬁned as
∑W
i=0 p
2
i . In the
context of Decision Forests, it is used as the entropy-like function 1−∑Wi=1 p2i . In
this form it is equivalent to the Tsallis entropy for q = 2:
Tq(p) =
1
q − 1
(
1−
W∑
i=1
pqi
)
. (3.5)
It can be shown that N2(p) = 1 −∑Wi=0 p2i (for a longer version of the proof, see
Appendix A):
N2(p) = ‖u− e‖22 − ‖p− e‖22
=
(
1− 1
W
)2
+ (W − 1)
(
1
W
)2
−
W∑
i=1
∣∣∣∣pi − 1W
∣∣∣∣
2
= 1− 1
W
− 1
W
+
2
W
W∑
i=1
pi −
W∑
i=1
p2i
= 1−
W∑
i=1
p2i . (3.6)
Hence, for N2 KS3 holds since it holds for the Tsallis entropy. However, it is
easy to ﬁnd counterexamples for other values of q, e.g., N3([0.5, 0.5]) = 0.25 and
N3([0.5, 0.5, 0]) ≈ 0.3241.
3.2.4 Relation to the Classification Error
For q → 1 the Tsallis entropy converges to the usual Shannon entropy. The induced
entropy converges to a function similar to the classiﬁcation error. The classiﬁcation
error measures the ‘ratio of misclassiﬁcation’ if the most probable system state was
predicted for all elements. It is deﬁned as
C(p) = 1−max
i
pi. (3.7)
The induced entropy is proportional to the classiﬁcation error for W = 2 states:
N1(p) = 2 · C(p). In general:
N1(p) = 2
W − 1
W
− ∑
i | pi< 1W
(
pi − 1
W
)
+
∑
i | pi≥ 1W
(
pi − 1
W
)
. (3.8)
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Figure 3.2: A comparison for classification error and 0.5·N1 for a three state system.
p3 has probability 0 and p1 and p2 = 1− p1 varies. The plateau for the induced
entropy is due to constant city-block distance to the point of equiprobability. It
is only occurring for N1. [LL15a] c© 2015 IEEE.
For W = 2 classes and equiprobability, N1(p) = 1. For W = 2 classes and all other
cases, each of the two sums runs over one element and it follows:
N1(p) = 1 +
∑
i | pi< 1W
pi −
∑
i | pi≥ 1W
pi
= 1 +
(
1−max
i
pi
)
−max
i
pi
= 2 ·
(
1−max
i
pi
)
. (3.9)
For W > 2, N1(p) is equal to the classiﬁcation error as long as only one state has a
higher probability than 1
W
. As an example, the characteristic plot for a three state
system with the probability of state p3 = 0 is given in Figure 3.2. As long as the
system entropy gets closer to the point of equiprobability (until p1 =
1
3
), the entropy
is rising. From that point on, the city block distance to e does not change any
more. This results in a constant entropy value. The entropy values decrease again
as expected for p1 ≥ 23 . This is an interesting, and maybe desired property for some
systems. In the context of decision forest training, we recommend to use N1 only
for few classes, but use it in our evaluations for all datasets to give an impression of
its performance.
3.2.5 Efficient Implementation
When using entropies for Decision Forest training, they are used inside of a gain
calculation function, which is invariant to scaling and shifting. Hence, all of the
aforementioned entropy families may be used without these adjustment terms. This
value is particularly eﬃcient to evaluate for q ∈ N (see Equation 3.1).
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3.3 Differential Induced Entropy
The theory introduced so far applies to systems with discrete states. Criminisi and
Shotton have proposed to use the diﬀerential Shannon entropy to evaluate splits for
regression forests [CS13]. Following this idea, we introduce the diﬀerential version
of the induced entropy to evaluate splits for regression forests.
3.3.1 Definition
Developing the diﬀerential version of entropy is mathematically expressed asW →∞.
The ﬁrst notable property arises when examining the normalization oﬀset:
lim
W→∞
‖u− e‖qq =


∞ for q ∈ [0; 1[,
2 for q = 1,
1 for q > 1.
(3.10)
When examining the rest of the formula, a close correspondence to the Tsallis entropy
becomes apparent. With lim
W→∞
1
W
= 0, N˜q becomes (compare to Equation 3.1):
−
∫
|p(x)|q dx = −
∫
p(x)qdx. (3.11)
The full diﬀerential induced entropy is thus deﬁned as:
Nq[p] =

2−
∫
p(x)dx = 1 for q = 1,
1− ∫ p(x)qdx for q > 1. (3.12)
This is close to the deﬁnition of the diﬀerential Tsallis entropy:
Tq[p] =
1
q − 1
(
1−
∫
p(x)qdx
)
. (3.13)
For q > 1, both distributions are equivalent but for the factor 1
q−1 . For q = 1, both
become uninformative, since
∫
p(x)dx = 1. Both diﬀerential entropies lead to the
selection of the same preferred splits because the constant factor is irrelevant when
used inside of the node optimization function.
3.3.2 The Normal Distribution
The most interesting probability distribution, for which the induced entropy will be
derived here, is the normal distribution. Assuming p(x) = N (x;µ, σ), the integral
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becomes (c.f . Appendix C):
∫
N (x;µ, σ)qdx = 1√
q
·
(√
2πσ
)−(q−1)
. (3.14)
Especially interesting for decision forest induction is the multivariate case. It is
required for multivariate regression and for Hough forest induction, since the oﬀset
regression is done two-dimensional. The formula for an n-dimensional Gaussian
with mean µ and covariance matrix Σ is:
∫
N (x;µ,Σ)qdx = 1√
qn
·
((√
2π
)n√|Σ|)−(q−1) , (3.15)
where |.| denotes the determinant. Summing up, the diﬀerential induced entropy
for a normal distribution is deﬁned for q > 1 as:
Nq[N (x,µ,Σ)] = 1− 1√
qn
·
((√
2π
)n√|Σ|)−(q−1) , (3.16)
where |Σ| is σ2 in the one-dimensional case.
3.3.3 Efficient Implementation
Similar to the discrete case, a few simpliﬁcations can be made for the use of this
entropy inside of an argmax function. In this case, it is completely suﬃcient to use
the value
Nˆq [N (x,µ,Σ)] = − |Σ|−(q−1) (3.17)
where |Σ| can be replaced by σ2 in the one-dimensional case. Since usually only the
diagonal of the covariance matrix is estimated, this value is again fast and easy to
compute, especially for q ∈ N \ {1}.
3.4 Experiments
We conducted several experiments for the main application areas of Decision Forests
to evaluate how to best apply the generalized entropy families. In each experiment,
we did a grid search using cross-validation with the Shannon entropy to determine
the decision forest parameters on the training set. The grid contained the following
values for all experiments: depth {15, 20, 25}; feature tests per node {7, 10, 15};
thresholds tests per feature {4, 7, 10} and 100 trees per forest. Each score was then
determined by 10 training/testing runs with diﬀerent random seeds (except for the
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Name Samples Classes Features Test size
chars74k [dCBV09] 74107 62 64 7400 (10%)
g50c [CSZ06] 550 2 50 500 (91%)
letter [BL13] 35000 26 16 8750 (25%)
MNIST [BL13] 70000 10 784 10000 (14%)
USPS [Hul94] 9298 10 256 2007 (22%)
Table 3.1: Classification dataset characteristics. [LL15a] c© 2015 IEEE.
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Figure 3.3: Results of using different entropy functions on the selected classification
datasets. The Shannon entropy has no parameter, hence is always visible as a
straight line. Rényi and Tsallis entropy are equivalent to the Shannon entropy for
q = 1, so all three entropies have the same value at this position. Measurements
were taken at each step of 0.5 and are interpolated by applying a Loess smoother,
including the 95% conﬁdence interval indicated by a light gray background.
[LL15a] c© 2015 IEEE.
g50c and Boston housing datasets, where due to their small size 250 runs were
done). The test set was always selected as by convention for the respective dataset,
if available. We designed this setup, since we noticed that the entropy family has
none or hardly any eﬀect on other parameters selected by the grid search.
3.4.1 Classification
For the classiﬁcation setting, we selected ﬁve computer vision datasets with varying
characteristics. You can ﬁnd an overview in Table 3.1. Plots of the resulting scores
for the standard Shannon entropy and various parameters for Rényi, Tsallis and
induced entropy can be found in Figure 3.3. As evaluation measure we used the
F1-score3. It is a reliable measure even for imbalanced datasets, especially when
dealing with many classes. Each of the plot facets shows the results for one dataset
for each entropy.
Additional to the equivalence of T1, R1 and S, the attentive reader may note that
the equivalence of T2 and N2 is not always given. Investigating on this matter, we
3F1 =
2·precision·recall
precision+recall
, the harmonic mean of precision and recall.
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Name Samples σ2 Features Test size
abalone [BL13] 4177 10.4 9 1044 (25%)
Boston housing [BL13] 506 84.4 14 51 (10%)
Table 3.2: Regression dataset characteristics. [LL15a] c© 2015 IEEE.
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Figure 3.4: Results on the two regression datasets. Shannon and Rényi entropy
results, and induced and Tsallis entropy results are equivalent in the visualized
range. [LL15a] c© 2015 IEEE.
found that the calculation of the entropy values in the two diﬀerent ways leads
to diﬀerent numerical instabilities (we use float values for the calculation of the
entropy), that lead to occasionally diﬀerently structured trees (approximately 86%
of the trees are equal).
The largest eﬀect is observed on the g50c dataset with an improvement of about
1.9% when using the induced entropy. Usually, optima are found in the range
q = [1, 3] for all entropies. We only observed one exception for the g50c dataset,
where the Rényi and Tsallis entropies reached slightly higher or comparably high
performance results as for the induced entropy for q values close to zero and the
results for the Tsallis entropy were still on a high level for q ≥ 6.5 (but lower than
the observed maximum for the induced entropy). On all datasets but chars74k, an
improvement could be achieved by choosing a diﬀerent entropy, however, relatively
small.
3.4.2 Regression
Regression is, especially in computer vision, not as common as classiﬁcation. Hence,
we selected two non-vision datasets to cover the topic (the characteristics can be
found in Table 3.2), and applied the diﬀerential entropies in a computer vision
setting using Hough forests (see Section 3.4.3).
For regression, we used the Mean Squared Error (MSE) as evaluation measure.
You can ﬁnd the results in Figure 3.4. Rényi and Tsallis entropies are omitted
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(c) FashionPose dataset.
Figure 3.5: Hough Forest results for several classification and regression entropies.
[LL15a] c© 2015 IEEE.
in the plot, since their results are equivalent to the ones of Shannon and induced
entropies respectively in the plotted range except for other numerical instabilities.
On both datasets, the scores could be improved by using the induced entropy. On
the abalone dataset, the performance of the Shannon entropy could be outperformed
for all values of q. On the boston housing dataset, the minimum lies at MSE 7.9
for q = 3.5 (this is not visible in the Loess smoothed plot due to outliers at q = 3).
While the induced entropy is only deﬁned for q ≥ 1, Rényi and Tsallis entropies are
also deﬁned for values in [0; 1]. We checked the performance in these areas for both
entropies and observed inferior results.
3.4.3 Hough Forests
Hough forests have so far in literature only been used with the regression optimization
measure tr(Σ). We provide values with this measure as baseline and evaluate the
suggested diﬀerential entropies. As evaluation datasets, we use the Weizmann horse
[BU02] dataset for detection and localization and the Leeds Sports Pose (LSP)
[JE10] and FashionPose [DGLG13] datasets for human pose estimation.
As regression entropy, we use the induced entropy: the results are equivalent to
the ones of the Tsallis entropy in the given range (Rq≥1 = S). Rq<1, Tq<1 produced
comparable or worse results in our former regression experiments. For classiﬁcation,
we use the induced entropy as well. Remember that N2 = T2, and R1 = T1 = S. By
exploiting these equivalences, we reach the most expressive set of results. To make
sure to present conclusive results, we evaluated R2, R3 and T3 on the Weizmann
horse dataset and noted worse results than with the corresponding Nq entropies.
3.4.3.1 The Weizmann horse dataset
The Weizmann horse dataset contains images of horses in slightly varying scales.
We chose a ‘single detection and localization’ setting with a Receiver Operator
Characteristic (ROC) area under curve evaluation criterion. The forest conﬁguration
was set up similar to [GYR+11].
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Standard Hough forest N2, N1.00001
Figure 3.6: Detections and Hough forest maps on the Weizmann horse dataset
[BU02]. q values close to 1 favor larger subsets at splits and are less likely to
produce leafs at low levels of the trees. This leads to denser peaks in the predicted
probability maps, with an improvement in detection performance. [LL15a] c© 2015
IEEE.
Figure 3.5a shows the result matrix. The score for the default Hough forest conﬁg-
uration is located in the lower left corner (0.901). The best scores (0.91) can be
reached for two entropy combinations with q values very close to 1 for the regression
entropy. We found that for the Hough forest task, q values close to 1 produce
the best results. For these values, the norm induced entropy becomes increasingly
ﬂat. Flat entropy functions give preference to larger subsets and this seems to be
a beneﬁcially factor for Hough forest training. Figure 3.6 shows a comparison of
results with the original proposed training and with a run using the induced entropy
with the best performing parameters: the resulting maps are denser and reach
higher peaks at their maxima. This results in an overall advantage in detection
performance.
3.4.3.2 Human Pose Estimation
For the human pose estimation experiments, we largely follow the experimental
protocol of [DGL14]. We were able to improve the Hough forest training time of
three hours on a 700 CPU cluster reported in [DGL14] to two and a half hours
on a 64 CPU cluster using the implementation described in Chapter 4. Since the
experiments remained time consuming, we did ﬁve training/testing runs for each
conﬁguration on both datasets. As evaluation measure we used the normalized
joint localization accuracy, as introduced in [DGLG13] at the threshold 0.1. This
value measures the percentage of correctly localized joints with a slack of up to
0.1 times the upper-body size. Of the three presented methods in [DGLG13], we
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Standard Hough forest
N2, N1.1
Figure 3.7: Comparison of Hough forest results on the FashionPose dataset
[DGLG13]. Improved joint locations are highlighted with a yellow marker.
[LL15a] c© 2015 IEEE.
used the independent joint regression method to directly show the performance of
the Hough forests on the data. We applied a clustered pictorial structure model on
the resulting probability maps as described in [DGLG13].
The plots of the results for the two datasets can be found in Figure 3.5b and
Figure 3.5c. On the LSP dataset, the performance could be improved from 0.292 to
0.298 for ﬁve conﬁgurations. On the FashionPose dataset, the score of 0.516 reached
by the standard training method could only be slightly improved to 0.519. Across
both datasets, we again observed better performance for q values close to 1 for the
regression loss and a similar eﬀect of denser peaks in the body part probability
maps. Figure 3.7 shows ﬁve poses estimated with classical and modiﬁed Hough
forests for a qualitative comparison. The pictorial structure model proﬁts from the
denser probability maps, which mainly results in improved joint localization for the
extremities.
3.4.4 Timings
One criterion for the design of the induced entropy function was computational
eﬃciency. We provide a runtime comparison in Table 3.3. The presented norm
induced entropy is on par with the Tsallis entropy with a speed gain of more than
factor ﬁve. At the same time, the induced entropy covers through its equivalences
to other entropies an interesting search space for varying values of q. As expected,
the classiﬁcation error is the fastest to evaluate.
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Entropy Shannon Norm induced Tsallis / Gini Rényi Class. Error
Runtime 1.0 0.19 0.16 0.27 0.12
Table 3.3: Relative generalized entropy evaluation runtimes compared to the Shan-
non entropy. These are timings for discrete entropy and 10 classes, the parameter
for the generalized entropies has been set to q = 3. All measurements have been
performed on an Intel i7-6900K CPU running at 3.2 Ghz.
3.5 Discussion
Relaxing the Khinchin-Shannon axioms to the ﬁrst two of four, we introduced
the new ‘induced entropy’ in its discrete and diﬀerential forms. We analyzed its
properties and showed connections to the already established generalized entropies,
namely the Shannon, Rényi and Tsallis entropies as well as the heuristic Gini-measure
and Classiﬁcation error.
The new entropy is particularly eﬃcient to evaluate for whole values of q. At the
same time, a lot of the entropy search space can be covered with few experiments
by exploiting its equivalences to other entropies for certain values of q. Since we
noticed that other forest parameters can largely be optimized independently of the
entropy type, we suggest to use and optimize the induced entropy as post-processing
step after an optimization of forest parameters with the classical Shannon entropy.
In our experiments on classiﬁcation, regression and Hough forests, we noticed minor
performance improvements or comparable performance to the Shannon entropy in
most settings. In four out of ten experiments, we noticed a strong improvement of 1%
or more of the respective evaluation measure just by applying this post-processing
step.
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Chapter 4
An Object Oriented Decision Forest
Implementation
The basic idea of Decision Trees—hierarchical splitting of data with the aim of
an increasingly informative grouping—is appealingly simple. On the one hand,
this leads to many possible reﬁnements and specializations. On the other hand,
many researchers have created their own, hand-tailored implementation for their
speciﬁc needs. This is especially true for the classic algorithms of the early days of
Decision Forests, because each of the algorithms was created for a speciﬁc data type
and purpose. But if not implemented with thorough testing and modiﬁcations for
numerical stability and eﬃciency, even a simple algorithm may turn out erroneous
or ineﬃcient.
In their work [CS13], Criminisi and Shotton propose a theoretical model suitable
for many tasks and data types. Hence, an implementation of this model could cover
a lot of usage scenarios with high re-usability of components. Unfortunately, there
is no production ready public implementation available. In this chapter, we propose
an object oriented implementation: the ‘fertilized forests’ library.
With clear interfaces and code locality, the library classes remain easy to understand
and easy to alter and extend. While not going as far as to use SSE optimizations, the
library is written in templated C++ and optimized thoroughly without destroying
code readability. At the same time, OpenMP is used to enable nested parallelization
on tree and node optimization level, which allows to make use of many cores even
when training fewer trees than available computation cores. The open source library
is available under a permissive license with extensive documentation and examples.
It provides consistent interfaces to C++, Python and MATLAB. With the idea to
be easily extendable, it features an interface generator that automatically keeps the
interfaces up-to-date with changes in the core library.
While the library is signiﬁcantly more ﬂexible than others with similar features,
it stays competitive in terms of speed and learning performance (an evaluation is
given in Section 4.3). With a focus on computer vision applications, it provides an
interface to CAFFE [JSD+14] that can be used for feature extraction.
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Name License Core lang. Available bindings OS ind. Parallelization Type aware Extend. Setups
fertilized forests BSD C++ Python, Matlab X Trees & Nodes X X 2295
scikit-learn [PVG+11] BSD Cython Python X Trees 32
OpenCV [Bra] BSD C++ Python X X 9
Sherwood [CS13] MSR-LA C++ C# Nodes X 5
ALGLIB [Boc] GPL 2+ C C#, VB.NET, Python X 1
WEKA [HFH+09] GPL 2 Java Python X 4
Table 4.1: Overview over Decision Forest libraries. The column “Type aware”
refers to whether a library can treat input data in its native data type. The column
“Extend.” (extendable) refers to whether it is possible without much overhead
to extend the implemented algorithms of the library. “Setups” summarizes how
many diﬀerent training setups can be realized with the library. [LL15b] c© 2015
Association for Computing Machinery, Inc. Reprinted by permission.
4.1 Features
The library tackles many of the software engineering challenges in its domain by
using an object oriented model of Decision Forests. This has several advantages:
Local parameterization Instead of having few, over-parameterized factory func-
tions, parameters are local to the objects they are related to. This means
that new parameterized objects can easily be created without having to bloat
parameter lists with default values.
Recombination It is natural to recombine objects to create new, meaningful for-
est types. E.g., Hough Forests can be created by reusing regression and
classiﬁcation threshold optimizers and just adding two new objects.
Code encapsulation Semantically close code is automatically grouped together.
This makes understanding and extending the code of a class easier, since only
the class’s interface must be understood to enhance it.
Inheritance Minor modiﬁcations to existing algorithms can be created by inheriting
from their deﬁning classes. Not the entire functionality must be rewritten,
only the most relevant parts.
The library currently contains classes for all classiﬁcation and regression concepts
described in [CSK11], but has been extended with a state-of-the art implementation
of Hough Forests, two variants of boosting, several strategies for split optimization
and many entropy functions, including the induced entropies described in Chapter 3.
Deterministic, nested parallelism To be able to fully exploit modern manycore
architectures, the library supports deterministic, nested parallelism down to node
optimization level. While coarse-grained tree-level parallelism is insuﬃcient on
modern machines, an additional parallelization step during node optimization
oﬀers a second level of ﬁne-grained parallelism. When carefully implemented, race
conditions can be avoided while maintaining good parallelization behavior. This
guarantees the same, deterministic results independent of the number of used
threads.
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Templated classes The library has been created with multimedia and computer
vision applications in mind. In the age of big data, the sampled signals are getting
so large that inﬂating the data only to adjust its data type becomes permissively
wasteful, e.g., increasing the amount of image data by four only to convert from
unsigned byte to float. To avoid this, all library classes are templated with the
relevant types of the data they process. To take the hassle away of re-typing the
template parameters frequently and to reﬂect this concept in the non-templated
languages MATLAB and Python, a factory object is used that receives the template
parameters once and then creates all library objects correctly templated for the
user’s convenience.
OS independence Being compatible to the gcc, Intel and Microsoft Visual C++
compilers, the library can be used on all major platforms. We use the CMake1 build
system to create robust, platform independent build scripts.
Interfaces The library oﬀers completely consistent interfaces to C++, MATLAB
and Python. Convenient updating and complete consistency is ensured by using an
easy to use interface generator written in Python that comes with the library.
OS and interface independent persistence By using Boost serialization text
archives for persistence across all interfaces, the library objects can be serialized
and deserialized across all possible platforms and from within all three supported
languages. This allows training trees on a large High Performance Computing
(HPC) Linux cluster and then performing analyses, e.g., in Python on Windows.
4.1.1 Comparison with Existing Libraries
There are countless libraries for Decision Forest training available (an overview over
the most relevant ones is given in Table 4.1). However, most of them are outdated
concerning the supported algorithms and none of them oﬀers a comparably versatile
combination of open source code, OS availability, cross platform serialization and
number and completeness of interfaces. Curiously, there is no other Decision Forest
library with support for MATLAB and the built-in Decision Forest implementation
is outdated and slow (more than two orders of magnitude slower than our imple-
mentation). It is, however, necessary to note that while a lot of care has been taken
to copy as few data as possible in the general library design, a copy of parameters
from and to MATLAB is necessary due to its column major storage order concept.
While most of the other software listed as representative selection in Table 4.1
is competitive in the historically relevant areas such as single-threaded runtime
and platform availability, few are data type aware, and no other supports nested
parallelism and is nearly as versatile and easy to extend. Our aim is to excel in this
area by creating a library that is well suited for the dynamic software development
cycle of research.
1https://cmake.org
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Figure 4.1: Hough Forest object structure in the fertilized forest library. Arrows rep-
resent ’is-using’ relations. Parts of the regular classiﬁcation and regression forests
can be reused to design the Hough Forest speciﬁc node optimizer. [LL15b] c© 2015
Association for Computing Machinery, Inc. Reprinted by permission.
4.2 Library Design
The library’s design is general enough to enable eﬃcient recombination of components
and to have beneﬁts by inheritance, but still groups related code together closely.
Figure 4.1 shows an overview of the objects necessary to represent a Hough Forest.
This speciﬁc scenario has been selected, because it illustrates many of the beneﬁts
well.
By exchanging the LeafManager, which controls the information stored at leafs,
as well as the Optimizer, which optimizes the thresholds according to the data
annotations, it is possible already to change the objective function and the resulting
model. This can, e.g., be used to create a classiﬁcation or regression forest. By
adding two new classes, a HoughLeafManager and an AlternatingOptimizer, and
by reusing existing classes, the new concept of a Hough Forest can be deﬁned. It
is trivial to integrate the entropies deﬁned in Chapter 3 by creating and using
corresponding objects.
Parallelization is implemented in the Training (parallelization over tree training)
and Decider (parallelization over decision optimization) objects. All objects being
located lower in the hierarchy than ‘Tree’ and ‘Decider’ automatically beneﬁt from
these parallelization techniques without explicitly implementing it.
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Figure 4.2: Comparison with the scikit-learn forests. Model scores are preﬁxed with
the ﬁrst character of the library name (F for fertilized forests, S for scikit-learn)
and the rest denotes: 74k: chars74k, 50c: g50c, TR: letter, ST: MNIST, SPS:
USPS. [LL15b] c© 2015 Association for Computing Machinery, Inc. Reprinted by
permission.
4.3 Evaluation
To give the reader an impression of the performance of the library, we did comparison
experiments with the widely used ‘scikit-learn’ machine learning package. We
selected that library as competitor, since (a) we appreciate its impact on the
machine learning community and its high popularity, (b) used it as inspiration for
our project, and (c) the parameterization of this library is similar enough to ours to
allow a fair comparison.
Runtime It is not straightforward to set up an experiment resulting in a reliable
statement about library speeds: speciﬁcs of the data can bias results in favor
of each candidate, or a speciﬁc parameter setting can be in favor of a speciﬁc
implementation. Therefore, we performed 100 runs with randomly (but equivalently)
sampled parameter settings on each of three large scale, computer vision datasets
(chars74k [dCBV09], MNIST [BL13] and USPS [Hul94]). This results in a large set
of overall runs under diverse conditions, and we hope that it provides a representative
impression of overall performance.
While parallelization over trees trivially has a good parallelization behavior, this is
not necessarily true for deterministic parallelization over the node optimization. To
visualize the behavior of our library in this speciﬁc case, we varied the number of
threads for node optimization. The results are visualized in Figure 4.2a. For each
run, the corresponding runtime of scikit-learn was used as normalization (hence
the straight line at height 1.0). All other lines show the traces of our library. The
saturation of the color is higher for traces closer to the mean trace.
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The ﬁrst important results are the performance values for one thread. There are a
few runs for certain parameter settings where the runtime of our library goes up to
more than twice of the runtime of scikit-learn. The mean, however, is at about 1.0,
with the start of a solid trace at little more than a third of the runtime of scikit-learn
(the y-axis is logarithmic). For an increasing number of threads, the library shows
good parallelization behavior peaking out in the best cases at substantially smaller
values than 0.1 even though only 10 threads have been used.
We identiﬁed the ability to parallelize beyond tree level to be of critical importance.
Dantone et al. report a training time of 3 hours on a 700 CPU cluster for their
Hough Forest human pose estimation implementation [DGL14]. We could reproduce
their training on only 64 CPUs in 2.5 hours on our 64 CPU infrastructure through
full parallelization, even though the forest model only uses 10 trees. This translates
to a speed increase of more than an order of magnitude.
Classification performance In Figure 4.2b, we provide a comparison of F1-
scores with scikit-learn on ﬁve large scale computer vision classiﬁcation datasets
(parameters were again randomly sampled 100 times). The x-axis shows the var-
ious datasets, where the left of each pair of columns shows the fertilized forests
performance, and the right the scikit-learn performance. The datasets, from left
to right, are chars74k [dCBV09], g50c [CSZ06], letter [BL13], MNIST [BL13] and
USPS [Hul94].
The y-axis shows the achieved F1-score, since some of the datasets have a high
number of classes and are not perfectly balanced. The authors of scikit-learn
have implemented various heuristics in addition to the traditional Decision Forest
algorithm. We went through the source code and added them to our library
additional to our own. This gives the fertilized forests sometimes a slight edge over
the scikit-learn implementation (visible, e.g., for the g50c dataset).
4.4 Source Code
The library is complemented with a test suite and automatically checked for memory
leaks with valgrind2. It has been applied in various scenarios for computer vision
(Chapter 3) and other learning tasks (see Section 1.5 as well as Chapter 8). The
main source of information around the library, including API documentation and
examples is the website http://www.fertilized-forests.org. The source code
is available at https://github.com/ChrislS/fertilized-forests.
2http://valgrind.org
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A Convenient Interface for
High-Performance Deep Learning
Whereas Decision Forests have great applications in scenarios with scarce data and
where intepretability of decisions is needed, deep learning is one of the biggest success
stories in the computer vision domain. For several problems it has led to solutions
that even surpass human performance [HZRS15, SHM+16]. For the computer vision
community, the caffe [JSD+14] framework is a popular and frequently used deep
learning framework. It is well-tested and many authors published custom layer
implementations and models.
caffe does provide Python bindings for the core features, however the main work-
ﬂow relies on Google protocol buffers1 (which we will abbreviate to ‘protobuf’) for
conﬁguration, network design and serialization. This has been a pragmatic solution
for network layouts so far, but new complex training strategies and networks with
hundreds of layers [HZRS16a, HZRS16b] push this interface to its limits.
In this chapter, we describe and propose an interface—barrista—for the caffe
framework, which provides a more powerful, programmatic API with solutions and
insights that may be of general interest. Furthermore, we strongly advocate the
concept of callbacks (which we refer to as ‘monitors’ throughout the paper, due
to the monitor software design pattern). We use monitors as an easy-to-write
and easy-to-combine tool to create data loaders, preprocessing, hyperparameter
modiﬁcation, logging, post-processing and visualization.
The features of the described interface can be summarized as follows:
• The barrista framework provides full Python access to all caffe functionalities
except multi-GPU training. Networks can be programmatically created and
edited in a convenient way.
• Protobuf object introspection is at the core of the barrista library. It enables
almost automatic parsing of the basic caffe interface and guarantees full
compatibility and consistency with the used version of caffe. This includes
custom-written layers and their parameters, which need to be referenced just
by their name. All layer parameters are then inferred automatically.
1https://developers.google.com/protocol-buffers/
45
Chapter 5 A Convenient Interface for High-Performance Deep Learning
• We maintain full compatibility with caffe models. By using the internal
protobuf representation, it is possible to load and save all models and prototxt
ﬁles caffe can read and write.
• barrista provides a monitor interface with many existing monitors for prepro-
cessing, postprocessing, data augmentation, visualization, training and model
inspection. Many of them can be executed in parallel to the network forward
and backward pass to make the execution eﬃcient.
• This provides a principled separation of responsibilities for steps such as data-
preparation, data-feedback (i.e., incorporating training results to inﬂuence
further training for, e.g., active learning) and visualization.
5.1 Related Work
A full overview of deep learning software is out of the scope of this paper. We
restrict the discussion to the most prominent frameworks and interface packages
targeting the Python language.
The Theano package [The16b] with its three interface add-ons Lasagne [DSR+15],
Keras2 and blocks [vMBD+15] is similar to caffe and barrista. Theano is a more
general machine learning software compared to caffe. Therefore, the wrappers are
convenient for the speciﬁc use case of deep learning. Whereas Lasagne keeps a
focus on being a lightweight and close wrapper around Theano, Keras aims for more
generality and oﬀers a backend for Tensorflow [AAB+15] as well, which will be
discussed in the next paragraph. Keras includes a convenient ﬁtting method, but
does not separate responsibilities as clearly as the framework we propose. It oﬀers the
possibility to use callbacks, but these can not inﬂuence the training or the provided
data as deeply as barrista and are not executed in parallel. Lasagne is a lightweight
wrapper that focuses solely on Theano’s deep learning components. It requires the
user to implement a training loop including preprocessing and monitoring. blocks is
very similar to barrista in its aims and oﬀers a callback concept with its Extensions.
Tensorflow [AAB+15] is Google’s open source deep learning framework and subject
to rapid changes. It superseded caffe as the most popular deep learning framework
for computer vision after we published the described interface for caffe and we use
it in Chapter 9 for our models. We are using and advocating some of the same
patterns proposed in this chapter similarly with the Tensorﬂow framework.
Mxnet [CLL+15] provides APIs for several languages, including Python. It oﬀers
high-level training methods and two separate concepts for callbacks. Plain callbacks
do not have access to the network’s gradient in contrast to a speciﬁc monitor object.
However, only one such object can be used for training. Both callback types are not
executed in parallel and can not be used for data-preprocessing.
2http://keras.io/
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Chainer [TOHC15] fully leverages the Python software stack and is designed
for easy modiﬁcation. This does not extend over the course of training methods,
probably because it is relatively easy to implement these methods. However, re-
implementation leads to creating the same preprocessing and optimization code
repeatedly, which is what we address with our callback stack.
Neon3 relies on the Python stack with the focus on runtime. It provides a com-
prehensive callback system, but not for parallel execution. While Neon is fast, its
commercial distribution model oﬀers parts as premium content. With open source
alternatives available, this software has not found widespread use in the research
community.
5.2 Concepts and Design
5.2.1 Separation of Responsibilities
One of the core ideas of the library design is the separation of responsibilities:
The user is responsible for preparing the data. This action is highly dataset
speciﬁc and can hardly be generalized.
The library oﬀers data augmentation, solver setup, logging, training and pre-
diction. Data augmentation methods (like rotation, ﬂipping) can be shared
across learning tasks, therefore this responsibility can be moved to the deep
learning library.
We believe that a library should solve repetitive tasks for the user out-of-the-box, but
remain conﬁgurable. Like in the popular scikit-learn4 package, barrista oﬀers many
default options with sensible values that can be overridden. For example, input data
can be passed as a list to the ‘ﬁt’ or ‘predict’ methods of a model, but if the data
does not ﬁt into memory, it is straightforward to extend the CyclingDataMonitor to
process a dataset chunk wise.
3https://github.com/NervanaSystems/neon
4http://scikit-learn.org
stage: fit stage: predict
phase: train phase: test phase: test
Figure 5.1: Usage of stages and phases by the ‘Net’ object. The stage deﬁnes
the network conﬁguration, the phase denotes the current application type. This
distinction reﬂects the underlying caffe concepts. If available, the ‘predict’ stage
is used automatically by the ‘predict’ function. [LKKG16] c© 2016 Association
for Computing Machinery, Inc. Reprinted by permission.
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Figure 5.2: Parallel callback processing pipeline. Solid arrows indicate control
ﬂow, dashed lines resource access. The execution time of the ‘forward-backward’
and ‘pre-batch’ operations strongly depends on network layout/pre-processing
steps, hence the length of the boxes is not necessarily representative. Memory is
only allocated once at the beginning of training and does not change over time.
[LKKG16] c© 2016 Association for Computing Machinery, Inc. Reprinted by
permission.
5.2.2 Representation
One of the strengths of the caffe framework is the storage format of models: the
network structure is stored separately from network parameters. This has several
advantages: most prominently, the structure of the network can be (partially) altered
and parameters can still be loaded for the unchanged parts. We aim to reﬂect this
in our interface. The description of a network is stored in a NetSpecification object.
It can be programmatically constructed, altered, converted to and from a protobuf
text representation, the lingua franca for caffe. It describes a network structure in
all possible stages and phases and is independent of model parameters.
To run a network for optimization or inference, its description can be instantiated
to create a Net object. A Net has parameters and can be ﬁtted to data or used
to make predictions. If the network description includes a distinction between the
‘ﬁt’ and ‘predict’ phases, then the corresponding architectures are automatically
generated and used (see Figure 5.1).
In contrast to other frameworks, the Solver is represented as a stateful entity,
which reﬂects the underlying caffe structure for optimization methods such as
Adam [KB14]. Furthermore, this has the advantage that the object can be serialized
correctly. All solvers implemented in caffe are encapsulated with parameter checks.
5.2.3 Monitoring
Performing research in deep learning requires potential changes at many points
and for many objects in the optimization process. Furthermore, it should be easy
to adapt, reuse and reorder training components to quickly experiment with new
settings. For this purpose, we propose a powerful ‘monitoring’ system (coined after
the ‘monitor’ software engineering design pattern) with nearly full control over
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the training process. Monitors can be used to encapsulate functionality from data
loading, preprocessing, optimization, postprocessing and visualization. They can
be combined in arbitrary ways. Our experience is that this encapsulation is of
tremendous help when exploring the large design space of neural network to quickly
experiment with diﬀerent training strategies.
5.3 Implementation
5.3.1 Protobuf Object Introspection
Building an interface on top of an independently maintained, rapidly developing
open source library is challenging. Upstream changes quickly break functionality
and an independent project can not rely on support by the main library authors.
Even worse: specifying custom caffe layers requires changes in the native C++
source code. Hence, many researchers maintain their own fork of caffe. If a library
working ‘on top’ of caffe would have a hard-coded interface, users would be required
to re-export their interfaces one more time. Instead, we propose to use Python’s
object introspection abilities: all object properties can be queried and their name
and type examined. We use this feature to analyze the caffe-generated protobuf
object. Exploiting the knowledge about caffe’s naming convention, we can infer
nearly all parts of the interface automatically.
This allows us to work with upstream and custom deﬁned layers with hardly any
manual steps. To use a custom deﬁned layer, the only information that must be
provided is the relationship between the layer and its parameter protobuf object
name, since this is not encoded in the protobuf speciﬁcation. The rest is inferred
by barrista. With this architecture, we are able to elegantly avoid the maintenance
overhead for wrapping an evolving library. Additionally, we keep the eﬀort for new
layer deﬁnitions as low as possible. In the core caffe library, adding new layers
requires code changes in several places.
5.3.2 Monitor Implementation
When implementing the monitors, several points must be taken into account: (1) user
designed algorithms must have access to all objects involved in the optimization or
training process. (2) it should be easy to recombine existing algorithms. (3) the
entire system should be easy to extend for completely novel training strategies that
require new types of interactions with algorithms. (4) during the optimization on
the GPU, monitors that are independent of the result should run in parallel on the
CPU.
To satisfy all these requirements, we use an inheritance-based Signal/Slot design
pattern implementation: all user-designed algorithms are derived from a Monitor
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object. It provides empty implementations for the following ‘signal’ methods,
covering the whole training and inference process:
• initialize_{train, test},
• pre_{ﬁt, test},
• pre_{train, test}_batch,
• post_{train, test}_batch,
• post_{train, test}.
These functions receive their parameters as a dictionary call-by-reference parameter.
The Solver and Net objects are part of this dictionary and can be changed at will.
Monitors are registered with the training/inference methods in a list and called
according to their order. Like this, the user has full control over execution order
and can create arbitrary monitor ‘chains’. If a new signal is added to the monitor
system, this can be easily done without breaking existing code by adding new, empty
methods to the ‘Monitor’ object.
With these design choices, the system satisﬁes requirements (1)-(3). If time-
consuming operations such as data loading or preprocessing should be performed
by monitors without notably slowing down training or inference, they must be
performed in parallel during GPU optimizations. The caffe data loading facilities
can be used for this purpose like any other layer, additionally we provide parallel
data layers that are executed in a true parallel context.
Implementing truly parallel systems in Python is challenging due to the global
interpreter lock: within one process, only one Python thread may be active at a time.
For software that relies on native code execution such as the GPU optimization,
this renders inner process parallelism impossible. To circumvent this problem, we
rely on the Python multiprocessing module to create an additional worker process.
Using a separate process can cause latency and performance penalties due to inter
process communication. To avoid this overhead, we use shared memory between
both processes with locks for synchronization. This functionality is implemented in
the ParallelDataMonitor object (which inherits from Monitor).
Using it is as easy as creating a monitor inheriting from the ParallelDataMonitor.
Any monitor inheriting from this class will automatically be executed in parallel in
the worker thread. The signals remain the same and all parameters can be accessed
as for the regular Monitor. To achieve this, we use Python’s duck typing: we create
a dummy Net object pointing to shared memory with the main process. This has
the advantage that any monitor can be used for either serial or parallel execution,
e.g., for debugging. After execution of the parallel monitor signals, the main process
copies the shared memory to the original Net object, an operation that usually takes
less than 1ms. A control ﬂow visualization is given in Figure 5.2.
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5.3.3 Visualization
With visualization monitors it is possible to create plots in regular intervals and
create movies of ﬁlter evolution over the course of optimization. The library provides
a basic set of monitors for visualization of several quantities: (1) unit activations,
(2) gradient histograms, (3) gradient magnitudes and (4) loss values. All of these
values help to keep diagnose obstacles for the optimizer, e.g., vanishing gradients in
very deep architectures [WRKS16]. Adding even complex visualizations such as the
‘guided backprop’ visualization [SDBR14] can be easily done by creating additional
‘monitors’.
5.3.4 Quality Assurance
To provide high quality code, we follow best practices. With a public CI server that
checks primary (tests) and secondary (style) quality of the code, we assure that
the library is usable and bugs are detected before a code release. Monitoring the
test coverage at the same time (currently more than 94% for the non-user-interface
functions of the library; the UI can not be tested on the headless CI server), we make
sure that no important parts remain untested. All parts of the library are covered
with documentation. Python 3 compatibility is implemented, but is currently not
maintainable due to the lacking compatibility of the core caffe framework.
5.4 Source Code
The source code is available under the MIT license from Github at https://github
.com/classner/barrista. It is currently necessary to apply a C++ patch to caffe
to make barrista work. A pull request for the required changes to the master branch
of caffe is pending (#3629). The change is of general interest, and once accepted
we will make barrista available as a PyPi project. In the meantime we provide a
patched caffe version as a submodule of the project. barrista is highly ﬂexible and
aims to bridge the gap between performance, convenience and continuity. We are
conﬁdent that it will prove useful in many applications and contribute to an easier
usage of caffe by reducing development time for both, beginners and experts of deep
learning. Many results in the following chapters have been created using barrista.
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Part III
Combining Human Appearance
Models

Chapter 6
Fitting a 3D Body Model to 2D
Keypoints
We begin our discussion on combining 2D and 3D human appearance models with
the description of a method to automatically ﬁt a 3D body model to 2D joints. The
2D joints carry concentrated information about the basic human pose, hence are
a good modality for ﬁtting a 3D model. We ﬁt a generative 3D body model that
encodes prior knowledge about the human body and the image formation process.
The resulting ﬁt provides us with an estimate about the body shape and 3D pose.
Hence, this ﬁtting process forms a cornerstone for the following chapters.
The results described in this chapter originate from a collaborative work with
F. Bogo, A. Kanazawa, P. V. Gehler, J. Romero and M. J. Black [BKL+16a]. Since
I was contributing to it as second author (ﬁrst authorship was shared between
F. Bogo and A. Kanazawa), I only summarize the ideas in this chapter and refer
for a full discussion to our publication [BKL+16a]. My involvement in the project
was as follows: I inﬂuenced the method design and experiments to integrate 2D
keypoint estimation to make the method fully automatic and contributed code
for running 2D keypoint pose estimation. I recommended the Leeds Sports Pose
(LSP) dataset [JE10] as a basis for experimentation and created a dataset of gender
annotations for the dataset to make the method run on it. I ran pose estimation
and semantic segmentation as well as detection reliability experiments on the LSP,
HumanEva [SBB10] and Human3.6M [IPOS14] datasets, interpreted the results and
inﬂuenced design choices accordingly.
Previous approaches for 3D human pose estimation usually focus solely on estimating
a 3D ‘skeleton’ (i.e., 3D points and connections) of a human and ignore the body
shape. Furthermore, they treat every part of the skeleton independent from all other
parts, leading often to implausible limb lengths or body sizes. Instead, we propose
to ﬁt the parametric SMPL body model [LMR+15] (for a brief introduction, see
Section 2.3) with body shape and skeleton to image evidence. For the basic method
described in [BKL+16a] and in this chapter, we focus solely on the usually used 14
pose-deﬁning keypoints as evidence for the ﬁtting process; however, in Chapter 7
we experiment with incorporating foreground information and in Chapter 8 with
higher numbers of keypoints including keypoints on the body surface.
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Figure 6.1: Example results [BKL+16a]. 3D pose and shape estimated using Deep-
Cut CNN [PIT+16] keypoints and the SMPLify energy optimization [BKL+16a]
for two images from the Leeds Sports Pose Dataset [JE10]. For each of the two
examples: left: original image, middle: ﬁtted model, right: 3D model rendering
from a diﬀerent viewpoint. Springer Proceedings of the European Conference on
Computer Vision [BKL+16a] c© 2016.
Example results of the ﬁtting process are shown in Figure 6.1. We use the DeepCut
CNN [PIT+16] to automatically determine the pose-deﬁning points from an image.
Using a carefully crafted energy function, we optimize the pose and shape of the
SMPL body model to match the image evidence. Rendering it on the original image
shows a good resemblance of 3D body and image evidence; clothing as well as limb
and head orientation are not taken into account in the ﬁtting process.
6.1 Method
Our aim is to ﬁnd a faithful 3D body representation from a single 2D image. We
use the DeepCut CNN [PIT+16] to provide a 2D body joint estimate Jˆ ∈ R14×2
with image coordinates for every joint i as well as conﬁdence values w = (wi). With
the body shape parameters β, body pose parameters θ, camera parameters K
(translation and rotation), we minimize the objective function E(β,θ,K, Jˆ ,w) =
EJ(β,θ;K, Jˆ ,w) + λθEθ(θ) + λaEa(θ) + λspEsp(θ;β) + λβEβ(β), (6.1)
consisting of ﬁve components with weights λθ, λa, λsp and λβ. In the following
paragraphs, we brieﬂy describe each component.
Joint matching term EJ The joint matching term measures the error in 2D of
projected skeleton joints of the body model w.r.t. the estimated 2D joint
positions Jˆ . To be robust against outliers during the optimization, we use the
diﬀerentiable Geman-McClure penalty function ρ [GM87]. With ΠK denoting
the perspective projection with camera parameters K, we deﬁne it as:
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EJ(β,θ;K, Jˆ ,w) =
∑
joint i
∑
c∈{0,1}
wiρ
(
ΠK(Rθ(J(β)))i,c − Jˆi,c
)
(6.2)
where J : RB → R23×3 is the function that estimates 3D skeleton joint locations
from body shape parameters and Rθ : R
23×3 → R23×3 is the transformation to
pose 3D joints according to pose θ; both functions are diﬀerentiable. We use
B = 10 body shape parameters in our experiments.
Pose prior Eθ We model the space of plausible poses with a Gaussian Mixture
Model (GMM) ﬁtted to the CMU motion capture database [CMU]. This
component has a higher energy contribution for less likely poses. For details,
we refer to [BKL+16a].
Joint angle prior Ea The computer graphics based SMPL model does not have
natural joint limits. This means that arms and legs could be bent ‘backwards’
if the joint limits are not modeled explicitly. We use the exponential function
Ea(θ) =
∑
j∈extremities
exp(θj) (6.3)
for this purpose. Positive angles correspond to backward bends, hence in-
crease the energy contribution of this component drastically. This makes
backward bends not impossible but highly unlikely and the function is trivially
diﬀerentiable.
Interpenetration term Esp Similarly to backward-bent extremities, a pure graphics
based model can suﬀer from interpenetration. To prevent the optimization
from converging to poses with interpenetration, we add another term that
measures the interpenetrations of spheres approximating the body. The
approximation of the body by spheres leads to a diﬀerentiable term that can
be evaluated eﬃciently. For details, we again refer to [BKL+16a].
Shape regularizer Eβ To prevent the optimization from using exotic body shapes
to explain pose, we introduce a regularizer for the body shape. Since the
shape parameters are weights for PCA components (c.f . [LMR+15]), deﬁning
a regularizer as
Eβ(β) = β
TΣ−1β β (6.4)
where Σ−1β is the diagonal matrix with the squared singular values from the
SMPL training set is a sensible choice.
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We optimize for body and camera rotation and translation, body shape and pose but
assume a known focal length. Otherwise, the optimization becomes ambiguous and
unstable. Because we noticed empirically that an arbitrary but sensible focal length
produces plausible results across the LSP dataset with images from diverse capture
devices, we use a ﬁxed focal length and decided against introducing additional
complexity by estimating the focal length or introducing another prior.
We initialize the camera translation according to the estimated 2D upper body
size and position and the pose with a T pose. We then minimize E using Powell’s
dogleg method [NW99] using OpenDR and Chumpy [Lop15, LB14]. We determined
weights for λθ, λa, λsp and λβ empirically on the HumanEva dataset [SBB10] training
part and decrease λθ and λβ over time. Additionally, we start the optimization
twice, once rotated by 180 degrees and use the result with the lower energy Ej. The
optimization for one image completes in less than 1 minute on a current desktop
computer (measurements taken on an Intel i7-6900K CPU running at 3.20GHz).
6.2 Results
We evaluated the presented method in various experiments, including experiments
on synthetic data and an ablation study. For a full discussion of results, we refer
to [BKL+16a]. We only discuss two results here to give the reader a rough impression
of the performance of the algorithm since we build on it in the following chapters.
Table 6.1 provides an overview of results on the Human3.6M dataset [IPOS14].
We obtained frame-by-frame keypoint estimation results by running the DeepCut
CNN [PIT+16] on the 15 sequences from subjects S9 and S11 captured from the
frontal camera of trial 1. The CNN was not ﬁnetuned on Human3.6M data, but
we observe stable results due to usually easy to parse backgrounds. We then
run the optimization of Equation 6.1 on the resulting keypoints and conﬁdences
with the gender-speciﬁc body models per-frame. We use a regressor to establish
correspondences between the recorded motion capture markers and the SMPL body
model. With this setup, we achieve a notable improvement over state of the art on
single frame 3D body pose and shape estimation on all test sequences.
The Human3.6M dataset consists of recordings in a lab environment with a motion
capture rig. This has the advantage that ground truth 3D data can be used for
evaluation, but the disadvantage of lacking generality in poses and backgrounds.
This is why we also present qualitative results on the LSP dataset [JE10]. It is one
of the standard datasets to evaluate 2D human pose estimation and comes with
photos of people performing sports activities in highly diverse settings. Ground
truth annotations are limited to 2D keypoint positions. You can ﬁnd qualitative
results in Figure 6.2. Apart from the existing gender speciﬁc SMPL models (results
rendered in skin color) we also experiment with a gender neutral model (results
rendered in blue color). In both cases, we observe mostly well-matching results
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Directions Discussion Eating Greeting Phoning Photo Posing Purchases Sit
Akhter & Black [AB15] 199b.2 177.6 161.8 197.8 176.2 186.5 195.4 167.3 160.7
Ramakrishna et al. [RKS12] 137.4 149.3 141.6 154.3 157.7 158.9 141.8 158.1 168.6
Zhou et al. [ZZLD15] 99.7 95.8 87.9 116.8 108.3 107.3 93.5 95.3 109.1
SMPLify 62.0 60.2 67.8 76.5 92.1 77.0 73.0 75.3 100.3
SitDown Smoking Waiting WalkDog Walk WalkTogether Mean Median
Akhter & Black [AB15] 173.7 177.8 181.9 176.2 198.6 192.7 181.1 158.1
Ramakrishna et al. [RKS12] 175.6 160.4 161.7 150.0 174.8 150.2 157.3 136.8
Zhou et al. [ZZLD15] 137.5 106.0 102.2 106.5 110.4 115.2 106.7 90.0
SMPLify 137.3 83.4 77.3 79.7 86.8 81.7 82.3 69.3
Table 6.1: Human 3.6M results [BKL+16a]. 3D joint errors are given in
mm. Springer Proceedings of the European Conference on Computer Vision
[BKL+16a] c© 2016.
Figure 6.2: Example results from the LSP dataset [BKL+16a]. For each image: left:
image and DeepCut CNN [PIT+16] keypoints; center: 3D ﬁt after optimizing
the SMPLify objective function; right: rendering of the 3D ﬁt from a diﬀerent
perspective. The top row shows example results using the gender neutral model,
the bottom row shows example results using the gender speciﬁc model. Springer
Proceedings of the European Conference on Computer Vision [BKL+16a] c© 2016.
(15.9 pixel average 2D residuals, c.f . Table 7.4). We observe a counter-intuitive
eﬀect: the method produces often better results on unusual and intuitively ‘harder’
poses because the projected 2D keypoint locations are more unique. Intuitively
‘easy’ poses such as a frontal view of an upright standing person provide little
information about the limb length due to the ambiguity between limb length and
limb conﬁguration (e.g., for a person viewed from the front with arm joints in a
straight line, upper and lower arms could either be shorter or the arm could be bent
with the elbow moving further back along the optical axis).
6.3 Discussion
In this chapter, we presented an overview over SMPLify, a fully automatic method
for estimating 3D body shape and pose from 2D joints in single images. We use
the SMPL 3D body model and ﬁt it to automatically estimated 2D joint locations.
The body model implicitly captures correlation between body shape and skeleton
parts, hence provides a robust generative model for the ﬁtting process. We present
an energy function that has been carefully crafted to avoid local minima during
the optimization process, enabling us to use gradient descent based ﬁtting to the
estimated 2D joints. With this method, we can fully automatically estimate the 3D
body of a person out of a single image with less than a minute runtime on current
desktop computers.
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Chapter 7
Combining Joints and Segmentation
for 3D Fitting
The 3D ﬁtting method presented in Chapter 6 infers body shape from 14 skeleton
keypoints well in many cases. The deviations of keypoint locations from a ‘standard’
skeleton in most views convey enough information to roughly estimate the body
shape. However, there are scenarios where this is impossible, e.g., for side views. In
these cases, the keypoints collapse to one line, making it merely possible to estimate
body height. In these cases, semantic segmentation information helps to ﬁnd a good
shape estimate. In this chapter, we analyze how segmentation information can be
used to improve 3D ﬁtting. Furthermore, we show how it can be fused with 2D
keypoint predictions to assess their reliability and to improve the segmentation (for
an illustrative overview, see Figure 7.1).
For this task, we ﬁrst build segmentation models that work on a wide variety of
challenging poses. While there are several models and datasets for detecting joints
in challenging images, semantic segmentation is usually considered in more general
settings for multiple semantic classes and not focused on humans. Consequently, we
annotate the most frequently used human pose datasets with foreground-background
and partially with six body part segmentation labels. We use the newly created
dataset to train state-of-the art semantic segmentation models for human segmenta-
tion. For these models, we report good generalization behavior across datasets and
without ﬁnetuning.
Since keypoint and segmentation models provide complementary information about
a person, we analyze how both can be integrated in several fusion experiments. With
fast moving research on human pose estimation as well as semantic segmentation, we
do not want to make our fusion strategy dependent on speciﬁc predictors. Instead,
we treat the predictors as black boxes and suggest fusion methods to work with
their predictions. Finally, we extend the energy function developed in Section 6.1
to incorporate segmentation information into the 3D ﬁtting optimization, improving
the body shape and pose estimation.
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Pose
3D fitting
Segmentation
Fusion
Figure 7.1: Incorporating segmentation information for fusion with keypoints and
3D fitting. Left: we add segmentation data as additional input besides keypoints
to our methods. Right: this improves the 3D ﬁtting method developed in
Chapter 6 by disambiguating limb conﬁgurations and supporting body shape
estimation (Section 7.5). Furthermore, we show how keypoints and segmentations
can be fused to improve the predicted segmentation maps (Section 7.4.1) and for
assessing the reliability of keypoints (Section 7.4.2).
7.1 Related Work
Fitting 3D bodies to silhouettes (c.f . [BKL+16a]). Silhouettes intuitively pro-
vide strong cues for 3D body pose and shape information. Sigal et al. [SBB08] use
the silhouette information to extract local features and use a mixture of experts
to directly predict 3D body pose and shape from them. The method assumes that
silhouettes are available and we speciﬁcally also care for creating them. Guan et
al. [GWBB09, Gua12] build a more complex pipeline: they assume manually marked
2D joints, ﬁt a 3D body to them using optimization methods that assume clean
ground truth and known segment lengths [Tay00, LC85] and create a foreground
silhouette by using GrabCut [RKB04] on the image initialized with the projection
of the 3D body. Finally, they ﬁt the SCAPE body model [ASK+05] on a variety
of silhouette as well as image cues. This allows to incorporate knowledge from the
generative SCAPE model as well as the image evidence into the ﬁtting process.
However, the process makes many assumptions and assumes high quality initial data.
In contrast, the presented algorithms can handle noisy data and do not require prior
knowledge. There are several methods for ﬁtting a 3D body model to silhouettes
with signiﬁcant manual intervention, either with extracting silhouettes manually or
specifying point correspondences manually [HAR+10, ZFL+10, CKC10]. In contrast,
our methods are fully automatic.
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Keypoint and segmentation prediction. In 2004, Mori et al. [MREM04] proposed
a method for joined pose estimation and segmentation for upper bodies. The main
focus of that work lies on improving human pose estimation by guiding the pose
estimation algorithm to the relevant parts of the image. This implements the
concept of ‘early fusion’ (fusing modalities before the reasoning for both has been
completed independently) for pose estimation. This requires speciﬁcally adjusted
models for this purpose and does not allow to treat them as black boxes. Also, they
work on a superpixelization of the image and aggregate superpixels, whereas our
models work on pixel level. Similarly, Bo et al. perform pedestrian parsing based
on superpixelization [BF11]. [SS07] builds a hierarchical parsing of the body where
regions are successively combined until a part segmentation is assembled. Lu et
al. [LFSL12] start out with coarse segmentation and then predict ﬁner ones, but
stop before reaching a level of detail comparable to keypoints.
Several methods formulate a joined energy function to estimate pose and—usually
only foreground—segmentation on pixel level [KRBT08, WK11]. [LTZ13] fuses
information from a Histogram of oriented Gradients (HoG) [DT05] with a pictorial
structure model [FH05] and performs joined energy optimization. These methods
are usually computationally intensive since they must solve complex optimization
problems.
Foreground background information is of great beneﬁt for tracking methods. Lee
et al. [LN09] track people ﬁrst as segmented foreground blobs before inferring 2D
and 3D pose. Ferrari et al. [FMJZ08] use GrabCut [RKB04] to restrict the search
space for pose estimation. Bo et al. [BJ13] use dynamic programming to optimize
a multi-frame energy that incorporates segmentation information and a pictorial
structure model. Similarly, Lim et al. [LHHH13] perform tracking by alternating
between optimizing a pictorial structure ﬁt and segmentation.
Pictorial structures [FH00] were very popular for image based inference on human
pose and segmentation estimation before the recent advances in deep learning.
Since the pictorial structures themselves consist of parts and not only keypoints,
they automatically provide a rough segmentation [FH05, ARS09, YR11]. Lu et
al. [LSX13] add an explicit segmentation energy that is jointly optimized with the
pictorial structure. Another part- and grammar-based pose estimator is described
in [SS11]. Rothrock et al. [RPZ13] explicitly describe a grammar and segmentation
based model for human pose estimation. A template based model close to pictorial
structures taking pose and segmentation into account is described in [CF08]. In
contrast to all these models, we do not explicitly enforce structure between the body
parts; our learners are entirely data-driven.
There are diﬀerent notions for ‘human parsing’. In [TF10, WTL11], it is understood
as part based pose estimation with no explicit segmentation. In contrast, [DCH+16]
works with so called ‘parselets’, image regions originating from segmentation to
estimate pose. The segmentation is fashion based, not on anatomical parts. Fusion
with an explicit pose estimator is not considered. The idea originates from pose-
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lets [BM09], an anatomy based part matching approach not incorporating explicit
segmentation information. [YKOB12] focuses on segmenting clothing, taking pose
information into account through a Conditional Random Field (CRF) model. We
experimented with CRF inference in form of a CNN simulating unrolled inference
and message passing in a CRF, but found unrestricted CNN layers to produce
superior results.
In contrast to the described methods, we develop fast, discriminative methods to
improve and provide pose and segmentation data for 3D ﬁtting. We treat explicit
pose and segmentation estimators largely as black boxes. Hence, the proposed
methods can be used with many estimators. The only requirement for the estimators
is that their performance can be regulated. For our models, we use two strategies
for this purpose: early stopping and increasing dropout rates. For most estimators
at least one of the two strategies is applicable.
Related datasets. There is a large corpus of work using the Buffy dataset
[FMJZ08] that provides both pose and segmentation annotations. However, this
dataset contains only labels for upper bodies and does not exhibit a high variation
in poses or appearances compared to more recent datasets.
The Human3.6M dataset [IPOS14] contains video information and 3D pose for 11
diﬀerent actors and several actions in a lab environment. Segmentation annotation
for Human3.6M is available, but was generated using background subtraction which
we found to be imprecise. The similar HumanEva [SBB10] dataset also provides
video information and 3D pose in a controlled environment. Both datasets do not
cover appearance and pose variability of datasets “in the wild”, hence, we do not
ﬁnd them suitable to train our models. However, we evaluated our segmentation
models on both datasets without ﬁnetuning to test their generalization ability and
present results in Section 7.3.1.
Both, the Pascal VOC Challenge [EGW+10, CML+14] and MSCOCO [LMB+14a]
datasets for semantic segmentation include a person class. The coarse polygon
annotations and the severe occlusion and truncation of people complicate the matter
of a single-person, high accuracy segmentation method. In contrast, we work with
pixel accurate segmentation labels. However, we consider to use them to build an
extended dataset of people with segmentation, keypoint and 3D body annotation
(see Chapter 11).
The Fashionista dataset [YKOB12] targets the speciﬁc task of parsing human cloth-
ing. It collects images from a fashion blog; thus results in limited pose variations. At
the same time, Fashionista presents a challenging multi-class segmentation problem
with diﬀerent semantics: clothing instead of body parts. The work of [LXS+15]
introduces the Chictopia10k dataset which builds on the idea of Fashionista and
adds another 10,000 images to the corpus. However, these datasets do not come with
keypoint labels. We test our methods on the datasets to give an impression of the
generalization properties of the proposed models and provide results in Section 7.3.
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7.2 Segmentation Annotations
Our aim is to train pixel accurate human segmentation models on challenging,
real-world images and experiment on the fusion with keypoint models. Since for
keypoint estimation, challenging datasets exist we do not start to collect both,
keypoint as well as segmentation labels, but augment existing keypoint datasets.
For this purpose, we select the Leeds Sports Pose (LSP) [JE10, JE11] dataset and
the fully annotated single person instances from the MPII Human Pose Database
(MPII-HPDB) [APGS14]. However, annotating at the required level of detail poses
big challenges: following the outlines around a person with the mouse takes minutes
per image and the datasets consists of ∼25,000 images in total.
To collect segmentation labels on this scale, we built an interactive annotation tool
on top of the Opensurfaces package [BUSB13]: Openpose. We make use of the
built-in interface with Amazon Mechanical Turk to reach many people as potential
annotators. To speed up the annotation process but still work on pixel level, we
use the interactive GrabCut algorithm [RKB04]. This breaks down the annotation
process in several simple steps: drawing scribbles on the image in either foreground
or background. Within few updates, the algorithm ﬁnds reliable foreground and
background regions that follow the outline accurately. With this interface, an
experienced user can segment images in less than 30 seconds. We received many
positive comments for the interface. Still, we logged more than 1,000 work hours to
obtain human part segmentation for all images (see Table 7.1).
For the LSP dataset, we collected not only foreground background segmentation
labels, but also body part labels. The annotated body parts are: head, left and
right leg, left and right arm, and torso. This granularity was selected in an attempt
to balance the labeling eﬀort and level of detail. To obtain body part segmentation,
we use the same binary labeling interface as for foreground background labels but
for each part. For these images we collected both, person and body part labels
separately. In cases where the part annotation and the foreground annotations don’t
agree, we used an ‘unknown’ label. Examples are provided in Figure 7.3.
The segmentation labels capture even ﬁne details of appearance such as the exact
outline of pants around the thinner legs. Even though we checked the annotations
for every single image and returned particularly badly annotated ones to the pool
for labeling, a certain level of noise is unavoidable. This is visible for the lower
left arm and the torso labels in the leftmost image. The ‘unknown’ labels capture
uncertain regions well, e.g., in the third image. We experimented with models
with and without the ‘unknown’ labels and note a superior performance if they
are used. We publish this dataset together with the 3D annotations presented in
Chapter 8 with the ‘United People’ dataset, hence name the six part annotation
dataset UP-S6h and the foreground segmentation dataset UP-S1h (United People -
Segmentations by humans). To refer to both parts, we use the name UP-SXh.
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Figure 7.2: The labeling interface of the Openpose tool. Green scribbles mark
background, blue scribbles foreground. The red dots indicate pose keypoints that
are available for every image. We use them to initialize the GrabCut [RKB04]
algorithm, which often proposes a good initial solution based on this information.
Dataset Foreground 6 Body Parts AMT hours logged
LSP [JE10] 1000 train, 1000 test 1000 train, 1000 test 361h foreground,
LSP-extended [JE11] 10000 train 0 131h parts
MPII-HP [APGS14] 13030 train, 2622 test 0 729h
Table 7.1: Datasets and collected annotations. The average foreground labeling
task was solved in 108s on the LSP and 168s on the MPII Human Pose Database
(MPII-HPDB) datasets respectively. Annotating the segmentation for one of
the six body parts took on average only 40s, all parts 236s.
Figure 7.3: Examples for six part segmentation ground truth collected with Openpose.
White areas mark inconsistencies between the body part and the foreground
segmentation and are ignored. The masks capture the outline of clothing.
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7.3 Segmentation Prediction
We use state-of-the art semantic segmentation models as segmentation predictors.
We selected the Deconvnet [NHH15] model as the highest scoring model with a
publicly available implementation on the prestigious VOC 2012 benchmark for the
‘human’ class at the time of development in 2015. We only slightly deviate from
the proposed training procedure: on the UP-SXh datasets, we observed superior
performance when training with a batch size of one. This is in contrast to the original
method described in [NHH15] where the authors used a higher batch size. During
training, the batch normalization layers [IS15] hence receive per batch statistics
that can be seen as representative for the full dataset. Consequently, after training,
they use the full dataset statistics to robustify the batch norm layers. Instead, we
use a batch size of one and per batch statistics for normalization at training and
test time. With this method, we obtain superior scores for human segmentation.
7.3.1 Foreground Segmentation
We combine all 25,030 images from our annotated datasets to form a single training
corpus. Because we use pretrained pose estimators that have been trained on the
full LSP and MPII-HPDB training sets for fusion, we can not use a validation set
consisting of training images—the results would not represent true generalization
performance. Instead, we use a combined validation set from LSP and MPII-
HPDB images, consisting of 50 images from the test set of each dataset. We note
that the overlap of the validation set with the test set is small: 5% on the LSP
dataset and 1.9% on the MPII-HPDB dataset. Since the validation images are
only used for model selection and not training, we believe this setup will hardly
inﬂuence the test results.
For the Deconvnet-model, we found that a person size of roughly 160 pixels works best
for training, therefore we normalize and cut the images accordingly. The images are
mirrored and rotated up to 30 degrees in both directions to augment the dataset. We
train the network for 300k iterations as determined by the validation set. A summary
of scores can be found in Table 7.2, example results in Figure 7.4. On the LSP and
MPII-HPDB parts of the UP-S1h dataset, the model consistently achieves accuracy
and macro f1 scores higher than 0.9, indicating good performance. Finetuning to
the respective dataset parts has only a minor eﬀect on model performance.
Additionally to UP-S1h, we evaluate the model on the three datasets Fashion-
ista [YKOB12], HumanEva [SBB10] and Human3.6M [IPOS14] without ﬁnetuning.
The images of these datasets are of varying size with people at arbitrary positions
in the images. Hence, we use the DeepCut CNN [PIT+16] to extract the people in
a preprocessing step. Even though we do not ﬁnetune our model to the Fashionista
dataset, we achieve a competitive accuracy of 0.9738. This speaks for the complexity
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LSP [JE10] MPII-HPDB [APGS14] Fashionista [YKOB12] Human3.6M [IPOS14]
Mean acc. 0.9625 0.9584 0.9738 0.9884
Mean f1 0.9217 0.9092 0.9407 0.8166
Mean acc. (ft.) 0.9684 0.9628
Mean f1 (ft.) 0.9336 0.9169
Table 7.2: Person vs. background segmentation results. For the result rows with
(ft.), the model was ﬁnetuned to the respective dataset after training on the full
data.
and diversity of UP-S1h. The estimated foreground segmentation accuracy of the
current state-of-the art method [LXS+15] is in the interval: [0.9608; 0.9960]1.
We test our model on video data on the HumanEva [SBB10] and Human3.6M
[IPOS14] datasets. The model generalizes well and produces remarkably stable
results across frames without smoothing. To calculate accuracy and f1 scores on
the Human3.6M dataset, we sample 5 images from all of the commonly used test
sequences of subjects 9 and 11, (a total of 1,190 images), and average their scores.
The ground truth has been obtained by background subtraction and is rather noisy.
This explains the low scores with similarly good looking qualitative results as for
the other datasets.
7.3.2 Body Part Segmentation
Because of the more than twice as long annotation time for body part annotations,
we collected them only for the 2,000 images of the LSP dataset. This means, there
are only 1,000 images available for training which is very little data for a deep
learning model. Hence, we initialize the body part segmentation model with the
foreground model, drop the last layer and ﬁnetune it on the 1,000 part segmentation
images for 80k iterations. On average, the model achieves a score of 0.9095 accuracy
and 0.6046 macro f1 score (for per part results, see Table 7.3, ‘Plain’). Example
results can be found in Figure 7.5.
Even with the very limited training data, the model generalizes well in challenging
settings. It learns to discriminate between left and right limbs. Also, body parts with
only small visible regions are identiﬁed correctly (leftmost image). The uncertainty
increases in overlapping limb regions or regions far away from the body (rightmost
image, left foot). Human annotators label the regions between limbs and upper
body as well as shoulders inconsistently. The model predicts usually an average
solution, resulting in rounded border areas between limbs and torso.
1Only the 56 class accuracy is provided in the paper [LXS+15]: 0.9706. By using the ratio of
∼77% background in the dataset (c.f . [YKOB15]), it is possible to give an interval for the
foreground performance.
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(a)
(b) (c) (d)
Figure 7.4: Qualitative foreground segmentation results on various datasets. (a) Re-
sults on the Fashionista dataset [YKOB12]. Large handbags are the biggest source
of uncertainty without ﬁnetuning. (b), (c) Results from the HumanEva [SBB10]
and Human3.6M [IPOS14] datasets respectively. (d) Segmentation ground truth
from the Human3.6M dataset is noisy.
Figure 7.5: Part segmentation results on the LSP dataset. The model learns to
discriminate between left and right and detects body parts in small image regions
(e.g., leftmost image, right arm).
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7.4 Fusion
In this section, we describe two models combining the predictions of the six body part
segmentation model with the keypoint predictions of the DeepCut CNN [PIT+16].
Both models are late fusion models, i.e., they work on independently obtained
inference results for the input modalities.
7.4.1 Improving Body Part Segmentation
First, we develop a CNN that receives keypoint and segmentation heatmaps and
produces reﬁned segmentation output. We experimented with models for improving
both, our foreground segmentation model trained on UP-S1h as well as the six body
part segmentation model trained on UP-S6h. The foreground models have already
very high performance levels and did hardly beneﬁt of the fusion. In contrast, the
body part segmentation task is notably harder and our segmentation models have
still a lot of potential to improve. Hence, we use this modality to develop and
showcase a fusion model. Whereas we do not use the body part segmentation for 3D
ﬁtting in this work—the segmentation term introduced in Section 7.5 only works
with foreground information—we note that it would be easy to extend the presented
models in that way. Segmentation could be reﬁned up to mesh polygon level and
could be very helpful for 3D ﬁtting. We present ideas and preliminary results in
this regard in Chapter 11. The fusion methods developed in this section could be
used in these scenarios as well.
We treat the inputs to the fusion model as blackboxes, hence work with stacked
segmentation and keypoint position heatmaps as inputs. We use a CNN architecture
inspired by the multiscale part of the ‘ﬁne heat-map’ network described in [TGJ+15]
to work on the heatmaps, because we found it small in enough in capacity to work
with the limited data. At the same time, it works on multiple scales, thus reasoning
about small body parts and long range dependencies. After reducing the resolution
as described in [TGJ+15], we use fractionally strided convolutions to increase the
resolution up to the original image size. We also experimented with a simple stacked
conv/relu architecture and reﬁning the network with PReLUs [HZRS15] and batch
normalization [IS15], but found the suggested architecture superior (for further
information on the hyperparameters, see Appendix D).
The fusion model is trained on the predictions of models that were optimized on the
same training data. Because they perform a lot better on their training set than
on arbitrary data, e.g., from the test set, we observe that the fusion model does
not learn to cope with the lower quality inputs. We identiﬁed it to be critical to
address this issue to achieve good end results.
We propose two methods to address this issue: increased dropout rates and early
stopping. In case of the pose estimation CNN, we only have access to a fully trained
model but not the training code. Hence, we increase the dropout rates in several
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Figure 7.6: DeepCut CNN dropout performance and trust assessment comparison.
Head Left Arm Right Arm Left Leg Right Leg Torso Total
Plain 0.8215 0.4789 0.5300 0.6436 0.6244 0.7678 0.6046
Fused 0.8246 0.5714 0.6081 0.7066 0.7100 0.6922 0.6342
Table 7.3: Comparison of segmentation f1 scores with and without fusion with pose.
The loss in performance for the torso is due to ambiguities of arms in front or
back of the torso.
steps until the performance on the training set matches the performance on the test
set (see Figure 7.6a). We found this point to be roughly at a rate of 0.88, which is
remarkably high and is an indicator for how well the model memorized the training
data. Since our segmentation CNN does not use Dropout units but we train it
ourselves we use an early stopped state of the model that has similar performance
on the training set as the fully trained model on the test set. We use the predictions
of these two weaker models to create a representative training dataset for the fusion
model.
With this training strategy, we manage to improve the six body part segmentation
accuracy from 0.9095 to 0.9155 and the more representative f1 score from 0.6046 to
0.6342. To give an upper bound for the performance of the model, we trained and
tested it for fusion with the ground truth pose, which results in 0.9344 accuracy
and 0.6667 f1 score. A comparison of per-class scores can be found in Table 7.3;
examples are shown in Figure 7.7.
The model uses the pose information to make the segmentation results more coherent,
i.e., ﬁlls ‘holes’ in areas of the same body part, and removes uncertain regions with
regard to left and right. Segment borders are drawn more clearly. However, the
disappointingly low f1 score of 0.6667 for the model trained to fuse segmentation
and ground truth pose indicates a design problem: the 2D segmentation and pose
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Figure 7.7: Comparison of six body part segmentation with and without fusion
with pose predictions. For all pairs: left image: six body part segmentation;
right image: estimated pose and fused segmentation. The model ﬁlls in holes
and missing parts of the limbs where the segmentation is too uncertain. Note
the correct segmentation of the right hand behind the body and the correct
assignment of torso and leg in the third image.
information is not enough to reason about occlusion, e.g., in a ‘torso’ labeled region
with an arm keypoint, should the fusion model produce an ‘arm’ or ‘torso’ labeled
result, i.e., is the arm keypoint in foreground or background? This problem has the
highest impact for the ‘torso’ class, which is often occluded by limbs. This is the only
class for which the segmentation f1 score decreases through fusion (c.f . Table 7.3).
This problem can be addressed in many ways, e.g., by adding image evidence or
(semi) 3D information as additional input for the fusion model in future work. In
the next section, we explore a diﬀerent possibility for fusing the two modalities that
is similarly important for 3D ﬁtting.
7.4.2 Identifying Erroneously Estimated Joints
In this section, we introduce a method to use body part segmentation information
to assess the reliability of an estimated joint position. Wrongly estimated positions
have a negative inﬂuence on 3D ﬁtting performance: they can cause the gradient
descent based optimization to get stuck in local minima far away from a sensible
solution. The body part segmentation provides additional cues to better identify
these joints.
Again, we propose to use a separate predictor working on top of the outputs from
pose and segmentation estimators and treating them as black boxes. In this case,
we propose to use a Decision Forest classiﬁer working to predict the correctness of
estimated joints. For every estimated joint position, we extract several local features
that roughly contribute equally to the classiﬁcation results:
• Body part probabilities for all body parts at this position. This conveys
information about left-right uncertainty. Furthermore, frequent error patterns
can be detected for certain parts in combination with the other features.
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Figure 7.8: Example predictions of the joint reliability model. Red marked joints
are labeled as ‘wrong’ by the model. The classical failure case of ‘double counting’,
e.g., both feet are predicted erroneously at the same foot, can be identiﬁed often
due to the ‘background pixels crossed’ feature in combination with the body part
conﬁdences. The rightmost image shows a failure case where occlusion and low
prediction conﬁdences cause (probably) a misclassiﬁcation.
• Agreement of predicted joint type and body part at this position (e.g., whether
the predicted ‘left elbow’ joint lies within in a region segmented as ‘left arm’).
• Estimated length of the body part, i.e., the distance(s) to the neighbor(s)
in the kinematic tree. This is a strong feature to immediately ﬁlter out
joints placed far away from the body but with a high conﬁdence score (e.g.,
Figure 7.8, third image).
• Number of pixels labeled as ‘background’ on the line connecting the two
endpoints of the part the joint belongs to.
With a Decision Forest model trained on these features, we are able to improve
the ROC Area Under Curve (AUC) score from 0.860 (decisions based on CNN
conﬁdences) to 0.881. A plot of the ROC curves can be found in Figure 7.6b and
qualitative examples are given in Figure 7.8. ‘Positive’ items are wrongly estimated
joints, i.e., a true positive rate of 1 means, that all wrongly estimated joints are
detected. Especially interesting are areas with a low false positive rate because
leaving out a correctly estimated joint position is very disadvantageous for the 3D
ﬁt. For the proposed reliability model, the true positive rate is nearly 10 percentage
points higher than for the CNN score at a false positive rate of 0.0193. This helps
to sort out mistakes of the pose estimator without ‘loosing’ many correctly detected
joints. We use this threshold and estimator for the remaining experiments.
7.5 A Differentiable Segmentation Energy Term
In this section, we present a method to directly integrate segmentation information
into the 3D ﬁtting process (this section originates from [LRK+17] c© IEEE 2017).
For this purpose, we extend the method developed in Chapter 6. In Section 6.1,
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Figure 7.9: Qualitative examples for 3D fit improvements with added segmentation
term. Pose ambiguities due to depth can be resolved better. Rotations of limbs
can sometimes be determined due to otherwise unexplained foreground areas
(middle image).
we introduced an energy function to ﬁt the pose and shape parameters of a SMPL
body model to 2D joints. The objective function is composed of a data term and
several penalty terms that represent priors over pose and shape. To ﬁt the 3D model
to segmentations of the person, we consequently add one term to the objective to
prefer solutions for which the model silhouette and estimated image silhouette, S,
match.
Let M(θ,β,γ) be a 3D mesh generated by a SMPL body model with pose, θ,
shape, β, and global translation, γ. Let Π(·,K) be a function that takes a 3D
mesh and projects it into the image plane given camera parameters K, such that
Sˆ(θ,β,γ) = Π(M(θ,β,γ)) represents the silhouette pixels of the model in the
image.
We compute the bi-directional distance between S and Sˆ(·)
ES(θ,β,γ;S,K) =
∑
x∈Sˆ(θ,β,γ)
dist(x,S)2 +
∑
x∈S
dist(x, Sˆ(θ,β,γ)) (7.1)
where dist(x,S) denotes the absolute distance from a point x to a silhouette S; the
distance is zero when the point is inside S. The ﬁrst term computes the distance
from points on the projected model to the estimated silhouette, while the second
term computes the distance from points in the silhouette to the model. We ﬁnd
that the second term is noisier and use the L1 distance, while the ﬁrst term uses the
L2 distance. We optimize the overall objective with the additional segmentation
term using OpenDR [LB14], just as in Chapter 6.
7.6 Evaluation
We use the UP-S6h dataset introduced in Section 7.2 to evaluate the newly intro-
duced methods and their impact on 3D ﬁtting. This dataset gives us not only the
possibility to evaluate 2D keypoint error as in Section 6.2, but also to measure
how well the body part of the ﬁtted 3D bodies correspond to the human annotated
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2D joint error
(train+test)
Seg. acc, f1
(train+test)
2D joint error
(test)
Segm. acc., f1
(test)
GT joints 2.88 0.9057, 0.7292 2.91 0.9033, 0.7231
GT joints, GT seg. 2.91 0.9116, 0.7424 2.95 0.9093, 0.7368
Est. joints 12.82 0.8904, 0.6841 15.93 0.8853, 0.6680
Est. joints, est. seg. 12.71 0.8955, 0.6932 15.94 0.8908, 0.6772
Reliable est. joints 12.67 0.8900, 0.6817 15.91 0.8857, 0.6676
Rel. est. joints., est. seg. 12.51 0.8970, 0.6955 15.71 0.8923, 0.6795
Table 7.4: Impact of the segmentation term and the joint trust model on 3D fitting
performance on the UP-S6h dataset. The ﬁrst two rows contain results for ground
truth (GT) modalities, the rest of the table uses predictions from the keypoint,
segmentation (Section 7.3.1) and reliability models (Section 7.4.2). The 2D joint
error is given in average pixel distance. We project the six-part segmented 3D
model to the 2D images to calculate segmentation accuracy and f1 score and
measure the agreement with the UP-S6h labels.
regions. We then run several 3D ﬁtting trials on ground truth and estimated joints
and segmentation and combinations thereof to assess the inﬂuence of the proposed
methods. A summary of results can be found in Table 7.4, qualitative results are
provided in Figure 7.9.
As a baseline, we provide the scores of the SMPLify method running on ground
truth joints of the UP-S6h dataset. As expected, the method achieves the overall
lowest 2D joint error, since this is the dominating part of its objective function.
The f1 score for six body part segmentation is higher than for the CNN predictor,
but overall surprisingly low with 0.72 score points when taking into account that
the ﬁts could use ground truth information. Clearly, this value is dominated by
body parts covering small image regions, such as limbs (close to) perpendicular to
the image plane. When adding the segmentation term working with the ground
truth segmentation from the LSP part of the UP-S1h dataset, the segmentation
f1 score on the test set improves by 1.3 score points, while the 2D joint error only
increases by 0.04 pixels, showcasing the potential of this addition. Whereas an
improvement of one f1 score point in projected segmentation agreement is not a
big numerical diﬀerence, it translates to changes in estimated body postures (c.f .,
Figure 7.9) conveying additional information about limb and body rotations as well
as shape. They play a role for applications where exact correspondences between
image locations and mesh vertices play a role, e.g., the generation of ground truth
for learning tasks as described in Chapter 8.
The second part of the table describes ﬁtting results to estimated joints and seg-
mentation. Line three contains the plain SMPLify result with estimated keypoints.
The performance compared to ﬁts to ground truth keypoints remains remarkably
high due to the well-performing DeepCut CNN pose estimator. When adding the
estimated silhouettes (row 4), the segmentation f1 score increases by nearly one
score point while keeping the 2D joint error near constant.
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For the last series of experiments we replace the wi from Equation 6.1 with the
output of our reliability model described in Section 7.4.2 to evaluate its eﬀect (row
5). Compared to using plain CNN predictions the average diﬀerence is minor: while
the method correctly identiﬁes more erroneously estimated joints and excludes them
from the ﬁtting process, the 3D ﬁt is unguided for these joints. If the joint is the
outer joint of a limb (which is often the case), the optimization will place the limb
in the mean pose. Only if an intermediate joint in the kinematic tree is excluded
from the optimization, there is hope to ﬁnd a plausible position conditioned on the
position of the rest of the body and its neighbors.
This can be ﬁxed by adding segmentation as an additional cue (row 6): for excluded
joints, the segmentation information is used to guide the optimization process. In
this scenario, the gain in f1 score points raises to 1.15 (nearly as much as for adding
ground truth segmentation information to the ground truth ﬁts to 2D keypoints)
and at the same time, the 2D joint error can be reduced (!) by 0.22 pixels.
7.7 Discussion
In this chapter, we described and analyzed multiple techniques to incorporate region
information into the 3D ﬁtting process: (1) we created a model that fuses pose
information with segmentation information to improve the latter, (2) built a model
to assess the reliability of predicted joints and (3) introduced a diﬀerentiable error
term that integrates segmentation information into the 3D ﬁtting process. To train
and evaluate these models, we collected pixel accurate foreground segmentation
masks for 25,030 images.
Using the joint reliability model to exclude erroneous joints from the 3D ﬁtting
process and incorporating segmentation information to guide it allows us to improve
scores of the plain SMPLify method presented in Chapter 6. Whereas the numerical
diﬀerence between scores is roughly f1 score point, the resulting 3D ﬁts are closer the
true 3D pose by slight adjustments in rotation of the body, limbs or the shape. The
corrections from incorporating segmentation information into the 3D ﬁtting process
are relevant for applications reasoning about vertex correspondences between the 3D
mesh and the 2D image locations. This will become important in the next chapter,
where we use projected vertices of ﬁtted 3D bodies to create ground truth data for
2D appearance models.
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Increasing the Level of Detail for 2D
Models and 3D Fits
Modern CNN algorithms for landmark and segmentation estimation would naturally
scale to ﬁne-grained data. At the same time, the 3D ﬁtting techniques introduced in
Chapter 6 and Chapter 7 could use more ﬁne-grained 2D cues to produce better 3D
results. However, the lack of suﬃciently annotated data hinders this development.
While it is feasible to annotate a small number of keypoints in images (e.g., 14 in
the case of the MPII-HPDB dataset [APGS14]), scaling to larger numbers quickly
becomes impractical. The same is true for semantic segmentation annotations:
most datasets provide labels for only a few body parts. Annotating with higher
granularity is not only cumbersome, it is also prone to annotation inconsistencies.
31 Parts
United People Dataset
91 Landmarks 3D Fits Direct 3D 3D Fit Improvement
MPII HPDBLeeds Sports Pose / extended FashionPose
Label Generation
Figure 8.1: Establishing a virtuous cycle to increase the level of detail for 2D models
and 3D fits. Lower row: validated 3D body model ﬁts on various datasets form
our initial dataset, UP-3D, and provide labels for multiple tasks. Top row:
we perform experiments on semantic body part segmentation, pose estimation
and 3D ﬁtting. Improved 3D ﬁts can enlarge or improve the initial dataset.
[LRK+17] c© 2017 IEEE.
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In this chapter, we develop a self-improving, scalable method that obtains high-
quality 3D body model ﬁts for 2D images (see Figure 8.1 for an illustration). To
form an initial dataset of 3D body ﬁts, we use an improved version of the SMPLify
method described in Chapter 6 that elevates 2D keypoints to a full body model of
pose and shape. A more robust initialization and the silhouette objective developed
in Chapter 7 help us to apply it on the ground truth keypoints of the standard
human pose datasets; human annotators solely sort good and bad ﬁts.
This semi-automatic scheme has several advantages. The required annotation time is
greatly reduced (Section 8.2.3). By projecting surfaces (Section 8.3.1) or keypoints
(Section 8.3.2) from the ﬁts to the original images, we obtain consistent labels while
retaining generalization performance. The rich representation and the ﬂexible ﬁtting
process make it easy to integrate datasets with diﬀerent label sets, e.g., a diﬀerent
set of keypoint locations.
With the labels created from the 3D model we successfully train 2D appearance
models with more than factor ﬁve more details as they have been usually used so
far: a 31 body part segmentation model and a 91 keypoint pose estimation model.
Predictions from the 91 keypoint model improve the 3D body ﬁtting method that
generated the annotations for training it in the ﬁrst place. We report state-of-the
art results on the HumanEva and Human3.6M datasets (Section 8.3.3). Further,
using the 3D body ﬁts, we develop a random forest method for 3D pose estimation
that runs orders of magnitudes faster than SMPLify (Section 8.3.5).
Furthermore, the improved predictions from the 91 landmark model increase the
ratio of high quality 3D ﬁts on the LSP dataset by 9.3% when compared to the
ﬁts using 14 keypoint ground truth locations (Section 8.4). This ability for self-
improvement together with the possibility to easily integrate new data into the pool
make the presented system deployable on large scale.
8.1 Related Work
Acquiring human pose annotations in 3D is a long-standing problem with several
attempts from the computer vision as well as the 3D human pose community. The
classical 2D representation of humans are 2D keypoints [APGS14, CPM+16, JE10,
JE11, ST13, SWT11]. While 2D keypoint prediction has seen considerable progress
in the last years and could be considered close to being solved [IPA+16, NYD16,
WRKS16], 3D pose estimation from single images remains a challenge [BKL+16a,
RKS12, ZFL+10]. Bourdev and Malik [BM09] enhanced the H3D dataset from 20
keypoint annotations for 1,240 people in 2D with relative 3D information as well as
11 annotated body part segments.
In contrast, the HumanEva [SBB10] and Human3.6M [IPOS14] datasets provide
very accurate 3D labels: they are both recorded in motion capture environments.
Both datasets have high ﬁdelity but contain only a very limited level of diversity in
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background and person appearance. We evaluate the 3D human pose estimation
performance on both. Recent approaches target 3D pose ground truth from natural
scenes, but either rely on vision systems prone to failure [EdAJ+15] or inertial suits
that modify the appearance of the body and are prone to motion drift [ZFL+10].
Body representations beyond 3D skeletons have a long history in the computer vision
community [Hog83, MN78, NB73, PMTS+15]. More recently, these representations
have taken new popularity in approaches that ﬁt detailed surfaces of a body model
to images [BKL+16a, GWBB09, HAR+10, LC14, ZFL+10]. These representations
are more tightly connected to the physical reality of the human body and the image
formation process.
One of the classic problems related to representations of the extent of the body is
body part segmentation. Fine-grained part segmentation has been added to the
public parts of the VOC dataset [EGW+10] by Chen et al. [CML+14]. Annotations
for 24 human body parts and also part segments for all VOC object classes, where
applicable, are available. Even though hard to compare, we provide results on the
dataset. The Freiburg Sitting People dataset [OVB+16] consists of 200 images with
14 part segmentation and is tailored towards sitting poses. The ideas by Shotton et
al. [SGF+13] for 2.5D data inspired our body part representation. Relatively simple
methods have proven to achieve good performance in segmentation tasks with “easy”
backgrounds like Human80k, a subset of Human3.6M [ICS14].
Following previous work on cardboard people [JBY96] and contour people [FWZB10],
an attempt to work towards an intermediate-level person representation is the
JHMDB dataset and the related labeling tool [JGZ+13]. It relies on ‘puppets’ to
ease the annotation task, while providing a higher level of detail than solely joint
locations.
The attempt to unify representations for human bodies has been made mainly
in the context of human kinematics [AAD07, MTD+15]. In this work, a rich
representation for 3D motion capture marker sets is used to transfer captures to
diﬀerent targets. The setup of markers to capture not only human motion but also
shape has been explored by Loper et al. [LMB14b] for motion capture scenarios.
While they optimized the placement of markers for a 12 camera setup, we must
ensure that the markers disambiguate pose and shape from a single view. Hence,
we use a denser set of markers.
8.2 Building the Initial 3D Dataset
Our motivation to use a common 3D representation is to (1) map many possible
representations from a variety of datasets to it, and (2) generate detailed and
consistent labels for supervised model training from it. We argue that the use of
a full human body model with a prior on shape and pose is necessary: without
the visualization possibilities and regularization, it may be impossible to create
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suﬃciently accurate annotations for small body parts. However, so far, no dataset
is available that provides human body model ﬁts on a large variety of images.
To ﬁll this gap, we build on a set of human pose datasets with annotated keypoints.
SMPLify (see Chapter 6) produces promising results for automatically translating
these into 3D body model ﬁts. This helps us to keep the human involvement to
a minimum. With strongly increasing working times and levels of label noise for
increasingly complex tasks, this may be a critical decision to successfully create a
large dataset of 3D body models.
8.2.1 Improving Body Shape Estimation
When describing the SMPLify method in Chapter 6, we ﬁtted the SMPL [LMR+15]
body model to 2D keypoints by minimizing an objective function composed of a
data term and several penalty terms that represent priors over pose and shape.
However, the connection length between two keypoints is the only indicator that can
be used to estimate body shape and limb rotations. Our aim is to match the shape
of the body model as accurately as possible to the images, hence we accept the
additional computational eﬀort and include the silhouette objective term introduced
in Section 7.5 in the objective function. Since we work with ground truth data,
the fusion methods developed in Section 7.4 are not required to improve the data
quality. However, missing data poses a diﬀerent, but just as important challenge
when ﬁtting to ground truth datasets.
8.2.2 Handling Noisy Ground Truth Keypoints
The SMPLify method is especially vulnerable to missing annotations of the four
torso joints: it uses their locations for an initial depth guess, and convergence
deteriorates if this guess is of poor quality.
Finding a good depth initialization is particularly hard due to the foreshortening
eﬀect of the perspective projection. However, since we know that only a shortening
but no lengthening eﬀect can occur, we can ﬁnd a more reliable person size estimate
θˆ for a skeleton model with k connections:
θˆ = xi · argmax
y
fi(y), i = argmax
j=1,...,k
xj, (8.1)
where fi is the distribution over ratios of person size to the length of connection
xi. Since this is a skewed distribution, we use a corrected mean to ﬁnd the solution
of the argmax function and obtain a person size estimate. This turns out to be a
simple, yet robust estimator.
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(a) (b) (c) (d)
Figure 8.2: Density of human annotations on high quality body model ﬁts for
(a) keypoints and (b) six part segmentation in front and back views. Areas of
the bodies are colored with (1) hue according to part label, and (2) saturation
according to frequency of the label. Keypoints on completely ‘wrong’ body parts
are due to self-occlusion. The high concentration of ‘head’ labels in the nose region
originates from the FashionPose dataset, where the ‘head’ keypoint is placed on
the nose. The segmentation data originates solely from the six part segmentation
labels on the LSP dataset. (Must be viewed in color.) (c) Placement of the 91
landmarks (left: front, right: back). (d) Segmentation for generating the 31 part
labels. [LRK+17] c© 2017 IEEE.
8.2.3 Exploring the Data
With our collected foreground segmentation (c.f . Section 7.2) data and the adjust-
ments described in the preceding sections, we ﬁt the SMPL model to a total of
27,652 images of the LSP, LSP-extended, and MPII-HPDB datasets. We use only
people marked with the ‘single person’ ﬂag in the MPII-HPDB dataset to avoid
instance segmentation problems. We honor the train/test splits of the datasets and
keep images from their test sets in our new, joined test set.
In the next step, human annotators1 selected the ﬁts where rotation and location of
body parts largely match the image evidence. For this task, we provide the original
image, as well as four perspectives of renderings of the body. Optionally, annotators
can overlay rendering and image. These visualizations help to identify ﬁtting errors
quickly and reduce the labeling time to ∼12s per image. The process uncovered
many erroneously labeled keypoints where mistakes in the 3D ﬁt were clear to spot,
but not obvious in the 2D representation. We excluded head and foot rotation as
criteria for the sorting process. There is usually not suﬃcient information in the
original 14 keypoints to estimate them correctly. The resulting ratios of accepted
ﬁts can be found in Table 8.1.
Even with the proposed, more robust initialization term, the ratio of accepted ﬁts
on the LSP-extended dataset remains the lowest. It has the highest number of
missing keypoints of the four datasets, and at the same time the most extreme
1For this task, we did not rely on AMT workers, but only on few experts in close collaboration
to maintain consistency.
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LSP [JE10] LSP extended [JE11] MPII-HPDB [APGS14] FashionPose [DGL14]
45% 12% 25% 23%
Table 8.1: Percentages of accepted fits per dataset. The addition of the FashionPose
dataset is discussed in Section 8.3.2. [LRK+17] c© 2017 IEEE.
viewpoints and poses. On the other hand, the rather high ratio of usable ﬁts on the
LSP dataset can be explained with the clean and complete annotations.
The validated ﬁts form our initial dataset with 5,569 training images (of which we
use a held-out validation set of 1,112 images in our experiments) and 1,208 test
images. We denote this dataset as UPI-3D (UnitedPeople in 3D with an added ‘I’
for “Initial”). To be able to clearly reference the diﬀerent label types in the following
sections, we add an ‘h’ to the dataset name when referring to labels from human
annotators.
Consistency of Human Labels The set of curated 3D ﬁts allows us to assess the
distribution of the human-provided labels by projecting them to the UPI-3D bodies.
We did this for both, keypoints and body part segments. Visualizations can be
found in Figure 8.2.
While keypoint locations in Figure 8.2a in completely non-matching areas of the
body can be explained by self-occlusion, there is a high variance in keypoint locations
around joints. It must be taken into account that the keypoints are projected to
the body surface, and depending on person shape and body part orientation some
variation can be expected. Nevertheless, even for this reduced set of images with
very good 3D ﬁts, high variance areas, e.g., around the hip joints, indicate labeling
noise.
The visualization in Figure 8.2b shows the density of part types for six part seg-
mentation with the segments head, torso, left and right arms and left and right
legs. While the head and lower parts of the extremities resemble distinct colors,
the areas converging to brown represent a mixture of part annotations. The brown
tone on the torso is a clear indicator for the frequent occlusion by the arms. The
area around the hips is showing a smooth transition from torso to leg color, hinting
again at varying annotation styles.
8.3 Label Generation and Learning
In a comprehensive series of experiments, we analyze the quality of labels generated
from UPI-3D. We focus on labels for well-established tasks, but highlight that
the generation possibilities are not limited to them: all types of data that can be
extracted from the body model can be used as labels for supervised training. In
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the following description of our experiments, we move from surface (segmentation)
prediction over 2D- to 3D-pose and shape estimation to a method for predicting 3D
body pose and shape directly from 2D landmark positions.
8.3.1 Semantic Body Part Segmentation
We segment the SMPL mesh into 31 regions, following the segmentation into
semantic parts introduced in [SGF+13] (for a visualization, see Figure 8.2d). We
note that the Kinect tracker works on 2.5D data while our detectors only receive 2D
data as input. We deliberately did not make any of our methods for data collection
or prediction dependent on 2.5D data to retain generality. This way, we can use it on
outdoor images and regular 2D photo datasets. The Segmentation dataset UPI-S31
is obtained by projecting the segmented 3D mesh posed on the 6,777 images of
UPI-3D.
Following [CYW+16], we optimize a multiscale ResNet101 on a pixel-wise cross
entropy loss. We train the network on size-normalized, cutout images, which could in
a production system be provided by a person detector. Following best practices for
CNN training, we use a validation set to determine the optimal number of training
iterations and the person size, which is around 500 pixels. This high resolution
allows the CNN to reliably predict small body parts. In this challenging setup, we
achieve an Intersection over Union (IoU) score of 0.4432 and an accuracy of 0.9331.
Qualitative results on ﬁve datasets are shown in Figure 8.3a.
The overall performance is compelling: even the small segments around the joints
are recovered reliably. Left and right sides of the subjects are identiﬁed correctly,
and the four parts of the head provide an estimate of head orientation. The average
IoU score is dominated by the small segments, such as the wrists.
The VOC part dataset is a hard match for our predictor: instead of providing
instances of people, it consists of entire scenes, and many people are visible at
small scale. To provide a comparison, we use the instance annotations from the
VOC-Part dataset, cut out samples and reduce the granularity of our segmentation
to match the widely used six part representation. Because of the low resolution
of many displayed people and extreme perspectives with, e.g., only a face visible,
the predictor often only predicts the background class on images not matching our
training scheme. Still, we achieve an IoU score of 0.3185 and 0.7208 accuracy over
the entire dataset without ﬁnetuning.
Additional examples from the LSP, MPII-HPDB, FashionPose, Fashionista, Hu-
manEva and Human3.6M datasets are shown on the project homepage2. The model
has not been trained on any of the latter three, but the results indicate good gener-
alization behavior. We also present a video to visualize stability across consecutive
frames.
2http://up.is.tuebingen.mpg.de/
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(a) 31 Part Semantic Segmentation
(b) 91 Keypoint Pose Estimation
(c) 3D Fitting on 91 Landmarks
(d) Direct 3D Pose and Shape Prediction
Figure 8.3: Results from various methods trained on labels generated from the
UP-3D dataset.
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8.3.2 Human Pose Estimation
With the 3D body ﬁts, we can not only generate consistent keypoints on the human
skeleton but also on the body surface. For the experiments in the rest of this paper,
we designed a 91-landmark3 set to analyze a dense keypoint set.
We distributed the landmarks according to two criteria: disambiguation of body
part conﬁguration and estimation of body shape. The former requires placement of
markers around joints to get a good estimation of their conﬁguration. To satisfy
the latter, we place landmarks in regular intervals around the body to get an
estimate of spatial extent independent of the viewpoint. We visualize our selection
in Figure 8.2c and example predictions in Figure 8.3b.
In the visualization of predictions, we show a subset of the 91 landmarks and only
partially connect the displayed ones for better interpretability. The core 14 keypoints
describing the human skeleton are part of our selection to describe the fundamental
pose and maintain comparability with existing methods.
We use a state-of-the-art DeeperCut CNN [IPA+16] for our pose-related experiments,
but believe that using other models such as Convolutional Pose Machines [WRKS16]
or Stacked Hourglass Networks [NYD16] would lead to similar ﬁndings.
To assess the inﬂuence of the quality of our data and the diﬀerence of the loss
function for 91 and 14 keypoints, we train multiple CNNs: (1) using all human
labels but on our (smaller) dataset for 14 keypoints (UPI-P14h) and (2) on the
dense 91 landmarks from projections of the SMPL mesh (UPI-P91). Again, models
are trained on size-normalized crops with cross-validated parameters. We include
the performance of the original DeeperCut CNN, which has been trained on the
full LSP, LSP-extended and MPII-HPDB datasets (in total more than 52,000
people) in the comparison with the models being trained on our data (in total 5,569
people). The results are summarized in Table 8.2.
Even though the size of the dataset is reduced by nearly an order of magnitude, we
maintain high performance compared to the original DeeperCut CNN. Comparing
the two models trained on the same amount of data, we ﬁnd that the model trained
on the 91 landmarks from the SMPL data has a notable advantage of nearly six score
points on the SMPL labeled data (rows 2 vs. 3, column 2). Even when evaluating
on the human labeled data, it maintains an advantage of two score points (rows 2
vs. 3, column 1). This shows that the synthetic keypoints generalize to the human
labels, which we take as an encouraging result.
We provide the third column for giving an impression of the performance of the
additional 77 landmarks. When including the additional landmarks in the evaluation,
the score rises compared to evaluating on the 14 core keypoints, indicating their
overall performance is above average. A direct comparison to the 14 keypoint values
is not valid, because the score is averaged over results of diﬀerent ‘diﬃculty’.
3We use the term ‘landmark’ to refer to keypoints on the mesh surface to emphasize the difference
to the so-far used term ‘joints’ for keypoints located inside of the body.
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PCK@0.2 UPI-P14h UPI-P14 UPI-P91
DeeperCut CNN [IPA+16] 93.45 92.16 NA
Ours (trained on UPI-P14h) 89.11 87.36 NA
Ours (trained on UPI-P91) 91.15 93.24 93.54
Table 8.2: Pose estimation results. Even though the DeeperCut CNN has been
trained on almost by factor ten more examples, our model remains competitive.
The third row shows the results of our 91 landmark model evaluated on the 14 core
keypoints on human, 14 and 91 SMPL generated landmark labels. It outperforms
the model trained on the data labeled by humans (row 2 vs. 3, column 1) by
more than two score points. Fair comparisons can only be made within oﬀset
boxes. [LRK+17] c© 2017 IEEE.
Integrating a Dataset with a Different Label Set The current state-of-the art
pose estimators beneﬁt from training on all human pose estimation datasets with a
similar label set. The FashionPose dataset [DGL14] would complement these well,
but is annotated with a diﬀerent set of keypoints: the neck joint is missing and the
top head keypoint is replaced by the nose. Due to this diﬀerence, the dataset is
usually not included in pose estimator training.
Using our framework, we can overcome this diﬃculty: we adjust the ﬁtting objective
by adding the nose to and removing the top-head keypoint from the objective
function. We ﬁt the SMPL model to the FashionPose dataset and curate the
ﬁts. The additional data enlarges our training set by 1,557 images and test set by
181 images. This forms the full UP-3D dataset, which we use for all remaining
experiments.
We train an estimator on the landmarks projected from the full UP-3D dataset.
This estimator outperforms the plain DeeperCut CNN with a small margin from
0.897 PCK@0.2 (DeeperCut) to 0.9028 PCK@0.2 (ours) on the full, human labeled
FashionPose test set.
8.3.3 3D Human Pose Estimation
In this section, we analyze the impact of using the 91 predicted keypoints instead of
14 for the SMPLify 3D ﬁtting method. For the ﬁtting process, we rely solely on the
91 predicted 2D landmarks and no additional segmentation or gender information (in
contrast to the SMPLify method as described in Chapter 6 where gender information
is used for ﬁtting on the 3D datasets). Segmentation information is not required
anymore to estimate body extent due to the landmarks on the body surface.
LSP dataset On the LSP dataset, there is no ground truth for 3D body model
ﬁtting available. To be independent of biases towards a speciﬁc keypoint set, we
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FB Seg. acc., f1 P Seg acc., f1
SMPLify on GT lms. 0.9176, 0.8811 0.8798, 0.6584
SMPLify on GT lms. & GT seg. 0.9217, 0.8823 0.8882, 0.6703
SMPLify on DeepCut CNN lms. [BKL+16a] 0.9189, 0.8807 0.8771, 0.6398
SMPLify on our CNN lms., tr. UPI-P14h 0.8944, 0.8401 0.8537, 0.5762
SMPLify on our CNN lms., tr. UP-P14 0.8952, 0.8475 0.8588, 0.5798
SMPLify on our CNN lms., tr. UP-P91 0.9099, 0.8619 0.8732, 0.6164
DP from 14 landmarks 0.8649, 0.7915 0.8223, 0.4957
DP from 91 landmarks 0.8666, 0.7993 0.8232, 0.5102
DP from 14 lms., rotation opt. 0.8742, 0.8102 0.8329, 0.5222
DP from 91 lms., rotation opt. 0.8772, 0.8156 0.8351, 0.5304
Table 8.3: Scores of projected body parts of the fitted SMPL model on the full LSP
test set six part human labels (landmarks is abbreviated to lms.). Fair comparisons
can only be made within oﬀset boxes. ‘DP’ refers to ‘Direct Prediction’ (see
Section 8.3.5). The landmarks for these experiments are always predictions from
our CNN trained on UP-P91. [LRK+17] c© 2017 IEEE.
rely on the acquired six body part segmentation to obtain meaningful performance
scores (see Table 8.3).
The six-part manual segmentation annotations consist of head, torso, left and right
leg, and left and right arm (see Figure 7.5). While this representation is coarse, it
provides a good estimate of the overall quality of a ﬁt. It takes into account the
body shape and not only keypoints, hence it is a fair judge for pose estimators
aiming for slightly diﬀerent keypoint locations.
Unsurprisingly, the segmentation scores of the SMPLify method improve when
the segmentation term (c.f . Section 7.5 and Section 8.2.1) is added. Due to the
longer-trained pose estimator, SMPLify as presented in Chapter 6 still has an overall
advantage on the LSP dataset (compare rows three and four).
Training on our generated data for 14 joints and then using SMPLify improves the
scores (compare lines four and ﬁve) thanks to cleaner data and better correspondence
of keypoints and SMPL skeleton. Using our 91 landmark model gives a large
performance boost of 3.6 f1 score points. We do not reach the performance of the
ﬁts performed on the DeepCut CNN [PIT+16] predictions, largely because of few
extreme poses that our pose estimator misses with a large inﬂuence on the ﬁnal
average score.
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HumanEva Human3.6M
Zhou et al. [ZZLD15] 110.0 106.7
DP from 91 landmarks 93.5 93.9
SMPLify on DeepCut CNN lms. [BKL+16a], Chapter 6 79.9 82.3
SMPLify on our CNN lms., tr. UPI-P14h 81.1 96.4
SMPLify on our CNN lms., tr. UP-P14 79.4 90.9
SMPLify on our CNN lms., tr. UP-P91 74.5 80.7
Table 8.4: Average error over all joints in 3D distance (mm).
[LRK+17] c© 2017 IEEE.
HumanEva and Human3.6M Datasets We evaluate 3D ﬁtting on the HumanEva
and Human3.6M datasets where 3D ground truth keypoints are available from a
motion capture system. We follow the evaluation protocol of SMPLify to maintain
comparability, except for subsampling to every 5th frame. This still leaves us with
a framerate of 10Hz which does not inﬂuence the scores. We do this solely due to
practical considerations, since the SMPLify ﬁtting to 91 landmarks can take up
to twice as long as ﬁtting to 14 keypoints. We provide a summary of results in
Table 8.4.
We do not use actor or gender speciﬁc body models, but one hybrid human model,
and rely on the additional landmarks for shape inference. This makes the approach
fully automatic and deployable to any sequence without prior knowledge. Even
with these simpliﬁcations and a magnitude fewer training examples for our pose
estimator, we achieve an improvement of 5.4mm on average on the HumanEva
dataset and an improvement of 1.6mm on average on the Human3.6M dataset (4th
versus 5th row).
The use of a pose estimator trained on the full 91 keypoint dataset UP-P91 im-
proves SMPLify even more. Compared to the baseline model trained on UPI-P14h,
performance improves by 6.6mm on the simpler HumanEva dataset, and by 15.7mm
on Human3.6M. Even when training a 14 keypoint pose estimator, the higher con-
sistency of our generated labels helps to solve this task, which becomes apparent
comparing lines four and ﬁve.
8.3.4 Part-by-part Evaluation
In Figure 8.4, we provide visualizations of the scores for ﬁne-grained segmentation
and keypoint localization. All the values are from models trained and tested on the
full UP dataset. Unsurprisingly, the segmentation scores for wrists, hands, ankles
and feet are the lowest. This is not only due to the model being unstable in these
regions, but also due to our generated ground truth being noisy in these regions,
since SMPL does not receive information about foot or hand orientation during the
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(a) Segmentation.
  
(b) Landmark detection.
Figure 8.4: Visualization of the discriminative model scores.
ﬁts other than the foreground segmentation. The mean IoU score over all parts is
0.4560, and the accuracy 0.9132. The keypoint score visualization shows the same
pattern, with the lowest scores at the big toes. The overall stability is very high
with an average PCK@0.2 of 0.9450 (for the 14 core keypoints: 0.9388). You can
ﬁnd additional qualitative results in Figure E.1.
8.3.5 Direct 3D Pose and Shape Prediction
The 91 landmark predictions in 2D enable a human observer to easily infer the 3D
shape and pose of a person: the keypoints on the body surface provide a good hint
to estimate person shape and in combination with the skeleton orientation and pose
can usually be identiﬁed (c.f . Figure 8.3b). This observation inspired us to explore
the limits of a predictor for the 3D body model parameters directly from the 2D
keypoint input. For this purpose, we use the 3D poses and shapes from the UP-3D
dataset to sample projected landmarks with the full 3D parameterization of SMPL
as labels. We move a virtual ‘camera’ for every pose on 5 elevations to 36 positions
around the 3D model to enhance the training set.
On this data, we experimented with multi-layer perceptrons as well as Decision
Forests. We preferred the latter regressor, since Decision Forests are less susceptible
to noise. We train a separate forest to predict the axis-angle rotation vector for each
of the 24 SMPL joints, as well as one to predict the depth. The input landmark
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positions are normalized w.r.t. position and scale to improve generalization. We
experimented with distance-based features and dot-product features from the main
skeleton connections, but these were not as robust as plain 2D image coordinates.
It turned out to be critical to use full rotation matrices as regression targets: the
axis-angle representation has discontinuities, adding noise to the loss function.
One Decision Forest predicts pose or shape in ∼0.13s4. The predictions of all
forests are independent, which means that the full pose and shape prediction can be
obtained in between one and two orders of magnitudes faster than with SMPLify.
This could allow the use of 3D pose and shape estimation for video applications,
e.g., action recognition.
Whereas the 3D model conﬁguration does not always match the image evidence
(see Figure 8.3d), it recovers the rough pose. We provide scores in Table 8.3 and
Table 8.4 with the name ‘DP’ (Direct Prediction). We additionally add the scores
for a hybrid version, for which we predict pose and shape using Decision Forests and
take few optimization steps to make the global rotation of the body model match
the image evidence (with varying runtime depending on the initialization, but less
than one second on our data).
The diﬀerence between the full optimization on the LSP dataset in f1 score is 0.1062
for the 91 landmark based method and reduces with rotation optimization to 0.086.
On the 3D datasets, the direct prediction method outperforms all optimization
based methods except for SMPLify that runs in the order of tens of seconds.
Together with our ResNet101-based CNN model, it is possible to predict a full 3D
body model conﬁguration from an image in 0.378s. The pose-predicting CNN is the
computational bottleneck. Because our ﬁndings are not speciﬁc to a CNN model,
we believe that by using a speed-optimized CNN, such as SqueezeNet [IMA+16],
and further optimizations of the direct predictor, the proposed method could reach
real-time speed.
8.4 Closing the Loop
With the improved results for 3D ﬁtting, which helped to create the dataset of 3D
body model ﬁts in the ﬁrst place, a natural question is, whether the improved ﬁtting
method helps to enlarge the dataset.
We ran SMPLify on the 91 landmark predictions from our pose estimator and
again asked human annotators to rate the 3D ﬁts on all LSP images that were not
accepted for our initial dataset. Of the formerly unused 54.75% of the data (1095
images), we found an improvement in six body part segmentation f1 score for 308
images (c.f . Figure 8.5a). We show three example images with high improvement
4For all timings, a test system with a 3.2Ghz six core processor and an NVIDIA GeForce GTX970
has been used.
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Figure 8.5: Improvement of body model fits on the unused part of the LSP dataset.
Compared are ﬁts to 91 predicted keypoints vs. ﬁts to 14 ground truth keypoints.
(a): histogram of change in f1 score of projected six body part segmentation
agreement with human annotator ground truth. Green color indicates that the
formerly unaccepted ﬁt to the 14 ground truth keypoints is accepted as valid
when performed with the 91 predicted keypoints. For each image triple in (b),
(c), (d): left: SMPLify ﬁt to the 14 ground truth keypoints, right: ﬁt to the
predicted 91 landmarks from our predictor. [LRK+17] c© 2017 IEEE.
in f1 score in Figure 8.5, (b) to (d): improvement due to left-right label noise,
depth ambiguity and perspective resolution compared to ﬁts on the 14 ground truth
keypoints. Further examples for improvements due to better perspective resolution
and more detailed estimation of limb rotations can be found in Figure 8.6. Human
annotators accepted additional 185 images, which is an improvement of 20% over
the number of accepted initial ﬁts and an absolute improvement of 9.3% in accepted
ﬁts of the LSP dataset.
The most common reasons for improvement are (1) noisy annotations, (2) better
perspective resolution and (3) the better match of keypoints to the SMPL skeleton.
An even higher ratio of improvement can be expected for the datasets with more
annotation noise, such as the LSP-extended and MPII-HPDB datasets. This
enlarged set of data could be used to again train estimators and continue iteratively.
Additional examples of improved ﬁts from using 91 keypoints from our predictor
over ﬁts to the 14 ground truth keypoints can be found in Figure 8.6. We only show
one ﬁt that improves due to wrong ground truth labels (ﬁrst row, rightmost triple),
even though this is a frequent source of improvement. Instead, we highlight that
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Figure 8.6: Improvements due to better perspective resolution and limb rotation
estimation. For each image triple: improvement over ﬁts to 14 ground truth
keypoints (left) by using 91 keypoints from our predictor (center, right) on the
LSP dataset.
the ﬁts take more details into account and the additional keypoints provide hints to
disambiguate perspective and rotation. With the cues about limb rotation, the ﬁts
look more realistic. We expect this to improve the pose estimator even further once
the additional samples are integrated into the dataset.
8.5 Discussion
With the presented method and dataset, we argue for a holistic view on human
related prediction tasks. By improving the representation of humans we could
integrate datasets with diﬀerent annotations and approach established tasks at a
new level of detail. The presented results include high ﬁdelity semantic body part
segmentation into 31 parts and 91 landmark human pose estimation. This sets a
new mark for estimating details of human body pose and shape that previous work
did not reach. At the same time, it helps to improve the state-of-the art for 3D
human pose estimation on the two standard benchmark datasets HumanEva and
Human3.6M.
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Furthermore, we present a regression tree model that predicts the 3D body conﬁgu-
ration from 2D keypoints directly. This method runs orders of magnitude faster
than optimization based methods. This direct prediction captures the overall pose
from simple 2D input reasonably well and we are optimistic that it can be optimized
to reach near real-time performance. The improved 3D ﬁtting method produces
more good ﬁts that enlarge and reﬁne the training set. Here, we only performed
one iteration of the suggested iterative process but are conﬁdent that a system that
iterates further can be deployed on large scale to continuously learn and improve
with very limited human feedback.
93

Chapter 9
A Generative Model of People in
Clothing
In the preceding chapters, we described how 2D and 3D models can be combined
to create increasingly detailed descriptions of people. In this chapter, we address
the inverse problem of automatically generating images of people in clothing. A
traditional approach to this task is by means of computer graphics. A pipeline
including 3D avatar generation, 2D pattern design, physical simulation to drape the
cloth, and texture mapping is necessary to render an image from a 3D scene.
On the one hand, graphic pipelines provide precise control of the outcome. On the
other hand, the rendering process poses various challenges, all of which are active
research topics and mostly require human input. Especially clothing models require
expert knowledge and are laborious to construct: the physical parameters of the
cloth must be known in order to achieve a realistic result. In addition, modeling the
complex interactions between the body and clothing and between diﬀerent layers
of clothing presents challenges for many current systems. The overall cost and
complexity limits the applications of realistic cloth simulation. Data driven models
of cloth can make the problem easier, but available data of clothed people in 3D is
scarce.
Figure 9.1: Random examples of people generated with our model. For each row,
sampling is conditioned on the silhouette displayed at the left. Our proposed
framework also supports unconditioned sampling as well as conditioning on local
appearance cues, such as color. [LPMG17a] c© 2017 IEEE.
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Here, we investigate a diﬀerent approach and aim to side-step this pipeline. We
propose ClothNet, a generative model of people learned directly from images.
ClothNet uses task speciﬁc information in the form of a 3D body model, but is
mostly data-driven. A basic version (ClothNet-full) allows to randomly generate
images of people from a learned latent space. To provide more control we also
introduce a conditional model (ClothNet-body). Given a synthetic image silhouette
of a projected 3D body model, ClothNet-body produces random people with similar
pose and shape in diﬀerent clothing styles (see Figure 9.1).
Learning a direct image based model has several advantages: ﬁrstly, we can leverage
large photo-collections of people in clothing to learn the statistics of how clothing
maps to the body; secondly, the model allows to dress people fully automatically,
producing plausible results. Finally, the model learns to add realistic clothing
accessories such as bags, sunglasses or scarfs based on image statistics.
We run multiple experiments to assess the performance of the proposed models.
Since it is inherently hard to evaluate metrics on generative models, we show
representative results throughout the paper and explore the encoded space in a
principled way in several experiments. To provide an estimate on the perceived
quality of the generated images, we conducted a user study. With a rate of 24.7%
or more, depending on the ClothNet variant, humans take the generated images for
real.
9.1 Related Work
9.1.1 3D Models of People in Clothing
There exists a large and diverse literature on the topic of creating realistic looking
images of people. They can be grouped into rendering systems and systems that
attempt to modify existing real photographs (warping pixels).
Figure 9.2: Sample results for virtual humans from existing approaches (ltr.):
[PJW+11], [PJA+12], local warping. [IPOS14], [VRM+17], animated 3D scans in
real environments. [VLM+14], 3D avatars in virtual environments. [CWL+16],
3D avatars in real environments. See the text for a more detailed discussion.
[LPMG17a] c© 2017 IEEE.
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Warping pixels. Xu et al. [XLS+11] pose the problem as one of video retrieval
and warping. Rather than synthesizing meshes with wrinkles, they look up video
frames with the right motions. Similarly, in [ZFL+10, JTST10] an unclothed body
model is ﬁt to multi-camera and monocular image data. The body is warped and
the image reshaped accordingly.
Two prominent works that aim to reshape people in photos are [PJW+11, PJA+12]
(c.f . Figure 9.2). A number of diﬀerent synthetic sources has been used in [PJW+11]
for improvement of pedestrian detection. The best performing source were morphed
images of people, but requires data from a multi-view camera setup; consequently
only 11 subjects were used. Subsequent work [PJA+12] reshaped images but required
signiﬁcant user interaction. All aforementioned approaches require manual input
and can only modify existing photographs.
Rendering systems. Early works synthesizing people from a body model are
[SSK+13, TSSF12, PMTS+13]. Here, renderings were limited to depth images
with the goal of improving human pose estimation from depth data. The work
of [CWL+16] combines real photographs of clothing with a SCAPE [ASK+05] body
model to generate synthetic people whose pose can be controlled (c.f . Figure 9.2).
For the same task, the work of [RS16] proposes a pose-aware image blending
technique, the ﬁnal images are composed of blends of multiple images from a set of
2D images, limiting the ability to generalize.
A diﬀerent line of works use rendering engines with diﬀerent sources of inputs.
In [IPOS14], a mixed reality scenario is created by rendering 3D rigged animation
models into videos, but it is clearly visible that results are synthetic (c.f . Figure 9.2).
The work of [VRM+17] combines a physical rendering engine together with real
captured textures and motion capture data to generate novel views of people. All
these works use 3D body models without clothing geometry, hence the quality of
the results is limited. One exception is [GFB10] where only the 2D contour of the
projected cloth is modeled.
3D clothing models. Much of the recent work in the ﬁeld of clothing modeling is
focused on how to make simulation more computationally eﬃcient [GHF+07, NSO12],
particularly by adding realistic wrinkles to low-resolution simulations [KGBS11,
KKN+13]. Other approaches have focused on taking oﬀ-line simulations and learning
data driven models from them [dASTH10, SGdA+10, GRH+12, KKN+13, WOR11].
The authors of [RKS+14] move a 3D body model to a monocular video sequence,
simulate clothing on the body, and then backproject the simulated garment. All
these approaches require predesigned garment models. Furthermore, current 3D
models are not fully automatic, restricted to a set of garments or not photorealistic.
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9.1.2 Generative Models
Variational models and GANs. Variational methods are a well-principled ap-
proach to build generative models. Kingma and Welling developed the Variational
Autoencoder [KW13], which is a key component of our method. In their original
work, they experimented with a multi-layer perceptron on low resolution data.
Since then, multiple projects have designed Variational AutoEncoders (VAEs) for
higher resolutions, e.g., [YYSL16]. They use a Conditional Variational AutoEncoder
(CVAE) [KMRW14, SLY15] to condition generated images on vector embeddings.
Recurrent formulations [GDG+15, vdOKK16, vdOKE+16] enable to model complex
structures, but again only at low resolution. With [DCSF15], Denton et al. address
the resolution issue explicitly and propose a general architecture that can be used
to improve network output. This strategy could be used to enhance ClothNet.
Generative Adversarial Networks [GPAM+14] use a second network during the
training as an adversary, distinguishing between training data and generated data,
to enhance the loss function of the trained network. We use this strategy in our
training to increase the level of detail of the generated images. Most of the discussed
works use resolutions up to 64x64 while we aim to generate 256x256 images. For our
model design we took inspiration from encoder-decoder architectures such as the
U-Net [RFB15], Context Encoders [PKD+16] and the image-to-image translation
networks [IZZE16].
Inpainting methods. Recent inpainting methods achieve a considerable level of
detail [PKD+16, YLL+16] in resolution and texture. To present a comparison
with a state-of-the art encoder-decoder architecture, we provide a comparison
with [PKD+16] in our experiments. [SWH+16] works directly on a texture map of
a 3D model. Future work could explore to combine it with our approach from 2D
image databases.
Deep networks for learning about 3D objects. There are several approaches
to reason about 3D object conﬁguration with deep neural networks. The work of
Kulkarni [KWKT15] use VAEs to model 3D objects with very limited resolution
and assume that a graphics engine and object model are available at learning time.
In [DQN16] an encoder-decoder CNN in voxel space is used for 3D shape completion,
which requires 3D ground truth. The authors of [OWL15] develop a generative
model to create depth training data for articulated hands. This avoids the problem
of generating realistic appearance.
9.2 Chictopia made SMPL
To train a supervised model connecting body parameters to fashion, we need a
dataset providing information about both. Datasets for training of pose estimation
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Figure 9.3: Example images from the Chictopia10K dataset [LXS+15], detected
joints from the DeeperCut CNN [IPA+16] and the SMPLify fits. Typical failure
cases are foot and head orientation (center). The pose estimator works reliably
even with wide clothing and accessories. (right). [LPMG17a] c© 2017 IEEE.
systems [APGS14, JE10, IPOS14] as well as the UP-3D dataset introduced in
Chapter 8 capture complex appearance, shape and pose variation, but are not
labeled with clothing information. The Chictopia10K dataset [LXS+15] contains
ﬁne-grained fashion labels but no human pose and shape annotations. In the
following sections, we explain how we automatically augmented Chictopia10K so
that it can be used as a resource for generative model training.
9.2.1 Fitting SMPL to Chictopia10K
The Chictopia10K dataset consists of 17,706 images collected from the chictopia
fashion blog1. For all images, a ﬁne-grained segmentation into 18 diﬀerent classes
(c.f . [LXS+15]) is provided: 12 clothing categories, background and 5 features such
as hair and skin (see Figure 9.4). For shoes, arms and legs, person centric left
and right information is available. We augment the Chictopia10K dataset with
pose and shape information by ﬁtting the 3D SMPL body model [LMR+15] to the
images using the SMPLify pipeline (see Chapter 6). SMPLify requires a set of 2D
keypoint locations which are computed using the DeeperCut CNN [IPA+16] pose
estimator. We selected the DeeperCut CNN out of convenience, any other recent
keypoint detector [WRKS16, NYD16] will likely produce similar results. We use
the SMPLify energy optimization from Equation 6.1 on the estimated joints to
obtain 3D ﬁts. Qualitative results of the ﬁtting procedure are shown in Figure 9.3.
The pose estimator has a high performance across the dataset and the 3D ﬁtting
produces few mistakes. The most prominent failures are results with wrong head
and foot orientation. To leverage as much data as possible to train our supervised
models, we refrain from manually curating the results. Since we are interested
in overall body shape and pose, we are using a six-part segmented projection of
the SMPL ﬁts for conditioning of ClothNet-body. Due to the rough segmentation,
segmented areas are still representative even if orientation details do not match.
1http://www.chictopia.com/
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Figure 9.4: Example annotations from the Chictopia10K dataset [LXS+15] before
and after processing (for each pair left and right respectively). Holes are inpainted
and a face shape matcher is used to add facial features. The rightmost example
shows a failure case of the face shape matcher. [LPMG17a] c© 2017 IEEE.
9.2.2 Face Shape Matching and Mask Improvement
We further enhance the annotation information of Chictopia10K and include facial
landmarks to add additional guidance to the generative process. With only a single
label for the entire face, we found that all models generate an almost blank skin
area in the face.
We use the dlib [Kin09] implementation of the fast facial shape matcher [KS14] to
enhance the annotations with face information. We reduce the detection threshold
to oversample and use the face with the highest IoU score of the detection bounding
box with ground truth face pixels. We only keep images where either no face pixels
are present or the IoU score is above a certain threshold. A threshold score of
0.3 was suﬃcient to sort out most unusable ﬁts and still retain a dataset of 14,411
images (81,39%).
Furthermore, we found spurious “holes” in the segmentation masks to be problematic
for the training of generative models. Therefore, we apply the morphological “close”
and “blackhat” operations to ﬁll the erroneously placed background regions. We
carefully selected the kernel size and found that a size of 7 pixels ﬁxes most mistakes
while retaining small structures. You can ﬁnd examples of original and processed
annotations in Figure 9.4.
9.3 ClothNet
Learning a generative model of images of dressed people is challenging. Currently,
the visually most appealing technique to create ﬁne-grained textures at 256x256
resolution are image-to-image translation networks [IZZE16]. They rely on a well
designed encoder-decoder structure, with skip connections between correspondingly
shaped layers of encoder and decoder. This allows the model to retain sharp edges
faithful to its input.
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Figure 9.5: ClothNet modules: (a) the latent sketch module consists of a varia-
tional auto-encoder, (b) the conditional sketch module consists of a conditional
variational auto-encoder and (c) the portray module is an image-to-image trans-
lation network that ﬁlls a sketch with texture. The modules in (a) and (c) are
concatenated to form ClothNet-full and modules (b) and (c) are concatenated
to form ClothNet-body. The learned latent representation z in (a) and (b) is a
512-D random variable that follows a multivariate Gaussian distribution. The
variable y is a deterministic latent encoding of the body model silhouette that we
use to condition on pose and shape. At test time in (a) and (b) one can generate
a sample from the multivariate Gaussian zi ∼ N (0, I) and push them through
the decoder network to produce random sketches of people in diﬀerent clothing.
We show in (a) and (b) the input to the encoder in gray color, this indicates they
are not available at test time. [LPMG17a] c© 2017 IEEE.
However, using image-to-image translation networks directly for the task of predict-
ing dressed people from SMPL sketches as displayed in Figure 9.1 does not produce
good results (we provide example results from such a model in Figure 9.10b). The
reason is that there are many highly diﬀerent completions possible for a single 3D
pose. The image-to-image translation model has not the required structures to
handle such situations. Furthermore, its sampling capabilities are poor. Variational
Autoencoders, on the other hand, excel at encoding high variance for similar inputs
and provide a principled way of sampling.
We combine the strengths of both, Variational Autoencoders and the image-to-
image translation models, by stacking them in a two-part model: the sketch part
is variational and deals with the high variation in localized image appearance. Its
output is a semantic segmentation map (sketch) of a dressed person. The second
portray part uses the created sketch to generate an image of the person and can make
use of skip connections to produce sharp and detailed output. The intermediate
representation as a sketch enables us to experiment with diﬀerent modules for the two
model parts. In the following sections, we introduce the modules we experimented
with.
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9.3.1 The Latent Sketch Module
The latent sketch module is a variational auto-encoder which allows to sample
random sketches of people consisting of their clothing segments.
The Variational Auto-Encoder [KW13] consists of two parts, an encoder to a
latent space, and a decoder from the latent space to the original representation.
As for any latent variable model, the aim is to reconstruct the training set x
from a latent representation z. Mathematically, this means maximizing the data
likelihood p(x) =
∫
pθ(x|z)p(z)dz. In high dimensional spaces, ﬁnding the decoder
parameters θ that maximize the likelihood is intractable. However, for many values
of z the probability pθ(x|z) will be almost zero. This can be exploited by ﬁnding
a function qφ(z|x), the encoder, parameterized by φ. It encodes a sample xi and
produces a distribution over z values that are likely to reproduce xi. To make the
problem tractable and diﬀerentiable, this distribution is assumed to be Gaussian,
qφ(z|xi) = N (µi,Σi). The parameters µi,Σi are predicted by the φ-parameterized
encoding neural network Encφ. The decoder is the θ parameterized neural network
Decθ.
Another key assumption for VAEs is that the marginal distribution on the latent
space is Gaussian distributed with zero mean and identity covariance, p(z) = N (0, I).
Under these assumptions, the VAE objective (see [KW13] for derivations) to be
maximized is
∑
i
Ez∼q[log pθ(xi|z)]−DKL(qφ(z|xi)||p(z)), (9.1)
where Ez∼q indicates expectation over distribution q and DKL denotes Kullback-
Leibler (KL) divergence. The ﬁrst term measures the decoder accuracy for the
distribution produced by the encoder qφ(z|x) and the second term penalizes devia-
tions of qφ(z|xi) from the desired distribution p(z). Intuitively, the second term
prevents the encoding from carrying too much information about the input x. Since
both qφ(z|xi) and p(z) are Gaussian, the KL divergence can be computed in closed
form [KW13]. Equation 9.1 is maximized using stochastic gradient ascent.
Computing Equation 9.1 involves sampling; constructing a sampling layer in the
network would result in a non diﬀerentiable operation. This can be circumvented
using the reparameterization trick [KW13]. With this adaptation, the model is
deterministic and diﬀerentiable with respect to the network parameters θ, φ. The
latent space distribution is forced to follow a Gaussian distribution N (0, I) during
training. This implies that at test time one can easily generate samples x¯i by
generating a latent sample zi ∼ N (0, I) and pushing it through the decoder
x¯i = Decθ(z
i). This eﬀectively ignores the encoder at test time.
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Sketch encoding: we want to encode images x ∈ R256×256 of sketches of people
into a 512-D latent space, z ∈ R512. This resolution requires a sophisticated encoder
and decoder layout. Hence, we combine the recently proposed encoder and decoder
architecture for image-to-image translation networks [IZZE16] with the formulation
of the VAE. We use a generalized Bernoulli distribution to model pθ(x
i|z). The
architecture is illustrated schematically in Figure 9.5(a).
9.3.2 The Conditional Sketch Module
For some applications it may be desirable to generate diﬀerent people in diﬀerent
clothing in a pose and shape speciﬁed by the user. To that end, we propose a
module that we call conditional sketch module.
The conditional sketch module gives control of pose and shape by conditioning
on a 3D body model sketch as illustrated in Figure 9.5(b). We use a conditional
variational autoencoder for this model (for a full derivation and description of the
idea, we refer to [KMRW14]). To condition on an image Y ∈ R256×256 (a six part
body model silhouette), the model is extended with a new encoding network CondΦ,
with similar structure as Encφ. Since the conditioning variable is deterministic, the
encoding is y = CondΦ(Y ). To provide the conditioning input to the encoder, we
concatenate the output of the ﬁrst layer of CondΦ to the output of the ﬁrst layer of
Encφ. To train the model, we use the same objective as in Equation 9.1. Here, the
decoder reconstructs a sample using both, z and y, with xˆi = Decθ(y
i, zi) and the
minimization of the KL-divergence term is only applied to z.
9.3.3 The portray Module
For applications requiring a full textured image of the person, the sketch modules
can be chained to a portray module. To that end, we trained a conditional auto-
encoder for texture as well. Here, we condition on a cloth sketch and sample to
produce diﬀerent textures and colors. Unfortunately, in our experiments the learned
latent space is not producing variation on the output and the model operates
almost as a deterministic predictor. We believe the model has not seen enough
data to generalize; in particular there are not enough similar sketches that map to
many diﬀerent kinds of textures. Instead, we use the recently released image-to-
image translation model [IZZE16] with minimal modiﬁcations to color the sketches
produced by the latent sketch modules. With additional face information, we found
this model to produce appealing results.
9.3.4 ClothNet-full and ClothNet-body
Once the sketch part and the portray part are trained, they can be concatenated
to obtain a full generative model of images of dressed people. We refer to the
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concatenation of the latent sketch module with the portray module as ClothNet-full.
The concatenation of the conditional sketch module with the portray module is
named ClothNet-body. Several results produced by ClothNet-body are illustrated
in Figure 9.1. All stages of ClothNet-full and ClothNet-body are diﬀerentiable and
implemented in the same framework. We trained the sketch and portray modules
separately, simply because it is technically easier. Propagating gradients through
the entire model is possible and may improve results, but we did not explore this
direction yet.
9.3.5 Network Architectures
Adhering to the image-to-image translation network architecture for designing en-
coders and decoders, we make use of LReLUs [MHN13], batch normalization [IS15]
and use fractionally strided convolutions [ZTF11]. Even for this highly parame-
terized architecture and using the adaptive ADAM optimizer [KB14], we found
that the learned latent distribution is not forced close enough to a standard nor-
mal distribution, causing unrealistic results when sampling. Hence, we introduced
weight parameters for the two loss components in Equation 9.1 and upweigh the
KL component by factor 7. For a comprehensive overview of models and network
designs, see Figure F.1.
9.4 Experiments
In a comprehensive series of experiments, we want to shed light on all aspects of the
proposed model. Since an interplay of multiple components is required, we break
the experiments down into multiple sections.
9.4.1 The Latent Sketch Module
We provide numbers on the quality of reconstruction in Table 9.1. The values are
means of the respective metrics over all classes. The overall reconstruction accuracy
Figure 9.6: A walk in latent space along the dimension with the highest variance.
We built a PCA space on the 512 dimensional latent predictions of the test set
and walk -1STD to 1STD in equidistant steps. [LPMG17a] c© 2017 IEEE.
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Model Part Accuracy Precision Recall F1
VAE
Train 0.958 0.589 0.584 0.576
Test 0.952 0.540 0.559 0.510
CVAE
Train 0.962 0.593 0.591 0.587
Test 0.950 0.501 0.502 0.488
Table 9.1: Reconstruction metrics for the latent and conditional sketch modules.
The overall reconstruction accuracy is high. The other metrics are dominated by
classes with few labels. The CVAE overﬁts faster. [LPMG17a] c© 2017 IEEE.
is high with an accuracy score of more than 0.95 in all settings. The other metrics
are inﬂuenced by the small parts, in particular facial features. The CVAE overﬁts
faster than the VAE, due to the less regularized information from the conditioning.
For a generative model, qualitative assessment is important as well. For this, we
provide a visualization of a high variance dimension in latent space in Figure 9.6.
To create it, we generated samples z from all test set images. To linearize their
representation, we used the Cumulative Distribution Function (CDF) on the values.
We then used a PCA to discover the direction of most variance. In the PCA space,
we take evenly spaced steps from one standard deviation in negative to positive
direction, i.e., the PCA mean image is in the center of Figure 9.6.
Even though the most dominant direction in PCA space only encodes roughly 1% of
the variance, the complexity of the task becomes obvious: even the ﬁrst dimension
encodes variations in pose, shape, position, scale and clothing types. The model
learns to adjust the face direction in plausible ways.
9.4.2 The Conditional Sketch Module
As described in Section 9.3.2, we use a CVAE architecture to condition the gen-
erated clothing segmentations. We use the SMPL body model to represent the
conditioning. However, instead of using the internal SMPL representation as vector
of shape components and angle rotations, we instead render the SMPL body in
the desired conﬁguration. We use six body parts: head, central body, left and right
arms, left and right legs, to give the model local cues about the body parts.
We found the six part representation to be a good trade-oﬀ: using only a foreground-
background encoding may convey too little information, especially about left and
right parts. A too detailed segmentation introduces too much noise, since the data
for training our supervised models has been acquired by automatic ﬁts solely to
keypoints. These ﬁts may not represent detailed matches in all cases. You can ﬁnd
qualitative examples of conditional sampling in Figure 9.1 and Figure 9.7.
At test time, we encode the model sketch (Figure 9.7(a)) to obtain y = CondΦ(Y ),
sample from the latent space zi ∼ p(z) = N (0, I) and obtain a clothed sketch with
x¯i = Decθ(y, z
i). For every sample zi a new sketch xˆi is generated with diﬀerent
105
Chapter 9 A Generative Model of People in Clothing
(a) (b) (c)
Figure 9.7: Conditional sampling using ClothNet-body Per row: (a) SMPL con-
ditioning for pose and shape, (b) sampled dressed sketches conditioned on the
same sample in (a), (c) the nearest neighbor of the rightmost sample in (b) from
the training set. The model learns to add various hair types, style and accessories.
[LPMG17a] c© 2017 IEEE.
clothing but roughly the same pose and shape. Notice how diﬀerent samples produce
diﬀerent hair and cloth styles as well as diﬀerent conﬁgurations of accessories such
as bags.
9.4.3 Conditioning on Color
As an example for adding additional conditioning, we describe how to condition
our model on color. For every image in the training set, we create a new image by
coloring the sketch parts with their respective median color. The concatenation of
the per-part median colored image and the sketch are the inputs to a new portray
module which is trained on this input. Conditioning can then be achieved by
manually selecting a color for each sketch segment. Example results are shown in
Figure 9.8. The network learns to follow the color cues, but still does not only
generate plain color clothing, but places patterns and textures.
9.4.4 ClothNet
With the following two experiments, we want to provide an insight in how realistic
the images are that are generated from the ClothNet-full pipeline.
106
9.4 Experiments
Figure 9.8: Conditioning on color : (left) sketch input to the network. (right)
Four diﬀerent outputs for four diﬀerent color combinations. Color conditioning
for the regions are shown in the boxes below the samples (boxes below, ltr):
lower dress, upper dress, jacket, hat. [LPMG17a] c© 2017 IEEE.
Figure 9.9: Results from ClothNet with added random backgrounds. First row: re-
sults from ClothNet-full (i.e., sketch and texture generation), second row: results
from the portray module and ground truth sketches. [LPMG17a] c© 2017 IEEE.
9.4.4.1 Generating an Artificial Dataset
In the ﬁrst experiment, we generate an artiﬁcial dataset and train a semantic
segmentation network on the generated data. By comparing the performance of a
discriminative model trained on real or synthetic images we can asses how realistic
the generated images are.
For this purpose, we generate an equally sized dataset to our enhanced subset of
Chictopia10K. We store the semantic segmentation masks generated from the latent
sketch module as artiﬁcial ‘ground truth’ and the outputs from the full ClothNet-full
pipeline as images. To make the images comparable to the Chictopia10K images, we
add artiﬁcial background. Similar to [VRM+17], we sample images from the dining
room, bedroom, bathroom and kitchen categories of the LSUN dataset [YZS+15].
Example images are shown in Figure 9.9.
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Train
Test
Full Synth. Synth. Text. Real
Full Synth.
0.566
0.978
0.437
0.964
0.335
0.898
Synth. Text.
0.503
0.968
0.535
0.976
0.411
0.915
Real
0.448
0.955
0.417
0.957
0.522
0.951
Table 9.2: Segmentation results (per line: IoU, accuracy) for a variety of train-
ing and testing datasets. Full Synth. results are from the ClothNet-full
model, Synth. Text. from the portray module on ground truth sketches.
[LPMG17a] c© 2017 IEEE.
Model Real image rated gen. Gen. image rated real
ClothNet-full 0.154 0.247
portray mod. 0.221 0.413
Table 9.3: User study results from 12 participants. The ﬁrst row shows results for
the full ClothNet-full model, the second for the portray module used on ground
truth sketches. [LPMG17a] c© 2017 IEEE.
Even though the generated segmentations from our VAE model look mostly realistic
for a human observer, some weaknesses become apparent when completed by the
portray module: bulky arms and legs and overly smooth outlines of ﬁne structures
such as hair. Furthermore, the diﬀerent statistics of facial landmark size to ground
truth sketches lead to less realistic faces.
We train a DeepLab ResNet-101 [CPK+15] segmentation model on real and synthetic
data and evaluate on test images from all data sources and provide the results
in Table 9.2. As expected, the models trained and tested from the same data
source perform best. The model trained on the real dataset reaches the highest
performance and can be trained longest without overﬁtting. The fully synthetic
datasets, however, do not lose that much accuracy compared to the model trained
on real data. The IoU scores, however, suﬀer from fewer ﬁne structures present in
the generated data that dominate the scores. We experimented with a combined
dataset consisting of real and artiﬁcial data from the portray module and found
an improvement compared to a model trained solely on real data on the edge of
signiﬁcance.
9.4.4.2 User Study
We performed a user study to quantify the realism of images for humans. We set up
an experiment to evaluate both stages of our model: one for images generated from
the portray module on ground truth sketches and once for the full ClothNet-full
model.
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(a) (b)
Figure 9.10: Example results from (a) the context encoder architecture [PKD+16]
from a ground truth sketch. Without skip connections, the level of predicted detail
remains low. (b) Results from an image-to-image network trained to predict
dressed people from six part SMPL sketches directly. Without the proposed two-
stage architecture, the model is not able to determine shape and cloth boundaries.
[LPMG17a] c© 2017 IEEE.
For each of the experiments, we ask users to label 150 images on whether they
believe are a photo or generated from our model. 75 images are real Chictopia
images, 75 generated with our model. Every image is presented for 1 second akin to
the user study in Isola et al. [IZZE16]. They use a forced choice between two images,
one ground truth, one sketched by their model from ground truth segmentation.
However, since we do not have ground truth comparison images, we refrain to display
one image at a time for a forced choice. This setting is slightly harder for our model,
since the user can focus on one image. To assess overall image quality and remove
the human focus on faces, we blank out the faces for artiﬁcial and real images equally.
The ﬁrst 10 images are ignored in the evaluation to let users calibrate on image
quality. The results for 12 participants are presented in Table 9.3. Even for the
fully generative pipeline, users are fooled 24.7% of the time. For comparison: Isola
et al. [IZZE16] report fooling rates of 18.9% and 6.1%, however on other modalities.
9.4.4.3 Additional Qualitative Results
The results shown in Figure 9.11 conclude and summarize our model evaluation.
The ﬁrst set in Figure 9.11a consists of additional results from ClothNet-full without
background completion (c.f . Figure 9.9). The model generates plausible people in
a diverse set of poses and with a variety of clothes. Larger disconnected components
hardly occur, an example can be found in the second row, rightmost picture. Failure
cases can observed where the model produces unrealistic body proportions.
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(a)
(b)
(c)
Figure 9.11: Results from the proposed models. (a) Results from ClothNet-full.
(b) Results from ClothNet-body. Crossed legs in the third row are sometimes
being rendered as crossed or near parallel. This is due to label noise in the training
data for the conditional sketch module (see Section 9.4.4.3 for a full discussion).
(c) Results from the portrait module applied to ground truth sketches from the
test set.
110
9.5 Discussion
In Figure 9.11b, we present additional results from ClothNet-body. The ﬁrst
two rows show textured samples from conditioning on the poses presented in
Figure 9.10b. Conditioned on a ﬁxed pose and body shape, ClothNet-body generates
a variety of clothing types and textures. The third row shows results for a cross-
legged pose. Here, the conditional sketch module generates both, cross-legged and
straight-legged samples with the legs close together. This is due to 3D ﬁtting noise
of the body model to the Chictopia10K dataset: cross-legged ﬁts are often erroneous
ﬁts to people with straight legs close together and vice versa. The model learns to
reproduce this variety observed in the training data. Improved 3D ﬁts would resolve
this problem.
In Figure 9.11c, we show results for the portrait module applied on ground truth
sketches from the test set. Most results are plausible, with detailed wrinkles and
hair. The model occasionally uses colorful patterns on dresses and tops.
9.5 Discussion
In this chapter, we developed and analyzed a new approach to generate people
with accurate appearance. We ﬁnd that modern machine learning approaches may
be powerful enough to sidestep traditional graphics pipeline design and 3D data
acquisition. This is a ﬁrst step and we anticipate that the results will become better
once more data is available for training.
We enhanced the existing Chictopia10K dataset with face annotations and 3D body
model ﬁts. With a two-stage model for semantic segmentation prediction in the
ﬁrst, and texture prediction in the second stage, we presented a novel, modular take
on generative models of structured, high-resolution images.
With this possibility to generate large amounts of training data at a very low
computational and infrastructural cost together with the possibility to condition
generated images on pose, shape or color, we see many potential applications for
the presented method.
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Part IV
Conclusion

Chapter 10
Summary and Discussion
Data-driven models provide an elegant way to cope with the complexity of human
appearance. In this thesis, we (1) presented methods and frameworks to build and
train such models and (2) showed how 2D and 3D, discriminative and generative
models can be combined to parse and generate human appearance.
We ﬁrst touched the topic of Decision Forest training, introduced and analyzed a
new entropy function and established the relations to existing entropy functions
and heuristics. The new entropy only respects two of the four Khinchin-Shannon
axioms, but can be evaluated eﬃciently and tuned for a speciﬁc dataset. We
implemented and ran the experiments with a new, object oriented Decision Forest
library, which we made available as open source software. Thanks to its ﬁne grained
parallelization mechanisms, it can leverage modern manycore architectures even for
node optimization and parallelize beyond tree level.
We introduced a second software package, barrista, an eﬃcient and convenient
interface for the popular deep learning framework caffe. It supports the easy
design, training and execution of ANNs and CNNs. As opposed to plain caffe,
it is not dependent on (but fully supports) protobuf network speciﬁcations. In
particular, it makes designing networks possible from Python, even procedurally.
This is an important advantage for very deep or multi column networks such as
ResNets [HZRS16b] or multi-resolution networks, e.g., [CPK+15].
In the following chapters, we put the hitherto developed frameworks to work for 2D
and 3D modeling of humans. Our starting point were 2D images and we described
methods to get 3D model ﬁts from them, established a virtuous cycle to improve
the ﬁtting process and developed a generative model vice versa: generating realistic
2D images of humans from 3D body information.
We ﬁrst described a method to automatically ﬁt the 3D SMPL body model to a 2D
image of a person. We used barrista to run a pose estimation CNN, producing 14
landmark estimates for the main human skeletal joints. We showed that a gradient
based energy optimization with carefully designed prior terms is enough to optimize
for 3D pose and body shape based on these 14 2D positions. Furthermore, we
analyzed the interplay of detected keypoints, estimated segmentation and 3D ﬁts in
Chapter 7. We managed to improve segmentation by incorporating the keypoint
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information and described a method to use segmentation information to improve
trust assessment for estimated keypoints. Finally, we described how estimated
silhouettes can be incorporated into the gradient based 3D ﬁtting method. These
techniques enabled us to automatically extract 3D body representations from 2D
photos.
In Chapter 8, we established a virtuous cycle between ﬁtting 3D models and using
their projections to improve the 2D predictors providing the information for 3D
ﬁtting. This improved the granularity and the quality of the information used in the
ﬁtting process. Annotating the detailed body structures manually at the required
level would be infeasible. Instead, we established a virtuous cycle between training
2D appearance models, 3D ﬁtting and curating 3D ﬁts (this was the only required
human annotator involvement), projecting 2D labels and iterating. With this
strategy, we trained 2D appearance models with ﬁve times more keypoints/segments
than in the literature so far, which in turn helped us to push the state-of-the art in
3D human pose and body shape estimation.
Finally, we derived a generative model for people in clothing in Chapter 9. It is
the ﬁrst model that allows conditioned or unconditioned sampling of dressed people
in a full body setting. The model is composed of two stages with interchangeable
parts and is very ﬂexible in its application. Further conditioning (apart from body
pose and shape) can easily be integrated; we showcased this with the speciﬁcation
of desired cloth color.
With the presented techniques, we covered a full cycle of mapping human appear-
ance 2D→3D→2D and made contributions to several aspects for systems that
automatically understand and generate human appearance: learning techniques,
implementation and modeling. The presented software libraries are already being
used in research projects and the techniques for automatic ﬁtting of a 3D body
model and for ﬁne-grained body pose and shape analysis are already implemented
in products1. Developing these techniques further and making accurate 3D human
body shape and pose estimation work in real-time on mobile platforms is an appeal-
ing aim for artiﬁcial intelligence. It will open up possibilities for interactive machine
learning by enabling new annotation or—generally speaking—teaching paradigms:
everyday users will be able to ‘correct’ their computer vision enabled systems by
pointing at their environment and providing additional information. Such very
natural interaction possibilities will provide a new and powerful source of data.
The presented methods present a step towards this aim, but further improvements
will have to be made, mainly in terms of prediction quality and speed of execution.
We continue with a discussion of limitations and criticism in the following section
and conclude with an outlook on future work in Chapter 11.
1https://www.bodylabs.com/soma/
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Figure 10.1: The joint angle prior prefers slightly bent extremities. In these
examples, this is particularly visible for the legs, in the rightmost example also
for the arms.
10.1 Limitations and Criticism
In this section, we discuss limitations and weaknesses of the presented approaches
in the hope that they will serve as an inspiration for future work.
Decision Forest implementation. The fertilized forests library is written in C++
in an object oriented manner. All objects are, where applicable, templated with input,
feature and output datatype as well as the result type. Whereas this guarantees high
eﬃciency in terms of storage and at evaluation time, it also has several disadvantages:
slow compilation due to limited application of the PIMPL idiom and unnecessary
diﬃculties to derive and to control variable types and objects. We addressed both
of them in the implementation (the ﬁrst by isolating the especially compile time
consuming serialization functions and the latter with factory objects and a code
generator). The upcoming C++ 17 standard2 comes with a new possibility to
solve both problems in a signiﬁcantly easier manner: std::variant objects can
handle diﬀerent datatypes with high eﬃciency. This elegantly removes the need for
templated library objects completely, resulting in PIMPL implemented objects and
an easy-to-use interface. We implemented a prototype demonstrating the potential
of this technique at http://github.com/classner/forpy.
barrista was released in September 2015, short before google’s Tensorﬂow frame-
work was announced in November 20153. This announcement motivated an increas-
ing amount of people to migrate from existing frameworks to Tensorﬂow. This
had a strong impact on the whole community, including the caffe and the barrista
framework. Hence, we maintain the barrista framework, but will not develop it
further. Instead, to ease scientiﬁc exchange, we implemented our latest presented
model for generating people (Chapter 9) in Tensorﬂow. We’re glad that some of
the ideas we advertised with barrista were implemented in core caffe, e.g., the
‘NetSpeciﬁcation’ class for procedural model design.
2http://www.open-std.org/jtc1/sc22/wg21/docs/papers/2017/n4659.pdf
3https://www.wired.com/2015/11/google-open-sources-its-artificial-intelligenc
e-engine/
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SMPLify is ﬁrst and foremost limited by the appearance hints it receives. 14 key-
points at positions inside the body are insuﬃcient to reliable disambiguate pose,
shape and perspective. We address this issue in Chapter 8 with more ﬁne-grained
models. The method can be further improved w.r.t speed and initialization: gradient
descent highly depends on the initialization and currently we are initializing with
only one reasonable guess. Furthermore, the prior component of the energy function
to prevent unrealistic joint angles Ea(θ) (Equation 6.3) is monotonous increasing.
It is decreasing for increasingly bent extremities. Hence, we observe a tendency to
prefer slightly bent extremities (see Figure 10.1). An additional step function could
remove this eﬀect. The information from the additional landmarks in Chapter 8
helps to dampen the eﬀect.
A virtuous cycle for detailed 2D models and 3D fits. The UP dataset and
models are currently limited in performance by missing information about head and
foot orientation. We tolerated slight mismatches for these body parts when selecting
the high quality ﬁts, because they just can’t be estimated from the currently available
2D cues. Being strict on matches for these body parts would reduce the dataset
size to an unacceptable level. On the other hand, the models trained on projections
from UP-3D seem to already pick up the slight correlation between toe and head
appearance and 3D conﬁguration. It remains an open and interesting question how
many details the iterative process will pick up from the 3D ﬁts performed only on
14 keypoints and when it saturates. Due to time constraints, we could not complete
another iteration of the process. Another open challenge is to integrate hands,
ﬁngers and toes into the ﬁtting and annotation process. Working with facial details
and expressions probably requires a system that takes person identity into account.
Generative model. The main weakness of the presented generative model for
people are the faces. We noticed a signiﬁcant improvement from adding information
about the facial landmarks to the ground truth sketches. The sketched facial
landmarks are reproduced by the portrait module, but since humans are very
sensitive to faces, even slight inaccuracies are noticed. A dedicated face model, e.g.
[SWH+16], could solve this problem. A less often occurring problem are unnaturally
round and wide sketches of extremities.
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The preceding section discusses potential areas of improvement from this work. In
this section, we brieﬂy describe a few concrete steps in more detail and conclude
with a wide, more speculative outlook.
Towards a More Detailed, Large Scale Dataset of 3D People. With additional
care and extensions, the UP datasets could evolve to a standard training and
evaluation dataset for 3D human pose estimation from images in the wild. The
following steps are important on the way: (1) improve head and foot pose estimation.
To address the lacking details in rotation of head and feet, we already experiment
with adding additional keypoints from human annotators. For this, we created an
Amazon Mechanical Turk (AMT) labeling tool (see Figure 11.1). (2) Create a
ground truth test set. Ideally, for this test set the camera parameters are known and
‘real’ 3D data is available to obtain high ﬁdelity 3D ﬁts. (3) Grow in size. To satisfy
modern CNN architectures, ideally the training dataset would oﬀer more data. The
MS COCO keypoint dataset [LMB+14a] could provide a great start for an extended
UP-3D version: foreground-background annotation is already available and the MS
COCO database provides keypoints for another 185,316 images, including eye and
ear positions. Hence, it could be easily integrated into the UP pipeline.
Towards mesh correspondance prediction from 2D. The already existing data
of the UP-3D dataset allows us to investigate a whole range of questions concerning
full body 3D inference that have been out of reach so far. One of them is, how
well our current discriminative 2D models learn about the underlying 3D world and
what their limits are w.r.t. the number of details of the modeled 3D object. To
analyze this, we set up a series of experiments investigating how the representations
of segments (few large areas) and keypoints (few small ‘dots’) converge (many small,
distinct ‘dots’ forming areas). This answers implicitly how well the underlying mesh
structure can be learned by a discriminative model.
We created a series of increasingly ﬁne segmented meshes (see Figure 11.2) and
top out at 384 segments (in theory, ﬁne-grained mesh segment prediction could
be pushed up to vertex level; in practice, however, all current CNN models use
a bottleneck representation which limits the size of segments by its resolution).
Curiously, up to the maximum number of segments, the prediction performance
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Figure 11.1: Interface of the proposed keypoint annotation tool. We leave the
original keypoints ﬁxed and let users annotate additional ‘hint’ keypoints for
rotation information. Black points can not be moved by the users and indicate
the already marked parts of the skeleton by previous annotators. The users can
report problems with this original annotation with an additional checkbox. When
hovering with the cursor over a point marker, the point to annotate is highlighted
on the 3D body on the lower right side. When dragging a point, a zoom with
position indicator is displayed in the lower middle to facilitate accurate annotation.
We thank Andreas Lehrmann and Pavel Karasik for their work on the annotation
tool.
(a) (b) (c)
Figure 11.2: Meshes for the experiments on high numbers of segments. Ltr.: 24,
96 and 384 segments. Starting with 96 segments, segments are asymmetrical
between front and back.
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Figure 11.3: Segmentation results from a 384 segment model. The model learns
the structural connections between segments and produces plausible results. The
performance for this model saturates at roughly this size of segments, because
the resolution of the inner layers is not suﬃcient to represent smaller segments.
remains at a high level. Qualitative example results from a 384 segment model
can be found in Figure 11.3. We even observe an improving eﬀect when the high
segment model predictions are combined to coarser ones: the performance of a model
trained to predict 384 segments projected to 12 is better than the performance of a
model trained to predict 12 segments from the beginning.
These preliminary results indicate that indeed the 2D discriminative models learn
about the 3D nature of their prediction target. The more information about it
is carried in the loss function, the better. Additionally, the ﬁne-grained mesh
segment predictions are a good starting point for highly detailed 3D pose and shape
predictions.
A generative model of people in clothing with 3D bodies. A realistic, proba-
bilistic model of clothed people in 3D would open up a plethora of applications in
science and industry. However, the proposed generative model produces solely 2D
results. Combining it with the model of clothed people from [PMPHB17], it would
be possible to develop a model that predicts 3D pose, shape and clothing from 2D
segmentation and pose.
11.1 Outlook
The ﬁeld around 2D and 3D human modeling is currently in rapid change and
moving forward fast, fueled by the improvements of machine learning models.
The traditional 2D human appearance models are evolving fast. In regular intervals,
the 2D models are updated with new insights from the machine learning community
and new structures speciﬁc for human analysis are added and developed, e.g.,
Mask R-CNN [HGDG17] couples traditional 14 keypoint human pose estimation
and instance segmentation and two recent approaches [YLO+17, HGT17] achieve
notable improvements on the standard benchmarks by incorporating scale into the
detection process for keypoints. The models are getting increasingly ﬁnetuned for
their task. This trend can be expected to still continue a bit, but with the already
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very high performance even on challenging scenes, it will saturate eventually. It will
be an interesting mark when the ﬁrst models achieve super-human performance on
a challenging human pose estimation task, which can be expected to be taken rather
sooner than later. The datasets used for this purpose moved forward from single
people, single modality (e.g., either keypoints or segmentation [JE10, EGW+10]) to
multiple people and multiple modalities [LMB+14a]. The datasets already contain
crowded scenes of high complexity and the models achieve high performance. It will
soon be necessary to integrate signiﬁcantly more details about hands, faces, identity
or clothing to challenge the next generation of 2D models. This will be a tedious
but rewarding process for which we hope that the methods presented in this thesis
may provide useful ideas.
3D human body models are enriched with an increasing amount of details. The
SMPL model used throughout this thesis reached a level of ﬁdelity for the human
body that is suﬃcient for most applications even when using only few shape coeﬃ-
cients (e.g., ∼6mm mean absolute vertex error for 10 shape coeﬃcients [LMR+15]).
At the same time it is easy to use, even automatically through an API, and can be
animated in real-time. With models for hands [RTB17] and faces [LBB+17] on the
way of being integrated, the model meets the requirements to accurately capture
the full body. The next big step to take is the 3D modeling of clothes in terms
of geometry and texture. ClothCap [PMPHB17] is a ﬁrst step in that direction,
however still limited to non-layered and tight clothing and not including a model
of texture. With clothing accessories, such a model could fully capture human
appearance in every day life. Orthogonal to this, it would be possible to model the
anatomical details inside of the body, which could have interesting health related
applications.
The methods between 2D and 3D human representation are necessary to tie the ‘two
worlds’ together. This area received far less attention than ‘pure’ 2D or 3D human
modeling. Nevertheless, these combining methods have a tremendous potential,
since they allow integrating 2D data (easy to acquire, easy to annotate, available in
large quantities) with accurate models and prior beliefs (e.g., beliefs on the human
body, on clothing, on identity). We believe that these methods ‘between worlds’ will
eventually drive the development of ‘pure’ 2D or 3D models with better datasets,
reﬁned models and ﬁtting techniques and hope that with the methods and datasets
presented in this thesis, we can inspire future research in this direction.
With the potential advances described above, many appealing applications can
become reality in the future. An accurate digital avatar of yourself could become a
companion through life. It could be updated to match your look and body every
morning in front of a virtual ‘mirror’ and be enriched with medical data to be an
accurate digital version of yourself. When shopping online, your browser could ask
you—similarly to today, whether it may access your microphone—whether it may
access your avatar shape to have a website provide you with perfectly matching
clothes and shoes. And doctors could, with privileged access to your encrypted
health data, look even at your inner body, accurately enriched by the last MRT/CT
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scans through a uniﬁed interface: your avatar. Back at home, you can remotely
participate in a meeting in virtual reality with your avatar dressed in your clothes
and acting and moving just like you do.
This is just one area of applications that could develop out of the presented and
related technologies. While there are still many steps to take to make this vision
become a reality—in particular, standards need to be developed and implemented
to thoroughly protect the privacy of users—they have the potential to simplify and
improve our every day life.
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Appendix A
Equivalence of N2 and the Gini
measure
This is a longer version of the proof given in Equation 3.6.
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Appendix B
Metric property of the induced
entropy for 0 < q < 1
For 0 < q < 1, the inducing term loses its property as a norm because the triangle
inequality does not hold any more. However, the exponent q restores the triangle
inequality, hence Nq still ‘works’ for these values. To see this, we need to show that
||x+ y||qq ≤ ||x||qq + ||y||qq with x,y ∈ Rn and ∀i : xi, yi ≥ 0. First, we note that
||x+ y||qq =
n∑
i=1
|xi + yi|q =
n∑
i=1
(xi + yi)
q. (B.1)
In a next step, we need to show that (xi + yi)
q ≤ (xi)q + (yi)q. The case of equality
holds exactly if one of xi or yi are 0; trivially, the equation also holds if both are
0. For all other cases, similar to the proof in [Ros12], we can deﬁne a function
f(t) := (1 + t)q − 1 − tq for t ≥ 0. Then f ′(t) = q(1 + t)q−1 − qtq−1 < 0 for all
t ∈ [0,∞[. Since f(0) = 0, it follows that f(t) < 0 on [0,∞[. Substituting t = xi
yi
,
(
1 +
xi
yi
)q
− 1−
(
xi
yi
)q
< 0 ⇔
(
xi + yi
yi
)q
− 1−
(
xi
yi
)q
< 0
⇔ (xi + yi)q − (xqi + yqi ) < 0
⇔ (xi + yi)q < xqi + yqi . (B.2)
Since f is strictly decreasing, equality holds only if one of the two variables is zero.
With this, it follows that
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n∑
i=1
(xi + yi)
q ≤
n∑
i=1
(xqi + y
q
i )
=
n∑
i=1
xqi +
n∑
i=1
yqi
= ||x||qq + ||y||qq. (B.3)
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Integral of the Normal Distribution
to Power
This is the derivation for Equation 3.14. We show the derivation for the univariate
case, the derivation for the multivariate case follows similarly by using the deﬁnition
of the multivariate normal distribution.
∫ ∞
−∞
N (x;µ, σ)qdx =
∫ ∞
−∞
(
√
2πσ)−qe−q
(x−µ)2
σ2 dx
=
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√
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2πσ/√q√
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e
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(σ/
√
q)2 dx
=
1√
q
√
2πσ · (√2πσ)−q ·
∫ ∞
−∞
N (x;µ, σ√
q
)dx
=
1√
q
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Appendix D
Segmentation Fusion Model
Hyperparameters
To determine the best network architecture and conﬁguration for the fusion model,
we did a parameter sweep over the most important hyperparameters. The results can
be found in Figure D.1. For the search, we trained all networks for 20k iterations
and take the maximum accuracy as an indicator on how well they will perform after
convergence. We noticed that at this point of the training, the ﬁnal performance
could be estimated well. The other hyperparameters were kept ﬁxed, most notably,
the learning rate. We used the adaptive ADAM solver [KB14] to account for smaller
deviations in the preferred network learning rate.
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Figure D.1: Hyperparameter search for the fusion models (validation set scores).
The size of the circles is proportional to the model runtime. The highest runtime
is 12.5 times higher than the lowest. The best scoring architecture is also amongst
the fastest.
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Appendix E
Additional Example Results for UP
Models
We provide additional examples from a diverse set of datasets for all our discussed
learning and ﬁtting methods in Figure E.1. We added examples from the Fashionista
dataset [YKOB12], from which we did not use data for ﬁnetuning the models.
Further samples from the LSP dataset [JE10] and the MPII-HPDB [APGS14]
are provided, which have harder to parse backgrounds than the motion capture
datasets.
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(a) 31 Part Segmentation.
(b) 91 Keypoint Pose Estimation.
(c) 3D Fitting on 91 Landmarks.
(d) Direct 3D Pose and Shape Prediction.
Figure E.1: Additional results on the Fashionista dataset [YKOB12] (first three
images), LSP dataset [JE10] (images three to six) and MPII-HPDB [APGS14]
(last two images).
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ClothNet CNN Architectures
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(a) The latent sketch module.
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(b) The conditional sketch module.
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(c) The portrait module.
Figure F.1: Full architectures of the generative CNN models. Data size proportions
scale logarithmically. Joining arrows indicate concatenation along the ﬁlter axis.
The transformation blocks are: C 4 × 4 convolution, LCB LReLU, 4 × 4
convolution, batchnorm, F fully connected layer, DB 4 × 4 deconvolution,
batchnorm; RDB ReLU, 4×4 deconvolution, batchnorm; D 4×4 deconvolution;
LC LReLU, 4 × 4 convolution; RDBP ReLU, deconvolution, batchnorm,
dropout; RDT ReLU, deconvolution, tanh.
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Acronyms
AMT Amazon Mechanical Turk.
ANN Artiﬁcial Neural Network.
AUC Area Under Curve.
CDF Cumulative Distribution Function.
CNN Convolutional Neural Network.
CRF Conditional Random Field.
CVAE Conditional Variational AutoEncoder.
FPR False Positive Rate.
GMM Gaussian Mixture Model.
HMI Human Machine Interaction.
HOG Histogram of oriented Gradients.
HPC High Performance Computing.
IOU Intersection over Union.
KL Kullback-Leibler.
LRELU Leaky ReLU.
LSP Leeds Sports Pose.
MAP Most probable A Posteriori.
MPII-HPDB MPII Human Pose Database.
MSE Mean Squared Error.
PCA Principal Component Analysis.
RELU Rectiﬁed Linear Unit.
ROC Receiver Operator Characteristic.
SGD Stochastic Gradient Descent.
SMPL Skinned Multi Person Linear model.
TPR True Positive Rate.
VAE Variational AutoEncoder.
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