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Abstract
Damage mechanics is a relatively new and powerful approach to the analysis of material 
degradation and failure. The idea is to build a continuum model of a solid containing 
a distribution of microcracks. Such a model, relying on the thermodynamics and 
statistical mechanics of microcracks, very naturally ties into other continuum models of 
solids, including acoustic and elastic models. In this dissertation, the impact of material 
and structural damage is investigated, with an emphasis on the relation between this 
effect and specific second order ultrasonic effects. The investigation has two main 
streams. The first, more experimental stream involves damage in the bulk. In this 
case, we chose to look at fatigue damage in the Ni-based alloy, waspaloy, which is 
used particularly for high strength, high temperature applications in the aerospace 
industry, as well as exhibiting very intriguing physical and thermodynamic properties. 
The approach was to monitor the changes in two second order parameters, the so- 
called nonlinearity, or (3 parameter, and the acousto-elastic parameter. Results of 
these experiments seem to indicate that the latter is a better indicator of fatigue and 
damage, at least in this material. The second, more theoretical stream concerns damage 
along an individual weak interface. In this case, a nonlinear “thin layer” model was 
developed for propagation of ultrasonic waves through a weak bonded interface, as well 
as a time-domain approach to a general solution to this problem for a multiply layered 
system. This was combined with a simple damage model, and used to demonstrate 
how poorly bonded interfaces may be interpreted as locally damaged materials. It 
was also demonstrated how the nonlinearity of intensive ultrasound passing through or 
reflecting off an interface bond may be used, along with an appropriate damage model, 
to estimate the ultimate strength of this bond.
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Introduction
Over the past few decades, engineering applications have increasingly required mate­
rials to operate nearer and nearer to the limits of their strengths. Reasons for this 
include economic as well as practical considerations. This has meant that there has 
been a demand for new and innovative theoretical and experimental tools for predict­
ing the life cycles of engineering parts. Despite much work and some progress on this 
front, much of what has been done remains rather limited in scope and speculative. 
One of the major remaining problems has been the lack of a universal theory, that 
is, one which takes a material from its virgin state through to final failure. One of 
the prime candidates is damage mechanics, a thermodynamic approach which predicts 
the evolution and properties of materials from the initiation of micro-cracking to the 
coalescing of these micro-cracks into macro-cracks and fracture. It is my personal view 
that the basic ideas of this theory should be extensible in both directions, to cover also 
the period of dislocation migration prior to the initiation of micro-cracks, and also the 
fracture period after the appearance of macro-cracks typically dealt with using fracture 
mechanics. This is, however, somewhat beyond the scope of this thesis. A second prob­
lem confronting those who would propose any sort of universal theory is the lack of a 
universal experimental test with which to determine the dislocation/ damage/fracture 
state of an object. One of the most obvious candidates for such a test would be ul­
trasound. Already ultrasonic methods are the tool of choice for detecting fracture 
non-destructively, but the macro-cracks of fracture provide ultrasound with clear lin­
ear reflectors that are relatively easily detected. In contrast, the dislocation points, 
lines and planes, and the damage micro-cracks are much smaller than any ultrasonic 
wavelength, and do not provide coherent linear reflections. In order to use ultrasound 
as a tool under these conditions, other techniques must be developed.
One possibility for using ultrasound is based upon the scattering and absorption 
properties of these microscopic features. That is, measure ultrasonic attenuation.
1
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While this is simple enough in principle, an accurate determination requires that all 
the leaks be plugged — an accounting must be made for geometric effects such as 
diffraction and reflection, as well as losses at each surface — if the technique is to be 
transferable from one part to the next. A second possibility is ultrasonic nonlinearity, 
based on the relatively high nonlinear interaction between ultrasound and dislocations 
and micro-cracks. In fact, the anharmonicity which these types of defects introduce 
into the effective elastic potential can be probed using a number of higher order ef­
fects of which harmonic generation in ultrasound is just the most obvious. Others 
are acoustic wave-wave interactions, acousto-elastic interactions, and thermo-acoustic 
and acousto-optic interactions. In this work, the main focus will be on the use of 
ultrasonic nonlinearity and acousto-elasticity only. Specifically, I consider these two 
tools for detecting damage in the bulk of fatigued waspaloy and at a damaged adhesive 
interface. While the former is considered primarily empirically, the latter will be dealt 
with mainly through theoretical considerations. Both of these applications are of great 
interest to industry and consequently to the non-destructive testing (NDT) commu­
nity. While the use of adhesive bonding is broad, the establishment of safety standards 
for bonded structures has been seriously hampered due to the inability of conventional 
NDT methods to detect certain specific defects. In the case of waspaloy, the expense 
and critical applications of this material in jet engines mean that an alternative to 
the current time consuming and expensive NDT methods is highly desired. While the 
results outlined in this thesis provide complete solutions to neither the fatigue nor 
the adhesive bonding problems, the demonstrated new approaches show significant 
promise, and hopefully, therefore, will add something to the discussion.
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CHAPTER
1
Fatigue and Damage Models - an Overview
1.1 The Degradation of Materials
The process of degradation in materials is a complex one, involving a great number 
of interdependent dynamical systems ranging in scale from the micro level (lattice de­
fects), through the meso level (micro-cracks, plasticity), up to the macro level (fracture, 
plastic flow). The entire process is heavily dependent upon the details of the mate­
rial structure, which in itself is often strongly dependent upon the load and thermal 
history; therefore it comes as no real surprise that material degradation and failure is, 
more often than not, strongly path dependent. There are fundamentally two mechan­
ical loading pathways dealt with in the laboratory. The first is quasi-static loading, 
such as in the tensile test, where the material sample is placed under a monotonically 
increasing tensile load until failure occurs. From this type of loading, it is possible to 
establish many material parameters, such as the yield stress, the ultimate strength, 
the elastic constant, etc. The second most common load curve is cyclic loading. This 
degradation mode is known as fatigue, and is often used to approximate loading path­
ways due to vibrations, repetitive cycles of operation, etc. Often fatigue is divided into 
two categories, low cycle fatigue, where significant plastic deformation may occur at 
certain points in the load cycle, and high cycle fatigue, where the loading is strictly 
elastic. From fatigue degradation curves, it is possible to measure dynamic parameters
4
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regarding material hardening, viscosity, etc. A lot of work has also been performed 
where the mechanical loading is coupled with similar types of thermal loading, to look 
at processes such as creep. It is clear, however, that these two degradation pathways 
are only poor approximations to what really happens to working materials. In order to 
extrapolate from the lab to reality, it is therefore necessary to develop theories which 
accurately describe the rather complicated shape of the remaining thermo-mechanical 
state space of the material.
It has been well established that the “strength” of a material is less an absolute 
concept as it is a process — a material begins at full strength, which may be defined 
by a single number, then, during use, degradation occurs resulting ultimately in fail­
ure. This degradation process, without resorting to a strictly microscopic analysis, 
may be considered from a purely mechanical perspective, as in classical fracture me­
chanics, but is probably best considered to be a complex thermo dynamical process. 
This latter approach is the basis of what is known as continuum damage mechanics. 
Damage mechanics may be thought of as governing the evolution of crack type fail­
ures, from initiation of microcracks through to ultimate failure. The determination of 
a material’s “strength” must be closely related to its current damage state. Having the 
damage state, it should be possible to predict the types and durations of loading which 
the material can ultimately withstand. Determining the damage state ultrasonically 
is possible by incorporating it into the acoustic model of the material. It is clear, 
therefore, that a good model for ultrasonic monitoring of failure, whether occurring in 
a bulk material or at an interface, must include two laws, the first governing the evo­
lution of damage (due to a given regime of applied stresses or strains), and the second 
an effective constitutive relation for the damaged material (relating stress and strain 
in the damaged material). Note that the ultrasonic monitoring process is inherently 
nonlinear, at least when the acoustic amplitude is sufficiently large so as to accumulate 
damage. Most often, however, one might suspect (hope!) that this is not the case, 
the ultrasonic signals being too small to cause additional material degradation. The 
nonlinearity measured is then mainly due to the nature of the damaged material itself.
Naturally, things are significantly more complicated than they might appear at first 
glance. While the discussion below, as well as some of the results discussed in later 
chapters may give the impression that damage mechanics is simple to conceptualize
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and implement, in general this is not the case. The damage mechanics implementation 
included here is deliberately simplistic, meant more to point out the power and pos­
sibilities of the marriage of this theory to ultrasonic materials characterization, thus 
avoids some of the complicating factors such as plasticity and hardening. In order to 
maintain clarity and simplicity, therefore, as well as to limit the length of this thesis, 
it was necessary to work in a “mean field” approximation. This basically means that 
the statistical mean of the microcrack distribution is considered as by far the most 
important aspect. Such an approximation works until the point that the microcracks 
begin to interact with one another. As well, no serious attempt is made to be rigorous 
regarding the micromechanics of the microcracks in order, for example, to refine either 
the constitutive relation or the damage evolution. Instead, a simple bilinear form is 
assumed where the crack compliance is treated as identical to the material when the 
crack is in compression, and infinite when the crack is in tension. This approximation 
is used in part, due to the time and space limitations of doctoral research, and partly 
it is due to limitations in the current state of the art damage theory itself. For an 
excellent review of this latter, see Krajcinovic [1], For further discussion of the basic 
assumptions underlying the continuum damage theory models, see also Mariano and 
Augusti [2], and Tang et al. [3]. Fatemi and Yang [4], and Cui [5] place continuum 
damage mechanics in context with the various fatigue damage approaches over the past 
seventy or so years. The related statistical mechanics of the problem is outlined in an 
interesting article by Toussaint and Pride [6].
1.2 Basic Concepts of Continuum Damage Mechanics
The basic concepts of damage mechanics were first published by Kachanov in 1958. 
Since then, a number of good texts covering the basics of damage mechanics have been 
published including ones by Kachanov [7], Krajcinovic and Lemaitre [8], Lemaitre 
[9], and Allix and Hild [10]. One of the more straightforward explanations is that of 
Voyiadjis and Kattan [11]. The basic ideas of their derivation are worth repeating here, 
both because few physicists are familiar with this theory, and because it is their simple 
version of damage mechanics which I have elected to expand upon both later on in this 
chapter (beginning on page 10), and in Chapter 10.
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Figure 1.1. Damaged material (left) and equivalent undamaged continuum (right).
Damage is defined as the process of the initiation and growth of microcracks and 
cavities. Damage mechanics attempts “to represent the damage state of materials char­
acterized by distributed cavities in terms of appropriate mechanical variables (internal 
state variables), and then establish mechanical equations to describe their evolution 
and the mechanical behaviour of damaged materials” [11]. The damage variable(s) 
“has constitutive equations for evolution in terms of stress or strain, which may be 
used in structural calculations in order to predict the initiation of macro-cracks” [11]. 
For our purposes here, we wish to consider the effects of damage on ultrasound. The 
assumption is that the ultrasound signal is a small signal so that the material does 
not undergo any plastic deformation, and the material behaviour (ie: sans damage) is 
strictly linear.
For simplicity, begin with the case of isotropic damage, or damage and load in ID1. 
In this case, the damage variable will just be a scalar. Consider a “damage volume 
element” as in Fig. 1.1. From the point of view of the defect size, this volume should be 
large, containing many defects, but from the point of view of the continuum mechanics,
1 Analysis mainly following that of Voyiadjis and Kattan [11]
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it should be small. Taking a cross section, A  of the damaged volume, perpendicular 
to the applied stress, it is possible to measure the effectively connected area, A  in this 
cross section. For homogeneous, isotropic damage, the fraction:
A  -  A
(1-1)
is a constant, regardless of location or orientation, and is taken as the damage param­
eter. For <f> = 0, clearly the material is damaged, while rupture may occur at some 
critical level: (pa-. Typically, for metals, 0.2 < <j)cr < 0.8 [11]. In general, one expects 
Q<<j)<l.
It turns out that the direct use of Eq. (1.1) is not very practical. Instead, damage is 
typically measured indirectly using the “hypothesis of strain equivalence” which states 
[11]:
“every strain behaviour of a damaged material is represented by constitutive 
equations of the undamaged material in the potential of which the stress is 
simply replaced by the effective stress.”
and the “hypothesis of elastic energy equivalence”:
“the elastic energy for a damaged material is equivalent in form (and magni­
tude) to that of the undamaged (effective) material, except that the stress 
is replaced by the effective stress in the energy formulation.”2
In other words, the main idea is to replace the damaged volume element of cross 
section A  with an hypothetical undamaged volume element of cross section A  (see Fig. 
1.1) The net force on the volume surface, as well as the net internal energy are assumed 
to be the same for both the real volume and its model, that is, F  — TA  — F  =  TA, 
and U = Te = U = Te, where F  the force, T  is the stress, U is the internal elastic
2It should be noted that this hypothesis, which in this author’s opinion is fundamentally sound, is 
not universally applied in the literature. Some of the older material, for example, Lemaitre [9], uses 
strain equivalence between the real and effective media. This gives rise to some of the discrepancies 
between the two books mentioned below.
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energy, and £ is the strain. The barred variables refer to the effective volume element. 
From Eq. (1.1), write:
A = (!-</>) A, (1.2)
from calculate the stress concentration may be calculated:
r  =  ( i - < ^ ) -1T. (i.3)
The effective strain then may be had from:
e =  (1 -  <£) e. (1.4)
As well, assuming the same form of the linear constitutive relation applies to both3:
C = e~lT =  (1 (1.5)
Prom this later relation, it is possible to develop a reasonable method for determining 
damage, namely, measure the elastic modulus for the damaged material and compare 
to the ideal elastic modulus:
y j= .  (1-6)
Notice that here C, the elastic modulus of the ideal material, is just constant
independent of the damage or strain. The strain and damage dependence of the internal
energy may be written as:
U = l- C { l - 4 > f e - 2 (1.7)
Given this form of potential, it is possible to write a generalized force conjugate to 
the damage variable:
y = ^  = - C ( l - < t , ) S  (1.8)
The other generalized force, conjugate to the strain, is the stress:
T  = C{l-<t>fe, (1.9)
3Lemaitre [9] uses instead C ~  (1 — rfi)~1C, an expression which apparently came about due to 
his failure to make a distinction between the real strain, e and the effective strain, e (see Lemaitre, 
p. 14). Reading carefully, one sees that his damaged material modulus is actually C  =  a/e. Many 
others follow his prescription instead of the one outlined above.
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A more physical interpretation of this damage force may be found by comparing 
with the elastic work done
dWe = Tde (1.10)
At constant stress, dT =  0 =  C (1 — 4>)2 de — 2C (1 — <f>) ed<p, so:
de =  - ^ - d  0 (1-11)l -4>
and:
dWe =  T —^ — d<j> =  2C(1 -  (j>)e2d<p (1.12)
(1 -<t>)
so y — ^  is the strain energy release rate, the rate of relaxation of the elastic
energy due to the damage increase while holding stress constant.
If L(l) is a damage “strengthening” parameter, we can write a damage function 
(surface) g(y,L ) as:
9 = \ y 2 -  m  =  0. (1.13)
Justification for this form of damage function is difficult to make. The functional 
dependence on y is often inferred by appealing to the von Mises criterion of plasticity. 
Other justification is found by considering the various micromechanical processes in­
volved including the initiation and growth of microcracks and voids. L(l) here should 
be understood as a placeholder representing any number of other variables related to 
the elasto-plastic state of the material. (For example, a ID elastoplastic material might 
have g(y, T, X ,  R) — |  +  T  (1 — 4>)~x — X  — (R + Ty), where X  and R  are
variables controlling, respectively, the plastic flow and hardening, Ty is the yield stress, 
and Xoo and S  are materials constants [9].) Ultimately, however, all justification must 
come from experiments. Writing the power of elastic energy dissipation with a La­
grange multiplier, the “on surface” condition reduces to finding the extremum of this 
function:
ty(y, L) = -yd4> -  Ldl -  g(y, L )d \  = 0 (1.14)
Setting
W  = 0 = m - (115)
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one finds d<J) =  — j/dA, and dA =  dI. It is also true that dg =  0 =  ydy — Qjfdl. These 
three equations result in the following damage evolution law:
~ ' Sjdcf> = - y 2dy (1.16)
If the form of fracture is primarily brittle, it’s reasonable to use a linear form L (I) — 
al + b (ie: =  oo above). The solution to this equation, subject to <fi = (f>o when
y = 0 is:
<t>-<t>o = - ^ y 3 (1-17)
or:
ty-~ = J - C 3e6 (1.18)
(l-< £ )3 3a v '
which holds for increasing e, while for decreasing, because of the irreversibility of the
process, it is reasonable to assume that (f> =  const.
It turns out that in solving Eq. (1.18) for 4>, only one real solution exists, as shown 
below4.
nTT
2 * i r 1 + i, (i.i9)
2C3e6
where:
n -108(1 -  <£0) +  12%/3-y/12a /C 3e6 +  27(1 -  <p0)2 1 ^  V3 9a2
(1.20)
This result describes the evolution in damage as the strain is monotonically increasing. 
It is clear from the form of the Eq. (1.18) that <f> starts at 4>o when e is zero, and in­
creases monotonically from there. Eq. (1.19) implies that as e increases, <j> approaches 
asymptotically to unity. In between these two extremes, it turns out that the change 
occurs in a surprisingly abrupt manner, over a relatively short variation in strain (see 
Fig. 1.2). It would appear that this sort of behaviour is what makes the evolution so 
difficult to monitor in a non-destructive fashion. On the other hand, the low ampli­
tude behaviour is quite flat, regardless the initial damage level, making any ultrasonic 
techniques which are sensitive to the absolute damage level prime candidates for NDT.
4It is unclear what, if any, meaning could be attributed to an complex damage parameter.
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Figure 1.2. Unidirectional evolution of <f> vs. e. comparison of exact and approximate
expressions
Another important aspect of Eq. (1.18) is the fact that it contains only a single 
effective parameter (C3/3a), despite the fact that two parameters were involved in 
its derivation. This rather unexpected fact would appear to be a limitation on the 
flexibility of this model. (Despite many similarities, this fact also distinguishes this 
model from that of Zou et al. [12]. In that case, the downhill slope is dependent on 
the critical fracture energy release rate, Gc, and the uphill slope is dependent on the 
elastic constant, while the peak height is dependent on rc. )
Although the closed form result of the damage evolution is available, a pair of 
asymptotic approximations are useful as tools near the limits of the function. From 
Eq. (1.18), an expansion of 0 near 0 q  must look like:
0 = 0o + ( l - 0 o)3g e6. (1-21)
Similarly, expansion around small /  =  (1—0), results in the asymptotic approximation:
( 1 . 2 2 )
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Figure 1.3. Damaged constitutive relation. Progression towards increased damage, 
showing deterioration of elasticity and material strength, initially set in arbitrary
units at 107and 103.
A comparison of these approximations to the exact expression is shown in Fig. 1.2.
By using the damage evolution law, Eq. (1.18), in conjunction with the constitutive 
relation, Eq. (1.9), it is possible to get a (uni-directional) plot of the characteristic 
constitutive relation for the damaged material. (Fig. 1.3)
This is equivalent to performing a strain controlled tensile test on a sample, mea­
suring stress. (Otherwise the curve is clearly path dependent, due to the irreversibility 
of the damage.) Looking at the curves in Fig. 1.3, similarities to other empirically or 
theoretically inferred failure curves, often surmised from the classical atomic bonding 
potentials, become evident. One difference is that here a single parameter, ( f  /3a, 
controls the size of the increasing as well as the decreasing slopes, and the location 
and height of the peak in between. This peak is often considered as the measure of the 
“strength” of the material. It may be located by setting:
^  =  0 =  C(1 -  <j>? -  2C{\ -  <j>)^e. (1.23)
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This in turn implies:
1  = ^ -  <>■*>
Implicit differentiation of Eq. (1.18) gives the following expression for the derivative:
^ = s ( ± i M / ( 1 + 3 (jL M ) ,  d.25)
de e \  (1 -  0) J
Putting the two together, the final surprising result is that the damage coincidental to 
the peak stress depends only upon the initial condition:
900 +  1 M
=  — i o — ' I 1 -2 6 )
Because this is quite low, it is reasonable to use the approximate expression, Eq. (1.21)
in order to estimate the position and height of the peak. Setting
0M =  «  00 +  (1 -  0 0 ( 1 . 2 7 )




10C3(1 -  0O)2_
Replacing both of these results in the constitutive relation Eq. (1.9), the approximate 
strength of the material may be found:
TM = C{l-<j>My e M ^ ^ - )  \ l [ - )  C( l - 0 o ) &/i. (1-29)
Clearly this expression, seen for the first time here in this thesis, gives a useful way 
to determine the damage toughening parameter, a, experimentally. Since the elastic 
constant may be found from other means (the small strain limit, for example), and a 
complete pull test of the virgin (0o =  0) material will show a peak stress T u  as given 
above, a can then be determined directly:
i n 13 T 6
« - 3 5 T = J -  d -3")
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1.3 Anisotropic Model of Damage
The move from an isotropic damage model to the much more realistic anisotropic 
version turns out to be less than straightforward. It is therefore worthwhile to show a 
typical procedure here (from Voyiadjis and Kattan [11]). Beginning with a generalized 
form of Eq. (1.3):
T i j  =  M ijk iT k i ,  (1.31)
where M ^ k i  is known as the “damage effect” tensor. If such a relation is correct, that 
this tensor must have certain symmetry characteristics, analogous, in fact, to those of 
the elastic stiffness. Apparently, the damage, in this case, would take the form of a 
second rank tensor:
<t>ij =  A r \ A j  -  A j )  =  Sij -  A ^ A j  (1.32)
Unfortunately, this presents a problem, that being the fact that, in general, f a j  
This means that the obvious extension of Eq. (1.3), namely:
=  (S jk  — ( p j k ^ T i k  =  A j  1A k T ik (1.33)
does not result in a physical stress field (it’s not symmetric). There are a number of 
schemes to symmetrize the equation, among the most obvious of which is simply taking 
the symmetric part of the result (equivalent to averaging the damage ratios of the two 
sides):
T i j  =  i  ( A ^ A k T i k  +  A ^ A t T j i )  (1.34)
which implies the following form of the damage effect tensor:
M ^ k i  =  ^ (6 u (5 jk  -  4>jk)~l  +  S jk (Sii -  <f>u)~l ) (1.35)
Possibly it might be more reasonable to symmetrize <j>ij instead. Then we would have:
M ijk i  =  S u ( S j k ~  <  <t>jk > s y m m ) ~ 1 =  2Su [ a ~ 1 A% +  A ^ 1 A j ^  . (1.36)
Another interesting, and perhaps more appropriate tactic is to realize that the lack 
of symmetry is somehow carried in the actual elastic constant as well, and somehow 
should balance out. (In fact, a back of the envelope calculation is enough to show that
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in the damaged material, Cijki =  Cjiki(Ai/Aj).) Either way, regardless the way this 
tensor is initially defined, we continue, as before, by demanding:
(1.37)
where V(T,  <f>) =  Ty-e^ — U(e, <p) =  |C 'i”^(^)TyTfc; is the Legendre transformed version 
of the internal energy. This gives rise to the following relation between the actual and 
effective elastic constants:
Cy«  =  C.
or, assuming the normal symmetry,
mnpqIvlm nij M pqkl
Cijkl ^■mnij^pqkfimnP(i'
Similarly, for strain we have:
= c:mnpq M rrrnij MpqirfTki








From these results, it is clear that the damage explicit form of the constitutive relation 
is:
Tij =  (Cm npqM ^^ Mpqk^  Cfc*. (1.44)
From this point forward, things generally become less clear. A typical generalized 
damaged criterion (after Lee et al. [13]) looks like:
g{T,4>) =  -  JijkiTijTu — Iq — L(l) =  0 (1.45)
where (using the Voight convention for reducing indices, as explained in Appendix A):
[J] =
1 f i M 0 0 0
.«• 1 M 0 0 0
A* M 1 0 0 0
0 0 0 2 ( 1 - M ) 0 0
0 0 0 0 2(1  - M ) 0
0 0 0 0 0 2 ( 1 -
(1.46)
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and fj, is some material damage parameter. After some work, the incremental damage 
evolution can be found as:
(!-«>
dl d(J>pq dTpq
1.4 Continuum Damage Mechanics - Applications and Experiments
According to Lemaitre [9], damage manifests itself in a number of ways. The main 
differences between these lies in, first, how the material deforms during damage evolu­
tion, and second, the damage loading pathway. The type of damage discussed in the 
preceding two sections is brittle damage — that is, the plastic strain in the material is 
sufficiently small that it can be ignored. If that is not the case, then ductile damage 
occurs. With ductile damage, the state of the material is described by three inter­
ned variables, two plastic hardening variables and the damage variable. Creep damage 
occurs at elevated temperatures, and therefore couples thermal variables along with 
the others. Finally, there are low cycle fatigue damage, and high cycle fatigue damage. 
Given the constraints of this dissertation, it is not possible to review in any significant 
detail all the recent papers in these areas. It is worthwhile, however, to mention the 
scope of the application of this theory, and hopefully show some of its power. Contin­
uum damage mechanics is used to study damage processes of crack initiation [14, 15] 
and propagation [16]. Damage mechanics has been applied to both low and high cycle 
fatigue of metals [17, 18, 19], composites [12, 20, 21], concrete and structures [22, 23], 
and bone [24, 25]. In all of these areas, damage is generally observed experimentally 
in only a few different ways. The first is direct microscopic observation of microcracks. 
This typically requires sectioning and perhaps etching of the samples. Various tech­
niques are used in order to make the method quantitative, all of them involving an 
extrapolation of the crack lines visible in a two dimensional section into the bulk of the 
material. Ultimately, the damage is found directly from Equation (1.1). The second 
method is to observe the variation in the elastic modulus, and use Equation (1.6). The 
observable change may be quite small depending on the total critical damage which 
the material can handle, and it also may be heavily shrouded by other effects such as 
hardening. Obviously, if the elastic modulus is changing, then this can be measured
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indirectly by measuring the speed of elastic waves. Another possibility is to look at the 
yield point or hardness of the material. A rapid softening was clearly observed near 
the end of the fatigue life cycle of our waspaloy samples, as discussed in later chapters. 
For samples under strain controlled fatigue loading, this will obviously be accompanied 
by a tell-tale stress amplitude decay. Because the production of microcracks is often 
accompanied by a release of strain energy, another very intriguing method of monitor­
ing damage evolution, at least in the lab, is acoustic emission. Other expected signs of 
damage include changes to density, resistivity, thermal conductivity, and likely others.
With the exception of microscopic analysis and acoustic emission, neither of which 
have proven very practical in the field, all of these suffer from problems of sensitivity, 
narrow applicability, and lack of specificity. For this reason, great interest has been 
generated in recent years in the possibility of applying the techniques of ultrasonic 
nonlinearity to this problem. The general thought is, that since the material (lattice) 
nonlinearity is quite low, and since contacting crack faces are known to be powerful 
sources of anharmonicity in passing waves, that ultrasonic nonlinearity may finally 
provide a simple, solid, targeted, and stable measure of the phenomenon. One of the 
main proposals of this thesis is to take advantage of not only ultrasonic nonlinearity, but 
other effects, such as acousto-elasticity, which are also directly linked to the material 
anharmonicity. A more detailed background of the ultrasonic nonlinearities and higher 
order effects in damaged bulk media and interfaces, respectively, is saved for the two 
subsequent chapters.
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CHAPTER
2
Impact of Damage on Second Order Effects
2.1 Classical Ultrasonic Nonlinearity
The bulk of the theory of what is known as “classical nonlinearity” was developed over 
a number of decades beginning in the 1930’s and culminating in a complete theory 
more or less by the early 1970’s. Because this theory is extensively covered elsewhere 
[26, 27, 28, 29], here only the fundamentals will be considered. While leaving the 
details to elsewhere, we can begin by writing down the general version of the nonlinear 
wave equation:
d2Uj d2uk * d2uk dum
9 dt2 CijkldXidxi CijklmndXid x id x n 1 J
Where the third order constant is a combination of the third order elastic potential 
constant and the second order elastic contants as follows:
cijk lm n =  c ijk lm n  ~f~ Cijnl^m k c ilm n^kj "F Cinkl&mj• (2.2)
If this is for a longitudinal wave in an isotropic medium, it simply reduces to a 1- 
dimensional equation:
d2udu
9 dt2 11 dx2 l u dx2 dx'   ̂ '
Here the constants are defined in the reduced Voight notation — that is, C n  =  cm i, 
etc. (See Appendix A).
19
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In the classical expression, the so-called nonlinearity parameter, or /?, is derived 
from the above expression after proposing a perturbation solution to the problem. 
That is, one assumes a small signal, so that in the zeroth approximation, the right 
hand side is negligible. If the incident signal is harmonic, then we have a harmonic 
plane wave solution as the zeroth order solution; that is:
(x, t) = Ai sin(kx — u>t) (2.4)
where j  = v = y j ^ L. Using this solution to approximate the fields in the right hand 
side of Eq. (2.3), it becomes:
—C m  Affc3 sin(kx — uit) cos(kx — u>t) =  —(l/2)CmAffc3 sin(2 fex — 2u>t) (2.5)
With the right hand side given, this now looks like an inhomogeneous problem. The 
general solution is a superposition of the homogeneous solution (free wave) and the 
inhomogeneous solution (driven wave). To prevent a singularity in the driven wave 
solution, we need to set a boundary condition on the total solution; in this case, it 
makes sense that the second harmonic starts with a zero amplitude at x  =  0. With 
this condition, after some work, the total solution for the first order correction is finally:
(x, t) — A 2 (x) cos(2kx  — 2u>t), (2 .6)
with
„ , , Alk?Cu l x
M X )  = 4 On ■ (27)
Thus the nonlinearity parameter, defined as /? =  C m /C n ,  is typically measured indi­
rectly from the harmonic amplitudes:
<2-8>
The measurement of the “/3 parameter” using this method has become so common that 
in some real sense, the measure has replaced the original definition as the meaning of 
/?. It is clear, however, from the derivation of this above, that this parameter is really 
rather narrowly defined, and great care must be taken not to overuse this result in 
assuming that the expression in terms of harmonic amplitudes always applies.
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2.2 Ultrasonic Effects of Fatigue and Damage
It has been generally accepted for some time that fatigued material should have a 
stronger nonlinearity than the virgin material. Damage, in the rigorous sense of a 
collection of microcracks, obviously has consequences for the elastic structure of the 
material. Since these consequences should clearly be amplitude dependent, there is 
every reason to expect that they would have nonlinear consequences. Many different 
approaches and ideas concerning this problem have been developed. Only a sample 
will be briefly outlined here.
Even before the onset of damage as defined above, it is thought that fatigue cycles 
will significantly alter the nonlinearity of the material. The effect considered by Yost 
and Cantrell in a number of their papers, for example, [30], is due not to the appear­
ance of any microcracks, but to changes in dislocation structure in the material. The 
nonlinearity arises when these dislocations are perturbed by the acoustically induced 
stresses. The theory predicts no significant changes to the form of the nonlinearity; 
that is, it fits well into the formalism developed above. It is predicted that the con­
tribution of the dislocations to the (3 parameter in the high cycle fatigue regime could 
be of a magnitude three times larger than the anharmonic or inherent nonlinearity of 
the material. Meticulous experimental work on metals has suggested at least that this 
size of change is not unreasonable [30].
Despite the apparent usefulness of the dislocation theory of Yost and Cantrell, it 
would appear that most other researchers in the field rest their hopes for high nonlinear 
responses on the microcracks induced by damage. There may be two reasons for this, 
one, that microcracks have, for a long time now, been thought to produce anomalously 
strong nonlinear effects that would swamp anything produced by dislocations, and two, 
that most researchers believe that microcracking is an integral part of the degradation 
process. The first impression comes from a rather large series of papers all dealing with 
nonlinearities due to crack interfaces in intimate contact. See, for example, Coumni- 
nou and Dundurs [31], Richardson [32], Yoshioka and Scholz, and Yoshioka [33, 34], 
Donskoy, Sutin and Ekimov [35], Solodov, and Korshak, Solodov and Ballad [36, 37], 
and Zaitsev, Gusev and Castagnede [38], to name a few. Prom this base of material, 
a number of researchers have sought to extrapolate from the macroscopic models to
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distributions of microcracks throughout a volume. One way of doing is to use a model 
microcrack, typically a penny shaped 2-dimensional interface distributed throughout 
the volume with a variety of sizes and orientations. The integral effect of these “mi­
crocracks” on the volume is then calculated from which effective second and possibly 
third order elastic moduli are calculated. This is obviously a more daunting theoretical 
task than the single cracks considered above. For references see Hirose and Achenbach 
[39], Nazarov and Sutin [40], and Shen and Yi [41]. It should be noted that, in some 
sense, the theories above still fit into the mold of the classical nonlinearity, although 
it gets increasingly tough to justify the assumptions of that theory based on the mi­
cromechanics of the model. Despite this, a large number of experimental works, mainly 
involving metallic materials, have been based on the microcrack-affected-/? parameter 
model [42, 43, 44, 45]. As things get more complicated, however, this connection to the 
classical nonlinear theories becomes more tenuous, and eventually fails. Typically this 
has been observed in the more inhomogeneous materials, including rock, concrete, and 
composites. In the case of these materials, which can sustain significant damage, ob­
servations such as resonance shifts, hysteresis, and memory effects have been observed, 
along with anomalously high harmonics and even sub-harmonics [46]. None of these 
things can arise out of the classical nonlinear formalism. They do, however, appear in 
model systems involving macrocracks or interfaces in intimate contact [37], In order to 
model such a complex system, a new theory, borrowed more or less from the statistical 
mechanics of hysteretic systems such as magnetism, has been adapted to this case. In 
this theory, known as the P-M or Preisach-Mayergoyz model, the solid is treated as 
a system of two state (open-shut) cracks, with some distribution of transition loads. 
As loads are applied, cracks may shift state from open to closed or vice versa. At any 
time, the number of cracks in each state is clearly dependent upon the loading history 
of the entire sample. This model has been able to reasonably reproduce much of the 
observed phenomena. Much of the theoretical work was done by Guyer et al. [47] and 
Van Den Abeele et al. [48, 49].
All the above mentioned work has, as a common thread, the application of strictly 
ultrasonic points of view. Second order elastic effects show up in other places also, 
however, and one of these places is in the interaction between different fields. Up to 
now, this has not been a priority of modellers or experimentalists. A paper by Anson,
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Figure 2.1. Second order effects: (a) comparison of acousto-elasticity and (b) acoustic 
nonlinearity. Here e# is a dynamic strain from the ultrasonic wave, and eg is due 
to a static strain due to some static load.
Olivers and Puttick [50] suggested the use of the acousto-elastic coefficient to monitor 
fatigue damage in composites; I am certain this was not the first such suggestion, 
although it would appear not to ever have been tried experimentally. Besides the 
acousto-elastic coupling, another quite accessible field coupling is the thermo-acoustic 
fields. An approach using this latter successfully was recently reported in Ultrasonics 
[51, 52].
2.3 Bulk Acousto-Elasticity and Material Nonlinearity
It is a rather well known fact that the acoustic velocity in any given material is depen­
dent on the stress in the material. This is due to the anharmonicity in the potential 
function governing the inter-paxticle separation distance — equivalently, it is due to the 
nonlinear relationship between stress and strain. The stresses created by an acoustic 
wave are, in general, quite small, sampling only a small region of the total stress-strain 
curve. The velocity of this wave is effectively determined by the slope over this small 
region. By applying a large static external stress, the location of the region of the curve 
sampled by the wave is effectively shifted, and the velocity is impacted accordingly (see 
Fig. 2.1). It is clear that the curvature of stress vs. strain is also what gives rise to
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the nonlinearity of the wave, so these two effects are closely related. Assuming for 
example, a weakly anharmonic potential, typical of the so-called classically nonlinear 
materials:
U(s) = ±Cn e2 + ±Ci n e3 + . . .  (2.9)
T(x, t) =  ^  =  Cn e +  \ C n i e 2 +  . . .  (2.10)
The equation of motion, gives
d2u Cn  + Cn i e + . . . d 2u
0 (2 .11)
dt2 p dx2
With a constant background strain and a dynamic strain, it is clear that, in the 
linear case, the static part does not contribute to the dynamic equation. Writing 
e(x, t) — es + s d (x , t) =» u(x, t) =  esx  +  U£)(x.t) implies, to second order,
d2uD C n  +  C m  (es +  s d )  9 2u d  _
p ~ 0  (2'12)
Generally en is small compared to e s , and for solids also C m  C m  Therefore 
the effective elastic constant is (C n  +  C m ^s)  ( l  +  Cu+Cuns ) '  mmlinear wave 
velocity may therefore be written as:
( 2 ' 1 3 )
For es =  0, define
v(eD) -  v0 (1 +  (3q£D) =¥ fa = (2-14)
For en =  0, have
v(es) =  vq (1 +  aes) =4- a  =  /30- (2.15)
Additionally, (3{es ) = 2{Cu+cn ies) ^  A  (1 -  2/3q£S) may also be defined.
It is abundantly clear from the foregoing simple one dimensional analysis that 
the two second order effects of acousto-elasticity and nonlinearity are inextricably 
connected. It is therefore odd to note that, in the literature, one, the nonlinearity 
parameter, is generally considered as a good indicator of material degradation, while 
the other, the acousto-elastic coefficient, is essentially treated as strictly constant.
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Figure 2.2. Geometric layout for the surface wave problem. Wave is incident in the
x\-X2 plane.
Such a situation may be convenient for those who wish to use acousto-elasticity to 
measure residual stress without regard to the material age, or those who wish to 
measure material degradation using the j3 parameter without considering any residual 
stresses in the material. Unfortunately, it appears not to be that simple, particularly 
the former case, as shall be demonstrated in Chapter 6 .
2.4 Acousto-elasticity of Rayleigh Waves
In the experimental research reported in this thesis, most of the acousto-elastic work 
was done using surface waves. The reasons for using this mode is explained in Chap­
ter 6 . However, doing so brings additional sets of difficulties to the analysis since 
virtually all elastic data is given for bulk waves. Fortunately, a number of papers 
([53, 54, 55, 56, 57]) give decent derivations for this particular case. A simple deriva­
tion closely following that of Duquennoy et al. [57] is included here and is further used 
in calculations later.
The fundamental assumption in the derivation is that the deformations introduced 
by the static field is small, that is, the potential may be approximated by truncating 
at the third order. For simplicity consider only propagation along the boundary of 
a homogeneous half space, containing a uniform static strain field. This eliminates 
the possibility of dispersion of the surface wave. (See [53] for the more general case.) 
Also, the equations are developed for the transversely isotropic or orthotropic elastic 
symmetry (equivalent to hexagonal crystal symmetry), although this thesis will deal
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strictly with the isotropic case. The general equation of motion is:
(2.16)
where:
Rijkl — Cjj'fci T CijkmH” C ijk lm n
similar to Eq. (2.5) above. A surface wave mode traveling with the geometry shown 
in Fig. (2.2) will be decoupled into two modes, the SH surface mode and the two 
dimensional Rayleigh mode. Only concerned with the latter mode is of interest, so 
U3 =  0, Tj3 =  0 everywhere. The remaining mode is constrained at the boundary by 
a stress free boundary condition T)2 =  0. In particular, T22 — 0 implies a relationship 
between the remaining strains:
where Oj are amplitudes which are depth dependent, and Vr is the Rayleigh wave 
phase velocity. Substitution in Eq. (2.16), and dropping higher order terms yields an 
equation for the phase velocity like:
Here a  =  pV%. The coefficients a*, fej, q , di are dependent only on the elastic second 
and third order constants. They are given in Appendix B, and include significant 
corrections to those in the original paper. I t’s worth noting that to this point, a 
nonlinear or acousto-elastic derivation would remain the same. To go forward with the 
nonlinear solution, one would expand in a harmonic series. For static sa, the solution 
to this equation may be written to first order as:
T22 =  0 =  C,221l£ll +  C 2222^22 +  C 2233£33
£33 =  ( —C W l T l l  — C 2222^22)  /C 2 2 3 3 (2.18)
The remaining non-zero displacements are the Rayleigh wave:
Ui = cii(x2) exp [ik (xi -  VRt )], (2.19)
( a 0 +  a i e x i  +  026:22) o? +  (bo + h en  +  62^22) « 2 (2 .20)
+  (cq +  c \e  11 +  0 2 6 2 2 ) 01 +  (do +  d \£ i i  +  6 2̂ ^2 2 ) =  0 .
a = oto + oci£ ix +  Q-2&22 (2 .21)
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Replacing in Eq. (2.21), truncating to first order, and independently setting the coef­
ficients of unity, £n and £22 to zero, expressions are found, beginning with the strain 
free constitutive equation:
o-oao d" b0al +  cocco + do — 0 (2.22)
a i =  -  ( ^ 4 + M + ^ o + d i \
\  3a0Q!0 +  2600:0 +  Co /
c k 2  =  _ ( a 2 ^ ± h ^ ± 0 2 « o  +  d A  (2.24)
\  3o0a 0 +  26o«o +  co J
Generally there is only one real solution to Eq. (2.22). This corresponds to the stress 
free Rayleigh wave velocity op =  Pô ro-
Acousto-elastic coefficients may be found by writing an expression for A V r /V r q . 
This may be put in a more convenient form by approximating:
V k (  1 +  2 ^ )  (2.25)
So that:
Vg »  (Vm + A V R)
A  
Vrq
AVr . .  u v l
Vm  ~  2 \VS, 1'RO
1 f 2 L £ 9 . - i \  (2.26)
2 \ p  a 0
But
^  1 _L_ -  1 *3-'2 /fj—  =  1 H £11 H £22 (2-27)
CKQ CKo CKO
—  =  T/ 7 =  1 + £ n  +  £22 +  £3 3- (2.28)
p  V o Iq
So, to first order in the strains,
AVr 1 /  C 1 2  , a i \  1 A  G22 «2 \  (0
O 1 _ 7 r  +  -  R U  +  o 1 - 7 T  +  -  £22- (2.29)
V r q  2 \  C23 CKo /  2 \  C23 C K o ,
Finding the equivalent expression in terms of stresses is a simple matter of inverting 
the Hooke’s law relation between stress and strain and replacing the strains in Eq. 
(2.29) in terms of stresses. The result will look like:
^ = A ^ T u  + A f T 33 (2.30)
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where the acousto-elastic coefficients A R and A R are given by (with the elastic con­
stants given in the reduced notation):
where (note the correction of IV4 from Duquennoy)
N 2 — C13C23 ~  C12C33
N 3  =  C 1 2 C 2 3  ~  C 1 3 C 2 2
Na = C12C13 — ClxC23.
M  = C n N i + C12N 2 +  C13N3 






Using the above results from Duquennoy (with corrections), it is possible to cal­
culate the SAW acousto-elastic coefficients for various materials, given their second 
and third order elastic constants. The scatterplot (Fig. 2.3) indicates the range of 
these parameters for various alloys of steel, nickel, and aluminum as calculated using 
the second order acoustic data from Hauk et al. [58], Despite widely varying acous­
tic properties, the range of these parameters remains rather narrow. All the ÂR are 
negative, between 10~3 and 10" 1; with few exceptions, all of the Â R are positive and 
approximately and order of magnitude less than Â R . This contrasts sharply with 
some of the results from Chapter 6 .
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CHAPTER
3
Higher Order Effects of Damage at a Bonded Interface
3.1 Strength and Damage of Adhesive Bonds
One of the most studied and fascinating areas of physics is what might be termed 
interface physics. There are a number of reasons why it is fruitful to study interfaces. 
Many processes, from chemical reactions to crack initiation to mode conversions of 
fields, occur at interfaces but do not occur in bulk materials. In acoustics, as observed 
in the previous Chapter, the interface mechanics of microcracks has been studied as 
a source of acoustic nonlinearity in damaged materials. Much of the work was done 
on models of the macro scale, and the nonlinearity predicted from these macrocrack 
models has been seized upon by a second set of researchers as a way of studying the 
physics and mechanics of another type of macro-interface — the interface between 
two bonded solids. In the conventional formulation, the bond between two solids is 
presumed to be “perfect” — meaning of infinite strength and infinitesimal thickness. 
In the mathematical sense, the material properties jump discontinuously from one set 
to another. This is clearly an idealization of what really goes on. Here it will become 
clear that reality is somewhat more complicated.
At any bonded interface, there is a small region where the particles of one solid 
material are directly linked in some fashion to the particles of another. This is the 
region of adhesion bonding, outside this region, the bonding is of the cohesive type,
30
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that is, between molecules of the same material. For the purposes of this dissertation, 
this situation will therefore be known as “adhesive bonding”, regardless of whether a 
third, “adhesive”, material exists or not. (In the case of bonding using an adhesive, then, 
it is obvious that on the smallest scales, one would need to consider the existence of two 
adhesive bonds — one bonding the upper substrate to the adhesive material, the second 
bonding the adhesive material to the lower substrate. Another increasingly common 
name for the adhesion layer is the “interphase”.) It is instructive to quickly outline 
the different forms of adhesive bonds, although in a practical sense, one does not need 
to know how something is held together in order to assess its strength. While bond 
strength may come from many sources, weakness is simply the absence of strength. 
(In the case of having an actual adhesive, the weakness of the adhesive itself is not 
considered as adhesion failure, unless, for the purposes of the experiment, the entire 
adhesive layer can be considered as a single bondline; i.e., layer thickness « wavelength.)
Adhesive interfaces may be bound together in a number of different ways. Most 
reviewers cite four or five theoretical models [59, 60, 61]. These are known as the 
mechanical interlocking, diffusion, electrostatic, adsorption and the weak boundary 
layer theories. The oldest of these is the mechanical interlocking theory, which is best 
used to explain adhesion between a curing adhesive and a roughened surface. The 
basic idea is that the liquid adhesive “wets” into the cracks and crevices of the sur­
face and hardens there, locking the materials together. Such a theory works well for 
such things as fabrics and wood which allow the physical interpenetration of the liquid 
adhesive, but obviously cannot explain adhesion between polished surfaces. Diffusion 
theory is applied to polymers. The diffusion from which this theory takes its name is 
the diffusion of polymer chains from one material into the other across the interface. 
The strength of the interface is therefore related to the number of crosslinked polymer 
chains — in general this will depend on the mutual solubility and mobility charac­
teristics of the polymers in question. See [62, 63] for more details. The electrostatic 
theory is applied to situations where the two materials in question exhibit significantly 
different electronegativities. When in intimate contact, electrons may transfer across 
the interface, resulting in a capacitive electrostatic force between the materials. Ad­
sorption theories also require intimate contact, for this reason, wettability is one of the 
main issues. The actual bonds that are thought to be formed (provided the adhesive
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liquid can sufficiently “wet” the solid surface) are of two types, Van Der Waais and 
hydrogen (acid-base). Much work has been done in relating the wettability of polymer 
adhesives to the work of adhesion, ultimately in order to come up with a theoretical 
lower bound on the work of fracture [64]. Naturally, all of the above will not stand if 
the adhesion forces are not properly established or degrade for one reason or another. 
This consideration resulted in the theory of the “weak boundary layer”. The idea here 
is very simple — that while the adhesive strength is ultimately limited by the con­
siderations above, its weakness is just as much dictated by secondary factors such as 
surface contamination, corrosion, surface roughness, etc. which all work to prevent 
ideal bonds from forming in the first place, or else provide failure initiation sites under 
loading. Ultimately, however one looks at it, the adhesion failure occurs when local 
disbonding occurs at the interphase layer. In some sense, then, while the first four 
models are good for explaining adhesive bonding, it is this last model that is needed 
to understand adhesive failure.
One of the key ideas in this thesis is to draw the connection between this weak 
boundary layer model and damage. Both have to do a localized failure of bonding 
developing into microcracks which then build up coalesce, providing weak spots, stress 
concentration, crack growth and ultimately failure. The main difference is that the 
adhesion problem is strictly two dimensional. It is clear beforehand where the weak 
zone is, where the cracks are going to initiate and grow, and what their orientation 
will be. This is a huge simplification compared to the bulk damage case, where none 
of this is known, but must be inferred the solution to the problem. It seems to me, 
therefore, that adhesion bonding is the ideal application for damage mechanics.
3.2 Theory of the nonlinear propagation of ultrasound through 
adhesively bonded joints
The simplest type of adhesive bond joint is a classical three layered system, where two, 
often similar, substrate materials are divided by a layer of the adhesive material. While 
the substrates axe typically treated as well defined, the conditions of the adhesive layer 
are much less so. The relative behaviour of any acoustic signal incident on this sandwich
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depends therefore on the mechanical and geometrical (thickness) properties of the 
adhesive layer. Typically one looks for variations in adhesive properties by monitoring 
the linear properties of the acoustic signal: reflection and transmission coefficients, 
velocity or time of flight, and attenuation. The fundamental theoretical model behind 
the interpretation of these properties is that of the propagation of acoustic waves across 
linear layered materials, which has been well established in the literature for many 
decades now [65]. Variations can be found which seek to simplify the mathematics 
for particular cases, one of the most common approximations being a treatment of 
only “thin” adhesive layers [6 6 , 67]. In all, the theory regarding the detection of weak 
adhesion using linear means is well established, and a number of reviews have been 
written [6 8 , 69, 70]. It has been found over the years, however, that the sensitivity of 
these linear parameters to certain specific types of catastrophic defects is rather poor. 
These defects include such things as partial cures, closed disbonds, or weak adhesion 
generally. Common to all of these is a low overall bonding strength combined with 
acoustic contact sufficient to transfer the low power ultrasonic signals typically used 
in non-destructive evaluation (NDE) applications. Because of the problems associated 
with these defects, it has been suggested that a proper evaluation of adhesive joints 
using conventional ultrasonic techniques is inconclusive in many instances. For this 
reason, many researchers have sought to apply nonlinear acoustic techniques as an 
alternative or complementary measure. In this structure, there are expected to be two 
possible sources of nonlinearity. The first source is the adhesive material itself, which 
in some cases might be highly nonlinear in its own right, for example, any rubber-like 
adhesive. More explicit information may be found on this topic in [29, 71, 72], The 
second source might be structural nonlinearities in the adhesive bond line, including 
weak bonds or zero volume disbonds (damage). While the material nonlinearity is 
not necessarily an indicator of the bond strength, it is an indication of the state of 
the material itself. The structural nonlinearity is, however, often thought of as being 
directly linked to the strength or weakness of the bond itself.
Structural nonlinearities in adhesively bonded joints may arise in a number of ways. 
Common to all of these is the location of the structural defect, typically in the very 
thin layer of adhesive bonding, where particles of one material (substrate) are bound 
to particles of a second(adhesive). Clearly the overall strength of the joint depends
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on the strength of these bonds. In many cases, however, these bonds are weak or 
non-existent, yet the close proximity of the two materials and the thinness of this layer 
mean that their influence on an acoustic wave is small. At the same time, it has been 
widely speculated that such defects should be highly nonlinear in that they might in­
troduce significant amplitude dependent distortions into any passing wave. Perhaps 
the most well studied of these cases is that of the zero volume disbonds or kissing 
bonds. Although various practical definitions of these terms exist [73], the basic idea 
is that the two media are completely free while remaining in intimate contact — the 
interface supports a compressive but not a tensile load, while shear loads are trans­
ferred by either frictional forces or not at all. One common theoretical approach to 
dealing with this case is to use “unilateral boundary conditions” of one form or another 
[74, 31, 32, 75]. Typically the kissing interface is treated as a pair of plane interfaces 
held in contact by some external pressure (from neighbouring bonded regions), with the 
probing beam being a plane harmonic wave. The normal welded or bilateral boundary 
conditions take the form of equalities enforcing continuity of displacement and trac­
tion across an interface. In contrast unilateral boundary conditions typically involve 
conditions determined by inequalities governing changes of the state of the interface 
[31, 32]. Applying such boundary conditions results in predictions of a number of lin­
ear and nonlinear effects, including changes in reflection and transmission, phase, wave 
distortion, harmonic generation, and hysteretic energy loss, etc., dependent upon the 
applied pressures, wave amplitudes, material and surface parameters. The situations 
described are essentially multi linear, with an amplitude controlled switching between 
linear sets of boundary conditions [76]. (See Chapter 8 for a detailed derivation.) The 
next step to the realization of a more realistic interface model has been to add surface 
roughness to the mix. Numerous models have been developed along these lines, both 
to give additional insight into closed disbonds in adhesive bonding problems [77, 78], 
as well as to predict nonlinear scattering from bulk cracks for non-destructive testing 
[39], and for seismic waves along fault lines [34, 79]. The main difference comes in sit­
uations where the wave amplitude is on the order of the surface roughness within the 
unbonded region. Nonlinearity within this regime is caused by the variation of surface 
contact and therefore elastic parameters with the pressure applied at the interface [78]. 
More recently, attention has turned to more phenomenological approaches specifically
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geared to the nonlinearity of the adhesive joint, possibly including, but not limited to 
kissing bonds. The idea is a heuristic one, trying to create a picture of the overall 
strength of the bond without resorting to details. Probably the oldest and best estab­
lished of these is the so-called quasi-static approach (QSA), which was first described 
by Thompson and Baik [80]. The idea here has been to treat the interface as a set of 
(possibly nonlinear) springs tying one material to another. Parameters for this model 
(for the isotropic case) are a pair of spring constants or functions, K n  and Kx,  that 
link the normal and transverse displacement to the traction across the interface, and 
an inertial mass constant. Effectively, that is, the boundary conditions become [80]:
T i i  =  l a  -  m y  (uj +  uj1) (3.1)
I  (Tis + T%) =  K {j {u1/  -  « ')  (3-2)
Here, at least for the linear case, i f 33 =  if/v, and K \\  =  Kx- Often the inertial 
mass is ignored or set to zero, which may be reasonable if the adhesive material is 
light compared to the adherent material. In that case, the similarity of this set of 
boundary conditions with the unbonded interface (particularly the sliding or open 
cases, see Chapter 8) is more readily apparent. Prom this point, it becomes a question 
of determination of these constants or functions, either using theoretical models [81, 82, 
83, 77, 84, 85], or by experiment [77, 84, 85, 8 6 , 87, 88]. Although the QSA approach
shown above is in some ways the standard approach, other competing (and very similar)
formalisms have arisen. (It is true that the competing approaches could also be labelled 
as quasi-static, in that they, too, draw on static stress-strain relationships for their basic 
inspiration, however, the literature generally only uses this nomenclature to refer to 
the spring model of Thompson and Baik.) A good example is the work by Hirsekom 
[89], which was apparently developed without explicit reference to the QSA, but may 
be thought of as focussing on some of its predicted results. The behaviour of the 
adhesive is governed by a nonlinear force curve F(a) which is generally a function of 
the instantaneous separation distance between the two substrates, a = ae+Aa(t) where 
ae is the equilibrium adhesive thickness and Aa(i) is the variation in this thickness 
due to the passing wave. The rationale behind this approach,which may be considered 
as equivalent to the QSA with zero inertial mass and nonlinear springs, is that the
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emphasis should be on mapping this force function if one is to determine the bond 
strength. This may be done, according to this work and others [90, 91, 92, 93], by 
measuring the amplitudes of the higher harmonics generated by the interface. For 
an incident sinusoid, Aa(t) — ao sin(u;t), but, due to the nonlinear nature of F(a), 
F(t) =  F(ae + Aa(t)) will not be a sinusoid. Expansion of F  into a series of harmonics, 
and comparing these at instances of maximum and zeros, one can eventually show 
F(ae +  ao) — F(ae) = F\ — 2 F2 — F3 +  F5 +  . . .  where Fn(ao) is the amplitude of the 
nth harmonic [91]. It is clear that it is then possible to map out the binding force by 
varying the input wave amplitude ao and carefully comparing harmonic amplitudes. 
It is claimed that the adhesive strength may then be found where this curve peaks, 
provided one has sufficient power to reach this point [91, 92].
Both of the general approaches above deal with only thin adhesive layers — that 
is, layers with ae or A much less than a wavelength. The QSA does not explicitly 
consider a thickness dependence, although it would almost certainly play an important 
role in any derivation of the spring and mass constants. Often, however, the thickness 
of the adhesive layer is too large to be ignored. Adhesives used for many purposes can 
be deliberately thick, while even apparently “thin” adhesive layers, being of relatively 
slow materials, are acoustically not so thin as they might appear. A legitimate question 
arises regarding the applicability of such thin layer theories. In fact, these theories re­
main useful since the most serious problems to be dealt with occur in the adhesion layer
— the thin layer where the adhesive meets the substrate. Cohesion problems, inside 
the adhesive itself, may contribute to material nonlinearities, but are often considered 
less problematic and easier to control. The system then becomes a three layer system 
with a pair of nonlinear boundaries. This adds quite significant complications to the 
problem. It is possible, however, to deal with this problem, at least in the forward 
direction, by treating it as a multilayer problem with multiple nonlinear boundaries
— applying the QSA boundary conditions (for normal incidence) or the more general 
“thin layer” boundary conditions multiple times [94]. (This problem is dealt with fur­
ther in Chapter 9.) Nonlinearity in pulses and guided waves are also potentially of 
great value, yet little work has been done to develop such theory [94, 95, 67]. As well, 
there is a great interest in the reported “slow dynamics” of cracked materials [38], and 
how this might relate to the behaviour observed under certain bonding conditions.
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CHAPTER
4
Waspaloy Material and Experimental Considerations
4.1 Material Properties and Microstructure of Waspaloy
Waspaloy is the commercial name for a particular type of nickel-based superalloy. 
These alloys are part of a family of alloys specifically designed for aerospace applica­
tions beginning in the 1940’s to withstand the high loads, extreme temperatures and 
corrosive environments associated with rocket and jet engines [96]. From there, their 
application has expanded to include industrial gas turbines, power plant components 
including nuclear reactor components, tools, dies and components for high tempera­
ture environments, prosthetic devices, and components used in chemical plants. This 
family has three branches depending on their matrix metal, which may be nickel, nickel 
and iron, or cobalt. Of these branches, the nickel based superalloys have somewhat 
superior strength characteristics. This branch includes such notables as inconel, ni- 
monic and udimet as well as waspaloy. Of these super alloys, waspaloy is one of the 
older ones, with slightly better than average mechanical and thermal strength char­
acteristics. Waspaloy fatigue and failure is of interest for both commercial reasons 
and scientific ones. From the commercial point of view, waspaloy and alloys similar 
to it are used in critical applications, as already mentioned, where failure would be 
disastrous. At the same time, these materials and parts are quite expensive, so that 
maximum utilization of their life is highly desirable. Scientifically, the material has a
38
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Table 4.1. Limiting chemical composition of waspaloy (according to UNS N07001).
















number of rather unique and interesting properties, specifically its dual phase nature, 
which is discussed in more detail below.
Strength in these superalloys is a function of the microstructure which is manip­
ulated by controlling the combination of alloying elements and, as importantly, the 
processing of the material. This is because these materials consist of complex arrange­
ments of phases, and their thermo-mechanical state is very much path dependent [98],
i.e., how the material behaves depends on its thermo-mechanical history. This also 
means that varying microstructures can affect physical measurements obtained from 
a particular laboratory sample, as material taken from different batches and manu­
facturers may vary somewhat in microstructure. Moreover, it may be true that the 
low cycle fatigued material may be quite different from the same material during high 
cycle fatigue, even though, for example, both have passed through 50% of their total 
cycles. These facts, which are also valid, for the most part, for many simpler alloys
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
Waspaloy Material and Experimental Considerations 40
Table 4.2. Some waspaloy physical constants [97].
Density 8190 kg /m 3
Melting Range 1330-1360 °C
Elastic Modulus
at 21 °C 221 GPa
at 538 °C 184 GPa
at 871 °C 157 GPa
Yield Strength (room temp) 795 MPa
Ultimate Tensile Strength 1275 MPa
Tensile Elongation 25%
such as steels, at once make it difficult to speak in absolute terms about any results 
obtained and make possible the rich variety of properties and applications for which 
these materials are known.
Superalloys’ thermal and mechanical strength properties are generally caused by 
two possible microstructural characteristics: solid solution hardening (trace elements 
are diffused throughout the lattice) and precipitation hardening (a secondary phase 
appears with distinct boundaries either inside the grains or at grain boundaries) [96]. 
Of the two, the solid solution hardening is the more familiar, since it is what pro­
duces hardening effects in the more common alloys such as steel, but the precipitation 
hardening is the more effective. In waspalloy, as in most nickel based superalloys, the 
matrix phase is face centred cubic (fee) nickel, known as the 7  phase, while the prin­
ciple strengthening phase, 7 ', is fee Ni3(Al, Ti). The volume fraction of this phase, as 
well as its structure, is very instrumental in the material strength and temperature 
characteristics [98]. Many other phases exist and also play a role, such as 7 " or body 
centred tetragonal (bet) NisNb, another excellent strengthening phase, as well as other 
forms of N13X, various carbides, nitrides and borides, and detrimental phases such as 
g, a, and Laves [96]. In general, the precipitates within the grain, like 7 ', strengthen 
the material by preventing the free movement of stacking faults, while carbide glob­
ules precipitate at the grain boundaries preventing shearing of the grains past one 
another. Many trace elements and phases are used primarily to control the growth
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of the strengthening phase. In waspaloy, which has relatively low concentrations of 
the elements A1 and Ti, 7 ' appears as small spheroids interspersed in the matrix. As 
concentrations of 7 ' increase, the need to pack greater volume concentrations mean 
that it appears in cuboidal arrays in other alloys. It is the relatively high chromium 
content in waspaloy which prevents high concentrations of 7 ' from appearing [96]. The 
shape of the precipitates is such that it minimizes the free energies associated with 
the volume (strain energy due to lattice mismatch) and the interface (surface tension 
energy), and this shape changes depending on the particle size [99, 100, 101].
In all precipitate hardened superalloys, the precipitate affects the material strength 
by preventing the deforming and yielding of the crystal structure. It has long been 
known that the strength of any crystal or polycrystal is determined primarily by the 
freedom of motion of dislocations and slip planes. 7 ' influences the strength of nickel- 
based alloys depending on [96]:
• the volume fraction of 7 '
• the coherency of the 7  and 7 ' phases (the mismatch could be between 0 and 
0.2% for spheroidal, 0.5% to 1% for cuboidal, and 1.25% or more for platelike 
formations of 7 ')
• 7 ' particle sizes (depends on heat treatment)
• antiphase boundary energy - since 7 ' is the ordered phase, it requires more energy 
for dislocations to pass through this phase.
Because the presence of the 7 ' precipitates has such a great influence on the me­
chanical and thermal properties of the superalloys [96], a number of publications have 
been dedicated to detailing the sizes, shapes, and properties of these precipitates. Here 
we have space only to mention a small number of recent works dealing with waspaloy. 
Numbers and size distributions of j '  have been evaluated under various conditions 
using transmission electron microscopy (TEM) and atomic force microscopy (AFM) 
techniques [102, 103, 104]. In typical heat treated waspaloy intended for normal appli­
cation, a bimodal distribution of spherical precipitate sizes is observed. The so-called 
primary particles fall out of solution during the initial cooling stage, and continue to
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Table 4.3. Precipitate particle volume fractions.
Paper Primary Secondary
Wosik et al. [103]
as received diameter (nm) 195 23.9
volume fraction (%) 8.9 4.9
annealed @ 650 °C diameter (nm) 190 20.2
volume fraction (%) 10.3 0.71
annealed @ 750 °C diameter (nm) 273 -
volume fraction (%) 24-30 0
Penkalla et al. [104]
diameter (nm) 195 23.9
area fraction (%) 17.9 4.9
Goken et al. [102]
diameter (nm) 113 27
area fraction (%) 11.6 15.7
grow along with the secondary particles during subsequent stages. Table 4.3 shows the 
approximate volume fraction of these two particles comparing data from two similar 
studies. Techniques for determination of the mechanical properties of the matrix and 
precipitates include bulk measurements (measurements taken on specially grown sin­
gle crystals of Ni or N13AI) [105, 102, 106, 107] as well as measurement in situ using 
neutron diffraction and AFM nanoindentation techniques.
AFM nanoindentation uses a standard AFM setup, replacing the normal silicon tips 
with special diamond tip which is pressed into the sample, while the tip displacement 
vs. load curve is found in the usual way, using the deflection of a laser from the upper 
surface of the AFM tip. The tip is placed very accurately by prescanning the surface 
in AFM mode to locate and select the precipitate and matrix regions at a nanoscale 
resolution. A post scan is also done which clearly shows the indentations, however 
qualitative information is derived from the displacement curve using techniques bor­
rowed from macroscopic indentation methods. This curve clearly contains both elastic 
and plastic strain information, which can be inverted to determine material constants.
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This technique gives some average result independent of the grain orientation. In gen­
eral, the 7 ' phase was found to have a somewhat greater elastic modulus and hardness 
compared to the 7  [102].
Neutron diffraction studies, unlike AFM, are very orientation specific, as are all 
diffraction type studies. Care therefore must be taken with regard to which diffraction 
peaks comes from which grain orientation; however, the end product is the orientation 
specific strain for each orientation. By applying a known load, it is then possible to 
infer the integral elastic constant for each grain (matrix plus precipitate) [106]. In 
principle, it is possible to separate the two phases also, although, because the 7  and 
7 ' have very similar properties, the peak broadening makes this difficult in practice. 
Nevertheless, by making reasonable assumptions on peak shape and positions, as well as 
volume fractions of the phases, this separation was effected in at least one study [107]. 
In particular, the researchers were then able to trace the development of microstrains 
during the plastic loading of the sample, and the partitioning of the load between 
grains of different orientations (intergranular microstresses) and also between different 
phases in the same grain (interphase microstresses). In a later paper, the same group 
used the experimental results to validate a theoretical model of the same process [108], 
Similar work, also using neutron diffraction was carried out by a second group with 
similar conclusions [109]. The results of these papers have significant consequences for 
the interpretation of some of our novel results in subsequent chapters.
In general, the 7 ' hardened superalloys demonstrate superior temperature charac­
teristics in that they have a maximum in their strength vs temperature curves whereas 
most pure metals and solution strengthened alloys show continuous degradation of 
their properties with increased temperature [96]. Where this maximum is depends in 
large part on the volume fraction of 7 '. It is this property which makes the superalloys 
the material of choice for high temperature applications. As well as desirable tem­
perature characteristics, waspaloy demonstrates very good work hardening — that is, 
its properties change drastically during yielding. In particular, the yield limit goes up 
dramatically, along with the absolute strength and to some extent, the elastic modulus. 
While this last property is good for working materials, it makes it rather difficult to 
perform reasonable fatigue tests using constant stress or constant strain load criteria 
because of the changing yield point.
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4.2 Fatigue Sample Preparation and Use
The waspaloy samples used in all of the fatigue work reported upon in this dissertation 
were provided by our industrial partner, Proto Manufacturing, Inc. The wrought 
waspaloy was purchased by them, and the machining and subsequent heat treatment 
were contracted to third parties to be done according to standard industry practice. 
One significant change to this process was to avoid any surface treatment which might 
introduce residual stresses into the surface, such as work hardening by grinding or shot 
peening. This was to avoid any confusion regarding the source of the stresses in the 
material.
The sample geometry and the fatigue tests were according to ASTM E606-92(1998), 
with modifications dictated by the ultrasonic and practical requirements. Samples were 
flat “dogbones” (see Fig. 4.1), thick enough (7 mm) so that an ultrasonic transducer 
could be oriented laterally to measure the nonlinearity parameter across the gauge 
region. The cross-section of the gauge region was maximized to give the greatest 
possible path length for the ultrasonic waves, but remaining within the tensile load 
specs of the testing machines. A gauge length 35 mm was used, so as to accommodate 
the surface acoustic wave (SAW) transmitting and receiving delay lines and still have 
20 mm of free surface for this wave to propagate along. Because of the length of the 
sample loading axis, it was not possible to load them in compression without danger 
of bending. Loading, therefore, was strictly tensile.
Besides changes to the standard geometry, there must also be noted some changes 
to the standard fatiguing procedures. The standard calls for constant strain, or failing 
that, constant stress, sinusiodally varying fatigue cycles. Practical considerations, 
including the particular capabilities of the available fatigue and tensile test machines, 
a limited number samples available for testing, the testing and time requirements of 
the industrial partner and the peculiarities of waspaloy made it necessary modify the 
standards somewhat. To begin with, the Zwick tensile test machine, which was used 
on waspaloy samples 1, 2, and 3 (see Table 4.4), is not technically intended for fatigue 
work; it can only handle cycles at a few Hz frequency and uses triangular instead of 
sinusoidal loading. The intention was to perform ultrasonic measurements on both 
machines during the loading. This also limited the frequency of the cycling and time
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Unit’s  in mm
Figure 4.1. Sample geometry for waspaloy and steel fatigue samples.
Table 4.4. Use of waspaloy samples in fatigue experiments.
Steel Machine Cycles Details
a Zwick 1,000 Sparse data - difficult to find acousto- 
elastic coefficient
b Zwick 1,000 Somewhat better - see Figs. 6.9 , 6.11, 
6.12, 6.14, Appendix C
Waspaloy
A Instron 42,000 See Fig. 6.13, Appendix D
B Instron 45,000 See Fig. 6.3, Appendix E
C Instron 35,000 See Appendix F
D Instron 29,000 See Appendix G
1 Zwick 1,500 Sparse data
2 Zwick 2,000 Sparse data
3 Zwick 20,000 See Figs. 6.7, 6 .8 , 6.10, Appendix H
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and manpower limitations meant that the fatigue had to be low cycle. However, the 
exceptional work hardening characteristic of the waspaloy made it difficult to estimate 
a priori the appropriate cycle parameters in order to achieve the desired low cycle 
fatigue. This, and also the fact that we needed to move from the Instron machine 
to the Zwick machine, meant that the cycle parameters were constantly changing. 
Unfortunately, no two tests could truly be said to be identical in all aspects. There 
were two basic test modes used, however, one on the hydraulic (Instron) fatigue test 
machine under stress controlled (though not constant stress) conditions, and the other 
on the mechanical (Zwick) tensile test machine under strain controlled (though not 
constant strain) conditions. Because the material yield increased considerably during 
the first hundred or so cycles, using constant stress criteria meant that either the 
stress begins far beyond yield in the early cycles, or it is well below yield for most 
of the testing and the sample doesn’t want to fail. Using a constant strain cycle, the 
problem typically is that, as the piece softens toward the end of its fife, there is less 
elastic and more yield strain, and the failure is quite rapid. In our particular case, this 
meant that few of our samples were broken under strict constant strain or constant 
stress fatigue conditions, but the strain or stress was adjusted up or down to somewhat 
match the yield. The experimental results were therefore obtained under a learning 
curve; observations from one sample were used to change and improve the testing 
parameters for the next sample. Unfortunately, this resulted in the most interesting 
results not being duplicated under identical conditions. Table 4.4 lists those samples 
having results which were analyzed for the purposes of this dissertation.
4.3 Testing and Modeling of Waspaloy Fatigue
Prior to this research, a number of groups have worked on waspaloy fatigue in both the­
oretical and experimental areas. Significant progress in creating a theoretical model 
designed to cover the elastic and viscoplastic evolution of polycrystalline waspaloy 
under various types of cyclic loading and creep has been made by various authors 
[110, 111, 112, 113, 114]. It is beyond the scope of this work to provide a compre­
hensive review of this area of research, but a number of interesting results are worth
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mentioning. In general there are two main theoretical approaches, the more classi­
cal macroscopic approach, which treats only macroscopic level variables, a number of 
which are “internal” variables dealing with plastic flow and hardening [114], and the 
micro-macro, or so-called “self-consistent” methods, which link grain level internal slip 
variables to the macroscopic observables [113]. The second model has the advantage 
of fewer internal variables and therefore parameters to be determined, and simpler 
physical explanation. Both models predict the complex elastic, plastic and hardening 
behaviour of this material reasonably well. Creep is less well explained, and, although 
these models include dislocation buildup and the verge of microcrack initiation, they 
would have to be extended to include damage mechanics in order to go further. An­
other problem appears to be that despite the great apparent impact of the dual phase 
nature of the material, this is not accounted for, even in the micro-macro approach, 
nor, for that matter, is the anisotropic elastic nature of the grains. (Anisotropy is 
considered in making up the constitutive equations for the plastic flow and hardening 
at the granular level, however.) Nonetheless, the theoretical results of these papers 
do correlate quite well with their authors’ and others’ experimental data, within cer­
tain reasonable ranges of validity. Much of the theory and data from this literature 
is pertinent to the results of Chapters 5-7 in that it provides an explanation for some 
of observations, including initial rapid hardening, stabilization, and softening of the 
material.
Beyond plasticity, the waspaloy literature includes work on the (macroscopic) fa­
tigue crack growth stage, without having much at ail to say about the damage micro­
cracking process in between. Classical fracture mechanics models have been applied 
to this material, as well, a lot of experimental data collected over the years. Studies 
have concluded that in Ni-based superalloys, as in most metals, crack initiation may 
occur at slip surfaces within grains or grain boundaries (porosities) [115, 116, 117]. 
Which form of crack initiation dominates appears to depend upon the microstructure, 
which in turn depends on the temperature, load cycle, etc. Crack propagation is then 
disrupted within the grain by the q7 phase, and the grain boundaries. Failure appears 
to be more brittle than ductile, at least at room temperature. Many studies have also 
been made, for reasons having to do with application, of high temperature failure, and 
also dealing with the somewhat related phenomena of creep [118, 119].
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CHAPTER
5
Measurement of the Nonlinearity Parameter
5.1 Experimental Design and Measurement of the Nonlinearity 
Parameter
It has often been claimed that the nonlinearity parameter, (3, is heavily influenced by 
the fatigue of a material, with changes as high as an order of magnitude [30]. Unfor­
tunately, /3 is difficult to measure directly in an absolute way. Indirect measurement 
can be made by comparing the fundamental and second harmonic components of the 
waveform after propagation through the material. Basically this works as follows. It is 
known that the actual amplitudes, A\  and A 2 , of the fundamental and second harmon­
ics for a longitudinal wave in a classically nonlinear material, may be related directly 
to the (3 parameter in the following manner:
(See Chapter 2) Theoretically, this expression yields a constant for constant propaga­
tion length, x, constant velocity, c, and constant frequency, u>. However, measuring 
Ai  and A 2 is not a simple task when using conventional piezoelectric transducers and 
equipment. Instead, direct access may be had to Ai =  G\A\,  and A2 =  G2A 2 , where 
(?i;2 are difficult to quantify gains including acoustical as well as electronic effects. 
There is also the possibility of measuring the behavior of these vs. GqAq, where Gq is
48
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the gain on the input side. Insofar as the standard theory holds, the combination is 
independent of the input amplitude. The gains are also constant, provided the linear 
range of the receiver is not exceeded, so it is clear that /? =  j f  is also constant. More 
realistically, it is expected to decay slightly as the input increases. Thus this provides 
a method of checking whether things are working as they should. Since little depen­
dence of wave speed or path length on the material fatigue is expected, any significant 
changes in /3 should be easily detectable just by measuring the more easily accessible j3. 
It must be pointed out how unconventional and simplistic this approach would appear 
to the nonlinear ultrasonic community at large. For example, it is well known that 
piezoceramics such as PZT are notorious for their nonlinear electrical and acoustical 
properties. Using them for nonlinear experiments is not unheard of, however, it is 
guaranteed to raise immediate objections from a large contingent of researchers in the 
field. This is because the harmonic generation properties of these trandsucers are no­
toriously difficult to predict and account for. For that reason, many researchers insist 
on using narrowband single crystal transducers, typically Lithium Niobate (LiNbs). 
Others, in fact, some of the oldest and best known research labs, make extensive use 
of capacitive transducers. It is not unreasonable to ask, at this point, whether taking 
the risk I did was wise. In hindsight, perhaps it was not. However, one of the main 
goals of the research project was to try and integrate the techniques developed by the 
previous researchers into a more industrial setting. While it is true that their methods 
are much more carefully constructed, it is precisely for this reason that the methods 
of nonlinear ultrasound have not yet become practical in the general community. The 
steps involved in a full measure of the nonlinear (3 parameter are both involved and 
hardly nondestructive. To begin with, the sample should have two flat, polished, paral­
lel surface. This alone is a problem. The transmitting and receiving electronics should 
be calibrated for nonlinear response. The transducer responses at the appropriate fre­
quencies must be taken into consideration. For the capacitive transducers, this is not 
such an issue, as it usually involves only theoretical considerations, but for the LiNbs, it 
may involve measuring the real amplitude of vibration, using, for example, a laser. All 
of these calibrations are needed to establish the electronic input and output gains, and 
allow an absolute measure of acoustic amplitudes from the electronic voltages. At this 
point, the transducers are ready to be fixed to sample. Two techniques are generally
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used, the first is a simple pressure coupling, the second, a quasi-solid adhesive layer of 
salol. While the first is quite good , it does require significant pressure to prevent the 
interface from becoming a source of non-linearity. The salol bond, which is formed by 
reversibly heating crystals of phenyl salicylate to their melting point somewhat above 
room temperature, then allowing it to solidify between the transducer and sample, pro­
duces a bond only sufficient for low power ultrasound. A much stronger bond would be 
formed using a true cement (cyano-acrylate, for example), but is undesirable because 
both the transducer and sample are lost in the process.
Once the transducer(s) are appropriately bound to the sample, the experiment 
may proceed. Using the electronic calibration, the amplitudes at the sample faces 
may be determined. These are not accurate in themselves, however, because purely 
linear effects occur within the sample which were not accounted for in the derivation 
of Eq. (5.1). Thus it is necessary to compensate for diffraction and attenuation of 
the beam, particularly since both may, in general, be more or less frequency depen­
dent. In particular, dissipation depends on / 4 in many theories, with the result that, 
although significant second harmonic may be generated, it also attenuates at a greater 
rate. Having compensated for these effects, it is possible, then, to calculate reasonably 
well the real amplitudes A),1,2 from the voltages Ao,i,2- Finally, the velocity, c, must 
be found, either quasi-simultaneously or separately, using available technique such as 
pulse-echo overlap, and the travel length x  must be measured with some accuracy. 
Only then can (3 be determined absolutely.
With all of the steps involved in measuring the nonlinear parameter absolutely, it 
is clear why the techniques in this field have never really caught on in industry. The 
fact of the matter is that (3 is quite small in most materials and difficult to measure 
accurately in the absolute sense. Much of the complication arises from the difficulties 
interpreting an amplitude measurement in the first place. One approach is therefore 
to find a method which does not depend on absolute measure of amplitude. (See 
below) Another approach is to work in a more empirical regime, with strictly relative 
measurements, on affordable, conventional equipment. This is my approach above. 
One of the main reasons why this is possible is that the changes in (3 associated with 
fatigue and damage in the literature are quite large; it was not unreasonable to believe 
that this change should be detectable. The design of the experiment is as shown in
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Figure 5.1. Representation of the experimental setup for measuring the nonlinearity 
parameter. Sample is under tensile load, with ultrasound directed as a tone burst 
perpendicular to the loading direction.
Fig. 5.1.
The pulse generator and the quadrature receivers are all combined in the SNAP 
G2 system designed and manufactured by Ritec, Inc. The transmitting unit derives 
the toneburst from a pair of independently controlled internal narrow band generators. 
The quadrature receiver integrates the input signal against a pair of internal continuous 
wave signals, one 90 degrees out of phase with the other. The result is very narrow 
band reception, of both signal amplitude and phase. It is possible to independently 
scan the frequencies and gains of both pulsers and receivers. This became important 
as it was quickly realized that a single measurement of harmonic amplitudes contains 
no information regarding the nature of the harmonic generation, but that by scanning 
the input signal amplitude, one should be able to say whether the harmonic is due to 
the transducer (linear increase with input), classical nonlinearity (power law Increase 
with input), or non-classical (anything else).
A number of practical difficulties have to be overcome in order to get an even 
modestly accurate measurement of /?. The greatest single problem facing these mea­
surements lies in coupling the transducers to the sample. In particular, the nonlinear 
effects of coupling (that is, due to a kissing contact, or in the coupling gel itself) might
tra n sm it
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arguably swamp the tiny effects due to the fatigue. Therefore, in order to better un­
derstand the difficulties inherent in this type of measurement, a series of tests were 
performed on the zero-fatigue, zero-stress samples. The important conclusions are as 
follows.
• Sensitivity to coupling pressure is strong but manageable. It is important that 
the transducers are mounted with constant pressure across the entire contact 
surface. The contact pressure must be firm, but needn’t be excessive.
• The amount of couplant is not critical.
• Diffraction and edge effects can be important. This means only similar geometries 
may be compared, in general.
• Variation of /3 throughout the samples is a much smaller factor than geometry.
• It is important to remain aware of the dynamic range of the receiver. If the 
gains are improperly set, this can result in saturation, so G\ or G% is no longer 
constant.
• Plotting the graph of j3 vs. Go (should be constant or very weakly dependent) 
allows one to check for this and for other anomalous effects such as interface 
nonlinearity.
• Sensitivity to material f3 seems reasonable - plexiglas has a higher j3 than metal 
and this was detected.
® If (3 variation due to fatigue is as large as has been claimed in the literature, the 
changes should be detectable using this technique.
For comparison, a few of the control charts are shown. Table 5.1 shows a typi­
cal data set, including the raw output from the receiver integrators Iq and 1^/2 - The 
amplitude is then calculated by A = ^JIq +  P j 2 and the phase by <f> =  tan -1  ( ^ ~ J -  
AA,  as calculated by the Ritec control software, is the logarithmic change in ampli­
tude, \og{A/Ao), and Go, the gated amplifier output gain (roughly as percentage of its 
maximum, which, at 10 MHz, is around 400 V peak to peak.), is the control variable. 
0  may be calculated directly from the amplitudes, as shown in the 13th column, and
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Table 5.1. Typical raw data from Ritec quadrature receivers.
I i(0) i i ( f ) Ai A A x{dB) h {  0 ) H I )
-0.1588 -0.3896 0.1770 3.5287 0 -0.458 -0.011
-0.1593 -0.3613 0.1785 3.5281 0.0374 -0.0453 -0.0111
-0.1601 -0.3942 0.1810 3.5274 0.0986 -0.0458 -0.0105
Ai $ 2 A A 2 (dB) Go 2AAi — A A 2 A2/Af
0.002219 4.4756 0 0 0 0.07081
0.002175 4.4726 -0.089 0.25 0.1638 0.06828
0.002208 4.4877 -0.0158 0.5 0.213 0.06738
should be roughly independent of Go- Another check is that the log plot of the sec­
ond harmonic growth should be double that of the fundamental; if this were precisely 
true, column 12 would be uniformly zero. Note that the numbers in this table are raw 
numbers, and their accuracy should be suspect without further analysis, as the main 
sources of error are systematic and not clear from any single measurement. Typical 
charts showing classical nonlinear behaviour are shown in Fig. 5.2 and Fig. 5.3. Fig 
5.2 shows the variation of phase and amplitude vs. input gain (the phase axis is on the 
right). Fig. 5.3 is the same data, but showing instead the amplitude changes in dB 
(right scale), and the p  parameter (left). For comparison, the same plots are shown 
for plexiglas, demonstrating that its higher nonlinearity is indeed observable. In these 
plots, P is indeed reasonably constant within this range of input. (The roughness in 
the curves on the left edge is due to the fact that at low input amplitudes, random 
electronic noise has a larger impact, the behaviour at times evident on the right edge 
is due to receiver saturation starting to affect one harmonic more than the other.) Fig. 
5.4 shows the sort of systematic problem to remain vigilant for. This is an example 
where the transducer contact was poor — it was clamped with insufficient pressure or 
not flush with the surface. As a result, there is high ‘kissing’ interface nonlinearity,
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accompanied by a high second harmonic amplitude which changes anomalously with 
the wave amplitude. (See Chapter 8 .)
Having reached the conclusion that the method was sound in principle, it was then 
applied to the task of finding the evolution of f3 with fatigue. The sample was set 
in a 100 kN hydraulic fatigue test machine by Instron Corporation. The initial idea 
was to go to approximately 6% beyond yield in load controlled cycles. As it turns out, 
material hardening quickly moves the yield beyond this initial loading, so that, in order 
to stay within the low cycle fatigue range, the load was increased to compensate for the 
hardening. Despite this, we overshot our target of 10k cycles by as many as 30k cycles. 
In the early stages of fatiguing, the yield was approximately 53 kN, in the mid and late 
stages, it was 69 kN, an increase of more than 30%! Two factors may have contributed 
to this extreme hardening, one, that the material was heat treated but never work 
hardened (unlike most parts in the field, which undergo a surface hardening treatment 
like shot peening), two, that the loading was strictly tensile.
The material was fatigued using sinusoidal cycles from 0 to approximately yield 
at between 0.5 and 3 Hz. It was assumed that this variation of loading rate did not 
have a great impact on the results. The system was periodically stopped for nonlinear 
and acousto-elastic measurements to take place. Nonlinear measurements consisted of 
finding /? as a function of input gain Go- The graphs were immediately plotted, and 
checked for anomalies that might indicate a poorly mounted transducer, etc. For the 
first sample, (3 was tested for stress dependence. As there was none discernible, the 
other samples were only tested in the unloaded state.
The results for j3 vs. number of cycles were therefore in the form of a set of (3 vs. 
Go for a given number of cycles at 0 N load. Since one expects (3 vs. Go to be nearly 
constant, it should be reasonable to use the average value as the /? value, and estimate 
the error from the standard deviation. This is plotted versus fatigue cycle in Fig. 5.5, 
and in Appendices 4, 6 , and 7. As is clear from the plot, no consistent trend is evident. 
It is possible to perform a linear regression fit on this data. In each case, the resulting 
slope turns out to be negative but are much smaller than the scatter in the data. The 
only appropriate conclusion is that /3, in this configuration, demonstrates no significant 
variation with fatigue. Analysis and a possible explanation for this observation will be 
discussed in depth in Chapter 7.
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Figure 5.2. Classical fundamental and second harmonic vs. input. Top: waspaloy.
Bottom: plexiglas.
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Figure 5.3. Analysis for (3. Top: waspaloy. Bottom: plexiglas.
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Figure 5.4. Measurement of p parameter showing non-classical behaviour due to bad
transducer contact.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
(d
B)













0 5 10 15 20 25 30 35 40 45
Cycles (xlO3)
Figure 5.5. /3 vs. cycle number. The values are derived by taking the average value 
of {3 from data shown on graphs like Fig. 5.3. The statistical error in each point is 
less than 1 %, however, it is clear that the systematic error is far greater than this. 
The dual points at a given number of cycles roughly indicate the reproducibility of 
the method, including removal and remounting of the fixture.
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CHAPTER
6
Acousto-elastic Measurement of the Fatigue Damage in Waspaloy
6.1 SAW Velocity Measurement
Besides fatigue measurement, the waspaloy project had as an additional goal the mea­
surement of residual stresses in the sample. Again, one of the main challenges was to 
design this in such a way as to be useful for industry. As it turns out, one of the main 
industry concerns is how residual stresses vary near the surface of the piece after work 
hardening. Probing this ultrasonically is only reasonable using surface waves, whose 
depth of penetration may be controlled by controlling the frequency. This wave mode 
has a further advantage that it requires only single sided part access.
The first step in any ultrasonic measurement of residual stresses requires the cali­
bration of the system, in particular, one needs to know the acousto-elastic coefficients. 
This may be determined by measuring the surface wave velocity while a known load 
is applied to the system. However, measurements of absolute surface wave velocity 
are limited in accuracy by the need to precisely measure the distance traveled as well 
as the travel time of the wave. Both of these quantities are impractical to measure 
in the absolute sense for the accuracy needed. Relative changes in the distance and 
time of flight can be measured much more accurately. To take advantage of this fact, 
a small manual stage was built which adjusts the source receiver separation in incre­
ments of 5 nm. The corresponding change in time of flight is easily discernible on an
59
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x+Ax
x
Figure 6.1. Surface wave velocity measurement with “knife edge” delay line.
oscilloscope. The absolute velocity is determined by finding the slope of the graph of 
separation vs. time of flight. Table 6.1 gives a comparison of the numbers found using 
a number of different samples, including two which were never stressed (SI and S2), 
one which was pulled to yield (S3), and another which was badly bent (folded) and 
still retains a curvature (S4). The time of flight for each was found by following a 
particular zero-crossing point on the waveform. This point was determined by linear 
interpolation of the waveforms in the vicinity of the zero. As it turns out, all the 
samples for which the analysis was performed yielded the same velocity — 3000 m /s  
— even the folded and curved sample. (In theory, the curvature would introduce a 
second order term in x(t), but this curvature was not great enough to be noticeable). 
It is immediately clear that this measurement is not accurate enough to detect residual 
stress, despite the fact that the experimental uncertainty, from the linear regression 
analysis, is much less than 1%. This is mainly because of weak coupling of the acoustic 
velocity to stresses, requiring an order of magnitude better resolution.
Typically, when absolute measurements are insufficiently accurate, it is often possi­
ble to get useful information from relative measurements. In this particular case, most 
of the error arises from the change in length measurement. This is clear because the 
uncertainty in the position, Sx/x,  is the same size as the stress induced changes in the 
velocity, Av/v.  6x  may be dramaticallt reduced by “fixing” the separation distance, 
although apparently even then it is not negligible. This is because the mechanical con­
tact system used defines this distance as that between two lines of contact, and that 
distance ultimately depends on the “give” in the fixture, the quality of the contact, the 
parallelism of the contact edges, etc. By fixing x, however, time of flight becomes the
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Table 6.1. Surface wave velocity in waspaloy. f-front b-back
A x(mm) SI f (/jls) SI b (jus) S2 f (put) S2 b (us) S3 (fis) S4 (fis)
0 21.625 21.557 21.564 21.572 21.563 21.563
-1 21.310 21.257 21.251 21.247 21.256 21.240
-2 20.985 20.931 20.918 20.918 20.919 20.914
-3 20.651 20.590 20.585 20.583 20.586 20.578
-4 20.317 20.256 20.249 20.247 20.255 20.234
-5 19.980 19.919 19.914 19.910 19.916 19.910
-6 19.506 19.586 19.578 19.578 19.579 19.579
-7 19.306 19.237 19.244 19.239 19.235 19.242
-8 18.838 18.917 18.912 18.907 18.915 18.916
-9 18.647 18.575 18.582 18.574 18.566 18.571
-10 18.305 18.234 18.245 18.233 18.231 18.240
-11 17.841 17.896 17.902 17.893 17.886 17.906
-12 17.630 17.565 17.568 17.565 17.565 17.574
velocity 2.945 2.986 2.995 2.987 2.983 3.002
standard error 0.036 0.008 0.004 0.003 0.006 0.004
average 2.993 ±  0.01 mmj\is
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only independent parameter: A v /v  =  —A i /t .  Changes in time are easily and accu­
rately determined using a 200 MHz oscilloscope, so one might at least hope to show 
the feasibility of relating this parameter to the applied stress.
The measurement system for the acousto-elastic coefficient is shown in Fig. 6.1. 
The system is a straightforward pitch-catch design, using knife edge or angle (wedge) 
style delay lines on a commercial 7.5 M H z  broadband longitudinal contact transducer. 
The distance between the delay lines is fixed at approximately 2 cm, so that the entire 
path length of the ultrasound is within the gauge region of the specimen. Ultrasonic 
gel behaves as both couplant and lubricant; because of its similar ultrasonic impedence 
to the acrylic delay line, it allows some tolerance in the surface mismatch as well as 
preventing the straining of the sample from affecting the separation of the transmitting 
and receiving arms. This makes the wedge style rather more stable than the knife 
edge; since friction on the knives may be significant, it is impossible to rule out a 
slight motion. One drawback of the wedge, however, is that it is virtually impossible 
to estimate, with any accuracy, the actual path length of the surface wave. In part 
this is because the thickness of the gel is difficult to measure and could easily give 
or take a microsecond on the time of flight. This means that absolute time of flight 
doesn’t mean much. Conversions of relative changes in time of flight to an absolute 
acousto-elastic coefficient, as performed in section 6.4, may be systematically off by 
some constant factor.
As outlined in Chapter 2, it is not possible to separate acousto-elastic from non­
linear acoustic effects. Both of these have as their origin the anharmonicity of the 
material elastic potential. It is therefore perfectly reasonable to expect that, if fatigue 
were to have a significant impact on the /? parameter, it must also impact significantly 
on the acousto-elastic coefficient. From a practical point of view, however, it is cur­
rently much easier to measure time of flight variations with great sensitivity than to 
measure harmonic amplitudes. It was a simple thing, then, to incorporate this mea­
surement into the cyclic tensile test system, in fact, the design allowed the taking of 
time of flight measurements during the fatigue cycles themselves, and thereby moni­
tor the acousto-elastic effect. This led to some of the more surprising results of the 
research, as outlined in Chapter 7.
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6.2 Experimental Technique and Data Processing for Acousto- 
Elastic Measurement
The interdependence of the two second order effects of ultrasonic nonlinearity and 
acoust-elasticity was clearly demonstrated in Chapter 2. From the theory, it is clear 
that measuring the acousto-elastic coefficient is effectively equivalent to measuring the 
nonlinearity parameter. As the acousto-elastic coefficient is the main parameter in ul­
trasonic techniques used to measure residual and applied stresses non-destructively, it 
is of interest to a number of people, and there has been, over the years, numerous pub­
lications. For all intents and purposes, groups working in residual stress applications 
treat acousto-elasticity as a material constant. Yet other groups treat the nonlinearity 
parameter as a sensitive measure of various material conditions, including fatigue and 
damage. These two positions are not universally reconcilable. One of the tasks we 
set out to accomplish was to explore the relation between fatigue induced damage, 
nonlinearity and acousto-elasticity, for the particular case of waspaloy. In the preced­
ing chapter, the results of the nonlinearity measurement were used to set bounds on 
the possibility of using this parameter for fatigue determination. In this chapter, the 
acousto-elastic coefficient is monitored instead, with much more interesting results. 
This is due to the more sensitive nature of the acousto-elastic measurement.
The basic experimental design is shown in the Fig 6.2 The tensile test machine 
continually cycles from zero load to some upper value (so called “tension-tension” load­
ing). Simultaneously, time of flight (tof) data is collected using either the “delay” 
measurement on a Tektronics digital oscilloscope, or by tracking the phase using the 
program bundles with the Ritec SNAP system. The surface acoustic wave (SAW) was 
generated and received using a pair of 7.5 MHz longitudinal wave (depth of penetration 
approximately 0.4 mm) broadband transducers coupled through either the knife edge 
or the wedge delay lines to the surface. Unfortunately, the two control systems, that 
is, the one for the tensile test machine and the one for the ultrasonic equipment, are 
not designed to be compatible, in particular, there is no simple way of triggering the 
one off the other. The result of this drawback was that simultaneity of the measure­
ments with the control is not absolutely assured. This was much more of a problem
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Figure 6.2. Tensile-ultrasonic test design.
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Figure 6.3. Data from tensile loading cycles (Instron). (a) Raw load and tof vs time.
(b) Tof vs load.
with the first set of results taken with the Instron-Ritec combination, because it was 
impossible to remove the lag between starting the test cycle and starting the measure­
ment. For this reason, the phase relationship between the two cycles was unclear, and 
caused the sign change in the acousto-elastic coefficient to go unnoticed at first. This 
problem was somewhat remedied with the new system using the Zwick machine, which 
could be more or less started simultaneously simply by pushing the two buttons at the 
same time. Thus, in later results, even though the phase may not have been perfectly 
aligned, the general behaviour was quite clear, and the sign change discussed below 
was easily discerned.
As shown in Fig. 6.2, the results of the experiments were recorded in two indepen­
dent data sets — one containing the ultrasonic phase of time of flight shift vs. time, the 
other containing the tensile load vs. time. In order to make the best use of these data, 
it is better to have the tof vs load. For the Instron-Ritec results, the load vs time data 
were not directly recorded, but could be inferred from the control data, including the 
cycle frequency and amplitude, and assuming a sinusiodal load cycle. (Fig. 6.3(a)) The 
phase relation between this and the tof vs time data was inferred using the expectation 
that they should behave ‘in phase’, that is by chosing the phase to minimize the area 
inside the corresponding Lissajous figure, particularly at low loads. Naturally, this can 
be accurate only to within a sign. The sign was inferred by checking the quasi-static 
behaviour of the wave on an oscilloscope. Typical data is shown in Fig. 6.3(b). Note
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Figure 6.4. Signal delay vs. load after 500 cycles
that this delay is well below the uncertainty in time measurement associated with a 
bandwidth of 2MHz. That estimate, however, has to do with absolute times, which 
I make no claims about. The much higher accuracy comes about by looking only for 
changes in time, which are easily followed if they remain within the period, and the 
signal to noise is reasonable.
The alternate setup, using the Zwick tensile test machine, provides a record of the 
actual load as measured by the Zwick load cell as the cycle is run. This is essential for 
this machine because it is a position controlled device, where the position in question is 
that of the movable crosshead (see diagram Fig. 6.2). Because of the mechanical nature 
of the coupling between the crosshead and the sample, there are all kinds of ‘give’ in the 
system, so the load at a given position may be inconsistent. Therefore, the load vs time 
is not sinusoidal, and in fact may not be regular at all. As an added bonus, however, 
it is possible to collect strain data as well, either directly, using an extensometer, or 
by properly calibrating the crosshead position. This can be used to monitor the yield, 
the change in Young’s modulus, and the damage in the material as it is fatigued. The 
system has a couple of drawbacks in terms of data collection, however. These are due
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Figure 6.5. Load vs. time collected by Zwick.
to the fact that it was not really designed for fatigue testing. The control software used 
was designed, apparently as an afterthought, for hysteresis tests -  the regular control 
software doesn’t record any data on the unloading part of the cycle. The first problem 
with the design was that it collects data only on the first and last cycles, and discards 
everything in between (see Fig. 6.5). This problem was avoided mainly by running 
only a few cycles at a time (rarely more than a hundred). The second difficulty lay in 
the fact that it was not intended to take yielding into account (unfortunately it took a 
little time to realize this.) The control software always measures the crosshead position 
relative to the starting point of the initial cycle, regardless of whether subsequent cycles 
return to this position or not. In other words, it behaves as strain controlled, where 
the strain is the total strain including yield strain back to the beginning of the series. 
In practice, this means that if there is any yielding, it will mainly happen only in the 
first cycle of the test (see Fig. 6 .6). This is not so bad, in that it means that, on this 
machine, the majority of cycles end up being ‘yield’ controlled, instead of truly strain 
controlled. In subsequent data processing, it means that the first cycle must be treated 
as somewhat different, and all subsequent cycles are considered to be identical to the
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Figure 6.6. Test cycles with yield on a waspaloy sample. The initial loading path 
(upper) begins at the zero of crosshead displacement, and goes well beyond yield. 
Subsequent paths (lower) begin where the initial cycle ends, at approximately 0.7 
mm crosshead displacement, and go just up to yield.
load
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Figure 6.7. Zwick load and tof data vs. cycle time after processing.
last one.
Because of the lack of uniformity in the Zwick load vs. time data, it became 
necessary to come up with some technique to compare it directly with the tof vs. time 
data. The basic approach is as follows. The load vs. time data (with its significantly 
greater sampling rate) is reduced to match the tof data. Linear interpolation between 
nearest neighbour data points was used to approximate the load corresponding to the 
sample times from the tof data set. Since only the first and last cycles were recorded, 
the reduced fifth (final) cycle was duplicated to build the three missing cycles. The 
resulting load vs. time data set then was shifted slightly relative to the tof vs. time 
to eliminate most of the phase mismatch, following which the two were combined into 
a new data file (see Fig. 6.7). As an added bonus, a regression routine is used on 
the resulting tof vs. load data in order to calculate the corresponding acousto-elastic 
coefficient.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.










100 200 300 400 500 600 700 800 9000
( M P a )
Figure 6.8. Typical time of flight vs. stress.
6.3 Sign of the Acousto-Elastic Coefficient
Upon looking at the acousto-elastic data, one fact stands out above all others, and 
that is that the initial sign of the acousto-elastic coefficient of the waspaloy is positive. 
This sign is the opposite of what anyone would expect, what it would infer, in a global 
sense, is rather counterintuitive. It means that the material stiffens as it stretches — 
the more it is pulled, the harder it is to pull further. It is clear that such a trend must 
turn around — after all, eventually the material must weaken and break — however, 
all indications are that if this occurs, it must occur well beyond yield. This is clear 
from Fig. 6 .8 , which shows the tof vs. stress of waspaloy sample number 3, which 
was being stretched up to 5% beyond yield. This behaviour is also astounding due 
to the fact that, based upon theoretical calculations and tabulated third order elastic 
constants, most metals are expected to demonstrate the opposite trend (See Chapter 
2).
Clearly, the first candidate for an explanation of these results must be design errors 
in the experimental setup. To check this possibility, two geometrically similar samples
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Figure 6.9. Tof vs. time and load for mild steel.
were made using a mild industrial steel, a material for which ample acousto-elastic 
data is available in the literature. The results are shown in Fig. 6.9 (which go some­
what beyond yield). These agree reasonably well with the values from the literature 
and suggest it is indeed the material, and not the design of the experiment, which 
gives the strange results. (Aluminum samples also demonstrated results similar to the 
literature, however, these are not included here because the data was too sparse to be 
of any analytical value due to the low yielding of A1 compared to steel and especially 
waspaloy.)
6.4 Acousto-Elastic Coefficient vs. Fatigue
A second very interesting result arises when one collects acousto-elastic data during 
fatigue, this being the decrease in the coefficient. While this effect is not a great 
surprise, given the discussion of Chapter 2, it is a possibility which is nevertheless often 
overlooked in the literature. Fig. 6.10 shows the progression of the tof data for different 
numbers of fatigue cycles. This data is typical of the higher fatigue cycle samples, it 
is somewhat truncated for lower numbers of fatigue cycles; it is likely that this should 
be interpreted as the sample breaking earlier (due to the higher absolute load levels). 
The striking result is that the sign of the acousto-elastic coefficient changes just prior 
to the sample failing. (It must be noted that this behaviour was only ascertained 
during the fatiguing of the last sample. The possibility of a sign change was initially
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Figure 6.10. Tof vs time at various levels of fatigue for waspaloy. Upper left: 35 
cycles; upper right: 11440 cycles; lower left: 13640 cycles; lower right: 15640 cycles
out of 19440 total cycles.
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Figure 6.11. Tof vs time at various levels of fatigue for steel. Left: 160 cycles; 
1785 cycles, of 1990 total cycles.
right:
dismissed when using the Instron machine — because the sign was not continuously 
monitored in those experiments — however, it does fit a number of observations from 
that period, and provides a better progression for figures such as 6.13) This result has 
rather exciting possibilities for the fatigue monitoring of this particular material, but 
may be disappointing from the point of view of fatigue monitoring in general, since 
the same thing was not observed in the steel. Compare Fig. 6.11, the steel, with Fig. 
6 . 10 .
While the sign of the acousto-elastic coefficient is clear from these graphs, the 
magnitude is much less so. The important question which must be answered is where 
on these graphs this coefficient should be measured. Fig. 6.12 shows a typical steel 
cycle loaded somewhat beyond yield. As is clear, there are basically four regions. On 
the application stroke, the tof increases quickly for a short period, then flattens out. 
This shoulder corresponds to the point at which the samples are beginning to yield. 
(In fact, it would appear to be a more sensitive and consistent indicator of yield than 
watching the stress-strain curve.) Once the strain is strictly yield, the tof begins to 
increase with nearly the same slope as before. On the relaxation stroke, much less of 
a shoulder is evident, and the tof may not be completely recovered, indicating that 
the yield process may have irreversible consequences for the elastic properties of the 
material (damage, hardening). Now it should be clear that a non-destructive measure 
of the acousto-elastic coefficient should include only the elastic portions of this curve.
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Figure 6.12. Regions of a typical single fatigue cycle.
That is, the first and last regions only. Thus, in order to systematically determine the 
acousto-elastic coefficient from graphs like Figs. 6.3(b) and 6 .8 , it is necessary to find 
the slope of the curve somewhat below the peak. (The valleys were somewhat trimmed 
as well to eliminate the effects of phase mismatch between the tof and load data sets.) 
This was done using linear regression for each rising and falling slope. This slope could 
be converted to an acousto-elastic coefficient using a conversion factor:
A v  v2A f  A t \  , .
“ = A f  =  - — ( a f ) '  (<U)
where v is the acoustic velocity, x  is the path length of the sound, A  is the cross section 
of the sample, T  is the stress, and F  is the load. The result for waspaloy sample A is 
shown in Fig. 6.13. Notice how the acousto-elastic coefficient begins positive, crosses 
through zero, then continues negative until failure. The last two points are likely due 
to the interference of the ultrasound with the already developing macrocrack.
Unfortunately, not all the results came out this cleanly, since the steel time of flight 
results, in particular, were somewhat undersampled in this region due to their much 
lower yield point. The steel results for sample 2 are shown in Fig. 6.14. Notice the 
noise here is much higher, and buries the progression, if one does indeed exist. The
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Figure 6.14. Acousto-elastic coefficient vs. fatigue cycles — steel
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Table 6.2. Slope of acousto-elastic coefficient vs cycle for various samples.
Sample A a/cycle R2
A
~ up -9.22 x l t r 7±1.6 x 10~8 0.89
-  down -9.53 x 1CT7±1.7 x 1CT8 0.90
B
-4.69476 x 10~7±5.7 x  10“ 12 0.84
-4.75524 x 10_7±5.8 x  10~12 0.85
C
-6.7208 x  10~7±6.6 x  10~n 0.86
-6.7284 x 10~7±6.9 x  H T11 0.90
D
-1.4062 x 10~6±1.1 x 10~10 0.91
-1.3963 x 1Q-7±1.1 x H T10 0.91
3
-3.517 x MT7±4.8 x IQ-10 0.88
-3.782 x 10-7 ±4.6 x 10~10 0.91
remaining a  vs. fatigue graphs may be found in the Appendices. Table 6.2 summarizes 
the results. They show that the acousto-elastic coefficient shows a reasonably linear 
variation with fatigue — which suggests a correlation to the material damage. That 
this did not work in steel is rather disappointing, but may be due to the difference 
in the type of damage occurring in that material (more ductile, less brittle; see Fig. 
6.15).
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Figure 6.15. Comparison of failure modes for the steel (left) and waspaloy (right) 
samples. Clearly the steel exhibits a more ductile failure mode.
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CHAPTER
7
Interpretation of Waspaloy Fatigue Results
The results discussed above, particularly those from the acousto-elastic experiments, 
have a number of outstanding features that require explanation. The first is the original 
sign of the waspaloy acousto-elastic coefficient. The second is its dependence on fatigue 
cycle. The final question is how this variation can be reconciled with the lack of 
variation in /?. In order to make a plausible explanation of these facts, clearly it is 
necessary to look at the material’s microstructure. As described in Chapter 4, the main 
feature of this microstructure is the existence of a 7 ' precipitate within the grains of 
7 . (Other precipitates occur also, but arguably these occur in many alloys including 
steel, and so seem unlikely to impact any more heavily on the waspaloy than they 
do elsewhere. Besides, it is well accepted that the strength, thermal, and hardening 
characteristics of the Ni based superalloys are due mainly to the existence of 7 ' and 7 " 
precipitates.) The 7 ' works as a hardener primarily by stopping the free movement of 
dislocations (mainly stacking faults) through the grain crystal. It is also well accepted 
that there exists a small lattice mismatch at the 7 -7 ' interface, resulting in surface 
tensions and residual stresses in both phases. It is clear that without the 7 ', the 
yield stress is much lower -  this seems to suggest that in the 7 -7 ' lattice, the load is 
effectively transferred from the 7  to the 7 ' as it is being applied. One interpretation 
of these results, therefore, might be that, as the load is increased, the acoustic wave 
increasingly ‘feels’ the stiffness of the 7 '  over the 7 , and since 7 ' is the stiffer material,
78
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speeds up. As the material is fatigued, dislocations may eventually force their way 
through the precipitates, leading to pathways where slip can occur and to the point 
where the load can no longer be sustained. Dislocations then build up followed by 
microcracking and fracture. Prior to this, as damage build up is occurring, the softening 
influence of the damage itself is competing against stiffening influence of the second 
phase. Under tensile loading, the microcracks are opening, and the effective stiffness 
of the material is reduced, along with the wave velocity. Eventually, the damage wins 
out.
This interpretation of the waspaloy’s behaviour is supported not only by these 
acousto-elastic results, but also by a reading of literature, microscopic analysis, and 
x-ray diffraction analysis. The load transfer theory seems in strong agreement with 
both the theoretical and the experimental results of Stone et al. [107]. The idea of load 
transfer between different microstructures is not a new one. For example, it has been 
known that in polycrystalline structures, load transfers take place between grains with 
different orientations. This is because yield is a generally anisotropic phenomenon, so 
that certain grain orientations are more prone to slippage in certain directions. Any 
additional load is therefore distributed to those grains which are not slipping. In the 7 - 
y  grain, the matrix and precipitates have the same orientation, but the precipitate has 
a much higher yield. Thus as the matrix begins to yield, the excess stress is partitioned 
ever more strongly to the precipitate. Upon release of the system, the positive elastic 
microstrains remain in the 7 ', while the 7  counters this with a negative microstrain. 
This results in a peak broadening as the two phases shift in opposite directions, a peak 
broadening which was also detected on these samples by x-ray diffraction. (Proto Table 
7.1) In the papers by Stone et al, the peak broadening was resolved into two separate 
peaks based upon some shape assumptions; in this way, they were able to track the 
load redistribution among the different phases as well as the grain orientations, as well 
as demonstrate the existence of the residual microstrains and stresses. Unfortunately, 
this series of papers did not attempt to follow the fatigue evolution of these properties 
or to see whether similar partitioning is active towards the other end of the sample 
life.
In order to demonstrate more clearly the effect of the precipitates on this material, 
a number of additional tests were performed. The first was to check the acousto-elastic
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Figure 7.1. Tof vs. stress for wrought waspaloy sample.
constant of a wrought waspaloy — that is, directly from the manufacturer, prior to 
any additional heat treatment or mechanical hardening. The second test was to apply 
X-ray diffraction to the material to try and detect changes similar to those found by 
Stone et al. The third was to obtain micrographs of various kinds to try to visually 
locate the changes which take place in the microstructure.
In wrought wasaloy, prior to heat treatment, much more of the 7 ' is still dissolved in 
the matrix. The primary purpose of the heating process is precisely to allow additional 
Y to fall out of solution. Thus, if a bimodal load distribution across these two phases 
is the appropriate model, then one might expect a different response from the wrought 
versus heat treated material. The acousto-elastic effect for the wrought material is 
shown in Fig. 7.1. For comparison, see Fig. 6.7. Two obvious effects are occurring, 
one being the very large yielding effects in the first few cycles, the other is the somewhat 
smaller slope. This seems to indicate that the effect is dependent on the amount of 
precipitate in the material, which would seem to suggest the theory of interphase load 
transfer is at least reasonable.
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Half Width Half Max
Sam ple 1 Stress (ksi) Left of Max Right of Max
Grip -29.99i5.32 2.29i0.09 2.34i0.13
Gauge 3.25i3.12 3.80i0.10 4.08i0.13
Sam ple 2
Grip 0.32i4.29 2.35i0.14 2.34i0.15
Gauge 15.48i3.38 3.11i0.10 3.Q4i0.07
Sam ple 3
Grip 10.52i5.32 2.41i0.16 2.39i0.11
Gauge 3.25i3.12 2.95i0.10 2.92iO.Q5
Table 7.1. X-ray diffraction peak data, courtesy of Proto Manufacturing, Inc. Notice 
how the peaks widths are consistently wider for the fatigued material.
The second technique which was applied to this problem was that of X-ray diffrac­
tion. This was provided by our industrial partners, Proto Manufacturing, Inc., an 
internationally leading company using X-ray diffraction techniques for the testing of 
residual stresses in metals, and manufacturer of X-ray diffraction equipment. These 
results are obviously analogous to the neutron diffraction results of Stone et al. The 
significant difference (besides cost and time considerations) lies in the fact that X-rays 
are reflected from the metal surface, penetrating at most a few microns, whereas neu­
trons can collect data from the bulk of the sample. Diffraction tests were done which 
compared material in the grip and gauge regions of the three of the fatigued samples. 
It turns out that, although the overall residual stresses (peak position) at these loca­
tions was not an indicator (it was not expected to be), a significant trend was found 
in looking at peak width (see Table 7.1). Peak width information is typically seen as 
an indicator of dislocation density, however, in light of what is found in the literature, 
it could well be partly due to the difference in microstress between the two phases. 
Although the scientists at Proto made no attempt to resolve the individual peaks of 
the phases, the apparent asymmetry seems to support the idea — that the microstress 
of the matrix (the main peak on the leading edge) is shifted one direction, while the 
microstress of the precipitate (the secondary, trailing peak) shifts the other.
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Along with the x-ray results, a few microscopic analyses were performed on what 
were deemed the most representative samples. SEM (Fig. 7.2, Fig. 7.3, courtesy of 
Westinghouse) and acoustic images, from our own scanning acoustic microscope (EL- 
SAM operating at 800 MHz (Fig. 7.3), show a wealth of microcracking damage in the 
gauge region. The SEM demonstrates, in Fig. 7.4, that the fracture is primarily along 
grain boundaries and initiated from the surface as is typical in most metals which are 
not work hardened at the surface. Fig. 7.5 shows the distibution of helpful precipi­
tates (the little spheroids in the grains are thought to be the large variety of Y), and 
the ones that could cause problems (inclusion). It is clear from these pictures that 
this material follows a primarily brittle anisotropic damage pathway. It is undoubt­
edly the overall softening effect of this damage which competes with and ultimately 
overwhelms the hardening and stiffening effect of load transferral. This may well be 
much less observable in our steel samples for the reason that, first, load transferral does 
not occur in any substantial way in steel, and also the damage is much more ductile. 
Less explicable is the result from Chapter 5 that the damage had little impact on the 
nonlinearity parameter. It is quite possible, however, that this is due to the very clear 
anisotropy of the damage. The nonlinearity parameter was probed using longitudinal 
waves propagating in the plane of these cracks, i.e. across the bar (horzontally in Figs. 
7.2 to 7.4). One would expect a much greater effect from propagating normal to the 
crack face, that is, along the length of the bar. In that case, the tensile stress portion of 
the wave would tend to pull the crack faces apart while the compressive portion would 
push them together, resulting in waveform distortions which would affect the harmonic 
components and thus (3 (see the subsequent chapters). This direction, unfortunately 
was not accessible during the experiment, and this is often the case practical loading 
applications also.
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Figure 7.2. Micrographs taken near the fractured surface (left) and near the grip 
(right). Note the extensive damage in the vertical (loading) direction.
Figure 7.3. SEM close up showing the beginnings of fracture (left). Acoustic image 
of microcracking at a similar magnification using an 800 MHz focussed lens (right).
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Figure7.4. SEM of fracture surface profile (left). Cross section of subsurface 1 mm 
away from fracture (right). Note the crack initiation from surface flaws.
1
. '•   L2jdm..j   .!____ 29.HE___ (
Figure 7.5. Precipitate microstructure visible using SEM. 10,000x magnification 
showing grain boundaries and embedded j '  precipitates (left). Close up of a large 
inclusion, thought to be Ti (right).
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CHAPTER
8
Unilateral Models of Fracture Surfaces
8.1 Introduction
In models of damaged materials, the type of damage, and more importantly, the elastic 
behaviour of the material, is presumed to depend on the behaviour of model microin­
terfaces, primarily microcracks. Once the micro-model is well understood, it is then 
possible to extrapolate under some assumptions to make predictions for the macro­
model. One of the simpler such microcrack models is that of an infinite plane interface 
in intimate contact. This model also works as a limiting case of 2D damage — that is, 
damage localized at an interface such as the boundary of an adhesive bond. In that 
sense, the contents of this chapter are useful for comparison and incorporation into the 
material of subsequent chapters. It must be noted that this is not a new topic, in fact, 
it was explored using various angles in some depth in a series of of papers by Comnimou 
and Dundurs [31]. The nonlinear aspects were studied using a time domain approach 
by Richardson [32], and a number of other authors have developed other approaches 
and insights over the years (See references in Chapter 3). In this chapter, models of 
“clapping” and “slipping” interfaces are explored along the lines of the Richardson ap­
proach, introducing small generalizations, which give a few new results. Mathematical 
similarities between the two situations are pointed out and, finally, new expressions 
proposed to combine them.
85
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
Unilateral Models of Fracture Surfaces 86
Prior to jumping into the model, it is worthwhile to define, for readers unfamiliar 
with the term, the notion of the “unilateral” interface or boundary condition, and place 
this problem into mathematical context. The regular boundary conditions, known as 
“bilateral” involve only equalities, in the case of acoustics, the continuity of the fields 
at the interface. That is, across the interface, it can be written:
i / ( 0, t) =  un {0, t); T 1 (0, t ) =  T n {0, t ) (8.1)
In contrast, “unilateral” boundary conditions are those which are governed by inequali­
ties. For example, the well-studied “Signorini” boundary conditions give the behaviour 
of a material in contact with an immobile surface (same as the current situation in the 
case of an infinitely heavy second medium). In this case, the first boundary condition 
becomes unilateral:
uJ(0,f) <  0 (8.2)
Such a boundary condition approximates many different situations in mechanics, and is 
quite similar to the conditions imposed on the microcracks of damage theory. Strictly 
speaking, however, it is not nonlinear, but simply bilinear, with an amplitude depen­
dent switching.
8.2 The Clapping Microcrack
The idea is to model a finite crack using a quasi-infinite approach. The crack is a 
discontinuous interface system with a particular “gap” enforced by the surrounding 
continuum. To simplify things, assume the extent of the crack to be quite large in 
comparison with the beamwidth, effectively allowing the crack tips to act as a mech­
anism for enforcing the gap and nothing more. Assume, as a simple model, a pair of 
plane interfaces, which are found, in the stress free state, to be a distance 2Aq apart. 
This gap is enforced by the spring-like action of the crack tips, with an effective spring 
constant K.  (Note that this model should be identical to Richardson’s as K  —> 0, and 
would be the perfectly fused interface when K  —> oo.) A plane longitudinal wave is 
incident from —oo. In the surrounding material, the regular dynamical wave equation 
is valid:
d2u 2 d^u
dt2 ° dx2 ’= (8-3)
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Figure 8.1. Model of a clapping interface.
Depending on the strength of the applied stresses, one expects two possible sets of 
boundary conditions. When the gap is closed by the external stress, the “closed” 
boundary conditions hold. These are the regular continuity of displacement and stress, 
as in Eq. (8.1). The second “open” boundary condition occurs when the gap is open, 
and may be written:
T 1 =  K {  A - A 0) (8.4)
T 1 =  T u , (8.5)
where 2A is the actual gap width. Assuming incident, reflected and transmitted partial
waves / ,  g, and h, the displacements and stresses to the left and right of the interface
are given by:
uJ(x,t) =  f ( x  — ct) + g(x +  ct) (8 .6)
un (x,t) =  h(x — ct), (8.7)
T J(x, t) =  A [/'(a: — ct) +  g'(x +  ct)} — P  (8 .8)
T n (x,t) = A h'(x — ct) — P  (8.9)
where P  is a static stress applied at infinity and A is the appropriate elastic constant 
(See Fig. 8.1).
At this point, it is useful to change to more convenient coordinates at the interface. 
Let:
S(t) =  ^ (ttJ (0 ,f) +  un (0 ,t)) =  ^[ f ( -c t )+ g(c t )  +  h(-ct)} (8 .10)
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and
=  \  (wJI(0,t) - « J (0,t)) =  ^[h(-ct) -  f ( - c t )  -g(ct)] (8.11)
Clearly, the first of these is the average displacement, whereas the second is the relative
displacement, or half the gap width. Taking derivatives with respect to time:
£(*) =  \ c [ - f ( - c t )  +  g\c t ) -  h'(-ct)}
= ~ [ T I { 0 , t ) - T n { V , t ) - 2 \ f { - c t ) } -  (8.12)
A(t) =  ^ c [/ '( -c t)  -  g’(ct) -  h'{-ct)}
=  ~ [ T \ Q yt) + T n (0,t) -  2 \ f ’( -c t )+2P\ .  (8.13)
The boundary conditions imply for S:
t ( t )  = - c f ' i - c t )  (8.14)
at all times. For A, they imply:
A(i) =  0 (8.15)
for the closed condition, and
A(t) =  - ^ ( A  (t) -  A0) +  c f ( - c t )  -  ~  (8.16)
for the open. These expressions also determine the transition times: the interface goes 
from open to closed at a times U when A(t) —» 0+, and goes from closed to open at 
times tj when A(f) —► 0~.
Setting the initial conditions, E(0) =  0 and A(0) =  Ao — P /K ,  it is clear that
E(i) = / ( - r f )  - / ( 0) (8.17)
while A(t) requires in general the solution to an inhomogeneous differential equation:
A (t) + ~ A ( t )  = c f ( - c t )  + C( K A » ~ P \  (8.18)
The general solution to such an equation is the superposition of the general solutions 
to the homogeneous equation:
A(i) +  ^ A ( t )  =  0 , (8.19)
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and a specific solution in terms of the right hand side and its derivatives. The solution 
to the homogeneous equation is:
Ah(t) =  .Aexp — f j  . (8 .20 )
The specific solution will depend generally on the precise form of the function / ( —ct).
Having E(i) and A(f), it is a simple thing to write the reflected and transmitted 
signals:
/ \ _  , X  x , X  Ng(x + ct) = S ( t  ) — A ( t----
c c
= - A  ( f - f ) - / ( 0 ) ,
h(x — ct) =  E(t — —) +  A(t —




the incident input wave, f(x).
First, this function is needed to solve the differential equation for the open motion, 
and second, the transition times between opening and closing will depend entirely upon 
it.
8.3 Incident Longitudinal Sine Wave
For comparison with the literature, the analysis is continued using as input a sinusoidal 
signal. The incident wave therefore is:
f (x )  =  Asin(—kx) (8.25)
with a first derivative
f '{x)  =  - k A c o s ( - k x )  (8.26)
It is necessary to find a specific solution to:
A (t) +  - r -A  (t) =  —u>A cos(u;t) +  — — . (8.27)
A A
Such a solution will have the form:
A(i) =  a\ cos (cut) + sin(tut) + 0 3 . (8.28)
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Differentiation and substitution gives:
c K-a\u sin(ort) +  cos (art) H— — (ai cos(ut) +  0,2 sin (cut) +  03)
A
-uA  cos (ut) +





— aicj sin(urf) +
+
a\cK . . .
ct2W H  ---- 1- u>A cos{iut)
A
c(ifa3 - i f A 0 +  P)
A
=  0.




ai  =  -
Aq - i f
kX
01 i f  1 +  72 
ur.A
where
u)2A 1 cK  
cK  A
i f
7 ~  fcA'
A -f  





\ / l  +  72 
1
\ / l  +  72
A o -P /if^ j
a
(8.29)
the full general solution then may be conveniently written as
A(i) =  a ( — sin(u>t + <f>) + — exp(—7 ut)  -f 
\  a
Here a  is just an ‘effective’ amplitude:
A
\ / l  +  72
and /? is a parameter chosen to satisfy the initial conditions.
From Eq. (8.37) above, it is clear that the interface will eventually close provided 










A0 -  P / i f
a
(8.39)
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Figure 8.2. Waveform for clapping interface; (f> =  7r/4, f2 =  0.99.
It will reopen at time t{ when cos(cuij) =  Qsm(4>), found by setting A(fj) =  A(tj) = 0 
in Eq. (8.27) above. This also gives the initial condition needed to find j3: A =  0 
(3 =  - a  (— sin(cut* + 4>) + fi) exp(7 wtj), so that, from to t f
A (f) =  a  (O — sin (tut +  <£) +  (fl — sin(u;f j +  0)) exp (— tan cjxjj(t — f j ) ) ) , (8.40)
where it is recognized that tan<̂ > =  7 . Closing times then occur at tj when A (tj) = 0. 
It is quite clear from the form of the preceding equations that this transition from 
open to closed and back, if it occurs at all, will happen every period. (See Fig. 8.2.) 
This makes the appearance of subharmonics in such situations, well reported in the 
literature, even harder to explain. The opening and closing are evidently controlled by 
only two parametric combinations, <j), and fI. The latter has the same role as it does 
in Richardson’s work, while the former is new to this model. Similar to that model, 
there may be conditions of high external pressure which prevent the opening from ever 
occurring (ie: when O < — 1/ s in <j>) or low pressure so that the interface never shuts 
(ie: when Q > 1). Both of these situations represent strictly linear situations, with 
peak harmonic generation occurring somewhere in between (See Fig. 8.3).
8.4 The Friction Coupled Microcrack
Similar to the clapping case, the crack is treated as an infinite plane interface between 
two identical infinite elastic continua. The interface remains closed at all times, due
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u 1 (0 ,t) [(0 ,t)
reflected wave
g(x+ct)
Figure 8.4. Model of shearing interface.
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to a compressive static pressure, P  > 0. At t  =  0, a wave, normally incident on the 
interface from the left, produces pure shear stresses, which may be transmitted across 
the interface only by the action of the frictional forces (See Fig. 8.4) The frictional 
forces are assumed to be linearly related to the net normal stress across the interface, 
and will always act to oppose the relative motion of the surfaces. Consider, as usual, 
two coefficients, one (fis) that will be applied when the surfaces are stationary with 
respect to one another (“stuck”), and another (fid) that is applied when the surfaces 
are moving (“slip”). It is clear that the system will be in the static regime as long 
as fisP  >  |T|, where T  is here the traction at the interface due to the incident wave 
only, and will remain in the dynamic regime provided |Tj > fidP- In the homogeneous 
regions on either side of the interface, the usual wave equation holds. During the stuck 
motion the following boundary conditions are used:
uz + k = u11 (8.41)
T 1 = T 11,, (8.42)
where re is just the difference in displacement that was realized during the preceding 
slipping motion. During slipping, one might expect that frictional forces can only 
transmit a portion of the stress, so
T 1 = —sgn fidP  (8-43)
T n  =  T 1. (8.44)
Here, the fact that the frictional forces must be opposite in sign to the displacement 
velocity on the left side of the interface is used. (Because of the dispersive nature of 
the friction force, the left side should always lead.)
In precisely the same manner as in Sec. 8.2, define A(i) and £(£). (The elastic 
constant in what follows is labelled as fi.)
In these coordinates, the boundary conditions become quite simple. Throughout 
the motion, have:
t ( t )  = - c f ( - c t ) .  (8.45)
During stuck motion:
A (t) =  re/2, (8.46)
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while during slipping it is possible to write:
A(t) =  c f ' ( -c t )  +  c sgn ( ^ j  (8.47)
With reasonable initial conditions, T(0) =  0 and A(0) =  0, and demanding that A
remain continuous, general solutions can be found by integrating:
E(f) =  f ( - c t )  -  /(0), (8.48)
A(i) =  A(ti); t e  stuck, (8.49)
=  -  Lf(-ct) -  /( - c t i ) ]  (8.50)
+A (ti); t € slip,
where implicit advantage was taken of the fact that during the slip motion, the direction 
of the frictional force will not change. Eqs. (8.21) and (8.23) may still be used to find 
the transmitted and reflected waves.
8.5 Incident Transverse Sine Wave
A simple way to determine the efficiency of harmonic generation for comparative pur­
poses is to find the distortion of a purely harmonic incident wave. The incident dis­
placement wave is assumed to be:
f{x)  =  Asin(kx), (8.51)
Making use of the general solutions, transitions between slip and stuck motion are 
found at to + nit and vice versa at t\ +  nir, where to and ti  are solutions to:
pkA  |cos(wt0)| =  /%£*, (8.52)
and:
likA\cos{uiti)\ =  psP. (8.53)
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The semi-periodicity noted above arises from the directionally independent nature of 
the frictional force. By taking advantage of this symmetry, the solutions may be written 
in the following reasonably compact form:
T{t) — A  sin(—wt) (8.54)
A(f)
' (-1 )"A  +  AD0,
uito + nir < uot < uiti + rwr; 
(—l)nA [sin(wf — n7r)
+  ADq,+  (u t  ~  (n  +  1)?r) + Do
u>ti + mr < uit < ujto + (n + l)ir. 
with n here refering to the nth half period, where
D\ +  Z?2 
Do =  — 2 ~
is the “dc” offset (due to the selection of intial conditions), and
_ . a^P




Z?2 =  — sin(u;ti) VdPkAfi
( u t l  —  7T) (8.58)
are the peak and trough displacements of the wave. The profile of this wave is shown for 
one case in Fig. 8.5. From this result, harmonic components are found using a Fourier 
transform. From the general expressions for the reflected and transmitted waves, it is 
clear that the anharmonic contributions is that of the A(t) term. Taking advantage of 
its semi-periodic nature:
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Figure 8.5. Waveform for wave reflected from friction coupled interface. Here m  —
0.3, ns — 0.5
ui f to+^
Fn = —  I A (t) exp(inu>t)dt
27r J to
I* o+5
/ [A(i) — AD q] ex.p(inu>t)dt
Jto
/•*0+ ^  r n  !-(-l)n / A ( t  A D q (8.59)
J to + * w J
UJ 
27r
x exp[in(ujt — ir)]dt 
coD0+ A —— / exp(inLjt)dt 
27r Jto
A D q, n = 0;
0, n euen;
£ [A(t) -  j4D0] e(ireu;t)dt, n odd.
(8.60)
These integrals are simple, if tedious, to work out explicitly. The dependence of the 
lowest odd harmonics on the static pressure at the interface are shown in Fig. 8.6.
8.6 Conclusion
The non-uniform behavior of these harmonics is markedly different from what one 
would expect from the “classical” bulk nonlinearity. For one thing, the amplitudes of
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Figure 8.6. Lowest harmonics at a friction coupled boundary. Here Q = ĵ~£,
t̂ d, ~  gMs-
all these harmonics are in proportion to the input signal, a very different behavior 
from classical nonlinearity (see Chapter 2). The nonlinearity results mainly from the 
dependence of the transition times on amplitude. These timings directly control the 
signal’s harmonic structure (see Fig. 8.7). The shearing surface friction has a symmetry 
which results in the appearance of only odd harmonics, whereas the clapping interface 
will result in all harmonics being present. The introduction of an equilibrium crack 
opening, modeled as a Hooke’s law spring connecting the two crack faces, does not 
significantly change the structure of the clapping harmonics, although it introduces an 
additional parameter for consideration. It does not explain the subharmonic generation 
observed in many cases [36], or other chaotic nonlinear effects. In the shearing model, 
the results generally are hysteretic with a consequent loss of energy, much as expected. 
Using two frictional coefficients brings some added richness to the shearing situation, 
with the harmonic structure showing strong dependence on the ratio of kinetic to static 
friction.
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Figure 8.7. Shift in positions of minima depending on ratio a) 3rd through 9th 
harmonics for (id = (is, b) typical progression as (id decreases, for the 5th harmonic.
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At this point, the simplest solutions for the single contact interface have been con­
sidered. These results are strictly limited however, to single mode, normally incident 
waves. To generalize this, the first and most important step is to write a more general 
set of boundary conditions. This may be accomplished by realizing that there are, in 
general, three modes of motion at the interface: open, closed and stuck, closed and 
sliding. For each of these, the traction remains continuous (taking X3 in the direction 
normal to the interface):
4  =  4 '-  (8.61)
For the open crack (with K  =  0), the second condition is:
4  =  0 . (8.62)
For the closed, stuck interface, the condition is on the displacement:
u{ +  hi =  /13 =  0, (8.63)
where hi is the vector locating the displacement of one surface with respect to the 
other. The third and final possibility combines displacement boundary conditions in
one direction and traction boundary conditions in the others:
us =  *4f;
4  =  -VixUdT&l i 3 (8-64)
where V{± is the unit vector in the direction of the velocity projected onto the interface:
Vo. =  - 7:^.4 ^ ; i 7̂  3. (8.65)
Uj
V/«i +  “ 2
The closed state exists for T33 < 0 at the interface, stuck exists while s j  (T/ 3) 2 +  (T^ ) 2 <
lUsT&l sliding while \ J ( l^ ) 2 +  (4)2 > |w4s|> 311(1 °Pen as long ast i j  < uI1. Ap­
plying such boundary conditions in the most general case would result in a complex 
coupling of mode directions, polarizations, and frequencies. These intriguing possibil­
ities are left to future research.
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CHAPTER
9
A Thin Layer Approach to Modeling a Poorly Defined Interface
9.1 The Approach - Generalization of Boundary Conditions
“Boundaries” in continuum mechanics are an abstraction that allows for the applica­
tion of a simple piecewise continuous model to the inhomogeneous problem of two 
homogeneous media joined at some interface. Provided the variation occurs over a 
small enough region, (at least much smaller than the wavelength) this is a reasonable 
approximation, and simple equations relate the fields on one side to those on the other. 
Similar equations can be derived for any narrow layer using a simple linear expansion 
and the equations of motion; in other words, the motion can be related quasi-statically 
from one side of any sufficiently thin layer to the other, treating it as a boundary. It 
is then rather straight forward to consider what happens when the elastic equations of 
motion inside the layer are perturbed. Of greatest interest is the case when the medium 
of the boundary layer demonstrates certain types of nonlinear behaviour. There are a 
number of reasons for this approach. The first is to develop a simple framework which 
is flexible enough to handle adhesion bonding of various types, including the softer 
adhesives and adhesive failure. The second is that a great many situations arise in 
practice where contact problems develop along an interface, but generally it is difficult 
to know precisely what these problems are going to be. This method allows a general 
overall solution to be written without knowing these details. Finally, it would allow the
100
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application of damage mechanics to an interface region in order to allow a continuous 
range of damage behaviour, from perfectly welded to completely broken. The goal, 
then is to develop “boundary conditions” that generally relate the fields on one side to 
those one the other, without specific reference to the fields in the intervening space.
Assume a thin layer of width 8 , much smaller than the wavelength, with orientation 
given by a normal unit vector, n.  The front surface of this layer satisfies XiUi = g — 8  /2, 
the back surface =  g +  8/2. All fields are assumed to be continuous across this 
region, so that, along with the exact relations at either side of the layer:
ul(x k >*) =  u f ( x k -  8nk/2,t)  (9.1)
u f ( x k + 8nk/2,t)  =  (9.2)
nj Tlj(xk ’t ) = n3Tij(x k ~  Snk/2,t)  (9.3)
njT^ (xk + 8nk/2, t) = njTif(x% +  8nk,t), (9.4)
the approximate relations:
qul
u f ( x k,i) =  u f ( x k ± 5 n k/ 2 , t ) ^ f n p- ^ - ( x ^ , t ) 8 / 2  (9.5)
dT-
T{j(xk,t) =  T(-{xk ±  8nk/2, t) ^  np-^ - {x± , t )8 /2 ,  (9.6)
may also be written. Here the wave is incident from the I  material to the I I  material, 
passing through the thin layer, L,  material. Putting these together in the obvious way, 
the result is something that looks a lot like a set of boundary conditions:
Bvl
uIi I {xk + 8nk,t) =  Ui(xk,t) + np^ - ( x kve,t)8 (9.7)
&T-
nj T l / ( x k +8nk,t) =  nj Tlj {xk,t) + nj np- ~ - { x k3e,t)8. (9.8)
The average value of a function at the interface is defined as f { x f e, t) =  \  ( f (xk -  Snk/ 2 , t) +  f { x k + 
The problem with the equations derived above is that they contain references to 
the field inside the layer. Without knowing explicitly the variation of the uL and T L 
in the direction of n, the directional derivatives above cannot be evaluated, even at the 
surface. What can be evaluated are derivatives with respect to time, or in directions
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along the surface (_L to n). This is because, at the positions x knk =  g±S/2,  u f  =  u1̂ 11̂  
and ni T?j — r ij l f j11'*. It is reasonable, therefore, to attempt to rewrite (9.7) and (9.8) 
in terms of the fields on either side of the layer. This may be accomplished using the 
constitutive relations (Hooke’s Law in the small signal limit) and the laws of motion 
(Newton’s Law). The major difficulty lies in the fact that only certain parts of each 
field are continuous across these boundaries, in particular, the traction is continuous, 
but the other components of the stress tensor are not; and generally speaking any 
field derivatives taken along the interface are continuous, while those taken across the 
interface are not.
Beginning with equation (9.7), and the definition of strain, |
T ij =  Cijklekl (9-9)
_ ( duk\
-
( d u k d u k \
£ q l~dx~ niT lq^ x ~ )  '
where epi =  5pi — npni is the projection onto the interface perpendicular to n (Sij is the 
unit tensor). It is clear that, given the continuity of certain variables, at each interface:
njUpT^ +  sjpTtp =  cfjld ’ (9-10)
which is a set of six equations and six unknowns. (The I  fields are well defined.) It is 
clearly possible to separate out three of these by multiplying by ny
T T d u l  T dUu _
nPTip = njCijklelq^  +  njCijklninq- ^ - .  (9.11)
A similar expression may be written at the second interface. These may be combined
as:
d u f  , „„„ .s . r. . t. d u t ven,
q dxq
(9.12)
where AA =  (ninkcfk̂  with (nrntCi r s t  ) 1 (nj nicijkl) = h s ,  and Af lk  =  A%nsc^skl 
and T ave — |  (T 1 + T 11), etc. While this is sufficient for the displacement boundary 
conditions, the remaining results for the traction boundary condition are needed. From
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the original expression, write:




c i jk ln l^-ksn p-^sip
du1
“h [cijfc2 ci jv tn t-^vlk\ £ql~dxa
(9.13)
Prom this point, the results for the traction boundary condition are somewhat 






(TijTlpTlj "b ejp T i j )
= n.
dTjjrij
dx„ + Sr■3P dxTj
(9.14)




\ t )  =  p J
d 2u ave
dt2











where Tfjk = c§rIn,A&. and Tfjkl =ijr* r1ijkl ci j v tn t^~vlk
Prom the above, the equations (9.7) and (9.8) may be written without explicit 
reference to the fields inside the boundary layer. It is expected that these “boundary 
conditions” may be used in a manner analogous to the classical boundary conditions, 
to find reflection and transmission, bounded waves, surface waves, etc.
9.2 Application to the Nonlinear Interface
In the work above, no reference was made to the possible nonlinearity of the interface. 
One way to introduce this aspect is to use a more general form of the constitutive
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where the Cy are some functions. In general, however, the second and higher order 
terms are orders of magnitude smaller than the linear term, which is more explicitly 
suggested by an expansion:






where A[] is some small function.
As before, this can be separated into a set of six equations and six unknowns:
nj npTip T EjpTip — Cijkl | 1 +  A
duk
dus
n t n q p. "T £qt
X ninq







Multiplying by rij, it is possible to take advantage of the small size of A to get a first 







nfA jT /pnp +  (5it8ks -  ntA^lk) £qi du ldx,
(9.19)
(9.20)
was found by replacing the unknown term in the argument of A with its zeroth order 
approximation. The stresses then may be found (making use of (1 -f A)(l  — A) «  1):
Tij — TfjkUpTkp +  (Tijki +  CijkiA[. ■. ]) £qiduk
dXn
(9.21)
Although this expression is formally valid, it would appear to be significantly over­
generalized. It might be simplified by realizing that the appropriate expression is 
unlikely to be nonlinear in the directions parallel to the interface. This would be the 
case, for example, for interface damage related nonlinearity. Since the nonlinearity is 
related mainly to disbonding in the plane of the interface, the major contribution will 
be to fields acting in this direction; the nonlinearity parallel to the Interface will be due
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to the much smaller material nonlinearity. Therefore, the symmetry of A is expected 
to be such that:
CijkiA[... }eqi =  0, (9.22)
so
dT^ r 82i,ave QTL:ave„  H ( r ave f \ _  L °  u -i r . V
>n p dxp [ ’ j “  p dt* w  dxp
-  P 8 t2  dXp
82uave
~ T*jki£jp£qi d ^ t e q’ (9'23)
as before. (Incidentally, it appears this condition is sufficient to state that the function
Cij () should satisfy:
Cij (Dik) =  Cij (ninqDqk) +  Cij (siqDqk) > (9.24)
that is, it is linear with respect to the interface.) This also clearly implies in retrospect,
that:
= AS (1 ■ A[- • - ^  (9-25)
It is worth noting that, in general, pL is also field dependent, in fact, it is inversely 
proportional to the local material volume:
P®. — YJOL =  i  _l £l (9 26)
Vol o +£m‘ 1 j
This could also be expressed in terms of the substrate fields as:
/  8uJ \  -1
PL =  Po \1  +  niAf  (1 -  A [... ]) Tjprip +  {SM ~ niAilk) J (9-27)
It is, however, expected that the contribution of this term will be somewhat smaller 
than that of the other.
9.3 The Quasi-Static Case
With this general picture, it is possible to check common specific cases for comparison 
with other similar expressions from the literature. First, consider the case where the
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fields vary only in the n  direction, for example, a plane wave normal to the interface, 
along an appropriate symmetry direction (so that the stress wave has the same sym­
metry) . In that case, all gradients in the plane are zero, and the boundary conditions
are immediately simplified to:
uf1 -  u\ = A? \ n pT% e )6  (9.28)
npT ( i - n pTlp = pL~ ^ S .  (9.29)
This set of boundary conditions is precisely that of the quasi-static approximation 
(see Chapter 3). Typically it is used in its linear form, in which case the functions 
become directly related to the “spring constants” = nirikcf^ =  A^1; as well, 
often the layer inertia is ignored by setting the layer density pLto zero. Notice that 
these equations are valid for both longitudinal and shear polarizations. If the layer is 
linear and isotropic, it is possible to write Cikji =  ASijS^i +  2pSikSji, with the result 
that Kij =  A£ij +  (X + 2/j.) riiUj, or, in the notation of the quasi-static approach, 
Kij =  Kr£ij +  KLriiTij. It is clear however, that these boundary conditions will 
generally fail for oblique incidence for purely geometrical reasons. Even for the simplest 
case of isotropic, linear layer, the boundary conditions will have a additional terms (also 
noted by Rohklin and Wang [6 6 , 67]):
u " - « f  =  (K rk\ T ^  -  S (9.30)
/  a2„.ave a m a v e




With a further simplification, that the substrate is also isotropic, one can write:
rijTij = A n ^  +  2 pnj (9.32)
so:
E i j k p 1-) S (9.33)
d x j  l a v e
npTfJ -  nvT[p = (9-34)
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where
^ijk ~~ 2(iKrj, -|- (A K f j  K^ Tli$jk
+  ( K t K £ 1 +  2/t (K I 1 -  K y 1) )  UinjUk, (9.35)
and
Gipqr ”  \Sjjq8pp *f" ~F (A-L ) £pq&ir ~F *2Kx^iq^pr * (9.36)
9.4 The Reflection Problem at a Nonlinear Interface
Consider a pair of isotropic half spaces, joined along a single infinite plane interface 
perpendicular to the x% axis. A plane longitudinal wave is incident at an angle 9 so 
that the wave vector direction is k° =  sin 9 ex +  cos#e3. Phase matching still occurs 
along the interface, which means that the phase velocity component along the interface 
is the same for all reflected and transmitted partial waves. That is, for the partial wave 
labelled a, with wavevector defined through the phase velocity by ka =  -r-, will have
components fcf =  k® =  k° sin 9, k$ = \ / ( k &)2 — (fc“ )2. Polarizations pa are directly 
related to the phase velocity directions, pa =  k“ =  fgr for longitudinal modes, and 
pa =  k“ x §2 =  ^-pr2- for the “vertical shear” transverse mode. (The second transverse 
mode, the so-called “horizontal shear” mode, will not be coupled at the interface in the 
isotropic case.) Eq. (9.25) gives, with Tj2, 112 and all derivatives in the X2 direction 
equal to zero, rij =  <5*3 , and =  0 except for £n =  £22 =  1,
duave-
=  (4 7 3 ) 1 ( l - A [ . . . ] ) r f e - C / 3fcl dxi
(9.37)
dv,ave iwhere 5 is the nominal “thickness” of the interface layer, and A[T™e, -g^-j provides 
the nonlinearity. The displacements on either side of the interface are due to the partial
waves
uj(x, t) =  p®Ao(k®Xj — ixt) +  J 2 p ? A a (k fXj +  ut) (9.38)
a
u f(x ,  t ) =  ]T p fA 3 (fc|Xj -  ixt) (9.39)
P
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where the summation is over the partial waves propagating in the particular medium. 
From these expressions, expressions for the strain may also be found:
4 j (® > *) =  \  (pikj  +  pP ? )  A'o(k<j xj -  ut)
+ E  \  ( P ? k f  + P f k ? )  A « ( k ! x i  + (9-40)
a
4 j ( x ,t) =  + P^ki )  A 'p(kp i  - wi)’ (9-41)
from which the stress may be derived:
T ij =  Cijk lSk l — ^ £ k k $ ij T . (9.42)
More explicitly:
T}j{x, t ) =  [ A + nl + p0jk ty  A'0 (k°xr -  ut) (9.43) 
+  [A% jP p k  +  Pl {P?kf  +  P fki)]  A a(k?xr + vt)
a
T-j(x,t) =  ^  [An%pf/cf +  n11 (pfk? + p p f ' j  Apikfxr -  ut). (9.44)
P
The primes here indicating differentiation with respect to the argument.
The stresses across the interface are also related by the generalized boundary con­
ditions (from Eq. (9.23)):
( a2„.ave xrpave, L 0  u i JL ( CL  \ - l 0 1 k3P Qt 2 c i l r 3Kc k3r3) a2„.ave \
~  (cflfcl ~ cflr3(cr3ss) 1(^ 3 k l )  q ^ 2  J  &  (9.45)
Two sets of equations are available, in terms of the unknown functions Aa, Ap, A!a
and A'p at the interface point x  =  0. Relating the functions and their derivatives may 
then be accomplished by integrating over time:
J  A'(±Qjt)dt =  J  ± u ~ 1 A ’(±u>t)d(±Lat) = ±.oj~x A(±ojt). (9.46)
At this point, the result is a set of four equations in the four unknown functions.
A number of methods of proceeding are available, depending on the strength and type 
of the nonlinearity, which only enters through the function A. For weak nonlinearity,
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where A is well approximated by the first terms of its Taylor series expansion, it 
probably makes sense to work with a pertubation expansion in terms of a series of 
harmonics. Here, however, I decided to make use of the fact that <5 is small to look for 
the distortions introduced by more general functions. Harmonics can then be extracted 
by a Fourier transform.
The approach is to treat the interface layer as having a perturbative affect on the 
phases of the solutions to the problem where the interface distortion is ignored. That 
is, solutions like:
A(kjXj ±  u>t +  ks5<p(kjXj ±  ut)) (9.47)
are assumed, where A{kjXj ±  ut) is the solution to the problem when <5 =  0. Thus the 
problem of finding the perturbed function to first order in 8  is reduced to finding the 
phase perturbation cj> to 0th order.
Setting 8  to zero in the boundary conditions above yield the following well known 
set of linear equations:
-  Y ^ P iA a{ut) = p®A0 {—u>t) (9.48)
a
-  E  -  E  P&A a{^t) =  -PgAo(-oot), (9.49)
where —LJ ^^ijPk^k  +  ( p fk f  + p ' jk f j  , etc, and i — 1, 3. The solutions to 
this set of equations can easily be found elsewhere, and depend only on the angle of 
incidence. What is important is to realize that they ultimately take the form:
A x  = R x A o , (9.50)
where Rq = 1, and Ra are reflection coefficients and Rp are transmission coefficients.
In order to deal efficiently with the nonlinear form of the equations, it is necessary 
to first recognize that, using the fact that k^S is a small number (8  much smaller than 
the wavelength), the solutions may be written as:
A(kjXj ± uit) + ks8A'(kjXj ± u>t)(f)(kjXj ± out). (9.51)
The following expressions are also necessary, in order to write the right hand sides
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of the boundary conditions in terms of the partial waves:
/ d t
d u f e
dx\ =  ^E0 ,a ,p (9.52)
d u ave
dt A  E f t
—0,cx,—P
(9.53)
d 2 u aVe
dx\ -  i  E
—Q,a,—P
(9.54)
Q T a v e
dx\ = I  E
—0 ,a ,—P
(9.55)
As a shorthand, the summations include incident, reflected and transmitted waves, 
taking into account the signs given, ie. Y2-a,p = — Y2a + Yip-
Writing the generalized boundary conditions, it is possible to eliminate all references 
to the A’s and A '’s using Eqs. (9.50) and their first derivatives. The following set of 
linear equations remain for the phase perturbations (f>, consistent to zeroth order in 8:
p  a




F i  ~  (ci3 js ) | ( 1 - A [ . . . ] )  Y , P % R x0 ,a,p
rLi 3 j l













The nonlinearity in these equations comes from A written explicitly in T% or implicitly 
through the dependence of pL on the fields.
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9.5 The Unilateral Interface
Two cases of particular interest involving nonlinear behaviour at interfaces are the 
so-called clapping nonlinearity and the slipping nonlinearity which were analyzed in 
the preceding chapter. Both of these cases involve unbonded surfaces in close contact. 
Strictly speaking, the analysis of the previous section retains a formal requirement 
of continuity, after all, the boundary is here characterized by assuming a continuous 
intervening layer existing between the half spaces. The question is whether the nonlin- 
eartity of this layer can be made flexible enough in this formalism to deal with the two 
pathological cases mentioned above. The short answer would appear to be ‘yes’, since 
both of these cases are essentially bilinear, and involve, in essence, a discontinuous 
jump between the displacements and tractions on either side of the interface. The fact 
that these jumps are not continuous shouldn’t make any real difference, provided they 
can be uniquely characterized. Perhaps more of an issue, common to both these cases, 
is that the boundary conditions for at least half of the bilinear motion are formulated 
entirely in terms of the tractions (see Chapter 8), whereas standard boundary condi­
tions, such as given above, consist of one set of conditions relating the tractions and
one set relating the displacements. As will be demonstrated, this does not pose a huge 
problem in either case, as one may simply reformulate traction boundary conditions in 
terms of displacements.
In order to make the concept more clear, it is simpler to begin with the the single 
mode normal incidence cases before tackling the general case. First begin by con­
sidering the clapping case. For this to be interesting, a static compressive external 
pressure, P, is required, which forces the open gap to close. (It is simple to include the 
spring-like closing model discussed in Sec. 8.2, if it is of interest.) Thus the boundary 
conditions, for the closed interface, are (see 8 .2):
u11 -  u1 =  0 (9.60)
T n  -  T 1 = 0 (9.61)
which may be easily achieved by setting the interface “layer” density and stiffness to 0 
and oo respectively.
After the gap opens, no direct condition exists on the displacements, except that
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u11 > u1, but independent conditions on the tractions do exist:
T n  =  0 (9.62)
T 1 =  0. (9.63)
Firstly, it is clear that T 11 — T 1 = 0, as before. Secondly, this implies, in terms of
partial waves, that, after integration,
—wZjAo(wt) +  uj Z j A!a{ujt') — P  — 0
=£>• A a(u>t) =  Ao(ujt) +  Ca (9.64)
Z i
—ujZuA'p(u}t) — P  =  0
=» Ap(wt) =  - ~ - t  +  C/j. (9.65)
Z j i
It is therefore also true that
u11 — u1 = Apifjjt) — Ao(oot) — A a(uit)
=  —2Ao(ut) +  2Ao(u;to) —
Here as in the previous section, the subscript a  refers to mode reflected back from 
the interface and (3 to the transmitted mode. The Z  are the acoustic impedances: 
ujZ =  ojpv = kC  where C is the pertinent elastic constant. The integration constants 
Ca and Cp were determined by the initial condition that u11 — u1 =  0 at to, the instant 
that the interface opens. This instant is that in which the traction TJ(t), initially
positive, passes through zero going negative. The other transition time, back to the
closed state, occurs when u11 — u1 next goes to zero. It is clear that, although perhaps 
somewhat different than initially construed, the generalized boundary conditions are 
sufficiently flexible to deal with this case.
The sliding case works in a similar manner. During the sliding motion only traction 
boundary conditions (from Sec. 8.4) exist:
T 11 =  — sgn(w) fikP  (9.67)
T 1 — —sgn(u) HkP (9.68)
where sgn(w) is the sign of the relative velocity as before. Using the same technique
J P ( t - t 0). (9.66)
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as before, it is possible to recast these equations as:
u11 — u1 =  —2 A i ( u j t ) +  2Ai(uto)
-  ( ^ r  +  sgn(v) n k P  ( t  -  t 0 ) +  A0. (9.69)
Although the more general unilateral boundary conditions developed at the end of
Sec. 8.4 are somewhat more complicated because of the multiple modes on either side
of the interface, the above approach still works, the main difference being the need to 
invert a set of algebraic equations in order to find the mode amplitudes. With a static 
pressure, Pi, the traction boundary conditions imply, for the open motion:
7 - u f  =  [PP  ( ~ u P j t  +  C j ) ~  Pi Ao
0
lPU ~ l (PP A ° + ^  +  Cf )  • (9-70)
a
where the Pij were defined in the preceding section. During closed, sliding motion:
u(T -  u\ =  Y ^ P i A 0 ~ P ^ *0 “  Y l p?Aa] 1 =  1 ,2  (9-71)
j3 ot
where A p  and A a  must be found by solving the following:
=  p lM  (9-72)
0  a
- E ^ - E p3a3 =  -P & A  0 (9-73)
0  a
E  { i f s - t j P d P ^ A a  =  { P ^ - V ^ P ^ A o
a
-  ViUHdPzt +  C a , j  = 1,2 (9.74)
E  ( p j3 ~  V j U d P ^  A p  =  v m P 3t  +  C p ; j  =  1, 2 . (9.75)
0
The first two equations come from the continuity of traction and displacement in the 
x 3 direction, the other four from the shear traction boundary conditions applied to 
either side of the interface.
9.6 Multiple Layers - a Time Domain Approach
One of the major advantages of approaching interface problems using a set of modified 
boundary conditions as suggested in this chapter is the way the results can be relatively
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
A Thin Layer Approach to Modeling a Poorly Defined Interface 114
easily fit into existing algorithms. In particular, most interesting situations involving 
interfaces involve more than one of them. For example, consider the adhesive bond. 
This should be considered as a three layer system, in general, with possible damage lo­
calized at two interfaces. Typically, substrates also should be considered as finite, with 
the ultrasonic pulses reflecting linearly at outer surfaces. It is obvious that any long 
pulse train will include parts that have repeatedly reflected and transmitted though 
the damaged interfaces. While this is an obvious and typical example from NDT, it 
is clear that a great many other applications exist, and a theoretical approach for this 
situation is essential.
As is often the case, it is simplest to first analyze the equivalent linear problem. 
The simplest case which encompasses all the interesting points of this analysis requires 
a single layer sandwiched between two infinite half-spaces. In general, the interfaces 
will be taken to be nonlinear, that is, they will respond to stress in a nonlinear manner. 
The wave distortion at these interfaces invalidates the strict use of the superposition 
principle, and renders the use of Fourier superpositions next to useless. It is to our 
advantage to do a time domain analysis instead. Going through this analysis using the 
linear case first is a worthwhile endeavor because it is not familiar to most. Assume 
the interfaces are located at x — ± a  and the three layers are labeled I, II, III, and have 
acoustic impedances Z/, Z/y, Zj. The linear boundary conditions take the following 
form:
Furthermore, assume a general set of plane but not harmonic waves, incident from
TJ(—a, f) =  T n (—a, t)
trf(—a, t) =  uH (—a,t)
T n (a,t) = T n i {a, t)





I to III. That is:
u1 =  f { u t  — krx) +  g(uit +  ktx)
u11 =  A(u>t — kTIx) + B(urt +  kn x)
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Here u> and k should be understood as part of the argument that mediates the
propagation of the partial wave in space and time, and not necessarily wavelength and 
frequency in the continuous harmonic wave sense.
It is possible to find the tractions from the spatial derivatives, and compare with 
particle displacements by integrating over time, where initial conditions exist so that 
all the functions are zero at the initial time.
Substitution of these expressions gives four equations relating the first derivatives 
of the functions g, A, B, and h to the initial waveform / .  That is:
Zi  +  k1 a) +  g(uit — kTa)] =  Z n  \—A(ojt +  k£Ia) + B(cut — kI2a)] (9.87)
T 1 — —LoZif'(u)t — kJx) +  LuZig'iutt +  ^ x )  
T 11 =  —uiZuA'{ujt — kIIx) +  uZiiB'(u>t -f kIIx) 




f{u>t +  kra) +  g(u>t — kJa) — A(uit +  kria) +  B{ut  — kn a) (9.86)
A(uit — k11a) +  B(u>t +  kn a) =  h(uit — k1 a) 




a) = 2A(iot + kn a), (9.90)
(9.88)-(9.89) /Z n :
(9.91)
Each of these are true at all times.
In particular, (9.91) is true at t  =  t +  so:
(Zj  -F Z n )  f  -f- k^ n) -F (Zjj — Zj) g(ut — k^a)
= (Zj +  Zn ) h(ut -  (k1 -  2 kn )a). (9.92)
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Similarly, eliminating in favour of B  at time t  =  t — 2k*]a- the result is:
f(u>t +  kia) +  ^1 +  g(wt — k!a) — 2B(ut — kJIa), (9.93) 
2B(uit +  kZIa) = ^1 — h(u>t — kTa): (9.94)
and
(Zji  — Zj) f(ujt +  feJa) +  {Zj +  Z j i) g(u>t — fcza)
=  {Zn  -  Zi) h(ujt -  (k1 + 2ku )a). (9.95)
(9.92)/ (Z ji -  Zi) - (9.95) /(Z i  +  Zn ) results in:
' Z i  +  Z n  Z n  -  Z { \  T (  Z i  +  Z n \  u f + n i  07//^ A
J ^ z l ~z7TzTl) 1{u + ka)= \ ' z ^ z , ) h{wt~ {k ~ 2k )a)
Zi +  Z n
(9.96)
or:
h ( u t  -  kxa) =  f i Z+ ? l L - ^ f ( u j ( t  - ^ - )  +  kra)
(Zi + Z n )  cn
+  ( 9 ' 9 7 )
This expression is a causal recurrence relationship, relating the transmitted wave­
form at some time t to the waveforms incident on the boundary earlier.
A similar solution for the reflected wave may be found by first letting t — t — —~  
in (9.92).
Then (9.92)/ (Z i  +  Zn ) - (9.9h)/(Zn  -  Zi) gives:
g(uit — kra) =
+
Z n  -  Zi  
Z i  +  Z n  
Z n  — Zj 
Z i  +  Z n





) +  kJa) — f(tot + fcJa)
cn
k1 a). (9.98)
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To present the solution to the nonlinear interface problem, it is necessary to first 
introduce a phase-like first order correction to the solutions of the corresponding linear 
problem. That is, it is assumed that solutions exists to the nonlinear problem having 
the form:
h(cvt — kJ(x — X2)) +  h'(u>t — kI { x  — X2 ))<ph{ut — k: {x — X2))kI 5  (9.99)
and similarly for g, A, and B. For the mild or near linear cases, this is effectively a 
small phase shift:
h(u!t — kr(x — X2) +  (frh^S) (9.100)
Substitution of this and similar expressions into the boundary conditions at the 
first interface gives, analogous to Eq. (9.56):
<j {irft)4>g(ujt)kI — A 1
-  B'{ut)<t>B{ut) =  s \T al (9.101) 
Zig' (u>t) 4>g (ut) k1 + ZnA* (oot) 4>a (wt) k11
d u ^
-  ZITB r(ut)(j>B(<jjt) =  fn — , (9.102)
where:
s i ~  (c3333 ) _ 1 (1 - A ! ( r 0a1)) (9.103)
Pi =  p  ( 1  -  (4 3 3 3 ) - 1 (1 -  A ^ 1)) Tq1)  (9.104)
are evaluated using the unperturbed (8  =  0) stress field.
Following the method used earlier, it is possible to write:
2 kn A'(f>A{̂ >t) =  — —— k1 g' <pg{(jot)
Z n
+  s i T a l -  (9-105)
2 k11 B'(f)B(wt) — ^ n .~ —L k1 g'(j)g {uxt)
Zji
(9.106)
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A similar set of equations exists at the second interface:
2k11 A’ <f>A(u)t — kITa) =  -̂ -k1 h' 4>h(u>t)
Z n
9 m
A n  ot
2 k11 B'<Pb +  kTIa) =  — —— k1 h! <j>h(wt)
Z n
+ s2T a2 + ^ - ^ .  (9.108)
Using the same technique as in the linear solution, references to A'<j>A and B'4>b are 
eliminated by replacing t = t+ and t =  £_ in the second pair. Eliminating A, results 
in:
A , , a l
(ZfI -  Z i)kJg'(j)g(u)t) + 8 l Zn T aX(t) -  pi — (t)
=  (Z n  +  Z i ^ l i ' M ^ U )  -  s2Zn T a2 (t) +  P2 ~ ^ ( U ) .  (9.109)
Eliminating B:
dnal
(ZH +  Zi)k  g'<f)g(ujt) +  SlZ n T al(t) +  P i-^~ (* )
a ..a 2
=  (£ // -  Z ^ k 1 h!<f>h(u t- )  -  s2ZHT a2 (t-)  -  p2— (t_). (9.110)
Finally, is eliminated, and the remaining, time recursive formula determines
the evolution of the transmitted wave (with T al,a2 written out explicitly):
h'<f>h(u>t+) =  ~ ~| h'(ujt+)
—cI P2 t / /■ . \ , s2c* Z iZ u ( Z u  — Zi) ,h'(ut+) H — —To h'(cut-)
Z n  + Z j K (Zn  +  Z i ) 2
 ̂ . 2s1c/ Z |Z /J ( (t_) +  ------
2c*piZn(f(t)  +  #'(£))
j t o ( Z n - Z i ) ^ ^  , , SlC f - / '( £ ) +  </(£)) 
(Z/I +  Z i)2 { ! +  ( Z u  +  Z j f
(9.111)
(Z n  +  Z i f
As before, it is possible to find a stand alone expression for (f>g, however, having <j>h
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from above, it is simple to use that result in eq (9.110) to find:
p2cl h'(u)t-) -  S] ^ Zj Zf  +  g'{ut))
Z n  +  Z j  Z u  +  Z i
With the results above, it should be possible to trace the propagation of any sort 
of wave through a pair of weakly nonlinear interfaces. The inclusion of more interfaces 
comes either by extending the approach above, or simply feeding the results from one 
interface into the next. Although the time domain approach may seem difficult from 
the analytical point of view, in fact, it is quite simple to implement in a computer 
model, and is particularly efficient for dealing with the realistic pulses that the more 
usual frequency domain solutions have difficulty handling. Simple simulations using 
time domain analysis for plotting wave propagation across a layer with a nonlinear 
interface may be found in Appendix I. Other simulations may be found in recent 
publications by our group (see Appendix J). Harmonic analysis can be done after the 
time domain simulation by taking the FFT, in order to bring the simulation more in 
line with current standard experimental practice.
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CHAPTER
10
The “Thin Layer” Model Applied to the Damaged Interface
10.1 Introduction - Bonding Failure as Damage
Recently much attention has been given to the problems of the ultrasonic nonde­
structive evaluation of adhesively bonded structures. While certain defects are easily 
detected by the most common techniques, and the presence of such defects are clear 
indications of weakness, their absence has not proven to be an indication of strength. 
This unhappy situation arises because other structural defects, such as zero-volume dis- 
bonds, may occur, to which contemporary ultrasonic techniques are not particularly 
sensitive. Much effort has therefore been expended in developing techniques which 
might be more sensitive to such defects, for example, the measurement of the nonlin­
ear properties of the interface itself. Although much has been claimed over the years, 
and some success has been shown for specific examples, a lot of suspicion remains 
regarding the efficacy of these various proposals, hindering their acceptance in the 
broader community. In this author’s opinion, one of the major reasons for this is a lack 
of any universal model for the situation which can effectively link the nonlinear param­
eters of the wave, a dynamic, hopefully nondestructive probe, to the bond strength, 
defined statically and destructively. This chapter proposes a possible solution to this 
problem. The basis of the idea is the following. Each interface may be considered as a 
weak-spot, an invitation for localized damage to take place. The damage may be of two
120
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varieties, one being the damage which occurs as a result of the mechanical and environ­
mental stresses on the working part, the other is built-in damage due to shortcomings 
in joining process. Fundamentally, one would expect similar behaviour from these two 
situations, however this does mean that the properties used for the “undamaged” state 
must be carefully selected based on the best case scenarios, perhaps using bulk proper­
ties, rather than the “as-cured” initial state of the material. Using these parameters, it 
is possible to develop two sets of equations, the damage impacted elastic constitutive 
equations and the damage evolution equations for this single interface. This gives the 
possibility of designing a technique for using strong ultrasonic waves to evaluate the 
damage at any time, while keeping any new damage introduced to acceptable levels. 
The ultimate strength of the bond is then inferred from the damage model.
10.2 A Simple 1D Damage Model of the Interface
In a simple model, the damaged interface may be thought of as comprised of two 
parts, the delaminated fraction, <j>, and the intact fraction, 1 — (j>. For the ID case, 
the undamaged interface will be treated as a thin linear material, with a constitutive 
relation like T  =  Ce, where e is the nominal strain of the interface: s5 — u11 — u1. 
The delaminated region is presumed to have full strength under compression and no 
strength under tension. Then, the simplest possible model for the constitutive relation 
of the entire region would be T  =  (7(1 — <j>)2e under tension, and T  =  Ce under 
compression (See Chapter 1). Such a bilinear model is easily built into the results of 
the previous chapter, even for multiple interfaces.
The second task is to build a model controlling the damage evolution. Such a 
model could be quite complicated, taking into account plastic deformation, hardening, 
creep, etc. Here, where simplicity is to be desired for the sake of demonstrating the 
fundamental ideas, it is assumed that the evolution of the interface is dominated by the 
damage, that is, that plastic flow and hardening is negligible. This would mean that 
such a model is most appropriate for the more brittle adhesives - cyanoacrylates, for 
example, and not really suitable for rubbery or soft plastic type adhesives. Although 
this restricts the focus somewhat, it makes it possible to use results borrowed directly 
from Chapter 1, where the damage surface was built on a linear model. From there
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(see p. 10), it is possible to write:
( 10.1)
a
where the material parameter a can be approximated by from the strength of the 
material during the monotonic loading of a damage-free sample by:
max (10.2)
and the force conjugate to the damage is:
y = -C (l-< f> )s2. (10.3)
This simple differential equation can be solved to give a simple implicit solution </>(e)
as in Chapter 1, however, in this case, the concern is the damage evolution under the 
alternating pressure field of an incident acoustic wave. It would appear, then, that a
It turns out that an explicit solution exists for this expression which is significantly 
more complicated than the explicit result from Chapter 1. It would appear, however, 
that the expression might be simplified if it were possible to always reference the point 
where the strain passes through zero. Then eq = 0, and the resulting explicit expression 
would look very similar to that in Chapter 1. This is reasonable in the case of acoustic 
waves since the strain goes negative and returns through zero at each cycle. It would 
seem reasonable to assume that no damage occurs during both the de < 0 and e < 0 
portions of the cycle. Thus the damage would only accumulate beginning from e =  0, 
and this makes a convenient starting point for the integration.
Although, for this type of damage, an explicit expression for A<j> is available, this is 
not typical, so it is worth outlining the alternative approach. That is to simply rewrite 
the differential equation in terms of e instead of y. That is, substitute y and:
full solution from an initial value of the strain, eo /  0 might be more useful generally. 
This is given, implicitly, as:
dy =  —2C  (1 — 4>) e&£ +  Ce2d(f> (10.5)
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# =  ; ;  6 d£. (10 .6 )
to get:
2C 3 (1 -  <j)f e5 
a + C3 (1  — <f>)2 s6
For small enough steps in s, it is possible to use this as an incremental approximation 
to find the damage evolution in those cases where the form of L(l) makes an analytical 
solution difficult to find or too cumbersome to work with.
Once the interface damage characteristics, in the form of the damage impacted 
constitutive equation and the damage evolution equations, are written, it is possible 
to model the interface behaviour under the influence of strong acoustic waves (or 
virtually any other disturbance). The major difficulty lies in the nonlinearities inherent 
in this situation. Fortunately, the situation involves two quite different timescales 
during most of the motion. Because the idea is to be as nondestructive as possible, 
these investigations should take place in the regime where the evolution in the damage 
happens over a great many cycles of the wave. Thus the period of the wave is the 
fast timescale and the damage evolution, for the most part, is the slow timescale. The 
model may be implemented in the following way. At time t, disturbances impinge 
on the damaged interface, possibly multiple modes on either side. The 5 =  0 (perfect 
interface) boundary conditions are solved to approximate the modal amplitudes at this 
instant. Superposition of the modes is then used to determine the approximate stress 
and acceleration at the interface. Using these in the right hand side of the boundary 
conditions, along with the current magnitude of the damage — At)), first order 
corrections are found to the wave and stress amplitudes (see Chapter 9). e{t), the 
strain across the interface, is then inferred from the first order fields, and used either 
directly or incrementally, as Ae  =  s(t) — s{t — At), in order to determine the new 
damage, cf>(t). The process is repeated for the next time step. The fact that <p changes 
relatively slowly compared to the period of the wave means that it is unnecessary to 
improve on this by imposing some sort of cyclic self consistency algorithm.
10.3 Interface Damage Simulations
The ID model of the damaged interface is quite simple to implement as described. 
This was done in the Python scripting language for more or less arbitrary values of the
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Figure 10.1. Simulations of a strong waves (kCA = 0.5Tmax) impinging on damaged 
interface between dissimilar media. Left: strain across the interface, right: damage
evolution due to wave.
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Table 10.1. Harmonic components at various damage levels.
Damage Harmonic
<P 2nd 3rd 4th 5th
0.0 2.65e-5 4.47e-6 2 .22e-6 1 .6Qe-6
0.1 0.00234 1.63e-5 0.000462 5.83e-6
0.2 0.00581 7.58e-5 0.00112 2.68e-5
0.3 0.0134 0.00104 0.00212 0.000286
material and wave parameters. The simulation is of a single damaged interface located 
between a pair of dissimilar half spaces. The wave amplitude was chosen to be large 
enough to show noticeable bilinear distortion, but not large enough to significantly 
increase the interface damage in any given period. Fig. 10.1 shows the waveforms 
and damage evolution curves for waves at approximately 0%, 25% and 30% damage 
respectively. Here the stress from the wave was taken to be one half the ultimate 
strength of the bond. At 30% damage, this is actually enough to destroy the interface 
in five cycles. Various harmonic amplitudes, found by taking the FFT of the waveforms 
(actually, of the interface strains, although this provides the only nonlinear contribution 
to the reflected and transmitted waves), are listed for different damage levels in Table 
10.1. Note that, because of the constitutive model chosen here, the even harmonics 
are seen to dominate over the odd ones.
In the simple theory described above, damage can accumulate even if the wave 
amplitude is small. It is interesting to see what happens if the wave were left ‘on’ 
sufficiently long. Fig. 10.2 shows the failure mode of an interface impinged by a 
strong wave (with constant stress amplitude). As the vibration continues, damage 
buildup continues, as a result, the effective tensile elastic modulus decreases, as does 
the ultimate tensile strength, until it is finally below the maximum stress of the wave, 
and the interface comes apart.
One of the more interesting prospects here is the use of pulses to probe damaged 
interfaces. In conventional nonlinear ultrasound, long tonebursts are used — due to 
their narrow bandwidth, it is much easier to investigate the harmonics. As is clear 
above, however, a long, strong, toneburst could damage the interface significantly. An
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Figure 10.2. Damage increase due to incident high intensity wave.
alternative would be to use a short, sharp spike. Because of its short duration, a single 
such spike could have a significantly larger amplitude, probing more of the stress-strain 
curve, and still create less damage than a toneburst. As example of this, consider the 
following. A single, bipolar spike impinges on a damaged interface, with an amplitude 
nearly equal to the tensile strength of the interface. Because of the short duration 
of the spike, little additional damage is introduced into the interface, yet, because of 
the large amplitude of the spike, significant distortion is introduced. Whether such a 
distortion would appear clearly in the frequency domain is doubtful perhaps, but it is 
quite clear in the time domain. The real downside to this technique lies in the greater 
influence of noise on the spike signal versus the toneburst. It might, in some cases, be 
difficult to argue that the spike distortion is due to the interface damage and not just 
some random noise.
10.4 Experimental Work
It was thought that, in order to test the basic ideas of the previous chapters, a model 
system might be created and tested. Ideally, such a system would consist of two plates
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of the same material weakly adhered together in a somewhat controllable fashion, with 
ultrasonic transducers strongly bonded on either side of this sandwich. To begin with, 
it is simpler if the plates are not too thin, to avoid interference between pulses at 
the interface. This is obviously made easier if the material is relatively slow, with a 
shorter wavelength. The adhesive layer, however, should be sufficiently thin so that 
it might be considered as a single poorly bonded interface. That is, it must be thin 
compared to the acoustic wavelength. Thus this criterion is a bit at odds with the 
first one. For the sake of testing the theory, it is much easier if the adhesive layer 
is quite weak, so that the acoustic wave can probe up to a significant fraction of its 
ultimate strength. It is even more important that the bond between the transducer 
and the sample be much stronger than this, to avoid nonlinearity in this bondline. This 
latter requirement turned out to be a huge problem during the tests, and may be the 
single biggest challenge to industry, in my opinion1. When the tests were first being 
conceived, the idea was to bond the transducer using salol, a crystalline substance 
(phenyl salicylate) with a low melting point often used for this purpose. This type of 
bond allows the transducer put on and removed without damaging it or the sample, 
and still have an excellent close contact. Unfortunately, it soon became apparent that 
long before the transducer voltage was maxed out, the salol bond would fail, producing 
huge nonlinearities that had nothing to do with the interface being probed. In the lab, 
I eventually got around that problem by fixing the transducer to the sample with a 
convenient “super-glue”. Unsurprisingly, the salol problems disappeared, as did the 
spectacular nonlinearities. I did not find a way, however, to remove the transducer 
intact, and clearly, this could be a problem for industry.
Experimental verification of the validity of the method was attempted using a 
powerful 0.8MHz tone burst signal generated by a Ritec SNAP system in a lab model 
consisting of a thin and a thick block of plexiglas joined by a “poor” adhesive (Fig. 
10.3). The joint, actually, was formed using a layer of liquid paper (a poor adhesive if
1 Although photo-acoustic and air-coupled ultrasound receivers both promise to alleviate this prob­
lem somewhat, neither has much potential as transmitters for high power experiments. Laser ultrasonic 
sources are poor unless operating in ablative, that is to say, destructive mode, and air-coupled sources 
must overcome huge losses due to attenuation of high frequencies in air and large impedance mismatch 
at the solid-air interface.
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Figure 10.3. Comparison of theoretical and experimental damaged interface models.
there ever was one). A second layer of liquid paper was painted on the far side to give 
the laser something to scatter off of. The transducer was driven below its resonant 
frequency to minimize ringing, giving better control over the input signal. Broadband 
reception was via a Polytec laser vibrometer, which is quite sensitive at this frequency. 
(The vibrometer is simply a modified Mach-Zehnder interferometer, using the Doppler 
shift of the reflected beam to measure the out of plane velocity of a scattering surface, 
and the phase shift to monitor the out of plane relative displacement.)
Applying the previously developed model to this system creates certain problems. 
The model, as it is shown above, consists of a layer sandwiched between a pair of iden­
tical half spaces (this is easily dealt with using the mathematical formalism described 
in Sec. 9.6), whereas the experiment has a finite layer on the right, and a different 
medium to the left. Thus only the first transmitted signal is necessarily comparable 
in the two cases, while the first re-echo may be reasonably approximated. Beyond 
that, the signal reflected from the far right surface appears in the experiment, and 
the similarity ends. Despite this, the method appeared to be flexible enough to give 
remarkably recognizable results, using a simple bilinear interface approximation. The 
elastic compliance of the opening interface was an order of magnitude greater that the
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closing interface, or an interface damage of 0.68. (The interface layer “width,” 5, was 
taken to be 0.1 mm, about 0.03A.) Not only did this enable the change in the pulse 
envelope to be matched (compare Fig. 10.4 and Fig. 10.5), but also the phase shift. It 
is worth noting that a simple FFT of this data did not give such easily comprehensible 
results, with the harmonics sitting barely above the noise for both input and output 
signals.
It is clear, then, that damage theory, coupled with time domain analysis and first 
order perturbation theory, as outlined above for layered systems, can provide a clear 
and understandable picture of the waveform distortion due to nonlinear interfaces. The 
theory is quick and simple, and as demonstrated, appears able to reproduce experi­
mental results with surprising accuracy, and could be inverted in order to quantify the 
damage at the interface. Further work is needed to solidify this conclusion, of course. 
A accurate prediction of the interface strength would require a second piece of informa­
tion, the ultimate strength of a good bond, which must be found destructively. It was 
unfortunate that at the time this experiment was done, the damage theory outlined 
above was not yet fully developed, nor was sufficiently sensitive tensile test apparatus 
available the test the strength of the bond to further compare with predictions of the 
damage model. To do this better, one would have to develop a technique for testing 
and controlling rather accurately the adhesive bond strength. Appropriate high power 
transducers would also be an asset, along with an improved way of mounting (and 
dismounting!) them. If these tools were available, it would not be difficult to build 
physical scale models of multi-layer systems, oblique incidence, damage evolution and 
damage measurement in order to probe the advantages and disadvantages, opportu­
nities and practicalities of applying the theories above in a non-destructive testing 
environment.
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Figure 10.4. Upper: oscilloscope trace of the actual incident pulse. Lower: pulse 
used in the mathematical model. Amplitude units between theory and experiment 
are not calibrated, but should be proportional to one another.
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Figure 10.5. Transmitted signal, including transmitted initial pulse and first re­
flection. Upper: actual measured oscilloscope trace. Lower: theoretical result, 
explicitly showing nonlinear distortion of the pulse envelope.








Ultrasonics as a tool of non destructive testing and evaluation has been hugely success­
ful in industry for a number of reasons. These include ease of setup and use, simplicity 
of interpretation, safety, robustness and reliability, among others. Some material and 
structural difficulties, which should in theory be amenable to ultrasonic testing solu­
tions, continue to plague industry, despite decades of research. Two of these really 
stand out from among others: the problem of material fatigue and the problem of 
adhesive bonding. Both of these pose similar difficulties to traditional ultrasonic inves­
tigators. These include low sensitivity to conventional ultrasound, difficulty of signal 
interpretation and susceptibility to noise. In the lab, researchers have suggested, as an 
alternative technique, nonlinear acoustics. Although this has shown promise, industry 
has been slow to adopt these methods, mainly because the standard nonlinear tech­
niques, mainly those which rely on measurement of the (3 parameter, are difficult to 
implement, because they require a large number of rather accurate absolute measure­
ments of distances and amplitudes. Not only this, but there currently exists no clearly 
acceptable theory linking the results of even a good nonlinear acoustic measurement 
to ultimate strength, either of the fatigued material in the one case, or of the bond 
layer in the other. Thus the problem is partly a failure of theory, and partly a failure 
of experiment.
It is the goal of this dissertation to try to rectify, in some small way, the problems
133
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mentioned above. At first it was unclear that there could be drawn a connection be­
tween the bulk experiments, the goal of which was to measure fatigue in waspaloy, and 
the interface modeling intended to develop the means of predicting bondline strength. 
The connection is there, however, in that, in both cases, what is ultimately being mea­
sured is the residual strength of a material which has been degraded by the growth 
or appearance of crack-like faults. The main difference between the two situations 
lies in the fact that the inhomogeneous nature of bonded structures means that the 
plane of failure is predetermined, whereas in the bulk material, the damage is dis­
tributed, and the failure plane must ultimately be determined from the analysis. It 
makes sense, therefore, that both of these situations are governed by a single theory of 
damage. The theory of continuum damage mechanics is a natural fit to this problem, 
due to the continuum nature of the acoustic waves at this scale. The early chapters 
of this dissertation covered the basics concepts of damage theory and showed that the 
nonlinearity of acoustic waves can be related to the material strength through an ap­
propriate damage parameter (Chapter 1 and 2). Such a realization solves, at least in 
part, the theoretical difficulties mentioned above. It was also demonstrated, in Chap­
ter 2 , how material acoustic nonlinearity and acousto-elasticity are related, opening up 
additional possibilities to a solution to the experimental problem. In Chapter 3, the 
current models of acoustic nonlinearity for waves crossing an adhesive interface were 
reviewed, along with the conceptual difficulties associated with them.
In the final chapters of this work, it was demonstrated that the theory of continuum 
damage mechanics could quite easily be extended, making use of a “thin layer” approx­
imation model, to cover the treatment of interface failure as a damage mechanism. In 
Chapters 8 and 9, this thin layer approach was shown to be sufficiently general to cover 
the weakening interface from its perfectly bonded condition through to ultimate fail­
ure, including the notorious zero-volume disbond case. Chapter 10 demonstrated how 
a simple damage theory could be used to provide the link between the interface non­
linear ultrasonic response and the bond strength. Experimental evidence in Chapter 6 
showed how other second order ultrasonic effects, such as acousto-elasticity, could be 
used as an alternative or in addition to the more standard (3 parameter measurements 
to probe a material’s damage state during fatigue. For the waspaloy, the acousto- 
elasticity of the Rayleigh wave was shown to actually change sign during fatigue, a
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fact which was interpreted as due to the competing effects of load transfer between 
the material matrix and precipitates, and the damage build up. Evidence supporting 
this conclusion was derived from both literature and our own corroborating results 
from X-ray diffraction, acoustic and electron microscopy in Chapter 7. Unfortunately, 
our attempts to use (3 parameter measurements in the same manner did not produce 
the results that were expected in Chapter 5. This may have been in part due to the 
fact that the experimental setup for this portion of the work was deliberately rough, 
to try and mimic what could be expected in an industrial environment. The results 
of that chapter only serve to reinforce the difficulty of performing accurate acoustic 
nonlinearity measurements in an poorly controlled industrial environment.
The results of this work are important for the NDT community in a couple of ways. 
First, it demonstrates further that damage mechanics appears as a most flexible way 
to model the strength and degradation of materials. Second, it shows how damage can 
produce higher order ultrasonic effects, and how these may, in turn, be useful for deter­
mining material damage, and residual strength. Third, a model for adhesive bonding 
has been proposed which would appear capable of replicating many of the observed 
effects at these interfaces, and raising the possibility of using these observations, in the 
form of acoustic nonlinearity, to determine bond strength. Finally, one might expect 
that the experimental results for the acousto-elastic measurement might result in a 
robust non-destructive fatigue measurement, if not in all materials, then at least in 
materials similar to waspaloy. With further research, these things could conceivably 
go some distance in providing practical opportunities for solving two of conventional 
NDT’s most difficult problems, that of the adhesive bond, and that of material fatigue.
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Basic Acoustics and Acoustic Notation
The following list of fundamental acoustic relations and notations follow most common 
conventions in the literature, and reflects the notation used in this document. For 
further explanation, see Auld [120] or Federov [121],
Strain:
_  \  ( dui duj
2 \ctej dxi
Stress and Hooke’s Law:
Tij(— O’ij) — Cijkl^kli (A-2)
where the stiffness, Cijki =  Cjiki = CkUj, is most often tabulated in the reduced notation* 
as Cij.
Newton’s 2nd Law:
=  rp 2 u i  (A  3)
dXj p m 2 ( '
Acoustic Wave Equation:
d2Uj __ / a jki \  d2uk 
dt2 \  P )  dxidxi
(A.4)
General Plane Wave Harmonic Solution:
Ui(xj, t) = ^  Aap f  exp (i(k fx j  — cot)) (A.5)
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where a  is one of the three wave modes, A a is the amplitude of the mode, p f  is the 
polarization vector of the mode and the phase velocity is .
* The reduced or Voight notation is dependent on the fact that the tensors in acoustics 
are symmetric. (This is not necessarily true for the damage impacted stress tensor, 
however. See Chapter 1.) Index pairs, i , j  from 1 to 3 are then replaced by a single 












For orthotropic (hexagonal) symmetry, the coefficients for the equation determining 
the Rayleigh wave phase velocity (Sec. 2.4),
(®o +  Gnen +  0 2 6 2 2 ) o?  +  (&o +  & i£n +  62^22) ( B . l )
+ (co + c \ £ i i  +  0 2 6 2 2 ) a + (do + di£n + 2̂̂ 22) = 0,
are given as follows.
0 0  =  O22 (C22 ~  ^66) (B .2 )
bo =  C22 {CmCu -  3(7220x1 +  2C'122) (B.3)
co =  -4C'22<711(7122 +  Cx42 +  3<7|2Cx2i (B.4)
do =  2C220 121C'122 -  Cf2Cn  -  C l2C3u  (B.5)
0 \ — (—<7660x22 +  O22 (2 0 x22 — 2O22 — Oi6e))
O19
— 7 7— (—O6 6O223 +  O22 (2 O223 — 2 O22 +  20e6 — O366)) (B.6)
<̂ 23
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b\ = 6 Cm C22C n  — 6 C22C11C122 +  ChCqqCi22 +  O11O22O166 +  4 C22C12C112 
+ C Q e C 2 2 C i i i  —  6 0 f 2 0 n  +  2C 22C 12 —  3 0 f 2 O m  +  2 C f 2 C i 2 2
(—C uC 22Ci2Cse6 — 2 0 320 223 +  QC22C12 — CeeC22Ci2Cii3 
+GC22C11C12C223 +  3 C66C22C12C11 — 3(766^22^13^12 — 9(722(7x2(711 
+3(7|2(7i2(7ii3 +  3(722(7i3C'i2 — 40220 f20i23 — O11O66O12O223) (B.7)
ci = —2(766(722(7ii + 6C22<7i21<7i22 — 4(7f2(7i22(7ii — 4Cf2(722(7iii - 20O22OiiO22 
+ 6 < 7 22( 7 h ( 7 i i i  +  4 ( 7 x 2  +  1 8 0 2 2 0 2 i  +  4 0 f 2 0 n 2  —  8 < 7 22C h ( 7 i 2( 7 i i 2 
~ ^ 0 2 3  ( ^ 12^ 2 2 ( 7 1 13 +  4 < 7 i2 (7 223 < 7 i i  +  4 ( 7 2 2 ( 7 i 2 < 7i3  +  1 2 ( 7 2 2 ( 7 21(7 i2  
— 6 ( 7 2 2 C ' n ( 7 i 2 < 7 ii3  — 4 C f 2 C i 23 +  8 0 2 2 0 n 0 22 0 i 23 +  2 (7 6 6  C 22 O n  O 13 O i 2 
~  1 6 ( 7 i 2 ( 7 2 2 ( 7 i i  +  4 0 f 2  —  6O 22O 11O 12O 223 —  6 ( 7 22( 7 i i ( 7 i 3 ( 7 i 2 )  ( B . 8 )
d x  =  1 8 < 7 2 2 ( 7 i i ( 7 i 2  -  4 0 3 2 0 n 0 i i 2  -  S C l 2 C l C l u  +  2 0 i220 12i 0 i 22 -  8C f 2 C u
—2C22(7iiCi22 — C f.C in  +  40220^(7120112 — lOO^O^ +  4O12O22O11O111 
^ 0 2 3  ^ 1 2 ^ 1 1 3  —  4 0 2 2 0 i 2 i 0 2 2 0 i 2 3  +  3 0 220 2i 0 i 3 0 i 2
+ O i 52O i 3  —  4 0 2 2 0 n 0 3 2 0 i 3  +  2 0 2 2 0 1 x 0 1 2 0 2 2 3  +  1 0 O 22 O 2i O 132 +  4 0 14 2 0 n 0 i 2 3  
- S O l a O f i O i a  -  2 0 3 2 0 2 1 0 2 2 3  -  4 0 i 3 2 0 2 2 0 i i O i i 3  +  3 0 | 2 O i 2 i O i 2 O n 3 )  ( B . 9 )
«2 = 066 (3022 + O222) + O22 (6O22 + 2O222 — 066 — O266)
099
— (-0660223 +  O22 (2 O223 — 2022 +  2066 “  O366)) (B.10)
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b2 — 3C66 <̂ 22^11 +  C22C266C1I +  C66C22C1 I2 — 6(722 (7xi (7222 — 3C'|2C'i2 
+C 66C222C1I +  IOC22CI2 +  3(766^22^12 ~ 3(7|2(7ii2 +  4(722(7i2(7i22 
+ 2 ( 7 x 2 ( 7 2 2 2  -  1 5 C 22 2 C x x  +  ( 3 < 7 1 3 C 23 2  -  9 C 23 2 ( 7 n  +  3 < 7 23 2 C n 3
CqQ C22 C*223 C'l 1 +  6<7f2Cf2 — 4(7|2(7x2(7l23 — 2Cx2<722(7223 +  6(722(7xx(7223 
+ 3 ( 7 6 6 < 7 2 2 ( 7 x x  —  < 7 | 2 < 7 3 6 6 < 7 i x  —  3 ( 7 6 6 ( 7 2 2 ( 7 x 3  —  ( 7 6 6 ( 7 2 2 C i i 3 )  ( B . l l )
c 2  —  6 < 7 f 2 < 7 n 2 < 7 n  +  6 ( 7 2 2  C * x x  ( 7 2 2 2  —  4 C f 2 ( 7 2 2  +  6 ( 7 | 2 ( 7 x x < 7 x 2  —  4 ( 7 x 2  < 7 2 2 2 ( 7 l l  
— 2 ( 7 6 6 ( 7 2 2 ( 7 x 1  ( 7 x 2  —  1 6 ( 7 2 2 ( 7 x x ( 7 x 2  -  8 ( 7 x 2 ( 7 2 2 ( 7 x x ( 7 i 2 2  +  4 ( 7 3 2 ( 7 i 2 2  +  4 ( 7 x 2  
— 4 ( 7 x 2 ( 7 2 2 ( 7 x x 2  +  1 2 ( 7 2 2 ( 7 x x  +  ( 4 ( 7 x 2 ( 7 2 2  +  2 ( 7 6 6 ( 7 2 2 ( 7 i i ( 7 x 3  —  6 ( 7 2 2 ( 7 x 3 ( 7 i i
4 ( 7 3 2 ( 7 2 2 ( 7 x 2 3  +  4 < 7 x 2 2 ( 7 22 2 ( 7 i i 3  +  1 2 < 7 23 2 < 7 2 x  -  6 ( 7 | 2 ( 7 i i 3 ( 7 i i  +  4 < 7 i2 2 ( 7 2 2 C ' 2 2 3 C i i  
- 6 0 ^ 0 2 2 3  +  8 ( 7 x 2 ( 7 2 2 ( 7 x i ( 7 1 2 3  -  16Cl2Cf2Cn  +  4 < 7 22 2 < 7 i2 2 < 7 1 3 )  (B.12)
d 2  =  - 3 C l 2 C 2u C n 2  -  2 ( 7 2 2 ( 7 3 x ( 7 2 2 2  -  3 < 7 22 2 < 7 i 2 i C 1 2  -  C & C u a  +  6 C 2 2 C i 2 i < 7 12 2  
+ 4 < 7 ? 2 C 2 2 ( 7 1 1 ( 7 i x 2  -  4 C i 3 2 C i 2 2 C i i  +  2 < 7 12 2 < 7 2 1 < 7 2 2 2  +  4 < 7 2 2 C i 3 2 < 7 n  -  C 512 
- 3 C f 2 C n  +  4 ( 7 2 2 C i 2 i ( 7 i 2 ( 7 i 2 2  -  3 C & C ? x  +  - L  ( 3 C 7 | 2 < 7 j 2 x ( 7 i 1 3  +  2 C f 2 C ' 13 1 C ' 2 2 3  
- 5 C x 42 (7 2 2 < 7 ii  -  5 < 7 2 2 ( 7 3 i  +  C ? 2C 22C 113 -  4 C ? 2C $ 2 C n C n 3 +  3 C 232 <72x<7i3 
— 4 ( 7 2 2 ( 7 f x C x 2 C i 2 3  +  < 7 x 4 2 ( 7 i 3 C ' 2 2  -  4 < 7 22 2 < 7 i 2 2 < 7 i 3 C n  +  4 C 7 3 2 < 7 2 2 C i 2 3 C ' i i  
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APPENDIX
C
Steel — Sample b
This
Appendix and those following (Appendices C-H) contain, for selected individual 
samples of Table 4.4, following plots:
• j3 vs. fatigue cycle (when applicable)
• acousto-elastic coefficient vs. fatigue cycle
• raw time of flight (tof) and load vs. time at numerous levels of increasing material 
fatigue.
The last set of plots were analyzed using the methods outlined in Chapter 6 , first 
finding the slope of the time of flight vs. load, and finally converting to change in 
velocity vs. stress, also known as the acousto-elastic coefficient.
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Reflection at a Layer with Bilinear Interface
Based upon the mathematical results of Chapter 9, a small program was written to 
simulate the passing of acoustic waves through a poor interface, in order to test the 
soundness of the theory and it’s possible implementation. Some of the results can be 
found in this Appendix. The model here is very similar to that employed in Chapter 10 
for comparison with experimental results. A single layer, acoustic impedence Z 2 and 
velocity C2 , is sandwiched between two identical half spaces, Z \ and c%. Two interfaces 
join the layer to the substrates, one of these is considered to be “bad” and is a source of 
nonlinear (bilinear) behaviour, with an effective tensile impedance 2 and compressive 
impedance Z2 . The second interface is considered to be “good”. The simulation is run 
varying the following parameters:
• Z1/Z 2 -  controls the effect of the layer itself, including possible resonant be­
haviour.
• pw/lw  -  ratio of the length of the acoustic pulse to the acoustic width of the 
layer — does the pulse interfere with its reflection at the interfaces or not?
• Z/Z2 -  controls the weakness of the “bad” interface.
The plots are labeled according to the table that follows.
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nonlinear first interface, rigid second
file: Z1/Z2 cl/c2 pw/lw z/Z2 comments:
nlcheckl 1 1 0.7 1 no layer
nlcheck2 1 1 0.7 0.1 no layer, weak adhesion
nlcheck3 1 1 0.7 0.01 no layer weakest adhesion
nlcheck4 3 1 0.7 0.1 light layer, weak adhesive, short pulse
nlcheck5 0.3 1 0.7 0.03 weak adhesion, heavy layer
nlcheck6 3 1 12.5 0.1 long pulse, light layer
nlcheck? 0.3 1 12.5 0.03 heavy layer, resonance, weak adhesive
nlcheck8 1 1 0.7 0.01 weakest, gauss modulation, no layer
nlcheck9 1 1 0.7 0.01 weakest, no layer
nlchecklO 1 1 0.7 0.01 weak interface, gauss mod, no layer
nlcheckl 1 1 1 0.7 0.1 same as 10, with consistency checking*
nlcheckl 2 1 1 0.7 0.01 As 8 with consistancy checking
* The linear approximation is used to determine whether the interface is in tension or com­
pression. However, in pathological cases, the stress due to the nonlinear distortions may be 
greater than that from the linear portion of the wave. To solve problems with the simulation 
seen in nlcheck8 and other, the stress at the interface is checked before and after the nonlinear 
correction term is added, and a consistency condition is enforced.
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