INTRODUCTION
Structural equation models (SEMs), sometimes called LISREL models, are widely used in the social sciences. These general models include multiple regression, confirmatory factor analysis, classical simultaneous equation models, and a variety of other common analysis techniques as special cases (Joreskog and Sorbom 1993) . Though it is straightforward to include nonlinear functions of exogenous or predetermined observed variables into these models (Bollen 1989 , pp. 128-29) or to incorporate cross-product terms of "block" variables (Marsden 1983) , the treatment of models with equations that are nonlinear in latent or unobserved variables is not fully developed. Typical examples are equations that include the product of two latent variables or the square of a latent variable as explanatory variables.
Researchers using SEMs have proposed two major solutions to this problem. One is based on the work of Busemeyer and Jones (1983), Bohrnstedt and Marwell (1978) , Feucht (1989) , and Heise (1986) . The other derives from the work of Kenny and Judd (1984) . These papers take important steps toward allowing product interactions and squared terms of latent variables into SEMs, but they have several limitations. This paper provides a more general framework for analyzing SEMs that include nonlinear functions of latent or a mix of latent and observed variables. In addition, I propose a limited information estimator for such models that is based on a two-stage least squares (2SLS) procedure described in Bollen (forthcoming). Unlike the other methods, this estimator is simple, easy to implement, and has known asymptotic properties that do not depend on the normality of the observed random variables.
The next section reviews the literature on product interactions and squares of latent variables in SEMs and instrumental variable/ 2SLS methods. Section 3 presents the notation, model assumptions, and the estimator, and Section 4 discusses the selection of instrumental variables (IVs) that are needed to implement the procedure. Section 5 includes three hypothetical examples and one empirical example to illustrate the methodology. The results are summarized in Section 6 in the conclusion.
LITERATURE REVIEW

Literature on Products of Latent Variables
An early study in the SEMs literature on incorporating products of latent variables in models was by Busemeyer 
where E(ei) is zero, and E2, E3, and 5, are distributed independently of L1 and L2 and of each other. The terms L1, L2, E2, E3, and , are random variables from normal distributions; e2, 63, and s are each homoscedastic and nonautocorrelated; and y1, L1, L2, Y2, L1L2, and y3 are deviated from their means. Busemeyer and Jones (1983) show that knowledge of the error variances (or reliability) of Y2 and Y3, together with the results from Bohrnstedt and Marwell (1978) on estimating the reliability of the product of two normally distributed variables, allows one to consistently estimate the covariance matrix of yi, L1, L2, and L1L2. This in turn yields a consistent estimator of the parameters /3,, 312, and /13 in equation (1).
The major limitations of this method are: it allows only a single indicator per latent variable; the error variances of the nonproduct observed variables must be known; tests of statistical significance of parameter estimates are not provided; it offers no methods for estimating equation intercepts; and the robustness of the estimates to violations of the normality and independence assumptions for the nonproduct latent variables and nonproduct disturbances is not given (Bollen 1989, pp. 407-8 The Kenny-Judd method represents an advance in the ability to handle interactions and squares of latent variables, but it still has limitations. One is the lack of knowledge about the robustness of the method to the failure of the normality and independence assumptions. Another is the proliferation of product latent variables, disturbances, and observed variables that occurs with this method. Even a relatively simple model requires many terms when multiple indicators are available for each latent variable involved in the product interaction. Each of the new terms and the accompanying nonlinear constraints must be entered explicitly into the model. Also, the properties of the model with raw rather than deviation scores are not known.
Literature on Instrumental Variables and 2SLS
Other literature has been less concerned with nonlinear functions of latent variables but is relevant to this paper. This is the econometric literature on instrumental variables (IV) and two-stage least squares (2SLS) estimation. Most econometric texts (e.g., Johnston 1984; Judge et al. 1985) provide overviews of these methods. 
where Yi is one of the indicators that scales a latent variable. The i subscript signifies the ith row of the matrix or vector-so, for instance, B,l is the ith row of B1 and Ei is the ith element in the e1 vector.
In one broad and useful class of models, the nonlinear function of the latent variables is expressible as
where gl(.) and g2 ( 
where y2 is gl(yl) and the remaining terms are g2(y1,el). The decomposition in equation (19) is useful because it allows one to place the g2(Yl, el) component in the residual while keeping gl(yl,) in the main part of the model. For these and other functions that are expressible as in equation (19) 
where plim stands for the probability limit as N goes to infinity. Other assumptions are that the variables in Zi have finite variances and covariances, that the right-hand side matrices of equations (25) to (27) are finite, that Xv,iv is nonsingular, and that XviZi is nonzero. These assumptions require that the instrumental variables (IVs) correlate with Zi and that the IVs not correlate with the composite disturbance ui. As I explain in the next section, the IVs will be observed variables (y's) that are part of the model or nonlinear functions of such observed variables. Assume that E[uiui] = o2I so that the composite disturbance is homoscedastic and nonautocorrelated. Whether E[ui] = 0 will depend on the nonlinear function of the latent variables that occurs in the original model. For now assume that the model is such that the mean of the composite disturbance is zero; later two of the examples will illustrate the consequences that follow when this assumption is false.
In general the ui of equation (24) 
where AN refers to an asymptotically normal distribution. The previous assumptions in equations (25) 
where
An appropriate redefinition of Zi, Ai, and ui leads back to equation (24), Yi = ZiAi + ui. Under the assumptions detailed for the latent variable model, one can obtain a consistent 2SLS estimator of A, with a known asymptotic distribution.
INSTRUMENTAL VARIABLE SELECTION
Key to the success of using the procedures developed in the preceding section is finding appropriate instrumental variables (IVs) that satisfy the conditions for IVs and that lead to an identified model. When treating the selection of IVs, many econometric texts do not explain methods for finding the IVs. In contrast, the 2SLS procedure here depends on the model structure for the creation and selection of IVs. Indeed, the structure of the full model is essential in finding IVs, as is the idea that nonlinear functions of some of the observed variables can serve as IVs. In practice the most challenging task is to find IVs that are uncorrelated with the composite disturbance ui. Equations (25) 
The expected value of the composite disturbance, U3, is /32VAR(E1).
For a homoscedastic error, the mean of the disturbance deviates from zero by a constant. Thus, instead of consistently estimating aL3, the 2SLS estimator will estimate aL3 + /32VAR ( 
where U3 = -3311 -232y1E 1 + P32E3 -333321 1 + 3 2333Y1E -333E + E3 + 3-
The expected value of the composite disturbance term is Table 2 shows that the Kenny and Judd (1984) method was devised for the common case of product interactions and squares of latent variables. The 2SLS method handles these as well as other models that are nonlinear in the latent variables, though this paper concentrated on the interaction and quadratic cases.5 5Both methods focus on models that are linear in the parameters.
The second point of contrast is that the Kenny and Judd method uses a full information (FI) estimator whereas the 2SLS is a limited information (LI) estimator. An advantage of a FI estimator is that it incorporates information on all equations and restrictions in the model at once. This can lead to greater efficiency of the estimator relative to LI estimators (e.g., see Johnston 1984, pp. 490-92). A drawback is that specification error in one part of the system may spread to other parts of the system with an FI estimator, whereas an LI estimator may better isolate the error. Given the approximate nature of virtually all structural equation models, any efficiency gains may be more than offset by the biases spread by specification errors.
I have been careful not to characterize the Kenny and Judd estimator as a full information maximum likelihood (ML) because although the ML fitting function might be used with their procedure, it is not a true ML estimator. As Kenny and Judd recognized (1984, p. 208), even if the nonproduct indicators come from normal distributions, the product variables in the model cannot originate from a normal distribution. Work on the robustness of the ML estimator to nonnormality looks promising (e.g., Satorra 1990), but it is not clear whether models with the product indicators and nonlinear constraints will satisfy the robustness conditions. The weighted least squares estimator (Browne 1984; Joreskog and Sorbom 1993) for arbitrary distributions is a possible alternative, but recent Monte Carlo simulation work suggests that it may require unrealistically large sample sizes for the asymptotic properties to hold (Muthen and Kaplan 1992).
The properties of the 2SLS estimator are large sample properties. Monte Carlo simulations and some analytical evidence are available for its finite sample behavior in observed variable econometric models (Judge et al. 1985) . Similarly, some Monte Carlo evidence is available for using a 2SLS for factor analysis models (Hagglund 1983; Lukashov 1994 ). Overall, the evidence suggests that it compares favorably with FI estimators such as maximum likelihood in terms of unbiasedness and variance, but no Monte Carlo evidence is available for the linear latent variable model (Bollen, forthcoming) or for models with nonlinear latent variables.
The third point of comparison is whether the procedure requires that products of latent variables and disturbances be introduced into the model. This is true for the Kenny and Judd (1984) method but not for the 2SLS one. An example of this was given in the literature review section of this paper. Both methods form products of the observed variables, but there are differences. In the Kenny and Judd method these are to be indicators of the nonlinear terms in the model. In the 2SLS method they are to be IVs for estimating the model. Also, the Kenny and Judd method introduces more of these product terms than does the 2SLS method. For instance, in the example in the literature review section the Kenny and Judd method introduces four product indicators (see equations [6] to [9]). Using the 2SLS method for this same example would require only the y4y5 product variable to add to the IVs.
The fifth comparison in Table 2 shows that the Kenny and Judd procedure adds one measurement equation for each of the product indicators added to the model. In the literature review example, this led to four additional measurement equations, (6) to (9). In addition, the Kenny and Judd method imposes nonlinear restrictions on some coefficients and variances.6 The 2SLS method neither requires additional measurement equations nor does it require nonlinear constraints.
Kenny and Judd developed their technique assuming that variables were deviated from their means. They do not estimate intercepts or test their statistical significance. The 2SLS method is not so restricted, and it straightforwardly yields the estimates of the intercepts and their asymptotic standard errors.
Another contrast is that the Kenny and Judd method assumes that all observed variables come from normal distributions whereas the 2SLS estimator does not. The robustness of the Kenny and Judd technique to nonnormality is unknown. The final point of comparison is that the small to moderate sample size properties of both estimators are not known. This is a disadvantage of both estimators and reason to be cautious in applying either.
Though the 2SLS method compares favorably with the other methods of handling nonlinear functions of latent variables, it has at least two other properties worth noting. As with all SEMs, the variable that scales the latent variable should be chosen with care. Generally, the scaling variable should be the observed variable with the 6Joreskog and Sorbom's (1993) LISREL 8 allows nonlinear restrictions in estimation. greatest association with the latent variable. Cudeck (1991) and Jennrich (1987) have examined methods of choosing scaling variables for exploratory factor analyses estimated with IV methods. Their methods also could be useful in the context of the 2SLS procedures presented here. The sensitivity of the estimator to the choice of the scaling indicator for each latent variable requires further research.
Another limitation is that I have treated only models where each latent variable has at least one scaling indicator that is not influenced by other latent variables in the model. The other indicators can load on additional factors provided that the model is identified. Most models have scaling indicators that satisfy this condition. In some models, such as multitrait-multimethod ones, this may not be true. Modifications to the method would be required to handle these situations.
APPENDIX: SAS CODE FOR EMPIRICAL EXAMPLE7
data two; set one; proc reg; model yl2=yl--yll y13 y15 yl3yl; output out=three p=yl2hat; data four; set three: yl2hatyl =yl2hat*yl; proc syslin 2sls; endogenous y16 y14 y12 yl2yl; instruments yl--yll y13 y15 yl3yl yl2hatyl; model y16=y14 y12 yl2yl yl y3;
