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Abstract: The scalar Helmholtz equation plays a significant role in studies of electromagnetic, seismic, and acoustic 
direct wave propagation. Phase space, or ‘microscopic’, methods and path (functional) integral representations provide 
the appropriate framework to extend homogeneous Fourier methods to inhomogeneous environments. The two 
complementary approaches to this analysis and computation of the n-dimensional Helmholtz propagator are reviewed. 
For the factorization/(one-way) path integration/invariant imbedding approach, the exact solution of the Helmholtz 
composition equation for the Weyl square root operator symbol is presented in the quadratic case. The filtered, 
one-way, phase space marching algorithm is examined in detail and compared numerically with wide-angle, one-way, 
partial differential wave equations formally derived from approximation theory. For the second approach, which 
directly constructs approximate two-way path functionals, the feasibility of a Monte Carlo (statistical) evaluation of 
the Feynman/Garrod propagator is discussed. 
Keyword: Helmholtz equation, factorization, path integral, pseudo-differential operator, Fourier integral operator, 
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Introduction 
The analysis and fast, accurate numerical computation of the wave equations of classical 
physics are often quite difficult for rapidly changing, multidimensional environments extending 
over many wavelengths. For the most part, classical, ‘macroscopic’ methods have resulted in 
direct wave field approximations (perturbation theory, ray-theory asymptotics, modal analysis, 
hybrid ray-mode methods), derivations of approximate wave equations (scaling analysis, field 
splitting techniques, formal operator expansions, approximation theory), and discrete numerical 
approximations (finite differences, finite elements, spectral methods). In the last several decades, 
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however, mathematicians studying linear partial differential equations have developed, in the 
language of physicists, a sophisticated, ‘microscopic’ phase space analysis. In conjunction with 
the global functional integral techniques pioneered by Wiener (Brownian motion) and Feynman 
(quantum mechanics), and so successfully applied today in quantum field theory and statistical 
physics, the n-dimensional classical physics propagators can be both represented explicitly and 
computed directly. The phase space, or ‘microscopic’, methods and path (functional) integral 
representations provide the appropriate framework to extend homogeneous Fourier methods to 
inhomogeneous environments, in addition to suggesting the basis for the formulation and 
solution of corresponding arbitrary-dimensional nonlinear inverse problems. Moreover, it is in 
phase space, rather than in configuration space, that, from a mathematical perspective, the 
interesting geometry takes place. 
Phase space and path integral constructions 
For the n-dimensional scalar Helmholtz equation, there are two complementary approaches to 
this analysis and computation, as illustrated in Fig. 1. The first is essentially a factorization/path 
integration/invariant imbedding approach. For transversely inhomogeneous environments, im- 
plying medium homogeneity with respect to a single distinguished direction, the n-dimensional 
Helmholtz equation can be exactly factored into separate, physical forward and backward, 
one-way wave equations, following from spectral analysis [5,9,11,13,34]. The forward evolution 
(one-way) equation 
(i/k)a,++(x, xt) + (K2(x,) + (l/k')V~)""G+(~, Xl> CO, (1) 
where K(x) is the refractive index field and k is a reference wave number, is the formally exact 
wave equation for propagation in a transversely inhomogeneous half-space supplemented with 
appropriate outgoing wave radiation and initial-value conditions. While functions of a finite set 
n-DIM. HELMHOLTZ EQUATION (vZ+ k’K*‘cx,~~c~, = 0 
TRANSVERSELY INHOMOGENEOUS GENERALLY INHOMOGENEOUS 
Fig. 1. TWO complementary approaches to the analysis and computation of the n-dimensional scalar Helmholtz 
equation. 
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of commuting self-adjoint operators can be defined through spectral theory, functions of 
noncommuting operators are represented by pseudo-differential operators [9,34]. The formal 
wave equation (1) is now written explicitly as a Weyl pseudo-differential equation in the form 
(i/@&+(x, xt) + (~/~T)~-‘JR~~_~ d$ dp, fiB(pt, tb, + x:)) 
X exp(ikp; (x! - x:))++(x, x() = 0. (2) 
In (2), the symbol L?,( p, q) associated with the square root Helmholtz operator B = (K’(q) + 
(l/P) @)“2 satisfies the Weyl composition equation 
&(p, q) = K2(q) -p2 = (k/~)~“-~/+ 
n 
_4 dt dx dy dz 52,(t +p, x + q) 
XsZ,(y+p, z+q) exp(2ik(x.y-t.2)) (3) 
with Ln+(p, q) the symbol associated with the square of B, B2 = (K2(q) + (l/~‘)o,‘) [9,11,22]. 
The generalized Fourier construction procedure for the square root Helmholtz operator can be 
summarized pictorially by the clockwise traversal of the following correspondence diagram 
B2 e fin> 
T 0 
B * 9, 
where the arrows symbolize the one- and two-way mappings between the appropriate quantities. 
Exact solutions of the Weyl composition equation (3) can be constructed in several cases [14]. 
For example, the symbol a,( p, 4) for the two-dimensional (n = 2) quadratic medium, K2( 4) = 
Ki + w2q2, is given by [14] 
Qn,( p, q) = - (exp(in/4)r”‘2/n”‘2)/m dt exp(i( Yt + X tanh t)) 
Xt-‘/2(iY sech t + iX sich3r - (sech t)(tanh t)) (4) 
with X= (l/E)( w2q2 -p2), Y = &f/c, and e = w/k. Consistent with taking the square root of 
the indefinite Helmholtz operator, the corresponding symbols, generally, have both real and 
imaginary parts characterized by oscillatory behavior [13,14], as illustrated in Fig. 2. Nonuniform 
and uniform perturbation solutions corresponding to definite physical limits (frequency, propa- 
gation angle, field strength, field gradient) recover several known approximate wave theories 
(ordinary parabolic, range-refraction parabolic, Grandvuillemin-extended parabolic, half-space 
Born, Thomson-Chapman, rational linear) and systematically lead to several new full-wave, 
wide-angle approximations [9,11,13,14,29]. 
The exact pseudo-differential evolution equation (2) and, in general, the wide-angle extended 
parabolic approximate equations derived from the analysis of the composition equation 
[9,11,13,14] are singular integro-differential wave equations. Solution representations for such 
pseudo-differential equations can be directly expressed in terms of infinite dimensional 
tional, or path, integrals [10,27,33], following from the Markov property of the propagator. 
operator notation, then, 
func- 
In an 
(5) exp(ikBx) = $lii fii exp(ikBAxi) 
J 
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Fig. 2. The real (- ) and imaginary (- - -) parts of the n = 2 quadratic medium symbol as a function of X for 
Y=lO. 
where Axj = x/N, symbolically representing the propagator in terms of the infinitesimal propa- 
gator. As the operator symbol is not simply quadratic in p, the configuration space Feynman 
path integral formulation is not appropriate, necessitating the more general phase space con- 
struction [2,10,27]. This results in a parabolic-based (one-way) Hamiltonian phase space path 
integral representation of the propagator in the form [lO,ll] 
Xexp 
i 
ik 5 (Pjt’(“jt-xj-lt) + (x/N)H(P~t~ Xjt, xj-lt)) C6) 
j=l 1 
where 
H(p, q”, q’) = (k/24n-1LZn_I ds dt F(q’ - q”, s) 
Xh,(p, (+(q”+q’)) - 1) exp(iks-t). 
In (7), F(u, v) and h,(p, q) are related to the operator symbol fi2,(p, q) by 
(7) 
fi,(U, V) = F(u, U)i;,(U, V) 
where d, and AB are the corresponding Fourier transforms [9,10,11]. 
(8) 
The nonuniqueness of the lattice-approximation path integral representation is readily under- 
stood in terms of different discretizations, or quadratures, of the symbolic functional integral and 
corresponds to the representation of a given (fixed) operator by different operator-ordering, or 
pseudo-differential operator, schemes [9,10,11,27,33]. More fundamentally, in analogy with the 
Schriidinger equation for particle motion on a fiemannian space and the thermodynamic 
(Fokker-Planck) equation for particle diffusion, the algorithmic Helmholtz path integral con- 
struction reflects the stochastic nature of the integration [6,13,27]. Further, both the macroscopic 
and microscopic (infinitesimal) half-space propagators can be formally expressed as Fourier 
integral operators with complex phase [36]. The phase space path integral, thus, represents the 
macroscopic Fourier integral operator in terms of the N-fold application of the microscopic, or 
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infinitesimal, Fourier integral operator in a manner which can be related to the global geometri- 
cal-optics construction of the macroscopic operator [8,34,36]. This relationship, in conjunction 
with a counterclockwise traversal of the correspondence diagram (pictorial summary), should 
provide the basis for the analysis of the oceanic sound speed profile inversion problem [9,11]. 
The path integral formulation interprets the wave theory in terms of an infinitesimal 
propagator summed over all phase space paths. For the Helmholtz theory, the exact infinitesimal 
propagator is not, in general, given by the locally homogeneous medium propagator, as in the 
ordinary parabolic (Schriidinger) propagator construction [33]. The approximate extended para- 
bolic wave theories then correspond to approximate infinitesimal propagators summed over the 
complete phase space. In retaining the ‘sum over all paths’, diffraction, or full-wave, effects are 
incorporated. 
For weakly range-dependent environments, range variability can be, at first, accommodated at 
the level of range updating, as in the case of the parabolic path integral [5,33]. For 
reflection/transmission from a planar interface separating two (different) transversely inhomoge- 
neous acoustic half-spaces, the concept of reflection and transmission amplitudes generalizes to 
reflection (r) and transmission (t) operators. The reflection and transmission operators, which, 
when applied to the incident wave field at the interface, produce the initial values of the reflected 
and transmitted wave fields, are defined within the Weyl pseudo-differential operator framework 
and are explicitly determined by enforcing the well-known interface continuity conditions. The 
main result [29] is a composition equation of the form 
= (k/a)2”-2/ Rn.~rdfdxdydZ(D*=(t+P, x+q)+f&(f+P, x+q)) 
X a,( y +p, z + q) exp(2ik(x +y - t. z)) (9) 
for the reflection operator symbol a,( p, q) and an analogous equation for the transmission 
operator symbol O,(p, q), The inclusion of a planar transition region of arbitrary length and 
inhomogeneity can be accomplished by factorization methods in conjunction with invariant 
imbedding [1,13,30]. Invariant imbedding constructs the initial-value system for the reflection 
and transmission operators associated with the transition region, transforming the Helmholtz 
boundary-value problem into an initial-value problem. A discretized formulation [30] provides 
the extension of Kennett’s method [24,25] in reflection seismology. The resultant forward and 
backward wave fields propagating in the transversely inhomogeneous half-spaces are represented 
by the one-way path integrals, while, within the transition region, a formal path integral 
representation of the propagator can be expressed as a product integral [33]. This takes the form 
P31 
G = /‘exp(ikX(s) ds) = lim fi exp[ikX(sl)Asjj 
a N-CC j=l 
00) 
where Sj = a + (j - +) AS,, ASj = (x - a)/N, a denotes the transition region boundary, 2 is 
the appropriate first-order Helrnholtz equation matrix operator [9,13], and with the product of 
exponential factors ordered from right (lower j) to left (higher j) reflecting the noncommutativ- 
ity of the matrix operator X at different x. While product integration-based path integral 
constructions have been applied to the problems of nonrelativistic electron spin and the Dirac 
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equation, such infinite products of matrices are, generally, only tractable in simple limiting cases 
[13,16,33]. 
Rather than starting from a transversely inhomogeneous formulation and, subsequently, 
building in backscatter effects, the generalization of Fourier methods to arbitrary inhomoge- 
neous environments and the construction of a dynamical basis for the Helmholtz equation can 
proceed, in the second approach, from the construction of truly global configuration space path 
integrals, which attempt to generalize, for example, the homogeneous half-space result [lO,ll] 
G+(x, x,10, x:) 
N-l 
= lim 








and H,“‘(t) is the Hankel function. These elliptic-based (two-way) constructions, originating 
from the Fourier transform relationship between the Helmholtz and Schriidinger (parabolic) 





corresponds to an appropriate discretized action and 
C = (1/N) IE (+PT + 'Cxj>j 
j=l 
05) 
plays a role analogous to an average energy with the identification V(x) = - i( K2( x) - 1). For 
a transversely inhomogeneous half-space, partial integration of (13) in conjunction with the 
reflection principle (or method of images) results in [lO,ll] 
G+(x, ~~(0, $) = lim 
Xexp(ik(S,+ 2112x(+ - C)1’2)) 06) 
with S, and C taking on their appropriate forms in one-lower dimension. 
Formally reducing both the full- and transversely inhomogeneous half-space phase space 
Feynman-Garrod path integrals to configuration space path integrals [lo] establishes the path 
functional character of the representation. Moreover, the approximate Feynmari-Garrod path 
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integral is exact in the homogeneous medium limit, incorporates significant backscatter informa- 
tion, and contains both the geometrical (ray) acoustic and ordinary parabolic approximations. 
This configuration space formulation for the two-way problem, initially based on a variational 
principle and phase space constructions, seeks to express the propagator in terms of a phase 
functional evaluated over an appropriate path space, as symbolically expressed in the 
Feynman-Dewitt-Morette representation [6,10,11]. This takes the form 
-- 




X]I d{ ]I (1 - ZV(S))“’ (18) 
X’ 
is the analog of the action associated with a ‘free particle’ on a space with the metric 
d12 = (1 - 2v(S)) II dS II 2 
and where E represents the space of paths from x’ to n such that 
(19) 
l/2 = (W-)/“T dt(W) II WV dt II 2 + J%(d)) (20) 
JO 
with the constraints 
P(O) = x’, l(T) = x. (21) 
The dynamical basis of the Helmholtz equation can, thus, be viewed in terms of a stochastic 
process embodying fixed ‘average energy’ paths, or, alternatively, in terms of ‘free particle’ 
motion [6,10,11]. In the transversely inhomogeneous limit, the Feynman-Dewitt-Morette repre- 
sentation should formally generalize the configuration space Feynman path integral construction 
to the one-way Helmholtz equation. From a more mathematically rigorous viewpoint, the 
stochastic-based Helmholtz construction attempts the difficult task of paralleling Wiener’s 
treatment of the parabolic (heat) equation [6,15]. 
Computational algorithms 
The one-way marching computational algorithm is based on 
(1) the marching range step (following from the path integral), 
(2) a sophisticated symbol analysis (reflecting the detailed study of the Weyl composition 
equation), and 
(3) Fourier component, or wave number, filtering in phase space (for increased efficiency, 
decreased computational time, and reduced error). 
Direct integration of the one-way phase space path integral provides the computational basis 
for the pseudo-differential wave equation (2). Choosing the standard ordering, F(U) V) = 
exp( -iiku . v), in (6), (7), and (8) results in a numerically more efficient post-point marching 
algorithm in the form 
++(x + Ax, x*) = JR”_,dpt exp(ikp,.x,)(exp(ikAxh.(p,, 4)i’(x, P,)) (22) 
226 L. Fishman, S.C. Wales / Phase space methods and path integration 
where 6’ is the Fourier-transformed wave field and 
43(P,~ 4 = WT’J R2”~2 ds dt O,(s, t) exp( -2ik(x, - t) * (pt -s)>. (23) 
This marching algorithm provides the generalization of the Tappert-Hardin split-step FFT 
algorithm [5] to the full one-way (factored Helmholtz) wave equation. For a two-dimensional 
model ocean/bottom propagation environment with a pressure release ocean surface, the Fourier 
transform of the wave field in (22) is replaced by a discrete fast sine transform and the inverse 
transform is evaluated by a rectangular rule integration, enabling the propagated wave field to be 
expressed in the matrix form 
for each depth point z,. In (24), +’ and 4’ are column vectors and the matrix S? is defined by 
its matrix elements 
A nm =q sin(kp,z, +kAxh”,(p,, zn)) exp(ikAxh”,(p,, z,,)) (25) 
where hk and /zg are the even and odd parts with respect to p of hB( p, z) in (23) and 77 is an 
appropriate transform normalization constant. The radiation condition is approximated by an 
attenuating false bottom (absorbing boundary layer) and the initial field is provided by a 
normal-mode start-up program [5,12,13]. 
The principal idea underlying the practical implementation of the phase space marching 
algorithm is the construction of a small number of approximate operator symbols, which, when 
taken together, allow for wave field computations over a very wide range of model environments 
and propagation parameters. The symbol constructions are initially based on the well-known 
pseudo-differential operator asymptotic (in smoothness) treatment of the composition equation 
[9,1_1,14,34]. This, in effect, high-frequency perturbation theory, ordered by increasing powers of 
l/k, results, in the two-dimensional case, in a symbol expansion in the form 
h,(p, 4) - (K2(q) -P~)~‘~ + (1/2ik)(K(q)K’(q)p(K2(q) -p2)-3’2) + 0(1/x2) 
(26) 
where the superscript prime denotes differentiation with respect to the argument. Retaining the 
leading term in (26) is the high-frequency approximation, which provides the zeroth-order 
picture. It represents the most naive generalization of the homogeneous medium result [9,11,13], 
corresponding to the locally homogeneous medium approximation of the infinitesimal propa- 
gator [10,13], and is quite distinct from geometric, or semiclassical, approximations on the wave 
field. Further, it follows from (24)-(26) that the high-frequency wave theory is independent of 
the reference sound speed c0 (K(z) = c,,/c( z), k = w/co) and will break down both with an 
increasing variation of K(z) on the wavelength scale and with an increasing total range of K(z). 
In constructing the square root of the indefinite Helmholtz operator, the standard asymptotic 
symbol analysis resulting in (26) is nonuniform over phase space, providing only an outer-scale 
algebraic expansion. This is well-illustrated in Fig. 2 for the Weyl symbol (a,) which is 
qualitatively similar to the standard symbol (h,). A scaling analysis, appropriate change of 
variables, and the construction of a leading-order canonical inner-scale solution provide for a 
uniform high-frequency approximation which properly represents the symbol in the high-propa- 
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gating-angle, or near-evanescent, phase space regime [14]. The operator symbol can also be 
computed in an essentially numerical fashion [13]. Finally, following from their easily derived 
symbols, the previously mentioned well-known approximate wave theories can be computed by 
the phase space marching algorithm [9,11,12,29]. 
Phase space provides not only the natural domain for the square root Helmholtz operator 
construction, but also, a most natural and efficient means for introducing filtering techniques. 
Even for wide-angle propagation problems, only a limited region of the finite computational 
phase space (finite spatial extent and resolution) contributes significantly to the wave field 
calculation. This allows for the a priori filtering of noncontributing phase space regions, first, 
heuristically, through local (in x) Fourier component filtering and, ultimately, in a quantitative 
manner, through the development of sufficiently sharp global error estimates. Fourier compo- 
nent, or wave number, filtering [5] is applicable to all approximations in the two-dimensional 
algorithm of (24), and is most efficiently incorporated by setting A,, = 0 for m > m, [13]. This 
reduces both the size of the matrix multiplication and the number of matrix elements initially 
computed, in particular, reducing the total range-incrementing computational time by an order 
of magnitude for typical ocean/bottom model calculations [13]. 
Practical numerical considerations dictate that the phase space marching algorithm provide 
relatively fast, accurate, stable results over realistic ranges. While the algorithm exhibits a local 
error of 0( Ax), reflecting the symbol approximation (at the level of the wave equation), the 
finite-dimensional lattice approximation of the functional integral, and the numerical quadrature 
of the resultant phase space integrals, for a lower-limited mesh size Ax computation, the 
first-order local error coefficient ultimately determines accuracy [13]. Increasingly accurate 
symbol approximations over the relevant region of phase space in conjunction with phase space 
filtering can make the coefficient arbitrarily small, resulting in accurate numerical calculations 
over realistic ranges. Furthermore, the extended parabolic wave theories derived from the 
pseudo-differential operator analysis are not necessarily a priori energy flux conserving, nor is 
the strict conservation of energy flux at the level of the symbol approximation necessarily 
desirable. Indeed, adopting a practical stability criterion to finite range allows for the relatively 
slow onset of uncontrolled wave field growth resulting from the non-energy-flux-conserving 
properties of the symbol approximation and/or the range and transverse coordinate discretiza- 
tion in the filtered algorithm to establish an effective range of computation, rather than to mark 
the complete inapplicability of the algorithm [13]. The FFT and matrix multiplication structure 
of the algorithm is ideally suited for either vector or parallel processing computer architectures. 
In conjunction with the filtering techniques, relatively rapid computational times can be obtained 
on the appropriate machines. For example, for typical model problems [13], the complex wave 
field can be computed at 512 (depth) X 1200 (range) points in a total range-incrementing time of 
30 seconds on a VAX 11/750 computer and FPS 164 array processor system, reducing to 9 
seconds with an FPS 264 array processor. 
The focus of the factorization-/path integration-based marching algorithm is the symbol 
(which, in principle, contains the full spectral information) as opposed to the individual 
eigenvalues and eigenfunctions, and, subsequently, the infinitesimal propagator. The semigroup 
property then, in effect, provides for macroscopic propagation, resulting in full-wave approxima- 
tions and a synoptic environmental view of the wave field. Of particular significance is the fact 
that the manner of marching the radiation field is independent of the medium and any 
approximation to the square root Helmholtz operator, resulting in a modular code architecture 
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and highly versatile propagation program. Moreover, the propagation models constructed and 
computed through the code correspond to singular integro-differential equation as well as partial 
differential equation approximations to the one-way wave equation. Indeed, this numerical 
algorithm represents one of the very few attempts to compute directly with pseudo-differential 
and Fourier integral operators. 
Both range updating and reflection and transmission from an interface are readily incor- 
porated into the one-way marching algorithm. Phase space filtering and array processing make 
the repeated computation of the updated .& matrix quite reasonable for realistic ocean 
calculations, while the application of the reflection and transmission operators is straightforward. 
In general, the speed and modest storage requirements of the filtered one-way algorithm along 
with preliminary computations indicate that these two range-dependent algorithms should be 
feasible over distances on the order of lo4 wavelengths. The computational implementation of 
the discretized invariant imbedding equations for multidimensional environments extending over 
many wavelengths is, however, very nontrivial [13]. 
The properties previously outlined suggest that the Feynman/Garrod path integral representa- 
tions in (13) and (16) provide a viable approximation for a useful range of propagation 
experiments. Equation (13) provides, in closed form, an approximation for the general (two-way) 
Helmholtz propagator, while, in providing the most naive generalization of (ll), the zeroth-order 
path functional construction in (16) is distinct from the high-frequency (locally-homogeneous) 
approximate one-way path integral. Since neither the range-dependent nor range-independent 
Feynman/Garrod path functionals are based on a semigroup property, Monte Carlo (statistical 
sampling) methods for the numerical evaluation of multiple integrals [17,19] seem most ap- 
propriate for their computation. While numerically calculating Helmholtz wave fields as high (in 
principle, infinite)-dimensional integrals is quite distinct from the more traditional finite-dif- 
ference and finite-element approaches, the Monte Carlo evaluation of functional integrals has 
been successfully applied in quantum mechanical [4,7,23,35], statistical mechanical [4,7,23,35], 
and quantum field theoretical [21] calculations. 
For the two-dimensional (n = 2) case with the imposition of an approximate radiation 
condition (attenuating boundary layer) and finite spatial resolution, (16), for example, represents 
the many-dimensional (N ranging as large as - lo3 for the path resolution) integration of a 
known, smooth, bounded, oscillatory integrand over a bounded domain. While correlated-sam- 
pling, modified importance-sampling, weighted uniform-sampling, and antithetic-variate vari- 
ance-reduction techniques are applicable to oscillatory integrals, the correlated-sampling ap- 
proach seems most appropriate for the Feynman-Garrod evaluation [19]. The mathematical 
difficulties in applying Monte Carlo methods to highly oscillatory integrals experienced in the 
many-Fermion [23] and quantum dynamical [7] problems are probably more a reflection of the 
present lack of sufficiently accurate estimator functions in these cases [23] rather than an 
inherent limitation of the approach. In terms of assessing the accuracy of the equation (16) 
approximation, the one-way phase space marching algorithm can provide the necessary accurate 
estimator integrands (easy functions) and independent means of computation [19]. Generally 
speaking, a large parallel processing capability should have a very favorable impact on both the 
Monte Carlo [7, 261 and direct path summation [20] calculations of functional integrals. 
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Numerical results-comparison with HAPE 
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Previous numerical results of transmission loss (db re 1 m) as a function of range (km) for a 
number of model ocean/bottom propagation experiments have demonstrated the computational 
viability of the factorization-/path integration-based phase space marching algorithm [12,13]. 
Here, the one-way marching algorithm is further tested and specifically compared with the 
high-angle parabolic equations (HAPE) formally derived from approximation theory. These 
wide-angle, one-way wave equations are based on the formal operator rational approximation 
(27) 
with the resulting, so-called, pseudo-partial differential equation being interpreted as a third-order 
partial differential equation 
(c+d((K2(z) - 1) + (l/k2)aZ’))(i/k)a,~+(x, z) 
+ (a + b((K2(z) - 1) + (l/kZ)a;2))++(x, 2) = 0 (28) 
either directly or through an implicit finite-difference computational scheme [5,28,32]. Equation 
(28) is, in general, c0 dependent. The approximation coefficients a, b, c, and d are determined in 
the homogeneous limit where this heuristic analysis is exact, in essence, approximating the 
symbol (1 - p2)i12 on the interval [ - 1, l] by a (2, 2) rational function. Halpern and Trefethen 
have discussed in detail a number of approximation schemes and, further, have established the 
well-posedness of the resulting unambiguous constant-coefficient partial differential wave equa- 
tions [18]. The Pad& (Claerbout approximation in seismology [5,12,18,28]), the LyO and Ly5 
(minimization of the maximum error on the appropriate subinterval [5,18]), and the Chebyshev 
points (equal point spacing in angle [18]) approximations are specifically considered in this 
comparison. The values of the approximation coefficients are given in Table 1 [5, 181 and 
substituted directly into (28) to fully define the approximate inhomogeneous high-angle para- 
bolic equations. Equation (28) is numerically solved by a Crank-Nicolson type implicit finite-dif- 
ference (IFD) scheme [3]. 
Three two-dimensional model ocean/bottom environments and a corresponding transmission 
experiment are defined in Fig. 3. The propagation frequencies are 25 and 100 Hz. While salient 
features of ocean acoustic and seismological (ocean/bottom boundary) environments are incor- 
porated into the modeling, the sound speed profile features are, in some instances, greatly 
Table 1 
Approximation coefficients for the high-angle parabolic equations (HAPE). 
Coefficients Approximations 
PadC -G LG 
; 0.75000 1 ooooo 0.79624 9 987 0.99973 80864
C 1 .ooooo 1 .ooooo 1 .ooooo 
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SOUNO SPEED (m/s) 
Fig. 3. Three model ocean/bottom environments and transmission experiment. 
exaggerated in order to characterize the range of validity and the manner of breakdown of the 
numerical codes. The model environments and propagation parameters are specifically chosen to 
test the wide-angle capability of the propagation algorithms without the complication of bottom 
interactions other than insuring that no energy returns to the water column. The bilinear sound 
speed profile in the water column is identical in the upper ocean in all three cases, ranging from 
1500 to 1520 m/s. In the lower ocean, the increasingly sharper profiles range to 1563, 1971, and 
2500 m/s, requiring half-beamwidth capabilities of 15, 40, and in excess of 50 degrees, 
respectively, in cases A, B, and C. Cases A and B are taken from the NORDA Parabolic 
Equation Workshop [5]. The reference transmission loss calculations are provided by a Fast 
Field Program (FFP) algorithm [5,12,13] and a KRAKEN normal-mode program [5,13] which 
were found to be in virtual agreement beyond the nearfield region in all of the cases computed. 
The normal-mode start-up program provides the initial field for both the phase space 
marching and high-angle parabolic equation (IFD) algorithms. The phase space algorithm 
requires a much coarser grid than the IFD algorithm. For the 25 Hz propagation frequency, the 
grid spacings are AZ = 4 m, Ax = 10 m, and AZ = 1 m, Ax = 2 m, respectively, in the phase 
space and IFD algorithms, with appropriately scaled values at 100 Hz. Moreover, for the phase 
space algorithm, these grid spacings are conservative; the depth (z) point density, for example, 
can be reduced by as much as a factor of four. The IFD grid, however, was fixed by a 
convergence study. These results are typical for comparisons between split-step FFT and implicit 
finite-difference codes [5]. For the co-dependent high-angle parabolic equations, c0 is taken to be 
1510 m/s in cases A and B and 1520 m/s in case C unless otherwise stated. 
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10 11 12 13 14 Rang: (k$ 
17 18 19 20 
Fig. 4. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 25 Hz. (- ) High- 
frequency algorithm (80 degree filter), KRAKEN nor- 
mal-mode algorithm, and FFP algorithm. (. . . . . . ) Lz 
IFD algorithm. 
100 I I I I I I I I l I 
10 1, 12 13 14 15 16 17 18 19 20 
Range (km) 
Fig. 5. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 25 Hz. ( -) L; IFD 
algorithm. (. . . . . ) L$ IFD algorithm. 
A representative sampling of the computed transmission loss curves is displayed in Figures 
4-19. The results for the 80 degree filtered [13] high-frequency algorithm are in agreement with 
the phase space analysis. For model environment B at 25 Hz, Fig. 4 illustrates the identical 
agreement between the filtered high-frequency, KRAKEN normal-mode, and FFP algorithms 
over ranges on the order of 300 wavelengths or approximately 13 ocean depths. Figure 7 further 
illustrates the continued excellent agreement over ranges five times as great. As indicated by the 
correction term in the outer-scale asymptotic expansion of (26), the range of validity of the 
high-frequency approximation is governed by both the strength of the sound speed variations on 
loo- ’ ’ I I I ’ I ’ I 
10 11 12 13 14 15 16 17 18 19 20 
Range (km) 
Fig. 6. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 25 Hz. ( -) PadC IFD 
algorithm. (. . . . ) Chebyshev points IFD algorithm. 
100 
95 955 95 965 97 975 98 98.5 99 99.5 100 
Range (km) 
Fig. 7. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 25 Hz. ( -) High- 
frequency algorithm (80 degree filter). (. . . . . ) FFP 
algorithm. (- - -) L$, IFD algorithm. 
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4 4, 42 43 4.4 a5 46 47 48 ag 5 
Range (km) 
Fig. 8. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 100 Hz. (- ) High- 
frequency algorithm (80 degree filter), KRAKEN nor- 
mal-mode algorithm, and FFP algorithm. (. . . . . . ) L”, 
IFD algorithm. (- - -) Lg IFD algorithm. 
4 41 42 43 4.4 45 46 4, 48 49 5 
Range (km) 
Fig. 9. Transmission loss (dB re 1 m) versus range (km) 
for model environment B at 100 Hz. ( -) High- 
frequency algorithm (80 degree filter), KRAKEN nor- 
mal-mode algorithm, and FFP algorithm. (. . . . . ) 
Chebyshev points IFD algorithm. (- - -) Pad& IFD 
algorithm. 
the wavelength scale and the total sound speed range. Increasing the frequency four-fold, Figures 
8 and 9 illustrate the identical agreement between the filtered high-frequency and reference 
algorithms for model environment B at 100 Hz. While the range presented here is reduced by a 
factor of four when measured in ocean depths, this same identical agreement is found at much 
greater ranges. Reducing both the sound speed gradient and total range, Fig. 17 illustrates the 
identical agreement for model environment A at 25 Hz, again, with identical agreement also 
found at extremely long ranges. Sufficiently increasing both the sound speed gradient and total 
Fig. 10. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 25 Hz. ( -) 
KRAKEN normal-mode algorithm and FFP algorithm. 
(. . ) High-frequency algorithm (80 degree filter). 
100 III1 I I II I I 
10 105 I, 115 12 125 13 13 5 14 14 5 15 
Range (km) 
Fig. 11. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 25 Hz. ( -) 
KRAKEN normal-mode algorithm and FFP algorithm. 
(. . . ) Lz IFD algorithm. 
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Fig. 12. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 25 Hz. ( -) LZ 
IFD algorithm. (. . . . . ) L$, IFD algorithm. 
Fig. 13. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 25 Hz. ( -) Pad6 
IFD algorithm. (. . . . . ) Chebyshev points IFD al 
gorithm. 
range signals the breakdown of the high-frequency approximation, as illustrated in Fig. 10 for 
model environment C at 25 Hz. This comparison, although qualitatively not bad, is no longer 
extremely accurate, reflecting the comparability of the leading-order square root and correction 
terms for significantly contributing Fourier components and marking the necessity of the 
uniform treatment. Again, increasing the frequency four-fold, gives, as expected, improved 
results, as illustrated in Fig. 14 for model environment C at 100 Hz. This last comparison, in 
particular, suggests the well-defined, broad range of validity of the zeroth-order high-frequency 
approximation [13] and the subsequent wide-ranging applicability of the high-frequency-based 
analysis. 
90 I I I I 11 I 
3.6 38 4 4.2 
Range (k:) 
46 48 5 
Fig. 14. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 100 Hz. (-) 
High-frequency algorithm (80 degree filter). (. . . . ) 
FFP algorithm. (- - -) Lz IFD algorithm. 
90 I I I I I I 
3.6 38 4 4.2 
Range (k:) 
46 4.8 5 
Fig. 15. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 100 Hz. ( -) .G 
IFD algorithm. (. . . . ) LG IFD algorithm. 
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Fig. 16. Transmission loss (dB re 1 m) versus range Fig. 17. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 100 Hz. ( -) (km) for model environment A at 25 Hz. ( -) 
Pad& IFD algorithm. (. . . . . ) Chebyshev points IFD High-frequency algorithm (80 degree filter) and 
algorithm. KRAKEN normal-mode algorithm. (. . . . . . ) Chebyshev 
points IFD algorithm. 
Further comparison of the calculated transmission loss curves establishes the following points 
characterizing the IFD-computed HAPE approximations. 
(1) In every case, the filtered high-frequency algorithm is more accurate than the HAPE 
approximations. This is even true for model environment C at 25 Hz (Figs. 10-13) where the 
high-frequency approximation is clearly breaking down. While the failure of the HAPE ap- 
proximations might be expected for model environment C, with its wide-angle requirements 
quite possibly precluding highly accurate calculations with any (2,2) rational approximation, the 
Pad6 and especially the L” 4,, approximation have been suggested as being appropriate for model 
I I I I I I I I I 
Fig. 18. Transmission loss (dB re 1 m) versus range 
(km) for model environment B at 25 Hz. ( -) L”, 
IFD algorithm (ca = 1510 m/s). (. . . . . ) LG IFD 
algorithm (ca = 1589 m/s). 
40- 
“3 5 38 4 4.2 
Range (k:) 46 48 5 
Fig. 19. Transmission loss (dB re 1 m) versus range 
(km) for model environment C at 100 Hz. (-) Lz 
IFD algorithm (c,, = 1520 m/s). (. . . ..) L$, IFD 
algorithm (ca = 1600 m/s). 
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environments such as B [5,28,32]. Indeed, the LTO approximation is reasonably accurate for 
model environment B at 25 Hz over the lo-20 km range (Fig. 4) but develops a serious error at 
long range (Fig. 7). This is particularly disturbing since one of the principal applications of the 
IFD-computed HAPE approximations is long-range underwater acoustic propagation [5,28,32]. 
While the HAPE results might be sufficient for some applications [5,32], the accurate compu- 
tation of the wave field (amplitude and phase) certainly requires the extremely accurate 
computation of the transmission loss (essentially, the logarithm of the amplitude). 
(2) For the propagation environments presented, the transmission loss curves display a clear 
sensitivity to the choice of the approximation coefficients. While this, again, might be expected 
for the cases of model environment C (Figs. ll-16), where there is significant energy in the 
high-angle regions where the approximations differ most, it is also strongly evident for the ‘40 
degree’ [5] cases of model environment B (Figs. 4-6, 8, and 9). Indeed, the very small differences 
in the LyO and LT5 approximation coefficients shown in Table 1 readily translate into the quite 
discernible transmission loss differences displayed in Figures 5, 8, 12, and 15. While the Pad& 
LZ> and Lg approximations will give nearly identical results for narrow-angle propagation 
problems such as model environment A at 25 Hz, it is for wide-angle problems, such as model 
environments B and C, that the high-angle parabolic equations are developed and applied 
[5,28,32]. 
(3) Unlike the high-frequency-based analysis in the phase space algorithm, there appears to be 
no obvious semi-quantitative, or even useful qualitative, basis at present for characterizing the 
region of validity in the HAPE approximations. The rigorous constructions in the homogeneous 
HAPE analysis [18] do not simply carry over to the inhomogeneous case. For example, the Lz 
approximation reproduces the smallest-scale variations in the transmission loss reasonably well 
for model environment B at 25 Hz (Fig. 4) but clearly exhibits no improvement, and, in fact, 
displays phase errors on the same scale at 100 Hz (Fig. 8). (This conclusion is reinforced upon 
examining the appropriate LT, and reference curves over the entire range.) 
(4) Even though the IFD algorithm is constructed for arbitrary approximation coefficients 
[3,28], in view of points (2) and (3), there is no obvious way to make an optimal selection for 
propagation calculations covering a wide range of environments and transmission parameters 
WI. 
(5) The characterization of the Pad& or Claerbout, HAPE as a 45 degree one-way wave 
equation, commonly found in the seismology literature [12], is extremely misleading. The 
numerical results from model environment B presented here in conjunction with homogeneous 
waveguide calculations [32] suggest that the range of applicability of the PadC approximation is 
far more restricted. In fact, the difference between the PadC and Lz results for model 
environment B at 25 Hz (Figs. 5 and 6) probably reflects the inadequacies of the PadC 
approximation in the above 30 degree region [18]. 
(6) For the homogeneous case, Halpern and Trefethen concluded that, for practical purposes, 
the Lz approximations are as good as or better than the PadC approximation [18]. The results 
from model environments B and C (reinforced by unpublished calculations on several other 
model environments) suggest that this conclusion might provide a useful guide for inhomoge- 
neous calculations. 
(7) The Chebyshev points approximation gives, by far, the poorest results. While Chebyshev 
interpolation, L* approximation, and Chebyshev-Pade approximation were argued to offer an 
attractive compromise between narrow- and wide-angle accuracy in the homogeneous symbol 
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approximation [18], it is quite clear from the numerical calculations presented here (Figs. 6, 9, 13, 
16, and 17) that for the acoustic and seismic problems of interest [5, 12, 13, 28, 321, Chebyshev 
interpolation is inadequate. This is particularly well-illustrated in Fig. 17 for model environment 
A at 25 Hz where the Chebyshev points approximation rapidly develops a serious phase error for 
a weakly-refracting model which is accurately computed with the ordinary parabolic approxima- 
tion [5,12]. The narrow-angle errors made by the Chebyshev interpolation in an attempt to gain 
greater wide-angle accuracy [18] are simply not acceptable when translated to the level of the 
wave field for most of the problems of interest. Apparently, an applicable HAPE approximation 
must, in general, maintain relatively small errors throughout its useful angular domain. 
(8) The HAPE approximations exhibit a strong dependence on the reference sound speed cO. 
Figures 18 and 19 illustrate this dependence for the L" . . 4. approxrmation for model environments 
B and C. Figure 18 is particularly disturbing in that the two choices for cO, the value at the 
source-receiver depth (1510 m/s) and the average value in the water column (1589 m/s), are 
each reasonable and often used [5]. While this c0 dependence has been discussed [5, 281, and 
Pierce has suggested a natural choice based on the Rayleigh quotient [31], the optimal selection 
of the reference sound speed within the framework of the approximation theoretic HAPE has not 
been seriously examined. 
The HAPE algorithm can be viewed in terms of operator symbol approximations. In the 
homogeneous case, this is explicit, while in the inhomogeneous case, symbol approximation is 
only implicitly addressed by the HAPE formalism. Essentially, (28) corresponds to the symbol 
associated with the composite operator 
(c+ d((K2(4 - 1) + (lP)aj))-‘(a + b((K2(z) - 1) + (l/@)a,z)), 
which reduces to a rational approximation of the exact symbol in the homogeneous case. (This 
operator is supplemented with the appropriate outgoing wave radiation condition, and, in 
practical computations, the corresponding symbol would be filtered. The singular, or nearly 
singular, behavior associated with the inverse operator is handled in the HAPE algorithm by the 
implicit range step procedure.) In general, the implicit HAPE symbol will exhibit the characteris- 
tic oscillatory behavior associated with the square root of the indefinite Helmholtz operator. 
However, unlike the phase space algorithm, which can span the full symbol parameter space with 
several optimized approximations, the HAPE symbol must cover the full range of environmental 
regimes and propagation parameters. Within this constrained framework of the HAPE symbol 
approximation, even for cases where the initial agreement may be quite good, discrepancies can 
often develop at long range, somewhat reminiscent of small modal phase errors. 
Applying (l), (4, 4) rational function approximations to the formal square root operator and 
(2), both (2, 2) and (4, 4) approximations directly at the level of the formal propagator 
(exponentiated square root operator), result in improved IFD HAPE algorithms [18,28,32]. The 
first approach provides increased accuracy and a greater wide-angle capability compared to the 
(2, 2)-based algorithms, while Saad and Lee [32] have demonstrated the improved accuracy and 
wide-angle capability of the second approach relative to the first in homogeneous waveguide 
calculations. However, unlike the phase space algorithm, which marches all symbol approxima- 
tions in the same manner, proceeding from a (2, 2)- to a (4, 4)-based IFD HAPE algorithm 
corresponds to going from a third-order to a fifth-order partial differential equation, now 
requiring the solution of either a pentadiagonal system or two successive tridiagonal systems at 
each range step [32]. Successively higher-order approximations would result in even more 
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complex and costly implicit finite-difference schemes. Moreover, the resulting wave equations 
remain dependent on the chosen reference sound speed [32]. Finally, the improved approxima- 
tions still result from a formal analysis which does not explicitly address the approximation of 
functions of noncommuting operators, as does the pseudo-differential operator analysis. 
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