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Abstract—Mining useful knowledge from corpus of data has
become an important application in many ﬁelds. Data mining
algorithms like clustering, classiﬁcation work on this data and
provide crisp information for analysis. As these data are available
through various channels into public domain, privacy for the
owners of the data is increasing need. Though privacy can be
provided by hiding sensitive data, it will affect the data mining
algorithms in knowledge extraction, so an effective mechanism
is required to provide privacy to the data and at the same time
without affecting the data mining algorithms. Privacy concern
is a primary hindrance for quality data analysis. Data mining
algorithms on the contrary focus on the mathematical nature than
on the private nature of the information. Therefore instead of
removing or encrypting sensitive data, we propose transformation
strategies that retain the statistical, semantic and heuristic
nature of the data while masking the sensitive information. The
proposed Correlation Based Transformation Strategy (CBTS)
combines Correlation Analysis in tandem with data transfor-
mation techniques such as Singular Value Decomposition (SVD),
Principal Component Analysis (PCA) and Non Negative Matrix
Factorization (NNMF) provides the intended level of privacy
preservation and enables data analysis. The outcome of CBTS
is evaluated on standard datasets against popular data mining
techniques with signiﬁcant success and Information Entropy is
also accounted.
Index Terms—Transformation Strategy, Privacy Preserving
Data Mining, Correlation Analysis, Information Entropy
I. INTRODUCTION
Data mining is efﬁciently applied to many ﬁelds like clus-
tering in bioinformatics, association rules in market basket
analysis, classiﬁcation in credit scoring, time series analysis in
ﬁnancial decision supporting. However, the increasing power
of computers handling huge amount data and malicious us-
age made data mining a risk to privacy of individuals and
companies. A simple example of privacy problem caused
by combining information from different sites is as follows.
In this given Zip codes of medical records are anonymized
to protect disclosure of patient and information in personal
website and address in yellow pages do not cause a privacy
problem solely. However, a malicious internal human and
hacker may combine the information in different sites and label
medical record of patient.
Public sensitivity against data mining increased because it is
seen as threat to individual’s private information as shown in
the example above. On the other hand, data mining is impor-
tant for efﬁciently discovering knowledge. Privacy preserving
data mining arise from the need for continue performing data
mining efﬁciently but preserving private data or knowledge
of individuals and companies. It is deﬁned as data mining
techniques that use specialized approaches to protect against
the disclosure of private information may involve anonymizing
private data, distorting sensitive values, encrypting data, or
other means to ensure that sensitive data is protected.
Privacy is necessary to protect people’s interests in competi-
tive situations to avoid the negative and harmful consequences.
People have the right to keep the aspects of their lives or
behaviour conﬁdential as personal information can be used
in unethical ways causing much damage and humiliation. For
instance there are strong reasons to keep patient records private
as the social stigma attached to certain grievous diseases can
hurt the patients sentiments and hinder the treatment. These
concerns always come in way of quality data analysis as
it prevents sincere research activities. PPDM is an area of
data mining that works to protect the privacy in sensitive
or conﬁdential information from large collections of data. To
achieve PPDM, the sensitive data is transformed to some other
form, where in privacy is preserved and at the same time,
the Data Mining Algorithms like Clustering , Classiﬁcation
and Association rule mining can work effectively on this
transformed data.
In this paper, we propose a transformation method based
on correlation analysis. The method is based on checking if
the sensitive data can be removed and its statistical property
can be retained in one or more non- sensitive data and if
not transform the sensitive data. Depending on the correlation
between attributes in the dataset, the method can give totally
sensitive data removed dataset to sensitive data transformed
data. We measure cluster Misclassiﬁcation Error between the
original dataset and the transformed dataset and prove the error
is less in our approach.
II. RELATED WORK
Vassilios S[1] proposed the goal of PPDM to develop algo-
rithms for modifying original data, so that private knowledge
remains private even after the mining process. Researchers
may use census, medical records, criminal records and it is
often released for public welfare, which may threaten the
existence of an individual or organization. The main concern
of Privacy Preserving Data Mining is the sensitive nature
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of raw data. The data miner, while mining for numerical
data, should not be able to access data in its original form
with the entire condential nature. Boora et al. [2 ] proposed
more robust techniques in Privacy Preserving Data Mining that
intentionally alter the data to preserve sensitive information as
well as to protect the inherent statistics of the data which is
necessary for mining purpose.
Tianqing Zhu [3] proposed correlated differential privacy
solution which enhances the privacy guarantee for a correlated
dataset with less accuracy cost. Experimental results show the
proposed solution outperforms traditional differential privacy
in terms of Mean Square Error on large group of queries and
it suggests that correlated differential privacy can successfully
retain the utility while preserving the privacy.
Bharath K.Samanthula [4] focus on solving the Classication
problem over encrypted data. The proposed protocol protects
the conﬁdentiality of data, privacy of users input query, and
hides the data access patterns.
Ximeng Liu [5] proposed a new privacy preserving patient
centric clinical decision support system, which helps clinician
complementary to diagnose the risk of patients disease in
privacy preserving way.
Zhiyuan Zhang [6] analyzed the correlations of numer-
ical and categorical data on the correlation map.Yingpeng
Sang et al. [7] explained how Simulation results show that
reconstructions achieve high recovery rates, and outperform
the reconstructions based on Principal Component Analysis
(PCA).
Pui K. Fong in his work [8] proposed a method for Privacy
Preserving Decision Tree Learning. In this approach original
data samples are ﬁrst converted to unreal datasets. They
modiﬁed the ID3 decision tree algorithm to learn decision
tree from the unreal datasets. The approach performs better
only for distributed evenly. For uneven distribution, the storage
requirement in this approach is high. For uneven distribution,
the privacy is at risk.
Khaled Alotaibi in his work [9] proposed a non metric
multidimensional scaling to transform the original dataset to
transformed data. The transformed data was used to construct
the SVM Classiﬁer and accuracy was good. It was made
possible by generation of higher generation feature space so
that separation between the positive and negative classes were
high. But the rank ordering in the perturbed data is not possible
in this solution.
Augmented Rotation-Based Transformation was proposed
in [10]. In this approach, the data is divided into many subsets
row wise. The data is transformed by repeated rotation in such
a way the distance between the data rows are invariant and it
allows for clustering. The computation and storage overhead
is very high in this approach. This approach can be used for
iterative clustering with semi supervised active learning.
AA Hossain [11] proposed a sheer based privacy scheme
for spatial dataset. In this method , the spatial transformation
is done for location privacy in the dataset by pushing original
location to new location with distance based on shearing factor
values.
x´ = Fx = A´xl + (A´xh − A´xl). ((x+ αy)−Axl)
(Axh −Axl) (1)
y´ = Fy = A´yl + (A´yh − A´yl). ((xβ + y)−Ayl)
(Ayh −Ayl) (2)
After shearing in by distance rotation transformation is
done. But in this method since the same transformation is
applied on all dataset, even if one location is comprised, all
the location can be compromised.
In [12], authors have proposed a randomized response
method for distorting the original data before using frequent
item set mining on the data. The data distortion method used
here is probabilistic and when the number of attributes to be
privacy preserved is higher, then error in item set mining is
also higher.
In [13], privacy preserving clustering is done and for privacy
the private attribute is split to multiple secrets. The clustering
algorithm is then customized to work on these secret shares.
By mapping a single attribute to multiple secret shares, the
privacy is preserved. But the computation overhead is high in
this approach for computing distance every time, the share
reassembling by secure function is needed. If the distance
computation overhead can be reduced, this method would
work well for clustering and classiﬁcation.
In [14], cryptographic technique using homomorphic en-
cryption is used to transform data and then clustering is
done on this private data. For non numeric data attributes the
complexity in this approach is very high.
In [15], two additive perturbation algorithms RDD and
RACC which combines additive perturbation with matrix
multiplicative perturbation is proposed. The computation and
reconstruction cost is less in this approach. But the distance
distortion is high in this approach, so the clustering and
classiﬁcation accuracy will be affected.
III. PROBLEM DEFINITION
Given complex data containing sensitive information, our
solution must transform the data in such a way private and
sensitive information are preserved. The level of privacy must
also be ﬁne tuned. Only private and sensitive information must
be converted retaining the statistical and correlation structure
in the document intact.
We consider two dimensional dataset, where in data set has
many attributes and some of attributes are private and sensitive.
The data set has many rows. The dataset is used by clustering
algorithm like k-means to group the similar rows. The purpose
of the project is to transform or remove the sensitive data
in such way, the cluster misplacement error between cluster
of original data and cluster of transformed data is as low as
possible.
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Fig. 1. Architecture of CBTS
IV. ARCHITECTURE
Given complex data containing sensitive information, CBTS
determines the subset of vectors correlated to sensitive data
and generates equivalent components as substitutes. Correla-
tion is computed using Pearson’s correlation coefﬁcient. The
subsets formed are subject to transformation techniques that
tend to converge on the observed similarity generating new
components. Hence derived components are a mathematical
reﬂection of the sensitive data and used instead of sensitive
data for data mining. Existing transformation methods
PCA, SVD and NNMF have been used prior in PPDM
by [16][17][18] and demonstrate the required property of
convergence. Fig.1 gives the overview of proposed algorithm.
The framework takes data with private vector to sensitive
information and a threshold suggesting the expected level
of privacy conservation. The threshold is a normal value
between 0 for maximum and 1 for minimum conservation.
Our work concentrates on applying perturbation techniques
on the correlated subsets of sensitive information.
It has four stages Correlation Analysis, Subset Selection,
Subset Transformation and Component Substitution.
1) Correlation Analysis (Dc) : Correlation Matrix is com-
puted using Pearson Coefﬁcients. The correlation matrix is
the fundamental in determining similarity among vectors,
especially with the private vector. To do this the sensitive
attributes in the data set must be provided to the system and
correlation of each attribute X to each private attribute Y is
computed using Pearson correlation.
ρx,y =
con(X,Y )
σxσy
(3)
The correlation matrix is a M ∗N vector where
M - the number of non private attributes
N - the number of private attributes
M =
⎡
⎣
a11 a12 a13 ... a1n
a21 a22 a23 ... a2n
am1 am2 am3 ... amn
⎤
⎦
The matrix values amn are normalized value from 0 to
1. 0 means no correlation and 1 means high correlation. Let
the matrix to be transformed as
M =
⎡
⎣
s11 s12 s13 ... s1y
s21 s22 s23 ... s2y
sx1 sx2 sx3 ... sxy
⎤
⎦
Where Y is the number of attributes and X is the total
number of rows.
2) Subset Selection (Private-vectors, Threshold) : The idea
in this method is that if a particular non sensitive attribute X
is highly correlated with a sensitive attribute Y , the Y can
be removed as X can compensate Y in case of classiﬁcation
or clustering tasks as the correlation and statistical property is
still satisﬁed.
To ﬁnd the best level or threshold for correlation we will
start with a lower value and proceed till a best threshold for
correlating the non sensitive and sensitive attribute is found.
Correlated vector subset satisfying the threshold is formed
analysing the Correlation Matrix for each of the private vector.
There are three possibilities that arise in the subsets.
1) The vectors are highly correlated in which case one of
the non private vector can substitute the data
2) The vectors are correlated within the threshold bounds
in which case the transformation can proceed.
3) No vectors are found for the threshold in which case
threshold is lower incrementally till a subset is formed.
By this process highly correlated sensitive attributes are
removed and now low correlated sensitive attributes are
waiting for transformation which is done in next steps. As
a result of this step if values sxy >T then attribute value X
column is replaced for Y column in the original matrix as
M =
⎡
⎣
s11 s12 s13 ... s1y
s21 s22 s23 ... s2y
sx1 sx2 sx3 ... sxy
⎤
⎦
Here in this matrix s13> T and 1 is non private and 3 is
private
3) Subset Transformation (Subset, Transform): From the
remaining sensitive non correlated data Y, the subsets of
sensitive data is formed using methods like PCA, SVD or
NNMF. Any of these three methods can be used as our work
is not dependent of any method. The result of this step is set of
components forming the candidates for substitution. In an ideal
scenario there shall be exactly one component of convergence.
4) Component Substitution (Private-vector, Component):
Private Vector is substituted with the most similar component
derived from subset transformation and Entropy is computed
for the perturbed data set against the original data. Entropy
computed is given by Shannon Information Entropy. So if Y
is private attribute but we cannot ﬁnd a single non private
attribute but able to ﬁnd a subset of attributes [a1ba1ca1d] to
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Fig. 2. Transformation Method
be correlated to Y, the Y will be replaced with a composite
of [a1ba1ca1d]
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s11 s12
⎡
⎢⎢⎢⎢⎢⎢⎣
s11 s12
s21 s22
sx1 sx2
⎤
⎥⎥⎥⎥⎥⎥⎦
s21 s22
sx1 sx2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The overall process in our transformation method is
given in Fig.2.Transformation Method.
V. RESULT
TABLE I
COMPARISON OF INFORMATION ENTROPY
Types of data OriginalEntropy
Information Entropy(IE)
(Using CBTS Method) /
(Using existing methods)
PCA SVD NNMF
Ionosphere
(351x35) 9.8042
10.2250/
10.236
10.2196/
13.583
10.1828/
2.0047
Cancer
(699x11) 2.5663
2.9818/
6.3399
2.9174/
2.0807
2.7794/
0.7634
Vehicle
(846x18) 7.9660
8.3148/
8.3399
8.1252/
13.8944
7.8624/
4.3333
Letter
(20,000x16) 3.5403
3.9585/
8.0001
3.6655 /
8.2666
3.4617/
1.8046
Information Entropy of original data against perturbed data
using CBTS with transformation methods is summarized in
Table I. We can infer from the table that deviation in Infor-
mation Entropy is minimum using proposed CBTS method
against using transformation techniques alone. Table II gives
the comparison of classiﬁer accuracies for various machine
TABLE II
COMPARISON OF VARIOUS MACHINE LEARNING ALGORITHMS USING
CBTS
Dataset
Machine
Learning
Algorithm
Observed Classiﬁer Accuracy (%)
Actual
Data
Transforming using CBTS
PCA SVD NNMF
Ionosphere
Decision
Tree 99.71 98.86 98.86 97.72
Multilayer
Perceptron 99.71 99.43 99.14 99.71
Naive Bayes 82.9 78.91 79.77 83.76
Breast
Cancer
Decision
Tree 97.99 97.99 97.42 98.28
Multilayer
Perceptron 99.14 98.56 98.99 98.71
Naive
Bayes 96.13 96.28 96.28 96.28
TABLE III
CLUSTER MISCLASSIFICATION ERROR (ME )
Types of data Clusters(K)
ME (with CBTS) ME (without CBTS)
PCA SVD NNMF PCA SVD NNMF
IONOSPHERE
(351x35)
2 0.573 0.011 0.006 0.011 0.182 0.217
3 0.028 0.0798 0.017 0.519 0.387 0.325
4 0.573 0.091 0.051 0.593 0.558 0.279
5 0.04 0.068 0.023 0.558 0.792 0.342
BREAST
CANCER
(699x11)
2 0.009 0 0.003 0.037 0.009 0.023
3 0.037 0.009 0.006 0.26 0.266 0.532
4 0.063 0.006 0.057 0.718 0.243 0.389
5 0.069 0.132 0.069 0.741 0.04 0.252
learning algorithms using CBTS against original data. It is
clearly observable from the results the classiﬁer performance
is comparable to the original data. Table III shows the Mis-
classiﬁcation Error MEvalues with k-means clustering. Higher
ME values indicates lower clustering quality where as Lower
ME values indicate the higher utilization of the data.
ME =
1
N
∑
(|Clusteri(D)| − |Clusteri(D′)|) (4)
The clustering quality provided by the proposed CBTS is
higher compared to existing methods.
VI. CONCLUSION AND FUTURE WORK
The present work explores CBTS for numerical data. The
proposed method was able to remove the highly correlated
sensitive data and transform the non correlated sensitive
data.Through experiment analysis we have proved that our
proposed dataset transformation method has low clustering
misplacement error. In future a more generic CBTS needs to
be devised to address complex and ordered datasets. Private
vector instances can be identiﬁed from the rich semi structured
metadata and entity relations in databases but requires Se-
mantic Transformation Strategies (STS) to intelligently sense
private vectors based on context inputs from the DB ad-
ministrator. STS with Generic CBTS can provide in future
a simpliﬁed way to anonymize and publish quality data for
productive mining.
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