Colour-encoded structured lighting systems are widely used for three-dimensional data acquisition based on machine vision. Calibration of such a system is a laborious and tedious task. This paper presents a novel method for self-recalibration of such a vision system. The relative pose between the projector and camera of the system is automatically determined by taking a single view of the scene, so that the three-dimensional measurements and reconstruction can be performed efficiently even if it is moved from one place to another or the configuration of the system is changed. Experiments were carried out to demonstrate the implementation of the proposed method.
Introduction
Active vision systems using structured light for threedimensional measurements have found wide applications in robotics, object modelling, automatic inspection etc. The system usually consists of two main components, a camera and a projector. The measurement principle of such a system is based on triangulation where the projector generates light patterns (encoded by unique colour blocks) and the camera detects the illuminated scene. Either mounted separately on two robot arms or installed on a single platform, the relative pose between them may be changed for better perception of targets at different positions.
Before a structured-light system is used for threedimensional vision perception, it is essential that the system be carefully calibrated to obtain its intrinsic parameters (such as focal lengths, scale factors and distortion coefficients) and extrinsic parameters (positions and orientations between 1 Author to whom any correspondence should be addressed. the two components). Traditionally, the calibration task is accomplished statically by manual operations. A calibration target/device is designed with precision calibration fixture to provide an array of points whose world coordinates are precisely known [1] [2] [3] [4] [5] . With a planar calibration pattern, the target needs to be placed at several accurately known positions in front of the vision sensor.
With traditional methods, the system must be calibrated again if the vision sensor is moved or the relative pose between the camera and the projector is changed. Frequent recalibrations in using such a system are laborious and tedious tasks. When working in an unknown environment, e.g. in underwater exploration by a vision guided robot, changes of the position and configuration of the vision sensor become necessary.
It is thus desirable for a vision system to have the ability to self-recalibrate without requiring external three-dimensional data such as those provided by a precision calibration device. With this ability, whenever the vision sensor is moved or the relative pose between the camera and the projector is changed, the vision system will automatically recalibrate itself, allowing the three-dimensional measurements to be conducted without disruptions.
Self-calibration of vision sensors has been actively researched in the last decade. However, most of the available methods were developed for calibration of passive vision systems such as stereo vision and depth from motion [6] [7] [8] [9] [10] [11] [12] [13] . For active vision systems using structured light, the calibration methods are mostly based on static and manual operations. The available camera self-calibration methods cannot be applied directly to structured-light systems as the vision sensor cannot be moved to capture more than two views during the calibration. Recently, there has been some work on self-calibration [14] [15] [16] [17] [18] [19] of structured-light systems. Fofi et al [14, 15] investigated the self-calibration of structuredlight systems, but the work was based on the assumption that 'projecting a square onto a planar surface, the more generic quadrilateral formed onto the surface is a parallelogram'. This assumption is questionable. Jokinen [16] studied selfcalibration method based on multiple views, where the object is moved by steps. Several maps were acquired for the registration and calibration. The limitation of this method is that the object must be placed on a special device so that it can be precisely moved. Using a cube frame, Chu et al [17] proposed a calibration free approach for recovering unified world coordinates. Chen and Li [18, 19] recently proposed a self-recalibration method for a structured-light system allowing changes in the system configuration in two degrees of freedom.
This paper presents a novel method which provides selfcalibration of six unknown parameters in a structured-light vision system. This can allow changes in the six degrees of freedom in the configuration of the system. The internal parameters of the camera and projector are assumed to be known. We refer to our method as recalibration since we attempt to determine the relative external parameters only. However, this method can also be extended to more general cases so long as the total number of unknowns does not exceed six. The proposed method requires only a single view. With its easy implementation, this method promises wide applications for active vision systems.
Sensor recalibration

Calibration task
A structured light vision system [20] consists of a projector to project onto the scene with a light pattern, and a camera to detect the illuminated surface. If a beam of light is cast on the surface and viewed obliquely, the distortions in the beam can be translated into distance variations. This is the basic principle behind depth perception for three-dimensional measurements.
Traditionally, a structured light vision system is calibrated in a similar way to stereo vision [21, 22] . By placing a target with known world coordinates at several different positions, the camera and the projector can be calibrated independently, with the two perspective transformation matrices (PTMs) obtained. The three-dimensional reconstruction also becomes similar to that for stereo vision.
In this paper, we formulate the three-dimensional reconstruction in a different way. self-recalibrated automatically if and when its relative pose is changed.
For the camera, we know
where
T are the coordinates on the image sensor plane and λ ∈ R is an uncertain scalar.
T is the three-dimensional coordinates of an object point based on the view of the camera (figure 1). P c is the 3 × 4 perspective matrix
where v c is the distance between the image plane and camera optical centre, s x y is the ratio between the horizontal and vertical pixel cell sizes, k x y represents the placement perpendicularity of the cell grids and (x 0 c , y 0 c ) is the centre offset on the camera sensor.
For the projector, we similarly have
T are the coordinates on the projector plane and κ ∈ R is also an uncertain scalar.
T is the three-dimensional coordinates of the object point based on the view of the projector (figure 1). P p is the inverse perspective matrix of the projector
where v p and (x 0 p , y 0 p ) represent the projector parameters corresponding to the cameras.
The relationship between the camera coordinate system and projector coordinate system is
where M is a 4 × 4 matrix and t is the translation vector,
Here s is a scaling factor to normalize t
Let
where h 1 , h 2 and h 3 are four-dimensional vectors. We have
Based on equations (1), (5) and (10), we have
Denote
The three-dimensional world position of a point on the object surface can be determined by
By this formulation, the whole calibration of a structuredlight system can be divided into two parts. The first part concerns the calibration of intrinsic parameters (such as focal lengths and optical centres), called static calibration. The second part deals with calibration of the extrinsic parameters of the relative pose, called self-recalibration. The static calibration needs to be performed only once. The selfrecalibration is thus more important and is the focus of this paper.
Once the perspective projection matrices of the camera and the projector relative to a global coordinate frame are computed from the static calibration, we obtain P c and P p . Then the triangulation for computing the three-dimensional coordinates of object points simply involves calculating (13) . So the dynamic self-recalibration task is to determine the relative M between the camera and the projector. There are six unknown parameters, three for three-axis rotation and three for threedimensional translation (figure 1).
Calibration data
For a point on an object surface, we know that its coordinates on the camera's sensor plane x c and on the projector's source plane x p are related via
where F is a 3 × 3 essential matrix:
Here R is a three-axis rotation matrix and S is a skewsymmetric matrix [23] 
based on the translation vector t.
Obviously the recalibration task is to determine the six independent parameters in R and t (figure 1).
For each surface point, equation (14) may be expressed as
Here 
where (x c , y c ) are the coordinates on the camera's sensor and (x p , y p ) are the coordinates on the projector's LCD/DMD. For n points observed, an n × 9 matrix A can be obtained as the calibration data:
3. The relative pose
Assumptions
In this paper, we assume that the structured light vision system has 6DOF in its relative pose, i.e. three position parameters and three orientation parameters, between the camera and the projector. The focal lengths of the projector and the camera are assumed to have been obtained in a previous static calibration stage. The optical centres are fixed or can be described by a function of the focal length, such as
The projector generates grid patterns with horizontal and vertical coordinates so that the projector's LCD/DMD can be consider an image of the scene.
The relative pose between the camera and the projector is described by (5) or 
The proof is briefly given here. First, consider the following 6 × 6 matrix, which is a sub-matrix formed by selective columns in A: c,1 y c,1 x p,1 y p,1 x c,1 y c,1  1 x c,2 y c,2 x p,2 y p,2 x c,2 y c,2  1 x c,3 y c,3 x p,3 y p,3 x c,3 y c,3  1 x c,4 y c,4 x p,4 y p,4 x c,4 y c 
where x c,i is the x value of the i th point projected on the camera coordinate system. The matrix A 6 can be diagonalized by basic row operations: 
On the other hand, based on the projection model of the camera and projector model, the coordinates of a surface point projected on the sensor are
(for both camera and projector)
For a point, (x c , y c ) and (x p , y p ) are related by
where Z c and Z p are the depth values based on the view of camera and projector, respectively. For both camera and projector, define the scene plane:
and
Let r 1 , r 2 and r 3 be the three rows in R, (26) becomes
which contains three equations, such as
Then, equation (29) 
or
where Γ is a 3 × 9 matrix, a is described as (19) and {τ i j } are constants. It can be proved that there is no linear relationship among the above three equations, i.e. rank(Γ) = 3.
Considering nine points as the calibration data, then matrix A is 9 × 9 in size. Since it is constrained by (31), the maximum rank of A is rank(A) 9 − 3 = 6.
Therefore the rank of matrix A must be six. The general solution of (17) has the form of
where ξ 1 , ξ 2 and ξ 3 are real numbers, f i is a nine-dimensional vector and [f 1 ; f 2 ; f 3 ] is the null basis of A.
Determination of the relative pose
Using singular-value decomposition (svd) gives
where A T A is a 9 × 9 matrix, D is a non-decreasing diagonal matrix and U and V are orthogonal matrices.
Then, f 1 , f 2 and f 3 are the three vectors in V corresponding to the lowest eigenvalues. Theoretically, if there is no noise, matrix B is exactly what we just described, i.e. of rank six. In such a case, there would be three vanishing/singular values in the diagonal matrix D and the mean of squared errors (MSE) would be zero, since the vector f lies exactly in the null space of B. However, in a practical system, there may be fewer than three singular values in the matrix D, as the matrix B can be perturbed. Since the data are from real measurements, B may have a rank of seven or even higher. In this case we can still take the three column vectors from the matrix V as the basis vectors corresponding to the lowest values in D. It will still be the best in the sense that we have tailored B (with rank B > 6) to some other matrix C with rank C = 6 in such a way that C is the 'nearest' to B among all the n × 9 matrices with rank six in terms of the spectral norm and Frobenius norm. Equation (34) may be written as
where '×' is the cross product of two vectors.
The scaling factor
Among the six unknown parameters, the five in R and t n have been determined so far and Euclidean reconstruction now is feasible but up to a scaling factor. The last unknown, s in t, is determined from a constraint derived from the best-focused location. This is based on the fact that, for a lens with a specified focal length, the object surface point is perfectly focused only at a special distance. On other positions, the z-displacement of a surface point to the best-focused location is
where f p is the focal length and v p is the distance from the image plane to the optical centre. Then the blur diameter at each location is
where c i are constants and F num = f p /r is the f -number of the lens. Considering using an illumination pattern with colourencoded grids, the coordinates on the projector can be immediately determined by adjacent neighbours when projecting such a source pattern. The method for computing the values of blur diameters from an image has been proposed in [18, 19] . Equation (45) describes a blur distribution surface, on which a straight line can be found with minimum values corresponding to the best-focused location ( z = 0). From (26), a point on that straight line is constrained by
The scaling factor s is thus determined:
Finally the procedures for self-recalibration of a structured-light vision sensor are given as follows.
Step 1. Projecting grid-encoded patterns onto the scene.
Step 2. Determining t n and R for five unknowns from (41), (42) and (15) .
Step 3. Computing the blur distribution and determining the best-focused location.
Step 4. Determining the scaling factor s from (47).
Step 5. Combining the relative matrix for three-dimensional reconstruction.
Experiments
Validity simulations
We firstly carried out some numerical simulations to verify the validity of our method. The projector and the camera were placed at a random pose (figure 2). Virtual grid illumination patterns and images were produced for analysis. By using the colour-block encoding method, each point in the scene was identified for correspondence on the camera plane and projector plane. Data on both the planes were extracted to determine the relative pose and scaling factor.
In this test example, the system had the following parameters: f c = 25, v c = 28.5, f p = 80 and v p = 92. The projector was assumed to be located at P p = (450, 240, 85), with the orientation O p = (π/8, π/5, −π/4) relative to the camera's coordinate system. The object was assumed to be a plane Z = 0.12X − 0.33Y + 650. By randomly selecting n (n > 6) points on the object plane, an n × 9 matrix A results. Both the position t and the orientation R are almost exactly equal to the assumed configuration and hence the method is valid. 
Implementation with a practical system
The proposed method was also implemented in real experiments using our active vision system. Figure 4 illustrates our experimental setup. The system consists of two major components, i.e. a PULNIX TMC-9700 CCD camera with a 25 mm lens and a PLUS U3-1080 DLP projector. The relative pose between the camera and the projector can be changed freely. If this occurs, the system will perform self-recalibration (instead of static calibration with manual operations) to be used for immediate three-dimensional reconstruction.
The DLP projector was controlled by a computer to produce XGA output with 1024 × 768 resolution. The illumination pattern was colour-encoded grid blocks, which can be projected on the scene. The camera's position was adjusted to detect the illuminated area of interest on the object. Figure 5 shows an example of the image captured. We designed a special colour-encoding method so that the coordinates (on the projector plane) of each block can be uniquely identified. With this method, each 3 × 3 adjacent block group has different colour pattern. For example, figure 6 is a block group. By checking the colour pattern (pink, white, red; green, yellow, aqua; white, blue, green), we can find that the coordinates of block 'E' are (460, 520). Furthermore, for the purpose of threedimensional reconstruction, we may set some illumination with varying distribution of intensities in each block and the resolution (thus the accuracy) can be improved significantly.
Here the camera and the projector were previously calibrated in a static stage to find their intrinsic parameters. Since we knew the coordinates on both the projector and the camera, the self-recalibration can be performed in the same as the procedures described in the simulation program. . Figure 7 illustrates the three-dimensional object reconstructed by equation w c = Q −1 x c+ after the system has been In our experiments, each time the camera or the projector was moved to another arbitrary position, the proposed selfrecalibration algorithm was used to determine the relative pose, and then further three-dimensional reconstruction procedures can be performed immediately. As can be seen, satisfactory results were obtained in our experiments with the error of around 1% for the worst case above. The accuracy can be further improved by carefully calibrating the intrinsic parameters of the sensor and using varying illumination intensities in a single colour grid.
Discussions
The method presented in this paper automatically resolves six parameters of a colour-encoded structured-light system. We assume that the internal parameters of the camera and the projector are known via pre-calibration.
Then the 6DOF relative placement of the system can be automatically recalibrated without either manual operations or assistance of a calibration device. This feature is very important for many situations when the vision sensor needs to be reconfigurated.
The method itself does not require the six parameters all to be the external ones. In fact, only if the number of unknown parameters of the system does not exceed six can the method still be applied (with corresponding alternations at some places). For example, if the two focal lengths, v c and v p , are variable during the system reconfiguration and relative structure has 4DOFs, we may solve them in a similar way. However, we have to replace the matrix F in (14) by F = (P p and the decomposition method in section 3.3 will also need to be revised for obtaining v c and v p .
When the unknown parameters exceed six, this method cannot solve them directly. However, we may use a two-step method to solve this problem. That is, before the internal parameters are reconfigured, we take an image firstly to obtain the 6DOF external parameters. Then after changing the sensors' internal parameters, we take an image again to recalibrate them. The relevant issues are currently being studied in our work.
Conclusions
In this paper, we have developed a new method for selfrecalibration of a colour-encoded lighting system. This eliminates the tedious work of traditional manual calibration when frequent recalibration is needed. Using the developed method, the vision system can automatically compute the extrinsic parameters of the system without requiring manual placement of a calibration target with precisely known threedimensional patterns.
The proposed method only needs a single view of the scene for the recalibration. When the relative pose between the camera and the projector is changed, the system will recalibrate itself automatically, allowing immediate three-dimensional reconstruction to be followed. With this method, we determine the normalized translation vector, the rotation matrix and the scaling factor by solving the geometrical constraints and using blur distribution. The experimental results show that the method is conceptually simple and can be efficiently implemented with acceptable precision.
