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1. Introduction
Frames were ﬁrst introduced by Duﬃn and Schaeffer [11] in the context of nonharmonic Fourier series. In the sequel,
a Hilbert space is always separable. A sequence { f i}i∈I in a Hilbert space H is called a frame for H if the inequalities
A‖ f ‖2 ∑i∈I |〈 f , f i〉|2  B‖ f ‖2 hold for some positive constants A and B , and for every f ∈ H . The (non-unique) constants
A and B are called a lower and an upper frame bound, respectively. It is immediate from the deﬁnition that a frame is
complete. One of the most important properties of a frame is that every element in the space can be represented as a series
in terms of elements in a frame [16]. A sequence { f i}i∈I in H is called a Riesz basis for H if it is complete and the inequalities
A
∑
i∈I |ci |2  ‖
∑
i∈I ci f i‖2  B
∑
i∈I |ci|2 hold for some positive constants A and B , and for every sequence {ci}i∈I ∈ 2(I).
The constants A and B are called an upper and a lower Riesz bound, respectively. It can be seen that a Riesz basis is a frame,
and that each element of H can be represented as a unique series involving elements in the Riesz basis [16]. The series
representations by means of frames are, however, not unique because frames are usually overcomplete. A frame is said to
be exact if it ceases to be a frame when an element is deleted. It is well known that a sequence in a Hilbert space is a Riesz
basis if and only if it is an exact frame. A sequence is called a frame sequence if it is a frame for its closed span. Likewise,
a sequence is called a Riesz sequence if it is a Riesz basis for its closed span. A frame is said to have subframe property if
every subsequence of it is a frame sequence, and called a Riesz frame if it has subframe property and common bounds for
all the subsequences. And a sequence is called a Riesz frame sequence if it is a Riesz frame for its closed span. We refer to [7]
and [16] for more properties of frames.
Christensen proved [8, Theorem 3.5]: Let { f i}i∈I and {g j} j∈ J be two frame sequences and P1 and P2 be the orthogonal
projections onto the closed linear span of the sequences, respectively. Then { f i}i∈I ∪ {g j} j∈ J is a frame sequence if and only
if there exists ε > 0 such that, for each f ∈ span({ f i}i∈I ∪{g j} j∈ J ), ‖P1 f ‖2 +‖P2 f ‖2  ε‖ f ‖2. In Section 3, we interpret this
result in terms of the cosine value of the angle between the two subspaces spanned by two frame sequences (Corollary 3.3).
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angle (Theorem 3.2). This formula is then applied to Riesz frames and frames with subframe property.
A natural and important problem on frames is ﬁnding conditions implying that a frame is a Riesz basis, and several
satisfying answers have been found (see [7]). A more general problem is to ﬁnd conditions for a frame to contain a Riesz
basis because not every frame contains a Riesz basis. One can ﬁnd in [4] an example of a frame containing no Riesz basis. It
was proved in [5,6,8] that Riesz frames and frames with subframe property contain a Riesz basis. In Section 4, we consider
the converse problem, i.e., to ﬁnd a condition for a frame containing a Riesz basis to be a Riesz frame or at least a frame
with subframe property. We show a complete answer at least for a frame consisting of a Riesz basis and ﬁnitely many extra
elements, called a near Riesz basis in [13].
2. Preliminaries
In this section we give the deﬁnition of the angle between two closed subspaces of a Hilbert space, and state some
important results which are needed in Section 3. The following notion of angle was introduced by Friedrichs in [12].
Deﬁnition 2.1. Let M and N be closed subspaces of a Hilbert space, and put M˜ := M ∩ (M ∩ N)⊥ and N˜ := N ∩ (N ∩ M)⊥ .
The angle between the closed subspaces M and N is deﬁned to be the angle in [0,π/2] whose cosine value is given by
c[M,N] := sup{∣∣〈u, v〉∣∣: u ∈ M˜, v ∈ N˜, ‖u‖ = ‖v‖ = 1}.
In the case that one of M˜ and N˜ is {0}, c[M,N] is deﬁned to be 0.
Remark 2.2.
1. Note that c[M,N] can also be deﬁned by
sup
{∣∣〈u, v〉∣∣: u ∈ M˜, v ∈ N˜, ‖u‖ 1, ‖v‖ 1},
whence it naturally follows that c[M, {0}] = 0.
2. If M ∩ N = {0}, then M˜ = M and N˜ = N , so
c[M,N] = sup{∣∣〈u, v〉∣∣: u ∈ M, v ∈ N, ‖u‖ = ‖v‖ = 1}.
The notion of the angle between two closed subspaces in a Hilbert space is a fruitful one. It often allows one to give a
geometric interpretation to what appears to be a purely analytical result. In the remaining part of this article, PM denotes
the orthogonal projection onto a closed subspace M . The proofs of the following propositions are found in [1,10].
Proposition 2.3. Let M and N be closed subspaces in a Hilbert space. Then
c[M,N] = ‖PM P N˜‖ = ‖P M˜ PN‖ = ‖PM PN P (M∩N)⊥‖ = ‖PM PN − PM∩N‖.
Proposition 2.4. Let M and N be two closed subspaces of a Hilbert space. Then
c[M,N] < 1 if and only if M + N is closed.
Proposition 2.5. Let M and N be two closed subspaces in a Hilbert space. If K is a closed subspace containing M + N, then
c[M,N] = c[M⊥,N⊥]= c[M⊥ ∩ K ,N⊥ ∩ K ].
The following proposition is due to Friedrichs (see [12]).
Proposition 2.6. Let M and N be closed subspaces in a Hilbert space. If c := c[M,N] < 1, then for every h ∈ (M ∩ N)⊥ it holds that
‖PM⊥h‖2 + ‖PN⊥h‖2  (1− c)‖h‖2.
3. Angle criteria for frame sequences
The angle between two closed subspaces spanned by two subsequences of a frame sequence cannot be zero. In fact, the
cosine value of the angle of such subspaces is bounded by a number less than 1 and expressed in terms of the ratio of the
frame bounds.
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is a frame sequence with bounds 0 < A  B < ∞, then c[F ,G]√1− A/B.
Proof. We may assume neither F nor G contains the other. Suppose that { f i}i∈I ∪ {g j} j∈ J is a frame sequence with bounds
0 < A  B < ∞, and let K = span({ f i}i∈I ∪ {g j} j∈ J ) = F + G . Then by Proposition 2.5, c[F ,G] = c[F⊥ ∩ K ,G⊥ ∩ K ]. To
get a contradiction assume c[F ,G] > √1− A/B . Then, there exist unit vectors f ∈ (F⊥ ∩ K ) ∩ (F⊥ ∩ G⊥ ∩ K )⊥ and g ∈
(G⊥ ∩ K ) ∩ (F⊥ ∩ G⊥ ∩ K )⊥ such that |〈 f , g〉| > √1− A/B . Since g ∈ G⊥ ,
∣∣〈 f , g〉∣∣= ∣∣〈 f , PG⊥ g〉
∣∣= ∣∣〈PG⊥ f , g〉
∣∣ ‖PG⊥ f ‖,
and so
‖PG f ‖2 = 1− ‖PG⊥ f ‖2 <
A
B
.
Hence we have found f ∈ K with ‖ f ‖ = 1, f ∈ F⊥ , and ‖PG f ‖2 < A/B . It now follows that
A = A‖ f ‖2 
∑
i∈I
∣∣〈 f , f i〉∣∣2 +
∑
j∈ J
∣∣〈 f , g j〉∣∣2 =
∑
j∈ J
∣∣〈 f , g j〉∣∣2 =
∑
j∈ J
∣∣〈PG f , g j〉∣∣2  B‖PG f ‖2 < A,
which is a contradiction. Therefore, c[F ,G]√1− A/B . 
Suppose that { f i}i∈I and {g j}i∈ J are frame sequences with upper frame bounds B1 and B2, respectively. Then for every
f ∈ span({ f i}i∈I ∪ {g j} j∈ J ),∑
i∈I
∣∣〈 f , f i〉∣∣2 +
∑
j∈ J
∣∣〈 f , g j〉∣∣2 =
∑
i∈I
∣∣〈P F f , f i〉∣∣2 +
∑
j∈ J
∣∣〈PG f , g j〉∣∣2  B1‖P F f ‖2 + B2‖PG f ‖2
 B1‖ f ‖2 + B2‖ f ‖2 = (B1 + B2)‖ f ‖2.
This shows that B1 + B2 is an upper frame bound for { f i}i∈I ∪ {g j} j∈ J . Hence, ﬁnding a lower bound for { f i}i∈I ∪ {g j} j∈ J is
enough for { f i}i∈I ∪ {g j} j∈ J to be a frame sequence. The following theorem shows that the converse of Theorem 3.1 is also
true. Note that the lower bound given in the following theorem is the same as Christensen obtained in [8] if one sets ε = c.
Theorem 3.2. Let { f i}i∈I and {g j}i∈ J be frame sequences with lower bounds A1 and A2 , respectively, and let F = span{ f i}i∈I and
G = span{g j} j∈ J . If c[F ,G] < 1, then { f i}i∈I ∪ {g j} j∈ J is a frame sequence with a lower bound (1− c[F ,G])min(A1, A2).
Proof. We ﬁrst show that if c := c[F ,G] < 1, then for every f ∈ F + G
‖P F f ‖2 + ‖PG f ‖2  (1− c)‖ f ‖2.
We know that c < 1 implies that F + G is closed, so (F⊥ ∩ G⊥)⊥ = F + G , and that c[F⊥,G⊥] = c[F ,G]. The desired
inequality now follows from the Friedrichs’ inequality shown in Proposition 2.6.
Now suppose that c := c[F ,G] < 1. Then, span({ f i}i∈I ∪ {g j} j∈ J ) = F + G . Hence, for every f ∈ span({ f i}i∈I ∪ {g j} j∈ J ),∑
i∈I
∣∣〈 f , f i〉∣∣2 +
∑
j∈ J
∣∣〈 f , g j〉∣∣2  A1‖P F f ‖2 + A2‖PG f ‖2 min(A1, A2)(‖P F f ‖2 + ‖PG f ‖2)
 (1− c)min(A1, A2)‖ f ‖2. 
Compare the following result with [8, Theorem 3.5].
Corollary 3.3. Let { f i}i∈I and {g j}i∈ J be frame sequences, and let F = span{ f i}i∈I and G = span{g j} j∈ J . Then { f i}i∈I ∪ {g j} j∈ J is a
frame sequence if and only if c[F ,G] < 1.
Proof. If 0 < A  B < ∞, then √1− A/B < 1, and if c := c[F ,G] < 1 and A1, A2 > 0, then (1 − c)min(A1, A2) > 0. Hence
the conclusion follows from Theorems 3.1 and 3.2. 
By these results we can get a more natural view of a well-known example.
Example 3.4. Let H be a separable Hilbert space and {ek}∞k=1 be an orthonormal basis. Then fk = 1√2 (e2k−1 + e2k) and gk =
1√
2
(e2k + e2k+1), k = 1,2, . . . , deﬁne two orthonormal sequences { fk}∞k=1 and {gk}∞k=1. But in [7] it was shown that { fk}∞k=1 ∪
{gk}∞k=1 is not a frame. We can give a different explanation by Corollary 3.3. Let F = span{ fk}∞k=1 and G = span{gk}∞k=1. Then
F ∩ G = {0}. For each n ∈ N let hn = 1√n
∑n
i=1 f i ∈ F . Then ‖hn‖ = 1 and ‖PGhn‖ = 1√n‖
∑n−1
i=1 gi + 12 gn‖ =
√
(n− 3/4)/n.
Hence c[F ,G] = ‖PG P F ‖ supn ‖PGhn‖ = 1, and this shows that { fk}∞ ∪ {gk}∞ is not a frame.k=1 k=1
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subframe property. One can also derive the following corollary from Theorem 2.7(b) of [9].
Corollary 3.5. Let { f i}i∈I be a Riesz frame. Then there exists a nonnegative constant c < 1 such that c[F I1 , F I2 ]  c for any pair of
subsequences { f i}i∈I1 and { f i}i∈I2 , where F Ik = span{ f i}i∈Ik , k = 1,2.
Proof. There exist constants A and B with 0 < A  B < ∞ which serve as frame bounds for every subsequence of { f i}i∈I .
Let { f i}i∈I1 and { f i}i∈I2 be two subsequences. Then, they are frame sequences, and { f i}i∈I1 ∪{ f i}i∈I2 is also a frame sequence
with bounds A and B . Let c = √1− A/B . Then, Theorem 3.1 implies that c[F I1 , F I2 ] c. 
Corollary 3.6. Let { f i}i∈I be a frame with subframe property. Then c[F I1 , F I2 ] < 1 for any pair of subsequences { f i}i∈I1 and { f i}i∈I2 ,
where F Ik = span{ f i}i∈Ik , k = 1,2.
Proof. Let { f i}i∈I1 and { f i}i∈I2 be subsequences of { f i}i∈I . By subframe property, { f1}i∈I1 , { f i}i∈I2 , and { f i}i∈I1 ∪ { f i}i∈I2 are
all frame sequences. Hence, by Corollary 3.3, c[F I1 , F I2 ] < 1. 
Theorem 3.7. Let { f i}i∈I and {g j} j∈ J be Riesz frame sequences. Suppose that there exists a nonnegative constant c < 1 such that if
I1 ⊂ I and J1 ⊂ J , then c[F I1 ,G J1 ] c, where F I1 = span{ f i}i∈I1 and G J1 = span{g j} j∈ J1 . Then { f i}i∈I ∪ {g j} j∈ J is a Riesz frame
sequence.
Proof. Let A1 and B1 (A2 and B2, respectively) be common frame bounds for subsequences of { f i}i∈I ({g j} j∈ J , re-
spectively). One can easily see that B1 + B2 is a common upper frame bound for subsequences of { f i}i∈I ∪ {g j} j∈ J .
We will show that (1− c)min(A1, A2) is a common lower bound. Let {hk}k∈K be a subsequence of { f i}i∈I ∪ {g j} j∈ J .
If {hk}k∈K is a subsequence of { f i}i∈I , then A1 (and so (1− c)min(A1, A2)) is a lower bound. If {hk}k∈K is a subse-
quence of {g j} j∈ J , then A2 (and so (1− c)min(A1, A2)) is a lower bound. Otherwise, we can ﬁnd I1 ⊂ I and J1 ⊂ J such
that {hk}k∈K = { f i}i∈I1 ∪ {g j} j∈ J1 . Since { f i}i∈I1 and {g j} j∈ J1 are frame sequences with lower bounds A1 and A2, respec-
tively, Theorem 3.2 implies that (1− c[F I1 ,G J1 ])min(A1, A2) is a lower bound for {hk}k∈K , where F I1 = span{ f i}i∈I1 and
G J1 = span{g j} j∈ J1 . Since c[F I1 ,G J1 ] c < 1, it now follows that (1− c)min(A1, A2) is a lower bound for {hk}k∈K . Thus we
complete the proof. 
Theorem 3.8. Let { f i}i∈I and {g j} j∈ J be frame sequences with subframe property. Suppose that if I1 ⊂ I and J1 ⊂ J , then
c[F I1 ,G J1 ] < 1, where F I1 = span{ f i}i∈I1 and G J1 = span{g j} j∈ J1 . Then { f i}i∈I ∪ {g j} j∈ J is a frame sequence with subframe prop-
erty.
Proof. Let {hk}k∈K be a subsequence of { f i}i∈I ∪ {g j} j∈ J . Then, either {hk}k∈K is a subsequence of one of two sequences
{ f i}i∈I and {g j} j∈ J or {hk}k∈K = { f i}i∈I1 ∪ {g j} j∈ J1 for some I1 ⊂ I and J1 ⊂ J . In the former case, subframe property of{ f i}i∈I or {g j} j∈ J guarantees that {hk}k∈K is a frame sequence. In the latter case, { f i}i∈I1 and {g j} j∈ J1 are then guaran-
teed to be frame sequences. Then the hypothesis c[F I1 ,G J1 ] < 1 and Corollary 3.3 together imply that {hk}k∈K is a frame
sequence. 
Remark 3.9. Let { f i}i∈I and {g j} j∈ J be sequences in a Hilbert space, and let F = span{ f i}i∈I and G = span{g j} j∈ J .
1. If F ∩ G = {0}, then for every I1 ⊂ I and J1 ⊂ J , c[span{ f i}i∈I1 , span{g j} j∈ J1 ]  c[F ,G]. Hence, if F ∩ G = {0}, then the
condition c[F ,G] < 1 is enough for the conclusions of Theorems 3.7 and 3.8.
2. Suppose that { f i}i∈I and {g j} j∈ J are Riesz sequences with F ∩ G = {0}. Then { f i}i∈I ∪ {g j} j∈ J is exact, i.e., has no
redundancy. Hence, by Corollary 3.3 { f i}i∈I ∪{g j} j∈ J is a Riesz sequence if and only if c[F ,G] < 1 (see [15, Theorem 2.1]).
4. Frames containing a Riesz basis
In this section, we consider frames containing a Riesz basis and give answers to the question under what conditions such
frames can be Riesz frames. This question corresponds to the converse of the fact that Riesz frames contain a Riesz basis
(see [5,8]).
Frames are usually overcomplete, while Riesz bases are exactly complete. In fact, Riesz bases are those frames that have
no redundant elements. If F is an overcomplete frame, then there is a redundant element h ∈ F such that F \ {h} is still
complete. In this case, it is known that F \ {h} is also a frame. The excess of a frame F , denoted by e(F) and deﬁned by
e(F) = sup{|H|: H⊂F and F \H is complete},
measures the redundancy of the frame F . If F is a frame with ﬁnite excess, then one can ﬁnd a subset E ⊂F so that F \E
has zero excess. This is just the case that e(F) = |F \ E | and F \ E is a Riesz basis. Holub introduced the notion near Riesz
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extra elements. Holub proved that a frame is a near Riesz basis if and only if the kernel of its preframe operator has ﬁnite
dimension, also proved that its excess is equal to the dimension of the kernel of the preframe operator [13].
Since a near Riesz basis is very close to a Riesz basis, one may think that it is a Riesz frame. The following theorem,
however, shows that a near Riesz basis needs not be a Riesz frame. Thanks to the referee, we see that Corollary 5.2 of [2]
also implies the following theorem. A similar result was obtained in [14, Section 4].
Theorem 4.1. Let F be a frame containing a Riesz basis G . If there exists an element h ∈ F \ G which is linearly independent on G ,
then F is not a Riesz frame.
Proof. Let G = {gi}∞i=1. By the Gram–Schmidt orthogonalization we obtain an orthonormal basis {ei}∞i=1 satisfying
span{gi}ni=1 = span{ei}ni=1 for n  1. Write h =
∑∞
i=1 ciei , and let Hn = span{ei}ni=1 and Pn be the orthogonal projection
onto Hn . Then, for all n 1, h /∈ Hn . So, for every n 1,
∥∥(I − Pn)h∥∥2 =
∥∥∥∥∥
∞∑
i=n+1
ciei
∥∥∥∥∥
2
> 0.
Let ε > 0, and choose a positive integer N such that ‖∑∞i=N+1 ciei‖2 = ∑∞i=N+1 |ci|2 < ε. Set f = (I − PN)h/‖(I − PN )h‖.
Then f ∈ span{e1, e2, . . . , eN ,h} = span{g1, g2, . . . , gN ,h}. Since PN f = 0,
N∑
i=1
∣∣〈 f , gi〉∣∣2 + ∣∣〈 f ,h〉∣∣2 = ∣∣〈 f , (I − PN)h〉∣∣2 =
∥∥∥∥∥
∞∑
i=N+1
ciei
∥∥∥∥∥
2
< ε = ε‖ f ‖2.
It follows that the subsequence {gi}Ni=1 ∪ {h} of F cannot have a lower bound  ε. Since ε is arbitrary, F has no common
positive lower bound for all its subsequences. Therefore, F is not a Riesz frame. 
The following theorem provides a necessary and suﬃcient condition for a near Riesz basis to be a Riesz frame. Note that
it can also be obtained directly from Corollary 5.2 of [2]. In fact, they are equivalent.
Theorem 4.2. Let F be a near Riesz basis containing a Riesz basis G . Then the following statements are equivalent:
(1) F is a Riesz frame.
(2) Every h ∈F \ G is linearly dependent on G .
Proof. Theorem 4.1 implies that (1) ⇒ (2).
To show (2) ⇒ (1), let G = {gi}∞i=1 and suppose that every h ∈F \G is linearly dependent on G . Since F \G is ﬁnite, we
can ﬁnd a positive integer N such that F \ G ⊂ span{gi}Ni=1. Put F1 = (F \ G) ∪ {gi}Ni=1, G0 = {gi}Ni=1, and G1 = {gi}∞i=N+1.
Since F1 is ﬁnite, it is a Riesz frame sequence, and since G1 ⊂ G and G is a Riesz basis, G1 is also a Riesz frame sequence.
Observe that spanF1 = spanG0 = spanG0 and spanG0 ∩ spanG1 = {0}. Let F2 ⊂F1 and G2 ⊂ G1. Then it follows from the
above observation that
c[spanF2, spanG2] c[spanG0, spanG1] < 1.
The last inequality follows by Corollary 3.3. Thus, Theorem 3.7 implies that F is a Riesz frame. 
The following example shows how we can use the above theorems to derive a new perspective of known examples.
Example 4.3. Let {ei}∞i=1 be an orthonormal basis for a Hilbert space. It has been explained, for example in [7], that F =
{e1} ∪ {ei−1 + 1i ei}∞i=2 is not a Riesz frame. Theorem 4.2 gives a simple explanation as follows. Observe that G = {ei−1 +
1
i ei}∞i=2 is a Riesz basis. Hence F is a near-Riesz basis. But, e1 ∈F \ G and e1 is linearly independent on G . Therefore, F is
not a Riesz frame.
We can divide frames containing a Riesz basis into two classes. To explain this let F be a frame containing a Riesz
basis G , and let E =F \G . Then dim(spanE) is ﬁnite or inﬁnite. In the following lemma and theorem we consider the case
that dim(spanE) is ﬁnite.
Lemma 4.4. Let F be a Bessel sequence and E ⊂F . Suppose that there is a positive constant c such that ‖h‖ c for every h ∈ E and
that dim(spanE) < ∞. Then E is ﬁnite.
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in a compact set. If E is inﬁnite, then there is a sequence {hk}k∈N in E converging to some g ∈ spanF . Since ‖hk‖ c for
every k ∈N, |〈g,hk〉| → ‖g‖2 > 0. But, this is impossible because
∞∑
k=1
∣∣〈g,hk〉∣∣2 
∑
f ∈F
∣∣〈g, f 〉∣∣2  B‖g‖2 < ∞.
Therefore, E is ﬁnite. 
The following theorem is now an immediate consequence of Theorem 4.2 and Lemma 4.4.
Theorem 4.5. LetF be a frame containing a Riesz basis G and let E =F \G . Suppose that dim(spanE) < ∞. ThenF is a Riesz frame
if and only if the following conditions are satisﬁed:
(1) Every element of E is linearly dependent on G .
(2) There is a positive constant c such that ‖h‖ c for every h ∈ E .
The above theorem gives an answer to the question what conditions on E := F \ G are necessary and suﬃcient for
a frame F containing a Riesz basis G to be a Riesz frame in case of dim(spanE) < ∞. However, we do not have any
meaningful answer to a similar question in case of dim(spanE) = ∞.
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