In this paper we consider the Volterra difference equation
Introduction
The study of difference equations has experienced a significant interest in the past years, as they arise naturally in the modelling of real world phenomena. See, for instance, [1, 2] and references therein.
In this paper we are mainly interested in investigating the bounded behavior that may show the solutions to a given type of nonlinear Volterra difference equations. See [4] [5] [6] . We study these equations in the context of a real Hilbert space and, when restricted to the real line, we obtain certain improvements on previous results given by Kolmanovskii et al. in [5] .
To be more precise, let us get into some details and establish the settings for this paper. N is the set of nonnegative integers and (X, ·, · ) is a real Hilbert space with induced norm denoted by · . Under this frame, we will always assume the following set of hypotheses:
(f n ) is an arbitrary sequence in X, (G n ) is a sequence of compact operators from X to X, (a n ) is a sequence of nonnegative real numbers.
(
Recall that a mapping G : C ⊆ X → X is compact if it is continuous and maps bounded sets to relatively compact sets.
Eventually, the following conditions on (a n ) will also be assumed:
(a n ) is positive and nonincreasing, i.e., a n a n+1 > 0, n ∈ N, (a n ) is log-convex, i.e., a n+2 /a n+1 a n+1 /a n , n ∈ N.
The Volterra difference equation to be considered is the following one:
In this paper we shall give, in the first place, conditions on the compact operators G n that ensure the existence of solutions to the above equation, and, in the second place, check that almost the same conditions together with the extra hypotheses in (2) give that all its solutions present a "nice" bounded behavior.
Equation (3) in the real line was studied by Kolmanovskii et al. in [5] . In Theorem 4 and Remark thereafter of that paper, the authors showed that under the hypotheses in (1) and (2), together with the hypothesis xG n (x) 0 for all x, and some other additional conditions such as
then Eq. (3) has a solution (x n ) which satisfies the estimate
As a consequence of our results, we show (Remark 3) that we can drop the assumptions in (4) to obtain that all solutions (x n ) of (3) satisfy the estimate
The results
Let us continue the discussion started in the last paragraph. Observe that the counterparts of the condition xG n (x) 0 in R for a real Hilbert space, would be as broad as x, G n (x) 0, or as restrictive as of that G n (x) belongs to the ray departing from 0 and passing through x, in which case it would be the same as working again on the real line.
Also, for G continuous in R, the condition that
easily implies that
This is so because, since
then (x − c) and x have the same sign whenever |x − c/2| |c/2|, in particular, whenever |x| |c|, or |x − c| |c|. Observe, however, that for a general real Hilbert space X and G a compact operator from X to X, the fact that x, G(x) 0 for all x ∈ X does not necessarily imply that for any c ∈ X, x − c, G(x) 0 for all x ∈ X outside of a given ball. Take, for example, the mapping G :
if and only if x is in the half plane with inward normal vector given by G(c).
Actually, this little detail makes in fact a point in our study of the Volterra equation (3) in the context of the real Hilbert space X, in the sense that different versions of condition (5) are what really suffices to show existence and boundedness of solutions.
We start with a result on existence of solutions.
Theorem 1. Assume the hypotheses in (1) together with the following one:
For all n ∈ N, there exist r n 0 and c n ∈ X such that
Then there exists a solution of (3).
The proof of this result will make use of a Bolzano-type theorem of Morales [3] , that take as basis an argument related with the Leray-Schauder condition, and is stated as follows.
Theorem A. Suppose that B is a bounded open and convex subset of the real Hilbert space X such that 0 ∈ B. Assume also that T : B → X is a mapping satisfying that I − T is a compact operator and that T (x), x
0 for x ∈ ∂B. Then the equation T (x) = 0 has at least one solution in B.
Proof of Theorem 1. Observe that a point x 0 ∈ X with x 0 = f 0 − a 0 G 0 (x 0 ) exists if, and only if, the mapping T 0 defined as T 0 (z) = z + a 0 G 0 (z + c 0 ) + c 0 − f 0 has a zero, and this can be proved by appealing to Theorem A, referred above. Select a real number R > r 0 + c 0 + c 0 − f 0 and let B be the open ball B(0, R). First, I − T 0 is compact because G 0 is so. Second, T 0 satisfies the boundary condition T 0 (z), z 0 on ∂B, because, by the way R has been chosen, hypothesis (6) and the Cauchy-Schwarz inequality, we have for z = R,
Now continue by induction on n. Assume that x 0 , . . . , x n−1 satisfy (3), and show the existence of x n satisfying (3) as follows. Select a real number R with
and consider the mapping T n : B(0, R) → X given by
Arguing as in the first step of this induction argument, obtain that T n has a zero, say z, which means that x n = z + c n satisfies (3). 2
Next, as mentioned above, we realize that a similar condition to (6) together with (2) give us that all the solutions to (3) do present a nice behavior, close to be bounded.
Theorem 2.
Assume the hypotheses in (1), (2) , and also the following one: For all n ∈ N, there exists r n 0 and c n ∈ X such that
Then Eq. (3) has a solution and any solution (x n ) of (3) satisfies the estimate
Remark 1. Observe that if (7) is satisfied with c n = f n and r n = 0, i.e., if
then (3) has as unique solution the sequence x n = f n .
For the proof of Theorem 2, it will be convenient to look at Eq. (3) from a different perspective, somehow nicer. This will be possible thanks to the assumptions in (2) for the sequence (a n ).
Lemma 3. Assume that (a n ) is a sequence of real numbers satisfying the hypotheses in (2).
Then the unique solution (t n ) to the system
t j a n−j , n= 0, 1, . . . ,
satisfies 0 t n , n= 0, 1, . . . ,
Proof. Clearly, a 0 = 0 implies that the system (9) has a unique solution. Also, condition (11) is granted once (10) is obtained for, using that (a n ) is a positive and nonincreasing sequence,
t j a n−j n j =0 t j a n+1 , which clearly implies that n j =0 t j 1 for all n. Now the equation a 1 = t 0 a 0 and the hypothesis a 0 a 1 · · · > 0 yield t 0 = a 1 /a 0 ∈ (0, 1]. Next, proceeding by complete induction on n, assume that t j 0 for all j < n and let us prove that t n 0.
From the equation a n+1 = n j =0 t j a n−j , the induction hypothesis, the properties of (a n ), and again the equation a n = n−1 j =0 t j a n−1−j , we obtain t n a 0 = a n+1 − n−1 j =0 t j a n−j = a n+1 − n−1 j =0 t j a n−j −1 a n−j a n−j −1 a n+1 − a n+1 a n n−1 j =0 t j a n−1−j = a n+1 − a n+1 a n a n = 0, which, as a 0 > 0, implies that t n 0. This concludes the proof. 2
Remark 2. Assume that (x n )
is a solution to Eq. (3), then using Lemma 3 and making the appropriate grouping, we easily obtain
Proof of Theorem 2. Observe that for each n ∈ N, the c n and r n given by (7) yield that x − c n , G n (x) 0 for all x ∈ X with x r n + f n . This ensures the existence of solutions by Theorem 1.
Assuming that (x n ) is a solution to (3), the bound (8) will be proved by induction on n. Indeed, for n = 0 we have the following stronger relation,
because if x 0 − f 0 r 0 we would be finished and, otherwise, using that x 0 − f 0 = −a 0 G 0 (x 0 ) and hypothesis (7) we would have
and consequently x 0 − f 0 f 0 − c 0 . Assume now that for i = 0, . . . , n − 1 we have the estimate
and let us see that the same holds for i = n. To do this, we shall express x n , as done in (12), in the more convenient form
where
We may assume that x n − f n > r n , because otherwise we would be finished. Then by (7) we have that −a 0 G n (x n ), x n − c n 0, and hence, using the identity x − y 2 = x 2 + y 2 − 2 x, y ,
obtaining that
On the other hand, using the induction hypothesis, the convexity of the function u → u 2 , and having in mind that t i 0 and
and this inequality, together with (13), allows us to conclude the desired estimate,
Appropriate choices of c n and r n give important consequences of Theorem 2 which we estate as corollaries.
Corollary 1.
Assume the hypotheses in (1), (2) , and also the following one:
Then Eq. (3) has a solution and any solution (x n ) of (3) satisfies the estimate (1), (2), and also the following one:
Corollary 2. Assume the hypotheses in
Remark 3. By the discussion made at the beginning of the section, in the case in which X = R we can recover Theorem 4 in [5] via Corollary 1 dropping the assumptions (4), i.e., if X = R, then under the assumptions (1), (2) , and xG(x) 0 for all x ∈ R, we have that Eq. (3) has a solution and any solution (x n ) of (3) satisfies the estimate
Observe that if (f n ) is bounded, as assumed in [5] , Corollary 1 shows a bounded behavior of solutions, but Corollary 2 does not, unless (f n ) is square summable. All what can be said is
Indeed, in a space with dimension greater than one, this estimate is sharp and, a posteriori, Corollary 2 is accurate. This is the matter of the following example.
Example 1.
With X = R 2 , a n = 1 for all n, and ε ∈ (0, 1), consider the mappings G n :
, and (b n ) is given by
, and
Then, for any sequence (f n ), since x, G n (x) = 0 for all x ∈ X, Corollary 2 ensures the existence of solutions to Eq. (3), all of them satisfying
In fact, for any sequence (f n ), Eq. (3) has a unique solution, and this is because the mapping x → x + G n (x) is strongly monotone, thus 1 :
Let us now choose a sequence (f n ) for which the solution (x n ) to (3) satisfies
Select f 0 = 0, and then
We claim that the solution to Eq. (3) is the sequence defined as follows:
x n = − 1 b n Rf n (n 1), and the verification of it only uses the expressions for x n and f n , the fact that R is linear and R 2 = −I , and relation (12), by means of which (3) can be written, for n 1, as x n + G n (x n ) = f n + (x n−1 − f n−1 ).
Indeed, for n = 0 and n = 1 we have Since we also have x 0 − f 0 = √ 1 − ε f 0 , then (16) holds for all n ∈ N.
