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Об асимптотических оценках сложности управляющих систем 
О. Б. Лупанов 
Этот доклад содержит обзор некоторых результатов в области асимпто-
тической теории сложности управляющих систем. Здесь, с одной стороны, 
будет кратко охарактеризовано общее состояние теории и, с другой стороны, 
несколько более подробно будут изложены некоторые результаты послед-
них лет. 
Асимптотическая теория синтеза управляющих систем фактически нача-
лась с работ Шеннона [1, 2]. С. В. Яблонским было введено весьма общее поня-
тие управляющей системы (УС) и были сформулированы основные задачи 
теории управляющих систем [3]. Полностью привести здесь определение УС 
не представляется возможным. Укажем лишь некоторые примеры УС. Управ-
ляющими системами являются релейно-контактные схемы, цифровые вычис-
лительные машины, программы (для ЭВМ), арифметические формулы и т. д. 
Все эти объекты характеризуются тем, что они обладают некоторой структурой, 
схемой 5, и реализуют определенную функцию / . С каждым множеством УС 
естественным образом связывается множество <5 их схем и множество 5 их 
функций. 
Одной из основных задач теории УС является задача синтеза: по функции 
/ из 3 требуется найти УС, схема которой реализует / . В настоящее время для 
исследования разных вопросов, связанных с задачей синтеза УС (как и для 
других задач теории УС) характерно рассмотрение конкретных классов УС 
(модельных объектов). К таким классам можно отнести следующие. 
1. Вентильные схемы. 
2. Дизъюнктивные нормальные формы. 
3. Формулы, являющиеся суперпозициями базисных формул. 
В частности, формулы в базисе &, V, 1 . 
4. Схемы из функциональных элементов. 
5. Контактные схемы. 
6. Автоматы (логические сети). 
7. Алгоритмы. 
Всюду в дальнейшем речь будет идти о сложности задания, а не о слож-
ности вычисления. 
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Задача синтеза решается, как правило, неоднозначно. Для уточнения 
постановки задачи вводится мера сложности схем ¿ ( 5 ) функционал, удовлет-
воряющий некоторым естественным условиям. Например, в случае 
формул можно определить как число вхождений символов переменных, а в слу-
чае схем из функциональных элементов как число элементов схемы; или не-
сколько более общим образом: функциональным элементам (базисным фор-
мулам) приписываются веса, 1.(5) определяется как сумма весов всех элемен-
тов схемы (всех вхождений символов базисных формул соответственно). 
После этого задача о синтезе уточняется так: для любой функции / из 5 тре-
буется найти схему 5 из 6 , реализующую / и такую, что ¿ (5) минимально 
(«минимальную схему»). Это минимальное значение будем обозначать через 
В большинстве случаев существует алгоритм для построения минимальных 
схем, основанный на переборе всех схем определенной сложности. Однако 
трудоемкость этого алгоритма весьма велика, и он практически нереализуем 
при использовании ЭВМ даже в случае функций от сравнительно небольшого 
числа переменных (5—10). Все попытки найти более эффективные алгорит-
мы пока не привели к цели. Более того, С. В. Яблонским была высказана гипо-
теза (и получены первые результаты в направлении обоснования этой гипоте-
зы), что «полный перебор» в этих задачах необходим [4]. Поэтому задачу 
синтеза приходится уточнять дальше. Один из подходов к этому принадлежит 
К. Шеннону [2]. При этом подходе отказываются от нахождения минимальной 
схемы для каждой функции. Вместо этого рассматривают задачу синтеза для 
целого класса функций (например, для класса g ( n ) булевых функций от п пе-
ременных); кроме того, требование минимальности заменяется требованием 
«почти минимальности». Более точная постановка задачи состоит в следую-
щем. Пусть L(n)—max L ( f ) , где максимум берется по всем функциям / ( j q , ... 
..., х„) из 5(п)- Функция L(n) получила название функции Шеннона. Требу-
ется найти алгоритм, который для каждой функции f ( x u ..., хп) строит схему 
5 такую, что L{S)<L(n); трудоемкость этого алгоритма должна быть су-
щественно меньше трудоемкости полного перебора. 
Первые результаты в этом направлении были получены К. Шенноном [2]. 
Им был предложен оптимальный по порядку алгоритм синтеза контактных 
схем и получены оценки 
Асимптотически наилучший алгоритм был построен автором, и тем самым 
2" установлена асимптотика функции Шеннона: Ц л ) ' [5,6]. Автором были 
построены также асимптотически наилучшие алгоритмы синтеза формул и 
схем из функциональных элементов в произвольном конечном базисе [7, 8]. 




О Л + 2 
< L(n) 5 
и 
где g — константа, простым способом определяемая по базису. 
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На основе этих методов позже появились аналогичные асимптотические 
результаты для других классов управляющих систем. Среди них отметим 
работу В. А. Кузьмина, установившего асимптотику функции Шеннона для 
сложности реализации булевых функций некоторыми типами алгоритмов 
(нормальные алгорифмы, машины Тьюринга) и выяснившего зависимость 
этой асимптотики от числа букв используемого алфавита [9]. 
Исследовался также вопрос о влиянии на сложность реализации различных 
дополнительных требований, предъявляемых к схемам. Здесь в первую очередь 
следует отметить результаты Э. И. Нечипорука о реализации функций в ба-
зисах, некоторые элементы которых имеют нулевые веса [10], и о синтезе само-
корректирующихся контактных схем [11]. Сюда же можно отнести результат 
автора об асимптотике функции Шеннона для схем из пороговых элементов: 
( 2" V'2 
в случае реализации систем m функций асимптотика имеет вид (при условии 
( ml- V/2 
L ( n , m ) ~ 2 у [12]. 
V n —log2m / 
Здесь L(S) — число элементов в схеме S; для случая, когда L(S) равно сумме 
модулей весов входов элементов, асимптотика была получена ранее Е. Ю. 
Захаровой [13]. 
В случае схем в автоматных базисах положение оказалось более сложным. 
Для некоторых частных случаев удалось получить асимптотические формулы 
для функции Шеннона (Б. А. Трахтенброт [14],' То Суан Зунг [15]). В общем же 
случае задача об асимптотическом поведении функции Шеннона для произ-
вольного автоматного базиса оказалась алгоритмически неразрешимой (В. А. 
Орлов [16]). Для частного случая (реализация булевых функций схемами в ав-
томатных базисах) результат В. А. Орлова может быть сформулирован следую-
щим образом. Существует бесконечное множество автоматных базисов {23}, 
такое что для базиса 23 функция Шеннона имеет асимптотику вида 
2" 
L{N) ~ С в — п 
(С® константа, зависящая от базиса 93), но не существует алгоритма, определ-
яющего по любому базису из {23} значение константы С в . 
Результаты асимптотической теории показывают, что поведение функции 
Шеннона слабо зависит от класса УС. Кроме того, оказывается, что почти 
все функции из 5 ( л ) имеют почти одинаковую сложность, асимптотически 
равную сложности самой сложной функции. 
Из приведенных выше оценок видно, что почти все функции допускают 
лишь очень сложную реализацию и поэтому практически недоступны. Поэтому 
возникает вопрос о выделении классов функций, реализуемых более просто. 
Примеры таких классов известны давно, со времени первых работ по синтезу. 
2 Acta Cybcrnetica 
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Затем С. В. Яблонским [4] было построено и изучено континуальное семейство 
функций, допускающих более простую схемную реализацию, чем большинство 
функций. Это классы функций, замкнутые относительно операции подстановки 
констант вместо (некоторых) переменных. Каждый класс характеризуется не-
которым числовым параметром <т, отражающим «мощность» класса (0 = а ^ 1). 
Для этих классов при <7^0 С. В. Яблонским были построены асимптотически 
наилучшие методы синтеза и получены асимптотики функции Шеннона. 
Впоследствии автором был предложен один общий подход к синтезу схем 
— принцип локального кодирования [17]. Этот подход позволяет по описанию 
класса функций (с соблюдением некоторых специальных требований) строить 
асимптотически наилучший метод синтеза для функций из этого класса. С по-
мощью этого принципа оказалось возможным единым способом получить 
методы синтеза для известных классов функций, а также для многих новых 
классов. Асимптотика сложности схем в конечных базисах для функций из этих 
классов определяется числом Мп функций /(хг, ..., хп) в этом классе и имеет 
вид о - — ^ п Эта функция может принимать значения от величин, 
1о§2 Мп 
2" 
близких к и, до — . Принцип локального кодирования особенно удобен при 
применении к достаточно богатым классам УС (схемы из функциональных 
элементов, автоматы, алгоритмы). Интересный вариант принципа локального 
кодирования описан в работе Е. П. Липатова [18]. 
Как уже отмечалось, большинство булевых функций допускает лишь 
очень сложную схемную реализацию. Однако доказательство этого факта 
является неэффективным. Первая «эффективная» нелинейная нижняя оценка 
была получена Б. А. Субботовской для сложности реализации линейной функции 
от п переменных формулами в базисе &, V, ; эта оценка имеет вид Сп3/2 [19]. 
В. М. Храпченко усилил эту оценку до и2; тем самым установлен порядок 
сложности [20]. И м же предложен общий метод установления квадратичных 
нижних оценок для сложности формул й базисе &, V, "1 [21]. Близкие к квадра-
тичным нижние оценки в «более сильных» классах УС (формулы в произволь-
ном базисе; контактные схемы) были получены Э. И. Нечипоруком [22]. Общий 
метод получения нелинейных нижних оценок для формул в произвольном 
базисе предложен Л. Ходесом и Е. Шпекером [23]. В «более слабых» классах 
УС (формулы в функционально неполных базисах) удается получать нижние 
оценки порядка пс, где С — произвольная константа (Э. И. Нечипорук [24], 
М. М. Рохлина [25]). До сих пор не удалось получить ни одной нелинейной 
нижней оценки для схем из функциональных элементов (в полном базисе буле-
вых функций). Для неполных базисов в /:-значной логике удается получать 
экспоненциальные оценки в случае схем из функциональных элементов (Г. А. 
Ткачев [26]). 
В связи с установлением некоторых общих закономерностей сложности 
особый интерес сейчас, по-видимому, представляет изучение различных мер 
сложности и связи между ними, выявление различных нетривиальных ситуаций, 
а также установление более общих закономерностей. 
Важной мерой сложности, связанной с числом элементов схемы, является 
ее глубина, т. е. максимальная длина цепочки элементов, соединяющей вход 
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схемы с ее выходом. Соответствующую функцию Шеннона будем обозначать 
через Т(п). Из анализа известных методов синтеза и из нижней оценки для 
Ци) легко получается асимптотическая формула для Г(и). Например, для 
базиса &, V, справедливо соотношение Т(и)~л. Более точная формула 
была получена лишь совсем недавно С. Б. Гашковым [27] 
Т(п) = n - l o g 2 l o g 2 n + 0 ( l ) 
(нижняя оценка непосредственно следует из нижней оценки для L(n) в случае 
формул; ранее известные верхние оценки для Т(п) таковы: 
T(n)Sn+log*n [28], Г (и) ^ и + 0(1) [29]). 
Глубину схемы можно трактовать как ее задержку; однако, как показал 
В. М. Храпченко, эти характеристики не всегда совпадают [30]. Полный анализ 
возможных функций Т(п) в случае, когда некоторые базисные элементы имеют 
нулевую задержку, провел С. А. Ложкин. Оказалось, что возможны лишь три 
типа поведения функции Т{п): 
Т{п) ~ ти; Т(п) ~ a logn; Т(п) = с (n ^ п0) [31]. 
Кроме того, оказалось, что во многих случаях возможно одновременное 
(т. е. в одной схеме) достижение асимптотики сложности и задержки [32, 33]. 
Из работ последних лет по исследованию других мер сложности следует 
отметить результаты О. М. Касим-Заде [34]. Он продолжил начатые М. Н. Вай-
нцвайгом [38] исследования так называемой мощности схем из функциональных 
элементов (мощность схемы — это максимальное число ее элементов, имею-
щих на выходе единицу). Пусть £я(л) соответствующая функция Шеннона 
для базиса 21. Основные результаты О. М. Касим-Заде состоят в следующем 
1. Для почти всех (в некотором естественном смысле) базисов 91 
Еф)Жп. 
2. Существует бесконечно много различных по порядку функций Ефг). 




т ) • 
3. Для любого конечного базиса 21 имеет место лишь одна из возмож-
ностей: либо log £з,(/?)хи, либо log £щ(и)х1с^я; при этом по базису эффектив-
но устанавливается, какая из возможностей имеет место. 
4. Для базиса &, V, "1 возможно одновременное достижение (в одной 
схеме) асимптотики сложности и порядка мощности. 
В заключение отметим, что обзоры такого рода (а также по более широ-
кому кругу вопросов) делались раньше [35—37]. 
2* 
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