Over the last decade, a number of Computational Imaging (CI) systems have been proposed for tasks such as motion deblurring, defocus deblurring and multispectral imaging. These techniques increase the amount of light reaching the sensor via multiplexing and then undo the deleterious effects of multiplexing by appropriate reconstruction algorithms. However, a detailed analysis of CI has proven to be a challenging problem because performance depends equally on three components:
Introduction
Over the last decade, a number of Computational Imaging (CI) systems have been proposed for tasks such as motion deblurring, defocus deblurring and multispectral imaging. These techniques increase the amount of light reaching the sensor via multiplexing and then undo the deleterious effects of multiplexing by appropriate reconstruction algorithms. However, a detailed analysis of CI has proven to be a challenging problem because performance depends equally on three components:
(1) the optical multiplexing, (2) the noise characteristics of the sensor, and (3) the reconstruction algorithm, which typically uses signal priors. In this paper, we utilize a recently proposed framework incorporating all three components [13] . We model signal priors using a Gaussian Mixture Model (GMM), which allows us to analytically compute Minimum Mean-Squared Error (MMSE) . We analyze the specific problem of motion and defocus deblurring, showing how to find the optimal exposure time and aperture setting for defocus and motion deblurring cameras, respectively. This framework gives us the machinery to answer an open question in computational imaging: "To deblur or denoise?"
Analysis of Computational Imaging Systems
A number of camera designs have been proposed in recent years that capture different aspects of visual appearance using multiplexed measurements. Examples include defocus deblurring cameras [5, 8, 9, 18] , motion deblurring cameras [11, 14] , multi/hyperspectral multiplexing [7, 16] , and illumination multiplexing [15] . These systems use optical coding (multiplexing) to increase light throughput, which increases the SNR of captured images. The desired signal is then recovered computationally via signal processing. The quality of recovered images depends jointly on the conditioning of the optical coding and the increased light throughput. In this work, we follow a line of research whose goal is to relate maximum performance to practical considerations (e.g. illumination conditions and sensor characteristics). We follow the convention adopted by Cossairt et al. [3] and Mitra et al. [13] . We define a conventional camera as an impulse imaging system, which measures the desired signal directly (e.g. without blur). CI performance is then compared against the impulse imaging system. Noise is related to the lighting level, scene properties and sensor characteristics. In this paper, we analyse defocus and motion deblurring cameras. These cameras capture blurry images, and all-focused images are then recovered computationally via deconvolution. We consider a pillbox shaped blur function for defocus blur, and a 1-D rect function for motion blur. The impulse imaging counterpart for defocus blur is a narrow aperture image. For motion blur, the impulse imaging counterpart is a short exposure image. CI techniques capture more light, but they require deconvolution, which amplifies noise. Impulse imaging doesn't require deconvolution, but captures less light. There is a parameter for both motion (exposure time) and defocus deblurring (aperture size) that can be adjusted to trade-off light gathering power and deconvolution noise. We address the problem of how to optimize this parameter to achieve the best possible performance with signal priors taken into account.
In this paper we analyse the special case of uncoded defocus and motion blur that has not been optically manipulated in any way to improve invertibility. However, the framework used in this paper can also be used to analyse any multiplexed imaging system. For example, defocus deblurring systems have been devised to encode defocus blur using attenuation masks [9, 18] , refractive masks [5], or motion [8] . In addition, motion deblurring CI systems have been devised to encode motion blur using a fluttered shutter [14] or camera motion [11] . Further analysis of these systems can be found in [3, 13] . The same optimization framework we use here can also be applied to these systems.
The Importance of Signal Priors
It is well understood that multiplexing gives the greatest advantage at low light levels (where signal-independent read noise dominates), but this advantage diminishes with increasing light (where signal-dependent photon noise dominates) [7] . However, it is impractical to study the effects of multiplexing alone, since signal priors are at the heart of every state-of-the-art reconstruction algorithm (e.g. BM3D [4] , GMM [12, 13] ). Signal priors can dramatically increase performance in problems of deblurring (multiplexed sensing) and denoising (no multiplexing). However, it has historically been very difficult to determine exactly how much of an increase in performance to expect from signal priors, making it difficult to provide a fair comparison between different cameras.
We characterize the performance of CI systems under a GMM prior which has two unique properties: Firstly, GMM satisfies the universal approximation property which says that any probability density function can be approximated to any fidelity using a GMM with an appropriate number of mixtures [13] . Secondly, a GMM prior lends itself to analytical tractability so that we can use MMSE as a metric to characterize the performance of both impulse and CI systems.
