Abstract. In this paper Milne's predictor-corrector method to solve the fuzzy first first-order initial value problem are investigated. Sufficiently conditions for stability and convergence of the proposed algorithm are also proved. Their applicability is illustrated by two examples.
Introduction
Fuzzy differential equation (FDE) models play a prominent role in a range of application areas, including population models [1] , particle systems [2] , [3] , [4] , [5] , quantum optics and gravity [6] , synchronize hyperchaotic systems [7] , control chaotic systems [8] , [9] , medicine [10] , [11] , [12] , [13] , to bioinformatics and computational biology [14] , [15] , [16] , [17] , [18] , [19] . The first step which included applicable definitions of fuzzy derivative and the fuzzy integral was followed by introducing FDE and establishing sufficient conditions for the existence of unique solutions to these equations [20] , [21] , [22] , [23] , [24] . Finally, numerical algorithms of calculating approximates to these solutions where designed. A theoretical research of fuzzy first-order initial value problem was given by Kaleva [20] , [21] , [22] , [23] , [24] , [25] Seikkala [22] , Quyang and Wu [26] , Kloeden [21] and Wu [27] . Some applications of numerical methods such as the fuzzy Euler, Adams-Bashforth, Adams-Moulton, Nyström and predictor-corrector in FDE presented in [28] , [29] , [30] , [31] . This paper is organized as follows: In Section 2, some basic definitions are presented. Milne's predictor-corrector method for solving fuzzy differential equations is introduced and predictor-corrector algorithm is discussed in Section 3. Convergence and stability of the mentioned methods are proved in Section 4. Two examples are presented in Section 5, and finally conclusion is drawn.
Preliminaries
In this section, some basic definitions of ordinary differential equations (ODEs) and the necessary notation used in fuzzy calculus are introduced. We begin by defining the q-step method. When b q = 0, the method is known as explicit, since Eq.(2.2) gives y i+1 explicit in terms of previously determined values. When b q = 0, the method is known as implicit, since y i+1 occurs on both sides of Eq.(2) and is specified only implicitly. The special case n = 2 is known as Milne's predictor-corrector method: Predictor(P): Adams-Basforth method of fourth order. The method requires the starting values y i , y i−1 , y i−2 and y i−3 .
where i = 3, 4, ..., N − 1. Corrector(C): Milne-Simpson's method of fourth order. The method requires the starting values y i , y i−1 .
where i = 3, 4, ..., N − 1. Thus, for Milne's predictor-corrector (PC) method the combination requires the starting values y i , y i−1 , y i−2 and y i−3 .
Definition 2.2. Associated with the difference equation
the following, called the characteristic polynomial of the method is
.., q, and all roots with absolute value 1 are simple roots, then the difference method is said to satisfy the root condition. The next result is proved in [32] . Proof. See [32] .
The remainder of this section is developed to introducing the notation we shall be using in this paper and some definitions. All our fuzzy set will be fuzzy subsets of the real numbers R. We place a tilde over a symbol to denote a fuzzy set sõ α 1 ,ũ 1 , .... all represent fuzzy subsets on R. In what follows, according to the basic fuzzy calculus [33] , we use the so-called α-level setting to define a fuzzy number or interval, a fuzzy number (or interval) u is completely determined by any pair u = (u, u) of functions u, u : [0, 1] → R, defining the end point of the α-level, satisfying the three conditions: 1. u : α → u α R is a bounded monotonic increasing (nondecreasing) left-continuous function ∀α (0, 1] and right-continuous for α = 0. 2. u : α → u α R is a bounded monotonic decreasing (nonincreasing) left-continuous function ∀α (0, 1] and right-continuous for α = 0.
we have a fuzzy interval and if u 1 = u 1 , we have a fuzzy number; for simplicity we refer to fuzzy numbers as intervals. Let us denote by E the class of subsets of the real axis u : R → [0, 1] satisfying the following properties: (i) u is normal, i.e. ∃x 0 R with u(x 0 ) = 1; (ii) u is convex fuzzy set (i.e. u(tx + (1 − t)y) ≥ min{u(x), u(y)}, ∀t [0, 1], x, y R); (iii) u is upper semicontinuous on R; (iv) {x R; u(x) > 0} is compact, where A denote the clossure of A. Then E is called the space of fuzzy numbers [34] 
for any 0 ≤ α ≤ 1.
and (E, D) is a complete metric space.
Definition 2.4. A mapping F : T → E is Hukuhara differentiable at t 0 T ⊆ R if for some h 0 > 0 the Hukuhara difference α for each 0 ≤ α ≤ 1, when F : T → E is Hukuhara differentiable at t 0 by Hukuhara derivative F (t 0 ).
provided that the Lebesque integrals on the right exist.
Remark 2.1. If F : T → E is Hukuhara differentiable and its Hukukara derivative F is integrable over [0, 1], then
for all values of t 0 , t where 0 ≤ t 0 ≤ t ≤ 1. Definition 2.6. A mapping y : I → E is called a fuzzy process. We denote
The Seikkala derivative y (t) of a fuzzy process y is defined by
provided the equation defines a fuzzy number y (t) E. 
for all values of t 0 , t where t 0 , t I.
2.1.
A fuzzy Cauchy problem. Consider the first-order fuzzy differential equation y = f (t, y), where y is a fuzzy function of t, f (t, y) is a fuzzy function of crisp variable t and fuzzy variable y, and y is Hukuhara or Seikkala fuzzy derivative of y. If an initial value y(t 0 ) = y 0 is given, a fuzzy cauchy problem of first-order will be obtained as follows:
Sufficient conditions for the existence of a unique solution to Eq. (2.7) are:
we may replace Eq. (2.7) by equivalent system (2.8)
which possesses a unique solution (y, y] which is a fuzzy function , i.e. for each t, the pair [y(t; α), y(t; α)] is a fuzzy number. The parametric form of Eq. (2.8) is given by
In some cases the system given by Eq. (2.9) can be solved analytically [29] . In most cases, however analytically solutions may not be found and a numerical approach must be considered. We know for every prefixed α, Eq. (2.9) represents an ordinary Cauchy problem for which any convergence classical numerical procedure can be applied. Some numerical methods such as the fuzzy Euler, Adams-Bashforth, Adams-Moulton, Nyström and predictor-corrector in FDE presented in [28] , [29] , [30] , [31] .
2.2.
Interpolation of fuzzy number. Suppose that at various time instant t information f (t) is presented as fuzzy set. The aim is to approximate the function f (t), for all t in the domain of f . Let t 0 < t 1 < ... < t n be n + 1 distinct points in R and let u 0 , u 1 , ..., u n be n + 1 fuzzy sets in E. A fuzzy polynomial interpolation of the data is a fuzzy-value continuous function f : R → E satisfying:
(ii) If the data is crisp, then the interpolation f is a crisp polynomial. A function f which fulfilling these condition may be constructed as follows.
, the unique polynomial of degree≤ n denoted by P x such that
Finally, for each t R and ξ R is defined by f (t) E by
The interpolation polynomial can be written level set wise as
for 0 ≤ α ≤ 1. When the data u i , presents as triangular fuzzy numbers, values of the interpolation polynomial are also triangular fuzzy numbers. Then f (t) has a particular simple form that is well suited to computation. The next result is proved in [36] .
.., n be the observed data and suppose that each of the
Proof. See [36] .
Milne's predictor-corrector method
We are going to solve fuzzy initial value problem y (t) = f (t, y(t)) by Milne's predictor-corrector method. Let the fuzzy initial values be y(t i−3 ), y(t i−2 ), y(t i−1 ), y(t i ), i.e. f (t i−3 , y(t i−3 )), f (t i−2 , y(t i−2 )), f (t i−1 , y(t i−1 )), f (t i , y(t i )), which are triangular fuzzy numbers are shown by
Firstly, considering the quadratic Lagrange polynomial interpolating P 2 (t) at point t i−2 , t i−1 , t i and integrating over [t i−3 , t i+1 ], we have (3.1)
therefore the following results will be obtained:
From (2.6) and (3.1) it follows that:
If (3.2) and (3.3) are situated in (3.5) and (3.3), (3.4) in (3.6):
The following results will be obtained by integration:
Therefore, in Milne's method as a predictor formula is obtained as follows:
Secondly, considering the polynomial interpolating P 2 (t), which fits at points t i−1 , t i , t i+1 and integrating over [t i−1 , t i+1 ], we have (3.10)
, y(t i+1 )), we get:
From (2.6) and (3.10) it follows that:
where (3.14)
If (3.11) and (3.12) are situated in (3.14) and (3.12), (3.13) in (3.15):
y(t i+1 ))]}dt and
Therefore, in Milne's method as a corrector formula is obtained as follows:
The following algorithm is based on Adams-Bashforth method of fourth order as a predictor and also Milne-Simpson method of fourth order as a corrector formula.
To approximate the solution of following fuzzy initial value problem
positive integer N is chosen.
Step
N . Compute starting values using fourth order Runge-Kutta method
Step 2. Let i = 1.
Step 3. Let
Step 4. Let
Step 5. Let
Step 7. if i ≤ N − 1 go to Step 3.
Step 8. Algorithm will be completed on (w α (T ), w α (T )) approximates real value of (Y α (T ), Y α (T )).
Convergence and stability
To integrate the system given in Eq. (2.9) from to a prefixed T > t 0 , the interval [t 0 , T ] will be replaced by a set of discrete equally spaced grid points t 0 < t 1 < ... < t N = T at which the exact solution (Y (t; α), Y (t; α)) is approximated by some (y(t; α), y(t; α)). The exact and approximate solutions at t n , 0 ≤ n ≤ N are denoted by Y n (α) = [Y n (α), Y n (α)], and y n (α) = [y n (α), y n (α)],respectively. The grid points at which the solution is calculated are t n = t 0 + nh, h = T −t0
From Eq. (3.18) , the polygon curves
are the Milne's predictor-corrector method approximates to Y (t, α) and Y (t, α), respectively, over the interval t 0 ≤ t ≤ t N . The following lemma will be applied to show convergence of these approximates , i.e. 
for some given positive constants A, B and C. Then
Proof. It is sufficient to show
By using Taylor's theorem, we get
where t n−3 < ξ n , ξ n < t n+1 . Consequently,
and is put
are resulted, where |U n | = |W n | + |V n | then by Lemma 4.1 and w 0 = v 0 = w 1 = v 1 = 0: The results of Example 5.1 are shown in Table 1 and 2 by using the predictorcorrector method. In Figure 1 , comparison between the exact solution, Adams PC Method solution and Milne's PC method solution of Example 5.1 is presented.
Example 5.2. Consider a simple RL circuit (The 'RL-circuit' is an abbreviation of Resistance-Inductance circuit). The ordinary differential equation corresponding to this electrical circuit is i (t) = − R L i(t) + v(t), t 0 ≤ t 0 + a, subject to the initial condition i(t 0 ) = i 0 , where R is the circuit resistance, L is the coefficient corresponding to the solenoid, and v is the voltage function. Environmental conditions, in accuracy in element modeling, electrical noise, leakage,and other parameters cause uncertainty in the aforementioned equation considering it instead as a fuzzy initial value problem yields more realistic results. This innovation helps to detect unknown conditions in circuit analysis [37] , [38] . Consider an electrical RL circuit with an AC source: The results of Example 5.2 are shown in Table 3 and 4 by using the predictorcorrector method. In Figure 2 , comparison between the exact solution, Adams PC Method solution and Milne's PC method solution of Example 5.2 is presented. 
Conclusions
In this paper, the Milne's predictor corrector method is investigated for solving of fuzzy differential equation. A consistency order with two examples is proved to show the efficiency the predictor-corrector method.
