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Résumé – Dans cet article, nous proposons un nouvel algorithme d’optimisation stochastique pour la régression logistique
parcimonieuse, basé sur une version aléatoire par blocs de l’algorithme de Douglas-Rachford. Notre algorithme parcourt la base
d’apprentissage en sélectionnant aléatoirement un bloc de données à chaque itération, puis réalise l’étape de mise à jour en utilisant
l’opérateur proximal de la fonction de coût logistique, dont nous donnons une expression explicite. Les tests réalisés sur plusieurs
jeux de données démontrent l’efficacité de notre algorithme par rapport aux méthodes de type gradient stochastique.
Abstract – We propose a stochastic optimization algorithm for logistic regression based on a randomized version of Douglas-
Rachford splitting method. Our algorithm sweeps the training set by randomly selecting a mini-batch of data at each iteration,
and it performs the update step by leveraging the proximity operator of the logistic loss, for which a closed-form expression is
derived. Experiments carried out on standard datasets compare the efficiency of our algorithm to stochastic gradient-like methods.
1 Introduction
Les méthodes d’apprentissage parcimonieux sont devenues
très populaires dans le contexte de l’apprentissage super-
visé, de par leur capacité à éliminer les caractéristiques
non pertinentes pendant la phase d’entrainement. Ces
approches visent à apprendre une combinaison linéaire
pondérée de fonctions de base liant les données d’entraî-
nement, en forçant autant de poids que possible à être
nuls. Ceci revient à résoudre un problème d’optimisation
qui met en jeu une fonction de coût et une régularisa-
tion parcimonieuse. Différents classifieurs sont obtenus en
faisant varier la fonction de coût, les plus populaires étant
la fonction hinge et la fonction logistique [20].
Dans le cadre de l’apprentissage supervisé, l’utilisation
de régularisations parcimonieuses remonte aux travaux
de Bradley et Mangasarian [3], qui ont montré qu’une
sélection efficace des fonctions de bases était obtenue grâce
à un seuillage à zéro des faibles poids, ce qui revient à
l’utilisation d’une régularisation `1. D’autres formes de
régularisations ont été également étudiées [10,14].
De nombreux algorithmes d’apprentissage existent pour
traiter le cas de la régularisation quadratique, exploitant
la forme simple du dual du problème au sens de La-
grange [2]. Cependant, une telle approche perd son avan-
tage en présence d’une régularisation parcimonieuse, car le
problème dual devient dans ce cas aussi difficile à traiter
que le primal. Les classifieurs linéaires parcimonieux sont
donc habituellement entraînés en résolvant directement le
problème d’optimisation primal associé. Parmi les algo-
rithmes possibles, nous pouvons mentionner les méthodes
de majoration-minimisation [12] et les approches proxi-
males [1, 5, 10].
En pratique, l’usage de règles de mise à jour stochas-
tiques permet de réduire significativement le temps de
calcul des méthodes d’apprentissage supervisé, lorsqu’une
régularisation quadratique est employée [2]. De nombreux
travaux récents ont visé à généraliser ces méthodes d’op-
timisation stochastiques pour pouvoir traiter des régular-
isations favorisant la parcimonie [18]. Citons, en parti-
culier, les stratégies de minimisation par blocs [22], les
approches explicites-implicites stochastiques [8, 21], les
algorithmes primaux-duaux stochastiques [9, 19], les tech-
niques de descente duale stochastiques [24], et les méthodes
de majoration-minimisation stochastiques [6, 13].
Parmi toutes ces approches, les algorithmes primaux-
duaux stochastiques sont en fait les seules techniques per-
mettant de s’affranchir de l’hypothèse de différentiabilité
de la fonction de coût. Ils permettent en effet de traiter
toute fonction de coût convexe par son opérateur proximal,
en supposant que celui-ci puisse être calculé efficacement.
C’est le cas de la fonction hinge, mais pas de la régres-
sion logistique, pour laquelle il n’existe pas d’expression
explicite dans la littérature.
Dans cet article, nous proposons un algorithme proximal
stochastique pour la régression logistique parcimonieuse,
basé sur un schéma de Douglas-Rachford. Notre approche
traite la fonction de coût logistique par son opérateur prox-
imal, ce qui contraste avec les méthodes existantes utilisant
plutôt son gradient. De ce fait, l’algorithme proposé n’est
pas contraint par la valeur de la constante de Lipschitz
du gradient de la fonction de coût, ce qui, par conséquent,
peut conduire à une convergence plus rapide. D’un point
de vue théorique, notre contribution principale est de mon-
trer que l’opérateur proximal de la fonction logistique peut
en fait s’exprimer sous une forme quasi explicite, et ainsi
être calculé efficacement. Des comparaisons avec plusieurs
approches d’optimisation stochastique de l’état de l’art
sont réalisées sur des bases de données de référence.
L’article s’organise comme suit. Dans la section 2, nous
explicitons la formulation du problème de régression lo-
gistique parcimonieuse. Dans la section 3, nous décrivons
l’algorithme proposé, et dérivons l’expression de l’opérateur
proximal de la fonction logistique. Dans la section 4,
nous évaluons les performances de notre méthode, et la
comparons avec trois algorithmes de classification parci-
monieuse de la littérature [4, 21, 24]. Enfin, la section 5
conclut ce travail et dresse quelques perspectives.
Notations: Γ0(H) représente l’ensemble des fonctions
propres, convexes, semi-continues inférieurement d’un es-
pace de Hilbert H vers R ∪ {+∞}. Pour tout ν ∈ H, le
sous-différentiel de ψ ∈ Γ0(H) en ν est noté ∂ψ(ν) = {ξ ∈
H | (∀ζ ∈ H) 〈ζ − ν | ξ〉+ ψ(ν) ≤ ψ(ζ)}.
2 Régression logistique
Un classifieur linéaire binaire vise à associer, à chaque
donnée en entrée x ∈ RN , une valeur binaire y ∈ {−1,+1}






En apprentissage supervisé, le vecteur de poids w ∈ RN




(x`, y`) ∈ RN × {−1,+1} | ` ∈ {1, . . . , L}
}
, (2)
qu’on appelle la base d’entrainement.
Une approche très populaire en apprentissage pour ef-
fectuer la tâche de prédiction se base sur la notion de risque
structurel. L’objectif est de réaliser un compromis entre la
fidélité à la base d’entrainement et la réduction de la com-














où f ∈ Γ0(RN ) est une fonction de régularisation, tandis
que h ∈ Γ0(R) est la fonction de coût.
De nombreux choix ont été proposés dans la littéra-
ture pour la fonction de régularisation. Dans le contexte
de l’apprentissage parcimonieux, un choix courant est
d’utiliser la norme `1, f = λ‖ · ‖1, avec λ > 0. Pour
la fonction de coût, là encore, plusieurs choix sont possi-
bles, tels que, dans le cas de la classification, la fonction
hinge, la fonction hinge carrée, ou le coût logistique, et,
dans le cas de la régression, le coût quadratique ou le coût
de Huber [20]. Dans ce travail, nous nous intéressons plus
particulièrement au coût logistique, défini par :






La résolution du problème (3) requiert un algorithme d’op-
timisation capable de traiter un terme de régularisation non
différentiable favorisant la parcimonie. Dans ce contexte,
les méthodes proximales apparaissent comme une solution
de choix, de par leur capacité à gérer efficacement des prob-
lèmes convexes non lisses [7, 17]. Ces méthodes reposent
sur un outil fondamental, appelé l’opérateur proximal [16],
défini pour une fonction ψ ∈ Γ0(H) comme




2 + ψ(ξ). (5)
L’opérateur proximal peut être interprété comme une étape
de sous-gradient implicite, sur la fonction ψ. En effet,
ν = proxψ(ζ) est défini de façon unique par l’inclusion
ζ − ν ∈ ∂ψ(ν). De nombreux algorithmes proximaux exis-
tent dans la littérature, permettant de résoudre différentes
classes de problèmes. Dans ce travail, nous proposons
d’utiliser une version aléatoire par blocs de l’algorithme
proximal de Douglas-Rachford, introduite dans [8]. Un
aspect remarquable de cet algorithme est qu’il permet une
mise à jour par blocs des variables du problème. Ici, nous
nous intéressons à une mise à jour partielle de variables aux-
iliaires qui nous permet de travailler à chaque itération sur
un sous-ensemble des données de la base d’entrainement,
plutôt que sur la base complète. Une telle stratégie se
rapproche en ce sens des méthodes de gradient incrémen-
tal / stochastique reconnues pour leur efficacité dans les
problèmes d’apprentissage supervisé.
Nous obtenons, dans le cadre de la résolution du Prob-
lème (3), l’algorithme 1. A chaque itération i de la méth-
ode, un sous-ensemble Li de {1, . . . , L} est sélectionné, de
façon aléatoire, et seules les composantes (v[i]` )`∈Li de la
variable auxiliaire v sont mises à jour, à partir des données
(x`, y`)`∈Li extraites de la base. Notons que le calcul de
la matrice Q définie dans l’algorithme 1 est généralement
peu coûteux dans les applications en apprentissage, la di-
mension N étant souvent petite devant L. Les approches
proximales présentent l’avantage de posséder des propriétés
de convergence solides, même dans un contexte stochas-
tique. Dans notre cas, nous pouvons déduire du résultat
de [8] que, si la probabilité d’activation de chaque variable
est non nulle et indépendante de i, sous des hypothèses
de qualification du problème, la suite (w[i])i∈N générée par
l’algorithme 1 converge presque sûrement vers une solution
du Problème (3).



























Choisir γ ∈ ]0,+∞[ et µ ∈ ]0, 2[
Pour i = 0, 1, . . .





t[i+1] = t[i] + µ
(
proxγif (2w
[i] − t[i])− w[i]
)













(∀` /∈ Li) v[i+1]` = v
[i]
`











A chaque itération de l’algorithme 1, il est nécessaire
d’évaluer les opérateurs proximaux de f et h. De ce fait, un
calcul rapide de ces opérateurs est nécessaire pour garantir
de bonnes performances numériques de l’algorithme. Un
grand nombre de fonctions présentent une forme explicite
pour leur opérateur proximal [7, 17]. Par exemple, si f
est la norme `1, son opérateur proximal se réduit à un
simple seuillage doux. En ce qui concerne la fonction de
coût logistique, quelques stratégies de calcul numérique
ont été proposées [17,23], mais à notre connaissance, une
forme explicite de son opérateur proximal est inconnue.
La contribution principale de cet article, présentée dans la
proposition ci-dessous, permet de combler cette lacune.
Proposition 3.1. Soit γ ∈ ]0,+∞[. L’opérateur proximal
de la fonction de coût logistique (4) est





où W· est la fonction de W-Lambert généralisée [11,15].
La fonction de W-Lambert généralisée (aussi appelée
fonction de r-Lambert) mentionnée ci-dessus permet de ré-
soudre les équations transcendantales de la forme p exp(p)+
rp = q, où p = Wr(q). Elle peut être évaluée de façon
rapide et très précise, par la méthode de type Newton
développée par Mező et al. [15], disponible en ligne1.
4 Résultats expérimentaux
Nous évaluons maintenant les performances de notre ap-
proche sur les bases de données MNIST2 (N = 717 et
L = 60000) et W8A3 (N = 300 et L = 49749). Nous
comparons notre algorithme, avec les méthodes suivantes :
l’algorithme stochastique explicite-implicite (SFB), l’appro-
che duale régularisée moyennée (RDA) [24], et l’algorithme
primal-dual par blocs (BCPD) [4]. Pour chacun de ces
algorithmes, nous traçons l’évolution du critère défini en
(3) en fonction du temps de calcul.
Les paramètres des différentes méthodes sont fixés ma-
nuellement afin d’optimiser leurs performances : le taux
d’apprentissage de SFB et RDA est γ = 10−4, tandis que
γ = 1 et µ = 1.8 pour l’algorithme 1. Des blocs de données
de taille 1000 sont sélectionnés aléatoirement à chaque
itération, suivant une loi uniforme, et une régularisation
`1 pondérée par λ = 1 est employée. Tous les tests ont été
menés sous Matlab 2015a, avec un CPU Intel i7 cadencé à
3.40 GHz et doté de 12 Go de RAM.
La Figure 1 illustre les performances des différentes mé-
thodes, pour les deux jeux de données testés. Les résultats
indiquent que notre méthode permet d’atteindre une con-
vergence rapide vers une valeur faible de la fonction objectif.
Ceci s’explique en partie par le rôle de préconditionneur
joué par la matrice Q intégrée dans l’algorithme 1. Un
point notable est que notre méthode laisse un choix li-
bre pour les paramètres γ et µ. Cela contraste avec les
méthodes SFB et RDA, où le paramètre γ doit être atten-
tivement réglé à la main, sans quoi les méthodes deviennent
très lentes, ou bien à l’inverse, divergent.
5 Conclusion
Dans cet article, nous avons proposé un algorithme de
Douglas-Rachford aléatoire par blocs, pour résoudre un
problème de régression logistique parcimonieuse. Notre
approche se base sur l’opérateur proximal de la fonction
de coût logistique, pour lequel nous avons obtenu une ex-
pression explicite facile à évaluer. Ces contributions nous
ont permis de mettre en place une méthode de résolu-
tion rapide, et dont les paramètres de pas peuvent être
choisis de manière flexible, sans risquer de faire diverger
l’algorithme. Ceci constitute un avantage par rapport aux
techniques d’optimisation stochastique usuelles en appren-
tissage. Nos résultats expérimentaux confirment les bonnes




(a) Dataset W8A : N = 300 et L = 49749.
(b) Dataset MNIST : N = 717 et L = 60000.
Figure 1: Critère (3) en fonction du temps.
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