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We apply a series of projection techniques on top of tensor networks to compute energies of ground state
wave functions with higher accuracy than tensor networks alone with minimal additional cost. We consider both
matrix product states as well as tree tensor networks in this work. Building on top of these approaches, we apply
fixed-node quantum Monte Carlo, Lanczos steps, and exact projection. We demonstrate these improvements for
the triangular lattice Heisenberg model, where we capture up to 57% of the remaining energy not captured by
the tensor network alone. We conclude by discussing further ways to improve our approach.
I. INTRODUCTION
Numerical methods are important tools for understanding
strongly correlated systems. One such approach is the density
matrix renormalization group (DMRG) [1, 2] which is par-
ticularly powerful for one-dimensional quantum systems. In
recent years, DMRG has also had many successes in simu-
lating quasi one-dimensional ladders which is a way of ap-
proaching the two-dimensional limit [3]. Unfortunately, the
bond-dimension D required in DMRG (the parameter that de-
termines the accuracy), scales exponentially with the width
of the ladders. The underlying variational wavefunction that
is optimized by the DMRG algorithm is a matrix product
state (MPS) [4]. Higher dimensional generalizations of the
MPS idea have led to development of new tensor network
(or related) approaches [5] such as TTN [6–8], MERA [9],
CPS [10–13] and PEPS [14, 15]. These are known to be bet-
ter than DMRG at capturing the entanglement structure of
physical systems and hence can produce better energies for
the same bond-dimensions. Unfortunately, the computational
expense of optimizing these wavefunctions and calculating
observables (such as the energy) scales formidably with D.
This motivates us to look for approaches which take a low
bond-dimension ansatz generated by DMRG or other tensor
network methods and improve upon them.
One such approach is to apply particular projectors Pˆ to a
tensor network wavefunction Ψ which generates a new wave-
function PˆΨ which is closer to the ground state. In fact, this
technique is often used to optimize a matrix product state
through evolution in imaginary time [16]. In this paper, we
will explore the ways in which quantum Monte Carlo meth-
ods can help generate or evaluate projectors Pˆ producing a
(possibly stochastic) representation of PˆΨ.
There has been fruitful progress when Monte Carlo and ten-
sor network approaches have been combined. Examples in-
clude Refs. [17–19] where Monte Carlo is used to evaluate
observables or optimize tensor networks and Ref. [20] where
a MPS is used as one component of a larger variational ansatz.
Additionally, for the square J1 − J2 model, Ref. [21] used an
approach similar to one of the directions explored here.
In this paper, we explore the application of three projec-
tors Pˆ to tensor networks: a stochastic application of (1)
Pˆexact = exp[−βH] absorbing the sign problem for small
imaginary time β, (2) PˆLanczos ≡ 1 +αH + ∆H2 [22, 23] (as
well as generalizations thereof) and (3) PˆFN , a sign problem
free projector proposed and studied in Refs. [24, 25]. We also
discuss the possibility of chaining these different projectors.
To demonstrate these approaches, we consider the spin 1/2
Heisenberg Hamiltonian
H =
∑
〈i,j〉
Si · Sj (1)
on the two-dimensional triangular lattice where Si refers to
the spin 1/2 operator on site i and 〈i, j〉 are nearest neighbors.
This system is frustrated and has a sign problem in the Ising
basis. The triangular lattice has been commonly used as a
benchmark for testing new tensor network algorithms [26, 27]
and is considered challenging for these methods owing to the
high coordination number of every site. We use cylindrical
boundary conditions with an equal number of unit cells in
each direction.
In the remainder of the paper, we will explain our meth-
ods and demonstrate that these projectors typically recover
between 15 and 57 percent of the energy missed by the tensor
networks themselves.
II. TENSOR NETWORK STATES
Consider the full many body wavefunction |Ψ〉 expanded in
a basis of configurations |c〉 with coefficients Ψ[c]
|Ψ〉 =
∑
c
Ψ[c]|c〉 (2)
For a N spin system the chosen configurations could be Ising
states |c1c2...cN 〉 with ci referring to the spins on site i. Then
a tensor network is a variational ansatz for Ψ[c], which can be
generically written as,
Ψ[c] =
∏
i
M~α[i; ci] (3)
where each M~α[i; ci] is indexed by the site i and the value of
the physical spin ci. The values of ~α are arbitrary tensor in-
dices ~α = {α0...αn}. In this notation, the product implies
a contraction over all shared tensor indices between tensors.
In any tensor network scheme, the indices are chosen so that
contraction over them leaves Ψ[c] a scalar. Each tensor index
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Figure 1: (Color online) Tensor networks shown in red used in this
work (a) Matrix Product State which is optimized with the DMRG
algorithm. This involves mapping the sites on a 2D lattice onto a
"snake" used to define the sweep order. Each site has two matrices
associated with it (one for each spin value) with auxiliary indices
i and j which are summed over. (b) A particular realization of a
tree tensor network with coordination 3 and coordination 1 vertices,
which is a particular map of spins on a 2D lattice onto a tree (loop-
less) network. Each coordination 3 site has three indices i, j, k which
are summed over. The figure also shows the underlying triangular
lattice (in black) on which the nearest neighbor Heisenberg Hamil-
tonian is defined. Periodic boundaries along the x-direction have not
been shown.
has a maximal dimension of size D which is a tuning param-
eter that extrapolates between a product state (D = 1) and
the exact wave-function (D → ∞). Smaller D corresponds
to lower entanglement. Different forms of tensor networks
differ in the way in which the tensors are connected.
A. Matrix Product States (MPS) and Tree Tensor Network
(TTN) States
In this work, we will focus on tensor networks whose in-
dices are connected into paths (MPS) as well as those that are
connected into trees (TTN). While MPS has been used exten-
sively for a wide variety of 1D and quasi 2D systems [28],
the use of TTN is relatively recent. Several authors have em-
ployed them to study tree geometries [29–32], 2D geometries
and quantum chemistry [8, 33]. It is to be noted that the flavor
of TTN used here (and in all the above mentioned works) is
such that the physical spins occupy the vertices of a tree. [43]
Figure 1 shows the networks and the tensors we use. The
trees we have selected have coordination 3 and 4. The MPS
wavefunctions are generated using the ITensor library [34]
and the TTN wavefunctions have been generated from our
Tree-DMRG code, (details of which have already been dis-
cussed elsewhere [29]).
It is important to note that the "optimal mapping" from a
tree to a 2D system is not a trivial problem, since there is
a subtle interplay between short and long range entanglement
necessary for getting gains in the energy. Practitioners of TTN
have typically used heuristic algorithms to arrive at a reason-
able mapping. Here we select a network that covers some
short range motifs not efficiently covered by the MPS. These
networks can be contracted computationally efficiently using
O(Dz) operations with z being the maximum degree of the
tree.
As an example, for D = 8, we find that switching from
MPS to TTN can gain 30% (for coordination 3) and 40% (for
coordination 4) of the missing energy.
While we focus on these particular tensor networks in this
work, our conclusions likely generalize to other tensor net-
works such as PEPS, where contraction is even more compu-
tationally costly (exponential in D if performed exactly and
D6 if performed approximately [35]) and where it is even
more important to improve on lower bond dimensions. Since
in the limit of largeD, any state can be represented by a tensor
network Ψ, the state PˆΨ is also guaranteed to converge to the
correct energy in this limit.
B. Use of quantum numbers and gains from post projection
Since DMRG is a D3 algorithm, several efforts are made in
its implementation to reduce the prefactor associated with the
calculation. One such improvement, at the cost of some extra
book-keeping, is the use of the good quantum numbers such
as total Sz and/or total particle number.
However, it is not apriori obvious that this is necessarily
advantageous, because respecting a global symmetry may in-
troduce additional entanglement in the state. Instead, breaking
symmetries and then restoring them may allow for lowering of
the energy for a given bond dimension. This has recently been
observed in the context of Hartree Fock wavefunctions [36].
One can reinstate the symmetry using Quantum Monte Carlo
(see Figure 3 for the gain in energy before and after pro-
jection), by sampling configurations which have definite Sz
and/or particle number. We see evidence for this assertion,
when we compare MPS with and without the use of any good
quantum numbers (see Figure 3 and 4 for a comparison). Also
note that such a global post projection of the tensor network
is not necessarily very straightforward in the MPS framework
alone, but easy to perform in QMC.
III. PROJECTOR QUANTUMMONTE CARLO
QMC methods work by filtering out excited states from a
given trial state ΨT by applying to it, a projector,
Pˆ |ΨT 〉 = lim
β→∞
exp(−βH)|ΨT 〉 ∝ |Ψ0〉 (4)
where |Ψ0〉 is the ground state. QMC methods are most ef-
ficient in systems where there is no "sign problem"; for ex-
ample, when all the off-diagonal matrix elements of H are
negative in a chosen basis. Otherwise, the stochasticity in the
method causes the variance to grow exponentially with sys-
tem size and inverse temperature β arising from a cancellation
of large positive and negative terms. This makes it difficult
to reliably measure observables for system sizes of interest.
3However, as we will see later in this section, some approxi-
mate "sign-problem free" projectors can also be used, at the
expense of a variational bias in the final answer.
To quantify the gains from a generic projector meth-
ods using a MPS wavefunction (henceforth abbreviated as
QMC+MPS), we define the fraction of missing energy as
f =
EMPS [D]− EQMC+MPS [D]
EMPS [D]− EMPS [∞] (5)
where EMPS [D] is the energy of the MPS of bond dimension
D, EQMC+MPS [D] is the energy of the QMC using the same
MPS of bond dimension D and EMPS [∞] is taken to be the
energy extrapolated to D → ∞, which is found to be -53.04
J .
A. Exact Projection
Projector Monte Carlo methods work by producing a
stochastic representation of the entire many body wavefunc-
tion. The important sampled wavefunction (ΨΨT ) is repre-
sented by walkers, entities that carry weights wc and signs sc
associated with configurations (or basis states, denoted by c)
in the Hilbert space.
The projected (or mixed) energy can be written as
E =
〈Ψ|H|ΨT 〉
〈Ψ|ΨT 〉 (6)
which can be recast as,
E =
∑
c |Ψ(c)ΨT (c)| sgn(Ψ(c)ΨT (c))EL[c]∑
c |Ψ(c)ΨT (c)| sgn(Ψ(c)ΨT (c))
(7)
where |Ψ[c]ΨT [c]| is the probability distribution be-
ing sampled by the projection process and EL[c] ≡
〈c |H|ΨT 〉/〈c|ΨT 〉 which is referred to as the "local energy".
Thus, we compute the estimator
E =
〈siEL[i]〉
〈si〉 (8)
where i are the samples accumulated during the projection
process. Since this estimator corresponds to the energy of the
wavefunction exp(−βH/2)|ΨT 〉, it is guaranteed to be a vari-
ational upper bound of the true ground state. Notice that each
calculation of the form EL[i] takes O(N) contractions of ΨT
where N is the number of sites.
We apply the exact projector (for small β) using (release-
node) QMC [37] testing it on the 10×10 triangular lattice.
This is accomplished by first sampling, via variational Monte
Carlo, the distribution of walkers on configurations c from
|〈ΨT |c〉|2. Our ΨT is the MPS wavefunction with D = 16
(without quantum numbers). The results are shown in Fig-
ure 2. The starting energy is the variational energy of this
state, which is calculated to be around -49.2 J .
Once the exact projection is started, the energy is found
to decrease but the statistical error quickly increases. We
find that beyond β ≈ 0.2, the errorbars become unaccept-
ably large. These runs have been calculated with 1.6 × 106
walkers. Error bars can be reduced with more cores (statis-
tics) and efficient algorithms [38–40], but we do not expect to
go to significantly larger β because the average sign decays to
zero exponentially (as seen in Figure 2).
B. Fixed Node
Because exact QMC projection scales exponentially, apply-
ing Pˆexact eventually becomes untenable. Instead, one can ap-
ply fixed node QMC (FNQMC) which takes a Hamiltonian
H with a sign problem as well as a guess wavefunction ΨT
for the ground state of H and generates a new (importance-
sampled) effective Hamiltonian HFN that has no sign prob-
lem [24, 25]. This new Hamiltonian has off diagonal ele-
ments,
(HFN )ij = Hij
ψT (cj)
ψT (ci)
if Hij
ψT (ci)
ψT (cj)
< 0 (9a)
= 0 otherwise (9b)
and whose diagonal elements are modified as,
(HFN )ii = Hii +
∑
j ∈ s.v.
Hij
ψT (cj)
ψT (ci)
(10)
where "s.v." refers to only the sign violating terms (terms that
have Hij
ψT (ci)
ψT (cj)
> 0).
The ground state ΨFN of HFN is an approximation to the
ground state Ψ0 of H which becomes exact in the limit where
ΨT = Ψ0. In addition, the energy is variationally upper-
bounded so that 〈ΨFN |HFN |ΨFN 〉 ≥ 〈ΨFN |H|ΨFN 〉 ≥
〈Ψ0|H|Ψ0〉. Therefore an effective use of FNQMC requires
generating a good guess ΨT . The only requirement for ΨT
is the ability to quickly evaluate the amplitude ΨT [c] for arbi-
trary configurations c. The general lore is that the sign struc-
ture of ΨT is the most important aspect of the guess with a
secondary importance on the amplitudes (in the continuum, it
can be shown that only the sign structure matters). We use
tensor networks, then, for ΨT .
As shown in Figure 4, we apply FN-QMC on MPS and
TTN of fixed quantum numbers (Sz = 0) with various bond
dimensions. Calculating 〈ΨFN |HFN |ΨFN 〉, we find that the
tensor network ansatz for low bond dimensions lowers the en-
ergy by about 1J . The tree ansatz provides a better starting
point for low D and improves upon increasing coordination.
These ansatz are able to capture about 15-20% of the remain-
ing missing energy.
We find that the quantum number free MPS (followed by
QMC post projection), provides a much better starting point
than its quantum number counterpart, and with FNQMC cap-
tures a much larger fraction of the energy, about 40%.
Note that the fixed node energies underestimate the qual-
ity of the wavefunction as the true energy, 〈ΨFN |H|ΨFN 〉 is
actually even closer to the ground state energy.
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Figure 2: Left: Energy of exp[−βH/2]|ΨT 〉 as a function of β computed using projector quantum Monte Carlo for 16 different runs of
100,000 walkers each. Center: The energy vs β after averaging the runs. Right: Average sign 〈si〉 as a function of β computed using projector
quantum Monte Carlo. The average sign decays exponentially. The trial wavefunction used in the initial VMC is the D = 16 MPS with no
quantum numbers.
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Figure 3: Total ground state energy obtained from MPS of various
bond dimensions generated without the use of total Sz quantum num-
ber. The projection onto total Sz = 0 sector is reinstated in the
QMC calculation by calculating the energy over samples with that
symmetry. The legend shows different projection methods and their
respective decrease in energy as a function of bond-dimension.
C. Lanczos Step
The final projector we consider is applying PˆLanczos. In or-
der to apply this, we need to compute the optimal values of
α, ∆ which we take to be those that minimize the variational
energy. Consider the energy
〈E〉 = 〈Ψ(1 + αH + ∆H
2)|H|(1 + αH + ∆H2)Ψ〉
〈Ψ(1 + αH + ∆H2)|(1 + αH + ∆H2)Ψ〉 (11)
This requires computing terms of the form 〈Ψ|Hn|Ψ〉 for
n ≤ 5. Computing these terms can be done either in the
context of a matrix-product state/matrix-product operator for-
malism or within quantum Monte Carlo. In the MPS/MPO
formalism, one can generate a MPO operator for H which
consists of four matrices Mσi,σj for each site, each of bond
dimension χ (for the 10 × 10 lattice, χ = 35). One can then
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Figure 4: Total ground state energy obtained from MPS and TTN
of various bond dimensions generated with the use of total Sz quan-
tum number. Legend shows different projection methods and their
respective decrease in energy as a function of bond-dimension.
apply the MPO to the MPS computing a new MPS Hn/2|Ψ〉
by contracting over the physical degrees of freedom. This new
MPS will have a bond dimension of χn/2D. Then to compute
〈ΨHnΨ〉 we simply compute the overlap of |Hn/2Ψ〉 with it-
self (appropriate modifications can be made for odd n). Us-
ing this viewpoint, the computational complexity of this pro-
cedure is then (D3χ3n/2) but the constant prefactor for this
approach is extremely good because it requires only a single
overlap calculation. Further improvements from the sparsity
of the MPO can potentially speed this up. Notice that this is
significantly cheaper than doing a DMRG calculation at that
bond-dimension.
One can alternately compute these terms using QMC. With
variational Monte Carlo, one can compute 〈ΨTHnΨT 〉 by
sampling configurations R with probability |〈R|ΨT 〉|2 and
computing 〈Hn|ΨT 〉/|ΨT 〉〉|ΨT |2 . The asymptotic scaling of
these operations is (6N)n times the cost of contracting the
tensor network where N is the number of sites. Hybrid ap-
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Figure 5: Left: Optimal exact 1-Lanczos wavefunction parameter α obtained by minimizing the variational energy, as a function of the
bond dimension b1 of the MPS. Center: Energy as a function of basis elements n in the approximate Lanczos method. The various colors
correspond to choices of b1= { 8 (solid red), 16 (dotted blue) 32 (starred green), 64 (purple x’s).} For each color/symbol the lines from top to
bottom represent choice of b2 starting from 2b1 and incrementing in multiples of 2. Right: Energy for n = 30 basis elements starting with an
MPS of bond dimension b1 (shown in legend) as a function of bond dimension b2 (x-axis).
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Figure 6: Fraction of the energy f (see eqn. (5)) recovered using var-
ious projection approaches on MPS and TTN as a function of bond
dimension D.
proaches using some QMC and some MPO/MPS formalism
are possible. The Lanczos numbers reported here were com-
puted partially in the MPO-MPS formalism and partially with
a hybrid MPO-QMC approach.
As Figure 6 shows (with use of quantum numbers), the 1-
Lanczos step results are better than the fixed node results (al-
beit more expensive), recovering approximately 30% of the
missing energy. The 2-Lanczos does even better recovering
40%. Interestingly, without quantum numbers, the Lanczos
step does approximately as well as fixed-node but this under-
estimates the quality because our present implementation of
this method does not perform a post projection onto the defi-
nite Sz sector.
Finally, we note that because of the computational cost, it is
difficult to go beyond a few Lanczos steps. This is essentially
because we are finding optimal parameters in the exact basis
of Hn|Ψ〉. A possible alternative is to generate a basis where
each basis element is a cheap approximation to Hn|Ψ〉. One
way to accomplish this is to repeatedly apply the MPO opera-
tor H to |Ψ〉 of bond dimension b1 truncating down to a fixed
bond-dimension b2 at each step using the zip-up method [41]
(see fig. 5 (center and right)). The Hamiltonian and overlap
matrices can then be generated in this basis and a variational
upper bound to the ground state can be found by solving a
generalized eigenvalue problem. This can do no better than
DMRG on a starting bond dimension of nb2. Nonetheless, n
can in principle be quite large since one simply needs to com-
pute the n2 matrix elements. Empirically, though, we find
that using this approach, we do not gain significant energies
for n > 4. This is confirmed by looking at the (numerical)
rank of the system. Interestingly enough, we find that, at least
until b1 > 16, the value of b1 doesn’t matter significantly. We
find a better energy using approximate Lanczos for b1 = 4
and b2 = 64 compared to exact 1-Lanczos on b1 = 4 which
uses a MPS H|Ψ〉 of bond dimension 140. To compete with
the 2-Lanczos on b1 = 4 which uses a MPS of bond dimen-
sion 4900, we need only b2 = 128. At b1 = 4,b2 = 256
we actually restore 57% of the missing energy in the tensor
network.
IV. CONCLUSION
In conclusion, we have shown how to improve upon tensor
networks using projection techniques in a way that is efficient
and massively parallelizable (the QMC methods are all largely
embarrassingly parallel). We have tested stochastic exact pro-
jection, Fixed Node QMC, and Lanczos steps done in different
ways using tensor networks. We summarize our findings us-
ing the 10×10 triangular lattice (with cylindrical boundaries)
nearest neighbor Heisenberg model as a test bed.
We have found that it is feasible to perform release node
calculations starting with MPS of reasonably small bond di-
mensions. We released the walk after starting with a VMC cal-
culation and gained about 20% of the missing energy, before
the numerical sign problem took over. We expect to achieve
further improvements by chaining projectors. For example,
6one can start with a distribution drawn from a fixed-node or
Lanczos calculation.
Next, we applied a sign problem free fixed-node QMC pro-
jector (for lattice systems) which is formulated to provide a
variational upper bound to the energy. For MPS wavefunc-
tions, this was found to be equivalent to effectively increasing
D by a factor of 2 to 3. In order to provide a better start-
ing wavefunction for low bond dimensions, we also used tree
tensor networks of coordination 3 and 4. We believe that the
gains reported in this paper can further be improved with op-
timized mappings of a 2D system onto a tree [33]. From a
qualitative viewpoint, our results indicate that applying the
fixed-node method to tensor networks such as PEPS (which
have the correct entanglement laws and respect the symme-
tries of the lattice, but which scale unfavorably withD) should
help in increasing the effective bond dimension. We also note
the gains we achieved by post-projecting the quantum number
free MPS onto the correct Sz sector, which is carried out in
QMC in a straightforward way.
A third direction explored in this paper is the 1 (and 2)
Lanczos step methods, which work by finding an optimal
wavefunction in the basis spanned byHΨ (andH2Ψ). Higher
powers ofHnΨ were also calculated approximately in a MPO
framework. While the 1-Lanczos was found to be close to the
fixed-node improvement, the 2-Lanczos appears to be generi-
cally better. In addition, we find significant improvement us-
ing the approximate Lanczos technique.
Added note: During the completion of this work, a paper
by Wouters et al. [42] was posted to the arxiv exploring yet a
fourth method to combine QMC with projection, in this case
the AFQMC method. They find similar levels of improve-
ments on a different model and slightly smaller system sizes.
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