Abstract. We will use Thue-Siegel method, based on Padé approximation via hypergeometric functions, to give upper bounds for the number of integral solutions to the equation |F (x, y)| = 1 as well as the inequalities |F (x, y)| ≤ h, for a certain family of irreducible quartic binary forms.
Introduction
In 1909, Thue [20] proved that if F (x, y) is an irreducible binary form of degree at least 3 with integer coefficients, and h a nonzero integer, then the equation F (x, y) = h has only finitely many solutions in integers x and y .
In this paper we will consider irreducible binary quartic forms with integer coefficients, i.e. polynomials of the shape F (x, y) = a 0 x 4 + a 1 x 3 y + a 2 x 2 y 2 + a 3 xy 3 + a 4 y 4 .
The discriminant D of F is given by
where α 1 , α 2 , α 3 and α 4 are the roots of F (x, 1) = a 0 x 4 + a 1 x 3 + a 2 x 2 + a 3 x + a 4 .
Here, we will recall some well-known fact about the invariants of quartic forms. We refer the reader to [9] for more details. The invariants of F form a ring, generated by two invariants of weights 4 and 6, namely In what follows, we will just consider the forms F for which the quantity J F is 0; i.e. for which we have 27D = 4I 3 .
Let h be a positive integer. The number of solutions in integers x and y of the equation (1) |F (x, y)| = h.
will be the focus of our study in this paper. In Section 2, we will show that to apply a classical theorem of Thue [20] from Diophantine approximation to a quartic form F , one needs to assume J F = 0.
Theorem 1.1. Let F (x, y) be an irreducible binary quartic form with integer coefficients and positive discriminant that splits in R. If J F = 0, then the Diophantine equation |F (x, y)| = 1 possesses at most 12 solutions in integers x and y (with (x, y) and (−x, −y) regarded as the same) .
In Section 11, we will summarize the result of our computations for binary forms with small discriminant. We will give some examples for quartic binary forms F (x, y) satisfying the hypotheses of Theorem 1.1, where |F (x, y)| = 1 has 4 or 3 solutions in inegers x and y. The author is not aware of any quartic binary form F for which |F (x, y)| = 1 has more than 4 solutions.
In [3] different methods are used to give an upper bound 61 upon the number of integral solutions to the equation |F (x, y)| = 1, where F is an irreducible binary quartic form with no restriction on the value of J F and with |D F | large enough. Moreover, it is shown in [3] that if the irreducible binary quartic form F splits in R and have large discriminant, the Diophantine equation |F (x, y)| = 1 has at most 36 solutions in integers x and y. Theorem 1.2. Let F (x, y) be a reduced irreducible binary quartic form with integer coefficients and positive discriminant that splits in R. If J F = 0, then the inequality |F (x, y)| ≤ h possesses at most 12 co-prime solutions (x, y), with |y| ≥ The definition of a reduced form is given in Section 3. It turns out that each quartic binary form is equivalent to a reduced one (see [9] ).
One reason for us to be interested in these results, despite what are apparently quite serious restriction upon F , is that we know important families of quartic forms with these properties. For example a solution to the equation aX 4 − bY 2 = 1 gives rise to a solution to the Thue equation where t 1 |t. We have applied the methods of this paper to treat the above Thue equation in [1] . The method of Thue and Siegel based on Padé approximation to binomial functions applies to broad families of binomial Thue equations, and both socalled "quantitative" results (see the works of Evertse [10, 12] , for example) as well as effective results (via effective irrationality measure from Baker [4, 5] onwards) can be obtained from it. This method has also been used to study binary cubic forms with positive discriminant, for decades (see [11] , [6] ). In 1939, Krechmar [13] showed that when the discriminant of quartic form F (x, y) is sufficiently large ( D F ≫ h 216/5 ), the equation (1) has at most 20 solutions in integers x and y, provided that J F = 0 and all roots of F (x, 1) are real numbers. We will use a refinement of Thue-Siegel method by Evertse [11] to obtain our results.
The Method Of Thue-Siegel
The main purpose of this section is to explain why we need the restriction J F = 0 in the statements of our Theorems. The answer is hidden in the method we use, the method of Thue-Siegel. The relationship between a system of approximations to an arbitrary cubic irrationality and Padé approximations to 3 
√
1 − x was first established by Thue [21] . Siegel [15, 16] identified approximating polynomials in Thue's papers [21, 22] with hypergeometric polynomials and applied this method to bounding the number of solutions to Diophantine equation f (x, y) = k, for certain binary forms f (x, y) of degree r. He also established bounds for the number of solutions to ax n − by n = c, where n ≥ 3 [17] .
Lemma 2.1. Suppose that P (x) is a polynomial of degree n and there is a quadratic polynomial U(x) such that
Consider the recurrences
2 with the initial conditions
where
Then polynomials P r (x), Q r (x) are of degree rn + 1 and satisfy equation
for a polynomial R r (x) .
To apply Theorem 2.1 to the polynomial
This implies that 
In this paper, we always suppose that J = 0. In Section 5, we will show that if J F = 0 then there are linear forms ξ = ξ(x, y) and η = η(x, y) so that
where the quantity A 4 is defined in (8) . We will use Padé approximation via main idea here is to replace the construction of a family of dense approximations to η/ξ, by a family of rational approximations to the function (1−z) 1/4 .
Consider the system of linear forms R r (z) = −Q r (z) + (1 − z) 1/4 P r (z) that
r (z),R r (z) is regular at z = 0, and P r (z) and Q r (z) are polynomials of degree r. Thue [19, 21] explicitly found polynomials P r (z) and Q r (z) and Siegel [15] identified them in terms of hypergeometric polynomials. Refining the method of Siegel, Evertse [11] used the theory of hypergeometric functions to give an upper bound for the number of solutions to the equation f (x, y) = 1, where f is a cubic binary form with positive discriminant. Here we adjust Lemma 4 of [11] for quartic forms.
Lemma 2.2. Let r, g be integers with r ≥ 1, g ∈ {0, 1}. Put
(i) There exists a power series F r,g (z) such that for all complex numbers z with |z| < 1
and
(ii) For all complex numbers z with |1 − z| ≤ 1 we have
(iii) For all complex numbers z = 0 and for h ∈ {1, 0} we have
Proof. This lemma has been proven in [1] .
Equivalent Forms
We will call forms F 1 and F 2 equivalent if they are equivalent under SL 2 (Z)-action (i.e. if there exist integers b, c, d and e such that
for all x and y, where be − cd = ±1). Denote by N F the number of solutions in integers x and y of the Diophantine equation
Let us define, for a quartic form F , an associated quartic form, the Hessian H, by
and y = P X + qY,
Then substituting x by MX + lY and y by P X + qY in H F (x, y), we find that A ′′ 3 , the coefficient of the term XY 3 in H Φ 2 (X, Y ), is equal to
Since A ′ 4 = 0, the integer t can be chosen so that A ′′ 3 = 0.
In the following, we will show that F (x, y) or one of its equivalences (under GL 2 (Z)-action) satisfies
From now on, we will suppose that A 3 A 4 = 0. Let
where m, l, p and q are integers satisfying mq − lp = ±1. Let Φ(X, Y ) be equivalent to F (x, y) under this substitution and
We observe that
To continue, we will be in need of the following Proposition due to Hermite.
Proposition 3.2. Suppose that f 11 x 2 + 2f 12 xy + f 22 y 2 is a binary form with
Then there is an integer pair (u 1 , u 2 ) = (0, 0) for which
Proposition 3.2 implies that we can choose l and q, such that
where the last equality comes from (12) .
We have shown that the Hessian of F satisfies the following formula.
We will need some results due to Cremona [9] . Since we are using different notations in this paper, we will summarize Propositions 6 and 8 of [9] in Lemmas 3.3 and 3.4. In particular, we note that the quartic polynomial g 4 (X) in [9] is equal to
H(x, 1) and its leading coefficient is equal to −A 0 /3. Lemma 3.3. Suppose F (x, y) is a quartic form with invariants I and J and Hessian H(x, y). Let φ be a root of X 3 − 3I + J. Then
where m(x, y) is a quadratic covariant of F (x, y).
Proof. See part (vi) of Proposition 6 of [9] . Proof. This is part (ii) of Proposition 8 of [9] . Note that the quantity z in that Proposition is equal to −A 0 and therefore a positive value in our case.
Following 
Proof. Suppose that our quartic form F (x, y) is reduced. Taking φ = 0 in Lemma 3.3, we know that the algebraic covariant
H(x, y) is the square of a quadratic form, say
We assume that y = 0. Put
. Note that m(z) assumes a minimum equal to
. Since
by (12), we get
Recall that A 0 < 0 and hence, by (11), A 4 < 0. Since I > 0 and m(x, y) is reduced, we have 4AC − B 2 > 0 and
Therefore,
So we can assume that |H(x, y)| ≥ h 3 12 √ 3I when looking for pairs of solutions (x, y) with |y| ≥ 
Reduction To A Diagonal Form
Our goal in this section will be to reduce the problem at hand to consideration of diagonal forms over a suitable imaginary quadratic field. The method of Thue-Siegel is particularly well suited for application to such forms. We will show that Lemma 4.1. Let F be the binary form in Theorem 1.1. Then
be the Hessian of F (x, y). We can factor
where ξ and η are linear forms. So we may write
for some m, l, p, q ∈ C. Therefore,
The Hessian
Hence,
On the other hand,
. Using Maple, it is easy to check that for any form F (x, y),
So, for Φ(ξ, η), we obtain −10a
where a (8), a
Observe that if
then for any complex number λ, in (14) we may take ξ = λ(αx + βy) and η = µ(γx + δy), where λµ = 1. Our goal now is to determine the values of λ and µ = 1 λ in ξ = λ(αx + βy) and η = µ(γx + δy), so that a
whereby, p q = −µγ λα and we get So we can write
Therefore, if we choose λ and µ so that
and λµ = 1. It remains to calculate the value of a ′ 0 . Using (15) and (8), we get
where ∆ = mq − lp is the determinant of the matrix m l p q . Therefore, from (16) and he fact that λµ = 1,
To calculate (αδ − βγ) 2 , we recall that
consequently, computing the discriminant of the above quadratic form and by (12),
A 4 I and therefore,
where I = I F . We will assume, without loss of generality, that
Resolvent Forms
Suppose that ξ and η are linear forms in Lemma 4.1. Let us define
Lemma 4.1 can be restated as follows:
Lemma 5.1. Let F be the binary form in Theorem 1.1. Then
where ξ and η are complex conjugate linear forms in x and y, with
Proof. For the binary form F (x, y) with Hessian H(x, y), the sextic covariant Q(x, y) is defined by
δH .
Since we have taken H(x, y) =
We have (see equation (25) of [9] )
We remark that in [9] ,
Q and the invariants I and J are the negative of our I and J, respectively. Since H(x, y) =
is not identically zero, we can divide both sides of the obove identity by H(x, y) to get
Since W (x, y) = ξη and F (x, y) =
, (21) implies that
and we obtain
and therefore, by (11)
Note that if all roots of F (x, 1) are real then I > 0 and A 0 < 0 ( see [9] , Proposition 7). So we may write
with b ∈ Q. We have also seen that
for some even integer a. Therefore, for integers x, y, the quantities ξ 4 (x, y) and η 4 (x, y) are complex conjugates and belong to
and by (11) ,
. We will work in the number field Q A 0 I/3 . We also have (17), we started with two linear forms and continued with their fourth powers. Let the linear form ξ = ξ(x, y) be a fourth root of ξ 4 (x, y) and define
Indeed, η(x, y) is a fourth root of η 4 . Hence, when F (x, 1) splits in R, we can define the complex conjugate linear forms ξ(x, y) and η(x, y), so that
Now let us define
From (8), for every pair of integers (x, y), we have
This gives
By (21), for every pair of integers (x, y), we have
Using (22), we conclude that the real part of ξ 4 has the factor 12A (19) , the imaginary part of ξ 4 has also the factor
We call a pair of complex conjugates ξ and η satisfying the identities in Lemma 5.1 a pair of resolvent forms, and note that if (ξ, η) is one pair, there are precisely three others, given by (iξ, −iη) , (−ξ, −η) and (−iξ, iη), where i = √ −1. We will, however, work with (ξ, η), a fixed pair of resolvent forms. For the pair of resolvent form (ξ, η), we have
REMARK. The fact that for integers x and y, ξ 4 (x, y) and η 4 (x, y)
are complex conjugates and belong to an imaginary quadratic field is very crucial for our proof. To satisfy these conditions, when J F = 0, we only need I F A 0 < 0 (see the proof of Lemma 5.1). Proposition 7 of [9] , guarantees this property for quartic binary forms that split in R. So we may generalize Theorem 1.1 to all quartic binary forms with I F A 0 < 0.
Gap Principles
Let ω be a fourth root of unity (for some j ∈ {1, 2, 3, 4}, let ω = e 2jπi 4 ). We say that the integer pair (x, y) is related to ω if
Let us define
, where (ξ, η) is a fixed pair of resolvent forms ( in other words, η ξ is a fourth root of (1 − z)). We have
Note that |z| = 2 is impossible here. Because it would mean η 4 = −ξ 4 , so
Lemma 6.1. Let ω be a fourth root of unity and the integral pair (x, y) satisfies F (x, y) =
If |z| ≥ 1 then
Proof
Since
By differential calculus . Therefore
and from the fact that
, we conclude
as desired.
Suppose that we have distinct solutions to |F (x, y)| ≤ h indexed by i, say (x i , y i ), related to a fixed fourth root of unity ω with |ξ(
For brevity, we will write η i = η(x i , y i ) and ξ i = ξ(x i , y i ). We have λα λβ µγ µδ
(see the definition of linear forms ξ and η in Section 5). Since (x 1 , y 1 ) and (x 2 , y 2 ) are distinct co-prime solutions, x 1 y 2 − x 2 y 1 is a nonzero integer. So by (18) and (11), we get
On the other hand, by (24) and (25), we have
the last inequality holding from expression for F (x, y) in Lemma 5.1 and since |F (x, y)| < h. Since we assumed |ξ i | ≤ |ξ i+1 |, we get
Let us now assume that there are 4 distinct solutions to |F (x, y)| ≤ h related to a fixed choice of ω, corresponding to ξ −1 , ξ 0 , ξ 1 and ξ 2 , where |ξ −1 | ≤ |ξ 0 | ≤ |ξ 1 | ≤ |ξ 2 |and F (x i , y i ) = h i . We will deduce a contradiction, which shows that at most 3 such solutions can exist. By (27) and since |h i | ≤ h,
,
Combining this with (26), we conclude
Similarly, we get 
Moreover, one may assume that h > 2, for the case h = 1 is being addressed when we are treating the Thue equation. Under these assumptions, we have
and by (28) and Lemma 6.1,
Here the point is that the inequality |y| ≥ h 3/4 (3I) 1/8 provides us with a good enough lower bound (31) for the size of ξ 1 . Hence, to prove Theorem 1.2, we do not need the assumption I > 36.6h 2 .
Some Algebraic Numbers
Combining the polynomials A r,g and B r,g in Lemma 2.2 with the resolvent forms, we will consider the complex sequences Σ r,g given by
where z 1 = 1 − η We will show that Λ r,g is either an integer in Q(
) or a fourth root of Lemma 7.1. For any pair of integer (s, t), we have
Proof. By (11) and (18), we have
|A 4 |ξ(x, y)η(x, y),
we conclude that αγ , βδ , αδ + βγ ∈ Z. Thus, for integral pair (s, t), we obtain
Lemma 7.2. If (x 1 , y 1 ) and (x 2 , y 2 ) are two pairs of rational integers then
are integers in Q( A 0 I/3).
Proof. For any pair of integers (x, y), Lemma 7.1 implies that ξ(x, y) ξ(1, 0) ∈ Q( A 0 I/3).
the algebraic integer 3|A 4 | 1/2 ξ(x 1 , y 1 )η(x 2 , y 2 ) belongs to Q( A 0 I/3). Let ξ(x, y) = ǫ 1 x + ǫ 2 y. Clearly, ǫ 1 and ǫ 2 are algebraic integers and so are ǫ We can similarly show that that η(x 1 , y 1 ) 3 η(x 2 , y 1 ) is also an integer in For every polynomial P (z) = a n z n + a n−1 z n−1 + . . . + a 1 z + a 0 , we define P * (x, y) = x n P (y/x) = a 0 x n + a 1 x n−1 y + . . . + a n−1 xy n−1 + a n y n .
Let A r,g and B r,g be as in (3) and
where A r,g and B r,g are the polynomials in Lemma 2.2. For z = 0, we have 
Proof. It is clear that
belong to Q( A 0 I/3). So we need only show that they are algebraic integers. This follows immediately from Lemma 4.1 of [8] since
We now proceed to show that for any r ∈ Z, Λ r,0 and Λ 
This, together with Lemmas 7.2 and 7.3, implies that
We have, by definition,
where η = η(1, 0) and ξ = ξ(1, 0). By Lemmas 7.1 and 7.3,
If we choose complex number X so that ξ(X, 1) = η(X, 1) then by Lemma 7.1, X ∈ f. We have F (X, 1) =
(ξ 4 (X, 1) − η 4 (X, 1)) = 0. Since we have assumed that F is irreducible, X has degree 4 over Q. But from (33) and the definition of number field f in (34),
This contradicts the fact that X has degree 4 over Q. We conclude that Λ r,1 can not be a rational integer.
From the well-known characterization of algebraic integers in quadratic fields, we may therefore conclude that, If Λ r,g = 0, then for g ∈ {0, 1} 
Approximating Polynomials
In order to apply (26), we must make sure that Λ r,g or equivalently Σ r,g Proof. Let r ∈ {1, 2, 3, 4, 5}. Suppose that Σ r,0 = 0. From (4), we can find for each r, a polynomial
In fact, using Maple, we have
We also define A * r and B * r via A * r (x, y) = x r A r (y/x), and B * r (x, y) = x r B r (y/x).
Since Σ r,0 is assumed to be zero, Since I r is an imaginary quadratic field, by (19), we get
and so we conclude
Since ξ 
, we obtain for r ∈ {1, 2, 3, 4, 5},
To estimate N(I r ) 1/2 , we choose a finite extension M of Q( A 0 I/3) so that the ideal generated by ξ where (m 1 , . . . , m n ) denote the ideal in M generated by m 1 , . . . , m n .
We have Therefore, by (37) we have
So by (37),
From the preceding arguments, we are thus able to deduce the following series of inequalities :
Substituting any of these in (36) provides a contradiction to inequality (30) when I > 135 and a contradition to (31) when |y| > Proof. Let r be a positive integer and h ∈ {0, 1} . Following an argument of Bennett [6] , we define the matrix M:
The determinant of M is zero because it has two identical rows. Expanding along the first row, we get
If Σ r,0 = 0 and Σ r+h,1 = 0 then A r,0 (z 1 )B r+h,1 (z 1 ) − A r+h,1 (z 1 )B r,0 (z 1 ) = 0 which contradicts part (iii) of Lemma 2.2.
9. An Auxiliary Lemma
We now combine the upper bound for Λ r,g obtained in (35) with the lower Lemma 9.1. If Σ r,g = 0, then
where we may take
and for (r, g) = (1, 0),
Proof. By the definition of Λ r,g and (4), we can write
, by (5), (6) and inequality (25), we have
where L is equal to 2r − g r 2πh 3I |A 4 | 3|ξ Comparing this with (35), we obtain
where we may take c 1 and c 2 so that 
for k ∈ N. This leads to the stated choice of c 1 immediately.
To evaluate c 2 (r, g), we first note that
Next we will show that
for r ∈ N and g ∈ {0, 1}, whence we may conclude that This implies
we obtain
For r ∈ N, we have r − 3/4 r > r + 1/4 r + 1 .
So when g ∈ {0, 1},
which completes the proof.
Proof of the Main Theorems
Let us now assume that there are 4 distinct solutions (x i , y i ) to reduced form
(3I) 1/8 , corresponding to ξ −1 , ξ 0 , ξ 1 and ξ 2 , where we have ordered these in nondecreasing modulus. We will deduce a contradiction, implying that at most 3 such solutions can exist. Then Theorem 1.2 will be proven, since there are 4 choices of ω.
We will show that |ξ 2 | is arbitrarily large in relation to |ξ 1 |. By (30) and (31), we know that |ξ 1 | is large and hence |ξ 2 | is arbitrarily large, a contradiction.
Lemma 10.1. Let F (x, y) be the quartic form. Suppose that (x 1 , y 1 ) and (x 2 , y 2 ) are 2 pairs of solutions to |F (x, y)| ≤ h, both related to ω, a fixed fourth root of unity. Put ξ j = ξ(x j , y j ). Assume further that either (i) F (x, y) is the quartic form in Theorem 1.2 with y) is the quartic form in Theorem 1.1 with I > 135 and
Then, for each positive integer r,
Proof. We will use the upper bound (31) for case (i) and the upper bound (40) for case (ii). Note that (40) is a generalization for the upper bound (30) obtained to treat the equation |F (x, y)| = 1. By (28), |ξ 2 | ≥
Therefore, by (31) or (40) and from the fact that |A 4 | < 4I, we obtain
Lemma 8.1 implies that Σ 1,0 = 0. So we may apply Lemma 9.1 to get
One may now conclude
This proves the lemma for r = 1. Moreover, we may conclude that
Since |A 4 | ≤ 4I , by (31) or (40) we have
Via Lemmas 9.1 and 8.1, we obtain
This leads to the proof of the Lemma for r = 2, after substituting the value of c 2 (2, 0). To complete the proof, we use induction on r. Suppose that for some r ≥ 2,
By (31) or (40), we have
If Σ r+1,0 = 0, then by Lemma 9.1,
Hence, 
Forms With Small Discriminant
To finish the proof of Theorem 1.1, we need to study the quartic forms F (x, y) = a 0 x 4 + a 1 x 3 y + a 2 x 2 y 2 + a 3 xy 3 + a 4 y 4 with 0 < I F ≤ 135 and A 0 = 3(8a 0 a 2 − 3a 2 1 ) < 0. We followed an algorithm of Cremona, in Section 4.6 of [9] , which gives all inequivalent integer quartics with given invariant I and J = 0. Using Magma, we counted the number of solutions to |F (x, y)| = 1, for all reduced quartic forms F with I F ≤ 135 and J F = 0. Regarding (x, y) and (−x, −y) as the same, we didn't find any form F for which there are more than 4 solutions to F (x, y) = ±1. Our programming was not efficient in the sense that it solves more than one equation from some equivalent classes. While reading the earlier versions of this paper, the referee has verified these computations in a very efficient way and kindly shared his results with the author. The following table contains all representatives of the complete set of binary forms F with I F ≤ 135 and J F = 0 that split in . This means (−1, 0) is related to ω = 1, (0, 1) is related to ω = −1, (1, 2) is related to ω = −i and (−2, 1) is related to ω = i. Therefore, related to each root of unity there is one pair of solution.
If
F (x, y) = x 4 + 2x 3 y − 6x 2 y 2 − 2xy 3 + y then I F = 123 and the solutions are (1, 1) and (1, 0).
Acknowledgments
The author would like to thank Professor Michael Bennett for his support and insightful comments. The author is indebted to the anonymous referee for his very careful reading and valuable comments on the earlier version of this paper. The referee's suggestions certainly improved both presentation and mathematical contents of this manuscript
