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Abstract
In the paper algebraic properties of centrosymmetric and centro-skewsymmetric Toeplitz-
plus-Hankel (T + H) matrices are investigated. It is shown that in the nonsingular case the
inverse can be constructed with the help of the solutions of four related Toeplitz systems
with symmetric or skewsymmetric right-hand sides. In the singular case the related Toeplitz
matrices determine the kernel of the T + H matrices. Finally centrosymmetric and centro-
skewsymmetric T + H Bezoutians are characterized.
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1. Introduction
The present paper can be considered as a continuation of [14]. In [14] we studied
the specifics of centrosymmetric and centro-skewsymmetric matrices (which include
symmetric and skewsymmetric matrices) in the class of rectangular Toeplitz matri-
ces. In particular, fundamental systems of matrices with these specifics were charac-
terized. Furthermore, centrosymmetric and centro-skewsymmetric Bezoutians were
described.
The original aim of the present paper was to do the same for Toeplitz-plus-Hankel
(briefly T + H) matrices. However, it turned out that T + H matrices possess some
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special features, so that structure and content of the present paper are quite different
from those of [14].
To explain the content of the present paper, let us first recall some definitions and
simple facts. Throughout the paper we consider matrices with entries from a given
field F with a characteristic not equal to 2. In all what follows, let Jn stand for the
n× n matrix of the counteridentity
Jn =
0 1...
1 0
 .
An m× n matrix A is called centrosymmetric if A = JmAJn and is called centro-
skewsymmetric if A = −JmAJn. A square Toeplitz matrix [ai−j ] is centrosymmet-
ric if and only if it is symmetric, and it is centro-skewsymmetric if and only if it is
skewsymmetric.
Let P± denote the matrices P± = 12 (In ± Jn). These matrices generate projec-
tions 1 in Fn, and we have P+ + P− = In and P+ − P− = Jn. We will represent
T + H matrices in the form
R = T+P+ + T−P− (1.1)
with Toeplitz matrices T±. We will see that if R is centrosymmetric or centro-skew-
symmetric, then such a representation exists with centrosymmetric or centro-skew-
symmetric T±, respectively.
Our first concern is the inversion problem. For centrosymmetric T + H matrices
this problem was addressed in [8], where also fast inversion algorithms for these
matrices were designed (concerning inversion formulas see also [7,13]). All results
in [8] were obtained on the basis of the “splitting” property of centrosymmetric ma-
trices, which is the fact that the subspaces of symmetric and skewsymmetric vectors
are invariant, and so the matrix splits into a symmetric and a skewsymmetric part.
The idea to “split” the classical Levinson and Schur algorithms for real symmetric
Toeplitz matrices goes back to Delsarte/Genin [4,5], but the splitting property was
utilized before in other fields, for example in the reduction of the trigonometric
moment problem with real data to a moment problem on the interval [−1, 1] (see
[1]), for an efficient root location test in [2], and also in signal processing and
seismology (see [3]).
In the present paper centrosymmetric T + H matrices are treated from a different
perspective, which leads to different results. In particular, we show that the inverse of
the centrosymmetric or centro-skewsymmetric T + H matrix R can be represented
with the help of the solutions of two systems of equations with the coefficient ma-
trix T+ and two systems with the coefficient matrix T−. This means that the T + H
case is reduced to the pure Toeplitz case and, therefore, that fast algorithms for the
1 In this paper we do not distinguish between a linear operator acting between Fn and Fm and its
matrix with respect to the canonical bases.
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solution of Toeplitz systems can be applied to the inversion of centrosymmetric and
centro-skewsymmetric T + H matrices.
Let us mention the surprising fact that in the centrosymmetric case it is possible
that one of the matrices T+ or T− or even both are singular but R is nonsingular,
whereas in the centro-skewsymmetric case such a phenomenon does not occur. This
is one of several instances where the centro-skewsymmetric case is not analogous to
the centrosymmetric case.
It is well known that the inverses of Toeplitz and Hankel matrices can be ex-
pressed in terms of Bezoutians (see [10]). In [11] it was shown that the inverse of a
T + H matrix can also be represented as some “T + H Bezoutian”. This result will
be quoted in Section 3.1. It is the initial point of our investigations.
The main result of the present paper concerning inversion claims that the in-
verses of centrosymmetric and centro-skewsymmetric T + H matrices can be rep-
resented with the help of some special, simply structured T + H Bezoutians. These
Bezoutians admit matrix representations that allow an efficient matrix–vector mul-
tiplication with computational complexity O(n log n) by them, if fast algorithms for
trigonometric transformations are used (see [12,13,15]).
Our second concern is the kernel structure of centrosymmetric and centro-skew-
symmetric T + H matrices. The structure of the kernel of a Toeplitz matrix T =
[ai−j ] can be described in a nice form in polynomial language. If x = (xj )nj=0, then
x(t) denotes the polynomial
∑n
j=0 xj tj . Now the set of all u(t) with u ∈ ker T is
given by
u(t) = u1(t)ξ1(t)+ u2(t)ξ2(t),
where u1(t) and u2(t) are two polynomials depending only on the vector (aj ) (and
not on the size of T ) and ξ1(t), ξ2(t) run over all polynomials subject to certain
degree restrictions. The system {u1(t), u2(t)} is called fundamental system of T .
Note that this concept is also important for inversion, since the inverse of a Toeplitz
matrix is, up to a constant factor, equal to the Bezoutian of the two polynomials in a
fundamental system.
This result was recently extended in [9] to T + H matrices. The structure of the
kernel of a T + H matrix R = T + H can roughly be described as follows: There
exist four polynomials u+1 (t), u
+
2 (t), u
−
1 (t), and u
−
2 (t) such that the set of all u(t) for
which u belongs to the kernel is given by
u(t) = u+1 (t)ξ+1 (t)+ u+2 (t)ξ+2 (t)+ u−1 (t)ξ−1 (t)+ u−2 (t)ξ−2 (t), (1.2)
where ξ+1 (t), ξ
+
2 (t) run over all symmetric polynomials and ξ
−
1 (t), ξ
−
2 (t) over all
skewsymmetric polynomials satisfying certain degree restrictions. Here we call a
polynomial symmetric or skewsymmetric if its coefficient vector is symmetric or
skewsymmetric, respectively. A vector (xk)nk=0 is called symmetric or skewsymmet-
ric if xn−k = xk or xn−k = −xk for k = 0, . . . , n, respectively. It is remarkable that
if we interchange the roles of {u+1 , u+2 } and {u−1 , u−2 } in (1.2), then we obtain just
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the kernel of T −H . Naturally, the system of the four polynomials will be called
fundamental system for R.
In Section 4 of this paper we discuss the specifics of the fundamental system for
the centrosymmetric and centro-skewsymmetric cases and discuss the relations to
the inversion formula.
Finally, we characterize in Section 5 centrosymmetric and centro-skewsymmetric
T + H Bezoutians. We show that general centrosymmetric and centro-skewsymmetric
T + H Bezoutians can be represented as the sum of two special T + H Bezou-
tians which, in their turn, can be reduced to classical Hankel Bezoutians of about
half the size.
2. Representations
Throughout the paper, for a given vector a = (ai)m−1i=1−n ∈ Fm+n−1, we denote by
Tn(a) the m× n Toeplitz matrix Tn(a) = [ai−j ] m ni=1j=1. Since for an m× n Hankel
matrix Hn, the matrix HnJn is Toeplitz, any m× n T + H matrix can be represented
in the form
Rn = Tn(a)+ Tn(b)Jn (2.1)
for some a, b ∈ Fm+n−1.
The representation (2.1) is not unique, since the subspaces of Toeplitz and Hankel
matrices have a nontrivial intersection. The intersection consists of all “chess-board
matrices”, which are matrices of the form
C =

α β α · · ·
β α β · · ·
α β α · · ·
...
...
...
 (α, β ∈ F).
Let e and eσ denote the vectors e = (1, 1, . . . , 1) and eσ = ((−1)i)i . The length
and the indexing of these vectors will become clear from the context.
The chess-board matrices form a two-dimensional subspace of the space of all
m× n matrices which is spanned by Tn(e) = eeT and Tn(eσ ) = eσ eTσ .
Hence, Rn given by (2.1) is equal to R′n = Tn(a′)+ Tn(b′)Jn if and only if, for
some α, β ∈ F, a′ = a + αe + βeσ and b′ = b − αe − β(−1)n+1eσ .
We need another representation of T + H matrices using the matrices P± intro-
duced in Section 1. Let Fn± denote the ranges of P±. Obviously, P± are projections
and Fn± are the subspaces of all symmetric and skewsymmetric vectors, respectively.
If the T + H matrix Rn is given by (2.1), then
Rn = Tn(c)P+ + Tn(d)P− (2.2)
with c = a + b and d = a − b. We discuss now the uniqueness of the representation
(2.2).
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Proposition 2.1. Let Rn be an n× n T + H matrix given by (2.2) and by Rn =
T (c′)P+ + T (d ′)P−.
1. If n is odd, then c′ = c, i.e. c is unique, and d ′ is of the form d ′ = d + αe + βeσ
for α, β ∈ F.
2. If n is even, then c′ is of the form c′ = c + αeσ and d ′ of the form d ′ = d + βe
for α, β ∈ F.
Proof. The assertions are consequences of the following observations. Since e ∈
Fn+, we have e ∈ kerP−. If n is odd, then also eσ ∈ Fn+, thus eσ ∈ kerP−; if n is
even, then eσ ∈ Fn−, thus eσ ∈ kerP+. 
Now we consider centrosymmetric and centro-skewsymmetric T + H matrices.
Proposition 2.2. An m× n T + H matrix Rn is centrosymmetric or centro-skew-
symmetric if and only if it admits a representation (2.2) (or, equivalently, (2.1)) in
which c and d (a and b) are symmetric or skewsymmetric, respectively.
Proof. It is easily checked that JmTn(a)Jn = Tn(aˆ), with aˆ = Jm+n−1a. Hence
JmRnJn = (JmTn(c)Jn)(JnP+Jn)+ (JmTn(d)Jn)(JnP−Jn)
= Tn(cˆ)P+ + Tn(dˆ)P−.
If now Rn is centrosymmetric or centro-skewsymmetric, then
Rn = ±JmRnJn = Tn
(
c ± cˆ
2
)
P+ + Tn
(
d ± dˆ
2
)
P−
respectively. It remains to mention that (c ± cˆ)/2 and (d ± dˆ)/2 are symmetric or
skewsymmetric, respectively. The other direction of the assertion is obvious. 
Corollary 2.3. An n× n T + H matrix Rn is centrosymmetric or centro-skewsym-
metric if and only if there is a representation (2.2) such that the Toeplitz matrices
Tn(c), Tn(d) (or Tn(a), Tn(b) in (2.1)) are symmetric or skewsymmetric, respec-
tively.
Remark. It follows from Corollary 2.3 and can also be shown directly that a cen-
trosymmetric n× n T + H matrix is also symmetric. On the contrary, a centro-skew-
symmetric n× n T + H matrix need not to be neither symmetric nor skewsymmetric.
In particular, a skewsymmetric T + H matrix is always a pure Toeplitz matrix.
Recall that if c is symmetric or skewsymmetric, then the Toeplitz matrix Tn(c) is
centrosymmetric or centro-skewsymmetric, respectively. Furthermore, a centrosym-
metric matrix maps Fn± to Fm± and a centro-skewsymmetric matrix maps Fn± to Fm∓.
Hence a centrosymmetric T + H matrix can be written in the form
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Rn = P+Tn(c)P+ + P−Tn(d)P− (2.3)
and a centro-skewsymmetric T + H matrix in the form
Rn = P−Tn(c)P+ + P+Tn(d)P−. (2.4)
3. Inversion
3.1. The general case
In this subsection we consider general n× n T + H matrices. We express the
inverse of a T + H matrix Rn as a T + H Bezoutian, which is defined as follows. We
associate any matrix C = [cij ] with the polynomial
C(t, s) =
∑
i,j
cij t
isj ,
which is called generating function of C. We also use this notation for vectors, which
will be identified with column matrices. A matrix B is called a T + H Bezoutian if
there are eight polynomials uk(t), vk(t) such that
(t − s)(1 − ts)B(t, s) =
4∑
k=1
uk(t)vk(s). (3.1)
An alternative definition of T + H Bezoutians can be given by introducing a trans-
formation∇ transformingn× nmatrices into (n+ 2)× (n+ 2)matrices according to
∇(B) = [b˜ij ]n+1i,j=0, b˜ij = bi−1,j + bi−1,j−2 − bi,j−1 − bi−2,j−1, (3.2)
in which we put bij = 0 if i /∈ {0, 1, . . . , n− 1} or j /∈ {0, 1, . . . , n− 1}. Then we
have
∇(B)(t, s) = (t − s)(1 − ts)B(t, s).
Thus a matrix B is a T + H Bezoutian if and only if rank∇(B)  4.
The following result was proved in [11]. It is the initial point for our consider-
ations. In what follows, let ek denote the kth vector in the standard basis of Fn.
Theorem 3.1. Let Rn be an n× n T + H matrix given by (2.1) with a = (ai)n−1i=1−n
and b = (bi)n−1i=1−n. Suppose that the equations
Rnx1 = (aj+1 + bj−n)n−10 , Rnx2 = (aj−n + bj+1)n−10 ,
Rnx3 = e1, Rnx4 = en (3.3)
or the equations
RTn x˜1 = e1, RTn x˜2 = en,
RTn x˜3 = (a−j−1 + bj−n)n−10 , RTn x˜4 = (an−j + bj+1)n−10
(3.4)
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are solvable, where an, a−n, bn, b−n can be chosen arbitrarily. Then Rn is nonsin-
gular, and its inverse is given by
R−1n (t, s) =
∑4
k=1 vk(t)v˜k(s)
(t − s)(1 − ts) ,
where
v1(t) = −1 + tx1(t), v˜1(t) = t x˜1(t),
v2(t) = tx2(t)− tn+1, v˜2(t) = t x˜2(t),
v3(t) = tx3(t), v˜3(t) = 1 − t x˜3(t),
v4(t) = tx4(t), v˜4(t) = −t x˜4(t)+ tn+1.
Conversely, the inverse of a nonsingular T + H Bezoutian is a T + H matrix.
Note that the representation of the inverse T + H matrix as a Bezoutian allows
fast matrix–vector multiplication by these matrices (see [12,13,15]).
We rephrase this theorem by transforming Eqs. (3.3) and (3.4) into a form that
is convenient for our purposes. For this we introduce the following notation. If a =
(ai)
n−1
i=1−n, then γ±(a) := 12
(
aj+1 ± aj−n
)n−1
j=0 where a±n ∈ F are arbitrary. Instead
of Eqs. (3.3) we consider the equations
Rnw1 = γ+(c), Rnw2 = γ−(d),
Rnw3 = P+e1, Rnw4 = P−e1, (3.5)
where c = a + b, d = a − b, and instead of Eqs. (3.4) the equations
RTn w˜1 = γ+(c˜), RTn w˜2 = γ−(d˜),
RTn w˜3 = P+e1, RTn w˜4 = P−e1,
(3.6)
where c˜ = Jm+n−1a + b and d˜ = Jm+n−1a − b.
Assume that Rn is nonsingular. Then we have
x1 = w1 + w2, x2 = w1 − w2, x3 = w3 + w4, x4 = w3 − w4
and
x˜1 = w˜3 + w˜4, x˜2 = w˜3 − w˜4, x˜3 = w˜1 + w˜2, x˜4 = w˜1 − w˜2.
We introduce the vectors
u1 =
 1−2w1
1
 , u2 =
−12w2
1
 , u3 =
 0w3
0
 , u4 =
 0w4
0

and analogously define vectors u˜j (j = 1, 2, 3, 4). Since
u1 = −(v1 + v2), u2 = v1 − v2, u3 = 12 (v3 + v4), u4 = 12 (v3 − v4),
u˜1 = v˜3 + v˜4, u˜2 = −(v˜3 − v˜4), u˜3 = 12 (v˜1 + v˜2), u˜4 = 12 (v˜1 − v˜2)
we arrive at the following.
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Corollary 3.2. Let Rn be an n× n T + H matrix such that Eqs. (3.5) or (3.6) are
solvable. Then Rn is nonsingular and the inverse is given by
∇(R−1n ) = u3u˜T1 − u1u˜T3 + u2u˜T4 − u4u˜T2 .
3.2. The centrosymmetric case
In this subsection we specify the general inversion formula to centrosymmetric
T + H matrices Rn. Remember that such matrices can be represented in the form
Rn = T (a)+ T (b)Jn with symmetric a and b and in the form Rn = P+T (c)P+ +
P−T (d)P− with c = a + b, d = a − b, which are symmetric again. In particular, we
have in (3.6) c˜ = c and d˜ = d .
Assume that Rn is nonsingular. Due to the symmetry of Rn, the sets of equations
in (3.5) and (3.6) are equivalent. In particular, we have w˜j = wj (j = 1, 2, 3, 4).
Since P+e1 is symmetric, w3 is symmetric, since P−e1 is skewsymmetric, w4
is skewsymmetric, too. Furthermore, since c and d are symmetric, we have γ+(c) =
P+(cj+1)n−1j=0 and γ−(d) = P−(dj+1)n−1j=0, if we chose cn = c−n, dn = d−n.
This means that w1 is symmetric and w2 is skewsymmetric. We indicate this by
denoting w+ := w1, w− := w2, x+ := w3, and x− := w4. Furthermore, the vectors
u1 and u3 are symmetric whereas u2 and u4 are skewsymmetric. Therefore, we set
v+ := u1, v− := u2, u+ := u3, and u− := u4.
Eqs. (3.5) now turn into pure Toeplitz equations
T (c)x+ = P+e1, T (c)w+ = γ+(c),
T (d)x− = P−e1, T (d)w− = γ−(d).
(3.7)
This simplifies the inversion formula, and the inverse can be represented with the
help of some special T + H Bezoutians (see [13]) which will be introduced next.
Let u+, v+ ∈ Fn+2 be symmetric vectors, u−, v− ∈ Fn+2 skewsymmetric vectors,
and let B(u±, v±) be the n× n matrix with the generating function
B(u±, v±)(t, s) = u±(t)v±(s)− v±(t)u±(s)
(t − s)(1 − ts) . (3.8)
Since the numerator of the right-hand side vanishes for t = s and for ts = 1, it really
represents a polynomial in t and s, so that the matrices are well defined. Clearly,
matrices of this form are special T + H Bezoutians. They will be called (++)- and
(−−)-Bezoutians, respectively.
Theorem 3.3. Let Rn be a centrosymmetric T + H matrix given by (2.3), and let
the Toeplitz equations (3.7) be solvable. Then Rn is nonsingular, and its inverse is
given by
R−1n = B(u+, v+)− B(u−, v−) (3.9)
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with
u± =
 0x±
0
 , v± =
 ±1∓2w±
1
 .
Conversely, if Rn is nonsingular, then Eqs. (3.7) are solvable.
Proof. Since the right-hand sides of (3.7) are symmetric or skewsymmetric, there
are solutions with this property. For them we have
Rnx+ = P+e1, Rnx− = P−e1,
Rnw+ = γ+(c) = γ+(a)+ γ+(b), Rnw− = γ−(d) = γ−(a)− γ−(b).
Solutions of (3.3) (and of (3.4)) are now given by
x3 = x˜1 = x+ + x−, x4 = x˜2 = x+ − x−,
x2 = x˜4 = w+ + w−, x1 = x˜3 = w+ − w−.
Thus the nonsingularity of Rn follows from Theorem 3.1.
Moreover, the representation of ∇(R−1n ) presented in Corollary 3.2 can be rewrit-
ten in the form
∇(R−1n )= 12 [(u1 + u2)(v1 + v2)T + (u1 − u2)(v1 − v2)T
+(u3 + u4)(v3 + v4)T + (u3 − u4)(v3 − v4)T]. (3.10)
Now it remains to observe that
u± = 12 (u3 ± u4) = 12 (v1 ± v2),
v± = u2 ± u1 = v4 ± v3
in order to obtain
∇(R−1n ) = u+vT+ + v−uT− − v+uT+ − u−vT−.
In order to show the converse part of the theorem, we assume that Rn is nonsin-
gular. Then Rnx = e1 is solvable. Applying P± to both sides we obtain T (c)P+x =
P+e1 and T (d)P−x = P−e1, which means that the first and the third of Eqs. (3.7)
are solvable. In the same way we show that the other equations are solvable, and the
theorem is proved. 
According to Theorem 3.3 Rn is nonsingular if T (c) and T (d) are nonsingular.
The converse is not true. This is different to the centro-skewsymmetric case, which
will be discussed in the next subsection. Take, for example, c = (1, 1, 1) and d =
(−1, 1,−1). Then T (c) and T (d) are singular, whereas R2 = 2I2 is nonsingular.
One might conjecture that for a nonsingular Rn there is always such a representa-
tion with nonsingular T (c) and T (d). For n = 2 this is true. But this fails to be true
for n = 3. Take, for example, c = (1, 0, 1, 0, 1) and d = (0, 0, 1, 0, 0). Then T (c) is
singular for all representations, but
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R3 = T (c)P+ + T (d)P− = 12
3 0 10 2 0
1 0 3

is nonsingular. Note that it can be shown that surprisingly for n = 4 there is always
a representation with nonsingular T (c) and T (d).
Besides the matrix Rn = T (a)+ T (b)Jn we consider the matrix R−n = T (a)−
T (b)Jn. If Rn is represented in the form (2.3), then R−n = P+T (d)P+ + P−T (c)P−.
That means the roles of c and d have to be interchanged. We can conclude that T (c)
and T (d) are nonsingular if and only if both Rn and R−n are nonsingular. We shall
discover some deeper relations between the matrices Rn and R−n in Section 4.
3.3. The centro-skewsymmetric case
In this subsection we consider the case of centro-skewsymmetric T + H matrices.
Since, for an n× n centro-skewsymmetric matrix A, detA = (−1)n detA, all cen-
tro-skewsymmetric matrices of odd order are singular. For this reason the main result
of this subsection concerns the case where n is even.
Recall that a centro-skewsymmetric T + H matrix can be represented in the
form Rn = T (a)+ T (b)Jn with skewsymmetric a and b and in the form Rn =
P−T (c)P+ + P+T (d)P− with c = a + b, d = a − b and skewsymmetric c and d .
Its transposed matrix is given by
RTn = −(P−T (d)P+ + P+T (c)P−)
and, in (3.6) we have c˜ = −d and d˜ = −c.
Since, in general, Rn is neither symmetric nor skewsymmetric, we cannot expect
that the solutions of (3.5) and (3.6) coincide up to sign. However, we show below
that they are related.
Since P+e1 is symmetric, w3 is skewsymmetric, since P−e1 is skewsymmetric,
w4 is symmetric. Furthermore, since c and d are skewsymmetric, we have γ+(c) =
P−(cj+1)n−1j=0 and γ−(d) = P+(dj+1)n−1j=0, if we chose cn = −c−n, dn = −d−n. This
means that γ+(c) is skewsymmetric and γ−(d) is symmetric. Hence w1 and w˜1 are
symmetric and w2 and w˜2 are skewsymmetric. We indicate the symmetry properties
by denoting w+ := w1, w− := w2, x− := w3, x+ := w4, and w˜+ := w˜1, w˜− := w˜2,
x˜− := −w˜3, x˜+ := −w˜4. The symmetry properties extend to the augmented vec-
tors uj and u˜j , so we set v+ := u1, v− := u2, u− := u3, u+ := u4, and v˜+ := u˜1,
v˜− := u˜2, u˜− := −u˜3, u˜+ := −u˜4.
Eqs. (3.5) and (3.6) now turn into Toeplitz equations
T (c)x+ = P−e1, T (c)w+ = γ+(c),
T (d)x− = P+e1, T (d)w− = γ−(d), (3.11)
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and
T (c)x˜− = P+e1, T (c)w˜− = γ−(c),
T (d)x˜+ = P−e1, T (d)w˜+ = γ+(d).
(3.12)
According to Corollary 3.2 the inverse of Rn is given by the augmented vectors of
the solutions of these equations via
∇(R−1n ) = u−v˜T+ + v+u˜T− − v−u˜T+ − u+v˜T−. (3.13)
Now we show how the solutions of (3.11) and (3.12) are related. First we compare
the equations T (c)x˜− = P+e1 and T (c)x+ = P−e1. The following lemma shows
that there is an essential difference between the centrosymmetric and the centro-
skewsymmetric cases.
Lemma 3.4. Let T (c) be n× n skewsymmetric. If the equation T (c)x˜− = P+e1 is
solvable, then the equation T (c)x+ = P−e1 is also solvable, and if n is even, then
the converse is also true. If x˜− is a skewsymmetric solution of the first equation, then
a solution of the second equation is given by
x+(t) = t + 1
t − 1 x˜−(t). (3.14)
Proof. If T (c)x˜− = P+e1 is solvable, then there exists a skewsymmetric solution
x˜−. Since x˜− is skewsymmetric, we have x˜−(1) = 0. Hence (3.14) defines a polyno-
mial x+(t). Moreover, the coefficient vector x+ is symmetric.
Let z ∈ Fn be defined by z(t) = (1/(t − 1))x˜−(t) and z1(t) = tz(t). If now
T (c)z = (rk)n1, then T (c)z1 = (rk−1)n1, where r0 is some number. In view of T (c)
(z1 − z) = P+e1, we have
r0 − r1 = 1, r1 = r2 = · · · = rn−1, rn−1 − rn = 1.
Since the (n− 1)× (n− 1) principal submatrix Tn−1 of T (c) is skewsymmetric and
the vector z′ ∈ Fn−1 obtained from z by deleting the last component is symmetric,
the vector Tn−1z′ = (rk)n−11 is skewsymmetric. Hence
r0 = 1, r1 = r2 = · · · = rn−1 = 0, rn = −1.
We conclude that T (c)(z+ z1) = P−e1. This means that the coefficient vector of the
polynomial x+(t) = z(t)+ z1(t) = (t + 1)z(t) is a solution of T (c)x+ = P−e1.
The proof of the converse direction follows the same lines. One has to take in-
to account that if n is even and x+ is symmetric, then x+(−1) = 0. Hence z(t) =
(1/(t + 1))x+(t) is a polynomial. 
Note that the converse direction of Lemma 3.4 is not true if n is odd. For example,
if
T (c) =
0 −1 01 0 −1
0 1 0

then T (c)x+ = P−e1 is solvable but T (c)x˜− = P+e1 is not.
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The relation between the solutions x+ and x˜− extends to the augmented vectors.
We have
u+(t) = t + 1
t − 1 u˜−(t).
Replacing c by d we obtain
u˜+(t) = t + 1
t − 1u−(t).
Now we compare the equations T (c)w+ = γ+(c) and T (c)w˜− = γ−(c). More
precisely, we compare the augmented vectors v+ and v˜−.
Lemma 3.5. Let T (c) be n× n skewsymmetric. If the equation T (c)w˜− = γ−(c) is
solvable, then the equation T (c)w+ = γ+(c) is also solvable, and the solutions are
related via
v+(t) = t + 1
t − 1 v˜−(t). (3.15)
If n is even, then the solvability of T (c)w+ = γ+(c) implies the solvability of
T (c)w˜− = γ−(c).
Proof. Let T˜ denote the n× (n+ 2) matrix T˜ = [ci−j+1]n−1 n+1i=0 j=0 . If T (c)w˜− =
γ−(c), then T˜ v˜− = 0. Furthermore, if w˜− is skewsymmetric, then v˜− is skewsym-
metric. Hence v˜−(1) = 0 and z(t) = (1/(t − 1))v˜−(t) is a polynomial. We consider
the coefficient vector z of z(t) as vector in Fn+2 and denote the coefficient vector of
tz(t) by z1.
Suppose that T˜ z = (rk)n1, then T˜ z1 = (rk−1)n1, where r0 is some number. Since
z1 − z = v˜− and T˜ v˜− = 0, we conclude that r0 = · · · = rn.
Let Tn+1(c) denote the (n+ 1)× (n+ 1) matrix [ci−j ]n0 with c−n = −cn and
z′ ∈ Fn+1 the vector obtained from z deleting the last (zero) component. Then
Tn+1(c)z′ = (rk)n0. Here Tn+1(c) is skewsymmetric and z′ is symmetric, thus the
vector (rk)n0 is skewsymmetric. Since all components are equal, it must be the zero
vector.
We obtain T˜ (z+ z1) = 0. Observe that z+ z1 is symmetric and the last com-
ponent equals 1. Therefore, z+ z1 = v+ for some symmetric vector w+ ∈ Fn. This
vector is now a solution of the equation T (c)w+ = γ+(c).
The converse direction is proved analogously taking into account that if n is even,
then the length of v+, which is equal to n+ 2, is even. Hence v+(−1) = 0 and
z(t) = (1/(t + 1))v+(t) is well defined. 
Replacing c by d we obtain
v˜+(t) = t + 1
t − 1v−(t).
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Taking (3.13), Lemmas 3.4 and 3.5 together we arrive at
∇(R−1n )(t, s) = u−(t)
s + 1
s − 1v−(s)− v−(t)
s + 1
s − 1u−(s)
+ v+(t) s − 1
s + 1u+(s)− u+(t)
s − 1
s + 1v+(s), (3.16)
which finally leads to the following theorem.
Theorem 3.6. Let Rn be a centro-skewsymmetric n× n T + H matrix with even
n, and let Eqs. (3.11)(or Eqs. (3.12)) be solvable. Then Rn is nonsingular and the
generating function of the inverse matrix is given by the augmented vectors of the
solutions via
R−1n (t, s) = B+(t, s)
s − 1
s + 1 + B−(t, s)
s + 1
s − 1
and
B+ = B(v+, u+), B− = B(u−, v−).
Conversely, if Rn is nonsingular, then all Eqs. (3.11) and (3.12) are solvable.
Proof. It remains to prove the converse direction. Let Rn be nonsingular and Rnx =
e1. Applying P+ to both sides we obtain T (d)P−x = P+e1, thus the third equation
in (3.11) is solvable. Analogously the fourth equation is solvable, and, by Lemmas
3.4 and 3.5, the third and the fourth equations of (3.12) are solvable. If we repeat
these arguments for the transpose matrix RTn we obtain the solvability of the other
four equations. 
We conclude from this theorem that if Rn is nonsingular and centro-skewsym-
metric, then the equations T (c)x = e1 and T (c)w = (cn−j )n−1j=0 are solvable. This
implies the nonsingularity of T (c) (see [10]). Analogously, T (d) is nonsingular. This
leads to the following surprising conclusion.
Corollary 3.7. For a centro-skewsymmetric T + H matrix Rn = T (a)+ T (b)Jn =
T (c)P+ + T (d)P−, the following assertions are equivalent:
1. Rn is nonsingular.
2. R−n = T (a)− T (b)Jn is nonsingular.
3. T (c) and T (d) are nonsingular.
4. Kernel structure
In this section we consider rectangular centrosymmetric and centro-skewsym-
metric T + H matrices. Throughout the section we assume that a, b ∈ FN are given
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vectors and Rk = Tk(a)+ Tk(b)Jk . As in Section 2, Tk(a) denotes the (N + 1 −
k)× k Toeplitz matrix built from a, i.e., if a = (ak)N−10 then Tk(a) = [ai−j ], i =
k, . . . , N, j = 1, . . . , k. We also consider the matrices R−k = Tk(a)− Tk(b)Jk . As
before, we set c = a + b and d = a − b. Then Rk = Tk(c)P+ + Tk(d)P− and R−k =
Tk(d)P+ + Tk(c)P−.
4.1. Toeplitz matrices
First we recall from [10] the kernel structure theorem and the concept of a funda-
mental system for Toeplitz matrices.
Theorem 4.1. For a given vector c ∈ FN, there exist nonnegative integers δ1 and δ2
with δ1 + δ2 = N + 1 and coprime polynomials uj (t), uj ∈ Fδj+1 (j = 1, 2), such
that, for k = 1, . . . , N, the kernel of Tk(c) consists of all vectors u for which u(t) is
of the form
u(t) =
∑
k>δj
ξj (t)uj (t),
2 (4.1)
where ξj ∈ Fk−δj .
The integers δ1 and δ2 are called characteristic degrees and the system of vectors
{u1, u2} is called fundamental system of c or of any of the matrices Tk(c).
4.2. General T +H matrices
In the recent paper [9] the kernel structure theorem for Toeplitz matrices was
extended to T + H matrices.
Theorem 4.2. There exist two pairs of nonnegative integers (δ+1 , δ+2 ) and (δ−1 , δ−2 )
satisfying δ±1  δ±2  N + 1 and
∑2
j=1(δ
+
j + δ−j ) = 2(N + 1) and vectors u±j ∈
F
δ±j +1 such that, for k = 1, . . . , N, the kernel of Rk consists of all vectors u for
which u(t) is of the form
u(t) =
∑
k>δ+j
ξ+j (t)u
+
j (t)+
∑
k>δ−j
ξ−j (t)u
−
j (t), (4.2)
where ξ±j is any vector from F
k−δ±j
± . The kernel of R−k consists of all vectors u for
which u(t) is of the form
u(t) =
∑
k>δ+j
ξ−j (t)u
+
j (t)+
∑
k>δ−j
ξ+j (t)u
−
j (t) (4.3)
with ξ±j ∈ F
k−δ∓j
± .
2 That means in particular that the kernel is trivial if k  δj for j = 1, 2.
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The integers δ±1 and δ
±
2 will be called characteristic degrees, and the system of
the four vectors u±j (j = 1, 2) will be called fundamental system of (a, b) or of any
of the matrices Rk . The vectors u+j will be called the (+)-part and the vectors u−j
the (−)-part of the fundamental system.
4.3. Centrosymmetric T +H matrices
We show in this subsection that the fundamental system for a centrosymmetric
T + H matrix Rk can be characterized by the fundamental systems of the centrosym-
metric Toeplitz matrices Tk(c) and Tk(d).
The following follows immediately from the representation (2.3).
Proposition 4.3. If Rk is centrosymmetric or centro-skewsymmetric, then
kerRk = (ker Tk(c) ∩ Fk+)⊕ (ker Tk(d) ∩ Fk−).
Next we recall a result from [14].
Proposition 4.4. If Tk(c) is centrosymmetric, then there is a fundamental
system of c consisting of a symmetric and a skewsymmetric vector. If N is even,
then the symmetric vector has an even length and the skewsymmetric one an odd
length.
Let p+[c] denote the symmetric and p−[c] the skewsymmetric vector in a funda-
mental system for c, and let δ±(c) denote the corresponding characteristic degrees.
Taking Propositions 4.3 and 4.4 together we obtain the following.
Theorem 4.5. Let {p+[c], p−[c]}, {p+[d], p−[d]} be a fundamental system for c
and d, respectively. Then {p+[c], p−[d]} forms the (+)-part and {p−[c], p+[d]} the
(−)-part of a fundamental system with the corresponding characteristic degrees for
Rk.
Since the dimension of Fl+ equals [(l + 1)/2] and the dimension of Fl− equals
[l/2], where [·] denote the integer part, we conclude the following.
Corollary 4.6. The nullity of Rk is given by
dim kerRk =
[
k − δ+(c)+ 1
2
]
+
[
k − δ−(d)+ 1
2
]
+
[
k − δ−(c)
2
]
+
[
k − δ+(d)
2
]
.
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Let Rn be a square matrix. Then it follows from Corollary 4.6 that Rn is nonsin-
gular if and only if δ+(c) equals n or n+ 1 and δ+(d) equals n or n− 1. This agrees
with the discussion in 3.2.
We discuss now the relation between vectors p±[c], p±[d] and the vectors u±, v±
occurring in Theorem 3.3. First we observe that u+ and v+ belong to the kernel of
Tn+2(c). Moreover, they form a basis of the two-dimensional subspace ker Tn+2(c) ∩
Fn+2+ . The corresponding polynomial subspace is also spanned by (t + 1)p+[c](t)
and (t − 1)p−[c](t), in case that δ+(c) = n, and by p+[c](t) and (t2 − 1)p−[c](t),
in case that δ+(c) = n+ 1. Thus, each pair of vectors (or polynomials) can be rep-
resented as a linear combination of the other one.
Analogously,u− and v− form a basis of ker Tn+2(d) ∩ Fn+2− . Another basis is given
by (t − 1)p+[d](t) and (t + 1)p−[d](t), in case that δ+(d) = n, and by p−[d](t)
and (t2 − 1)p+[d](t), in case that δ+(d) = n− 1.
4.4. Centro-skewsymmetric T +H matrices
Now we consider the centro-skewsymmetric case. In [14] the following is proved.
Proposition 4.7. If Tk(c) is centro-skewsymmetric, then there is a fundamental sys-
tem of Tk(c) consisting of symmetric vectors. If N is odd, then the lengths of these
vectors are odd.
Together with Proposition 4.3 the latter leads to the following.
Theorem 4.8. Let {p+1 [c], p+2 [c]} and {p+1 [d], p+2 [d]} be a fundamental system for
c and d, respectively. Then {p+1 [c], p+2 [c]} forms the (+)-part and {p+1 [d], p+2 [d]}
the (−)-part of a fundamental system with the corresponding characteristic degrees
for Rk.
Corollary 4.9. The nullity of Rk is given by
dim kerRk =
[
k − δ1(c)+ 1
2
]
+
[
k − δ2(c)+ 1
2
]
+
[
k − δ1(d)
2
]
+
[
k − δ2(d)
2
]
.
Let Rn be a square matrix. Then it follows from Corollary 4.9 that Rn is nonsin-
gular if and only if δ1(c) = δ1(d) = n. This agrees with the discussion in 3.3.
The relations between vectors p+i [c], p+i [d] and the vectors u±, v± occurring
in Theorem 3.6 are as follows. The vectors u+ and v+ form a basis of the sub-
space ker Tn+2(c) ∩ Fn+2+ . The corresponding polynomial subspace is also spanned
by (t + 1)p+1 [c](t) and (t + 1)p+2 [c](t).
Analogously, u− and v− form a basis of ker Tn+2(d) ∩ Fn+2− . Another basis is
given by (t − 1)p+1 [d](t) and (t − 1)p+2 [d](t).
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4.5. Characterization of symmetric cases
In the previous two subsections we showed that a T + H matrix which is centro-
symmetric or centro-skewsymmetric has a fundamental system consisting of vectors
that are symmetric or skewsymmetric. We show that the converse is also true, except
for some marginal cases.
Theorem 4.10. If a fundamental system of a T + H matrix Rk consists of symmetric
and skewsymmetric polynomials, then one of the following is true.
1. Rk is centrosymmetric.
2. Rk is centro-skewsymmetric.
3. Rk = Tk(In + Jk), where Tk is Toeplitz.
4. Rk = Tk(In − Jk), where Tk is Toeplitz.
Proof. It is easily verified that if (a, b) has the fundamental system consisting of
symmetric and skewsymmetric vectors, then the kernels of the matrices Rk are, by
Theorem 4.2, invariant under Jk . In particular, this concerns the kernel of the row
matrices RN and R−N . Let M± denote the matrix with columns spanning kerRk or
kerR−k , respectively. Then the kernel of MT± is spanned by RTN or (R
−
N)
T
, respec-
tively. Since the ranges of M± are invariant under JN , the vectors RTN or (R
−
N)
T are
symmetric or skewsymmetric.
We have
RTN = P+c + P−d and (R−N)T = P+d + P−c.
Hence P−c = 0 or P+d = 0, and P−d = 0 or P+c = 0. This leads just to the 4
possible cases listed in the assertion. 
5. Centrosymmetric and centro-skewsymmetric T+H Bezoutians
5.1. General Bezoutians
We start with some considerations for general m× n matrices. A matrix A will
be called a (++)-matrix if the columns and rows of A are symmetric; it will be
called a (+−)-matrix if the columns are symmetric and the rows are skewsymmetric.
Analogously (−+)- and (−−)-matrices are defined.
(++)- and (−−)-matrices are centrosymmetric; (+−)- and (−+)-matrices are
centro-skewsymmetric. A matrix A is a (++)-matrix if and only if Fn+ is an invariant
subspace and A vanishes on Fn−; A is a (+−)-matrix if and only if it maps Fn− to Fm+
and vanishes on Fn+. Analogous statements hold for (−+)- and (−−)-matrices.
In the language of generating functions, A is a (++)-matrix if and only if
A(t−1, s)tm−1 = A(t, s−1)sn−1 = A(t, s)
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it is a (+−)-matrix if and only if
A(t−1, s)tm−1 = −A(t, s−1)sn−1 = A(t, s),
and analogously for (−+)- and (−−)-matrices.
Lemma 5.1. A centrosymmetric matrix A admits a unique representation
A = A++ + A−−, (5.1)
where A++ is a (++)- and A−− is a (−−)-matrix. Furthermore,
rankA = rankA++ + rankA−−.
For the proof we mention that
A++ = 12 (A+ AJn) = 12 (A+ JmA), A−− = 12 (A− AJn) = 12 (A− JmA).
The rest is easily checked.
The decomposition (5.1) will be called splitting of A.
Now we consider the transformation ∇ introduced in (3.2) also for nonsquare
matrices A.
Lemma 5.2. The m× n matrix A is centrosymmetric (centro-skewsymmetric) if and
only if ∇(A) is centrosymmetric (centro-skewsymmetric).
The proof is a direct verification. The following fact is crucial.
Lemma 5.3. Let A be an m× n centrosymmetric matrix and
A = A++ + A−−, ∇(A) = C++ + C−−
the splitting of A and ∇(A), respectively. Then C±± = ∇(A±±).
Proof. By assumption we have
C++(t, s)+ C−−(t, s) = (t − s)(1 − ts)(A++(t, s)+ A−−(t, s)).
Replacing t by t−1 in this identity and using the facts that A++ and C++ are (++)-
matrices and A−− and C−− are (−−)-matrices, we obtain
C++(t, s)− C−−(t, s) = (1 − ts)(t − s)(A++(t, s)− A−−(t, s)).
Hence C±±(t, s) = (t − s)(1 − ts)A±±(t, s), which is the assertion. 
Analogously, for centro-skewsymmetric matrices we establish the following.
Lemma 5.4. A centro-skewsymmetric matrix A admits a unique representation
A = A+− + A−+,
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where A+− is a (+−)-matrix, A−+ is a (−+)-matrix, and
rankA = rankA+− + rankA−+.
Furthermore, the connection of the splitting of A and of ∇(A),
∇(A) = C+− + C−+
is given by C±∓ = ∇(A±∓).
In Section 3 we considered T + H Bezoutians which are matrices B satisfying
rank∇(B)  4. Remember that T + H inverses are T + H Bezoutian and, vice versa,
the inverse of a nonsingular T + H Bezoutian is a T + H matrix (see [11]).
Now we consider a generalization of this Bezoutian concept (cf. [12]). An m× n
matrix B for which ∇(B) = r will be referred to as r-Bezoutian. In other words, a
matrix B is an r-Bezoutian if there are two systems of linearly independent vectors
{ui} ri=1 ⊂ Fm+2 and {vi} ri=1 ⊂ Fn+2 such that
B(t, s) =
∑r
i=1 ui(t)vi(s)
(t − s)(1 − ts) . (5.2)
The class of all r-Bezoutians will be denoted byB(r), the class of all (++)-matrices
in B(r) by B++(r). Analogously the classes B−−(r), B+−(r) and B−+(r) are
defined.
From Lemmas 5.3 and 5.4 we obtain the following.
Theorem 5.5. A matrix B ∈ B(r) is centrosymmetric if and only if it admits the
splitting
B = B++ + B−−
with B±± ∈ B±±(r±), and r+ + r− = r. A matrix B ∈ B(r) is centro-skewsymmet-
ric if and only if it admits the splitting
B = B+− + B−+
with B±∓ ∈ B±∓(r±), and r+ + r− = r.
The proof follows directly from Lemmas 5.3 and 5.4.
We show now that all classes B−−(r), B+−(r), and B−+(r) can be reduced to
the class B++(r). For this we mention a general factorization property.
Let, for a given polynomial h(t) =∑ji=0 hit i , Mk(h) denote the (j + k)× k
Toeplitz matrix
Mk(h) =

h0 0
...
.
.
.
hj h0
.
.
.
...
0 hj
 .
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Mk(h) is the matrix of the operator of multiplication by h(t) in the corresponding
polynomial spaces with respect to the canonical basis.
Hereafter two polynomials u(t), v(t) will be called coprime if they are coprime
in the usual sense and, in addition, the highest order coefficients of u(t) and v(t) do
not vanish both.
Lemma 5.6. Let B ∈ B(r) be given by (5.2) and p(t) be a common divisor of all
uk(t),
uk(t) = p(t)u˜k(t) (k = 1, . . . , r)
and q(t) be a common divisor of all vk(t),
vk(t) = q(t)v˜k(t) (k = 1, . . . , r).
Then
B = Mm˜(p)B˜Mn˜(q)T, (5.3)
where
B˜(t, s) =
∑r
k=1 u˜k(t)v˜k(s)
(t − s)(1 − ts) , n˜ = n− deg q(t), m˜ = m− degp(t).
Proof. Introduce
.n(t) = (t i)n−1i=0 (5.4)
then
B(t, s) = .Tm(t)B.n(s) =
∑r
k=1 uk(t)vk(s)
(t − s)(1 − ts) .
On the other hand
.Tm(t)Mm˜(p)B˜Mn˜(q)
T.n(s) = p(t).Tm˜(t)B˜.n˜(s)q(s) = p(t)B˜(t, s)q(s),
which proves (5.3). 
Clearly, if u is skewsymmetric, then u(1) = 0 and if u is symmetric and of even
length, then u(−1) = 0. This leads to the following.
Corollary 5.7. An m× n matrix B ∈ B−−(r) can be represented in the form
B = Mm−1(t − 1)B˜Mn−1(t − 1)T,
where B˜ is (m− 1)× (n− 1) and from B++(r). Furthermore, if B is an m× n
matrix from B++(r) and m and n are even, then it can be represented in the form
B = Mm−1(t + 1)B˜Mn−1(t + 1)T,
where B˜ is (m− 1)× (n− 1) and from B++(r).
Analogous statements hold for the other classes B±∓(r).
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5.2. The classes B±±(2)
According to Theorem 3.3 the inverse of a centrosymmetric T + H matrix is the
sum of a matrix from B++(2) and a matrix from B−−(2). Therefore the classes
B±±(2) deserve special attention.
From now on we will omit the subscript k in Mk(p) if there is no danger of
misunderstanding.
In view of Corollary 5.7 any matrix B from one of the four classes B±±(2) can
be represented in the form
B = M(p)B˜M(q)T,
where B˜ is from B++(2) and of odd order. Therefore, it is sufficient to study the
class B++(2) of matrices of order n = 2l − 1. We show first that these matrices can
be reduced to (++)-Bezoutian that were introduced in Section 3.
Theorem 5.8. Let B ∈ B++(2),
∇(B) = u+1 v+1 − u+2 v+2
let p+(t) be the monic greatest common divisor of u+1 (t), u+2 (t), and let q+(t) be
that of v+1 (t), v+2 (t). Then B can be represented in the form
B = M(p+)B(u+, v+)M(q+)T, (5.5)
where u+(t) = u+1 (t)/p+(t), v+(t) = v+1 (t)/q+(t), and B(u+, v+) is the square
matrix of B++(2) defined in (3.8).
Proof. Since u+1 (t)v
+
1 (t) = u+2 (t)v+2 (t) there exist coprime polynomials u+ and v+
such that
u+1
u+2
= v
+
2
v+1
= u+
v+
.
This means that
u+1 (t) = p+(t)u+(t), v+1 (t) = q+(t)v+(t),
u+2 (t) = p+(t)v+(t), v+2 (t) = q+(t)u+(t).
It remains to take Lemma 5.6 into account to prove (5.5). 
Note that the vectors p+ and q+ in this theorem are symmetric.
Now we show that (++)-Bezoutians are related to classical Hankel Bezoutians.
The Hankel Bezoutian of two polynomials u(t) and v(t) is, by definition (see [6,10,
17,18]), the matrix BH(u, v) with the generating function
BH(u, v)(t, s) = u(t)v(s)− v(t)u(s)
t − s .
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We introduce a transformation Sl by
(Slx)(t) = x(t + t−1)t l−1
for vectors x ∈ Fl . Obviously, Sl is an isomorphism mapping Fl onto F2l−1+ . From
the definition we conclude that
STl .2l−1(t) = .l(t + t−1)t l−1, (5.6)
where .n(t) is defined in (5.4).
Theorem 5.9. The (2l − 1)× (2l − 1) (++)-Bezoutian B(u+, v+) can be repre-
sented in the form
B(u+, v+) = −SlBH (u, v)STl ,
where u+ = Sl+1u and v+ = Sl+1v. In particular, rank and signature of B(u+, v+)
and BH(u, v) coincide.
Proof. For B+ = B(u+, v+) we have
B+(t, s)= .2l−1(t)TB+.2l−1(s)
= (u(t + t
−1)v(s + s−1)− v(t + t−1)u(s + s−1))t lsl
(t − s)(1 − ts) .
Using (t − s)(1 − ts) = −(t + t−1 − s − s−1)ts we obtain
B+(t, s) = .l(t + t−1)TBH(u, v).l(s + s−1)t l−1sl−1.
It remains now to take (5.6) into account. 
Theorem 5.9 allows us to transform statements about Hankel Bezoutians (see
[10]) to (++)-Bezoutians and also to the other classes. This concerns, for example,
the rank of the Bezoutian in terms of the greatest common divisor. Let δ(u, v) denote
the degree of the greatest common divisor of two polynomials u(t) and v(t).
It is well known (see, for example, [6]) that, for two polynomials u(t) and v(t)
with deg u(t) = l and deg v(t)  l, the rank of BH(u, v) equals l − δ(u, v). To de-
scribe the relation between u+(t) and v+(t) we mention that if d(t) is the greatest
common divisor of u(t) and v(t) and has degree r , then d(t + t−1)tr is the great-
est common divisor of u+(t) and v+(t). This polynomial has degree 2r . Hence
δ(u+, v+) = 2δ(u, v). We arrived at the following.
Corollary 5.10. Let u+, v+ ∈ F2l+1+ with nonvanishing last component. Then
rankB(u+, v+) = l − 12δ(u+, v+).
In particular, B(u+, v+) is invertible on F2l−1+ if and only if u+(t) and v+(t) are
coprime.
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The theorem of Jacobi-Borchardt (see [6,16,17]) claims that, for a polynomial
with real coefficients u(t) the signature of BH(u, u′), where the prime denotes the
derivative, is equal to the number of real roots of u(t). We have
u′+(t) = u′(t + t−1)(1 − t−2)t l + lu(t + t−1)t l−1.
Hence
u′(t + t−1)t l = t
t2 − 1 (tu
′+(t)− lu+(t)).
This leads to the following.
Corollary 5.11. Let u+(t) be a monic symmetric polynomial with degree 2l and
u˜+(t) = (t/(t2 − 1))(tu′+(t)− lu+(t)). Then the signature of B(u+, u˜+) equals
twice the number of real roots of u+(t).
5.3. Nonsingularity
The second part of Corollary 5.10 and the discussion before allows us to de-
scribe all nonsingular centrosymmetric and centro-skewsymmetric four-Bezoutians.
According to [11] (see Theorem 3.1 above) the inverse of a nonsingular four-Be-
zoutian is a T + H matrix. Thus, a nonsingular centrosymmetric four-Bezoutian B
admits a splitting B = B++ + B−− with a (++)-Bezoutian B++ and a (−−)-Be-
zoutian B−−. Furthermore, a nonsingular centro-skewsymmetric four-Bezoutian
admits a splitting B = B+− + B−+ with a (+−)-Bezoutian B+− and a (−+)-
Bezoutian B−+.
Theorem 5.12. If n is even and (g+(t), f+(t)) and (w+(t), z+(t)) are pairs of co-
prime polynomials with degree n, then
B = M(t + 1)B(g+, f+)M(t + 1)T +M(t − 1)B(w+, z+)M(t − 1)T (5.7)
is a nonsingular centrosymmetric four-Bezoutian. If n is odd, (g+(t), f+(t)) are
coprime with degree n+ 1, and (w+(t), z+(t)) coprime with degree n− 1, then
B = B(g+, f+)+M(t2 − 1)B(w+, z+)M(t2 − 1)T (5.8)
is a nonsingular centrosymmetric four-Bezoutian. Vice versa, any nonsingular cen-
trosymmetric four-Bezoutian is of this form.
We compare this theorem with Theorem 3.3. Let us consider the case of even n.
Since the splitting is unique, we have
B(u+, v+) = B((t + 1)g+, (t + 1)f+)
and
B(u−, v−) = −B((t − 1)w+, (t − 1)z+).
280 G. Heinig, K. Rost / Linear Algebra and its Applications 366 (2003) 257–281
An elementary calculation shows that B(u+, v+) = B(u˜+, v˜+) if and only if
u˜+ = αu+ + βv+, v˜+ = γ u+ + δv+
for constants satisfying αδ − βγ = 1 (see also [10] for Hankel Bezoutians). Hence
(t + 1)g+(t) = αu+(t)+ βv+(t), (t + 1)f+(t) = γ u+(t)+ δv+(t) (5.9)
for constants with this property.
A similar representation exists for (t − 1)w+(t) and (t − 1)z+(t) and for the case
of odd n.
Finally, we formulate a result concerning the general form of nonsingular centro-
skewsymmetric four-Bezoutians.
Theorem 5.13. If (g+(t), f+(t)) and (w+(t), z+(t)) are pairs of coprime polyno-
mials with degree n, then
B = M(t + 1)B(g+, f+)M(t − 1)T +M(t − 1)B(w+, z+)M(t + 1)T
(5.10)
is a nonsingular centro-skewsymmetric four-Bezoutian. Conversely, any nonsingular
centro-skewsymmetric four-Bezoutian is of this form.
Comparing this result with Theorem 3.6 we observe again that (5.9) holds for
constants satisfying αδ − βγ = −1. Similar representations exist for (t − 1)w+(t)
and (t − 1)z+(t).
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