Abstract. This article is concerned with the use of collocation by splines to numerically solve two-point boundary value problems. The problem is analyzed in terms of cubic splines first and then extended to the use of quintic and septic splines.
with sufficiently smooth coefficient functions p, q and r and the forcing function /, we attempt to solve it numerically by a collocation method using spline functions of degrees three, five and seven. Collocation schemes for such a problem have been analyzed by some Russian authors who used ordinary polynomials for approximating functions [11] , [12] , [14] , [15] ; and more recently, spline functions were introduced with more desirable results [1] - [3] , [7] - [10] . This paper introduces yet another variation of the method, especially in the treatment of boundary conditions for the approximating splines, and the analysis is much more straightforward than [7] , [9] .
Working equations are also described for immediate application.
As is well known, the more general boundary condition, then we obtain a basis {BÁx)} "JqX for the space of cubic splines that automatically satisfies the boundary condition (1.2). Now we assume that the coefficient functions p, q and r together with the forcing term / are smooth enough so that we have a unique solution u(x) of the problems (1.1H1 -2). We let
be the cubic spline of interpolation to the true solution u(x) where c,-'s are constants. We also consider another spline function,
where constants c,'s are to be determined by the following collocation conditions, (2.6) lu(x¡) = f{xf «(*,)) (i = 0, 1, .... n 4* 1).
Explicitly, these are Collecting these equations, we obtain
where A is an (n 4 2) by (n 4 2) matrix, c is an (tj + 2)-dimensional vector with components c, and f(c) is the right-hand side vector of dimension (n 4 2).
We now examine the property of the matrix A to establish a convergence result for a sufficiently small ft, and also the positive quantity on the left-hand side is 0(h~2). Naturally, the similar results hold for the last equation (2.7.3) . At these endpoints we need no restriction on the sign of p(x) or r(x). Thus we can conclude that the matrix A in (2.8) is diagonally dominant if ft is sufficiently small, and p(x.)r(x,)<0 (/ = 1,2, ...,n), which is automatically satisfied if With these preliminary results, we can proceed to analyze the convergence behavior of the collocating spline tt(x) to the true solution u(x) as the mesh size ft approaches zero. At this point we assume that ft is small enough so that both of the nonlinear systems of equations (2.8) and (2.13) have unique solutions. We note that the degree of nonlinearity in these equations decreases as we take a smaller mesh size. We also assume a Lipschitz condition on the forcing function:
where the constant L is independent of x.
Let e = (e0, ex, . . . , en + 1)T, where e¡ = c¡-ci (0 < / < n 4 1). Then subtracting (2.8) from (2.13), we have in-«i <i«-üi +i«-ari =o(hd~2).
Thus we have proved the following theorem.
Theorem. Let a two-point boundary value problem have the form (1.1)- (1.2) where the coefficient functions p(x) and r(x) and the forcing function f(x, u) satisfy the conditions (2.11), (2.14), and (2.18). Let u(x) be the collocating approximate solution in (2.5) where the coefficients are defined by (2.8) . If the true solution u(x) of (1.1)-(1.2) is smooth enough so that the cubic spline function ü~(x) interpolating to u(x) converges to u(x) in the order of 0(hd), then u(x) converges to u(x) in the order of 0(hd~2) in the maximum norm over [0, 1] .
For a linear problem, i.e. when the forcing term is a function of x alone, the Lipschitz constant L and the associated matrix L become zero; and we have instead of (2.17) is absolutely continuous, then d = 3Vz [13] , so the order of convergence of the collocating spline function is 3/2.
3. Quintic Splines. The analysis here proceeds exactly as in the cubic case except for some minor modifications to incorporate the added degrees of polynomials. With the uniform mesh of (2.1), we have the quintic 5-splines of Schoenberg 
we obtain a basis {B¡(x)} "J~_2. for the space of quintic splines that satisfy the homogeneous boundary condition (1.2). We let
be the quintic spline of interpolation to the true solution u(x) of our original problem
, where c\'s are constants. Henceforth we consider a linear equation (Lu)(x) = f(x) for simplicity, although a mildly nonlinear case of (1.1) can be treated as in Section 2. We also consider another spline function, We must now examine the property of the matrix A so that we may solve the system of Eqs. Now we can replace c_. in (3.7.1)-(3.7.2) by the right-hand side of (3.10), and the coefficients of c. and c0, respectively, dominate others in the sense of (3.9). Here we need no restriction on the sign of p(x) or r(x). Thus we know the system (3.8) has a unique solution c by the diagonal dominance property and and similarly for {5|(x)}"_^3_2. In order to determine the coefficients ct's in u = ¿ZCjBj(x), we need an extra condition besides (3.5)-(3.6), which we set Hh./h2), which give an estimate on the exponent of ft for our error formula. The result (see Table 1 ) confirms the theory developed in this present article; i.e. the rate of convergence is Table 1 Colloc. which is treated in [4] , [7] , [9] comparing the results of various numerical methods.
The exact solution is m(x) = cosh(2x -1) -cosh 1 which is symmetric at x = \h as in Example 1. We also note that the condition (2.11) is trivially satisfied as it is in Example 1. The result (Table 2 .1) again shows consistent increase in accuracy as ft is decreased, the order of error being close to 0(h4). The last column of Table 2 .1 is obtained by the Galerkin method using cubic splines [4] , which has the same order of accuracy and a slightly larger bandwidth of the matrix than our quintic spline collocation scheme (see Section 6) . The collocation scheme is seen to give three to five times more accurate solutions in this particular problem. Comparison is also made between the quintic collocation computations and some disctete methods having the same order of convergence (Table 2. 2). These methods are Collatz's Mehrstellen verfahren, the Bramble and Hubbard five-point scheme, and Numerov's scheme which are all referred to in [9] . Our method again compares favorably.
Example 3. Now we turn to a nonlinear problem
which has the unique solution [4] , [7] , [9] m(x) = In 2 + 2 In \c • sec (^y^) 1 -e = l .3360556949.
In this problem the key hypothesis in our proof (2.18) is not satisfied since K = + °°.
We may circumvent this difficulty by changing (5.3) to an equivalent form,
since, then we can find the Lipschitz constant L < 0.11 in (2.14) and all the conditions in the Theorem in Section 2 are satisfied. It is interesting to note, however, that in all the computations we experimented, we had no difficulty in solving (5.3) directly by our collocation scheme, and they rendered exactly the same result as the modified form (5.4). This partially supports our conjecture that collocation often works even when rigorous proofs are unavailable. The computational results are summarized in Table 3 which are similar to Example 2. To solve the nonlinear system of Eqs. In all the computations performed, the method converged after two to four iterations.
Example 4. Our final example is also a nonlinear problem [4] (5. We may modify (5.5) to m" -10m = íá(M +x + l)3 -10m in order to satisfy the condition (2.8), although they both gave equivalent results computationally. The same approach was taken to solve the nonlinear system as in Example 3 (Table 4) . 6. Discussion. Numerical methods for solving two-point boundary value problems are considered thoroughly in Keller [6] . Among these methods are the shooting method, the well-known finite-difference method, and the integral equation method. Aside from these classical approaches there is another important class of numerical schemes, which
Keller calls the function space approximation methods, that includes the Rayleigh-RitzGalerkin method and the collocation method. The former of these two has been studied rigorously in the past several years, especially in connection with spline-type function spaces [4] , [16] .
The most significant virtue of the collocation procedure is its ease in application; e.g. matrix elements of the defining equation are evaluated directly, rather than by numerical integration as in the Galerkin method, and the bandwidth of the matrix A is smaller than that of the Galerkin method when the same degree splines are used. For the collocation method, the number of nonzero terms in a row of A is equal to the number of nonzero basis functions at the corresponding mesh point, and we have the bandwidths 1, 2, and 3, respectively, for the cubic, the quintic, and the septic cases. In the Galerkin method, however, we must integrate the products of basis functions to compute elements of the defining matrix. So if we were to use the same spline functions which appear in the present paper, the bandwidths become 3, 5, and 7, respectively.
In general, polynomial splines of odd degree 2« + 1 render the bandwidth of n in the case of collocation as compared to 2n 4 1 for the Galerkin case. Thus we see that the higher-order convergence of the Galerkin method is obtained at the expense of higherorder computational complexity.
Finally we remark that extensions of the present scheme are possible in several directions. As noted at the beginning of Section 3, the mildly nonlinear problem (1.1)-(1.2) may be treated for the quintic and the septic case. Some other possible extensions are: use of higher degree splines, treatment of higher-order differential equations and partial differential equations. Some of these problems are treated in the references cited in Section 1, though their theoretical justifications are more difficult than the present argument. For two-dimensional elliptic problems, we mention the work of one of the authors [5] . In practical computations, however, it has been our experience that a collocation scheme such as the one discussed here may be applied to a wide variety of problems with satisfactory results, even when its convergence cannot be proved rigorously (see Section 5). 
