Introduction
To advance further in the prediction of multivariate (or multiple)stochastic processes, we need the support of a general theory of such processes. It is natural to try to build this theory along the lines of Kolmogorov's important development of the theory of univariate (or simple) processes [5, 6] . ~ This work was begun in 1941 by Zasuhin, who was able to announce some important results [18] . But even before Kolmogorov's work, Cramer [1] had obtained a fundamental theorem on the spectrum.
Subsequently, Wiener [14] [15] [16] [17] , Doob [2] and Whittle [13] have studied multiple processes, but a general theory has not as yet been reached. For instance, no spectral 1 This research was carried out at the Indian Statistical Institute, Calcutta, during 1955-56. Our sincere thanks are due to the authorities for the excellent facilities placed at our disposal, and to Dr. G. KALLIANPUR for valuable discussions and for an English translation of ZASUHIN'S paper [18] .
A similar development, hut confined to processes with absolutely continuous spectra, was given independently by WIENER, cf. [14, p. 59 ].
characterisation of non-determinacy has been given, nor has a relation been established between the prediction error matrix and the spectrum. Also, there has been some doubt regarding the spectral criterion for regular processes o/ /ull rank. 1 This is the sort of process for which we would expect to have electrically realizable linear filters. Such a criterion was stated by Zasuhin [18, Theorem 3] but without proof.
It was rediscovered by Wiener [151, but his derivation [17] is incomplete in that the case in which two components of his multiple process make a zero angle with one another is left out. ~ To cite another lacuna in the theory, although the Wold decomposition announced by Zasuhin [18, Theorem 1] is valid, Doob's derivation of the corresponding decomposition of the spectrum [2, pp. 597-5981 seems to be insufficient.
Other questions which suggest themselves also remain unanswered, el. see. 8 .
In part I of this paper we shall complete the theory of multiple stationary stochastic processes in the discrete parameter case in several respects, establishing in particular a spectral condition for full rank. In the course of this proof, we shall find a connection between the prediction error matrix and the spectrum, thus obtaining a determinantal extension of an important identity of Szeg5 [9, Satz XII 1. As corollaries we shall derive the spectral version of the Wold decomposition and the criterion for regularity with full rank, mentioned above.
We shall draw on the work of Cramcr, Kolmogorov, Zasuhin, Doob, and the previous work of Wiener, but our treatment will depart from theirs in many ways.
We shall make strong use of certain theorems on the boundary values of holomorphic functions of the Hardy class, which are due to Szeg5 [101 and to Paley and Wiener [71. These theorems are recapitulated in See. 2. We shall then discuss the harmonic analysis of matrix-valued functions, which will be needed in studying multiple spectra, and also establish a determinantal extension of the well known logarithmic inequality, which will play an important role (Sec. 3). In Sec. 4 we will deal with Riemann-Stieltjes integration in which both integrand and integrator are matrix-valued.
See. 5 will be devoted to the analysis of vector-valued random functions. This is needed, since a multiple S.P. is a one-parameter family of such functions, subject to somewhat unusual concepts of orhogonality and linearity. These preliminaries will occupy a large part of this paper. In Sec. 6 we shall turn to the time-scale (or non-spectral) analysis of multiple processes, and in See. 7 take up the spectral analysis, and estab-1 Cf. Sec. 6. Roughly speaking, a S.P. (stochastic process) is regular, if its "remote past" consists only of the zero-vector ; it has lull rank, if the component random functions of its "innovation" are linearly independent.
WlENER'S proof of the factorization of unitary matrix-valued functions, contained in the same paper, is also incomplete.
lish the conditions for non-determinacy and regularity with full rank (Theorems 7.10-7.12). In See. 8 we will mention some unsettled points in the theory.
The spectral distribution of a simple S.P. with discrete parameter may be regarded as being defined on the unit circle in the complex plane. The hnear predictor for such a process is obtained by factoring the derivative of this distribution into an inner and an outer function (Wiener [14, 15] ). In the multiple case the corresponding faetorization is of a non-negative hermitian matrix-valued function. The non-commutativity of matrix multiplication makes this faetorization much harder.
An algorithm for affecting it will be given in part II of this paper, which will appear separately.
Boundary values of functions in the Hardy class
Throughout the sequel the symbols C, D+, D_ will denote the sets I zl=l, I z I < 1, 1 < I z I -< oo, respeetively, of the extended complex plane. 
I/ /EL I on C and has
Suppose that g+ is another function satisfying (1)- (3). By 2.6 (d), g+ will have no zeros on D+, and therefore log g+=u~+iv 2 is also holomorphic on D+, and the function u S (z) = log I g+ (z) l harmonic on D+. Also, from 2. 
It follows from (4) and (5) 
Matrix-valued functions
The analysis of matrix-valued functions carried out in this section will be needed in the study of the spectra of multiple stochastic processes. We refer to Hille [4] for the basic properties of Banach spaces and algebras.
The two norms define equivalent topologies in view of the inequalities which in a sense are the best possible. In this topology A.--+A as n-+oo, if and only if each entry of As tends, in the ordinary sense, to the corresponding entry of A. The following lemma will be needed in Sec. 4. and the integral of the last term is finite, it follows that g E L,vq. Since L~/q is a vector-space, A F, which is a sum of q! such functions g, will itself belong to L~tq. 
(c) I{ F, G E L~ and have n-th Fourier coeHicients An, B,, then
As these results follow readily from the corresponding ones for complex-valued functions, we shall omit the proofs. Now let F E L 1 on the unit circle C. Its nth Fourier coefficient An is given by (3.8) in which, however, we must replace F (0) by F(ei~ Since by 3.9 (a) An--->0 as n--~_ ~, it follows that the series ~ Anz n converges 0 on D+ and the series ~ A_nz -n on D_. We are thus led, as in the scalar ease 2.2, 1 to the following definition.
3.t0
shall call
D~FI~ITION. Given FEL 1 on C with n-th Fourier coe//icient A,, we
the inner and outer functions determined by F.
Our last task in this section will be to establish certain determinantal inequalities for hermitian matrices, and to derive a determinantal extension of Jensen's inequality for the logarithmic function [19, pp. 67-68]. As in the proof of 3.7 (e), q 1 eD+.
3.1t LEMM.~. Let A, B be q• non-negative, hermitian matrices. Then
(a) Vh-(A + B) _> ~) + VA (B), (b) A (A + B! > A (A),
~(A+B)-~(A)
By taking z=re ~~ 0_<r<l, and integrating from 0 to 2~ we see that gEHo/q. Hence A F+, which is the sum of q! such terms, is itself in H01 e. (b) now follows from 2.6 (e). (Q.E.D.)
Matricial Riem~nn-Stieltjes integration
We must first consider matrix-valued functions of bounded variation. 
The following lemma is easily verified.
LEMMA. (a) F= [/ij] is o/ bounded variation on [a, b], i/ and only i/ each entry /~s is o/ this type. (b) I/ F= [/~i] is non-decreasing and bounded on [a, b], then each/, is real-valued, non-decreasing and bounded on [a, b], and each /fs(i ~= ~) is a /unction o/ bounded varia.
tion, in general complex-valued. 
and call these the absolutely continuous, discontinuous, singular parts of F, respectively. We see at once that F r is continuous on [a, b] . Also, since F r F' a.e., and Fr except at the points of discontinuity of F, it follows that Fr a.e.
Adopting the same superscript notation for the entries /~j, we readily obtain
It is an important fact that if a real-valued function / is non-decreasing, then so are [(~), fd), /!~). We owe to Cramer [1, Theorem 2] the corresponding result for matrix-valued functions :
T]tEORE~. I/ F is non-decreasing and bounded on [a, b], then so are the parts F (a), F (a), F (s).
An immediate consequence of this is the following corollary.
COROLLARY. I/ F is non.decreasing and bounded on
We now turn to RS-integration. 
fdG(O).F(O), fF(O).dG(O).F*(O)
a a
For non-decreasing integrator-functions we have the following useful result. 
H~, (t)--->F (t) G' (t) F* (t), t e S. (2)
Also, if M is an upper bound of F, then
IH.~, (t)l~<_M~lG'(t)l~, tes. (3)
from (2) We shall now define appropriate analogues of these concepts for q-dimensional (column) vector-valued functi6ns on ~. We shall denote such functions by the bold face letters f, g, ~, ~, etc. The components of f, g, etc. will be denoted by/o~, g(~), etc. i= 1 .... q.
fH~,(t)dt-->fF(t).G'(t).F*(t)dt,

D ~ F I • I T I 0 ~. We de/ine the set ~-.2 as consisting o] all q.dimensionql (column) vector-valued /unctions f on ~, with complex valued-components /(J)E ~2.
As in 3.5, f E ~2, if and only if the components /r are measurable and f lf(eo) 12 dp(oJ) The next two definitions differ from the usual ones in that Gramians replace inner products, and matrix coefficients replace complex coefficients in linear combinations.
DEFINITION.
We say that f, e HI,, which converge in the topology o/ the norm ll II.
In the next three lemmas we sum up some basic facts governing the notions just introduced.
LE~MA. (a) (g,f)=(f, g)*, (f, f) is non-neffative hermitian. (b) I[ fn-->f, gn-->g, as n-->~, then (fn, g,)-->(f, g)'
(e) Aj fj, ,./=1 1Bk gk = Aj (fj, fk) B~.
1=1 k=l (d) f • g, i/and only i//(o • g(J) [or i, j = 1 .... q; this implies Ill + g II 2 = IIfH 2 + II g l[ 3. (e) f is normal, i/ and only i/ its components /orm an orthonormal set in ~2.
(
f) The set {fj),~: is orthonormal in E~, i[ and only i/ the components /~o, where
~" E J, i = 1 ....
. q, /orm an orthonormal set in ~.
(g) I/ (fm, fn)=~mmK, where K is invertible, and gn=VK-l.f~, then (gn)_~o~ is orthonormal.
The proofs of these obvious results are omitted. Somewhat less obvious are the following results regarding the new concept of subspace. But the proof being of a routine nature is omitted.
LEMMA. (a) 11t is a subspace o/ !s i/ and only it there is a subspace ~)~ of ~ such that HI = ~)~q, where ~/~q denotes the Cartesian product ~)~ | | ~J~ with q/actors. ~J~ is the set o/ all components o/ all /unctions in HI.
(b) I/ ~3t is a subspace of ~2 and [ E IL z, then there exists a unique g such that geHi; ]lf-gll_<Hf-h]], [or all h6Hi.
(1)
For this g, g(~)= ([(~)[~J~), ~ being as in (a). A /unction g EHI satis/ies (1), i[ and only if f-g • HI. (c) I/ HI, ~ are subspaces o[ o/ P~, and HI ~ b~r then there exists a unique sub. space HI '~ _ ~ such that
V~= HI + HI', HI• The following can now be proved almost verbatim as in Hilbert space theory. 
-oo (f, ~n) = An K. 1 We have to take the closure, for as with other infinite-dimensional spaces, the topological closure of subsets X, Y does not imply that of X + Y. Obviously, any two unitary operators satisfying (6.3) will agree on the subspace of ~2 spanned by the components f(~), -~ <n< ~, i=l ..... q, so that U may be considered "unique", as far as its applicability in the stochastic theory is concerned.
We shall call U the shift operator of the q-ple process (f~)~or and write 1 i.e. we shall regard U as acting on the spacz /L2, rather than on ~O 2.
We shall say that the S.P. (fn)_~ is non-deterministic, x if and only if for some n, f~ r ~-1. From the stationarity property (6.1) it follows that the last relation holds for a single n only if it holds for all n. Hence for any non-deterministic prof cess ( n)-~, We shall call the Gramian G = (go, go) of 5.9 (b) the prediction-error matrix with /ag 1 of the S.P. (f,)_~, and following Zasuhin [18] refer to its rank ~ as the rank of this process. We shall say that the S.P. has /ull rank, if ~ = q. Obviously, the S.P. will be non-deterministic if Q>_I, and vice versa, and in this case by 6.9 (b) the innovation process (g,)~ will be orthogonal. But unless G is invertible, i.e. Q=q and the S.P. has full rank, we cannot derive from (gn)~r an orthonormal process (cf. remarks preceding 5.11). Questions of rank thus render the multiple theory more difficult than the simple theory.
We shall now establish the Wold decomposition of a multiple process, which was announced by Zasuhin [18, Theorem 1] but without proof. We need the following lemma. (1)
x This term is preferable to the term non-singular used by KOLMOOOaOV [5] , and the term regular used by DOOB [2] . Now by (6.8) f, = g~ + (f~ I WU_I) E ~ (gn) + mn_l.
Also, for/c < n, fk E ~1t~_1 _ ~ (g~) + ran-1. It follows that (1) holds with _ replacing ~, and therefore with equality. By iteration of this equality we get
Since by (6.8) gin § gm+z .... 3_ W~m, mm+a ..... respectively, and mm is contained in all these subspaces, it follows that ~ (gk)~+l 3, Dim. From (1) we see, however, that Ank is independent of n so that we may write Ak instead of A~k. Finally by 6.9 (b)
A o G = (fo, go) = (go, go) = 6.
Taking adjoints we get (~ = fiA~.
(c) We first note that
This is obvious since on the one hand ~r and v~ E ~lt_~_-_ ~t~, and on the other for all m _< n f~ = u~ + v~ e ~n + | (vk)~_~.
Comparing (2) 
Hence the process is regular. 
0
Since by assumption the last integral is finite, we conclude that A (G)> 0, i.e. the S.P. has full rank. Finally, suppose once more that the S.P. has full rank. As just shown this entails (2) and the L-integrabflity of log A F'. The last fact in turn entails (3). The inequalities (2) and (3) The equality 7.10 (A) may be rephrased as a result on 'matrix-polynominal approximation in a "mean-square" sense with respect to a given matricial measure or weighting F; viz. So interpreted, 7.10 (A) is seen to be a matricial extension of an identity first obtained by Szeg5 [9, Satz XII]; cf. Doob [2, pp. 638-639] .
As a corollary of 6.10 we get the following spectral version of the Wold decomposition. This has been given by Doob [2, pp. 597-598], but his justification, based on an extension of the stochastic integrals of Cramer, seems to us to be inadequate, cf. sec. 1. In this case we have, of course, the equality 7.10 (A).
Proo[. Let the S.P. be regular and of full rank. Since it has full rank, therefore by 7.10, log AF'EL r Also, In = an + v.,
where (u~)~:r is a one-sided moving average, and v==(f=lm_or 1~_~ being the remote past of (fn)_~or Now since (f=)~ is regular, 1~_~r = {0} by 6.13 (b), and there-N. ~VIENER AND P. MASANI fore v~=0. Hence by (1), fn=u~-The S.P. (fn)-r162 is thus a one-sided moving average.
Hence by 7.7 its spectral distribution is absolutely continuous.
Next suppose (fn)_~or has an absolutely continuous spectral distribution F such that log AF' EL 1. Since log AF' EL1, therefore by 7.10, the S.P. has full rank. Hence An important problem in multiple prediction is given such a function F, to find the Fourier coefficients of the factor ~. As it stands, our proof of 7.13 gives no clue to determining these coefficients. We shall show in Part II, however, that if we combine the arguments used in this proof with Wiener's idea of resorting to successive alternating projections, then we do get a method of finding these coefficients.
Some unsettled questions
The relationship between the prediction error matrix G and the spectral distribution F needs further investigation. In 7.10 (A) we have only been able to relate the determinant of G with that of F'. But it is clear that all stochastic processes with the same spectral distribution F would have the same G, and that a stronger relation exists between G and F.
No spectral characteri~tion has yet been given of a S.P. having a rank ~ < q, and in particular of a non-deterministic process, Q > 1. This question is tied up with the one mentioned in the previous para: a full fledged relation between G and F would yield the desired characterisations. But it may be possible to tackle questions of rank even without the knowledge of such a relation.
We might also mention a lacuna, which will confront us in Part II. This concerns the necessary and sufficient condition that the linear prediction with lead v be expressible in terms of the past elements fk, k ~ 0, by a single infinite series converging in-the-mean. This question remains open even in the ease of a simple process.
We shall show in Part II that a sufficient condition is that F be absolutely continuous and the eigenvalues of F' be essentially bounded above and away from zero.
