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We study the initial value problem for the defocusing nonlinear wave
equation with cubic nonlinearity F (u) = |u|2u in the energy-supercritical
regime, that is dimensions d ≥ 5. We prove that solutions to this equa-
tion satisfying an a priori bound in the critical homogeneous Sobolev space
exist globally in time and scatter in the case of spatial dimensions d ≥ 6 with
general (possibly non-radial) initial data, and in the case of spatial dimension
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In this thesis, we study the initial value problem for the defocusing
nonlinear wave equation with cubic nonlinearity F (u) = |u|2u in the energy-
supercritical regime, that is dimensions d ≥ 5. More precisely, we consider
(NLW)
{
utt −∆u+ F (u) = 0








, u : I × Rd → R, and 0 ∈ I ⊂ R is a time interval.
There is a natural scaling associated to this initial value problem: if
we set uλ(t, x) = λu(λt, λx), λ > 0, then the map u 7→ uλ carries the set of
solutions of (NLW) to itself and, moreover, we have
‖(uλ, ∂tuλ)|t=0‖Ḣscx ×Ḣsc−1x = ‖(u0, u1)‖Ḣscx ×Ḣsc−1x . (1.1)
The invariance of this norm is closely connected to the existence of a suitable
local well-posedness theory for (NLW), and this leads to sc being referred to
as the critical regularity for the problem.
Before proceeding to the main results of this thesis, we recall that















in the sense that if u is a solution to (NLW), then
E(u(t), ut(t)) = E(u(0), ut(0)) for all t ∈ I.
One immediately observes that in the case sc = 1, that is d = 4, solutions to
(NLW) have finite energy and the scaling u 7→ uλ leaves the energy invariant.
For this reason, the problem is referred to as energy-critical when sc = 1,
while in the setting sc > 1, equivalently d ≥ 5, the problem is called energy-
supercritical.
We will work with the following notion of solution for (NLW):
Definition 1.0.1. We say that u : I × Rd → R, d ≥ 5 with 0 ∈ I ⊂ R,




x ), u belongs to
Ld+1t,x (K × R
d) for every compact K ⊂ I, and u satisfies the Duhamel formula









for every t ∈ I.
Using the usual convention, we refer to I as the interval of existence
of u, and we say that I is the maximal interval of existence if u cannot be
extended to any larger time interval. We say that u is a global solution if
I = R, and that u is a blow-up solution if ‖u‖Ld+1t,x (I×Rd) = ∞. Moreover, we
say that u scatters as t → ±∞ if there exist unique (u±0 , u
±
















1 ))‖Ḣscx ×Ḣsc−1x = 0,
2
where




is the solution to the linear wave equation with Cauchy data (f, g). The
Strichartz estimates then imply that u scatters as t→ ±∞ if ‖u‖Ld+1t,x <∞.
In this thesis, we study the questions of global well-posedness and scat-
tering for (NLW) in the energy-supercritical regime sc > 1. In particular,
we address the following conjecture, which asserts that solutions to (NLW)
which remain bounded in the critical space exist globally in time and scatter
as t→ ±∞.
Conjecture 1.0.1. Let d ≥ 5 and sc =
d−2
2
. Assume u : I × Rd → R is a
solution to (NLW) with maximal interval of existence I ⊂ R which satisfies







Then u is global, and
‖u‖Ld+1t,x (R×Rd) ≤ C





). In particular, u scatters
as t→ ±∞.
We prove the conjecture in the case of dimensions d ≥ 6 with no radial
assumption on the initial data as well as in the case of dimension d = 5 when
the initial data is assumed to have radial symmetry.
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The study of Conjecture 1.0.1 in the case of a general energy-supercritical
nonlinearity F (u) = |u|pu was initiated by Kenig and Merle in [18]. In that
work, the authors established the result for radial initial data in dimension
d = 3 and p > 4.1 Subsequently, Killip and Visan established the conjec-
ture for the energy-supercritical nonlinear Schrödinger equation in dimensions
d ≥ 5 [29]. Returning to (NLW), Killip and Visan established Conjecture
1.0.1 for dimension d = 3 with nonlinearity F (u) = |u|pu for even integers
p > 4 with no radial assumption in [26], and for radial initial data in dimen-
sions 3 ≤ d ≤ 6 with nonlinearity F (u) = |u|pu and 4
d−2
< p < 4
d−3
and in
dimensions d ≥ 7 for a certain range of p in [28].
We note that the results obtained in this thesis have not been pre-
viously treated in the literature. In particular, Theorem 1.1.1 below is the
first global well-posedness result treating non-radial initial data in dimensions
d ≥ 5. Likewise, Theorem 1.1.2 resolves the cubic radial case in dimension
d = 5 for the first time. Indeed, in the case of the cubic nonlinearity in the
energy-supercritical regime, we present the first results obtained regardless of
dimension, since the restrictions on p imposed in [28] exclude the cubic case
for any d.
In the present work, consideration of the cubic nonlinearity mainly
serves to simplify our discussion of the local theory. In particular, the algebraic
nature of this nonlinearity allows us to obtain estimates using the fractional







product rule. We remark that our arguments also apply to the case of a general
energy-supercritical nonlinearity F (u) = |u|pu by replacing the product rule
with the fractional chain rule as appropriate, along with suitable changes in
numerology. However, we restrict our presentation to the cubic case to simplify
the exposition.
We now briefly discuss the role of (1.3) in Conjecture 1.0.1, which
we will often refer to in the sequel as the a priori bound. When the cubic
nonlinearity in (NLW) is replaced by the energy-critical nonlinearity F (u) =
|u|
4
d−2u for any d ≥ 3 (so that sc = 1), global well-posedness was obtained in a
series of works [1, 12–14, 33–36, 38, 40, 42]. In particular, Struwe [40] obtained
the global well-posedness for energy critical (NLW) with radial initial data in
d = 3, while Grillakis [12] removed the radial assumption in this dimension.
The global well-posedness and persistence of regularity was shown for 3 ≤ d ≤
5 by Grillakis [13], and for d ≥ 3 by Shatah and Struwe [36–38] and Kapitanski
[14].
In all of these works, the key property in obtaining global well-posedness
results for the energy critical (NLW) is an immediate uniform control in time of
the critical norm Ḣ1x×L
2
x by virtue of the conservation of energy. In the energy
supercritical regime, when sc > 1, the global behavior of solutions to (NLW)
is a more delicate matter, since in this context we do not have instantaneous
access to any conservation law at the critical regularity. In view of the energy
critical theory, it is then natural to impose an a priori uniform in time control
of the critical norm to compensate for the lack of such a conservation law.
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This is the role of (1.3) in Conjecture 1.0.1.
We are now ready to state the main results of this thesis.
1.1 Main results
In this thesis, we prove Conjecture 1.0.1 in two cases, the first of which
covers dimensions d ≥ 6, with general (not necessarily radial) initial data.
Theorem 1.1.1 (Bulut, [3]). Let d ≥ 6 and sc =
d−2
2
. Assume u : I×Rd → R
is a solution to (NLW) with maximal interval of existence I ⊂ R which satisfies







Then u is global, and
‖u‖Ld+1t,x (R×Rd) ≤ C






The contribution of Theorem 1.1.1 to the study of NLW in the energy-
supercritical regime is to treat the case of general (possibly nonradial) initial
data in dimensions d ≥ 6. Prior to this work, the only nonradial result in
the energy-supercritical setting is contained in [26], which dealt with the three
dimensional case.
Concerning the remaining dimension, d = 5, we obtain the following
theorem, in which we prove the conjecture in the case of radial initial data:
6
Theorem 1.1.2 (Bulut, [4]). Assume u : I × R5 → R is a radial solution to
(NLW) with maximal interval of existence I ⊂ R which satisfies







Then u is global, and
‖u‖L6t,x(R×R5) ≤ C






Recall that the works [18] and [28] also consider Conjecture 1.0.1 in
the case of radial initial data in dimension d = 3 and dimensions d ≥ 3,
respectively. However, the restrictions on the nonlinearity F (u) = |u|pu in [28]
lead that result to not apply to the cubic case we consider in Theorem 1.1.2.
We also recently learned that Kenig and Merle have treated the defocusing
energy-supercritical NLW with the quintic nonlinearity and radial data in all
odd dimensions [19].
We prove Theorem 1.1.1 and Theorem 1.1.2 in Chapter 3 and Chapter
4 of this thesis, respectively. In order to discuss our approach to the proofs of
these theorems, we begin with the observation that in the energy-critical works
that we mentioned above, a monotonicity formula known as the Morawetz







dxdt . E(u0, u1) (1.4)
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for solutions u of (NLW). Throughout our exposition, we will refer to (1.4) as
the Morawetz estimate. Although the right hand side of this estimate is finite
in the energy-critical setting, such a bound is not immediately accessible in the
energy-supercritical regime. To overcome this, one must proceed in a different
manner and make use of different tools than in the energy critical case.
1.2 Outline of our approach
We now briefly describe the approach that we follow to prove Theorems
1.1.1 and 1.1.2. For a detailed discussion, we refer the reader to Sections 3.1
and 4.1. Our proofs of the theorems make use of the concentration compactness
approach introduced by Kenig and Merle in their study of the focusing energy-
critical NLS and NLW [20, 21], which has recently been applied to a wide
variety of problems, including the energy-supercritical NLW [18, 26, 28] and
energy-supercritical NLS [29].
In particular, our proofs proceed by the use of a contradiction argument:
assuming that the theorem fails, one constructs a minimal blow-up solution
using the concentration compactness/rigidity approach of Kenig and Merle.
An important ingredient in this construction is a concentration com-
pactness result in the form of a profile decomposition theorem for solutions of
the linear wave equation. In a broad sense, this result asserts that any bounded
sequence of initial data in the critical space Ḣscx ×Ḣ
sc−1
x can be decomposed up
to a subsequence as the sum of a superposition of profiles and an error term.
The profiles are asymptotically orthogonal and the remainder term is small in
8
a Strichartz norm. The idea behind this decomposition is to compensate for
the lack of compactness of the linear wave propagator W(t) as a map from
the space Ḣscx × Ḣ
sc−1
x to the Strichartz space. In the present context, the
higher dimensional version of the profile decomposition with initial data lying
in Ḣscx × Ḣ
sc−1
x reads as follows:
Theorem 1.2.1 (Profile decomposition, Bulut [5]). Let (u0,n, u1,n)n∈N be a
bounded sequence in Ḣscx (R
d) × Ḣsc−1x (R
d) with sc ≥ 1. Then there exists
a subsequence of (u0,n, u1,n) (still denoted (u0,n, u1,n)), a sequence of profiles
(V j0 , V
j


































and for every ℓ ≥ 1, if
V j = W(t)(V j0 , V
j
1 ) and V
j
















(V jn (0, x), ∂tV
j






































+ o(1), n→ ∞.
Here, for the definition of Ḣsx-wave admissible pair, we refer the reader to
Section 2.1.
For initial data in Ḣ1x × L
2
x, the profile decomposition for the wave
equation was established by Bahouri and Gerard [1] in dimension 3 and was
extended to dimensions d ≥ 3 by Bulut in [5]. Roughly speaking, the proof of
Theorem 1.2.1 is obtained by observing that for any sequence of initial data




x , the sequence {(|∇|
sc−1u0,n, |∇|
sc−1u1,n)} lies in
the energy space Ḣ1x × L
2
x. Applying the energy-critical profile decomposition
to this new sequence, the result then follows from an application of the Sobolev
embedding. For more details, we refer the reader to [1, 5].
1.2.1 Existence of minimal blow-up solutions
With the profile decomposition in hand, the first part in the “con-
centration compactness + rigidity” approach of Kenig and Merle consists of
reducing the argument to the study of minimal blow-up solutions to (NLW).
Informally speaking, this reduction is a consequence of the observation that
if either Theorem 1.1.1 or Theorem 1.1.2 fails, the above profile decomposi-
tion can be applied to study a minimizing sequence of blow-up solutions to




x ) norm. Through this analysis,
one extracts a minimal blow-up solution which is then shown to possess an
additional compactness property up to the symmetries of the equation. More
precisely, we recall the following result from [18].
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Theorem 1.2.2. [18] Suppose that either Theorem 1.1.1 or Theorem 1.1.2
fails. Then there exists a solution u : I × Rd → R to (NLW) with maximal
interval of existence I,






x ), and ‖u‖Ld+1t,x (I×Rd) = ∞
such that u is a minimal blow-up solution in the following sense: for any




‖(u(t), ut(t))‖Ḣscx ×Ḣsc−1x ≤ sup
t∈J
‖(v(t), vt(t))‖Ḣscx ×Ḣsc−1x .













)) : t ∈ I}, (1.5)
has compact closure in Ḣscx × Ḣ
sc−1
x (R
d). In the case that Theorem 1.1.2 fails,
we have x(t) ≡ 0.
The above theorem was proved by Kenig and Merle in [18] in three
dimensions with radial initial data. However, as pointed out in [16, 17], when
a satisfactory local theory is present the proof is independent of the dimension
and the assumption of radial symmetry. We briefly summarize the main steps
of the argument. First, by means of the profile decomposition along with the
local theory (local well-posedness and stability) discussed in Section 2.2 below,
a minimal blow-up solution is extracted. Then, the remainder of the proof
consists of showing the compactness property (1.5), which is a consequence
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of the minimality. For a detailed treatment, we refer the reader to the works
[18, 21].
We now recall from [26, 28] an equivalent formulation of (1.5) which
will be an essential tool for our analysis of blow-up solutions.
Definition 1.2.1. A solution u to (NLW) with time interval I is said to be
almost periodic modulo symmetries or, for the sake of brevity, almost periodic,






x ) and there exist functions N : I → R
+, x : I →
Rd and C : R+ → R+ such that for all t ∈ I and η > 0,
∫
|x−x(t)|≥C(η)/N(t)





|ξ|2sc|û(t, ξ)|2 + |ξ|2(sc−1)|ût(t, ξ)|
2dξ ≤ η.
An important tool in analysing almost periodic solutions to (NLW) is
the following Duhamel formula, which states that if u is an almost periodic
solution, the linear components of the evolutions u and ut vanish as the time
t approaches the endpoints of I. In the context of the mass critical NLS, this
formula was introduced in [45] (see also [27] for further discussion). We recall
the version that we use here from [26].
Lemma 1.2.3. [26, 45] Let u : I × Rd → R be a solution to (NLW) with
maximal interval of existence I which is almost periodic modulo symmetries.





























weakly in Ḣscx × Ḣ
sc−1
x .
With this machinery in place, we are now ready to discuss the remainder
of the proofs of Theorem 1.1.1 and Theorem 1.1.2. In both settings, our goal
will be to show that the minimal blow-up solution constructed in Theorem 1.2.2
cannot exist, which gives the desired contradiction, proving the theorems. We
note that the tools and techniques we use will differ significantly for the proof
of each theorem.
1.2.2 Approach for dimensions d ≥ 6
In order to motivate our approach to complete the proof of Theorem
1.1.1, we recall that, as we mentioned above, the Morawetz estimate (1.4) is
an important tool in the global well-posedness theory for the energy-critical
NLW. However, in the energy-supercritical setting it is not immediately obvi-
ous how one can exploit the control given by this estimate, since solutions do
not necessarily possess finite energy. Nevertheless, a similar difficulty in which
the relevant monotonicity formula has a different scaling than the known con-
servation laws, also appears in study of the nonlinear Schrödinger equation.
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Our approach to completing the proof of Theorem 1.1.1 is therefore based
on the ideas introduced in the NLS setting, and in particular we make use
of a technique developed by Killip and Visan to treat the energy-critical and
energy-supercritical NLS [29, 30].
The idea behind our approach is two-fold: starting from Theorem 1.2.2,
we first use a further reduction due to Killip-Tao-Visan [24] and Killip-Visan
[26, 29, 30] to conclude that the failure of Theorem 1.1.1 implies the existence
of a solution falling into one of three possible scenarios: the finite time blow-
up solution, the soliton-like solution, and the low-to-high frequency cascade
solution. We then prove that such solutions have finite energy, so that the con-
servation of energy and, in the case of the soliton-like solution, the Morawetz
estimate can be applied.
In particular, to rule out the finite time blow-up solution, we show that
the spatial support of this solution is contained in a ball for which the radius
shrinks to 0 as t approaches the blow-up time, by virtue of the finite speed
of propagation. This is then shown to be incompatible with the conservation
of energy. To handle the remaining two scenarios, we use a double Duhamel
technique introduced in [8, 43], which is used for the same purpose in [29, 30],
and which allows us to show the finiteness of energy for these scenarios. We
remark that this technique is both the source of our ability to treat non-radial
initial data as well as the restriction in Theorem 1.1.1 to dimensions d ≥ 6,
due to the need to prove the convergence of a double integral coming from the
use of Lemma 1.2.3 both forward and backward in time. We refer the reader
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to Section 3.1 for a more detailed account.
1.2.3 Approach for dimension d = 5
Since the double Duhamel technique cannot be immediately applied
in dimension d = 5, we prove Theorem 1.1.2 by taking a complementary
approach. Rather than, as in the proof of Theorem 1.1.1, proving an additional
regularity property for a special class of solutions in order to have access to
the Morawetz estimate (1.4), we make use of ideas recently introduced for the
mass-critical and energy-critical nonlinear Schrödinger equation [9, 29, 46] to
localize this estimate in frequency so that it can be applied to our minimal
blow-up solutions.
As in the proof of Theorem 1.1.1, we invoke a preliminary reduction
to show that the failure of Theorem 1.1.2 implies the existence of a solution
belonging to one of two scenarios: the finite time and infinite time blow-up
solutions. We remark that these scenarios are related to, but not identical
with, the scenarios identified in the proof of Theorem 1.1.1. From here, the
finite time blow-up scenario is ruled out in analogy with the argument used
in the setting of Theorem 1.1.1. On the other hand, to rule out the infinite
time blow-up scenario we obtain a frequency localized form of the Morawetz
estimate. In particular, this estimate, along with the assumption of radial




In this section, we introduce the notation and some basic estimates
















with the standard definitions when q or r is equal to infinity. In the case q = r,
we shorten the notation LqtL
r
x and write L
q
t,x. We write X . Y to indicate
that there exists a constant C > 0 such that X ≤ CY . The constant C may
change from line to line, and its dependence will be indicated by subscripts,
i.e. X .u Y to mean X ≤ C(u)Y with C(u) depending on u. For convenience,
we will at times also use the explicit constant C(u). We use the symbol ∇ for
the derivative operator in the space variable.





We also define the homogeneous Sobolev space Ḣsx(R




where the fractional differentiation operator is given by
|̂∇|sf(ξ) := |ξ|sf̂(ξ).
We next recall some basic facts from Littlewood-Paley theory that will
be used frequently in the sequel (see for instance Chapter A of [41]). Let
φ(ξ) be a real valued radially symmetric bump function supported in the ball
{ξ ∈ Rd : |ξ| ≤ 2} which equals 1 on the ball {ξ ∈ Rd : |ξ| ≤ 1}. For
any dyadic number N = 2k, k ∈ Z, we define the following Littlewood-Paley
operators:
P̂≤Nf(ξ) = φ(ξ/N)f̂(ξ),
P̂>Nf(ξ) = (1− φ(ξ/N)f̂(ξ),
P̂Nf(ξ) = (φ(ξ/N)− φ(2ξ/N))f̂(ξ).
Similarly, we define P<N and P≥N with
P<N = P≤N − PN , P≥N = P>N + PN ,
and also




whenever M ≤ N .
These operators commute with one another, with derivative operators
and with the wave propagator W(t)(f, g). Moreover, they are bounded on Lpx



















with s ≥ 0 and 1 ≤ p ≤ q ≤ ∞.
We end this section by noting some basic facts concerning the fractional
derivative operator.
Remark 2.0.1. Suppose φ ∈ C∞0 (R
d), where C∞0 denotes the space of smooth
functions having compact support. Then for all nonnegative integers s and
all p ≥ 1 we have |∇|sφ ∈ Lpx, while for all s > 0 and all p ∈ [2, d), we have
|∇|sφ ∈ Lpx.
We also note a (simple) version of the chain rule which allows us to
compute the fractional derivative of a composition with a linear function.
Remark 2.0.2. For all s > 0, |∇|s [u(α·)] (x) = αs(|∇|su)(αx).
2.1 The linear and nonlinear wave equation
In this section we recall some classical properties of the linear and non-
linear wave equation. We use W(t) to denote the linear wave propagator asso-
ciated to (NLW). This operator is given by (1.2), which is written equivalently
in frequency space as





In particular, in terms of the explicit form of the propagator, we recall the
following standard dispersive estimate.
Proposition 2.1.1 (Dispersive estimate, [38]). For any d ≥ 2, 2 ≤ p < ∞

































































For s ≥ 0, we say that a pair of exponents (q, r) is Ḣsx-wave admissible



















The Strichartz estimates then read as follows; for a proof, see [11, 15,
39]. Assume u : I × Rd → R with time interval 0 ∈ I ⊂ R is a solution to the
nonlinear wave equation
{
utt −∆u+ F = 0










µu‖L∞t L2x + ‖|∇|
µ−1ut‖L∞t L2x (2.3)







for s ≥ 0, where the pair (q, r) is Ḣµ−sx -wave admissible and the pair (q̃, r̃) is
Ḣ1+s̃−µx -wave admissible.
We also define the following Strichartz norms. For each I ⊂ R and














Taking the supremum over (q, r) Ḣµ−sx -wave admissible and the infimum over
(q̃, r̃) Ḣ1+s̃−µx -wave admissible pairs in (2.3), we also have,
‖|∇|su‖Sµ−s(I) + ‖|∇|
s−1ut‖Sµ−s(I) . ‖(u0, u1)‖Ḣµx×Ḣµ−1x + ‖|∇|
s̃F‖N1+s̃−µ(I).
(2.4)
We also recall the following Morawetz estimate for the wave equation.
Theorem 2.1.2 (Morawetz estimate [31, 32]). Assume u : I × Rd → R is a







dxdt ≤ CE(u, ut).
We also note that our assumption u ∈ L6t,x(K × R
5) on the solution in






for s ∈ [0, 3
2
] and K ⊂ I compact.
Moreover, for every nonzero almost periodic solution u to (NLW) there


























The above bounds are consequences of almost periodicity and the Strichartz
estimates (2.4). In the NLS setting, we refer to the analogous estimates in [27,
Lemma 5.21] and [46, Lemma 1.7], while for solutions to (NLW) these bounds
are obtained in a similar manner, after accounting for the difference in scaling
between the equations.
We also record two consequences of almost periodicity from [26, 29].
Remark 2.1.1. If u is an almost periodic solution modulo symmetries, then for






















|ξ|2sc|û(t, ξ)|2 + |ξ|2(sc−1)|ût(t, ξ)|
2dξ ≤ η. (2.7)
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2.2 Review of the local theory for (NLW)
In this section, we review the standard local theory for (NLW) : local
well-posedness and stability theorems. The versions that we present here are
in the spirit of [18, 21, 28, 29, 44], and for the clarity of exposition we restrict
ourselves to dimensions d ≥ 6 (the setting of Chapter 3 below). We remark
that analogous results hold in dimension d = 5 after a suitable change in the
numerology.
We note that the product structure of the cubic nonlinearity F (u) =
|u|2u gives access to estimates coming from the following product rule for frac-
tional derivatives. In the case of general nonlinearities F (u) = |u|pu, similar
arguments to those presented in this section carry through with the fractional
product rule replaced by the fractional chain rule.
Lemma 2.2.1. [7, 23] For all s ≥ 0 we have
‖|∇|s(fg)‖Lpx ≤ ‖|∇|
sf‖Lp1x ‖g‖Lp2x + ‖f‖Lp3x ‖|∇|
sg‖Lp4x ,












In the following two lemmas, using Lemma 2.2.1, we obtain the esti-
mates that will help us control the nonlinear term in establishing the local
well-posedness and stability results.









































































































We conclude the proof by noting that (2, 2(d−1)
d−3




pair, which gives the right hand side of the desired inequality.
We will also need the following estimate, which is a variant of the
fractional chain rule for the cubic nonlinearity.
Lemma 2.2.3. Let d ≥ 6 be given. Then we have,
‖|∇|
d2−4d+1



















Proof. We note that, proceeding as in the proof of Lemma 2.2.2,
‖|∇|
d2−4d+1
































































x -wave admissible pair to obtain the desired estimate.
2.2.1 Local well-posedness
We now review of the standard local well-posedness theorem for (NLW).
The version that we present here is in the spirit of the related results in the
works of [21, 29]. For similar results see also [6, 10, 20, 34, 37, 44].
Theorem 2.2.4. Let d ≥ 6 and sc =
d−2
2
. Then for all A > 0, there exists





‖(u0, u1)‖Ḣscx ×Ḣsc−1x ≤ A, (2.9)
the condition
‖W(t)(u0, u1)‖Ld+1t,x (I×Rd) ≤ δ,
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that by the Duhamel representation for the solution to (NLW), we have






For all a, b > 0, we define the contraction space













We would like to show that for suitably chosen a and b, we have the
inclusion Φ(Ba,b) ⊂ Ba,b and the mapping Φ : Ba,b → Ba,b is a contraction.
We first note that using Minkowski’s inequality followed by the assump-





















. ‖(u0, u1)‖Ḣscx ×Ḣsc−1x + ‖|∇|
α(|v|2v)‖N1+α−sc





where we used Lemma 2.2.3 to obtain (2.10).
Similarly, using Minkowski’s inequality together with the assumption (2.9), we
estimate









≤ δ + C‖|∇|α(|u|2u)‖N1+α−sc
≤ δ + C‖|∇|αu‖Ssc−α‖u‖
2
Ld+1t,x
≤ δ + Ca2b.
Choosing b = 2AC and a such that Ca2 ≤ 1
2
, we obtain
‖|∇|αΦ(v)‖Ssc−α ≤ b. (2.11)
If we also fix δ = a
2
and a small enough such that Ca2b ≤ a
2
, we have
‖Φ(v)‖Ld+1t,x ≤ a. (2.12)
Combining (2.11) and (2.12) with the above choices of a, b and δ, we have the
desired inclusion Φ(Ba,b) ⊂ Ba,b.
26
We now show that the mapping Φ is a contraction for suitable a, b and
δ. Let a, b and δ be as chosen above. Note that by the Strichartz inequality
and Lemma 2.2.2 along with Minkowski’s inequality we have,
‖|∇|α[Φ(u)− Φ(v)]‖Ssc−α + ‖|∇|
α−1∂t[Φ(u)− Φ(v)]‖Ssc−α + ‖Φ(u)− Φ(v)‖Ld+1t,x
. ‖|∇|α[(|v|2v)− (|u|2u)]‖N1+α−sc
= ‖|∇|α[(v − u){v2 + uv + u2}]‖N d−3
2(d−1)
≤ ‖|∇|α(v − u)‖S d+1
2(d−1)[





















































































where we use Hölder’s inequality and Lemma 2.2.1 to obtain (2.13). Thus, if
a is chosen such that C(a2 + ab) < 1 we conclude that Φ is a contraction as
desired.
Remark 2.2.1. Note that if u(1) and u(2) are two solutions to (NLW) as stated in
27






u(1)(t) = u(2)(t) for all t ∈ I.
This result follows from standard arguments; see for instance [39, §IV.3].
2.2.2 Stability
In this section, we prove a stability result for (NLW). As in the local
well-posedness theorem, the argument that we present follows a standard ap-
proach. In particular, the argument that we present here is in the spirit of the
related works [18, 29]. For similar treatments, see also [6, 17, 28, 44].
Theorem 2.2.5. Let d ≥ 6 and sc =
d−2
2
. Assume 0 ∈ I ⊂ R is a compact




Then for every E,L > 0, there exists ǫ1 = ǫ1(E,L) > 0 such that for
each 0 < ǫ < ǫ1, the conditions
sup
t∈I
‖(ũ(t), ũt(t))‖Ḣscx ×Ḣsc−1x (Rd) ≤ E,





(I) ≤ ǫ, and
28
‖ũ‖Ld+1t,x ≤ L
imply that there exists a unique solution u : I ×Rd → R to (NLW) with initial
data (u0, u1) such that
‖ũ− u‖Ld+1t,x ≤ C(E,L)ǫ, (2.14)
‖|∇|
d2−4d+1
2(d−1) (u− ũ)‖S d+1
2(d−1)





(I) ≤ C(E,L). (2.16)
Proof. Fix α = d
2−4d+1
2(d−1)
. We begin by obtaining a bound on
‖|∇|αũ‖Ssc−α(I).
To do so, we fix ǫ1, η > 0 (to be determined later in the argument) and partition
I into J0 = J0(L, η) subintervals Ij = [tj , tj+1] such that for each j = 1, · · · , J0,
‖ũ‖Ld+1t,x (Ij×Rd) ≤ η.
Applying the Strichartz inequality followed by Lemma 2.2.3, we obtain
‖|∇|αũ‖Ssc−α(Ij) . ‖(ũ(tj), ũt(tj))‖Ḣscx ×Ḣsc−1x
+ ‖|∇|αe‖N1+α−sc(Ij) + ‖|∇|
αF (ũ(s))‖N1+α−sc(Ij)
. E + ǫ+ ‖ũ‖2
Ld+1t,x
‖|∇|αũ‖Ssc−α(Ij)
. E + ǫ1 + η
2‖|∇|αũ‖Ssc−α(Ij)
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for each ǫ < ǫ1. Choosing η > 0 sufficiently small and ǫ1 < E, we obtain
‖|∇|αũ‖Ssc−α(Ij) . E.
Summing the contributions of the subintervals, we conclude
‖|∇|αũ‖Ssc−α(I) . C(E,L). (2.17)
as desired.
To continue, fixing ǫ1 ≤ E and δ > 0 (to be determined later in the
argument), we note that (d+1, 2d(d
2−1)
d3−d2−5d+1
) is an Ḣ
d+1
2(d−1)
x -wave admissible pair.
Then by virtue of (2.17), we may divide I into J1 = J1(E,L, δ) subintervals







Let w = u− ũ, and define, for t ∈ I and j = 1, · · · , J1,
γj(t) := ‖|∇|
α[F (ũ+ w)− F (ũ)]‖N1+α−sc([tj ,t]).
Let j ∈ {1, · · · , J1} be given. We now obtain an estimate on γj(t). We begin
by writing
F (x)− F (y) = (x− y)[(x− y)2 + 3xy].





























































































. ‖|∇|αw‖3Ssc−α(Ij) + δ‖|∇|
αw‖2Ssc−α(Ij) + δ
2‖|∇|αw‖Ssc−α(Ij). (2.18)
where we have used Lemma 2.2.1 along with Sobolev’s inequality in obtaining
the last inequality.
Having obtained the bound (2.18) on γj(t) for all j ∈ {1, · · · , J1}, we
next show by induction that for every j = 1, · · · , J1, there exists a constant
C(j, d) > 0 such that
γj(t) ≤ C(j, d)ǫ. (2.19)
In the remainder of the argument, we let ǫ ∈ R be arbitrary such that
ǫ < ǫ1 and we note that without loss of generality we may assume t1 = 0.
To obtain (2.19) we argue as follows: we first observe that when j = 1,
the Strichartz inequality gives, for every t ∈ I1,
‖|∇|αw‖Ssc−α([t1,t]) . ‖(w(t1), wt(t1))‖Ḣscx ×Ḣsc−1x
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+ ‖|∇|α[F (ũ)− F (u)]‖N1+α−sc([t1,t]) + ‖|∇|
αe‖N1+α−sc(I1)
. ‖(w(0), wt(0))‖Ḣscx ×Ḣsc−1x + γ1(t) + ǫ
. ǫ+ γ1(t) + ǫ. (2.20)
Putting (2.18) and (2.20) together, we obtain
γ1(t) . (γ1(t) + ǫ)
3 + δ(γ1(t) + ǫ)
2 + δ2(γ1(t) + ǫ).
A bootstrap argument then implies that for δ and ǫ sufficiently small, γ1(t) . ǫ
for all t ∈ I1.
For the induction step, we now assume that for all j ≤ j0 there exists
C(j, d, δ) > 0 such that γj(t) ≤ C(j, d)ǫ for all t ∈ Ij. We then prove the
validity of (2.19) for j = j0 + 1.
Note that for every t ∈ Ij0+1, two successive applications of the Strichartz
inequality give
‖|∇|αw‖Ssc−α([tj0+1,t]) . ‖(w(tj0+1), wt(tj0+1))‖Ḣscx ×Ḣsc−1x
+ ‖|∇|α[F (ũ)− F (u)]‖N1+α−sc([tj0+1,t]) + ‖|∇|
αe‖N1+α−sc (Ij0+1)
. ‖(w(tj0+1), wt(tj0+1))‖Ḣscx ×Ḣsc−1x + γj0+1(t) + ǫ
. ‖(w(0), wt(0))‖Ḣscx ×Ḣsc−1x + ‖|∇|
α[F (ũ)− F (u)]‖N1+α−sc([0,tj0+1])
+ ‖|∇|αe‖N1+α−sc ([0,tj0+1]) + γj0+1(t) + ǫ













where we used the induction assumption in obtaining the last inequality. Not-
ing
∑j0
k=1C(k, d) . C(j0, d) and combining (2.18) and (2.21), we obtain
γj0+1(t) . (γj0+1(t) + ǫ)
3 + δ(γj0+1(t) + ǫ)
2 + δ2(γj0+1(t) + ǫ).
A bootstrap argument then implies that for δ and ǫ1 sufficiently small, γj0+1(t) .
ǫ for all t ∈ Ij0+1. This immediately establishes the inductive step j0 → j0+1.
Combining the estimates (2.19) that we have obtained on γj(t) for
j = 1, · · · , J1, we obtain
‖|∇|α[F (u)− F (ũ)]‖N1+α−sc(I) .
J1∑
j=1
γj(tj+1) . C(E,L)ǫ (2.22)
where we note that J1 = J1(E,L).
We now conclude the proof by showing the desired bounds (2.14)-(2.16).
For (2.14), we note that by the Sobolev embedding and the definition of the
Ssc−α norm, we have






. ‖|∇|α(ũ− u)‖Ssc−α .
On the other hand, for (2.16), Minkowski’s inequality and (2.17) imply
‖|∇|αu‖Ssc−α ≤ ‖|∇|
α(u− ũ)‖Ssc−α + ‖|∇|
αũ‖Ssc−α
. ‖|∇|α(ũ− u)‖Ssc−α + C(E,L).
Thus, both (2.14) and (2.16) follow from (2.15), which is proved as follows: by
the Strichartz inequality and (2.22), we have
‖|∇|α(ũ− u)‖Ssc−α . ǫ+ ‖|∇|





The Defocusing Energy-Supercritical Cubic
NLW in Dimensions Six and Higher
In this chapter, we prove Theorem 1.1.1. In particular, in Section 3.1,
we give a detailed overview of the proof of the theorem, starting with a refine-
ment of Theorem 1.2.2 which shows that the failure of Theorem 1.1.1 implies
the existence of one of three special blow-up scenarios: the finite time blow-
up solution, the soliton-like solution, and the low-to-high frequency cascade
solution. In Section 3.2, we then state and prove a lemma which arises as
a consequence of the finite speed of propagation and which will be used in
Sections 3.3 and 3.5.
In Section 3.3, we rule out the finite time blow-up scenario. In Section
3.4, we prove an additional decay result for the soliton-like and low-to-high
frequency cascade scenarios. This result is then used to rule out these two
cases in Sections 3.5 and 3.6 respectively.
We conclude the chapter with a brief discussion in Section 3.7, in which
we provide the details of some arguments used in the main body of the proof.
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3.1 Overview of the proof of Theorem 1.1.1
We now give a brief outline of the proof of Theorem 1.1.1. The approach
we pursue here follows the methods introduced by Kenig and Merle [20, 21]
and Killip, Tao, and Visan [24], and developed in the works [18, 22, 26, 29, 30].
As we have mentioned in the introduction, the proof of Theorem 1.1.1 is an
argument by contradiction and consists of the following components:
3.1.1 Existence of a minimal blow-up solution and three blow-up
scenarios
Supposing that Theorem 1.1.1 fails, Theorem 1.2.2 implies that there
exists a minimal blow-up solution with the compactness property (1.5). To
obtain the desired contradiction, the next step in the argument is to show
that no such blow-up solution can exist. The following theorem now shows
that failure of Theorem 1.1.1, in addition to implying the existence of a mini-
mal blow-up solution, also implies the existence of an almost periodic solution
which belongs to one of three particular classes for which the associated func-
tion N(t) is specified further. Thus in order to prove Theorem 1.1.1, it will
suffice to show that such solutions cannot exist.
Theorem 3.1.1. [26] Suppose that Theorem 1.1.1 fails. Then there exists a
solution u : I × Rd → R to (NLW) with maximal interval of existence I such
that u is almost periodic modulo symmetries,






x ), and ‖u‖Ld+1t,x (I×Rd) = ∞,
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and u satisfies one of the following:
• (finite time blow-up solution) either sup I <∞ or inf I > −∞.
• (soliton-like solution) I = R and N(t) = 1 for all t ∈ R.
• (low-to-high frequency cascade solution) I = R,
inf
t∈R
N(t) ≥ 1, and lim sup
t→∞
N(t) = ∞.
In the context of the mass critical nonlinear Schrödinger equation, a
more refined version of this theorem was proved by Killip, Tao and Visan in
[24]. The version that we use here was obtained by Killip and Visan in [30].
As remarked in [26], the argument applies equally to the present NLW setting.
3.1.2 The contradiction
We conclude our proof of Theorem 1.1.1 by showing that each of the
scenarios identified in Theorem 3.1.1 cannot occur.
The key ingredient that we use to rule out each of these scenarios is
the conservation of energy. However, we note that in our current setting we
do not have immediate access to the finiteness of energy, since the energy
has scaling below the critical regularity. Nevertheless, in our analysis of each
scenario, this obstruction is overcome with an observation that the solutions
in that case do indeed have finite energy, due to the particular properties they
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possess. We then exploit the conservation of energy in a manner well-suited
to each scenario to obtain the desired contradiction.
We now briefly describe how we exclude each possible scenario in The-
orem 3.1.1:
We first consider the finite time blow-up solution. In this case, our
arguments are in the spirit of related results in [18, 21]. We also note that
a similar approach is taken in [26]. The key observation here is that when
the maximal interval of existence of a solution u is finite, the finite speed of
propagation forces the supports of u and ut to be localized to a ball which
shrinks to 0 as one approaches the blow-up time (see Lemma 3.3.2). We then
show that the energy E(u(t), ut(t)) tends to 0 as t tends to the blow-up time,
contradicting the construction of u as a blow-up solution.
We next study the remaining two scenarios, the soliton-like solution
and the low-to-high frequency cascade. In these cases, as in [26, 29], we prove
that the solutions possess an additional decay property: for almost periodic
solutions with the function N(t) bounded away from zero, the a priori bound











Ḣ−ǫx ) for some ǫ > 0 (see Theorem 3.4.1 for further details). In the NLS
context the corresponding result was obtained in [29, 30], while for the energy-
supercritical NLW in d = 3, see [26].
Arguing as in [26, 29], we prove the additional decay property as follows:
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• (Lemma 3.4.2) We first refine the bound u ∈ L∞t L
d
x (which is immediate





x for some p < d. In particular, we use a bootstrap argument to
bound the low frequencies of u via Lemma 1.2.3, while the high frequen-
cies are bounded by the a priori bound. We note that this argument
imposes the restriction p > 2(d− 1)/(d− 3).
• (Lemma 3.4.3) We next use this L∞t L
p
x bound to improve bounds of the













for some s0 > 0. This is accomplished by using the double Duhamel
technique [8, 43]. More precisely, we consider the inner product of the
forward-in-time Duhamel formula with its backward-in-time counterpart
given in Lemma 1.2.3, and use the dispersive estimate. When p is such
that the resulting integrals are convergent, this gives the desired improve-
ment. We note that this argument imposes the restriction p < d− 1.
• (Theorem 3.4.1) Once we obtain the second step, we iterate the argu-











x ) for some ǫ > 0. In particular,
we obtain that the energy is finite.
We remark that the balance between the bounds provided by Lemma
3.4.2 and the bound required by Lemma 3.4.3 is the source of our restriction




bounds for p > 2(d− 1)/(d− 3), while Lemma 3.4.3 requires this bound with
p < d− 1. These conditions on p impose the restriction d ≥ 6.
We now return to the study of the two remaining blow-up scenarios:
the soliton-like solution and the low-to-high frequency cascade solution.
To preclude the soliton-like solution, we note that the finite speed of
propagation implies a bound on the growth of x(t) (see Lemma 3.5.2), while
the almost periodicity gives a uniform bound from below on the L4t ([s, s +
1];L4x(R
d)) norm (see Lemma 3.5.1). The latter bound is closely related to a
similar bound in [26]. However, we point out that in [26] the bound is based
on the Ldx norm, while our estimate is obtained via the L
2d/(d−2)
x norm. This
allows us to use the dispersive estimate to control the linear propagator, rather
than using the Strichartz estimate and a bootstrap argument. Arguing as in
[26], we then obtain a contradiction via the Morawetz identity by combining
the bound on x(t) with the L4t,x bound and the finiteness of energy.
To conclude, as in the soliton-like solution, our preclusion of the low-
to-high frequency cascade scenario is also based on the additional decay result.
We argue in a similar spirit as in [29] to show that the energy tends to 0 as
N(t) approaches infinity. Since the energy is conserved, this contradicts our
construction of u as a blow-up solution.
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3.2 Finite speed of propagation
A key property of NLW which is not present in the NLS setting is the
finite speed of propagation. Using this property, we next give the following
lemma which will facilitate our arguments in the proofs of Lemma 3.3.2 and
Lemma 3.5.2.
Let ψ be a smooth radial function such that 0 ≤ ψ ≤ 1 and
ψ(x) =
{
0, |x| < 1,
1, |x| ≥ 2.





), x ∈ Rd.
Lemma 3.2.1. Suppose that u : I ×Rd → R is an almost periodic solution to

















1 ) := (
1
N(t)
















1 ) given by
Theorem 2.2.4, then v
(t)











and for r ∈ I − t = {s− t : s ∈ I}, and x ∈ {x ∈ Rd : |x| ≥ 2R + rN(t)} we
have
v(t)(rN(t), x) = v
(t)
R (rN(t), x) (3.2)
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, x(t) + x
N(t)






Proof. We argue as in [18]. Fix R > 0 to be determined later in the argument
and let t ∈ I be arbitrary. Our first goal is to obtain the global solution v
(t)
R
to (NLW) via the local well-posedness result, Theorem 2.2.4.
We begin by showing that there exists a constant A > 0 (independent





1 )‖Ḣscx ×Ḣsc−1x ≤ A. (3.3)







≤ ‖(ψR − 1)v
(t)
0 ‖Ḣscx + ‖v
(t)
0 ‖Ḣscx + ‖(ψR − 1)v
(t)
1 ‖Ḣsc−1x + ‖v
(t)
1 ‖Ḣsc−1x







0 ‖Ldx + ‖ψR − 1‖L∞x ‖|∇|
scv
(t)
0 ‖L2x + ‖v
(t)
0 ‖Ḣscx


















































































1 )‖Ḣscx ×Ḣsc−1x . (3.4)
where in the last inequality we note that by Remark 2.0.1, ψ − 1 ∈ C∞0 gives










, with sc = 2 for




∈ [2, d) for d ≥ 7.










. ‖(u(t), ut(t))‖Ḣscx ×Ḣsc−1x











to get the desired bound.
Let us now choose δ0 > 0 as in Theorem 2.2.4. We next show that for





1 )‖Ld+1τ,x < δ. (3.5)









where C is the constant from the Strichartz inequality. Suppose for contra-
diction that the claim (3.6) failed. We may then choose δ′0 > 0 together with













1 ) is the pair defined in the statement of the theorem. Since u is
almost periodic, we may then choose (f, g) ∈ Ḣscx ×Ḣ
sc−1





converges to (f, g) in Ḣscx × Ḣ
sc−1












d) with (fm, gm)
converging to (f, g) in Ḣscx × Ḣ
sc−1
x .








0 − f), ψRn(v
(tn)
1 − g))‖Ḣscx ×Ḣsc−1x
+ ‖(ψRn(f − fm), ψRn(g − gm))‖Ḣscx ×Ḣsc−1x
+ ‖(ψRnfm, ψRngm)‖Ḣscx ×Ḣsc−1x
. ‖(v(tn)0 − f, v
(tn)
1 − g)‖Ḣscx ×Ḣsc−1x + ‖(f − fm, g − gm)‖Ḣscx ×Ḣsc−1x
+ ‖(ψRnfm, ψRngm)‖Ḣscx ×Ḣsc−1x . (3.8)




x . As (fm, gm) ∈
C∞0 × C
∞
0 and suppψRn ⊂ {x : |x| > Rn}, we have
ψRnfm ≡ ψRngm ≡ 0.
for n sufficiently large. Thus, taking the limit n→ ∞ in (3.8) followed by the





1 )‖Ḣscx ×Ḣsc−1x −→n→∞
0.
But this contradicts (3.7), proving that the desired estimate (3.6) holds.
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Collecting (3.3) and (3.5), Theorem 2.2.4 now implies that there exists
a global solution v
(t)
R with the bounds
‖v
(t)















Moreover, using the Stricharz inequality and Lemma 2.2.3 followed by the

































. δ + δ2.
Thus, choosing δ small enough such that C(δ + δ2) < ǫ gives the bound (3.1)
as desired.




R (0, x) = v
(t)(0, x) and ∂tv
(t)
R (0, x) = ∂tv
(t)(0, x)
on |x| > 2R. Then, the finite speed of propagation implies
v
(t)
R (rN(t), x) = v
(t)(rN(t), x)
on |x| > 2R + rN(t) as desired.
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3.3 Finite time blow-up solution
In this section, we show that the finite time blow-up solution described
in Theorem 3.1.1 cannot exist. Arguing as in [18, 26], we prove that the solu-
tion must have zero energy, contradicting the fact that the solution blows up.
We note that without loss of generality we may assume sup I = 1.
The first step is to note that the function N(t) tends to infinity as
t approaches the blow-up time. In the context of the nonlinear Schrödinger
equation this property is given in [24, 27], while for the nonlinear wave equa-
tion, see e.g. Lemma 4.14 in [18] and the proof of Theorem 10.1 in [26].
Lemma 3.3.1. Let u : I × Rd → R be an almost periodic solution to (NLW)
with maximal interval of existence I, supI = 1. Then there exist ǫ > 0 and





Proof. Suppose for contradiction that the claim failed, and let us choose a
sequence tn → 1 such that for all n ∈ N, N(tn)(1− tn) <
1
n
. For all n ∈ N, we
set












and let vn denote the solution to (NLW) with Cauchy data (v0,n, v1,n), with
maximal interval of existence In. Then for all n ∈ N, the scaling and space
translation symmetries imply that we have sup In = N(tn)(1− tn).
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Note that since u is almost periodic, we may choose (f, g) ∈ Ḣscx ×Ḣ
sc−1
x




x as n→ ∞.





) > 0 as in Theorem 2.2.4. Then there
exists an open interval 0 ∈ J ⊂ R small enough so that




On the other hand the Strichartz inequality gives
‖W(t)(f, g)−W(t)(v0,n, v1,n)‖Ld+1t,x (J×Rd) → 0
as n→ ∞, so that we may choose N large enough such that for every n ≥ N ,
‖W(t)(v0,n, v1,n)‖Ld+1t,x (J×Rd) ≤
2δ0
3
. Thus for all n ≥ N , Theorem 2.2.4 implies
that J ⊂ In, and thus
1
2
sup J ∈ In. However, this contradicts the limit
sup In → 0 as n→ ∞. Thus, the desired claim holds.
A second ingredient that is necessary to rule out the finite time blow-up
solution is to control its support.
Lemma 3.3.2. Let u : I × Rd → R be an almost periodic solution to (NLW)






Then there exists y ∈ Rd such that for each 0 < s < 1, we have
supp u(s, ·), supp ut(s, ·) ⊂ B(y, 1− s)
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Proof. We argue as in Lemma 4.8 of [21] and Lemma 4.15 of [18]. Fix ǫ > 0
















2 + |ut(s, x)|
d
2dx ≤ Cǫ. (3.11)



































where to obtain the last two inequalities, we used Sobolev’s inequality com-
bined with Lemma 3.2.1. A similar argument also shows the corresponding
inequality with ∇u(s, x) replaced by us(s, x). As t ∈ I is arbitrary, this proves
the desired inequality (3.11).
We next show that there exists ǫ′ > 0 and A > 0 such that for all
1− ǫ′ < t < 1, we have
|x(t)| < A. (3.12)
To see this, suppose for a contradiction that the claim failed. Then there
exists a sequence of times {tn} such that tn ∈ (1−
1
n
, 1) and |x(tn)| > n for all
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n ∈ N. Then given M > 0, |x| < M implies |x − x(tn)| ≥ n −M . Moreover,
by Lemma 3.3.1, N(tn) → ∞ as tn → 1 which yields
2R
N(tn)
→ 0 as n → ∞,
so that for n large enough, 2R
N(tn)
≤ 1. Noting that for all n ∈ N, tn ≤ 1, we
deduce that for n large enough,









2 + |ut(0, x)|
d
2dx ≤ 2Cǫ.





2 + |ut(0, x)|
d
2dx =
0, and hence u ≡ 0. This contradicts the fact that u is a blow-up solution,
and thus the desired claim (3.12) holds.
With the bound (3.12) in hand, we are now ready to conclude the proof
of the lemma. Let us choose a time sequence tn ∈ (1− ǫ
′, 1) such that tn → 1
as n → ∞. Then by (3.12), |x(tn)| < A for all n, so that we may choose a
subsequence (still labeled tn) such that x(tn) → y as n→ ∞.
We now claim that for η > 0 fixed and for n large enough (depending
on η),
{x : |x− y| ≥ 1− s+ η} ⊂ {x : |x− x(tn)| ≥
2R
N(tn)
+ tn − s}. (3.13)
To observe this inclusion, by the convergence of x(tn) let us choose N0 ∈ N such
that for all n > N0, |x(tn)− y| <
η
2
. Then for n > N0 and |x− y| ≥ 1− s+ η,
we have





Moreover, by Lemma 3.3.1 N(tn) → ∞ as tn → 1, so that we may choose






Putting together (3.14) and (3.15) and recalling tn < 1, we obtain that for




+ tn − s.






2 + |ut(s, x)|
d
2dx ≤ Cǫ. (3.16)
Letting η → 0 and using the monotone convergence theorem together with





2 + |ut(s, x)|
d
2dx = 0.
This immediately implies supp ut(s) ⊂ B(y, 1− s).
To conclude, we note that (3.16) also implies that u(s) is constant on
{|x−y| > 1−s}. Then u ∈ L∞t Ḣ
sc




x via the Sobolev embedding.
This in turn forces u = 0 on {|x− y| > 1− s}, and thus supp u ⊂ B(y, 1− s)
as desired.
Arguing as in [18], we can now rule out the finite time blow-up solution:
50
Proposition 3.3.3. There is no solution u : I × Rd → R to (NLW) with
maximal interval of existence I satisfying the properties of a finite time blow-
up solution in the sense of Theorem 3.1.1.
Proof. Let us suppose for a contradiction that there is such a solution u. By
the time-reversal and scaling symmetries we may assume that sup I = 1. Using
Lemma 3.3.2 and the space-translation symmetry, we may further assume that






































Letting tր 1 and using the conservation of energy,
E(u(0), ut(0)) = lim
t→1
E(u(t), ut(t)) = 0.
This implies u ≡ 0 which contradicts the assumption that u is a finite time
blow-up solution. Thus such a solution cannot exist.
3.4 Additional decay
In this section, we prove that the soliton-like and frequency cascade
solutions identified in Theorem 3.1.1 satisfy an additional decay property.
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x). Our approach follows that of Killip and Visan in [26, 29, 30].
The main result of this section is the following:
Theorem 3.4.1. Assume d ≥ 6 and that u : R×Rd → R is an almost periodic

























Arguing as in [26, 29, 30], we obtain Theorem 3.4.1 in two steps. The
first step is to prove that the solution u belongs to L∞t L
q0




The second step is to perform a double Duhamel technique [8, 43] to improve






x ) for some s0 = s0(d, q0) > 0.
Iterating the second step finitely many times, we obtain Theorem 3.4.1.
More precisely, Theorem 3.4.1 will follow once we establish the following
two lemmas:
Lemma 3.4.2. Suppose d ≥ 6 and that u : R×Rd → R is an almost periodic









N(t) ≥ 1. (3.18)
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Then for every q0 ∈ (
2(d−1)
d−3
, d] we have u ∈ L∞t L
q0
x .
Lemma 3.4.3. Suppose d ≥ 6 and that u : R×Rd → R is an almost periodic










Moreover, assume that there exists 4 < q1 < d − 1 and s ∈ [1, sc] such
that u ∈ L∞t L
q1
x and |∇|
su ∈ L∞t L
2
x. Then







for some s0 = s0(d, q1) > 0.
We will discuss the proofs of Lemma 3.4.2 and Lemma 3.4.3 in de-
tail in the rest of this section; however, with these two lemmas in hand, we
immediately complete the proof of the main theorem of this section.
Proof of Theorem 3.4.1. We begin by choosing a suitable exponent to be able




and note that d ≥ 6 implies q(d) ∈ (2(d−1)
d−3
, d) and 4 < q(d) < d− 1.
Fix s0 = s0(d, q(d)) as in Lemma 3.4.3. By induction, we now prove





Ḣsc−1−ks0x ). We first note that for k = 0 the result follows from the hypothesis
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x ). For the induction step, we assume that the
result holds for some k − 1 ∈ N with sc − (k − 2)s0 ≥ 1. We then have
u ∈ L∞t Ḣ
sc−(k−1)s0
x , so that if k also satisfies sc − (k − 1)s0 ≥ 1, then an
immediate application of Lemma 3.4.3 gives







establishing the induction step.
Note that taking k ∈ N as the largest integer such that sc−(k−1)s0 ≥ 1
we obtain the desired result (3.17) with ǫ = 1− (sc − ks0).
We now turn our attention to the proofs of Lemma 3.4.2 and Lemma
3.4.3. The rest of this section is devoted to proving these two lemmas. We
start with,
3.4.1 Proof of Lemma 3.4.2
Let η > 0 be a small constant to be chosen later. Assume u is a solution to
(NLW) as stated in Lemma 3.4.2. Then almost periodicity together with the
condition (3.18) imply that we may find a dyadic number N0 such that
‖|∇|scu≤N0‖L∞t L2x ≤ η. (3.20)












for each dyadic number N ∈ {2n : n ∈ Z}.
To prove Lemma 3.4.2, it is enough to show ‖uN‖L∞t LRx . N
γ for some
γ > 0 and N sufficiently small depending on u, d and R (see the argument
at the end of this section). This bound will follow from the following decay
estimate, which uses a Gronwall type inequality as stated in [26].
Lemma 3.4.4 (Decay estimate). For all dyadic numbers N ≤ 8N0, we have






































for every N ≤ 8N0
Proof. We argue as in [29, 30]. Let N ≤ 8N0. We first observe that by Bern-






−1‖uN‖L∞t L2x . ‖|∇|
scuN‖L∞t L2x <∞,
We now turn our attention to (3.21). We first note that using the time
translation symmetry, it suffices to prove the result when t = 0. Then, by






























We then use Bernstein’s inequality on the first term and the dispersive in-














































































where in passing from the the first line to the third we use (2.2) once more





) > 1 to observe the finiteness of the integral.























=: u1 + u2 + u3.










































where we have grouped some terms.









































(I) + (II) + (III)i,j + (IV )i
)
(3.25)
We now estimate each of the above terms (I), (II), (III)i,j and (IV )i
separately.





(t)3] ≡ 0, (3.26)
so that (I) = 0.
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Term (II): Using Hölder’s inequality, the Sobolev embedding, and the
boundedness of P>N
8











































































1 ‖(u, ut)‖L∞t (R;Ḣscx ×Ḣsc−1x )
)}]
.
where to obtain the third inequality we note that R < 3d
d−1
.






















Term (III)i,j: Fix i, j ∈ {1, 2, 3}. Using Hölder’s inequality followed

































where in passing from the second line to the third line, we use R < 2d
d−4
, and
in the last inequality we observed that






Term (IV )i: Fix i ∈ {1, 2}. By Hölder’s inequality, together with the














































































































Collecting the estimates (3.25), (3.26), (3.27), (3.28) and (3.31), we
obtain the desired inequality (3.21).
To obtain (3.22), we invoke Lemma 3.7.1 from Section 3.7. This is a
version of Gronwall’s inequality which we recall from [26]. In particular, we
define xk = S(2




for each ρ ∈ (0, d− d
R
− 3). For the details in obtaining the bound (3.32) we
refer the reader to Section 3.7. Thus, for each N = 2−kN0 ≤ 8N0 we obtain
S(N) = S(2−kN0) . (2
−k)ρ ∼ Nρ.
Taking ρ = d−4
2
gives the desired bound (3.22).
With this lemma in hand, we are now ready to prove Lemma 3.4.2:
Proof of Lemma 3.4.2. Recalling the definition of S(N), (3.22) shows that for
all N ≤ 8N0,







Then, using (3.33) along with the Bernstein inequalities, we obtain































− 1 > 0
and 1 − d
R








We note that the lemma then follows for every q0 ∈ (
2(d−1)
d−3
, d] by using
interpolation with the L∞t L
d
x bound which results from combining the a priori
bound u ∈ L∞t Ḣ
sc
x with the Sobolev embedding.
3.4.2 Proof of Lemma 3.4.3




Applying the Bernstein inequalities, we argue as follows:



























































N s−s0−sc <∞ for s− s0 − sc < 0 to obtain the fourth inequality.
To obtain (3.19), it thus remains to estimate the term ‖|∇|suN‖L∞t L2x +
‖|∇|s−1∂tuN‖L∞t L2x in (3.34). We begin by noting that the unitary property of







= 〈g,− cos((t1 − t2)|∇|)h〉,
Next, without loss of generality we take t = 0, and note that by using the









































∣∣∣∣〈PN |∇|s−1F (u(t′)),− cos((t′ − τ ′)|∇|)PN |∇|s−1F (u(τ ′))〉
∣∣∣∣dτ ′dt′
(3.35)
Setting r = 2q1
q1+4
and using Hölder’s inequality followed by Proposition
2.1.1 and Bernstein’s inequalities, we obtain




























(d−1)( 12− 1r′ )
‖PN |∇|
sF (u(t′))‖2L∞t Lrx (3.36)
On the other hand, using the Cauchy-Schwarz inequality followed by Propo-
sition 2.1.1 (with p = 2) and Bernstein’s inequality, we obtain





















−d‖|∇|sF (u)‖2L∞t Lrx , (3.37)
where we recall that r < 2d
d+4
< 2.

















































































r′ dt′dτ ′ . N−2, (3.38)
which follows from the assumption q1 < d − 1 and a straightforward compu-
tation.
Invoking this bound in (3.34) and using the hypotheses u ∈ L∞t L
q1
x and
|∇|su ∈ L∞t L
2
x, we get

















Note that by our choice of s0, we have
2d
q1
− 2 − s0 > 0, so that the
desired bound (3.19) holds.
3.5 Soliton-like solution
In this section, we rule out the second blow-up scenario identified in
Theorem 3.1.1, the soliton-like solution.
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As in [26, 29], our approach to obtain the desired contradiction is to get








with a time interval I ⊂ R. Indeed, the Morawetz estimate (Theorem 2.1.2)
and the additional decay property given in Theorem 3.4.1 immediately imply
that (3.39) is bounded from above independent of I. The contradiction will
then follow once we obtain a lower bound on (3.39) which grows to infinity as
|I| → ∞.
We obtain the lower bound in two steps: the first step is to get an
estimate on the growth of x(t) via the finite speed of propagation in the form
of Lemma 3.2.1. The second step is then to show that the L4t,x norm of u over
unit time intervals and localized in space near x(t) is bounded away from zero.
The key ingredient used to control x(t) in Step 1 is to obtain a bound
from below in a suitable space for all times. This requires the additional decay
result, Theorem 3.4.1.
Lemma 3.5.1. Suppose that u : R × Rd → R is a solution to (NLW) which
satisfies the properties of a soliton-like solution stated in Theorem 3.1.1. Then
there exists η > 0 such that for all t ∈ R,
∫
Rd
|u(t, x)|d + |ut(t, x)|
d
2dx ≥ η.
Proof. Suppose to the contrary that the claim failed. Then there exists a
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sequence {tn} ⊂ R such that






as n→ ∞. Since u is a soliton-like solution, {(u(tn, x(tn)+·), ut(tn, x(tn)+·)) :
n ∈ N} has compact closure in Ḣscx × Ḣ
sc−1
x .
Note that by the precompactness of {u(tn, x(tn) + ·), ut(tn, x(tn) + ·) :
n ∈ N} there exists a subsequence (still indexed by n) such that (u(tn, x(tn)+








x . However, (3.40) and the change
of variable x 7→ x(tn) + x imply (u(tn, x(tn) + ·), ut(tn, x(tn) + ·)) → (0, 0)
in Ldx × L
d
2








the uniqueness of limits give (u∗0, u
∗
1) = (0, 0). Thus by the change of variable
x 7→ −x(tn) + x, we have





We now note that for all n ∈ N, if ǫ is as in Theorem 3.4.1, then there
exist θ1, θ2, θ3 ∈ (0, 1) such that


























































Letting n → ∞ and applying (3.41) followed by the conservation of
energy, we obtain
E(u0, u1) = 0.
Thus u ≡ 0, contradicting our assumption that ‖u‖Ld+1t,x = ∞.
Based on the previous lemma and the finite speed of propagation in the
sense of Lemma 3.2.1, we now prove the following estimate for x(t):
Lemma 3.5.2. Suppose that u : R × Rd → R is a solution to (NLW) which
satisfies the properties of a soliton-like solution stated in Theorem 3.1.1. Then
there exists C > 0 such that for every t ≥ 0 we have,
|x(t)− x(0)| ≤ C + t.
Proof. We argue in a similar spirit to [26]. Fix η > 0 to be determined later









2dx ≤ η (3.42)
for all t ∈ R.
Next, applying Lemma 3.2.1 with ǫ = η and t = 0, we choose R > 0
such that for all r ∈ R and x ∈ {x ∈ Rd : |x| ≥ 2R + r} we have




where v(t) and v
(t)
R are defined as in Lemma 3.2.1.








































































≤ (Cη)d + (Cη)d/2
≤ C, η (3.43)
where in the second to last inequality we used the smallness given by (3.1) in
Lemma 3.2.1.
Combining the bounds (3.42) and (3.43), we obtain
∫
{x:|x−x(t)|≥c(η)}∪{x:|x−x(0)|≥2R+t}











|u(t, x)|d + |ut(t, x)|
d
2dx
≤ (1 + C)η. (3.44)
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for all t ≥ 0. We now determine η. Note that by Lemma 3.5.1 together with



































Thus invoking this choice of η in (3.44), we have for all t ≥ 0,
∫
{x:|x−x(t)|<c(η)}∩{x:|x−x(0)|<2R+t}













































Thus, we conclude that for all t ≥ 0, the set
X(t) = {x : |x− x(t)| < c(η)} ∩ {x : |x− x(0)| < 2R + t} 6= ∅.
We may then choose x ∈ X(t), t ≥ 0, so that
|x(t)− x(0)| ≤ |x(t)− x|+ |x− x(0)| ≤ c(η) + 2R + t.
Noting that η and R are independent of t, we conclude that there exists C > 0
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such that for all t ≥ 0 we have
|x(t)− x(0)| ≤ C + t
as desired.
The second step in obtaining the lower bound on (3.39) is the following
lemma which employs the almost periodicity as well as the dispersive estimate.
Lemma 3.5.3. Suppose that u : R × Rd → R is a solution to (NLW) which
satisfies the properties of a soliton-like solution stated in Theorem 3.1.1. Then





|u(t, x)|4dxdt ≥ c. (3.45)
Proof. We argue in a similar manner as in [26]. As a first step, we claim that
there exists C1 > 0 such that for every s ∈ R,
∣∣∣∣
{






}∣∣∣∣ ≥ C1. (3.46)
To this end, suppose to the contrary that the claim failed. Then there
exists a sequence of times {sn} ⊂ R such that for every n ∈ N,
∣∣∣∣
{




















converges to zero in measure as n→ ∞. We next extract a subsequence (still





d−2dx→ 0 for a.e. τ ∈ [0, 1] as n→ ∞. (3.47)
To continue, using the hypothesis that u is a soliton-like solution to-
gether with the almost periodicity of u, we choose a further subsequence (still










Moreover, using the additional decay property (Theorem 3.4.1) we observe









(u(sn, x(sn) + ·), ut(sn, x(sn) + ·))⇀ (f
′, g′) weakly in Ḣ1x × L
2
x. (3.49)
Next, we show that we have (f ′(x), g′(x)) = (0, 0) for a.e. x ∈ Rd. To
prove this, we begin by noting that it suffices to show
W(τ)(f ′, g′)(x) = 0, for a.e. τ ∈ [0, 1] and a.e. x ∈ Rd. (3.50)













. ‖f ′‖Ḣ1x = limτ→0











[W(τ + h)(f ′, g′)−W(τ)(f ′, g′)]‖L2x = 0.
We now turn to verifying the assertion (3.50). We first note that (3.49)
yields W(τ)(u(sn), x(sn) + ·), ut(sn, x(sn) + ·))⇀ W(τ)(f




for every τ ∈ R (for a justification of this claim, we refer to Proposition 3.7.2














for every τ ∈ R.
Fix τ ∈ [0, 1]. Using the Duhamel formula, the dispersive estimate followed






































































































We estimate the above integral as follows: Using interpolation, we deduce
∫ sn+τ
sn













|τ − τ ′|−
d−1










|τ − τ ′|−
d−1














|τ − τ ′|−
d−1















|τ − τ ′|−
d−1







for some θ ∈ (0, 1). Then, by virtue of Theorem 3.4.1 and (3.47), the domi-
nated convergence theorem yields
∫ τ
0
|τ − τ ′|−
d−1






dτ ′ → 0. (3.54)








which in turn gives the claim (3.50) so that f ′(x) = g′(x) = 0 a.e. as claimed.
Now, note that by combining (3.48) and (3.49) with the Sobolev em-
bedding and uniqueness of weak limits in Lpx spaces, we obtain (f(x), g(x)) =
(f ′(x), g′(x)) for a.e. x ∈ Rd. Thus, using (3.48) with f(x) = g(x) = 0 for a.e.
x ∈ Rd, we may choose n so that ‖(u(sn, x(sn)+ ·), ut(sn, x(sn)+ ·))‖Ḣscx ×Ḣsc−1x
is arbitrarily small. The local theory then gives ‖u‖Ld+1t,x < ∞, contradicting
our hypothesis that u is a blow-up solution. Thus (3.46) holds as desired.
Our second step is to adjust the domain of integration in (3.46). To this
end, let C1 be as in (3.46). Fix η > 0 to be determined later in the argument
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and let s ∈ R be given. Then, by the almost periodicity of u, we may choose





























































Thus, we obtain from (3.46) that for all s ∈ R
∣∣∣∣
{








}∣∣∣∣ ≥ C1. (3.56)
from which we settle the second step.
To conclude the proof, we use (3.56) to obtain the desired estimate























for some θ ∈ (0, 1).


























where we used (3.56) to obtain the last inequality. Since C1, C2 and C are
independent of s, this yields the desired estimate (3.45).
Having shown the two steps we outlined above, we are now ready to
address the proof of the main proposition of this section, which precludes the
soliton-like scenario.
Proposition 3.5.4. Assume d ≥ 6. Then there is no u : R × Rd → R such
that u solves (NLW) and satisfies the properties of a soliton-like solution in
the sense of Theorem 3.1.1.
Proof. We argue as in [26]. Suppose for a contradiction that such a solution
u existed. Fix T > 0 and choose C as in Lemma 3.5.2 and R, c as in Lemma
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Note that for all i ∈ {0, · · · , ⌊T ⌋−1} the conditions t ∈ [i, i+1) and x ∈ {x ∈
Rd : |x− x(t)| ≤ R} yield





















C ′ + t
dt. (3.58)
Combining (3.57) with (3.58) and invoking Theorem 2.1.2, we obtain
c log










dxdt ≤ CE(u0, u1).
Since u is a soliton-like solution, by Theorem 3.4.1 we have E(u0, u1) <
∞. Noting that T > 0 is arbitrary and the constants C, R and c are indepen-
dent of T , letting T tend to infinity, we derive a contradiction. This completes
the proof of the proposition.
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3.6 Low-to-high frequency cascade solution
In this section, we rule out the low-to-high frequency cascade scenario
identified in Theorem 3.1.1.
Proposition 3.6.1. There is no u : R × Rd → R such that u solves (NLW),
and satisfies the properties of a low-to-high frequency cascade solution in the
sense of Theorem 3.1.1.
Proof. We proceed in a similar manner as in [29]. Assume to the contrary
that there exists such a solution u. Since u is a low-to-high frequency cascade
solution, we may choose a sequence {tn} ⊂ R with tn → ∞ such that N(tn) →
∞ as n→ ∞.





































































for all η > 0 and n ∈ N.
To continue, we now estimate the nonlinear term in the energy. Note




















Combining (3.59), (3.60) and invoking Plancherel’s theorem in (3.61),



















































for all η > 0 and n ∈ N.
Letting n → ∞ in (3.62) and using the conservation of energy, now
N(tn) → ∞ yields for all η > 0,






Taking η → 0, we obtain E(u(0), ut(0)) = 0. Thus u ≡ 0 contradicting our
assumption that u is a blow-up solution.
3.7 Some auxiliary results
In this section, we present the detailed proofs of some observations that
we used in the discussion above. More precisely,
3.7.1 The bound (3.22)
Here, we present the argument used in obtaining the bound (3.32) from
the decay estimate (3.21) in the proof of Lemma 3.4.4. We begin by recalling
the following Gronwall inequality from [26].




min{1− 2−γ, 1− 2−γ
′
, 1− 2ρ−γ}.












xk ≤ (4C + ‖x‖l∞)2
−ρk.
We now turn our attention to the proof of the bound (3.32).
Fix γ = d− d
R




+2, C = 1 and ρ ∈ (0, γ). Let C ′ be the
constant in the inequality given in (3.21) (note that this constant comes from
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the combinatorial considerations, as well as the constants in each application
of the Sobolev and Bernstein inequalities, and thus may be chosen independent
of η and N0).
We now choose η > 0 such that











Having chosen η, we may use our hypothesis on u (in the context of the proof
of Lemma 3.4.2) to choose N0 ∈ N such that
‖|∇|scu≤N0‖L∞L2 < η.
For all k ∈ N, we define xk = S(2





















































































where we have used (3.63) and noted that η′ < 1 and 2−γ|k−k| = 2−γ
′|k−k| = 20.




Thus, for all N = 2−kN0 ≤ 8N0, we have
S(N) = S(2−kN0) . (2
−k)ρ = Nρ
where ρ ∈ (0, d− d
R
− 3). This gives the desired inequality (3.32).
3.7.2 Weak continuity of the wave propagator
We now recall that the wave propagator W(t) is weakly continuous
for all t ∈ R, which was used to obtain the inequality (3.51) in the proof of
Proposition 3.5.3.




x is a sequence such that for
some (f, g) ∈ Ḣ1x × L
2
x, we have






Then for every τ ∈ R,




Proof. Fix τ > 0 and note that by the Strichartz inequality the operators
A : Ḣ1x → L
2d
d−2




Bg = W(τ)(0, g) are bounded and linear. Thus, they are weakly continuous
and the hypothesis (3.65) implies that





Next, by the linearity of the propagator W(τ), we have
W(τ)(fn, gn) = W(τ)(fn − f, 0) +W(τ)(0, gn − g) +W(τ)(f, g). (3.67)




The Radial Defocusing Energy-Supercritical
Cubic NLW in Dimension Five
In this chapter, we prove Theorem 1.1.2. In particular, and in analogy
with Chapter 3, we give a detailed overview of the proof of the theorem in
Section 4.1. As in the previous chapter, the key component of this outline is
a reduction to two special blow-up scenarios, which we label the finite time
blow-up solution and the infinite time blow-up solution. As mentioned in the
introduction, our strategy to complete the proof of the theorem is based on
a frequency localized form of the Morawetz estimate. In order to obtain this
estimate, we first obtain a frequency localized form of the Strichartz estimate
in Section 4.2. Section 4.3 is then devoted to the frequency localized Morawetz
estimate. The finite and infinite time blow-up solutions are then ruled out in
Sections 4.4 and 4.5, respectively.
4.1 Outline of the proof of Theorem 1.1.2
In this section, we give an outline of our proof of Theorem 1.1.2. As
in the previous chapter, we proceed by contradiction following the concentra-
tion compactness approach of Kenig and Merle. We first recall that Theorem
83
1.2.2 shows that the failure of Theorem 1.1.2 gives the existence of a minimal
counterexample which belongs to the class of almost periodic solutions.
4.1.1 Existence of a minimal blow-up solution and two blow-up
scenarios
We will use the following refinement of Theorem 1.2.2, which shows that
the almost periodic solution u and associated function N(t) can be chosen so
that N(t) is piecewise constant on I+ := I ∩ [0,∞) and N(t) ≥ 1 for all t in
this set.
Theorem 4.1.1. Suppose that Theorem 1.1.2 failed. Then there exists a radial
solution u : I × R5 → R to (NLW) with maximal interval of existence I such







‖u‖L6t,x(I×R5) = ∞, and there exists δ > 0 and a family of disjoint intervals
{Jk}k≥1 with I
+ = ∪Jk,




|I+| <∞ or |I+| = ∞.
This theorem is proved by applying a rescaling argument to the func-
tion obtained in Theorem 1.2.2 to find another almost periodic solution with
N(t) ≥ 1 for t ∈ I+ (see Theorem 7.1 in [21]). One then observes that the
function N(t) obeys N(s) ∼u N(t) for |s − t| ≤ δN(t)
−1 and δ suitably cho-
sen, as a consequence of the scaling symmetry and local theory for (NLW).
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This property is proved in the NLS setting in [25, Corollary 3.6]; however, the
arguments apply equally to (NLW). After a suitable modification of N(t) and
C(t), the desired result is obtained.
In Theorem 4.1.1 we divide the solutions of (NLW) into two classes de-
pending on the control granted by the frequency localized Morawetz estimate,
Lemma 4.3.3. This is inspired by recent works in the mass and energy critical
NLS settings [9, 46]. In the present context, this corresponds to distinguishing
the cases |I+| < ∞ and |I+| = ∞; we also note that this distinction is also
present in [21].
We next give a quick remark concerning the decay of norms of the
Littlewood-Paley projections of u.
Remark 4.1.1. Suppose that u is as in Theorem 4.1.1. The property inft∈I+ N(t) =











The proof of Theorem 1.1.2 is therefore reduced to the task of showing
that solutions satisfying the properties given in Theorem 4.1.1 cannot occur.
This is accomplished in Sections 4.4 and 4.5 below, corresponding to the cases
|I+| <∞ and |I+| = ∞, respectively.
To handle the case |I+| <∞, we show that the solution at time t must
be supported in space inside a ball centered at the origin with radius shrinking
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to 0 as t approaches the blow-up time. This is then shown to be incompatible
with the conservation of energy. We remark that this is essentially the same
argument as in Section 3.3, adapted to the radial setting under consideration.
On the other hand, the case |I+| = ∞ requires significantly more anal-
ysis. For this case, we will observe that, given η > 0, the frequency localized










for N sufficiently small and all I0 ⊂ I
+ compact. We then obtain a bound from
below on the left hand side of this inequality by a multiple of |I0|. Choosing
η sufficiently small then gives the desired contradiction.
4.2 Frequency localized Strichartz estimate
We now obtain a frequency localized version of the Strichartz esti-
mates that we will use as a main ingredient in proving the frequency localized
Morawetz estimate in Section 4.3. The proof of this result is inspired by anal-
ogous results for the mass and energy critical nonlinear Schrödinger equation
due to Dodson [9] and Visan [46].
Theorem 4.2.1 (Frequency localized Strichartz estimate.). Suppose that u
is an almost periodic solution to (NLW) with maximal interval of existence






x ), and such that there exist disjoint intervals
{Jk}k≥1 with I
+ = ∪Jk and for every k, N(t) = Nk ∈ [1,∞) on Jk, |Jk| =
δN−1k .
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Then there exists C = C(u) > 0 such that for all dyadic N and compact
intervals I0 = ∪Jk ⊂ I
+ we have
‖|∇|3/4u≤N‖L2t (I0;L4x) ≤ C(u)(1 + (N |I0|)
1/2) (4.1)
Moreover, for every η > 0 there exists N0 > 0 such that for N < N0 we have
‖|∇|3/4u≤N‖L2t (I0;L4x) ≤ C(u)η(1 + (N |I0|)
1/2). (4.2)
Before we proceed with the proof of the theorem, we record the follow-
ing related estimates, derived by interpolating (4.1) and (4.2) with the a priori





Corollary 4.2.2. Let u be as in Theorem 4.2.1. Then there exists C(u) > 0
such that










≤ C(u)N−1(1 +N |I0|)
1/4,
• and for each η > 0 there exists N0 > 0 such that for N < N0 we have





≤ C(u)η(1 +N |I0|)
1/4.
Proof of Theorem 4.2.1. We begin by showing (4.1). Let I0 ⊂ I
+ be given as









For general dyadic numbers N , we proceed by induction. Fix
C(u) > max{C1(u), 1}
to be determined, and suppose that (4.1) holds for all N larger than some
N0. Our goal is to show that (4.1) holds for N = N1 := N0/2 (with C(u)












In the remainder of the proof, all space-time norms will be over the set I0×R
5,
unless otherwise indicated.




determined later in the argument) and use the almost periodicity of u to
choose c0 = c0(η0) such that
‖|∇|3/2u≤c0N(t)‖L∞t L2x + ‖|∇|
1/2∂tu≤c0N(t)‖L∞t L2x ≤ η0. (4.4)
Then, writing
u(t) = u≤N1/η0(t) + u>N1/η0(t)


































































where we have set P≤ = P≤N1/η0 and used the decomposition
P≤u(t) = P≤u≤c0N(t)(t) + P≤u>c0N(t)(t),
and where c0 is chosen in (4.4).
Thus, it suffices to bound (4.5) through (4.9). Before estimating each of
these terms, we will need the following estimate, which is obtained via Hölder’s





















1/2 + ‖|∇|3/4u≤M‖L2tL4x . (4.10)






With this bound in hand, we are now ready to estimate the above




































where to obtain the last line we have used (4.10) followed by the induction







On the other hand, to estimate (4.7), we apply the fractional product rule


























where to obtain the second inequality we have used (4.4) to estimate the first
term and the Sobolev embedding, fractional product rule, and (4.4) to estimate






We now turn our attention to the two remaining terms. In what follows,
we will use the notation v(t) to refer to either of the functions P≤N1/η0u≤c0N(t)(t)
and P≤N1/η0u>c0N(t)(t). In particular, using Bernstein’s inequalities combined





























We then use the fractional product rule again combined with the a priori bound





















































where in the second term of (4.11) we use the bound (2.5) in the form
‖u‖L6t (Jk ;L6x) ≤ C(u)(1 + δ) .u 1. (4.14)





.u 1 (these bounds are obtained via an argument
























































We now choose η0 sufficiently small (depending on C2(u) and C3(u)) to ensure
that
‖|∇|3/4u≤N1‖L2tL4x ≤ C0 inft∈I0


























With such a choice of C(u) we obtain
‖|∇|3/4u≤N1‖L2tL4x ≤ C(u)(1 + (N1|I0|)
1/2), (4.16)
completing the induction.
We now turn to (4.2). Let η > 0 be given and fix N0 = N0(η) > 0 to
be determined later in the argument. Let N ≤ N0 be given and recall that




] with N1 replaced by N . More precisely, after setting

























for any η0 ∈ (0,
1
2
], where we have replaced C4(u) in (4.15) by f(N/η0) in view
of (4.11) and (4.12). We next show that f(N) → 0 as N → 0. Indeed, invoking
the Strichartz inequality (2.4) and using the decomposition u = u≤N1/2 +
u>N1/2 , we obtain

























































for any N > 0, where we have used the Bernstein inequalities followed by the
Hölder inequality for the second and third terms of (4.18) and the fractional
product rule for the fourth term of (4.18). We then bound the second and
third terms in (4.19) by using the Bernstein inequalities followed by (4.14)








before, these bounds are obtained through an argument identical to that used
for (2.6)) to obtain, for N < 1,






which tends to 0 as N → 0 as a consequence of Remark 4.1.1. With this limit
in hand, we choose η0 small enough to ensure η
3/4
0 < η and N0 small enough
to guarantee that N < N0 implies f(N) < η and f(N/η0) < ηc0(η0)
1/2. The
inequality (4.17) then gives











































































The bounds on ‖∇u≤N‖L3t,x and ‖∇u≤N‖L4tL
20/7
x
are obtained by inter-







4.3 Frequency-localized Morawetz estimate
In this section, we obtain a frequency localized Morawetz estimate. The
proof of this result is inspired by the recent work of Visan [46] on the energy
critical NLS.
We begin by deriving a general form of the classical Morawetz estimate;
for the classical form, see [31, 32]. To obtain this, when u is a solution to








where a : R5 → R, subscripts indicate partial derivatives, and we have used














with {f, g} := f∇g − g∇f , where the subscript on {N, u} denotes the jth
component. Taking a(x) = |x|, integrating in time, and using the fundamental
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for every I ⊂ R. Moreover, the triangle inequality followed by the Cauchy-
Schwartz and Hardy inequalities give
|M(t)| . ‖ut‖L∞t L2x‖∇u‖L∞t L2x (4.23)
for all t ∈ I. Combining (4.22) with (4.23), observing that the first term on
the left hand side of (4.22) is non-negative and invoking an approximation
argument, we obtain
Lemma 4.3.1 (Morawetz estimate). Suppose u : I × R5 → R solves utt −





x · {N(t, x), u(t, x)}
|x|
dxdt . ‖ut‖L∞t L2x‖∇u‖L∞t L2x . (4.24)
We also recall the following Hardy-type bound, which will be used to
estimate the error terms resulting from the frequency localization.
Proposition 4.3.2 (Hardy-type bound, [2]). Fix 1 < p <∞, and 0 ≤ α < 5.
Then there exists C = C(α, p) > 0 such that for every g ∈ S(R5),
‖|x|−α/pg(x)‖Lpx(R5) ≤ C(α, p)‖|∇|
α/pg(x)‖Lpx(R5). (4.25)
In particular, we prove the following:
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Lemma 4.3.3 (Frequency localized Morawetz estimate). If u : I×R5 → R is
an almost periodic solution to (NLW) on I+ = ∪Jk ⊂ R with N(t) = Nk ≥ 1






x ), then for any η > 0 there exists








dxdt ≤ ηC(u)(N−1 + |I0|)
on any compact interval I0 = ∪Jk.
Proof. Fix a compact time interval I0 = ∪Jk ⊂ I
+. In what follows, all
spacetime norms will be taken over I0 × R
5, unless otherwise indicated. Let
η > 0 be given, and fix N0 > 0 to be determined later in the argument. Let
N ≤ N0 be given. We begin by observing that the Morawetz estimate (4.24)





x · {P≥N [u(t, x)
3], u≥N(t, x)}
|x|
dxdt . ‖∂tu≥N‖L∞t L2x‖∇u≥N‖L∞t L2x
(4.26)
Note that by Remark 4.1.1, we may choose N1 > 0 so that N ≤ N1 implies






Now, by choosing N0 small enough so that N0 < ηN1, we may estimate the
right hand side of (4.26) by






















We now estimate the left hand side of (4.26). For this, we use the
identity
{P≥N [u(t)
3], u≥N(t)} = {u(t)
3, u(t)} − {u<N(t)
3, u<N(t)}


















x · {u(t, x)3, u(t, x)}
|x|
−






















A simple calculation then shows {f 3, f} = −1
2
∇[f 4], so that integrating the










































































dxdt . ηN−1 +
3∑
i=1
(I)i + (II) + (III),

































We estimate each of these terms individually. For (I)i, we use the
Hölder inequality with the Hardy-type bound (4.25), along with the Sobolev
embedding and Corollary 4.2.2 (after choosing N0 sufficiently small) to obtain






































|u<N(t, x)| |u≥N(t, x)|
|x|
(|u<N(t, x)|
2 + |u≥N(t, x)|
2)dxdt
. (I)1 + (I)3,































We now estimate term (II). Using the identity
{u3 − u3<N , u<N} = 2(u
3 − u3<N)∇u<N −∇((u
3 − u3<N)u<N),
we apply the triangle inequality and integrate by parts in the second term of






























We now use the Hölder inequality, Sobolev embedding, and Corollary










































Combining these estimates then gives
(II) .u ηN




To continue, we estimate the remaining term, (III). In a similar man-
ner as above, we use the identity
{P<N [u(t)
3], u≥N(t)} = ∇(P<N [u(t)
3]u≥N(t))− 2u≥N(t)∇P<N [u(t)
3]



































We estimate the terms containing the gradient and remark that the other
terms may then be bounded through the use of the Hardy-type inequality
(4.25). In particular, we apply the Hölder, Bernstein, and Sobolev inequalities



















for the second term,
‖u≥N∇P<N [u<Nu
2


















for the third term,
‖u≥N∇P<N [u
2































and for the fourth term,
‖u≥N∇P<N [u
3



















































4.4 Finite time blow-up solution
In this section, we rule out the existence of finite time blow-up solutions
satisfying the properties stated in Theorem 4.1.1. Arguing as in [3, 18, 26, 28],
this is accomplished by showing that such solutions must have zero energy,
which in the defocusing case implies that the solution must be identically
zero, contradicting its blow up.
In particular, we have the following theorem:
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Theorem 4.4.1. Suppose that u is an almost periodic solution to (NLW) with
maximal interval of existence I, satisfying the properties given in Theorem
4.1.1. Then the case |I+| <∞ cannot occur.
Proof. Let u be given as stated and suppose to the contrary that |I+| < ∞.
By the time reversal and scaling symmetries we may assume that sup I = 1.
We first show that
supp u(t, ·), supp ut(t, ·) ⊂ B(0, 1− t), 0 < t < 1. (4.30)
Indeed, the almost periodicity of u in the form of Remark 2.1.1 gives that for




|∇u(s, x)|5/2 + |ut(s, x)|
5/2dx < ǫ.
An invocation of the finite speed of propagation (see, for instance, [3, Propo-





|∇u(t, x)|5/2 + |ut(t, x)|
5/2dx ≤ ǫ (4.31)







|∇u(t, x)|5/2 + |ut(t, x)|
5/2dx ≤ ǫ
for t ∈ (0, 1). On the other hand, recalling N(t) → ∞ as t→ 1 (a consequence
of the local theory and the almost periodicity), for all t ∈ (0, 1) and η > 0 we
have





when s = s(t, η) is sufficiently close to 1. Combining this inclusion with (4.31)
and letting η and ǫ tend to zero, we obtain
∫
|x|≥1−t
|∇u(t, x)|5/2 + |ut(t, x)|
5/2dx = 0,
which in turn yields that (u(t, ·) is constant a.e. on {x : |x| ≥ 1− t} as well as
supp ut(t, ·) ⊂ B(0, 1− t). To bound the support of u, we note that u belongs
to L∞x L
d
x, which gives (4.30).
































t→ 1 and using the conservation of energy, we obtain u ≡ 0, contradicting its
blow-up.
4.5 Infinite time blow-up solution
In this section, we consider the second class of solutions identified in
Theorem 4.1.1, almost periodic solutions to (NLW) which blow up in infinite
time. By making use of a frequency localized variant of the concentration
of potential energy along with the frequency localized Morawetz estimate ob-
tained in Section 4.3, we obtain a bound on the length of the maximal interval
of existence, contradicting the assumption of infinite time blow-up. When
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combined with the results of the previous section, this completes the proof of
Theorem 1.1.2. In particular, we prove the following theorem:
Theorem 4.5.1. There is no solution u to (NLW) satisfying the properties of
Theorem 4.1.1 with |I+| = ∞.
Proof. Suppose to the contrary that such a solution u existed. We begin by
showing that there exists C > 0 and N0 > 0 such that for all N ≤ N0 and









To show this claim, we recall that [28, Lemma 2.6] gives the existence of C > 0





|u(t, x)|4dxdt &u N
−2
k .










































On the other hand, fixing η1 > 0 and applying Hölder’s inequality along with


































so that, after choosing η1 sufficiently small and substituting this bound into
(4.33), we obtain (4.32).
We now fix η > 0 to be determined later in the argument and recall that
Lemma 4.3.3 implies the existence of N1 ∈ (0, N0) such that for all N ≤ N1









−1 + |I0|). (4.34)































for all N ≤ N1. Choosing η sufficiently small (depending on the constant in
(4.35)), we obtain the bound
|I0| .u N
−1
for all N ≤ N1 and all I0. Fixing N and letting I0 tend to I
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