ABSTRACT A structured and robust methodology of modeling and simulation can be available through modular stochastic timed Petri nets, including experiments that allow designers to simulate the processes involved in ore production on well-founded estimates. This prerogative guides an experimental research based on real data from an Brazilian open pit mine operation. Three basic simple modules allows to achieve complex models for a real mine. The difference between simulated and measured average productivities are small when compared to an analytic model for the bottleneck and a model implemented in discrete event system language SIMAN, which also validates the simple truck dispatch rule proposed in this paper. As results of the experiment, we derived a valid simulation structure for the open-pit mining process using Petri nets. It was obtained a behavioral evaluation of the efficiency of the structure according to variations in the probability distribution function.
I. INTRODUCTION
Open pit mining operations involve the extraction of minerals from the earth's surface, as opposed to underground mining. The operations are primarily governed by the truck cycle, in which the ore is loaded by loaders at the extraction site and transported to the crusher for processing. A computationally efficient simulation of the mining model can support experiments involving behavior analysis of the loading and unloading processes, which can guide activities that represent a cost of 50-60% of the total investment in the mining process (evaluated as a complex system due to its dynamic, stochastic and uncertain nature).
There have been many studies that focus on the modeling and simulating open pit mines. Each approach presents a technique with specifics characteristics and limitations.
[1] present a review concerning equipment selection problem for mining. The methods presented use:
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• Linear programming: uses analytic models of mines in order to optimize many aspects such as fleet selection problem [2] , preventive maintenance [3] , and energy consumption in open pit coal mines [4] . This model usually are simple and fast, but it is common to be associate to a number of approximations. More detailed models can be developed, improving accuracy but requiring more generic algorithms to optimize them, such as Genetic Algorithms [5] .
• Queuing Theory: the mining process performance is directly connected to the queuing in bottlenecks, such as loader, crusher and maintenance places. It has been applied to model the system truck-loader [6] in order to select a proper fleet. The models can consider the stochastic system behavior [7] . Using queuing theory, [8] has stated that the truck capacity should be about 5 or 7 times the loader capacity in a process of landscaping.
• Fuzzy Logic: the uncertainties in a mine model can be modeled [9] . • Artificial Neural Networks: used to forecast operational conditions for trucks in a landscaping environment [10] , to forecast load for shovels [11] , or to estimate the reserves in an open pit mine [12] .
• Others approach: several studies with other strands are also presented in the literature, including combinatorial analysis [13] , stochastic analysis [14] , and real-time dispatch optimization [15] . However, those analyses do not focus on experimental design. A generalized approach can be derived through the discrete event simulation, which enables to represent more details in the mine. However this process requires a substantial simulation computational time as perfomed by [16] in a simulation of cooperative transportation and presented by [17] in a modeling and simulation for strategic analysis.
In this context, researchs based in Petri nets have demonstrated relevant tools to simulate detailed transportation systems, vehicular mobility and process simulation [18] - [21] . They have also been applied to model and simulate a coal mine [22] . The authors presented the operational bottlenecks as function of vehicles speed variations.
[23] presents a significant study for the modeling of open pit mines. In this model the author uses fusion techniques; this technique allows specifying a set of identical places that represent a single conceptual place. According to [23] , Petri nets enable the hierarchical and modular decomposition of mining projects, thus reducing the project complexity. Time uncertainties and cost estimates can be modeled using appropriate probability distributions. A general decomposition can take place for large Petri nets [24] , but they may lack of physical meaning for the modules.
Stochastic timed Petri nets (STPN) is a very appropriate technique to model stochastic discrete event systems due to its representation concise (with few building blocks required), modularity, transparency and mathematical fundamentals. Those characteristics enable the STPN to model and simulate a complex and uncertain process as the open pit mine exploration providing: support to the operational management, evaluation of the production processes in a controlled computer environment, reducing of the time and costs associated to tests that would be performed in the operation.
The literature includes studies on the simulation of discrete events, which involves evaluating the number of trucks in operation, and the optimization of ore blend. In addition to this analysis, the studies also evaluated the quality of the simulation responses and the performance of the developed tool. We will also evaluate such concepts in this paper.
The modeling and simulation processes in this paper are developed using stochastic timed Petri nets, which are based on the concept of simulating discrete events as in [25] and [26] .
Specifically, [26] presents a hybrid methodology for handling stochastic systems. This methodology employ a graph based on Petri nets to analyze client/server services. Such a methodology aggregates Max-Plus Algebra with Markov Chain to model the load haulage cycle of an open-pit mine.
Therefore, the present paper focuses on Petri nets as a framework for modeling and simulating stochastic discrete event models.
In this paper, the optimization of ore blending is not performed during the dispatch process as performed by [27] . The papers evaluated the availability of trucks (but not dynamically) as an option in the studies presented by [28] (they presented a dynamic consideration of the availability of trucks).
In terms of statistical analysis, the simulations evaluate the quality of the answers as in [29] . In this paper, evaluation is performed by an exploratory evaluation of the number of samples and the quality of the responses obtained during the simulation process. An analysis is also performed to determine any variation in the behavior of the responses according to variations in the cumulative distribution function (CDF) of operation times. We also validate performance as in [30] , where a computational simulation model was used to validate results based on a dynamic allocation of trucks in open-pit mines.
FIGURE 1. Resources versus Sample
Size. This reading of the optimal number of sample size behavior is not a trivial deduction. Poorly substantiated analysis may lead to excessive resource consumption or insufficient samples. Source: [31] .
While executing the experiments in this paper, we used the simulation concept of discrete events and focused on the sample numbers and the quality of the experiment output. Using this simulation, various experiments can be performed with a much lower operating cost compared to tests under real conditions and materials. The number of samples is an important question in the simulation processes. [31] demonstrated an evaluation of resource consumption versus the number of samples used in surveys, shown in Figure 1 , where sample costs become expensive because of wrong decisions. The optimal number of samples minimizes the total cost of the analysis. Analyzing the number of samples can make the simulation process efficient and effective, which helps guide the operations involved in this type of activity. The main objective of this article is to estimate the expected value J (θ ) (in this case, denoting productivity in tons of ore per hour) by considering the routing of trucks in the simulation process. To realize the experiments, an open pit model is delineated for orientation of the simulation tools.
A. MAIN OBJECTIVE
This research aims at demonstrating a modular structure, based on STPN, for modeling and simulation of the ore extraction process in an open pit mine in Brazil. This objective extends to the introduction of a specialized decomposition/composition rule based on STPN, where each module has a clear physical meaning, to model and simulate an open pit mine, looking forward to explore the consistency, simplicity, and modularity, while attempting to capture the characteristics of the dynamic nature and the intrinsic stochastic nature of the mining environment. The model is specifically decomposed into simple modules of three basic types (i.e. machine, haulage and stop module type) which can be removed and inserted as needed. Through this technique, it is desired to obtain a robust tool for estimating the productivity J of the related ore extraction process.
The productivity J (θ), in tons of ore, can be obtained through a mathematical expectation E, which considers a performance index L that evaluates the activity parameter θ and a distribution function ω of the behavioral activity times of the evaluated process [26] . This relationship is expressed as:
However, the complete productivity process includes a range of n conditions that must be considered, tending to infinite. Therefore, the exact calculation of J (θ ) becomes extremely complex, as can be observed in:
Therefore, based on the concepts of simulation, a finite number of N considerations are instead considered:
whereĴ (θ ) is a random variable. Therefore, for this estimator to be a relevant approximation of J (θ), two conditions must be satisfied. First, the number of samples N must be sufficiently large and the analysis must employ techniques that evaluate the variance ofĴ (θ ). Second, a true random number generator must be used. These considerations must be taken into account because they can directly interfere with the quality of the estimator ofĴ (θ ). This is because of the fact that in practice, the size N of the sample is a function of the available computational resources (for systems with reasonable complexity -e.g. with many entities -the computational time to perform the analysis is considerably onerous). Statistical analyses are necessary for evaluating the quality of the answers presented. It is also necessary to evaluate the performance of the simulator, to ensure efficiency and effectiveness, in simulations involving a low number of executions sufficient for a trustworthy quality response.
B. PRODUCTION PROCESS
Our model is based on an open-pit mining operation, in which ore exploration occurs on the earth's surface. This model includes trucks that transport the collected ore and crushers FIGURE 2. Conceptual modeling highlighting the main features that must be considered. The production process has the fundamental stages of loading (1. Loader), transportation (2., 4. haulage) and unloading (3. Chusher). In addition to these, four other stages are monitored: Fail, Check, Fuel and Shift. The complexity analysis shows the decisions that must be taken during the execution of tasks.
that receive the ore. The mine used for the analysis is a mine in the state of Minas Gerais, Brazil.
The simulation logic relies on the evaluation of the sequence of occurrences described in Figure 2 , which presents the sequences of ore loading and unloading (a summary of the operations [32] ). The simulation includes four possible states: 1. truck is loaded by a loader, 2. truck hauls the load, 3. truck unloads load in crusher, 4. unloaded truck in haulage. The complete scenario in the proposed model considers the following possible events: corrective maintenance (fail), preventive maintenance (check), fuel supply (fuel), and shift change (shift). The sequence of activities is modelled according to the structure of Petri nets and is expressed as a closed production cycle.
The abstraction performed to indicate the analyzed process (seen in Figure 2 ) is a necessary method for solving the problem. This is because of the complexity that is implicit in such a process, where the tendency of infinite possibilities and varying conditions of the process implies an abstraction of the calculation of J (θ ) into an estimation ofĴ (θ ), with delimited abstractions (as seen in 3). Using the referenced model (and the tool set to develop the simulator), it was possible to evaluate scenario hypotheses, enabling the estimation of the productivityĴ (θ) (in tons/h) to be obtained during the loading and unloading processes (with a given confidence interval). For this purpose, we evaluated the availability of equipment, number of simulations, total simulation time and quality of responses.
C. PAPER HIGHLIGHTS
• A simulator based on stochastic timed Petri nets (STPN) a seven times faster convergence than SIMAN.
• A well-founded, scalable and modular structure modeling a real and complex productive process.
• Complex productive operations in open pit mining simulations in confidence greater than 95%.
• Distribution functions not necessarily exponential can be assimilated by the modeling and simulation structure.
• A process for optimizing the number of simulation samples with savings of the STPN-based simulator processing time.
II. PETRI NETS
According to [31] and [33] , graphical representations of a Petri net comprise a graph composed of nodes connected by oriented segments called arcs A. This graph has two types of nodes called places P (circles) and transitions T (bars). Each arc is directed and terminated by an arrow. Arcs link a place p to a transition t or a transition t to a place p and are assigned weight w, which determines the number of tokens to be consumed or assigned to p after the firing of t. The number of places and transitions is finite and not zero. This structure considers the marking x, which generates a quintuple (P, T , A, w, x). Figure 3 presents an example of a Petri net, with places P = {p 1 , p 2 } connected to the transition t 1 , where T = {t 1 }. The link between those places and transition t 1 is indicated by the arcs A = {(p 1 , t 1 ), (t 1 , p 2 )}, which are assigned weights w (p 1 ,t 1 ) = w (t 1 ,p 2 ) = 1. This Petri net has the marking vector x = (1, 0), that is, it has two tokens in p 1 and zero tokens in p 2 . The firing sequence is performed based on a criteria presented by [33] , where a transition t can fire when the resource demand (tokens) is satisfied by the composition of places in P and arcs in A that precede such a transition t. If places preceding t have enough tokens to meet the arc demands, then firing of t is permitted.
The connection between arcs and places (or transitions) is measured through the incidence matrix W = W âĄž + − W − , where its elements are defined by:
Through the association between the incidence matrix W and the marking vector x, the process of updating the state of the Petri net is obtained by:
where k is the state number, e t is a vector with zeros except in the position t, which is unitary, and t is the enabled transition with the earliest firing time. The matrix W + defines the added tokens to each place of P and W − defines the removed tokens from each place of P. This update is simple and provides elegance for Petri nets.
A. TIMED PETRI NETS
Petri nets are constructed by adopting a functioning concept that obeys a temporal issue. This concept allows the transitions t j , where t j ∈ T , can fire with a time delay, or a delay. For this, it should be noted that in the set T of transitions, there exists a distinction between the set of transitions T 0 (immediate firing) and the transitions T D (temporal delays in the firing process called timed transitions, indicated by an empty rectangle), where
There exists a clock structure (or timing structure) associated with the set of timed transitions T D , where
In other words, every transition of T D has a holding time v j,k for firing in the moment k ∈ K [31] , [33] . The timed Petri net is six-fold (P, T , A, w, x, V ), where V = {v j : t j ∈ T D } denotes the clock structure. The state equations of the Petri net will generate firing sequences of the transitions τ j,k , where τ j,k = {τ j,1 , τ j,2 , . . .}, and j = {1, 2, . . . , m}. τ j,k denotes the firing of the transition t j in the k-th time, where k = {1, 2, 3, . . .} [33] . Fig. 4 illustrates a timed Petri net. This analysis is based on the arrangement of the transitions t j ∈ T , where T = {a, s, d} and composed by T 0 = {s} and
According to this structure, it is also necessary to analyze the time in which places p i , where p i ∈ P, receive their tokens. A transition t can fire when the resource demand (tokens) and time requirements are satisfied by the composition of places in P and arcs in A that precede such a transition t, considering the associated time delay [34] .
B. GENERALIZED STOCHASTIC PETRI NETS
The Generalized Stochastic Petri net (GSPNs), are a extended Petri nets, where the firing transitions are based in a probabilistic delay determined by a random variable following an exponential distribution. This kind of structure has a large number members, forming a GSPN family, each one featuring different time specifications. The GSPNs were proposed in the performance evaluation field, focused in the design phase of projects (modelling, which contains simulation models and analytical models) [35] .
According to [35] , the GSPN was introduced in the 1980s as an extension of the basic graphical Petri net, to model a system for performance evaluation. The probabilistic approach may provide sufficient accuracy, while yielding more general results, and it may allow the study of sensitivity to parameter variations.
The basic GSPN model is a member of this family of structure. According to [35] and [33] , a transition t can fire obeying a time delay based in distribution function and is a tuple GSPN=(P, T , A, w, x, ),where:
• P is a set of places, • T is a set of transitions, • A is a set of arcs, • w is a set of weights,
is an array of (possibly marking dependent) firing rates associated with transitions (associated to a exponential distribution). Such as the timed Petri nets, a firing delay is associated with each transition. This firing delay is a random variable with negative exponential pdf in the GSPN case. The parameter of the pdf associated with transition t i is the firing rate associated with t i ; λ i . This firing rate may be markingdependent, so that it should be written λ i (M j ). The average firing delay of transition
GSPN models has an complexity and the possibly very large number of reachable markings is the most critical one.
C. STOCHASTIC TIMED PETRI NETS
Stochastic Timed Petri nets (STPN) are Petri nets in which stochastic (not following necessarily exponential distributions) firing times are associated with transitions. The STPN automatically generates a stochastic process that governs system behavior [36] .
An execution sequence comprises the initial condition for the timed execution of a Petri net P n :
• an initial marking x 0 is the first execution of L(x 0 ), which denotes the times of firing of each transition. The transitions t i and t i+1 correspond to ordered times τ i and τ i+1 , where τ i ≤ τ i+1 ;
• the time intervals between consecutive epochs, where [τ i , τ i+1 ), indicates the periods in which the net awaits temporally to update the marking x (i) ;
• a history of a Petri net up to the k-th time τ k is denoted by Z (k). According those three concepts, [36] describes, in a probabilistic sense, the future behaviour i of a system using the knowledge of the past history v. Therefore, the Petri net recognizes two concepts as references: history of the Petri net up to the k-th firing time and x = x(k) (indicating the firing transition t (k) ). For all k, Z , and x, the following distribution functions can be determined as follows [36] :
where the random variable d f denotes the time that elapses from entering x up to the next transition time. According to [36] , x is known from Z , and there exists the dependence on x. This is the only element that influences the distribution function. Such a distribution must be defined for all transitions t i . The distribution of the time spent in marking x before the next time is expressed as [36] :
where E must represent the enabled transitions in T , considering the marking x. Therefore, using the definition presented it is possible to assume that STPN's can be used in projects involving distributions that are not necessarily exponential as in the design of this paper.
D. OUTPUT DATA ANALYSIS OF SIMULATION PROCESS
Supposing that the data X 1 , X 2 , . . . , X M are used to define a measure of collected ore per hour, where the performance of interest is L(X 1 , . . . , X M ). The performance evaluation of ore collection over M unloading processes can be expressed as [34] :
To collect n sample values for estimating the meanθ, a given number of sampling values n, must be defined to analyze each performance L i in the simulation process as expressed by:
In this case,θ denotes the estimation expressed in (3). The complexity of the process makes it infeasible to obtain the θ presented in equation 1. The primary challenge in estimating steady-state parameters (such asθ in (10)) involves obtaining an infinitely long sequence of data X 1 , X 2 , . . . , because the system becomes more representative of its steady-state behaviour as n increases.
It is reasonable to execute and discard the first part of data collecting, during the simulation process of a finite m. So must be performed and excluded for some r simulations, where r < m. The evaluations must concentrate on the remaining data X r+1 , X r+2 , . . . , X m , which can better approximate the steady state [34] .
This method includes an initial data deletion and warming up process for the simulation. The objective is to eliminate the effect of the transient part of the system's behavior by discarding as few samples (computer power loss) as possible. By assuming an acceptable warming up interval length r and a total simulation run length m, we estimate a steady-state performance measure such as the mean θ of a stationary CDF F(x) based on independent replications. The only difference is that the sample mean obtained from the jth replication is based on equation 10. Therefore, the j-th sample function is now in the form L j = {X r+1 , . . . , X m }, which is usually the sample mean:
where {X r+1,j , . . . , X r+m,j } is the data sequence obtained in the j-th sample.
1) WARMING UP EVALUATION
The process of warming up (symbolized by the excluded cycles r in the equation 11) indicates computational processing costs (associated with the permanent state of simulation). There are several ways of estimating the best value for this process, including: analysis using graphical methods; techniques based on heuristic approaches; statistical methods; initialization bias tests; hybrid methods (graphical or heuristic approaches); statistical process control (SPC) for constructing a control chart according to the batch means method [37] .
In this article, we used a method that would maintain the quality of the analyzed answers, and we aim to ensured that the method incurs the least computational cost to simulate the r ore collects to be discarded.
III. EXPERIMENT DESIGN
The statistical analysis considered sampling conditions such as normality (without anomalies); a sufficiently large sample number for analysis; and independence (based in the Central Limit Theorem). They were based on the following characteristics of the problem: under certain conditions; the arithmetic mean of a sufficiently large number of independent random variable iterations; each with a well-defined finite expected value and finite variance, will be approximately normally distributed, regardless of the underlying distribution [31] . However, as the variance σ 2 n is unknown, we used t-Student and z-tests to estimate the variance, based on a sample value of S 2 x , where:
The distribution t is similar to z, because it is symmetric, with an average value of 0, including dispersion (determined by degrees of freedom, where d = n − 1).
Actually, since we are dealing with a stochastic experiment, in (10) and (11), we have assumed M = m and N = n, where M is a random variable that denotes the number of ore unloading events and N denotes the number of simulation samples (where N ∈ N).
So the purpose of more rigorous experiment is determined by minimizing the average of sampling process of N × M . This is a complex problem, since we are dealing with
s.t.
The model presents constraints as:
• the average unloading processes in (14) ,
• the estimated sample mean in (15),
• the estimated variances ( (16), (17)),
• evaluating the term where the variation is added tô n (18), • interval limits can be evaluated according to (19) ,
• a degree of freedom in (22) . In a ''divide and conquer'' approach consider M = m fixed and Var[θ n ] approximatelly constant. An estimate of the mean µ was obtained based on the simulations that include a response x (in tons of ore per times unit) for each complete cycle. Denoting n as the total number of cycles of simulations performed and L 1 , . . . , L n as the responses of each cycle during the entire course of n simulations, we generate a reference mean µ and estimated a varianceσ 2 . Estimating the sample confidence interval requires calculating the half-width of the confidence interval:
where δ is the half-width of the confidence interval analyzed and t is a normal distribution with a degree of freedom d. For the proposed experiments, a condition derived from (23) was used to estimate n:
where n indicates a sampling of n values of a sample space (as n is integer, it is considered n ), given a δ value that will be assumed during a proposed search process. There is a need to perform independent replications to estimate the confidence interval and ensure that the estimative respects the t-Student distribution. So this problem considers the confidence interval analysis, as described in: (25) which represents the target interval of [θ n ± δθ n ].
Therefore, as the value of n increases, the value of t 2 α/2 (n − 1) decreases.
IV. RESULTS

A. MODULAR STRUCTURE DESIGN
The open pit mine model shown in this paper represents the truck fundamental cycle in the mine, composed by 5 steps: loading, loaded haulage, unloading, unloaded haulage, and stops. For convention, a module always starts in places and ends in transitions, which define the interface between modules. Furthermore, the modules are splitted so that they have physical meaning. In the case of an open pit mine, the model has three fundamental building modules: machine, haulage and stop which are explained next. Those modules are basic and can be inserted and removed as demanded. Furthermore, these modules can increase or decrease in scale according a specific logic.
A machine module can represent a loader, a crusher or a waste pile. It counts the number of trucks that have been served, controls the queue and serving time, as demonstrated in Figure 5 . A token in place p 5 and in place p 1 enables transition t 1 , which fires immediately. Then transition t 2 fires after the serving time has passed. Place p 4 receives a token every time transition t 2 fires, indicating the number of finished services. There is one fundamental block for each pair of truck and machine, so that individual data logs can be properly assembled during simulation. Trucks sharing resources share the machine availability indicator (e.g. p 5 in Figure 5 ). 
FIGURE 6.
A basic haulage module used to route n places (e.g. loaders) to m places (e.g. crushers). Tokens in places p 1 − p n indicate trucks to be routed. Tokens in places p 1,1 − p n,m indicate trucks during haulage. Transitions t 1,1,1 − t n,1,m route the trucks and transitions t 1,2,1 − t n,2,m control the haulage time.
A haulage module represents any route between loaders and crushers or waste piles. It dispatches trucks to the correct destine and individually controls the haulage time for each possible route, as depicted in Figure 6 . This block maps all combinations to go from n to m places, so that the haulage time can be properly measured. The truck dispatch rule is to send trucks to destines with less associated trucks. Despite being simple, this rule leads to results very close VOLUME 7, 2019 to a maximum productivity mining. A column of dummy places and transitions so that the block ends with single connected transitions. The haulage time is indirectly obtained by truck speed and travel distance. This model allows a truck overtaking other trucks in its route.
The stop module represents time between stop events (e.g. maintenances, truck refueling, shift change) and stop duration time. It is composed of a place and a transition, as represented by Figure 7 . The place models a location subject to stops. The transition controls the time between stop events (providing null firing times during this period) and duration time (providing a non null stop time). Without lack of generality, the haulage time to a stop is considered in the stop duration time. Figure 8 shows the full model using the two building blocks to compose the four cycle steps. Note that there is an additional pair of place and transition in the loader to model the maneuver time. Figure 9 shows a complete model containing stop modules (e.g. preventive maintenance, corrective maintenance, refueling, shift change). It shows the importance of a modular approach, where each module still have a physical meaning and they easily scale. 
B. CROSS VALIDATION
For a cross validation of the proposed model, timing measures from a real Brazilian mine were used as reference. This mine has only a model of truck. However, the simulation structure is not limited to a single model of truck. The regression results for normal and Erlang distributions are shown in Tables 1 and 2 , so that mean and standard deviation match measures.
The mine contains a single crusher and m = 7 loaders. Waste piles and mining cycles were neglected. The model and data logs only takes into account the productive time, so that no stops are modeled. All loaders were considered at a distance of d = 2.272m from the crusher. There is also a single type of loader in the mine. The measured mine productivity for n = 15 trucks under these conditions is P = 10, 856ton/h.
The model and simulator were implemented in MATLAB. An implementation in other languages (e.g. C++, Python) is also possible to be accomplished. FIGURE 8. Simulation structure demonstrating two trucks and the presence of the processes: Loading (with two loaders available), transport (haulage between the two loaders and three shredders) and unloading (with three available crushers).
FIGURE 9.
Simulation structure demonstrating one truck and the presence of the processes: Loading (with two loaders available), transport (haulage between the two loaders and three shredders) and unloading (with three available crushers). However, the following processes are also evaluated: Fail, check, fuel and shift change. 
C. SIMULATION
The average mine productivity convergence for 4 days simulation in model time is shown in Figure 10 , with respective error convergence shown in Figure 11 considering the last value as reference. Note that after the first day the relative error is already bellow 1%, and that is does not get much lower than that.
By the central limit theorem, the average productivity over many simulations tends to follow a normal distribution. Figure 12 shows the dispersion obtained for 30 simulations varying the number of trucks from 1 to 20. The higher the number of trucks, the higher productivity and the higher dispersion tendency.
D. COMPARISONS 1) ANALYTIC UPPER BOUND FOR THE BOTTLENECK
An analytical upper bound for productivity in a mine is given by
where is the average truck load, n max is the maximum number of productive trucks, and the average cycle time is given by
where t m is the average loading maneuver time, t is the average loading time, t u is the average unloading time, VOLUME 7, 2019 t h = d/v is the average loaded haulage time, t t = d/v u is the average unloaded haulage time, and the bottleneck time is given by
Using the values from Tables 1 and 2 , the maximum possible productivity for the mine can be achieved by n = 15 trucks and it is valued to P max = 11, 538ton/h. Figure 13 compares this upper bound with the measured productivity for n = 15 trucks and simulated productivity for the number of trucks varying from 1 to 20. The average simulated productivity for n = 20 trucks is 11, 150ton/h, which is about 3.4% less than the maximum productivity and about 2.7% more than the measured productivity. The average simulated productivity for n = 15 trucks is 9, 896ton/h, which is about 14% less than the maximum productivity and about 8.8% less than the measured productivity. The major source of error for these results is the truck dispatch rules: a simple one was proposed and considered in this paper, while real ones consider a whole optimization problem to improve productivity. A second source of discrepancy to the analytical results is the stochastic nature of the simulation. The difference between simulated an measured average productivities stayed bellow 10%, while each simulation took about less than a second to complete.
2) SIMAN
The same model was implemented in SIMAN [38] , [39] . The simulation results are shown in Figure 14 . We can see that simulation results are quite close, within an error of about 0.2%. However the Petri net converged about seven times faster than SIMAN, as shown in Figure 15 . Notice a long warm up time in SIMAN simulation.
E. OPTIMIZING SAMPLING SIZE AND EVALUATION TIME
The first approach evaluates only the load and unload processes (the events fail, check, fuel and shift were not considered) to estimate an efficient sample size. Therefore, we employed a simulator based on Petri nets (Figure 8 occulting the four events mentioned), using the model designed by [40] and [41] , with time delay as a normal distribution. A confidence interval of 95% and a δ value (in %) were proposed to demonstrate variations in the sample size, which can be detrimental to the error assumed. The experiments were performed using the z-tests and t-Student. The result presents a comparison between the values used in the confidence interval and the time savings (statistically reliable).
It was estimated a sample size and analyzed time savings. To obtain the number of samples n in the process to be demonstrated is the execution of the optimization process provided in (14) is executed, minimizing the relation
Before initiating the simulation process, an adaptation of the warming up process was performed with ten preliminary simulations of periods of productivity on 1 day, 1 week, 1 month and 1 year. First, using graphical analysis, it was observed that there exists a maximum variation of 15% in the first 10 ore collections of the 1-day simulation, after which the process exhibits variations of less than 5%.
This effect propagates to other proposed periods. A heuristic rule was used with the following premise: considering X = X i+1 − X i , where i ≥ 0 and i ∈ M . The number of collections r is obtained when X is less than 15%, with r max = 10. Therefore, even with a change in the distribution function used in the simulation, there is no demand for a graphical analysis of each function evaluated. In addition, prior assurance of the quality of the response is presented, where responses already begin with at least 15% stability.
The first simulation sequence was performed for productivity estimation. Ten samples were collected by simulation, considering the estimated average productionθ n (in tons per hour) as a reference and by considering the periods of 1 week, 1 month, 6 months and 1 year. The results are presented in Table 3 (with a confidence interval of 95%). Table 3 demonstrates that theθ n varies less than 2 ton/h (less than 0.5%) with the period increasing. However, the estimated standard deviationσ n decreases during this process. It must be noted that the simulation time exceeded the mark of 96 seconds using the proposed periods, with an almost linear increase in simulation time. An almost constant increase in the simulation processing time can be observed (e.g. 1 week (7 days) to 1 month (30 days): an increasing of 4 times in each period). The time spend in each experiment is considered a very high computational cost. Assuming the experiments demonstrated as a reference to the next analyses, a projection of two days will be considered.
1) NUMBER OF REPLICATIONS
An initial sample value was not determined according to a statistical analysis, and so a set of n simulations were performed, where n ∈ N and N = {100, 500, 1000}. The values in N are relatively high, which ensures security in the initial analysis.
The first analysis criterion of each n was the estimation of the standard deviationσ n and each time T n of execution. A large enough n value must be chosen for representation, which ensures time savings. Table 4 illustrates, in detail, how variations in the number of samples n has a considerable impact on the processing time in T n , with costs increasing proportionally to the increasing number of samples n. However, the estimation of standard deviationσ n was not changed during the process (because of the same period of analysistwo days -opposing the behaviour in Table 3 ). The times of T N = {976.68, 4.78263 × 10 3 , 9.6939 × 10 3 } were obtained (in seconds). The estimated standard deviation, wherê σ N = {5.3711, 4.7618, 4.6857}, which demonstrates that there is no significant difference, however asσ N decreases n increases. The estimated mean production isθ n = 570 tons/h. A saving of n = 100 is notorious: almost 10 times faster than n = 1000, without significant loss in the quality of the response. It has been noted that, as in Table 3 , the time increase is almost linear and proportional to increases in n (e.g. by increasing n from 100 to 500 -an increment of five times -the processing time increased practically 5 times, as in the case of the simulations with the periods presented in Table 3 ). Therefore, based on such results, the reference value n for other calculations was n = 100. The following experiments seek to further optimize this value.
2) SAMPLE SIZE SAVINGS
A n = 100 samples were used to estimate the standard deviationσ x (considering a normal distribution). A comparative analysis was performed between the confidence level variations δ of the sample numbers proposed as ideal for the experiments. This comparison and its results are demonstrated in Figure 16 . In a variation of δ (ranging from 0 to 1.5%), the number of samples recommended was 11 (δ = 0.5%). The number decays as δ increases (achieving 2 samples in δ = 1.5%). The value n ≥ 2 was maintained so that at least 1 degree of freedom is achieved.
3) TIME SIMULATION SAVINGS Figure 16 illustrates variations in the execution time of the simulation process by considering the variation in δ (presented in obtaining n). The simulation time decreases by approximately 800 seconds when δ = 0.5%.
The simulation time falls drastically as the interval increases. In δ = 1% (the second analysis) the simulation time is approximately 28.37 seconds. In δ = 1.5%, the simulation time is approximately 18.79 seconds. Assuming the execution time of the simulation as n = 100 (976.68 sec.), the savings range from approximately 89.45% (δ = 0.5%) to 98.07% (δ = 1.5%). 
4) DISTRIBUTION FUNCTION EVALUATION
The structure was tested using a exponential distribution function. This process is based on the fact that exponential, uniform, and Erlang distribution are simple to generate and can be used to approximate more complex distributions. The time distributions were obtained based on a priori by assuming as references the operating times of the open pit mine activities analyzed and the distribution function evaluated.
First, with a degree of freedom d = 1 (n = 2). The exponential functions averaged inθ n = 548.73 tons/hour (4.2% less than the normal distribution -no significant difference was obtained) and a time simulation of 18.2912 seconds.
For comparison with a deterministic function, a value of θ n = 572.24 tons/hour was obtained with a simulation time of 5.75 seconds for the two samples, which results in a difference of only 0.35% compared to the reference experiment (θ n = 570). In an analysis of the coefficient of variance cv (where cv = σ/µ), which varies between 0 < cv ≤ 1, by assuming the value obtained in the exponential function as a reference, cv exp = 1, the constant distribution cv const = 0.0099 and normal distribution with cv norm = 0.0138 (approximately constant).
F. COMPLETE SCENARIO SIMULATION
Firstly, a simulation structure based on Petri nets is presented in Figure 9 , which was designed according to [40] and [41] specifications, where we have a number of trucks n t = 1, with the number of loaders n l = 2 and the number of crushers n c = 3. During the simulation, n c and n l were kept constant. The places p 33 , p 34 and p 35 in figure 9 denote the available crushers, p 9 and p 10 represents the available loaders. Such a structure was used when the experiments were performed. This study contemplates the complete process described in Figure 9 , where preventive maintenances (check), corrective maintenances (fail), truck refueling (fuel) and shift (shift-change -may occur between operators) were considered.
The time delay is modeled by some probability distribution functions (constant, exponential, uniform and Erlang). Additional questions have been presented in this research, including processing time and confidence interval. The confidence intervals are analyzed, besides a presentation of bottleneck scenarios and evaluations pertinent to the events.
During the experiments, it was stipulated that the number n would be n = 10, where the degree of freedom d = 9. The degree of confidence remains at 95%. For productivity analysis, it was assumed a period of two days. The number of trucks n t was also varied in n t ∈ {1, 2 . . . , 10} during the process. Variations in the number of trucks implies variations in the presented structure.
FIGURE 17.
A productivity analysis based on the variation of distribution function. The productivity variation is shown by the number of trucks in the process.
1) EXPERIMENT I -PRODUCTION VERSUS NUMBER OF TRUCKS
Productivity variations according to an n t evaluation are presented in Figure 17 . Five effects can be observed. First, during the variation of n t , the constant function remained approximately constant until n t = 6. We then observe the beginning of a decrease in output that accentuates up to n t = 10. The exponential function already exhibits a noticeable decrease in productivity from n t = 2, which decays to the last option of n t . The behavior of the uniform function accompanies what was presented by the exponential function, with the only difference that includes a variation of results that is less abrupt than the second function. It must be noted that the estimated productivityθ n presented in this analysis exhibits decreased productivity considering the full scenario, but not more than 5%.
The second effect was the simulation time variation according to the number of available trucks n t .
The third is a bottleneck effect in processing time and in production. This problem is due to unavailability of loaders and crushers that should attend a truck in the process of loading and unloading the ore.
The fourth effect was the increasing simulation time and the decreased production, due to the simulation of fail, shift, fuel, and check events.
The fifth effect was the production variation in each n− simulated sample (for each n t ). In the constant and uniform functions, we observe variations with little distortion (less than 5%) in relation to the averageθ n t that each set of n samples present for each option of n t . The exponential function (as Erlang) exhibits a variation of approximately 15% per sample in relation toθ n t (remembering that the comparison is performed between samples with the same option of n t ). Despite this internal variation of samples n, the exponential function can maintain a meanθ n , which is similar to those that are presented by the function constant. This effect demonstrates that despite of less strict behavior, the exponential function presents average values ofθ n that is consistent with the other functions.
2) EXPERIMENT II -EVALUATING THE DISTRIBUTION FUNCTION INFLUENCE
This analysis individually considers each of the routines and subroutines that are implemented in the simulator. The analyzed simulator exhibits great robustness and several checkings of values and consistencies. However, these routines can interpose with simulation time. As shown in Figure 18 , the constant function is the fastest in terms of simulation time, followed by the exponential function and then the uniform function. However, the justification for this fact lies in the conferences and dynamic elements that the simulator presents to verify the functions, configuring information associated with the verification of consistencies directed to the simulator. An experiment was performed to demonstrate this evaluation, in this case, using 10 trucks, 3 crushers and 2 loaders. The total simulation time of an uniform distribution is 1.645 seconds. The inverse function of the uniform CDF exhibits a simulation time of 0.134 seconds. The remaining times denote conferences and dynamic elements of the implemented class, with error and inconsistency checks.
The exponential distribution exhibits has a total simulation time of 1.525 seconds (faster than the uniform). The function (the inverse function of the exponential CDF) exhibits a simulation time of 0.186 seconds (confirming the fact that the analysis in uniform distribution is faster than that of the exponential distribution). A sample with the same parameters was used in the constant function. The delay function exhibits time spent of 0.107 seconds. Therefore, the simulation times presented in the experiments, when considering only the generating function (structures without the overhead), are 0.107 (constant), 0.134 (uniform) and 0.186 (exponential).
A robust framework of the complete scenario may exhibit variations in processing time due to information from headers and possible increases of states passed during the simulation.
V. CONCLUSION
During the simulation process it was possible to visualize the capacity of stochastic Petri nets to assimilate the analyzed process. The structure was capable of denoting the activities, availability of resources, and the structure enables the designer to insert the behavioral demonstration of events, even if such events obey different probability distributions (normal, uniform, exponential or constant).
It was also possible to demonstrate statistically wellfounded methodologies that guarantee the efficiency of the developed simulator. With an optimal number of simulation samples, it was possible to satisfy the response quality needs by comparing to measured results that come from a real open pit mine in operation. There is considerable positive impact of the computational time reduction (simulation time savings ranging from 900 to 6000 seconds according to the analyzed period), without performance loss, where the quality of the responses was preserved and the optimization of the simulation system was achieved.
The research provided expectations for future work, such as the development of heuristics that can optimize the dispatch process during the simulation. Usually the dispatch process optimization aims at maximizing the productivity or achieving a blend target. In this process, we could analyze equipment positioning strategies and its impacts on productivity.
