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Abstract 
Metalliferous surface mining operations have traditionally used large off-highway trucks as 
the major bulk material movement for both waste and valuable material. However, due to 
mines becoming larger and deeper, declining grades, shortages of labour and large off-
highway tyres, higher diesel fuel costs, and concerns about greenhouse gas emissions, 
there has been growing interest in Fully Mobile In-Pit Crushing and Conveying (FMIPCC) 
systems. FMIPCC systems are characterised by the loading unit dumping straight into a 
crusher, which in turn discharges on to the bulk haulage conveyor system. These systems 
offer an alternative to truck haulage that overcome many of the issues. Due to the use of 
conveyors in the pit, these systems require a regularly flat pit floor and a straight pit wall to 
run the pit exit conveyor along. These additional requirements affect the pit shape and pit 
design, both of which can be traced back to the Ultimate Pit Limit (UPL) determination 
process that is completed during various stages of feasibility studies. 
For traditional truck haulage systems there are mathematically rigorous methods available 
to determine the UPL of a deposit, however, they only include the constraint of safe wall 
angles. There is no available UPL determination method that includes the additional 
requirements of FMIPCC systems. The aim of this thesis was to develop an algorithm to 
determine UPLs which include the additional constraints of FMIPCC on pit shape. The 
developed algorithm operates as an extension to the existing mathematically rigorous 
network flow solution, using the principles of convex hulls and arbitrarily oriented bounding 
boxes to determine the orientation and location of the straight conveyor wall. 
Verification of the algorithm is included to show that the implementation is correct, and that 
it achieves what it is designed to do. The developed algorithm is used in a case study on a 
scaled model of real block model data to show it in use. This case study also allows 
comparison of UPLs and associated economic parameters. Results from the verification and 
case study show that the developed algorithm is able to successfully determine the UPL of 
a deposit that includes the additional constraints of FMIPCC systems.  
The development of this UPL determination algorithm that includes the additional 
requirements of FMIPCC systems advances the ability for industry to optimise and design a 
mine using an FMIPCC system. With this advancement, the opportunity to operate using a 
more economic and environmentally friendly mining system is presented, with the potential 
to shape the future of surface mining operations.
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1. INTRODUCTION 
1.1. BACKGROUND 
Material transport in open pit hard rock mines is the combination of tasks required to move excavated 
material from the working face to either a processing plant, stockpile, or waste rock dump. 
Traditionally, this is accomplished with the use of a variety of excavating machines, and fleets of 
large off-highway dump trucks. This method of material transfer offers many advantages with regards 
to the mining process. They provide flexibility in terms of the pit geometry and fluctuations of 
production rate, and being a discrete system of independent operating units, they offer high reliability 
and redundancy options, as if one truck breaks down, the rest of the fleet is still able to operate.  
Over the past 15 years however, there has been an increase in interest towards other material 
movement options. This interest is being driven by a number of factors that point towards a move 
away from tuck haulage, these include: 
 Larger, deeper open pit mines requiring larger truck fleet numbers; 
 A shortage of large off-highway tyre shortages; 
 High diesel fuel costs; 
 Labour shortages; 
 Depletion of high grade, shallow deposits; 
 Legislation aimed at reducing carbon emissions; and, 
 Environmental considerations regarding dust emissions and water consumption. 
The decision of which method of haulage to use is made during the early stages of a mines planning 
and development, usually in the pre-feasibility study stage. The main goal of the mine planning 
process, is to define a schedule that states when and where mining should be done over the mine life, 
taking into account all technical, infrastructural, and financial elements. The entire prefeasibility 
study process is iterative by nature, in order to converge on an optimal design, though the typical 
order of processes followed is: 
1. Prospecting and Exploration; 
2. Deposit Modelling; 
3. Ultimate Pit Limit (UPL) Determination; 
4. Pit and Mine Design, Layout, and Scheduling; and, 
5. Financial Technical Modelling. 
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This thesis is concerned with the UPL determination step of the mine planning and design process. 
This stage is where rudimentary requirements and constraints on pit shape, such as safe pit wall angles 
and mining width, are imposed on the mine. Traditional Truck and Shovel (TS) mines and Fully 
Mobile In-Pit Crushing and Conveying (FMIPCC) mines have different requirements for pit design, 
especially in reference to pit geometry. As these additional requirements for FMIPCC systems impact 
the pit shape, which is heavily influenced by the UPL; mine planning for sites that wish to use or 
investigate the use of an FMIPCC system need to be able to accurately calculate the UPL of the 
deposit with these additional constraints included. Currently, no such method exists. 
1.2. PROBLEM STATEMENT 
This study addresses the absence of a method to accurately determine the UPL for use with a FMIPCC 
system through the development of a new algorithm. 
1.3. AIMS AND OBJECTIVES 
The aim of this research project was to develop a UPL determination algorithm for use with FMIPCC 
systems. The stages to achieve this aim were broken down into the following objectives: 
1. In depth review of relevant mine planning processes to highlight key differences between 
traditional UPL determination and FMIPCC determination; 
2. Research and review potential methods of advancing UPL algorithms; 
3. Theoretical development of UPL algorithms that incorporate the additional requirements of 
FMIPCC; 
4. Critical analysis of potential algorithms to identify strongest base for future work. 
5. Development of an algorithm to a functional proof of concept state for use on a modern 
computer; and, 
6. Testing and validation of algorithm. 
1.4. SCOPE 
This research project was focussed on algorithm development that will enable the UPL determination 
for metalliferous deposits where the use of a FMIPCC system may be considered. As such, the 
important results are those of the algorithm running and providing outputs that meet the additional 
requirements of FMIPCC systems; any numerical results are secondary and only serve as an 
investigation into FMIPCC’s viability. UPL determination is a component of long term strategic mine 
planning, frequently used in pre-feasibility or scoping level studies. As such, operational requirements 
(such as blasting practices, sources of power, and weather conditions) of a mine are considered to be 
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out of scope. Exceptions to this are made for the operational requirements of FMIPCC systems that 
will impact on the UPL, such as pit exit strategies, technical constraints on mining, and geotechnical 
constraints. All algorithms proposed, developed or coded have had their process presented and 
discussed. No coding has been discussed as it is only used as a tool to test the algorithms. As such 
this work should be examined as the development of a new UPL method within mining engineering, 
and not as one of computer science. 
1.5. THESIS OUTLINE 
Following the introduction, chapter 2 provides a comprehensive review of IPCC systems and their 
applicability. Topics discussed include: justifications for their use, the equipment used and different 
system, environmental and financial factors, and differences in the mine planning process. This 
chapter includes the identification of additional requirements of FMIPCC pits that are required to be 
included in the UPL determination method. 
Chapter 3 reviews and discusses the mine planning process, focussing on existing UPL determination 
methods, including both mathematically rigorous, and heuristic solutions. The advantages and 
shortcomings of each are highlighted in order to identify appropriate algorithms for future use. The 
differences in mine planning for FMIPCC systems, and the additional requirements imposed on pit 
shape are discussed. 
Chapter 4 briefly discusses methods previously used or developed to determine UPLs for FMIPCC 
systems. Following this, potential development options for this research are presented and discussed, 
concluding with identification of the adopted method. 
Chapter 5 presents the developed algorithm. This is done by first detailing sub-methods that are used 
frequently, followed by the major process flow of the whole algorithm. 
Chapter 6 presents the verification of the algorithm. This is to show that the algorithms 
implementation is correct, and that it achieves what it is designed to do. This is completed using two 
small block models with known solutions to highlight different aspects of the algorithm. 
Chapter 7 uses the developed algorithm in a small case study to show its application, and success in 
determining UPLs for a model with orientations that are non-trivial. This case study also includes the 
scheduling of each pit to identify the mine plan which presents the highest value opportunity. 
Chapter 8 summarises the major finding of the research, outlining the opportunity presented by the 
development of this algorithm, and discusses future research related to this work. 
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2. IN-PIT CRUSHING AND CONVEYING 
2.1. INTRODUCTION 
IPCC systems have been evident within the mining industry for many decades, first appearing in 
Germany in 1956. They were first implemented to transport material out of a limestone quarry which 
had untrafficable floor conditions for a truck and shovel operation (Koehler, 2003). In the current 
economic and political climate, high diesel prices, shortages of tyres for large off-highway trucks and 
labour, and high carbon emissions have reduced the attractiveness of a truck and shovel operation. 
While these factors are a limitation to the use of a truck and shovel system, they can also be seen as 
an opportunity to exploit an IPCC system for its reduced operating costs, severely reduced labour 
requirements, minimal reliance on large tyres for off-highway trucks, and decreased carbon emissions 
(McCarthy, 2011). 
2.2. JUSTIFICATIONS FOR IPCC USE 
McCarthy (2011) suggests that in order for any IPCC system be justified, a few key requirements 
need to be considered. The most fundamental of these is that mine life will be greater than 10 years, 
this is due to IPCC systems being capital intensive, and needing a decent life of operation to fully 
realise the benefit of the lower operating costs. These lower operating costs stem from two area’s. 
The first being that they have lower labour costs from both operational and maintenance perspectives, 
and the second being IPCC’s non-reliance on tyres and diesel fuel, but rather on electricity, therefor 
unit electricity prices ($/kWh) should be lower than 25% of unit diesel prices ($/L). 
The next requirements that justify the use of IPCC is the amount and type of material to be moved. 
In order for IPCC to be appropriate, material movement rates should be above 10 Mtpa (preferably 
closer to 25 Mtpa), and consist of similar material types with relatively low ultimate compressive 
strengths. These factors ensure proper utilisation and efficiency of the crushing unit(s) used. 
Several other factors are suggested as opportunities to utilise an IPCC system. These include 
situations where waste development is constrained, labour availability being limited, strict 
environmental constraints are in place, and if the site is a greenfield operation. As IPCC systems do 
not travel on the waste dumps like trucks in a conventional system, it can be used to build waste 
facilities where there is limited access as the waste spreaders can have large horizontal and vertical 
reach. 
According to McCarthy (2013), in a conventional truck haulage system each truck requires up to 
seven people to operate and maintain it. Where labour availability is limited, IPCC offers an 
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opportunity through its significantly lower manning requirements, in some cases, as low as one 
operator for each system component (crusher, conveyor, spreader/stacker), with minimal 
maintenance staff (Turnbull, 2011). 
For sites which have strict environmental constraints imposed on them (including greenhouse gasses, 
dust emission, and water consumption), IPCC provides an opportunity to reduce the mines impact. 
Due to the use of electric powered conveyors, IPCC systems offer significant reductions in 
greenhouse gasses compared to conventional truck haulage. Due to the lower number of trucks used 
in the systems, they also have less dust emissions (associated to trucks travelling along haul roads), 
and less water consumption (associated to haul road maintenance) If a site is a greenfield site, the 
implementation of an IPCC system is considerably simpler as the entire mine can be designed around 
its use, instead of attempting to fit a system into an existing pit. 
2.3. IPCC SYSTEM COMPONENTS 
2.3.1. Feed System 
The feed system of IPCC systems is composed of a loading unit and a crushing unit. The loading 
equipment used is selected based on the production capacity required, suitability to bench operations, 
and material characteristics. Loading equipment options used in IPCC operations include: Electric 
rope shovels; Hydraulic excavators (both face shovel and backhoe configurations); Front-end loaders; 
and, Dozer push. This equipment is then paired with crushing equipment that selected based on the 
throughput required, material characteristics, and the mobility required. Figure 2.1 shows the types 
of crushers available, and their throughput as a function of rock strength. 
 
Figure 2.1: Crusher throughput vs. rock strength (Turnbull and Cooper, 2009). 
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The loading units can load the crushing unit directly, or load trucks which act as an intermediary 
between them and the crusher. This is the basis for how an IPCC system is classified, as presented in 
Section 2.4. 
2.3.2. Conveyors 
Broadly speaking there are four types of conveyor belts used in bulk material movements. These are 
pouch conveyors, pipe conveyors, belt conveyors, and portable conveyors. There are also additional 
pieces of specialised equipment used in place of, or alongside conveyors to achieve specific tasks. 
2.3.2.1. Belt Conveyors 
Belt conveyors consist of a single belt that is run along either a flat or troughed set of rollers, generally 
speaking, shiftable troughed belt conveyors are used to move loose material such as that experienced 
in mining operations as they add a defence against material rolling off the surface (Figure 2.2). As 
these systems are not enclosed, and hence offer no additional compressive forces on the material, 
they are limited to operating on angles of inclination up to 18o. In addition to this, their ability to 
traverse horizontal curves is also limited, although not impossible. By tilting the rollers to the outside 
of the curve, and utilising exact tensioning of the belt, it is possible for troughed conveyors to traverse 
horizontal curves. Alspaugh (2004) presented some typical capacities of troughed conveyors that 
navigate horizontal curves, one of these is in a slow advance tunnelling application which has a belt 
width of 1000 mm, a capacity of 1,500 t/h, and has a radius of curvature as small as 260 m, however, 
in order to achieve capacities large enough for mining applications, belt widths must be increased. 
With this increase in belt width, radiuses of curvature must also increase to maintain tension through 
corners. One mining application presented by Alspaugh (2004) that had a capacity of 6,000 t/h with 
a belt width of 1800 mm has a horizontal curve with a 3,000 m radius. If used in a straight line, 
troughed conveyors have been able to reach capacities of up to 12,000 t/h in mining applications 
(Sandvik, 2008). 
 
Figure 2.2: Shiftable Belt Conveyor. 
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2.3.2.2. Pouch Conveyors 
Pouch conveyors consist of a belt hanging beneath a supporting structure, with both sides attached at 
the top, forming a closed pouch for both the forward and return journeys (Figure 2.3). The closure 
provides an almost entirely dust free systems. Systems are capable of operating on angles of 
inclination up to 30o depending on material characteristics, with horizontal curves achieving small 
radii between eight to sixteen metres. Pouch conveyors to date have only been able to achieve 
capacities of 432 t/h operating at 3 m/sec (Enclosed Bulk Systems, n.d). 
 
Figure 2.3: Pouch Conveyor (Enclosed Bulk System, n.d.). 
2.3.2.3. Pipe Conveyors 
Pipe conveyors consist of a single belt that is wrapped around the material being transported to form 
a closed cylindrical conveyor. As pipe conveyors are also an enclosed system, they too operate as an 
almost entirely dust free system (Figure 2.4). Systems are capable of operating on angles of 
inclination up to 30o depending on material characteristics, with horizontal curves achieving a 
minimum turning radius of 45 metres (JCHI, 2013). The largest capacity pipe conveyors to date that 
this author has found has been able to achieve capacities of 3000 t/h operating at 5.41 m/s (ContiTech, 
2014). 
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Figure 2.4: Pipe Conveyor closing after loading point (Left), pipe conveyer during operation (Right) (ContiTech, 2014). 
2.3.2.4. Portable Conveyors 
Portable conveyors (Figure 2.5), often referred to as grasshoppers or piggyback conveyors, are shorter 
segments of inclined conveyors that are linked together in chains. This series connection of them 
allows for the turning of corners with conveyor belts, with the transfer between segments being the 
flexible point. These conveyors have maximum capacities of 3,000 t/h (Ritter, 2016). 
 
Figure 2.5: Portable conveyor (Metso, 2019) 
2.3.2.5. Specialised Conveyor Equipment 
There are three basic pieces of specialised equipment used in conjunction with conveyors, these are 
bridge conveyors, tripper cars, and hopper cars. Bridge conveyors are a group of conveyors that allow 
the conveying of material between benches, or other vertical distances without the construction of a 
ramp. This group of conveyors includes mobile bridge conveyors and belt wagons. Mobile bridge 
conveyors have tracks at each end, allowing them to move independently. They are typically used to 
link the mining bench with the bench conveyor located one bench up (Figure 2.6). Belt wagons 
typically have two conveyor booms that able to slew independently from each other, and one set of 
tracks underneath (Figure 2.7). This combination offers them great flexibility in terms of bridging 
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distance and direction. Due to this, they are often found linking the feed system, or crusher output to 
the conveyor system, as this distance and direction frequently changes. 
 
Figure 2.6: Mobile bridge conveyor (Morrison and Lourel, 2009). 
 
Figure 2.7: Belt wagon (Thyssenkrupp, 2018). 
Tripper cars are used in order to get material off a conveyor belt anywhere along its length. This is 
achieved through the use of a pair of pulleys that make the conveyor form a ‘Z’ shape, allowing 
material to be relocated to another conveyor. Tripper cars are generally used to feed material to the 
discharge system. Hopper cars are used anywhere that material is being loaded onto a conveyor belt. 
They include additional conveyor idlers to provide support to the conveyor belt that is being loaded, 
and as the name suggests, a hopper shape to guide material to the conveyor. 
2.3.2.6. Conveyor Use 
Conveyors which are used along mining benches in an IPCC pit are called bench conveyors. It is 
these conveyors that material is initially loaded on to. At the end of the mining benches, there is a 
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trunk conveyor. The trunk conveyor receives material from the bench conveyors and hauls it to the 
pit exit location. At this location, the material is transferred to the ramp conveyor, which hauls the 
material out of the pit. Figure 2.8 shows these three conveyors in a simple set up. Once out of the pit, 
material is conveyed on overland conveyors to its destination. Depending on the system, various 
combinations of these conveyors are used. 
 
Figure 2.8: Conveyor identification. 
2.3.3. Discharge Systems 
The last component in any IPCC system is the discharge equipment, which acts to continuously 
unload material from the conveyor network into the appropriate locations. Discharge equipment is 
classified by the type of material that it handles: spreaders are used to discharge waste material onto 
waste dumps, and stackers or stacker/reclaimers are used to discharge valuable material into 
stockpiles or heap leach pads. 
2.4. IPCC SYSTEMS 
IPCC systems are widely accepted to be divided into three different categories, with each variation 
having its own set of advantages and disadvantages for specific operating conditions and deposit type. 
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The three categories are a fixed systems, semi mobile systems and a fully mobile systems (Londono, 
Knights and Kizil, 2012). 
2.4.1. Fixed IPCC 
A fixed system is characterised by having the crushing unit located at a set location for extended 
periods of time, this is usually around the lip of the pit as shown in Figure 2.9 a), though it can be 
located at any depth. Conventional truck and shovel haulage is used to move material from the pit 
into a hopper that feeds the crushing unit. Once the material has been crushed, it is passed out onto 
overland conveyors to be transported to its destination. Fixed systems have their best application in 
deep, pre-existing pits with low vertical advance rates, where a single crusher location can service 
the operation for an extended period of time, usually greater than five years. 
2.4.2. Semi Mobile IPCC 
Semi mobile systems are similar to a fixed system in that the crusher remains in one location for a 
period of time, and a conventional truck and shovel system is required to deliver material to the 
crusher. However, the time that crushers remain in place are shorter, at which stage they are relocated 
closer to the mining face. Due to these relocations, it maintains short haul cycles for trucks, whilst 
maximising the amount of conveying that can be reasonably used. Abbaspour et al. (in press) states 
that the location of the crusher, and the frequency of crusher relocations is dependent on the cost of 
running the truck fleet (diesel cost), the cost of running the conveyors (electricity cost), and the haul 
distance of each haulage method. Due to this there is no one optimum location for the crusher, rather, 
this must be optimised during the mine planning process. Figure 2.9 b) shows a semi mobile system 
with the crusher located half way down the pit. Semi mobile IPCC systems use both ramp conveyors 
and overland conveyors to transport material. 
2.4.3. Fully Mobile IPCC 
Fully mobile systems remove the need for trucks completely during steady state operation, though 
they are still used during development of new benches, and in waste dump pad construction and other 
ancillary works. They are characterised by the loading unit dumping directly into the hopper of a 
mobile crushing unit that follows it around. Once crushed, the material is passed onto the conveying 
system to transport it out of the pit. These systems are severely limited in terms of flexibility, but are 
attractive solutions where there are long haul lengths. Figure 2.9 c) shows a fully mobile system, with 
in pit conveyors, and the pit exit conveyor extending up one pit wall. 
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Figure 2.9: Example IPCC systems with conveyors (blue), and crushers (black), a) Fixed, b) Semi Mobile, c) Fully 
Mobile 
2.4.4. Applicability of IPCC Systems 
Of the three systems, semi mobile set-ups are the most flexible, and readily adaptable to existing 
operations due to the continued use of trucks for some hauling, and the ability to install the crusher 
at a suitable location. A fixed set up is the best application in existing deep open pits where costs and 
complications of installing conveyors would outweigh the benefits. As both of these systems still 
utilise trucks, only the required mining width constraints linked to this are needed, meaning that pits 
can still maintain a basic resemblance to an inverted cone, with a slight modification for the pit exit 
conveyor of semi-mobile systems. 
Fully mobile implementations are best suited to greenfield operations due to the nature of the system. 
For many decades, the flexibility of a truck and shovel operation has allowed for the mining system 
to be suited to the pit design. However, as FMIPCC is significantly less flexible, the reverse must be 
adopted, i.e. the mine and pit design must be made with FMIPCC’s specific constraints in mind. 
2.5. POWER CONSUMPTION, ENVIRONMENTAL ASPECTS AND SAFETY 
When comparing traditional truck haulage and conveyor haulage, there are several distinct differences 
when it comes to power consumption and energy efficiency. Firstly, there is a significant difference 
in the total mass of what must be moved for each form of haulage. Traditional truck haulage requires 
the weight of the material, the weight of the truck, and the weight of all on board fuel and engines to 
be moved. This is significantly different to conveyor haulage under which only the conveyor belt and 
the material being handled are moving, as the supporting structures and drive systems are stationary. 
Linked to the same stream of thought is that while the distances that traditional truck haulage can 
operate on are not limited, there is an equidistant empty return journey for each truck, whereas the 
empty conveyor is passively returned under the power of the loaded conveyor hauling material. These 
factors cause a large difference in total consumed power, equating to between US$0.18/t to US$0.82/t 
decreased operating cost for an IPCC system (Turnbull, 2011). 
a) b) c) 
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A second, and more obvious difference is the way in which power is provided. For trucks, diesel is 
typically the primary source of fuel used to power the engines. This burning of diesel directly 
produces CO2 emissions on site. Power for a conveyor system is drawn from electricity, with each 
component of an FMIPCC system being electrical, there will most likely be a noticeable increase in 
electricity consumption on site. This increase in electrical consumption however does not necessarily 
lead to increased carbon emissions. Overall carbon emissions of IPCC systems can be reduced by up 
to 50% when power is generated by hydro-electric power stations, and by 30% to 40% when 
generated by gas or coal fired power stations (Turnbull and Cooper, 2009). Due to the decreased use 
of trucks when using an IPCC system, there is also a 25% to 30% reduction in ancillary equipment 
required, further decreasing the power consumption and carbon emissions of an operation 
(International Mining, 2009). 
The New South Wales Office of Environment and Heritage commissioned a benchmarking study into 
dust minimisation (Katestone Environmental, 2011). This study found that dust emissions could be 
reduced by up to 20% by converting 50% of haul roads into conveyor lines. With further conversion 
of haul roads into conveyor lines within an FMIPCC system, further reductions may be possible. 
Zimmermann and Kruse (2006) included a case study that reported that the removal of haul trucks 
reduced both noise and dust pollution. This leads to a quieter operation, with greater visibility. This 
further reduces the chance of collision as remaining vehicles operator’s vision is less impaired. This 
reduction in noise and dust also leads to increases of safety at the operation. 
With a reduced number of mobile heavy machinery on-site when using an IPCC system, there is a 
significant increase in safety through the removal of significant sources of lost time injuries (LTIs). 
The Queensland Government (2018) reports that between 1st July 2014 and 30th June 2017, there was 
367 LTIs in surface coal mines and 117 LTIs in surface metalliferous mines. Of the 367 LTIs in the 
surface coal sector, 47 (12.81%) are due to interaction with machinery used in traditional haulage 
methods (e.g. rear dump trucks, belly dump trucks, and vehicles used to maintain haul roads), while 
only 2 (0.55%) are due to the use of machinery used in IPCC haulage systems (e.g. conveyors and 
conveyors. Of the 117 LTIs in the surface metalliferous sector, 18 (15.39%) are due to interaction 
with machinery used in traditional haulage methods (e.g. rear dump trucks, belly dump trucks, and 
vehicles used to maintain haul roads), while only 5 (4.27%) are due to the use of machinery used in 
IPCC haulage systems (e.g. conveyors and conveyors). 
2.6. FINANCIAL IMPLICATIONS 
When utilising traditional truck haulage, the capital expenses of purchasing trucks can often be spread 
across multiple early years of the mine life as production ramps up, and more trucks are required. 
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This frequently results in some of this initial capital expenditure (CAPEX) to be offset by income 
from the mine being in production. However, when an FMIPCC system is in use, the entire system 
must be purchased up front. This generally leads to a more significant initial CAPEX when compared 
with truck haulage (Mohammadi, Hashemi and Moosakazemi, 2011). Although FMIPCC systems 
typically have a higher CAPEX, this is generally offset by having significantly lower operating 
expenses (OPEX). Oberrauner (2013) presents typical OPEX costs of using an IPCC system from 
multiple studies undertaken by Sandvik. These figures show that is costs approximately US$0.25/t to 
crush material, US$0.15/t to convey material, and US$0.15/t to spread material, a total of US$0.55/t 
to haul material once it has been blasted and mined. Comparing this to the average figure of US$1.55/t 
in order to truck material shows that a significant saving can be made if an IPCC system is utilised. 
Turnbull (2011) also presented figures from various studies completed comparing IPCC to trucking. 
Figure 2.10 shows the differences in cost from trucking to IPCC. It can be seen that while the initial 
(year -2) CAPEX difference is negative (implying that IPCC had a higher initial CAPEX), the 
difference quickly swings in IPCC’s favour as the mine progresses. This results in IPCC costing less 
capital over the life of mine. The difference in OPEX is in IPCC’s favour from year -2, and throughout 
the mine life, confirming the potential OPEX savings presented by Oberrauner (2013), Mohammadi, 
Hashemi and Moosakazemi (2011), and Turnbull (2011). Though IPCC systems typically require 
higher initial CAPEX, this is recovered through the savings generated by the significantly lower 
operating costs 
 
Figure 2.10: Financial differences of case study (Turnbull, 2011) 
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3. OPEN PIT MINE PLANNING 
3.1. INTRODUCTION 
Mine planning is the overarching process that is responsible for the assessment and design of mining 
operations that are safe, economically viable, environmentally sound, socially acceptable, and 
sustainable. This occurs through each level of mine planning, from strategic life of mine planning, to 
daily operational scheduling. The work being completed in this study is situated within the strategic 
mine planning processes. 
The strategic mine planning process typically has one primary aim, maximising the value that can be 
realised from the exploitation of a mineral resource, and is an iterative process. Several major areas 
make up the process flow of strategic mine planning, these are: prospecting and exploration; deposit 
modelling; UPL determination; pit and mine design, layout, and scheduling; and, financial technical 
modelling. 
3.1.1. Prospecting and Exploration 
These are the fundamental steps that each mine must go through. Prospecting is the process of 
searching for geological abnormalities that have potential to be a mineral deposit. Exploration is the 
activity of investigation of an identified prospect to determine its size, shape, grade and potential 
economic value. Without these steps, no mineralisation would be identified, leading to the absence 
of any mining activity. These processes are useful not only for proving the existence of a deposit, but 
also for providing detailed on-going information for accurate mine planning. 
3.1.2. Deposit Modelling 
Information provided from the exploration process, such as borehole cores that contain mineralisation 
grades and locations, are collated and analysed. This information is used in geostatistical software to 
create a three dimensional model of the orebody. This orebody, and surrounding waste, is then 
subdivided into a number of blocks. Each of these blocks has dimensions, material density, and 
mineralisation grade attributed to it. The collection of these blocks that represents the entire deposit 
is known as the block model. This block model is then used in UPL determination. 
3.1.3. Ultimate Pit Limit Determination 
Having developed a block model of the mineralisation, the next process is to gather and calculate 
economic information that can be used to calculate an economic block model. This economic block 
model is then used to determine the UPL of the deposit. UPL determination is in essence the 
calculation of the optimal size and shape of an open pit mine for a given set of economic and 
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operational parameters such as; mining costs, processing costs, transport costs, mining width 
constraints based on the mining equipment to be utilised, and safe pit wall angles, in order to 
maximise the value that can be realised from the deposit. This is the area in which the current study 
is taking place. 
3.1.4. Pit and Mine Design, Layout, and Scheduling 
Once the optimal UPL has been found, mine planning engineers can design the pit adhering to all 
natural, geological, economic and technological factors. In addition to this, the layout of mine 
infrastructure can be optimised in order to reduce travel distances for vehicles operating within the 
mine. The relatively simple concept of designing a pit to the optimal pit shell has several levels of 
complexity added to it by each of these additional tasks. Once the pit and mine design and layout are 
complete, a general long term extraction plan is developed in order to maximise the life of mine net 
present value (NPV). 
3.1.5. Financial Technical Modelling 
Once a mine and its associated infrastructure has all been designed and scheduled, the financial 
requirements of each can be more accurately assessed and included into a Financial Technical Model 
(FTM). An FTM arranges all capital and operation costs associated with the mine plan 
chronologically and discounts them according to the year that they are incurred. This process returns 
the discounted NPV of the operation. 
3.2. ULTIMATE PIT LIMIT DETERMINATION 
One of the fundamental steps in open pit mine planning and design is the determination of the UPL. 
In order to do this, there are many factors that should be analysed, these include which market to 
select, what processing/upgrading plants to install, what mining method to use, and what rate the 
deposit should be extracted at among others. As there is such a range of factors to include, considering 
any one of them separately is meaningless, however, a mathematical model that takes all factors and 
alternatives into account simultaneously would be of formidable size (Lerchs and Grossmann, 1965). 
To counter this problem, the industry uses a best estimate economic environment (including all above 
mentioned factors) which describes the value of all ore present (including downstream processes), 
and the extraction costs of each material type. Once a model of this has been built, the problem then 
is to define the “contour which is the result of extracting the volume of material which provides the 
total maximum profit subject only to the geometric constraints of safe wall angles” (Johnson and 
Sharp, 1971). 
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In the early 1960’s, both mining companies and research institutions alike took great interest in the 
ultimate pit problem. More specifically, they took interest in the application of computers in the 
solving of the UPL problem. Since this spark in interest, much work has been published on the topic, 
and several algorithms have been developed to solve the problem. These existing algorithms can be 
broadly sorted into two categories, rigorous optimisation algorithms, and heuristic optimisation 
algorithms. The algorithms labelled as “rigorous,” are noted as such as it implies that mathematical 
proof of optimality is available. The algorithms labelled as “heuristic” are noted to work to varying 
levels of success, but lack rigorous mathematical proof of optimality (Kim, 1978). Thus, the 
commonly used existing algorithms are classified as: 
 Rigorous optimisation algorithms 
o Lerchs-Grossmann 2D, dynamic programming 
o Lerchs-Grossmann 3D, graph theory 
o Network flow 
 Heuristic optimisation algorithms 
o Family of floating cone algorithms 
o Korobov and Corrected form of Korobov algorithm 
3.2.1. Rigorous UPL Determination Algorithms 
3.2.1.1. Dynamic Programming 
Lerchs and Grossmann (1965) proposed a dynamic programming algorithm to determine the optimal 
component of a block model that should be removed. The algorithm is used on a two dimensional 
economic block model, with a known set of pit wall conditions. Each block is identified using its 
respective x and y values as it appear in the model. Each of these finite blocks has three functions 
associated to it, denoted by v, c and m. 
 v (x,y) = mine value of ore per unit volume 
 c (x,y) = extraction cost per unit volume 
 m (x,y) = v (x,y) – c (x,y) = profit per unit volume 
A simple example, presented in Barnes (1982), is provided to illustrate the algorithm, it consists of 
cubic blocks, such that a fixed pit wall angle of 45o directly translates as the three blocks (above and 
left, above, above and right) must be removed in order to access it. Initially, the block model must be 
transformed into an economic block model. Figure 3.1 shows a hypothetical economic block model 
to be used for the example. 
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Figure 3.1: Example economic block model 
The first step of the algorithm is to develop a new cross section that has values calculated using 
Equation 3.1: 
 𝑀𝑥𝑦 = ∑ 𝑚𝑥𝑦
𝑥
𝑘=𝑥
 
Equation 3.1 
Mxy is the cumulative value of blocks traversing down each column. It represents the value realised 
in extracting any column with block (x,y) at its base. To this cross section, a zero row is added above 
and to the left. This modified cross section can be seen in Figure 3.2. 
 
Figure 3.2: Cumulative column block values 
Starting at column y = 1, row x = 1, and continuing down each column in turn, a new value is 
calculated using Equation 3.2: 
 𝑃𝑥𝑦 = 𝑀𝑥𝑦 + max(𝑃𝑥+𝑘,𝑦−1) , 𝑤ℎ𝑒𝑟𝑒 𝑘 =  −1,0,1 
Equation 3.2 
Pxy represents the value of a block with the addition of the maximum value of either the block below 
and left, left, or above and left. Once this block has been identified, an arrow is drawn from block 
(x,y) to it, and the algorithm continues on to the next block. Figure 3.3 shows the first three iterations 
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of this procedure, with Figure 3.4 showing the cross section once this procedure has been repeated 
for each block. Once this process has been completed, the optimum pit can be found by identifying 
the block on row x = 1 that has the maximum positive value, and tracing the arrows from it to the left. 
The value shown on the maximum block on row x = 0 is indeed the value of the maximum pit. If no 
block on row x = 0 has a positive value, there exists no positive pit. Figure 3.5 shows the example 
block models optimum contour, and the optimum pit with an overall value of +2. 
 
Figure 3.3: Beginning iterations of two dimensional dynamic programming algorithm 
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Figure 3.4: Final solution of two dimensional dynamic programming algorithm 
 
Figure 3.5: Final pit outline for the two dimensional dynamic programming algorithm 
While this solution is accurate, and always provides the true optimum for a two dimensional section, 
it does not account for the fact that mines are three dimensional. One solution to this suggested in 
Lerchs and Grossmann (1965) is to complete the process for each vertical cross section of a model, 
and assemble them together. Once this has been done, they will invariably not fit together due to the 
wall angle of adjacent sections exceeding the maximum allowed wall angle. Due to this, the walls of 
the pit must be “smoothed out.” This smoothing takes a large amount of effort, and the resulting pit 
contour may be far from optimum. 
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Several attempts have been made to implement pit optimisation using dynamic programming in three 
dimensions, but due to the complexity, they become impractical. Early work in the area by Johnson 
and Mickle (1971) and Johnson and Sharp (1971) maintains a very similar algorithm to the two 
dimensional Lerchs-Grossmann approach, however when evaluating a block, it also includes the 
block value information from the cross sections that are perpendicular to the current longitudinal 
cross section of interest. An improvement of this work was presented in Barnes (1982). While this 
method is now factoring in perpendicular cross sections, it does not always produce the optimum pit 
when compared to the three dimensional Lerchs-Grossmann graph theory algorithm, and does not 
always meet pit wall angle constraints in three dimensions. This in turn means that manual smoothing 
of pit walls must still be completed. 
The first truly three dimensional dynamic programming algorithm was presented in Koenigsberg 
(1982). This algorithm utilises block value information from the current section of interest, and 
considers the relationship between levels within a column, and between columns within a section. 
While this algorithm now works truly in three dimensions, it is limited to the generalised wall angle 
constraint, meaning that pit wall angles must be the same in all directions. 
From this review of dynamic programming techniques, it is evidently still impractical for the optimal 
UPL to be calculated in three dimensional geometry. This may be due to smoothing requirements, 
generalised pit wall angle constraints, or mathematical inaccuracies’ causing non optimal solutions 
to be found. 
3.2.1.2. Lerchs-Grossmann Three Dimensional Algorithm 
Lerchs and Grossmann (1965) proposed an algorithm to solve the UPL problem that is based on graph 
theory. The algorithm can be used on either two or three dimensional economic block models, with a 
known set of pit wall conditions. Each block is identified using its respective x, y and z values as it 
appears in the model. Each of these finite blocks has three functions associated to it, denoted by v, c 
and m. 
 v (x,y,z) = mine value of ore per unit volume 
 c (x,y,z) = extraction cost per unit volume 
 m (x,y,z) = v (x,y,z) – c (x,y,z) = profit per unit volume 
Each point has one further attribute associated with it: α(x, y, z) defines an angle at each point. If S 
is set as the family of surfaces such that at no point does their slope, with respect to a fixed horizontal 
plane, exceed α, and V be set as the family of volumes corresponding to the family, S, of surfaces. 
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The problem is to find, among all volumes, V, one that maximises the integral shown in Equation 
3.3: 
 ∭ 𝑚(𝑥, 𝑦, 𝑧)𝑑𝑥 𝑑𝑦 𝑑𝑧
𝑣
 
Equation 3.3 
Similarly to the two dimensional Lerchs-Grossmann dynamic programming algorithm, there is no 
simple analytical way to solve this problem, and dynamic programming becomes impractical in three 
dimensions, as such an algorithm based in graph theory can be used. This algorithm uses a set of 
volume elements Vi which can be assigned arbitrarily, but are generally obtained using the unit 
volumes contained in the three dimensional block model. Each element has a mass, mi, associated 
with it, where vi and ci are the mine value and extraction cost of element Vi respectively, as shown in 
Equation 3.4. 
 𝑚𝑖 = 𝑣𝑖 − 𝑐𝑖 
Equation 3.4 
Each of these volume elements represents a vertex, xi, of a graph. If Vj must be removed before Vi, 
i.e. Vj is overlying Vi, and they have at least one point in common, a directed arc is drawn, (xi,xj). 
These arcs are what represents the pit will limits. Completing this process for the entire block model, 
results in the three dimensional graph G = (X,A), with the set of vertices X, and the set of arcs A. 
Any feasible contour of a pit is represented by a closure of G, with the UPL being represented by the 
maximum closure of G. That is the closure of G that has the maximum sum of masses. 
While this algorithm was developed to solve the ultimate pit problem in three dimensions, a simple 
two dimensional example is provided to illustrate the algorithm, it consists of cubic blocks, such that 
a fixed pit wall angle of 45o directly translates as the three blocks (above and left, above, above and 
right) must be removed in order to access blocks beneath. Initially, the block model must be 
transformed into an economic block model. Figure 3.1 shows a hypothetical economic block model 
to be used as an example for demonstration purposes, where the economic values are used as the 
masses for each volume element. 
Once these volume elements are set up, they can be displayed as vertices of a graph. Blocks that are 
required to be removed in order to allow access to deep blocks are noted as predecessors. These 
predecessors are found using the given pit wall angles, and denoted using directed arcs, as shown in 
Figure 3.6. Note that each block has been given a unique number (Xi) that is used to identify it for 
use within the algorithm. 
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Figure 3.6: Graph theoretic layout of economic block model 
Once this graph theoretic model of the economic block model is developed, the algorithm starts with 
the initial construction of tree T0. From this initial starting point, this tree is transformed into 
successive trees following the algorithm’s rules, until no further transformations are possible. The 
transformations can be completed by two different approaches which are both detailed in Hustrulid, 
Kuchta and Martin (2013b). The UPL is then the set of nodes that are included as part of the final 
tree, with the UPL value being given by the sum of the included nodes weights. Due to the rigorous 
nature of this algorithm, it has become the gold standard in UPL determination, with commercial 
implementations included in several mine planning software packages, including Whittle4X, 
Datamine Studio 3, and DeswikCAD. 
3.2.1.3. Network Flow 
Lerchs and Grossmann (1965) stated that the solution proposed in this work was also able to be 
directly transformed into a network flow problem. To do this, the economic block model is converted 
into a bipartite network, and solving it as a maximum flow/minimum cut dual. The simplest way of 
presenting this conversion is using a small example. Figure 3.1 shows the economic block model that 
is to be used for illustrative purposes. The first step in the conversion is to sort the block model into 
two sets, one that contains all positive valued blocks, and the other containing all negative value 
blocks. Each of these sets is presented in a column, with a source node (S) added beside the positive 
block’s nodes, and a sink node (T) added beside the negative block’s nodes (Figure 3.7)  
An arc is placed from the source node to each positive block with a flow capacity equal to the positive 
block’s value, and from each negative block to the sink with a flow capacity equal to the negative of 
the block’s value (i.e. the flow capacities are always positive). Arcs are then added between each 
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positive block’s node, and the negative block’s nodes that are required for access, with an infinite 
flow capacity (Figure 3.8). 
 
Figure 3.7: Network flow set up 
 
Figure 3.8: Network model with flow capacities 
Once this network model has been developed, it can be solved. Once solved, members of the ultimate 
pit can be identified as belonging to at least one of the following three categories: 
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1. All positive blocks with remaining potential flow (i.e. it is possible to further allocate flow 
from this block, but there is no need). 
2. All positive blocks with flow allocated to negative block(s) that are within the ultimate pit. 
3. All negative blocks that are predecessors of a positive block that belongs to the ultimate pit. 
Due to the importance of the solution of general network flow problem in operations research, 
computer scientists have spent a great deal of resources in developing efficient computer code to 
solve the problem (Fox, 1978). It is thanks to this that several algorithms exist to solve the maximum 
flow/minimum cut problem. The first of these was developed by Ford and Fulkerson (1957), with 
improvements by Dinic (1970), Karzanov (1974), Malhorta, Kumar and Maheshwari (1978), 
Goldberg and Rao (1998), and Hochbaum (1998) with the advent of the pseudoflow algorithm. Each 
of these algorithms has made solving the network flow problem more efficient, however the setup of 
the UPL problem in order to solve as a network has not changed. The most recent development in 
network flow solutions is the use of pseudoflow (Hochbaum, 2008), which is implemented in 
DeswikCAD for the determination of UPLs. 
3.2.2. Heuristic UPL Determination Algorithms 
3.2.2.1. Family of Floating Cone Algorithms 
One of the most basic heuristic methods of UPL determination that operates in three dimensions is 
the Floating Cone (FC) algorithm. It was first described in Carlson et al. (1966), and has been widely 
used historically due to its simplistic nature, fast running time, and ease of understanding. As the 
name suggests, the algorithm is based on predefined cones which have a value. These values are what 
determines if a cone is to be mined as part of the optimal solution or not. To provide an insight as to 
how the algorithm works, a simple two dimensional example is provided using the same block model 
as the one presented in the two dimensional dynamic programming section, although the extension 
to three dimensions is simple. As with nearly all UPL algorithms, the deposit is initially converted 
into an economic block model, shown in Figure 3.1. 
The next step of the algorithm is to consider the pit wall angles that are required for safety. In this 
simple two dimensional case, a 45o angle is used, which corresponds to the blocks immediately above, 
above and left, and above and right of the block in question, as shown in Figure 3.9 (green: block in 
question, yellow: blocks above). For lower levels of the block model, this pattern is simply extended 
up and outwards. In a three dimensional case, the cone creation is just as simple, but will include 
blocks on the levels above in adjacent vertical sections. 
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Figure 3.9: Example of dependent blocks 
Once the safe pit angles have been determined, the algorithm steps into the block model starting at 
the top layer (or level for a three dimensional case) and scanning every block on it. If the algorithm 
finds a block with a positive value (i.e. the potential to increase the value of the optimum case), it 
constructs a cone and calculates the cone value. If the cone value is positive, the algorithm adds the 
blocks within that cone to the optimal solution, and removes them from the block model such that 
they do not form part of any future cones. As all of the values in the top level of the two dimensional 
example are negative, no potential cones are found. Having finished the top level (or level), the 
algorithm moves down a level and repeats this process. Figure 3.10 shows the first positive block 
found, and its associated cone. 
 
Figure 3.10: Cone of first positive block found 
Having constructed the required cone, and calculated the cone value, -1, the algorithm recognised 
that although this block is positive, in order to access it, too much negative material must first be 
removed. Therefore, this cone is not added to the optimal solution, the blocks remain in place in the 
model, and the algorithm continues searching this layer (or level) for more positive blocks. Figure 
3.11 shows the next positive block found, and its associated cone. 
Y
1 2 3 4 5
1
X 2
3
Y
1 2 3 4 5
1 -1 -1 -4 -1 -1 Block Value: 5
X 2 5 -4 5 Cone Value: -1
3 3
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Figure 3.11: Cone of second positive block found 
This cone faces the same fate as the previous cone do to its negative value. The algorithm has now 
completed the second level, and starts on the third level.  
Figure 3.12 shows the next positive block found, and its associated cone. This cone has a value of +1, 
and is thus added to the optimal solution. The algorithm has now finished running as each block has 
been considered, and the optimal solution can be seen in Figure 3.13. Figure 3.14 shows a comparison 
between the final pits of the two dimensional dynamic programming example and this floating cone 
example. It can be seen that while the floating cone algorithm returns a positive UPL, it does not 
provide the optimal solution, as found using dynamic programming, for this block model. This 
inability for the floating cone algorithm to solve the joint support problem is its major shortfall. Due 
to this, the floating cone algorithm is not guaranteed to return the optimal pit. 
 
Figure 3.12: Cone of third positive block found 
Y
1 2 3 4 5
1 -1 -1 -4 -1 -1 Block Value: 5
X 2 5 -4 5 Cone Value: -1
3 3
Y
1 2 3 4 5
1 -1 -1 -4 -1 -1 Block Value: 3
X 2 5 -4 5 Cone Value: 1
3 3
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Figure 3.13: Ultimate pit using the original floating cone algorithm 
 
Figure 3.14: Camparison of dynamic programming and floating cone ultimate pit values  
Wright (1999) presented a new algorithm using the idea of the floating cone in an attempt to overcome 
this weakness. It was named Floating Cone II, and follows a similar methodology to the floating cone 
approach, except the first step is to calculate the values of all potential cones on each level (each 
positive block has its cone created and valued). Table 3.1 shows the cone values for the economic 
block model shown in Figure 3.1. 
Once this is completed, the algorithm works from the top level down, removing the maximum valued 
cone from the block model. In the event that two cones have the same maximum value, the cone with 
least blocks should be removed. It can be seen in Table 3.2 that both blocks (2,2) and (2,4) have the 
same value, and the same size, therefore either block can be removed. In this case, block (2,2) has 
been removed first, giving a cumulative value of -1 as shown in Table 3.2. Now that this is removed, 
block (2,4) no longer needs to support block (1,3), thus its cone value is now +3. It can be seen in 
Table 3.2 that by adding this cone to the solution, the cumulative value is +2. The same process is 
Y
1 2 3 4 5
-1 -1 -4 -1 -1
5 -4 5 Pit Value: 1
1 3
X 2
3
Y Y
1 2 3 4 5 1 2 3 4 5
-1 -1 -4 -1 -1 -1 -1 -4 -1 -1
5 5 5 -4 5
1 1 3
X 2 -4 X 2
3 3 3
Dynamic Programming Pit Value: 2 Floating Cone Pit Value: 1
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followed for block (3,3) which now has a cone value of -1, making the cumulative value of the pit 
+1. Once the process is complete, each block in the list above the highest cumulative value (inclusive) 
are the ore blocks that create the optimum pit. 
Table 3.1: 
Original cone values 
Block (X,Y) Block value Cone value 
(2,2) 5 -1 
(2,4) 5 -1 
(3,3) 3 +1 
 
Table 3.2: 
Modified cone values 
Level Block (X,Y) Block value Cone value 
Cumulative 
value 
Minable? 
Top - - - - - 
Middle 
(2,2) 5 -1 -1 No 
(2,4) 5 +3 +2 Yes 
Bottom (3,3) 3 -1 +1 Yes 
 
Hence these blocks, and their associated waste form the UPL. Floating cone II has overcome the joint 
support problem for the example economic block model, as it has now yielded the same optimum pit 
as the two dimensional dynamic programming method, however, it is not always guaranteed to do so, 
for example Figure 3.15 shows the result of running the floating cone II and two dimensional dynamic 
programming approach to a different economic block model. Floating cone II returns that nothing 
can be mined economically, and hence no mining should take place, yet the dynamic programming 
approach finds an optimum pit value of +2. Due to the still evident inaccuracies of floating cone II, 
two modifications have been suggested in order to improve it. 
Elahi zenyi, Kakaie and Yousefi (2011) present two modifications to the floating cone two method 
that were originally published in Persian in Khalokakaie (2006).The first of these modifications is a 
simple change. In the original floating cone II algorithm, cumulative values are calculated without 
changing the block model, in this first modification, if a cone has a positive value, it is immediately 
removed from the economic model so that future values are not affected by it. This modification 
yields the same result as shown in Figure 3.15 for the floating cone II. 
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The second modification is an extension of the first modification. In this method, all levels are 
considered together such that the value of each cone is evaluated economically, and the cone with the 
maximum value is assumed to be part of the optimum solution. From this, the cumulative pit value is 
calculated. This process is repeated until no positive blocks remain. The block with the most positive 
cumulative value, and all previously investigated blocks are included as part of the optimum solution. 
Using this modification, the final pit limit value is +1 as shown in Figure 3.16. 
 
Figure 3.15: Comparison of floating cone II (modification 1) ultimate pit values 
 
 
Figure 3.16: Comparison of floating cone II (modification 2) ultimate pit values 
1 2 3 4 5 6 7 8 9
1 -3 -3 -3 -3 -3 -3 -3 -3 -3
2 -4 7 -4 6 -4 -4 -4 8 -4
3 -5 -5 -5 15 -5 -5 -5 -5 -5
Floating Cone II Pit Value: 0 (no positive pits)
1 2 3 4 5 6 7 8 9
-3 -3 -3 -3 -3 -3
1 7 -4 6 -4 -3 -3 -3
2 -4 15 -4 -4 8 -4
3 -5 -5 -5 -5 -5 -5 -5 -5
Dynamic Programming Pit Value: 2
1 2 3 4 5 6 7 8 9
-3 -3 -3 -3 -3 -3 -3 -3 -3
1 7 -4 6 -4 8
2 -4 15 -4 -4 -4
3 -5 -5 -5 -5 -5 -5 -5 -5
Floating Cone II (Modification 2) Pit Value: 1
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Elahi zenyi, Kakaie and Yousefi (2011) further presents a new algorithm, floating cone III, to solve 
the ultimate pit problem. This is the first in the series of floating cone algorithms to directly target the 
joint support problem. It does this through classifying each ore block into two groups; dependent and 
independent. A block is classified as independent if it shares no common overlying blocks with 
another ore block, leaving blocks that share overlying blocks being classified as dependent. These 
two groups are then divided again, based on the value of their extraction cone, as effective or 
ineffective blocks. Ore blocks are classified as effective if their cone value is positive, and ineffective 
if their cone value is negative. Although it is not stated in Elahi zenyi, Kakaie and Yousefi (2011), a 
cone value of zero should also be classified as ineffective as these blocks would mean taking more 
material than required, while providing no more positive income. This goes against the basis of 
finding the optimal ultimate pit. Once the classification is complete, the optimum pit limit is 
determined by the set of cones associated with effective ore blocks. The floating cone III algorithm 
formally stated follows the following steps: 
1. The algorithm follows the same logic as the original floating cone algorithm, with the 
exception that when a cone is extracted, the algorithm begins from the top level again. This 
step finds all independent effective blocks in the economic model. 
2. Levels are checked for their effect on each other, i.e. ore blocks in overlaying levels may make 
ore blocks in underlying levels more or less effective. 
3. Cones are constructed for all ore blocks that follow all technical restrictions, the ore blocks 
are then classified as dependent or independent. 
4. Ineffective independent ore blocks which have no positive value are found. These blocks will 
not form the base of a cone that is part of the ultimate pit, however, they can still form part of 
an underlying ore blocks cone. 
5. Ineffective dependent ore blocks which have no positive value are found. These blocks can 
potentially form part of the ultimate pit, but only as part of a larger cone, or in conjunction 
with other positive value blocks. 
6. Effective and dependent blocks are found; these blocks have the potential to form the base of 
cones to be included as part of the ultimate pit. 
a) Identify common blocks for each cone and calculate their weights, which is equal to the 
number of cones it is contained in. 
b) Calculate the weight of mining cones by sum up the weights of all blocks within each 
cone. 
c) Calculate the cone value for each cone. 
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d) Calculate the importance of each cone, the importance is the ratio of the cones weight to 
its value. 
e) Sort cones on each level in order of importance, then on value in descending order. 
f) Remove cones from each level in ascending order, summing the cumulative value. 
g) If the maximum cumulative value is positive, include the cones as part of the optimum 
pit. Repeat e - g for all levels in the model. 
Elahi zenyi, Kakaie and Yousefi (2011) present a case study comparing several UPL algorithms. The 
case study was completed on data from a real gold mine, including grade information, economic 
parameters, block dimensions, mining costs and selling prices. The model is formed by 101 blocks in 
the east-west direction, 82 blocks in the north-south direction and 36 blocks vertically, for a total of 
298,152 blocks. The algorithms that were compared, and the results are presented in Table 3.3. This 
case study has shown that over the course of the various floating cone algorithms, the accuracy has 
increased, though Floating Cone III, the newest development, still does not produce the true optimum 
pit when compared to the rigorous Lerchs and Grossmann method. 
Table 3.3: 
Floating cone algorithm accuracy results 
Method 
Number of blocks Value ($000’s) 
Pit Ore Waste Ore Waste Net 
Floating Cone 10,053 4,394 5,660 768,955 -115,974 652,981 
Floating Cone II 12,351 4,932 7,419 825,443 -154,378 671,065 
Floating Cone II - Modification 1 12,351 4,932 7,419 825,443 -154,378 671,065 
Floating Cone II - Modification 2 13,732 5,341 8,391 851,821 -173,747 678,074 
Floating Cone III 15,027 5,584 9,443 881,381 -195,530 685,851 
Lerchs and Grossmann 15,030 5,405 9,625 898,537 -203,249 695,288 
 
3.2.2.2. Korobov Algorithm and Corrected form of Korobov Algorithm 
Though the Korobov algorithm is another cone based solution to the UPL problem, it is not an 
extension to the original work by Carlson et al. (1966), so has been presented separately. The Korobov 
algorithm operates by allocating value from positive blocks against the negative value, or zero blocks 
that form the extraction cone of each positive block. A flowchart for the algorithm is presented in 
David, Dowd and Korobov (1974), though a simple example for illustrative purposes is provided 
here. Figure 3.17 shows the economic block model for use in the example. For this example, the same 
pit wall angles apply that provide the dependencies seen in Figure 3.9. 
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Figure 3.17: Example economic block model for Korobov algorithm 
The algorithm starts on the uppermost level, searching for positive value blocks. As none exist, the 
algorithm proceeds to the next level down. On the second level, the first positive block that is 
encountered is block (2,2), with a value of 7. This block is dependent on blocks (1,1), (2,1) and (3,1), 
each with a value of -3. The positive value of block (2,2) is allocated to these dependent blocks as 
shown in Figure 3.18. As the positive block now has a zero value, and one of its dependencies still 
has a negative value, it cannot be added to the optimum pit. 
 
Figure 3.18: First positive block of Korobov algorithm 
Once this allocation is complete, the algorithm moves onto the next positive block found, which is 
(4,2) with a value of 6. This blocks value is allocated to its overlying blocks, coming to the same 
conclusion as the previous block, as seen in Figure 3.19. The same can be said when the algorithm 
allocates the value of block (8,2) as shown in Figure 3.20. As no more positive blocks exist on the 
second level, the algorithm moves down to the third level, and finds block (4,3), with a value of 15. 
This blocks value is allocated to its overlying blocks (Figure 3.21) and ends with remaining positive 
value. 
1 2 3 4 5 6 7 8 9
1 -3 -3 -3 -3 -3 -3 -3 -3 -3
2 -4 7 -4 6 -4 -4 -4 8 -4
3 -5 -5 -5 15 -5 -5 -5 -5 -5
1 2 3 4 5 6 7 8 9
1 0 0 -2 -3 -3 -3 -3 -3 -3
2 -4 0 -4 6 -4 -4 -4 8 -4
3 -5 -5 -5 15 -5 -5 -5 -5 -5
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Figure 3.19: Second positive block of Korobov algorithm 
 
Figure 3.20: Third positive block of Korobov algorithm 
 
Figure 3.21: Fourth positive block of Korobov algorithm 
As this block has ended with remaining positive value, it is considered part of the optimum pit and 
removed from the block model. Once this is complete, the algorithm starts from the beginning of the 
block model again, with the original values restored to remaining blocks (Figure 3.22). Once 
restarted, the algorithm finds block (2,2) as the first positive block, allocating its value to the one 
overlying block that remains (Figure 3.23). This time, the algorithm finds that it is part of the optimum 
pit, thereby removing the blocks and restarting with original block values reinstated. 
1 2 3 4 5 6 7 8 9
1 0 0 0 0 -2 -3 -3 -3 -3
2 -4 0 -4 0 -4 -4 -4 8 -4
3 -5 -5 -5 15 -5 -5 -5 -5 -5
1 2 3 4 5 6 7 8 9
1 0 0 0 0 -2 -3 0 0 -1
2 -4 0 -4 0 -4 -4 -4 0 -4
3 -5 -5 -5 15 -5 -5 -5 -5 -5
1 2 3 4 5 6 7 8 9
1 0 0 0 0 0 0 0 0 -1
2 -4 0 0 0 0 -4 -4 0 -4
3 -5 -5 -5 2 -5 -5 -5 -5 -5
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Figure 3.22: Block model restored for Korobov algorithm to restart after removal of cone 
 
Figure 3.23: First positive block found after restart of Korobov algorithm 
After removing block (2,2) and its overlying blocks, the algorithm finds that block (8,2) is the only 
remaining positive block, allocating its value to its extraction cone (Figure 3.24). As this block cannot 
be removed, and there are no further positive block to mine, the algorithm ends with the optimum pit 
limit as shown in Figure 3.25, which can be seen to be the same as the result of the 2D dynamic 
programming algorithm for this block model. 
 
Figure 3.24: First positive block found after second restart of Korobov algorithm 
 
1 2 3 4 5 6 7 8 9
1 -3 -3 -3 -3
2 -4 7 -4 -4 8 -4
3 -5 -5 -5 -5 -5 -5 -5 -5
1 2 3 4 5 6 7 8 9
1 0 -3 -3 -3
2 -4 4 -4 -4 8 -4
3 -5 -5 -5 -5 -5 -5 -5 -5
1 2 3 4 5 6 7 8 9
1 0 0 -1
2 -4 -4 -4 0 -4
3 -5 -5 -5 -5 -5 -5 -5 -5
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Figure 3.25: Resulting UPL of Korobov algorithm compared to 2D dynamic programming algorithm 
Soon after the Korobov algorithm was originally introduced, it was found that for some block models 
it did not always return the optimum solution. For example, take the economic block model in Figure 
3.26. This first positive block found is block (3,3), with a value of 3. This blocks value is allocated to 
its overlying blocks as shown in Figure 3.27. As there is still remaining overlying blocks, it is not 
removed as part of the optimum pit and the algorithm moves to the next positive block. 
 
Figure 3.26: Economic block model on which the Korobov algorithm does not provide the optimum solution 
 
Figure 3.27: Value allocation of first positive block found 
The next positive block that is found is block (4,3), with a value of 7. This value is allocated against 
its overlying blocks as shown in Figure 3.28. As the block has a remaining positive value of 1, it is 
removed as part of the optimum pit, and the algorithm starts again with original values reinstated to 
the remaining blocks (Figure 3.29). The algorithm again finds block (3,3) as the first positive block 
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
-3 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3
1 7 -4 6 -4 -3 -3 -3 1 7 -4 6 -4 -3 -3 -3
2 -4 15 -4 -4 8 -4 2 -4 15 -4 -4 8 -4
3 -5 -5 -5 -5 -5 -5 -5 -5 3 -5 -5 -5 -5 -5 -5 -5 -5
Korobov Algorithm Pit Value: 2 Dynamic Programming Pit Value: 2
1 2 3 4 5 6
1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1
3 -1 -1 3 7 -1 -1
1 2 3 4 5 6
1 0 0 0 -1 -1 -1
2 -1 -1 -1 -1 -1 -1
3 -1 -1 0 7 -1 -1
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and allocates its value to overlying blocks, this time finding that it has remaining positive value 
(Figure 3.30), and as such, is removed as part of the optimum pit. After removing block (3,3) and its 
overlying blocks as part of the optimum pit, there are no further positive blocks for the algorithm to 
find and the algorithm is finished. The final pit limit is shown in Figure 3.31, alongside the UPL for 
this block model from the 2D dynamic programming algorithm. 
It is seen that the Korobov algorithm returns a UPL that has a value of 0, and the 2D dynamic 
programming algorithm returns a UPL that consists of no blocks, also a value of zero. This means 
that there is no positive value pit, and no mining should take place. This shortfall of the Korobov 
algorithm was overcome by the development of the corrected form of the Korobov algorithm. 
 
Figure 3.28: Value allocation of second positive block found 
 
Figure 3.29: Reinstated block model ready for algorithm to restart 
 
Figure 3.30: Value allocation of first positive block found after algorithm restart 
1 2 3 4 5 6
1 0 0 0 0 0 0
2 -1 -1 0 0 0 -1
3 -1 -1 0 1 -1 -1
1 2 3 4 5 6
1 -1
2 -1 -1 -1
3 -1 -1 3 -1 -1
1 2 3 4 5 6
1 0
2 -1 0 -1
3 -1 -1 1 -1 -1
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Figure 3.31: Resulting UPL’s of Korobov algorithm and 2D dynamic programming algorithm for non-optimal solution 
The shortfall of the Korobov algorithm stems from overlying blocks that are common to more than 
one positive block. In the economic block model in Figure 3.26, the overlying blocks that are common 
to both positive blocks are (2,1), (3,1), (4,1), (5,1), (3,2), and (4,2), as shown in Figure 3.32. 
 
Figure 3.32: Identification of overlying blocks 
In order to overcome this problem, Dowd and Onur (1993) published a simple modification to the 
process, known as the Corrected form of the Korobov Algorithm. This modification involves an 
additional check during value allocation. If a positive block remains positive after value allocation, 
this check should be done to identify if any overlying blocks had value attributed by other cones. If 
they have, values are reallocated in such a way that all non-common blocks are allocated values before 
any allocation is made to common blocks. This process can be streamlined by allocating value to non-
common blocks during initial allocation, by doing this, there will be a minimum of allocation from 
other blocks to identify during the additional check. A flowchart of this corrected form is presented 
in Dowd and Onur (1993). 
To illustrate the corrected form, the economic block model in Figure 3.26 will be used. The first 
positive block that is identified is block (3,3), with a value of 3. This value is first allocated to blocks 
(1,1) and (2,2) as these are non-common blocks. The remaining value is attributed to block (2,1) as 
1 2 3 4 5 6 1 2 3 4 5 6
-1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1
2 -1 3 7 -1 2 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 3 -1 -1 3 7 -1 -1
Korobov Algorithm Pit Value: 0 Dynamic Programming Pit Value: Null
1 2 3 4 5 6
1 -1 -1 -1 -1 -1 -1 Overlying blocks exclusive to block (3,3)
2 -1 -1 -1 -1 -1 -1 Overlying blocks exclusive to block (4,3)
3 -1 -1 3 7 -1 -1 Overlying blocks common to both (3,3) and (4,3)
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shown in Figure 3.33. As block (3,3) did not remain positive after value allocation, it is left in the 
block model, and the algorithm moves onto block (4,3) as the next positive block. Figure 3.34 shows 
the value allocation of block (4,3), initially, value is allocated to blocks (6,1) and (5,2) as non-
common blocks, then the remaining value is attributed to common blocks. As block (4,3) did not 
remain positive after value allocation, it is left in the block model. As there are no more positive 
blocks in the block model, the algorithm is complete. Using this corrected form of the Korobov 
algorithm, no blocks are taken as part of the UPL. This resultant UPL (Figure 3.35) then matches the 
result of the 2D dynamic programming algorithm shown in Figure 3.31. 
 
Figure 3.33: Value allocation of block (3,3) under the corrected form of the Korobov algorithm 
 
Figure 3.34: Value allocation of block (4,3) under the corrected form of the Korobov algorithm 
 
Figure 3.35: UPL for corrected form of Korobov algorithm 
 
1 2 3 4 5 6
1 0 0 -1 -1 -1 -1
2 -1 0 -1 -1 -1 -1
3 -1 -1 0 7 -1 -1
1 2 3 4 5 6
1 0 0 0 0 0 0
2 -1 0 0 0 0 -1
3 -1 -1 0 0 -1 -1
1 2 3 4 5 6
1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1
3 -1 -1 3 7 -1 -1
Corrected for of Korobov Algorithm Pit Value: Null
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3.3. PIT DESIGN FOR IPCC 
3.3.1. Overview 
The mine planning and design process includes all work that is completed prior to a mine becoming 
operational. This includes deposit modelling, UPL determination, pit and mine design and layout, and 
financial technical modelling. Regardless of whether an FMIPCC or truck haulage system is to be 
used, the deposit modelling and financial technical modelling processes remain unchanged. However, 
UPL determination and pit and mine design and layout will have significant differences depending 
on which haulage method is used. 
3.3.2. FMIPCC vs Trucking 
3.3.2.1. Fundamental Differences 
The major differences in the mine planning and design process between an FMIPCC mine and a 
traditional trucking mine is that the requirements in terms of pit design are dramatically changed. For 
a trucking system, the only requirements for pit design are that at least one access ramp is available 
for entry and exit from the pit, and that the minimum mining width for the proposed equipment is 
met. As neither of these two factors have any bearing on the ultimate pit, UPL determination can be 
completed as usual, with pit design to follow. This process returns ultimate pit outlines that pose a 
general resemblance to an inverted cone, or a group of inverted cones (Figure 3.36). For many 
decades, mine planners have done just this, designing pits that adhere to mining and geotechnical 
constraints, and taking advantage of the flexibility of truck and shovel systems to fit them into the pit. 
 
Figure 3.36: Example of inverted cone UPL (blue) for an orebody (green) 
For an FMIPCC system, not only is there the access ramps and machine mining width requirements, 
but also additional criteria that are introduced due to the use of conveyors within the pit. In order for 
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conveyors to work efficiently, they must be utilised in linear setups, similar to that of a strip-mining 
operation. This means that benches are required to be mostly regular and horizontally extensive 
(Atchinson and Morrison, 2011). Due to the nature of conveyor operations traversing horizontally, it 
is also ideal to have a regularly flat pit floor. This combination of a flat pit floor and extensive benches 
will help reduce the number of flights of conveyors, in turn the number of belt transfer points. One 
further requirement is the minimization of bench conveyor move frequency, though this will be 
heavily dependent on pit shape, longer benches will reduce the frequency of relocations. These 
additional constraints impose design criteria that will change the general shape of the ultimate pit, 
further meaning that the pit should be designed with the system in mind. This is the reverse of decades 
of practice, and will require considerable cultural shift. 
3.3.2.2. Pit Exit Strategies 
When considering an FMIPCC system, there are five broad strategies which can be used to move 
material out of the pit on conveyors, these are: 
 adapting the existing access ramps to hold the conveyor; 
 the use of high angle conveyors to climb the pit wall; 
 excavation of a slot to run the conveyor along; 
 developing a decline to house the conveyor; and 
 the inclusion of a fixed wall. 
Determining which of these pit exit strategies is ideal for FMIPCC is dependent on two factors. The 
first of these is the type of conveyors that can operate in each situation, and what capacities these 
conveyors are capable of achieving. The second is the suitability of each method to having direct 
access to the pit floor at any level. 
In order to adapt and use the existing pit ramps, they would need to be widened to provide enough 
room for both the conveyor lines and conventional traffic. As these ramps either spiral down into the 
pit, or switch back along one edge, the conveyors used would need to be either flexible in the 
horizontal plane, or modular, in order to traverse the corners required. These requirements suggest 
that either a pouch or pipe system is necessary, or a modular system such as the use of piggy-backing 
conveyors. However, neither pouch or pipe conveyors provide the required capacities to justify the 
use of an IPCC set up. This method does however provide constant access to the pit floor at any stage 
in the mine life. 
In order to use high angle conveyors, a pouch or pipe system must be considered. However, as 
previously discussed, they do not provide a large enough capacity to justify an IPCC system. Access 
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to the pit floor is also readily available through this method as the conveyors can be extended to reach 
to the next bench down as required. 
Cutting a slot to run conveyors along provides the opportunity to use belt conveyors, allowing the 
capacity to justify IPCC to be reached. Pit floor access is also possible at any given level, however, a 
complication arises when the pit floor progresses downwards. This complication is the deepening of 
the slot to cater to the new lower pit floor. It would require the removal of the conveyor from the slot 
in order to excavate lower, and then reassembly of the conveyor. 
Developing a dedicated conveyor decline also provides the opportunity to use belt conveyors, 
allowing the capacity to justify an IPCC system to be met. However, this method has a significant 
drawback of not providing pit floor access as the pit progresses downwards as the decline would not 
intersect the pit until the optimally designed pit’s floor. 
The inclusion of one or more fixed straight footwalls that hold a dedicated conveyor ramp provides 
both the ability to use belt conveyors to achieve the capacity that justifies the use of IPCC, and the 
ability to access the pit floor at any level as the pit progresses downwards. This makes this the pit exit 
strategy of choice for FMIPCC systems. The ideal situation is for this fixed footwall to be long enough 
to accommodate a conveyor from the pit floor to the crest with no transfer points. This introduces 
another requirement linking the depth and the length of the pit. However, as trough conveyors are 
limited to inclines of 18o, this single conveyor flight may be impractical in some situations. If this is 
the case, transfer points can be used to redirect the conveyor, though the number of transfer points 
should be minimised. This minimisation is recommended due to the inefficiencies of transfer points 
stemming from material hang ups and spillage (Spilker, Albers and Lordi, 1980), and the reduction 
in reliability of a series connected system (such as FMIPCC) for each additional component 
introduced (Frankel, 1984). 
3.3.3. Major Differences in Pit Design 
If an FMIPCC system is to be used, there are two major differences in the shape that need to be 
designed for. These are the existence of a regularly flat pit floor that is suitable for linearly extensive 
benches, and the inclusion of a fixed straight wall to hold the pit exit conveyors. In order to accurately 
determine the UPL for use with an FMIPCC system, these two requirements must be included in the 
UPL determination method. 
43 
 
4. DEVELOPMENTS IN UPL DETERMINATION FOR 
FMIPCC SYSTEMS 
4.1. PREVIOUS METHODS 
4.1.1. Mining Engineers Best Guess 
The only existing method of finding the UPL of an ore body that includes the requirements of an 
FMIPCC system is the “Mining Engineers Best Guess” method. As the name suggests, this method 
is based on the mining engineer using the UPL determined for the deposit using a conventional 
method, and using their best judgement to orient and locate the fixed straight wall (Figure 4.1). While 
some success has been had with this method, it does not use either a rigorous or heuristic method to 
locate and orient the fixed wall, thereby reducing the chance that the determined UPL is the true 
optimum. 
 
Figure 4.1: Mining engineers best guess UPL (Lee, 2014) 
4.1.2. Adaption of Lerchs-Grossmann Three Dimensional Algorithm 
Initial work on adapting a rigorous algorithm to determine the UPL for an FMIPCC system was 
completed by Young (2015). In this work, Young programmed the Lerchs-Grossmann graph theory 
algorithm into Excel 2013 (version 15.0, by Microsoft), using its spreadsheets as the data structure, 
and its visual basic capabilities to complete algorithmic actions. This algorithm was programmed 
using a simple pit wall angle rule that specified that the nine blocks above each block need to be 
mined in order to access the block beneath. In addition to this original Lerchs-Grossmann algorithm, 
Young programmed a modified version of the algorithm that specified that in addition to the nine 
blocks above needing to be removed, the block next to it towards the fixed wall is also needed to be 
removed in order to access the block in question (Figure 4.2). 
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Figure 4.2: Additional dependency for modified Lerchs-Grossmann algorithm (Young, 2015) 
This additional arc towards the fixed wall was repeated by each block on the pit floor, creating not 
only the straight fixed wall, but also a regularly flat pit floor. Young’s work was limited by the 
modification’s ability to only add the dependency arc in one direction that was stipulated by user 
input, as well as having to manually manipulate the block model that was input such that the fixed 
wall moved. One further limitation of Young’s work was the absence of the inclusion of the depth to 
length ratio required to ensure a conveyor can run from the bottom to the top of the pit. 
While Young’s work was completed as a proof of concept, and these limitations are justifiable at this 
level, it suffered from one downfall that was not discussed in the work. In the block model that Young 
used to test and validate the modified algorithm, regardless of which level or row the additional arcs 
were being added to, they were always being added to a block that had a positive value. These blocks 
already had their overlying blocks mined by adjacent positive blocks, thereby allowing the algorithm 
to simple include the block with no additional work. This author programmed and tested Young’s 
method for an orebody that had blocks of lower value in adjacent blocks that required material above 
to be mined in addition to the one additional block from the sideways arc. This testing revealed that 
Young’s modification to the Lerchs-Grossmann algorithm would not include each block on the pit 
floor as part of the optimal solution if it resulted in a net negative result. As these blocks are left on 
what would be the pit floor, Young’s method does not guarantee a flat pit floor. 
4.2. POTENTIAL DEVELOPMENT DIRECTIONS 
4.2.1. Heuristic - Floating Trench 
The most basic algorithm that could be adapted to solve for the FMIPCC UPL is the heuristic floating 
cone algorithm. This adaption would be to transfer from the floating of a cone with a single base 
block to the floating of a cone with multiple linearly contiguous base blocks, forming a trench. The 
number of contiguous blocks in this group would be dependent on the depth of the base. Figure 4.3 
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shows this adaption from an individual base block (a and c), to enough contiguous blocks to allow a 
conveyor to reach from the bottom to the top of the pit, forming a trench (b and d). The floating of 
this trench would only be required to find an initial straight fixed wall location that has a positive 
value. Once this has been found, the algorithm can continue to float individual block based cones in 
order to find additional blocks that add to the value of the ultimate pit. Due to the requirement of 
having a regularly flat pit floor, the algorithm would only need to float additional cones on the same 
level as the straight fixed wall of that iteration. The regularly flat pit floor would also require all 
blocks between the fixed wall and a block added to the ultimate pit to be included in the ultimate pit. 
Figure 4.4 shows a fixed straight wall and a block that has a positive value that was added to the 
ultimate pit. In order for the additional block to be included as part of the ultimate pit, the block 
highlighted by a yellow outline must also be mined. 
Following the completion of adding individual cones to the solution, and the required blocks in 
between, for one fixed wall location, the algorithm can restore the block model to its unmined state, 
and move onto to find the next positive contiguous set of blocks to use as the fixed straight wall for 
the next iteration of the algorithm. This could be repeated from the top of the block model to the 
bottom, for each of the four principle directions, allowing each combination of contiguous blocks to 
be used as the fixed straight wall. 
 
Figure 4.3: Adaption of floating cone to floating trench. a) one level deep cone, b) one level deep trench, c) two level 
deep cone, d) two level deep trench 
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Figure 4.4: Floating trench pit floor requirements 
4.2.2. Rigorous - Lerchs-Grossmann 
Work by Young (2015) in this area has been detailed in Section 4.1.2. It was found that: it did not 
provide a rigorous method to provide a regularly flat pit floor, and it was not able to orient and located 
the optimal position of the fixed straight wall. 
4.2.3. Rigorous – Extension to Network Flow 
One proposal is to use the network flow solution to provide an outline to economically mineable 
material on each level of the block model of an orebody, starting at the top. Using these outlines, the 
orientation that provides that best possibility of creating value can be located using a heuristic method. 
Once the orientation and location of the conveyor wall is determined, additional arcs can be added to 
the basic network flow dependency matrix, in order to rigorously solve the block model for that 
individual wall location, for a given base level of the block model. This process can be run for each 
level of the block model to provide the optimal orientation, to the optimal depth of the block model. 
4.3. DISCUSSION OF METHODS 
With three potential directions for the determination of a FMIPCC UPL algorithm, it is important to 
analyse each of their respective advantages and disadvantages. 
The floating trench method would provide heuristically optimal UPL’s that factor in all additional 
requirements of an FMIPCC system. However, due to the cyclical nature of the algorithm, it would 
need to complete a full cycle for every potential location for a fixed wall on each level of the block 
model, for each of the four principle directions. This will add considerably to the solution time of a 
conventional floating cone method. In addition to the additional solving time, this potential solution 
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is taking a step back to entirely heuristic processes which is undesirable, given that rigorous methods 
exist. 
The modification of the Lerchs-Grossmann algorithm by Young (2015), though a rigorous solution, 
suffers from similar drawbacks as the floating trench in terms of being locked to the four principle 
directions. It also requires the user to input which of these directions to use for the wall. Due to this 
very limited scope, it is also unsuitable for use. 
The development of an extension to the network flow solution could provide a somewhat rigorous 
solution to the problem, though the inclusion of heuristic processes to determine the orientation 
decreases the accuracy. The inclusion of the heuristic methods would also increase the solution time, 
as each orientation would require the network flow model to be solved. However, the heuristic 
methods can be implemented in a way that the increase in solution time can be minimised. This 
algorithm would then be capable of finding the orientation (not limited to the four principle directions) 
of the fixed wall that provides that highest value UPL, add additional dependencies to provide a 
rigorous solution for that orientation with a regularly flat pit floor. 
With the above factors being taken into account, it was decided than an extension to the network flow 
algorithm would be able to provide the best results. This is due to it being able to determine the 
orientation that provides the best chance for creating value, and providing a rigorous solution for that 
orientation. 
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5. PRESENTATION OF DEVELOPED ALGORITHM FOR 
FMIPCC UPL DETERMINATION 
5.1. INTRODUCTION 
The developed algorithm runs as an extension to the existing network flow UPL determination 
algorithm. It overcomes two of the problems that are faced when attempting to calculate the UPL for 
an FMIPCC system. These are finding the optimal orientation for the straight wall, and ensuring a 
regularly flat pit floor. The requirement for the straight wall to be long enough for a conveyor to reach 
from the bottom of the pit to the surface has not been implemented as this is only the ideal case. 
The use of the network flow model allows the use of the Ford-Fulkerson algorithm to solve for the 
ultimate pit limit (Lerchs and Grossmann, 1965). This algorithm, and the new extension was 
programmed in C++11 in order to allow for testing and verification of the method. Throughout the 
algorithm there are processes that are used multiple times, or have lengthy explanations, these have 
been explained in detail in Section 5.3 in order to keep the algorithm steps as simple as possible. 
5.2. REQUIRED USER INPUTS 
In order for the algorithm to work, the user is required to provide several inputs, these are: 
 Block model file (comma separated values: block x centroid, block y centroid, block z 
centroid, block value) 
 Wall angles and azimuths (both in degrees); 
 Orientation step size; and, 
 Discount rate to use during orientation calculation. 
5.3. BACKGROUND PROCESSES 
5.3.1. Wall Angle Attribution 
Once the user has inputted the required wall angles and their associated azimuths, they are used to 
create rosettes for use in dependency creation. An array is created that consists of 361 members (0-
360) for a full revolution. Provided wall angles are stored in this array under the member that aligns 
with the azimuth. Starting at each of these stored values, the same wall angle is stored in each member 
in a clockwise direction until the next provided value is found. This continues around until all 361 
members have a value (with 0 and 360 containing the same value). 
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For example, Table 5.1 shows the wall angles and respective azimuths provided by the user. The final 
product once wall angles have been attributed to each member shown in Figure 5.1 for the case where 
the centre is 0,0 and the points are projected level up. For 0o through to 179o, the wall angle is kept at 
45o, and the projection is seen to be one unit out from the centre as expected. For the other two wall 
angles, the steeper wall angle has projected the point up steeper creating the smaller radius segment 
as expected. 
Table 5.1: 
Example wall angles 
Azimuth (o) Wall Angle (o) 
0 45 
180 60 
270 50 
 
 
Figure 5.1: Wall angle attribution result 
5.3.2. Dependency Creation 
5.3.2.1. Introduction 
In order for the Ford-Fulkerson network flow solver to operate, it requires the relationships between 
nodes. This is stored and used in the form of a 2-dimensional matrix, in order for each dimension to 
correspond to a block number, and the value at this point is the capacity or value of the dependency. 
50 
 
There are two types of dependencies that need to be made to complete the model, these are end 
dependencies, and linking dependencies. 
5.3.2.2. End Dependencies 
Within end dependencies, there are two further classifications of dependencies. The first links the 
source (beginning) of the network flow model to each of the positive value nodes, in this case, each 
of the blocks that is worth mining at economic profit, and the second links the sink (end) of the 
network flow model to each of the negative or zero value nodes. Determining and storing these 
dependencies is done by cycling through each block in the model and assigning it either a dependency 
to the source or sink depending on its value. 
5.3.2.3. Linking Dependencies 
Linking dependencies are how the model knows what blocks lay above each other and are required 
to be mined first, in order to access the blocks below. In order to determine these, the wall angles and 
azimuths that the user provides are used. Traditionally, dependencies are only created for positive 
value blocks, as these are the only blocks that could be considered to be at the bottom of a cone. 
However, due to the additional dependencies added for wall orientation purposes, some negative 
value blocks will need to have the blocks above them linked as well. Therefore, this dependency 
creation process does not determine if a block has a positive value before creating dependencies, but 
rather creates them for all blocks. The process to make the linking dependencies is: 
1. The algorithm starts with the bottom, left, front block. 
2. Using current block’s centroid, a point for each of the 360 wall angles is projected up to the 
top level of the block model. 
3. If any of these points lays outside of the block model, this current block cannot be mined, and 
the algorithm steps to the next block and returns to step 2. If all of these points lay within the 
block model, the algorithm continues to step 4. 
4. The algorithm identifies which blocks on the top level of the block model lay within the circle 
formed by the wall projections. The blocks that lie within it are given a linking dependency 
to the current block, and those outside are disregarded. 
5. Using the current blocks centroid, a point for each of the 360 wall angles is projected up to 
the next level down from the previous level. If no further levels exist, the algorithm goes to 
step 7. 
6. Algorithm identifies which blocks on the current level of the block model lay within the circle 
formed by the wall projections. The blocks that lie within it are given a linking dependency 
to the current block, and those outside are disregarded. Algorithm returns to step 5. 
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7. If more blocks exist to create linking dependencies for, the algorithm moves to the next block 
and returns to step 2. If no more blocks exist to create dependencies for, the process is 
complete. 
5.3.3. Ford-Fulkerson Network Flow Solution 
Upon receiving the dependency matrix, the Ford-Fulkerson algorithm is used to solve for its 
maximum flow/minimum cut solution. This is completed using three repeatable steps until no more 
flow is able to pass through the system (Ford and Fulkerson, 1957). These steps are: 
1. Find an augmenting path; 
2. Identify the limiting capacity arc of the path; and, 
3. Add flow to this path along each arc, adding to the total flow of the system. 
An augmenting path is any path from the source of the network to the sink of the network that still 
has available capacity for flow. The bottleneck capacity of the augmenting path is calculated by 
identifying the arc with the smallest remaining capacity for flow. This becomes the limit for new flow 
added to that particular path. The bottleneck capacity is added to the path, increasing the total flow 
of the network. This is completed for any and all available augmenting paths through the network 
until no more flow can be added. At this stage, the maximum flow/minimum cut solution has been 
reached, with the members of the UPL belonging to at least of the following three categories: 
1. All positive blocks with remaining potential flow (i.e. it is possible to further allocate flow 
from this block, but there is no need). 
2. All positive blocks with flow allocated to negative block(s) that are within the ultimate pit. 
3. All negative blocks that are predecessors of a positive block that belongs to the ultimate pit. 
5.3.4. Convex Hull Creation 
A convex hull is the smallest polygon around a set of points that consist of only acute or obtuse 
internal angles (1o – 179o). As a simple analogy, it is equivalent to stretching a rubber band around 
the set of points (Figure 5.2), and letting go (Figure 5.3). Convex hulls are used across an array of 
applications, including (Briquet, 2007); Computer graphics (ray tracing, video games), Path finding 
(obstacle avoidance, going around all points rather than through), Geographical Information Systems 
(GIS); and, Pattern matching and image processing (license plate reading).  
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Figure 5.2: Rubber band stretched around points 
 
Figure 5.3: Convex hull 
When the convex hull creation process receives a set of points from the main algorithm, it is the set 
of points that are part of the ultimate pit for a given level. For the lowest level, this set of points may 
be not form a flat surface. For example, the green dots in Figure 5.3 are the centroids of blocks that 
are part of the ultimate pit. However, the red block centroids are not part of the ultimate pit, but are 
still inside the convex hull. This property is desirable when it comes to assigning discounting powers, 
and adding additional dependencies. 
5.3.5. Bounding Box Section Creation 
In order to attribute discounting powers and add additional dependencies, the blocks within the 
bounding box need to be split into sections. The process to split the bounding boxes into sections is: 
1. Determine the vertical side length and horizontal side length by calculating the distance 
between the bottom left and top left corners, and the bottom left and bottom right corners 
respectively. 
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2. The number of sections in each direction is the side length rounded down to the nearest 
integer. This ensures that each sections dimensions are as close to the original block size, but 
large enough to ensure that each section has a block centroid within it. 
3. The side lengths are divided by the number of sections to give the section dimensions. 
4. Unit vectors are calculated for the vertical side and horizontal side respectively, expressing 
them in x and y components. 
5. x and y components of vertical and horizontal side are multiplied by the section dimensions 
for each direction respectively. This provides vectors that provide a length equal to the vertical 
and horizontal section dimensions respectively. Figure 5.4 summarizes the calculation of all 
values. 
6. Any sections corners within the bounding box can be accessed by using the BL corner as the 
base, and adding multiples of these scaled vectors for the vertical and horizontal sides. 
 
Figure 5.4: Section creation 
5.3.6. Discounting Power Attribution 
To calculate a more accurate representation of the value of a block for use in the orientation value 
calculation process, each block is assigned a discounting power (dp). This discounting power is used 
in combination with the discounting rate (i) that the user provides. From Equation 5.1, it can be seen 
that the larger the discounting power, the lower the value of a block will be. This is used to simulate 
the effect of the time value of money (Hustrulid, Kuchta and Martin, 2013a). The time value of money 
states that money that is available now is worth more than the same amount of money that becomes 
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available in the future (Jordan, 2017). Within the context of mining this translates to the later a block 
mined, the less value it has to the project. 
 𝐷𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑒𝑑 𝑏𝑙𝑜𝑐𝑘 𝑣𝑎𝑙𝑢𝑒 =  
𝐵𝑙𝑜𝑐𝑘 𝑣𝑎𝑙𝑢𝑒
(1 + 𝑖)𝑑𝑝
 
Equation 5.1 
Discounting powers are attributed from the top of the block model on the straight wall side, and 
progressing across and down as shown in Figure 5.5. The pattern formed by this method simulates 
the availability of mining blocks, allowing for the blocks above to be mined in previous years, or the 
same year. It can be seen that the row of blocks on the straight wall on the second level receives the 
same discounting power as the third row on the top level. This is because the third row on the top 
level forms the final blocks that are required to be mined for access to the second level. This is seen 
again between the second and third level. 
 
Figure 5.5: Discounting power attribution 
The process for attributing these values does take into account that blocks further away from the 
straight wall, may not be part of the ultimate pit. This is achieved by using both the bounding box, 
and the convex hull while attributing discounting powers as described in the following steps: 
1. First section of bounding box is taken (left hand side on straight wall). 
2. As blocks within this section must be taken as part of the FMIPCC UPL, they are assigned a 
discounting power, even if they are outside of the convex hull. 
3. Second section along straight wall is taken. 
4. Blocks within this section are assigned a discounting power, however, as some of them lay 
within the convex hull, this column is marked to only include blocks in the future if they are 
within the convex hull. 
5 5 5 5 5 5 5
4 4 4 4 4 4 4 5 5 5 5 5
3 3 3 3 3 3 3 4 4 4 4 4 5 5 5
2 2 2 2 2 2 2 3 3 3 3 3
1 1 1 1 1 1 1
Straight wall
Straight wall
Straight wall
Top level
Second level
Third level
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5. The process continues along straight wall until all sections are complete. Process returns to 
left hand side of second row away from straight wall. 
6. The process is repeated across each row, marking columns to only include blocks in the future 
if they are within the convex hull. 
7. Figure 5.6 shows that at the right hand side of the third row away from the straight wall, a 
block is outside of the convex hull, on the side away from the straight wall. This means that 
it does not have to be mined to form a regularly flat pit floor. For blocks that meet this 
condition, they are attributed a null (n) discounting power. 
8. Values that have a null discounting power are not included when the sum of the blocks on 
each level is calculated. 
 
Figure 5.6: Discounting power example, convex hull shown in green 
5.3.7. Adding Additional Dependencies 
To ensure a flat pit floor is created, the blocks on the lowest level that are not part of the input UPL 
(red centroids in Figure 5.7) must also be mined. In order to achieve this, additional dependencies are 
added across the lowest level of the pit, linking these unmined blocks to additional positive value 
blocks that are. The process for adding additional dependencies is completed using the following 
method: 
1. First section of bounding box is taken (left hand side on straight wall). 
2. Blocks within this section are recorded as being in section vertical = 1, horizontal = 1. 
3. Second section along straight wall is taken. 
4. Blocks within this section are recorded as being in the section vertical = 1, horizontal = 2. 
n 5 5 5 n n n
4 4 4 4 4 n n
3 3 3 3 3 3 n
2 2 2 2 2 2 2
1 1 1 1 1 1 1
Top level
Straight wall
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5. This process is repeated until all sections have their blocks recorded. Unlike the discounting 
power attribution, this process is not limited to blocks that are either in the convex hull, or 
between the convex hull and straight wall. 
6. Starting from the left most section, furthest away from the straight wall, additional 
dependencies are added from all blocks within this section, to all blocks within the one section 
closer to the straight wall. 
7. This process is repeated for each section within the bounding box that has a section between 
it and the straight wall. Figure 5.8 shows the completed process. Note that the two red 
centroids in the top row will not be mined as they are outside of the convex hull (the input 
UPL), however, the two inside the convex hull, and the two on the straight wall will have to 
be in order to mine this level. 
 
Figure 5.7: Example of blocks inside convex hull, but not part of UPL 
 
Figure 5.8: Visualisation of additional dependencies 
 
• • • • •
• • • • •
• • • • •
Bottom Level
Straight wall
• • • • •
• • • • •
• • • • •
Bottom Level
Straight wall
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5.4. ALGORITHM STEPS 
In conjunction with sub processes explained throughout Section 7.3, the steps below form the main 
process of the FMIPCC UPL determination algorithm, with Figure 5.10 highlighting the major 
sections of the process: 
1. The program is run and asks for block model file to be used for FMIPCC UPL determination. 
2. Block model is loaded into memory. Note: block x=1, y=1, z=1 is the left, front, bottom block. 
3. Extents of block model are determined and stored in memory. 
4. The user is asked for step size for orientation, stored as O. 
5. The user is asked for how many wall angles they would like to specify. 
6. The user is asked for the bearing and azimuth for the number of wall angles specified. 
7. Wall angles are sorted into clockwise order based on the bearings, starting from 0o. 
8. Wall angles are allocated to bearings as described in Section 5.3.1. 
9. Minimum Z level to use is set to maximum Z, i.e. the top of the block model. This shall be 
referred to as K. 
10. A dependency matrix is created as described in Section 5.3.2, using K as the lowest level. 
11. The dependency matrix is input into the Ford-Fulkerson network flow solver (as explained in 
Section 5.3.3), which returns the set of blocks that are part of the UPL. Note: This solution 
returns the traditional UPL, but limited to going down to K. 
12. The set of blocks that are returns from step 11 are input into the orientation calculation 
function. 
13. The orientation function sets orientation (c) to 0o. 
14. The lowest level to be investigated set to Minimum Z level (K from step 9), and is denoted 
KO. 
15. The orientation function identifies which blocks from the input are on the current KO level. 
16. These blocks are used to create a convex hull (CH), as described in Section 5.3.4. 
17. The convex hull is rotated co anti-clockwise. 
18. A bounding box is formed around convex hull, with an additional 0.5 block width distance 
added. This additional distance is to ensure that the bounding box covers all blocks within the 
convex hull, as the convex hull is being calculated on block centroids. The bounding box 
consists of the points as described in Table 5.2. 
19. The bounding box is rotated co clockwise. This provides a bonding box around all convex hull 
members on the KO level, at orientation co. The edge of the bounding box between the bottom 
left and bottom right corners is the edge where the straight conveyor wall is considered to be: 
i.e. at 0o orientation, the conveyor wall is on the south side of the pit. 
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Table 5.2: 
Bounding box point definition 
Top left corner: 
CH x min - 0.5 block dimension, 
CH y max + 0.5 block dimension 
Top right corner: 
CH x max + 0.5 block dimension, 
CH y max + 0.5 block dimension 
Bottom left corner: 
CH x min - 0.5 block dimension, 
CH y min - 0.5 block dimension 
Bottom right corner: 
CH x max + 0.5 block dimension, 
CH y min - 0.5 block dimension 
 
20. The bounding box is split into sections as described in Section 5.3.5. 
21. Section by section, blocks are attributed a discounting power as described in Section 5.3.6. 
22. The sum of discounted block values on KO level is taken and stored against the current 
orientation. As each KO is evaluated, each levels values are summed together under each 
orientation to form a discounted value of the whole model at each orientation. 
23. KO is increased by one (towards the surface of the block model) and algorithm returns to step 
15. If KO is equal to max level, algorithm continues to step 24. 
24. Orientation is increased by Oo, and algorithm returns to step 14. If no further orientations are 
possible, algorithm continues to step 25. 
25. K is reduced by one, and algorithm return to step 10. If no lower K is possible, algorithm 
continues to step 26. 
26. Values for orientations are analysed, identifying maximum value options. If more than one 
exists with the same maximum value, all of them are stored as potential options. This list of 
maximum options is presented to the user to select which options to run. Each option is stored 
with the pit floor level, the orientation at which its value was maximised, and what the value 
was. 
27. User selects which maximum value options to run, this can be only one, or up to all options. 
28. Selected options are passed into the option evaluation function. Each option includes the K 
that was the base level, and the orientation at which the value was the maximum. 
29. The option evaluation function starts with first option. 
30. A Dependency matrix is created as described in Section 5.3.2, using options K as the lowest 
level. 
31. The dependency matrix is input into the Ford-Fulkerson network flow solver (as explained in 
Section 5.3.3), which returns the set of blocks that are part of the UPL. Note: This solution 
returns the traditional UPL, but limited to going down to K. 
32. Minimum Z level of current options UPL from step 30 is stored as KRO. 
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33. Option evaluation function identifies which blocks from the UPL determined in step 29 are 
on the current KRO. 
34. These blocks are used to create a convex hull, as described in Section 5.3.4. 
35. This convex hull is rotated anti-clockwise by the orientation stored in the option. 
36. A bounding box is formed around convex hull, with an additional 0.5 block width distance 
added. This additional distance is to ensure that the bounding box covers all blocks within the 
convex hull, as the convex hull is being calculated on block centroids. The bounding box 
consists of the points as described in The bounding box is rotated co clockwise. This provides 
a bonding box around all convex hull members on the KO level, at orientation co. The edge 
of the bounding box between the bottom left and bottom right corners is the edge where the 
straight conveyor wall is considered to be: i.e. at 0o orientation, the conveyor wall is on the 
south side of the pit. 
37. Table 5.2. 
38. The bounding box is split into sections as described in Section 5.3.5. 
39. Additional dependencies are added to the dependency matrix as described in Section 5.3.7. 
40. The modified dependency matrix is input into the Ford-Fulkerson network flow solver, which 
solves for the FMIPCC UPL for the current option. 
41. The FMIPCC UPL solution for current option is saved to a csv file in a format amenable to 
conversion to common block model formats (e.g. .dm [Datamine block model], .dgm [Deswik 
block model]) with the filename of the format: [FMIPCCUPLValue]_[Lowest 
Level]_[Orientation]. 
42. If more options exist, next option is loaded, and steps 30-40 are repeated. If no other options 
exist, algorithm is complete. 
Figure 5.9 shows an example csv output file. It has all required block identifiers and parameters, as 
well as which blocks are mined as part of the determined FMIPCC UPL. This csv can be converted 
to the required block model format, and a mine planning engineer can continue with the mine planning 
process, through to scheduling and pit design. 
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Figure 5.9: Screenshot of output block model csv file from algorithm 
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Figure 5.10: Algorithm Sections and loop visualisation 
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6. VERIFICATION OF DEVELOPED ALGORITHM 
6.1. INTRODUCTION 
Due to the novel nature of the work presented, verification of the work is required to aid in acceptance 
of the method. Verification of this method is completed by showing that the logic of the algorithms 
implementation is correct, and that it achieves what it is designed to do. In order to show this, two 
example block models are used. One of these has a known trivial solution in order to highlight the 
method working as intended (trivial model), with the second having a non-trivial, but still known 
solution, to show that the algorithm does not just work for the simple case (non-trivial model). In 
order to classify as verified, the algorithm must return results that have regularly flat pit floors, and a 
straight conveyor wall. 
The user inputs used were the same for both scenarios, and are outlined in Table 6.1. The wall angles 
of 45o at every bearing are used for simplicity, though any combination of angles can be used as 
described in Section 7.3.1. The orientation step size should give a decent resolution, but not so small 
such that many orientations would have the same values. For example, rotation 0o and 1o may have 
exactly the same blocks within the same sections, resulting in the same UPL. After testing, for block 
models the size of the verification model, a step size of 9o was found to be the smallest size to not 
have identical UPL from adjacent steps. The discount rate used is a function of available equity and 
debt, and the cost of these, otherwise known as the Weighted Average Cost of Capital (WACC). An 
acceptable WACC in Australia of 9% has been used throughout this verification. 
Table 6.1: 
Verification user inputs 
Parameter Value 
Wall angles 45o at every bearing 
Orientation step size 9o 
Discount rate 9% 
 
6.2. TRIVIAL MODEL 
6.2.1. Introduction to Model 
This model is used as a basis for showing that the algorithm is able to identify each orientation with 
the same maximum value, a flat pit floor, and a straight edge on the conveyor wall. As this model is 
only being used for verification purposes, block values were assigned to create a model with known, 
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trivial solutions. Table 6.2 shows the block model properties, with Figure 6.1 showing each level of 
the model, with waste blocks highlighted yellow, and ore highlighted green. A second version of this 
model exists with mining costs inflated to resemble the high costs of truck and shovel mining. Mining 
costs are inflated from a value of 1, to a value of 1.33, this makes waste blocks worth -1.33, and ore 
blocks worth 3.67 (0.67 for the ore block on the bottom level). This truck and shovel model is solved 
using the traditional network flow method in order to compare results. 
Table 6.2: 
Trivial model parameters 
Parameter Value 
Model Dimensions (X, Y, Z) (15,15,3) 
Waste Blocks 650 (value:-1) 
Ore Blocks 25 (value: 4 [24 blocks], 1 [1 block]) 
 
Figure 6.1: Trivial model 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 10 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 9 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 Y 8 -1 -1 -1 -1 -1 4 4 -1 4 4 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 7 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 6 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X X
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Middle Level
Bottom Level
Top Level
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6.2.2. Known Solution 
6.2.2.1. Solution Statement 
Using Figure 6.1 as reference, it can be seen that there are four identical trivial solutions with the flat 
floor on the middle level (including the mining of the waste block in the middle), and the conveyor 
wall located at 0o, 90o, 180o, and 270o respectively. 
6.2.2.2. Phase One: Traditional Solution 
The traditional solution that is used to find orientations for the trivial model is detailed in Figure 6.2 
and Figure 6.3, with blocks that are part of the UPL shown in blue. Only blocks on the top and middle 
level are part of the UPL, as the ore block on the lowest level requires an equal value of waste to be 
removed, thus making it inefficient to mine. In total, this UPL consists of 69 blocks, with a total value 
of 51. 
 
Figure 6.2: Top level of trivial model traditional UPL solution 
 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Top Level
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Figure 6.3: Middle level of trivial model traditional UPL solution 
6.2.2.3. Phase Two: Orientation Determination 
Discounting powers are attributed to blocks within the bounding boxes formed around the traditional 
solution. Figure 6.4 to Figure 6.7 show this for the four orientations of equal maximum value. The 
corners of the model that are opposite the conveyor wall are not given a discounting power, as they 
will not have to be mined, whereas the corners on the conveyor wall may potentially have to be mined 
for more complex models, thus are attributed a power. 
 
Figure 6.4: Trivial model 0o discounting powers 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 4 4 -1 4 4 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Middle Level
11 - 7 7 7 7 7 -
10 6 6 6 6 6 6 6 10 7 7 7 7 7
9 5 5 5 5 5 5 5 9 6 6 6 6 6
Y 8 4 4 4 4 4 4 4 Y 8 5 5 5 5 5
7 3 3 3 3 3 3 3 7 4 4 4 4 4
6 2 2 2 2 2 2 2 6 3 3 3 3 3
5 1 1 1 1 1 1 1
5 6 7 8 9 10 11 6 7 8 9 10
X X
Middle Level
Top Level
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Figure 6.5: Trivial model 90o discounting powers 
 
Figure 6.6: Trivial model 180o discounting powers 
 
Figure 6.7: Trivial model 270o discounting powers 
11 1 2 3 4 5 6 -
10 1 2 3 4 5 6 7 10 3 4 5 6 7
9 1 2 3 4 5 6 7 9 3 4 5 6 7
Y 8 1 2 3 4 5 6 7 Y 8 3 4 5 6 7
7 1 2 3 4 5 6 7 7 3 4 5 6 7
6 1 2 3 4 5 6 7 6 3 4 5 6 7
5 1 2 3 4 5 6 -
5 6 7 8 9 10 11 6 7 8 9 10
X X
Top Level
Middle Level
11 1 1 1 1 1 1 1
10 2 2 2 2 2 2 2 10 3 3 3 3 3
9 3 3 3 3 3 3 3 9 4 4 4 4 4
Y 8 4 4 4 4 4 4 4 Y 8 5 5 5 5 5
7 5 5 5 5 5 5 5 7 6 6 6 6 6
6 6 6 6 6 6 6 6 6 7 7 7 7 7
5 - 7 7 7 7 7 -
5 6 7 8 9 10 11 6 7 8 9 10
X X
Top Level
Middle Level
11 - 6 5 4 3 2 1
10 7 6 5 4 3 2 1 10 7 6 5 4 3
9 7 6 5 4 3 2 1 9 7 6 5 4 3
Y 8 7 6 5 4 3 2 1 Y 8 7 6 5 4 3
7 7 6 5 4 3 2 1 7 7 6 5 4 3
6 7 6 5 4 3 2 1 6 7 6 5 4 3
5 - 6 5 4 3 2 1
5 6 7 8 9 10 11 6 7 8 9 10
X X
Top Level
Middle Level
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Calculating the value of each of these blocks using Equation 5.1, and summing them, each orientation 
equates to a total value of 28.1 (Figure 6.8). As this model is identical in the four orientations 
discussed, it is trivial to see that the value at these orientations will also be the same. 
 
Figure 6.8: Value at 0o orientation for trivial model 
For any other orientation, additional waste must be mined to form a flat floor to the straight conveyor 
wall, thus reducing value. An example for 45o orientation is shown in Figure 6.9 and Figure 6.10 to 
highlight this. 
 
Figure 6.9: Discounting powers at 45o orientation for trivial model 
 
11 - -0.5 -0.5 -0.5 -0.5 -0.5 -
10 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 10 2.2 2.2 2.2 2.2 2.2
9 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 9 2.4 2.4 2.4 2.4 2.4
Y 8 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 Y 8 2.6 2.6 -0.6 2.6 2.6
7 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 7 2.8 2.8 2.8 2.8 2.8
6 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 6 3.1 3.1 3.1 3.1 3.1
5 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9
5 6 7 8 9 10 11 6 7 8 9 10
X X
Middle Level
Value: 28.1
Top Level
Middle Level
11 4 5 5 6 6 11
10 3 4 4 5 5 6 6 10 5 6 6 7 7
9 2 3 3 4 4 5 5 6 9 4 5 5 6 6 7
Y 8 1 2 2 3 3 4 4 5 5 Y 8 3 4 4 5 5 6 6
7 1 2 2 3 3 4 4 5 7 3 4 4 5 5 6
6 1 2 2 3 3 4 4 6 3 4 4 5 5
5 1 2 2 3 3 5 3 4 4
4 1 2 2 4 3
3 1 3
3 4 5 6 7 8 9 10 11 4 5 6 7 8 9 10
X X
Top Level
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Figure 6.10: Value at 45o orientation for trivial model 
6.2.2.4. Phase Three: Orientation Implementation 
Using the maximum value orientations from phase 2, the additional dependencies towards the straight 
wall are added to the dependency matrix. This is shown in Figure 6.11 for the orientation 0o option, 
with ore blocks in green, and waste in yellow. The modified dependency matrix is then solved again 
for the FMIPCC UPL solution. The solution of this for the 0o orientation is shown in Figure 6.12 and 
Figure 6.13, and has a value of 50. It can be seen that the waste block in the middle of the ore has 
now been included as part of the FMIPCC UPL ensuring a flat pit floor. 
 
Figure 6.11: Additional dependencies for trivial model 
 
Middle Level
11 -0.7 -0.6 -0.6 -0.6 -0.6 11
10 -0.8 -0.7 -0.7 -0.6 -0.6 -0.6 -0.6 10 2.6 2.39 2.39 2.19 2.19
9 -0.8 -0.8 -0.8 -0.7 -0.7 -0.6 -0.6 -0.6 9 -0.7 2.6 2.6 2.39 2.39 2.19
Y 8 -0.9 -0.8 -0.8 -0.8 -0.8 -0.7 -0.7 -0.6 -0.6 Y 8 -0.8 -0.7 2.83 2.6 -0.6 2.39 2.39
7 -0.9 -0.8 -0.8 -0.8 -0.8 -0.7 -0.7 -0.6 7 -0.8 2.83 2.83 2.6 2.6 2.39
6 -0.9 -0.8 -0.8 -0.8 -0.8 -0.7 -0.7 6 3.09 2.83 2.83 2.6 2.6
5 -0.9 -0.8 -0.8 -0.8 -0.8 5 -0.8 -0.7 -0.7
4 -0.9 -0.8 -0.8 4 -0.8
3 -0.9 3
3 4 5 6 7 8 9 10 11 4 5 6 7 8 9 10
X X
Top Level
Value: 14.9
10
9
Y 8
7
6
6 7 8 9 10
X
Middle Level
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Figure 6.12: Top level of trivial model FMIPCC UPL solution 
 
Figure 6.13: Middle level of trivial model FMIPCC UPL solution 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Top Level
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 4 4 -1 4 4 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 4 4 4 4 4 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Middle Level
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6.2.3. Algorithm Solution 
6.2.3.1. Phase One: Traditional Solution 
Figure A.1 shows the user inputs defined in Table 6.1 entered into the algorithm, and that there is no 
blocks in the UPL when the top level is set as the base. This is as expected as there is no ore on the 
top level of the model. Figure A.2 shows that there is 69 blocks that form the traditional UPL when 
the middle level is set as the base. When cross checked with Figure 6.2 and Figure 6.3, this is found 
to be solving correctly. Once this solution is found, it is passed into the orientation determination 
phase. 
6.2.3.2. Phase Two: Orientation Determination 
Figure A.3 shows the set of points that form the convex hull for the middle level (k=2). Note that the 
first and last point are the same such that it forms a closed polygon which is required when testing if 
a point is inside it. Also shown is the bounding box corners for the level at orientation 0o, and the 
section corners for the first row, with the associated discounting powers for the blocks within them. 
Figure A.4 shows other bounding box corners for various orientations of the model, showing that the 
calculation is completed for the lowest level of the model (k=2 in this instance), working up towards 
the surface (k=3). Note that the algorithm will skip orientation determination for a base level if the 
traditional solution is the same as the base level above, as is the case for the trivial model. This is 
shown in Figure A.5, with no bounding box corners displayed after “Entering Orientation for level: 
1”. Figure A.5 also shows the options that are identified as the maximum value orientations. It can be 
seen that the value for each orientation is equal to the known solution for each orientation, though it 
is not rounded to significant figures within the algorithm. In order to show that each of these solutions 
return a pit with a flat pit floor, all options were selected to run. 
6.2.3.3. Phase Three: Orientation Implementation 
Figure A.6 shows all options being run, with their respective undiscounted FMIPCC UPL values, the 
level on which the floor is located, and the orientation at which this option was found. The solution 
to each of these orientation is written to a csv file named accordingly (Figure A.7), in a format that is 
readily able to be converted to a block model to visualise the results (as shown in Figure 5.9). Once 
all of the options are finished, the algorithm is complete, and the program exits. 
Figure 6.14 a) and b) show the UPL of the traditional network flow solution of the truck and shovel 
model, and the FMIPCC UPL for the trivial model at 0o orientation respectively. As the four 
orientations solutions are identical, only one has been shown. 
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Figure 6.14: UPLs of trivial model for a) truck and shovel, b) FMIPCC 
When comparing the two UPLs, it is seen that the waste block that was not part of the truck and 
shovel UPL is included in the FMIPCC UPL, thus creating the required flat pit floor. 
6.3. NON-TRIVIAL MODEL 
6.3.1. Introduction to Model 
This model is used to show that the algorithm does not only work for trivial solutions, and will exclude 
blocks that are part of a traditional UPL if the additional waste makes it unprofitable. As this model 
is only being used for verification purposes, block values were assigned to create a model with a 
known, non-trivial solution. Table 6.3 shows the block model properties, with Figure 6.15 showing 
each level of the model, with waste blocks highlighted yellow, and ore highlighted green. A second 
version of this model exists with mining costs inflated to resemble the high costs of truck and shovel 
mining. Mining costs are inflated from a value of 1, to a value of 1.3, this makes waste blocks worth 
-1.3, and ore blocks worth 3.7 (0.7 for the ore block on the bottom level). This truck and shovel model 
is solved using the traditional network flow method in order to compare results. 
 
a) b) 
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Table 6.3: 
Non-trivial model parameters 
Parameter Value 
Model Dimensions (X, Y, Z) (15,15,3) 
Waste Blocks 640 (value:-1) 
Ore Blocks 30 (value: 4 [29 blocks], 1 [1 block]) 
 
 
Figure 6.15: Non-trivial model 
6.3.2. Known Solution 
6.3.2.1. Solution Statement 
Using Figure 6.15 as reference, it can be seen that the solution again has the flat floor on the middle 
level of the model, however, there is now only one solution. This solution has the conveyor wall 
Middle Level
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 9 -1 -1 -1 -1 -1 -1 -1 4 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 Y 8 -1 -1 -1 -1 4 4 4 -1 4 4 4 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 7 -1 -1 4 4 4 -1 4 4 4 4 4 4 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 6 -1 -1 -1 4 4 4 4 4 -1 4 4 4 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 5 -1 -1 -1 -1 4 -1 4 -1 4 4 -1 4 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X X
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Top Level
Bottom Level
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 9 -1 -1 -1 -1 -1 4 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 Y 8 -1 -1 4 4 4 -1 4 4 4 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 7 4 4 4 -1 4 4 4 4 4 4
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 6 -1 4 4 4 4 4 -1 4 4 4
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 5 -1 -1 4 -1 4 -1 4 4 -1 4
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 3 4 5 6 7 8 9 10 11 12
2 3 4 5 6 7 8 9 10 11 12 13 X
X
Top Level
Middle Level
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located at 0o (the south wall of the pit, when the calculated orientation is 0o), with the ore block (3,7) 
on the middle level not being included in the FMIPCC UPL solution due to too much additional waste 
needing to be removed. 
6.3.2.2. Phase One: Traditional Solution 
The traditional solution that is used to find orientations for the trivial model is detailed in Figure 6.16 
and Figure 6.17, with blocks that are part of the UPL shown in blue. Only blocks on the top and 
middle level are part of the UPL, as the ore block on the lowest level requires an equal value of waste 
to be removed, thus making it inefficient to mine. In total, this UPL consists of 85 blocks, with a total 
value of 60. 
 
Figure 6.16: Top level of non-trivial model traditional UPL solution 
 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Top Level
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Figure 6.17: Middle level of non-trivial model traditional UPL solution 
6.3.2.3. Phase Two: Orientation Determination 
Discounting powers are attributed to blocks within the bounding boxes formed around the traditional 
solution. Figure 6.18 shows this for the 0o orientation. The waste blocks of the model that are opposite 
the conveyor wall are not given a discounting power, as they will not have to be mined, whereas the 
corners on the conveyor wall may potentially have to be mined for more complex models, thus are 
attributed a power. Calculating the value of each of these blocks using Equation 5.1, and summing 
them, the total equates to 21.4 (Figure 6.19). 
 
Figure 6.18: Non-Trivial model 0o discounting powers 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 4 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 4 4 4 -1 4 4 4 -1 -1 -1 -1
7 -1 -1 4 4 4 -1 4 4 4 4 4 4 -1 -1 -1
6 -1 -1 -1 4 4 4 4 4 -1 4 4 4 -1 -1 -1
5 -1 -1 -1 -1 4 -1 4 -1 4 4 -1 4 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Middle Level
10 - - - - - - 7 - - - - -
9 - - - 6 6 6 6 6 6 6 - - 9 - - - - - 7 - - - -
Y 8 - 5 5 5 5 5 5 5 5 5 5 - Y 8 - - 6 6 6 6 6 6 6 -
7 4 4 4 4 4 4 4 4 4 4 4 4 7 5 5 5 5 5 5 5 5 5 5
6 3 3 3 3 3 3 3 3 3 3 3 3 6 4 4 4 4 4 4 4 4 4 4
5 2 2 2 2 2 2 2 2 2 2 2 2 5 3 3 3 3 3 3 3 3 3 3
4 1 1 1 1 1 1 1 1 1 1 1 1
2 3 4 5 6 7 8 9 10 11 12 13 3 4 5 6 7 8 9 10 11 12
X X
Middle Level
Top Level
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Figure 6.19: Value at 0o orientation for non-trivial model 
6.3.2.4. Phase Three: Orientation Implementation 
Using the maximum value orientations from phase 2, the additional dependencies towards the straight 
wall are added to the dependency matrix. This is shown in Figure 6.20 for the orientation 0o option, 
with ore blocks in green, and waste in yellow. The modified dependency matrix is then solved again 
for the FMIPCC UPL solution. The solution of this for the 0o orientation is shown in Figure 6.21 and 
Figure 6.22, and has a value of 46. It can be seen that the waste blocks in the middle of the ore on the 
second level have now been included as part of the FMIPCC UPL ensuring a flat pit floor. It should 
also be noted that the ore block (3,7) is not included as part of the FMIPCC UPL. This is due to a 
total waste value of -5 (due to the additional waste towards the conveyor wall) having to be removed 
to mine the ore block of value 4. This creates a net value of -1, making the block financially infeasible. 
 
Figure 6.20: Additional dependencies for non-trivial model 
 
10 - - - - - - -0.5 - - - - -
9 - - - -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 - - 9 - - - - - 2.2 - - - -
Y 8 - -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 - Y 8 - - 2.4 2.4 2.4 -0.6 2.4 2.4 2.4 -
7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 -0.7 7 2.6 2.6 2.6 -0.6 2.6 2.6 2.6 2.6 2.6 2.6
6 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 6 -0.7 2.8 2.8 2.8 2.8 2.8 -0.7 2.8 2.8 2.8
5 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 -0.8 5 -0.8 -0.8 3.1 -0.8 3.1 -0.8 3.1 3.1 -0.8 3.1
4 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9 -0.9
2 3 4 5 6 7 8 9 10 11 12 13 3 4 5 6 7 8 9 10 11 12
X X
Top Level
Middle Level
9
Y 8
7
6
5
3 4 5 6 7 8 9 10 11 12
X
Middle Level
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Figure 6.21: Top level of non-trivial model FMIPCC UPL solution 
 
Figure 6.22: Middle level of non-trivial model FMIPCC UPL solution 
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
7 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
6 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
5 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Top Level
15 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
14 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
13 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
11 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
10 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
9 -1 -1 -1 -1 -1 -1 -1 4 -1 -1 -1 -1 -1 -1 -1
Y 8 -1 -1 -1 -1 4 4 4 -1 4 4 4 -1 -1 -1 -1
7 -1 -1 4 4 4 -1 4 4 4 4 4 4 -1 -1 -1
6 -1 -1 -1 4 4 4 4 4 -1 4 4 4 -1 -1 -1
5 -1 -1 -1 -1 4 -1 4 -1 4 4 -1 4 -1 -1 -1
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
Middle Level
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6.3.3. Algorithm Solution 
6.3.3.1. Phase One: Traditional Solution 
Figure B.1 shows the user inputs defined in Table 6.1 entered into the algorithm, and that there is no 
blocks in the UPL when the top level is set as the base. This is expected as there is no ore on the top 
level of the model. Figure B.2 shows that there is 85 blocks that form the traditional UPL when the 
middle level is set as the base. When cross checked with Figure 6.16 and Figure 6.17, this is found to 
be solving correctly, though some block are cut off the list. Once this solution is found, it is passed 
into the orientation determination phase. 
6.3.3.2. Phase Two: Orientation Determination 
Figure B.3 shows that the set of points that form the convex hull for the middle level (k=2). Note that 
the first and last point are the same such that it forms a closed polygon which is required when testing 
if a point is inside it. Also shown is the bounding box corners for the level at orientation 0o, and some 
section corners for the first row, with the associated discounting powers for the blocks within them. 
Figure B.4 shows other bounding box corners for various orientations of the model, showing that the 
calculation is completed for the lowest level of the model (k=2 in this instance), working up towards 
the surface (k=3). Note that the algorithm will skip orientation determination for a base level if the 
traditional solution is the same as the base level above, as is the case for the non- trivial model. This 
is shown in Figure B.5, with no bounding box corners displayed after “Entering Orientation for level: 
1”. Figure B.5 also shows the options that are identified as the maximum value orientations. It can be 
seen that the value for the maximum value orientation is equal to the known solution value, though it 
is not rounded to significant figures within the algorithm. 
6.3.3.3. Phase Three: Orientation Implementation 
Figure B.6 shows the only option being run, with the calculated value, the level on which the floor is 
located, and the orientation at which this option was found. The solution is written to a csv file name 
accordingly (Figure B.7), in a format that is readily able to be converted to a block model to visualise 
the results (as shown in Figure 5.9). Once the orientation implementation is finished, the algorithm is 
complete, and the program exits. 
Figure 6.23 a) and b) show the UPL of the traditional network flow solution of the truck and shovel 
model, and the FMIPCC UPL for the non-trivial model respectively. 
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Figure 6.23: UPLs of non-trivial model for a) truck and shovel, b) FMIPCC 
It can be seen again that the waste blocks that were not part of the UPL for the truck and shovel 
solution are now removed in the FMIPCC solution. However, in creating a straight wall and a flat pit 
floor, it can be seen that one ore block on the left of the picture is no longer part of the FMIPCC UPL, 
while it was part of the truck and shovel UPL. This is due to the additional waste required to be mined 
to maintain the straight wall out to this extent, making it uneconomical to mine. 
  
a) b) 
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7. APPLICATION TO A CASE STUDY 
7.1. INTRODUCTION 
To highlight the applicability of this method, a scaled down case study comparing truck and shovel 
UPL optimisation and FMIPCC UPL optimisation was completed. To further evaluate the use of 
FMIPCC systems, each option was given a basic schedule in order to compare NPV’s and Equivalent 
Annual Values (EAV) of each. 
The case study was completed on a copper block model that was developed from real data of several 
actual copper deposits. The model was 15 blocks in both the X and Y direction, and had five levels 
in the Z direction with Z=5 being the surface level. Blocks are 25 m cubes, with a density of 2.7 t/m3. 
The grades of the 471 mineralised blocks range from 0.101 % to 0.699 %. The top level of the model 
of predominantly waste, with some low grade ore available. The next three levels gradually increase 
in grade as depth increases. The lowest level then decreases in grade again. Figure 7.1 shows the 
grade tonnage distribution of the model, with the full model available in Appendix A. 
 
Figure 7.1: Grade tonnage distribution of case study block model. 
7.2. PARAMETERS AND INPUTS 
Table 7.1 shows the parameters, required user inputs, and the values used in the case study. Note that 
the values for mining cost, processing cost, metallurgical recovery and copper price or not accurate 
reflections of the industry at large, they are only appropriate values used for this case study. These 
values equate to an economic cut-off grade of 0.136%, providing 432 blocks above cut-off grade. The 
safe wall angles used provide a continuous 45o wall angle used to determine block dependencies. The 
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orientation step size is essentially the resolution at which the user wishes to analyse the block model. 
The smaller the step size, the more options are analysed, but the longer the run time; but the larger 
the step size, shortens the run time, but analyses less options. The discount rate used is a function of 
available equity and debt, and the cost of these, otherwise known as the Weighted Average Cost of 
Capital (WACC). An acceptable WACC in Australia of 9% has been used for this case study. 
Table 7.1: 
Case study parameters and user inputs 
Parameter Value 
Trucks and shovel mining cost $5 + $0.50/t for each level below the top level 
FMIPCC mining cost $3.50 + $0.35/t for each level below the top 
level 
Processing cost $6/t ore 
Metallurgical Recovery 85% 
Copper Price $5200/t product 
Safe wall angle 0o Bearing: 45o, 180o Bearing: 45o 
Orientation step size 9o 
Discount rate 9% 
 
7.3. RESULTS 
7.3.1. Ultimate Pit Limits 
There are five UPLs that form the results of this case study, one for the TS pit, and four options for 
FMIPCC pits (one for each floor level excluding the surface, denoted as FM4 for the FMIPCC UPL 
that has its floor on level 4). Table 7.2 shows the numerical results of these UPLs, with the pits shown 
in Figure 7.2. 
As expected, the UPL for the TS case (Figure 7.2 a)) resembles an inverted cone, though it does have 
a flat floor; this is a limitation of the model only being five levels, with low grade ore on the lowest 
level. Though there are some four block long straight walls, these are not long enough to be 
appropriate for a pit exit conveyor. Each of the four FMIPCC UPLs possesses a flat floor that is 
appropriate for the use of conveyors. The UPLs for the FM4 and FM3 (Figure 7.2 b) and Figure 7.2 
c) respectively), show a straight wall at 0o which is long enough for the pit exit conveyor to leave the 
pit with no switch backs (transfer stations) necessary. The UPLs for the FM2 and FM1 (Figure 7.2 d) 
and Figure 7.2 e) respectively), have their straight wall at 351o. This orientation equates to a change 
of approximately 6.3 blocks in the X direction for every one block in the Y direction for the conveyor 
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wall, making the conveyor wall appear as a series of smaller straight edges. As these two UPLs are 
deeper than the previous two, without being any wider, the conveyors illustrated are required to switch 
back to make it out of the pit. For all four FMIPCC UPLs, the additional requirements of FMIPCC 
systems on pit shape are met. 
Table 7.2: 
Case study UPL numerical results 
Result TS FM4 FM3 FM2 FM1 
Orientation of conveyor wall (o) N/A 0 0 351 351 
UPL value ($M) 41.827 18.202 44.890 68.337 69.963 
Total material (Mt) 14.301 7.509 13.964 20.377 19.870 
Ore (Mt) 11.728 6.834 10.589 14.302 14.681 
Waste (Mt) 2.573 0.675 3.375 6.075 5.189 
Stripping ratio 0.219 0.099 0.319 0.425 0.353 
Average grade (%) 0.369 0.287 0.344 0.369 0.364 
Product (kt Cu) 36.763 16.645 30.991 44.900 45.461 
Resource recovery (%) 64.352 37.500 58.102 78.472 80.556 
 
When comparing the cases, it can be seen that as the FMIPCC UPLs get deeper, their resource 
recovery increases, which directly translates into progressively higher UPL values. However, when 
comparing them to the TS case, this relationship no longer remains true. It can be seen that although 
FM3 has a lower resource recovery (58.10% compared to 64.35%), and a higher stripping ratio (0.32 
compared to 0.22), it produces a higher UPL value. This is due to the decrease in mining cost when 
using an FMIPCC system. 
  
82 
 
 
Legend 
 
Level 5 (surface) 
 
Level 4 
 
Level 3 
 
Level 2 
 
Level 1 
 
Pit exit conveyor location 
  
  
Figure 7.2: Case study UPL results, a) Truck and shovel, b) FMIPCC with floor on level 4, c) FMIPCC with floor on 
level 3, d) FMIPCC with floor on level 2, e) FMIPCC with floor on level 1. 
a) 
b) c) 
d) e) 
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7.3.2. Scheduled Pits 
Scheduling of the TS UPL was completed according to the existing convention of progressing down 
and then out across the deposit, targeting high grade material first. FMIPCC systems typically operate 
on a two or three bench basis; the scheduling for these is similar, with the only difference being a 
third active level when mining three levels. The scheduling of a two bench scenario follows the 
following steps: 
 Mining starts on the top level, at one end of the conveyor wall. 
 Mining progresses along this row until all blocks have been removed, mining continues on 
the top level row by row until dependents of blocks on the level below are removed. 
 Once the level below is uncovered, mining is split between the two levels, progressing across 
the pit until both levels are completely mined. 
 Once these two levels are mined, the process is repeated on any remaining levels below. 
Each scenario had the same mining and processing rates, with the same restrictions applied to them, 
these were: 
 Mining capacity of 20 blocks per year, must be fully utilised (except final year when a shortfall 
is expected). 
 Processing capacity of ten blocks per year, must be fully utilised once processing starts (except 
final year when a shortfall is expected). 
 Blocks may be processed the same year that they are mined. 
 Stockpiled blocks are kept independently, maintaining their original grade. 
 Rehandling cost of stockpiled material is negligible. 
As each FMIPCC UPL that is three or more levels deep can be scheduled as a two or three bench 
operation, there are two schedules for pits with floors on levels three, two and one. This results in a 
total of eight scenarios. Table 7.3 shows the results of the schedules, with the number of benches 
scheduled at a time shown for each scenario.  
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Table 7.3: 
Case Study Schedule Results 
Result TS FM4 FM3 FM2 FM1 
Bench sequence N/A 2 2-1 3 2-2 3-1 2-2-1 3-2 
UPL value ($M) 41.83 18.20 44.89 68.34 69.96 
Life of Mining 16.95 8.90 16.55 24.15 23.55 
Life of Processing 
(Start Year) 
27.8 (1) 16.2 (1) 25.1 (2) 33.9 (2) 34.8 (2) 
NPV ($M) 13.87 9.11 10.55 15.60 7.18 12.61 1.32 3.53 
EAV ($M) 1.37 1.10 1.07 1.59 0.68 1.20 0.12 0.33 
 
As expected, the value of each pit has decreased significantly from the undiscounted UPL value. The 
first result to observe is that for each FMIPCC case that has two scheduling options, the cases where 
three benches are initially mined concurrently consistently outperform the cases where two benches 
are initially mined. For traditional TS cases, a larger UPL value (due to different mining equipment, 
or higher capacities) translates to an accordingly higher NPV for the same deposit. This relationship 
is no longer true due to the scheduling constraints of FMIPCC systems having a larger negative effect 
on the value of the pits. This highlights the importance of scheduling each UPL that is returned from 
the algorithm, not just the one with the highest undiscounted value. Only one of the FMIPCC 
scheduled pits has a higher NPV than the truck and shovel case (FM3, three bench case), with a value 
of $M15.60, compared to the TS case value of $M13.87 (an increase of 11.74%), even though it has 
a higher stripping ratio, and lower resource utilisation (Table 7.2). Due to the uneven mine/processing 
lives of these two schedules, their EAVs have been investigated. The FM3 three bench operation has 
a higher EAV, showing this option to be the better investment. Of note between these two scenarios 
is that the TS case is able to mine enough ore in year one to start processing immediately, whereas 
the FM3 case is not able to start processing until year two, yet still returns a higher NPV. 
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8. CONCLUSIONS AND RECOMMENDATIONS 
The aim of this research was to develop an algorithm to determine the UPLs that include the additional 
requirements of FMIPCC systems as no current UPL determination methods provide that capability. 
These additional requirements are having a flat pit floor that is appropriate for linearly extensive 
benches, and a straight wall to locate a dedicated pit-exit conveyor ramp. 
In order to do this, IPCC systems and the UPL problem were comprehensively reviewed, including 
how the requirements of IPCC systems affect the shape of the pit. Following this, prior work in the 
area was presented, with several methods of developing such an algorithm also discussed. It was 
determined than an algorithm developed as an extension to the existing mathematically rigorous 
network flow solution was most appropriate. 
The presented algorithm operates as a three phase process, being run for each level of the input block 
model being set as the floor of the pit. The first phase determines the traditional UPL using the 
network flow solution, with the results being the input to the second phase. The second phase makes 
use of the mathematical principles of convex hulls, and arbitrarily oriented bounding boxes, as well 
as the financial concept of present value calculation to determine the orientation which has the 
potential to create the most value. Once this orientation is calculated, the original model is modified 
with additional dependencies and passed into the network flow solver to find the final rigorous 
solution. 
The algorithm was verified using two small block models with known solutions, and a larger case 
study. The former were used to show that it was providing solutions with flat floors and a straight 
conveyor wall in a case with known solutions, whilst the latter was used to highlight finding solutions 
that were not located on a principle direction (0o, 90o, 180o or 270o). Results from this show that it is 
a successful implementation of the additional requirements of FMIPCC systems in the UPL 
determination process. Although the algorithm uses heuristic process, they are implemented in an 
intelligent manner, and use of them is minimized. Importantly, the final results from the algorithm 
are still mathematically rigorous. 
The development of this UPL determination algorithm that includes the additional requirements of 
FMIPCC systems advances the ability for industry to optimise and design a mine using an FMIPCC 
system. With this advancement, the opportunity to operate using a more economic and 
environmentally friendly mining system is presented, with the potential to shape the future of surface 
mining operations. 
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Although this research has the potential to shift the paradigm of the mining industry away for truck 
haulage, the author has identified three areas directly related to this work that require further 
investigation. Firstly, the method for determining the orientation of the conveyor wall is based 
soundly on accepted mathematical principles. However, as the bounding box always extends to the 
furthest point, there is the possibility that the row of blocks on the conveyor wall edge will include 
additional waste to the extent that the net value of the row is negative. If this is the case, this row is 
not of economic value, and should not be mined. Further development of the algorithm to include 
investigation of the conveyor wall being located one or more rows in from the edge of the bounding 
box would improve its accuracy. 
Secondly, the mathematics in the algorithm is only implemented to work with block models that 
consist of cubic blocks. In industry, block dimensions are often different in each direction to account 
for resolution and/or technical parameters of the operation (i.e. bench height for the z dimension). 
Including a method to account for these differing dimensions would allow this method to be more 
widely applicable. 
Thirdly, the ability to include additional geotechnical data is desirable. This could include orientations 
at which the conveyor wall either is or is not preferable. This could be included as either a strict binary 
for each orientation (i.e. the ability to lock orientations from being investigated as a wall there is 
inappropriate), or include a weighting system in the block model such that block values would change 
with wall orientation. 
In addition to these direct recommendations, there are two other factors to include in future work on 
FMIPCC systems. Firstly, now that this initial algorithm has been created, there is the potential to 
develop it further. This may include the use of genetic algorithms, or shape optimisation to further 
optimise the shape of the pit. Secondly, to further increase the accuracy, research into the scheduling 
theory and application should be conducted in order to be either included in the process, or as the 
next step in the planning of an FMIPCC mine. 
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APPENDIX A. TRIVIAL MODEL ALGORITHM 
SOLUTION 
 
Figure A.1. User inputs and empty top level UPL for trivial model 
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Figure A.2. UPL blocks for trivial model traditional solution 
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Figure A.3. Convex hull of middle level for trivial model traditional solution 
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Figure A.4. Bounding box coordinates for different levels and orientations for trivial model 
 
Figure A.5. Orientation options for trivial model 
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Figure A.6. Orientation implementation options being run for trivial model 
 
Figure A.7. Options saved as individual csv results files for trivial model 
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APPENDIX B. NON-TRVIAL MODEL ALGORITHM 
SOLUTION 
 
Figure B.1. User inputs and empty top level UPL for non-trivial model 
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Figure B.2. UPL blocks for non-trivial model traditional solution 
 
Figure B.3. Convex hull of middle level for non-trivial model traditional solution 
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Figure B.4. Bounding box corners for different levels and orientations for non-trivial model 
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Figure B.5. Orientation options for non-trivial solution 
 
Figure B.6. Orientation implementation being run for the non-trivial model 
 
Figure B.7. Option saved as a csv results file for non-trivial model 
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APPENDIX C. CASE STUDY BLOCK MODEL 
 
Figure C.1. Top level of case study block model. 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.190 0.196 0.202 0.208 0.214 0.208 0.202 0.196 0.190 0.000 0.000 0.000
12 0.000 0.000 0.000 0.189 0.192 0.195 0.198 0.201 0.198 0.195 0.192 0.189 0.000 0.000 0.000 0.000
11 0.000 0.000 0.000 0.187 0.190 0.191 0.193 0.194 0.193 0.191 0.190 0.187 0.000 0.000 0.000 0.100
10 0.000 0.000 0.000 0.186 0.192 0.209 0.203 0.204 0.205 0.206 0.183 0.186 0.000 0.000 0.000 0.200
9 0.000 0.000 0.000 0.184 0.182 0.210 0.206 0.198 0.199 0.200 0.175 0.184 0.000 0.000 0.000 0.300
Y 8 0.000 0.000 0.000 0.183 0.171 0.207 0.205 0.202 0.180 0.181 0.182 0.183 0.000 0.000 0.000 0.400
7 0.000 0.000 0.000 0.181 0.172 0.202 0.201 0.201 0.199 0.198 0.197 0.181 0.000 0.000 0.000 0.500
6 0.000 0.000 0.000 0.180 0.171 0.198 0.212 0.200 0.180 0.178 0.177 0.180 0.000 0.000 0.000 0.600
5 0.000 0.000 0.000 0.177 0.182 0.188 0.194 0.200 0.194 0.188 0.182 0.177 0.000 0.000 0.000 0.700
4 0.000 0.000 0.000 0.178 0.172 0.162 0.152 0.154 0.156 0.161 0.166 0.178 0.000 0.000 0.000
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
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Figure C.2. Second level of case study block model. 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.248 0.249 0.248 0.248 0.249 0.249 0.248 0.249 0.248 0.000 0.000 0.000
12 0.000 0.000 0.000 0.331 0.387 0.405 0.412 0.420 0.425 0.352 0.313 0.302 0.000 0.000 0.000 0.000
11 0.000 0.000 0.000 0.413 0.525 0.562 0.575 0.591 0.600 0.455 0.377 0.355 0.000 0.000 0.000 0.100
10 0.000 0.000 0.000 0.288 0.338 0.553 0.316 0.398 0.480 0.241 0.480 0.360 0.000 0.000 0.000 0.200
9 0.000 0.000 0.000 0.259 0.277 0.270 0.439 0.261 0.567 0.465 0.333 0.330 0.000 0.000 0.000 0.300
Y 8 0.000 0.000 0.000 0.360 0.551 0.491 0.572 0.446 0.542 0.299 0.332 0.360 0.000 0.000 0.000 0.400
7 0.000 0.000 0.000 0.330 0.470 0.539 0.418 0.398 0.556 0.308 0.592 0.259 0.000 0.000 0.000 0.500
6 0.000 0.000 0.000 0.360 0.438 0.394 0.494 0.433 0.535 0.419 0.371 0.288 0.000 0.000 0.000 0.600
5 0.000 0.000 0.000 0.355 0.431 0.320 0.351 0.355 0.248 0.433 0.463 0.413 0.000 0.000 0.000 0.700
4 0.000 0.000 0.000 0.258 0.177 0.102 0.114 0.119 0.196 0.118 0.145 0.258 0.000 0.000 0.000
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
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Figure C.3. Third level of case study block model. 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.000 0.000 0.150 0.158 0.171 0.174 0.136 0.158 0.122 0.153 0.133 0.183 0.172 0.000 0.000
12 0.000 0.000 0.156 0.593 0.460 0.335 0.545 0.643 0.411 0.600 0.377 0.415 0.183 0.000 0.000 0.000
11 0.000 0.000 0.162 0.567 0.563 0.340 0.337 0.578 0.497 0.658 0.657 0.659 0.198 0.000 0.000 0.100
10 0.000 0.000 0.199 0.514 0.478 0.551 0.547 0.533 0.580 0.541 0.316 0.686 0.161 0.000 0.000 0.200
9 0.000 0.000 0.123 0.327 0.377 0.419 0.365 0.395 0.474 0.430 0.345 0.602 0.200 0.000 0.000 0.300
Y 8 0.000 0.000 0.165 0.696 0.554 0.639 0.489 0.407 0.667 0.372 0.505 0.642 0.123 0.000 0.000 0.400
7 0.000 0.000 0.137 0.341 0.334 0.406 0.373 0.648 0.369 0.470 0.573 0.514 0.139 0.000 0.000 0.500
6 0.000 0.000 0.198 0.461 0.588 0.439 0.689 0.685 0.327 0.363 0.332 0.422 0.179 0.000 0.000 0.600
5 0.000 0.000 0.190 0.398 0.506 0.377 0.444 0.495 0.356 0.511 0.445 0.531 0.145 0.000 0.000 0.700
4 0.000 0.000 0.179 0.324 0.348 0.571 0.589 0.313 0.403 0.433 0.333 0.636 0.197 0.000 0.000
3 0.000 0.000 0.151 0.177 0.113 0.180 0.114 0.157 0.132 0.119 0.135 0.166 0.165 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
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Figure C.4. Fourth level of case study block model. 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.000 0.000 0.115 0.196 0.162 0.169 0.127 0.149 0.193 0.183 0.184 0.126 0.105 0.000 0.000
12 0.000 0.000 0.122 0.442 0.416 0.399 0.415 0.354 0.399 0.484 0.638 0.676 0.191 0.000 0.000 0.000
11 0.000 0.000 0.190 0.469 0.546 0.329 0.587 0.557 0.455 0.637 0.337 0.545 0.102 0.000 0.000 0.100
10 0.000 0.000 0.119 0.543 0.443 0.378 0.348 0.384 0.685 0.570 0.338 0.414 0.119 0.000 0.000 0.200
9 0.000 0.000 0.111 0.580 0.621 0.694 0.335 0.660 0.596 0.623 0.498 0.423 0.160 0.000 0.000 0.300
Y 8 0.000 0.000 0.118 0.464 0.381 0.445 0.454 0.642 0.478 0.583 0.452 0.665 0.165 0.000 0.000 0.400
7 0.000 0.000 0.122 0.624 0.375 0.540 0.606 0.436 0.544 0.328 0.611 0.517 0.182 0.000 0.000 0.500
6 0.000 0.000 0.187 0.318 0.441 0.457 0.526 0.698 0.326 0.699 0.329 0.533 0.101 0.000 0.000 0.600
5 0.000 0.000 0.158 0.414 0.360 0.433 0.573 0.471 0.390 0.580 0.502 0.505 0.121 0.000 0.000 0.700
4 0.000 0.000 0.160 0.326 0.452 0.457 0.436 0.592 0.539 0.669 0.453 0.433 0.181 0.000 0.000
3 0.000 0.000 0.133 0.150 0.169 0.126 0.124 0.145 0.178 0.137 0.121 0.114 0.113 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
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Figure C.5. Bottom level of case study block model. 
15 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
11 0.000 0.000 0.000 0.000 0.137 0.146 0.189 0.120 0.113 0.108 0.194 0.000 0.000 0.000 0.000 0.100
10 0.000 0.000 0.000 0.000 0.177 0.287 0.256 0.258 0.238 0.251 0.149 0.000 0.000 0.000 0.000 0.200
9 0.000 0.000 0.000 0.000 0.190 0.263 0.242 0.285 0.288 0.260 0.182 0.000 0.000 0.000 0.000 0.300
Y 8 0.000 0.000 0.000 0.000 0.154 0.271 0.230 0.233 0.267 0.254 0.184 0.000 0.000 0.000 0.000 0.400
7 0.000 0.000 0.000 0.000 0.114 0.280 0.254 0.240 0.250 0.274 0.183 0.000 0.000 0.000 0.000 0.500
6 0.000 0.000 0.000 0.000 0.111 0.255 0.285 0.271 0.270 0.276 0.199 0.000 0.000 0.000 0.000 0.600
5 0.000 0.000 0.000 0.000 0.168 0.192 0.144 0.159 0.118 0.188 0.131 0.000 0.000 0.000 0.000 0.700
4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X
