ABSTRACT. Interval 
I. INTRODUCTION.
The purpose of this paper is to introduce a broad class of Lipschitz-type operators and to present new results concerning first-order optimality conditions for nonsmooth nonconvex programs in infinite dimensions.
Significant progress in deriving more general optimality conditions for mathematical programming models has been made in recent years as a result of advances in nonsmooth analysis and optimization. The study of nonsmooth problems is motivated in part by the desire to optimize increasingly sophisticated models of complex manmade and naturally occurring systems that arise in areas ranging from economics, operations research, and engineering design to variational principles that correspond to partial differential equations. Results in nonsmooth optimization have expedited understanding of the salient aspects of the classic smooth theory and identified concepts fundamental to optimality that are not intertwined with differentlability assumptions. We mention as examples in this regard the works of Hiriart-Urruty [I] , where the convexity of a tangent cone is required for optimality in the nonsmooth case but not when differentiability is assumed, and Clarke [2] where standard assumptions in optimal control are weakened. Rubinov [15] , Borwein [16] and Papageorgiou [17] made important generalizations to convex mappings into ordered vector spaces. However, there is no genera] agreement on exactly what to do except in the convex case. The "quasidifferentials" of Pshenichnyi [18] , " -gradients" of Bazaara, Goode and Nashed [19] , "subdtfferentials" of Penot [20] and the "derivative containers" of Warga [21] marked the initial thrusts into the nonconvex, nonsmooth setting. Clarke [2, [22] [23] [24] [25] introduced a generalized gradient for nonconvex functions whose analytical virtues were recognized from the outset. His approach, like our approach in this paper, is essentially a "convexifying" process utilizing properties inherent in the function rather than that of assuming the existence of convex and/or linear approximations.
Since the initial contribution of Clarke, the theory and applications of generalized gradients has grown to such an extent that a survey is beyond the scope of this introduction. For excellent summaries of the theory, motivation and applications of generalized gradients and extensive references we refer the reader to Clarke [2] , Hiriart-Urruty [1] and Rockafellar [26] ; in addition, Borwein and Strojwas [27] provide an insightful comparison of several recent directional derivatives and generalized gradients of the same genre as Clarke's gradient. The excellent papers by Papageorgiou [17, 28] and Ioffe [29, 30] provide many fundamental results in nonsmooth analysis for vector-valued mappings.
We conclude this section with a brief summary of the main results. In Section we introduce interval-Lipschitz mappings and show that several other classes of mappings introduced in the context of nonsmooth analysis and/or optimization, such as strictly differentiable mappings, the Lipschitz operators of Kusraev [31] and Papageorgiou [28] , the order-Lipschitz mappings of Rei]and [32, 33] A distinguishing feature of our optimality conditions is that they allow for an infinite-dimensional equality constraint. Ioffe [30] obtains results for problems in Banach spaces with an infinite-dimensional Lipschitz equality constraint operator or finitely many directionally Lipschitzian equality constraint functions.
INTERVAL-LIPSCHITZ MAPPINGS.
Unless specified otherwise, in this section X and V denote, respectively, a linear topological space and an ordered topological vector space. We will denote the zero elements of X and V by 0. We will occasionally make the assumption that the positive cone V+" (v Kusraev. REMARK. If X is a Banach space, V is an order complete Banach lattice and f" X V is locally o-Lipschitz according to Papageorgiou [28] For a mapping f: X V, V an ordered topological vector space, Thibault [36] defines f to be order-Lipschitz at a point R X as follows: there exist mappings and B of X into V and a mapping r: The subdifferential of an interval-Lipschitz mapping will be defined in terms of a directional derivative which we now introduce. [28] . The Clarke derivative of f at R defined by Ku@raev [31] coincides with f(R;.) if the range space and the filter in Kusraev [31] are, respectively, order complete and limited to the neighborhood filter of R.
The next two results exhibit properties of fo(;y) as a mapping of y e X. PROPOSITION I. The mapping y fo(;y) is a sublinear mapping from X to V that satisfies f(R;y) < M(y) for all y e W and f(R;-y)-(-f)(R;y) for every y X.
PROOF. 
f(R;O) f(R;y-y) f(R;y) + f(R;-y) f(R;y) + M(-y), and thus -M(-y) f(R;y) M(y).
Since V+ is normal and lim M(y) 8 for all y e X.
PROOF. Suppose T: X V is a linear mapping satisfying T(y) _< f(R;y) for all y e X. By the inearity of T, -T(y) T(-y) < f(R;-y), thus -f(R;-y) < T(y) _< f(R;y). Since [18] . A real-valued function defined on a topological vector space E is quasidifferentiable at e E in the [29] (where such multifunctions are called fans) and lead to necessary conditions which have as special cases the necessary conditions of Clarke [24] , Hiriart-Urruty [I, 38, 39] and Ioffe [40] . Ioffe [30] has in fact used the concept of fan to develop more general necessary conditions. Let X be a Banach space, V as described at the beginning of Section 3, S a nonempty subset of X, and f an extended real-valued function on X which, unless stated otherwise, is assumed to be finite and interval-Lipschitz at R S.
Consider the problem: minimize f(x), subject to x E S; R is a local minimum of f on S if f is finite at and if there exists a neighborhood N of R such that f(x) f(R) for every x e S n N; R is a minimum of f on S if f is finite at R and f(x) f() for every x e S. The closure of the convex hull of K(S;x o) is denoted P(S;Xo). The polar cone of a nonempty set A C X is given by A:={x * E X*Ix*(x) 0 x E A}, where X* is the topological dual of X; if A , A:=X * If A* C X* is nonempty, the prepolar of A* is (A*)" (x E Xlx*(x) 0 y x* A* E A*} If (A*) =X. A((A*)) is a weak*-closed (weakly closed) convex cone in X*(X).
We begin our study of optimality with three results that give necessary conditions for a vector R to be a local minimum. PROPOSITION 5. If is a local minimum of f on S=X, then 0 af(). 
Since W is radial, we conclude fo(;y) _> 0 for y E X and hence that 0 E af().
REMARK. Proposition 5 is related to a necessary condition for an unconstrained optimum of a quasidifferentiable function on En. A real-valued function f on E n is quasidifferentiable at x if f is directionally differentiable at x and if there exists convex compact sets _f(x) and af(x) in E n such that f'(x;d) max <v,d> + min <w,d> vEf(x) w(f(x) (Demyanov and Rubinov [41] ). Polyakova [42] has shown that -af() C f(R) is a necessary condition for to be a minimum of a quasidifferentiable function f on En. By Theorem 1, if the real-valued function f on E n is order-Lipschitz and regular at R, then f is quasidifferentiable at with af() {0} and f() af(), thus the optimality condition immediately above reduces to the condition in -1), (-1,-1) ).
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A statement of sufficient conditions requires the following preliminaries. A function f: X R that is interval-Lipschitz at R is pseEdoconvex 0ver.$ at if for all x E S, f(R;x-R) 0 implies f(x) f(R). A subset A C X is pseudoconvex at x 0 E cl A if x x 0 E P(A;x0) for all x A, and strictly pseudoconvex at x 0 if x x 0 E K(A;x0) for all x E A. PROPOSITION 9. Suppose f is pseudoconvex over S at R S and S is pseudoconvex at R; then 0 E af(R) + [P(S;R)] is a sufficient condition for R to be a minimum of f on S.
PROOF. The condition 0 af(k) + [P(S;R)] implies 0 T + 7, where T af(R) and 7 E [P(S;R)] . Therefore, for all x E S, 0 T(x-R) + (x-R).
Since S is pseudoconvex at R, x R E P(S;R) for all x E S, which implies (x R) S 0. Thus T(x R) 0 and, for all x E S, f(R;x-R) T(x-R) 0, which by the pseudoconvexity of f implies f(x) f().
REMARKS. I) A "local minimum" analogue of the above result follows directly if f is pseudoconvex over S n N at R, for some neighborhood N of R, and if S is locally pseudoconvex at R, where the latter means that there exists a neighborhood N 2 of R such that x P(S;R) for all x S n N 2. Hiriart-Urruty [39, Th. 5] states (for f Lipschitz at R) that 0 af(R) + [K(S;R)] (note that [K(S;R)]
[P(S;R)] ) is a sufficient condition for R to be a local minimum of f on S under the assumptions that f be locally pseudoconvex at R and that S be locally strictly pseudoconvex at R; this latter condition is termed "Condition L" by Hiriart-Urruty.
2) A more desirable sufficient condition is possible in Proposition g, but it is acquired at the expense of strengthening the assumption on S by using the (Clarke) tangent cone (S;R). If f is pseudoconvex over S at R (as in Proposition 9) and if x R E (S;R) for all x E S, then 0 E af(R) + [(s;R)] is a sufficient condition for R to be a minimum of f on S. If S is locally convex at R, that is, there is a neighborhood of R such that S n N is convex, then (S;R) K(S;R) P(S;R) Hiriart-Urruty [38, p. 83] and the sufficient condition immediately above is equivalent to the sufficient condition in Proposition 9.
To state the problem with an explicit operator constraint, let be a locally convex ordered topological vector space that is an order complete vector lattice. A and B are nonempty subsets in X and V, respectively, and g" X V is intervalLipschitz at R E S where S {x Alg(x) B). Let J {x XIT(x) P(B;g(R)) X* for each T ag(R)) and H* {h lh #ag(R), # {P(B;g(R)))), where rag(R) {# TIT ag(R)}. [37] ) and 0 f() + o + 6o. Let 
