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Introduction
In some systems of buoyancy-driven convection in porous media, the density and hence buoyancy of interstitial fluids within the porous matrix may be a function of both the temperature and the concentration of a solute. Some geological examples include seawater within sediments on the ocean floor [e.g., Schoofs et al., 1999] , geothermal reservoirs with briny interstitial fluids [e.g., Grant et al., 1982] , water transport within sea-ice, and magmas in partially solidified magma chambers [e.g., Worster, 2000; Butler et al., 2006] . In such cases, double-diffusive and double-advective effects can lead to a number of interesting phenomena including fingering instabilities and convective layering [e.g., Phillips, 1991; Oldenburg and Pruess, 1998; Rudraiah et al., 2003] . Stability analysis for such systems has been presented by Nield [1968] and Phillips [1991] and finite amplitude numerical simulations in plane layers that are uniformly heated from below and cooled from above have been presented by Schoofs and Spera [2003] . Oldenburg and Pruess (1999) presented numerical simulations showing the separation of salinity and thermal fronts for two simple initial distributions. Recently, Menand et al. [2003] published laboratory experiments in which fluid with varying density due to varying temperature and solute concentration was injected into the base of a porous layer in order to investigate effects that may be present when fluids of different composition and temperature are injected into geological porous networks. A wide range of behaviors of the resulting transient plumes was described, including plumes that initially rose buoyantly only to be blocked in there ascent by a dense solute cap that separated from the rest of the plume.
In this contribution, we use a numerical model to further investigate the behavior of transient plumes that result when fluid with varying temperature and solute concentration is injected into the base of a porous layer. The model is very simple and it includes only the minimal effects required to produce the many non-linear effects seen in systems with both thermal and compositional buoyancy. This simplicity has the advantage of making easier the isolation of the effects leading to specific phenomena. As we will show, many of our results are very similar to those of Menand et al. [2003] and we will investigate a larger parameter space and describe the transient plumes more quantitatively than is practical from the results of a laboratory experiment.
In porous media, solute and heat both advect and diffuse at different rates. Heat advects more slowly than solute due to the fact that heat equilibrates with the surrounding solid matrix as well as the interstitial fluid while the solute only interacts with the interstitial fluid [Phillips, 1991; Oldenburg and Pruess, 1999; Menand et al., 2003; Schoofs and Spera, 2003; Geiger et al., 2005] . Therefore, compositional fronts advect with the pore fluid velocity, u/φ, where u is the Darcy velocity and φ is the porosity. Thermal fronts, however, advect with a velocity of u·((ρ l C pl /ρC p )), where ρ l C pl is the specific heat per unit volume of the liquid and ρC p is the average specific heat per unit volume of both the porous medium and the liquid [Grant et al., 1982; Menand et al., 2003] . A double-diffusive effect is also present since heat diffuses much more rapidly than solute [Nield and Bejan, 1992] . These effects can lead to the separation of the thermal and solute fields which can lead to a wide variety of plume shapes and behaviors as we will show.
Using a numerical model, the effects of temperature and composition on plume behavior were studied in two dimensions. The model simulates fluid being injected from a narrow line source (where the line is perpendicular to the solution domain) with either a velocity of zero or a small non-zero vertical velocity into a porous medium of unit aspect ratio with a constant, fixed, porosity where the interstitial fluid is initially at rest. The magnitudes of the thermal and compositional buoyancies are parameterized through thermal and compositional Rayleigh numbers (Ra t and Ra c ). In figure 1 , we present the various numerical experiments that we have performed to indicate our coverage of the (Ra t , Ra c ) parameter space.
These simulations were set up in order to be comparable to the laboratory experiments conducted by Menand et al. [2003] , in which fluid of varying temperature and composition was injected into the base of a saturated porous layer with an initial interstitial fluid of constant temperature and solute concentration. Our numerical experiments further elaborate on those experiments by examining a wider range of the (Ra t ,Ra c ) parameter space and by investigating the effects of varying the injection velocity. As we will show, there is excellent qualitative agreement between some of our results and those of Menand et al. [2003] .
In the following section we describe the model and parameters. The subsequent sections discuss the results of each quadrant of the (Ra t ,Ra c ) parameter space.
Model Description

Governing Equations
The density of the fluid was assumed to vary linearly with temperature, θ, and solute concentration, C, resulting in the following non-dimensional equation:
where ρ l is the liquid density measured in units of the ambient fluid density and α and β are the thermal expansivity and the equivalent of a compositional expansivity (defined in   the nomenclature table) , respectively. The variables ∆T = (T 1 − T 0 ) and ∆C = (C d1 − C d0 ) represent the difference in temperature and concentration, respectively, between the injected and initial ambient fluids. In table 1 we list the nondimensionalization used.
Significantly more detailed models of the variation of density with temperature and solute concentration in brines have been developed and used previously (e.g., Oldenburg and Pruess, 1998; Geigner et al., 2005) , however, equation 1 has the benefit of simplicity and in many geological contexts, the temperature and salinity variations are sufficiently small that a linear equation of state is reasonably accurate (Phillips, 1991) . It will also be noted that the non-linear density model for Salton Sea brines of Oldenburg and Pruess (1998) remains close to linear for temperatures less than 250 o C and salt concentrations less than roughly 18 wt. %.
Darcy's flow law in porous media was used to describe the pore fluid movement. We assumed constant liquid viscosity and constant, isotropic permeability. The non-dimensional stream function equation was obtained by taking the curl of Darcy's law under these assumptions to give the following Poisson equation:
where ψ is the stream function, x is the horizontal coordinate, Ra t and Ra c are the thermal and compositional Rayleigh numbers, respectively, and we are making the Boussinesq approximation so that ∇ · u = 0. The Darcy velocity, u, is related to the stream function
where z is the vertical coordinate. The energy conservation equation and the conservation of solute equation were solved in order to update the temperature and the concentration fields, respectively:
where t is the time, Le is the Lewis number and 
where g is the acceleration due to gravity, ρ 0 is the liquid density in the initial ambient fluid, Π is the permeability, µ is the dynamic fluid viscosity and H is the dimensional depth of the layer.
Parameters
The value for ρ s C ps /(ρ l C pl ) was set to be 0.314 in order to have the same ratio of the thermal front velocity to the Darcy velocity, Γ = 1/((ρ s C ps /(ρ l C pl ))(1 − φ) + φ), where Γ = 1.7 and φ = 0.40 as given in Menand et al. [2003] . Note that this corresponds to much larger porosities than those used in Oldenburg and Pruess [1999] and Schoofs and Spera [2003] and as a result, the difference between the advection rates for solute and heat are not as dramatic. However, as we will show, the effects of the different advection rates still lead to significant differences in plume morphology. The ratio of thermal to solutal diffusivity was set to be 10 due to computational constraints, however Le calculated using the diffusivities for salt and water is approximately an order of magnitude larger [Bolz and Tuve, 1970; Lide, 2003] . We still capture the important double diffusive behavior, however, since the effective solute diffusivity, φ/Le, is more than an order of magnitude less than the thermal diffusivity. A small number of test simulations performed with very high resolution and Le = 100 indicate that the plume structures formed are very similar to cases with Le = 10 with the main differences being the more sharply defined compositional fronts and thinner compositional boundary layers.
The length scale of the box was set to 30 cm in order to model a typical laboratory experiment. The thermal diffusivity, κ l , used to dimensionalize time was 1.0 x 10 −3 cm 2 /s [Phillips, 1991; Lide, 2003] The effects of dispersion were not taken into account in this model. The effects of thermal dispersion are usually small and can be neglected in geological settings [Phillips, 1991; Nield and Bejan, 1992; Schoofs et al., 1999] and the velocities in our simulations are sufficiently low that the effects of thermal dispersion would be negligible. The effects of solutal dispersion would have been important, however, unless the decorrelation distance in the porous matrix was extremely small (Phillips, 1991) . However, our main interests concern double-advective effects which are well captured by our model. Also, the visual results of the model correspond well to those of Menand et al. [2003] .
Numerical Technique
The Poisson equation for the stream function was solved using the MUDPACK-2 solver [Adams, 1993] . The solute and energy equations were time-stepped using second-order centered finite difference approximations using the Arakawa Jacobean [Arakawa, 1966] to discretize the advection term and a modified Crank-Nicholson time-step scheme. The numerical grid consisted of 577 by 577 uniformly distributed nodes. This high resolution was necessary due to the very low solute diffusivity. The model was tested by verifying analytical results for the critical Rayleigh number for the onset of purely thermal convection Lapwood [1948] and some simulations were repeated with higher resolution in order to ascertain that the results are not resolution-dependent.
In most simulations equations 3, 4, and 5 were solved sequentially resulting in simulations in which the temperature and concentration lagged the stream-function field by one time step. Some simulations were done for which the solution of the equations was iterated for each time step to ensure that this time lag did not affect the results. The results presented for negative compositional buoyancy and positive thermal buoyancy were all performed with iterated calculations where the solutions were iterated until the maximum change in the concentration field was less than 1 part in 10
10
.
Initial and Boundary Conditions
In figure 2 we summarize the initial and boundary conditions for the simulations. The In sections 3.1 and 3.2 we show results for compositional and thermal buoyancy only, respectively (corresponding to points on the Ra t and Ra c axies of figure 1), in order to illustrate the differences in the behavior of plumes driven by these different sources of buoyancy. In section 3.3 we briefly describe the behavior of fluids that are injected with purely negative buoyancy while in section 3.4 we briefly describe the behavior of plumes with both positive thermal and compositional buoyancy. In sections 3.5 and 3.6
we describe the interesting behavior of plumes when one source of buoyancy is positive and the other negative.
Positive Ra c Axis: Positive Compositional Buoyancy Only
In figures 3a, b and c we show contour plots of the concentration, temperature and stream function fields at dimensional time 3100 s which is just before the plume started to interact strongly with the top of the box. This is the LIV case with Ra c = 335 and Ra t = 0 and is marked as run a on figure 1. The shape of the plume is typical of plumes observed on this axis. As can be seen, plumes on this axis are very narrow with very steep concentration gradients at the plume tops. The stream function, shown in figure 3c,
indicates that the main feature of the flow is high-velocity upward movement along a very narrow path directly above the injection site. It can be seen by inspecting figure 3c that a small amount of ambient fluid is being entrained into the plume throughout the lower half of the plume. This can also be seen in figure 3d (solid line) which shows a gradual decrease in concentration along the mid-line for the lower half of the plume. For this Rayleigh number and this injection velocity, the fluid speeds-up after being injected into the layer.
In tables 2 and 4-7, we list some characteristic measures of the various plumes. We list the time required for the solute plume to reach the top of the box which we define as the time when the value of the solute concentration at the top surface reaches 5% of the injection value. The heights and widths of the plumes and the magnitudes of the temperature and composition differences from the ambient fluid (henceforth referred to as the temperature and composition magnitudes of the plumes) are listed and are dimensionless while the velocity and time have been made dimensional. The velocity listed is the height of the box divided by the total time that it takes the compositional front to reach the top of the box. The heights of the plumes are listed for the times at which the compositional plumes reached the top of the box. When the plumes were slow-moving or when a dense solute cap formed, the data are listed for the greatest time for which these cases were run. The widths of the plumes in each table were measured when all of the compositional or thermal plumes for that quadrant were at the same height.
The magnitudes of the concentration and temperature differences with the ambient fluid in the plumes were measured at the horizontal and vertical center of each plume when the plumes were at this height. The height of the plume was defined as the highest point where the solute concentration or temperature was 5% of the injection value while the width was defined as the maximum horizontal distance between points where these fields fell to 5% of their injection value. All profiles shown in figures 3-8 were taken along a vertical line at x = 0.5.
In figure 3d we display the concentration and temperature along a vertical profile up the mid-line for both LIV and ZIV cases, when the plumes were at essentially the same height. The ZIV case took 10100 s from the time of the initiation of the experiment as opposed to 3100 s for the LIV case. The ZIV case shows a sharp decrease in concentration and temperature near the base which is associated with the diffusion of solute and heat across a boundary layer into the domain while the decrease in concentration with height in the LIV case is due mostly to mixing with the ambient fluid. The general shape of the plume, however, remained the same as the ZIV case and both were similar to figure 3a
in Menand et al. [2003] . The rise time for the plume in the experiments of Menand et al. [2003] is roughly 2000 s indicating that our LIV simulation is in a similar parameter regime.
The biggest difference between the cases where the fluid was injected and the ZIV cases was the magnitude of the difference in concentration between the interior of the plumes and the ambient fluid. This is because the advection rate was similar to the thermal diffusion rate but much greater than the solute diffusion rate as can be seen in table 3 where . The ZIV cases are purely natural (buoyancy-driven) convection while the LIV and HIV cases are part natural and part forced convection. In the interior of the domain, the buoyancy forces tended to dominate the forcing so that even the HIV cases represent dominantly natural convection.
For simulations on the Ra c axis, both the LIV and ZIV cases initially showed small instabilities on the edges of the injection region (not shown). After a short time the side plumes merged with the central plume. This effect was also observed in quadrants 1 and 2.
In order to further investigate the origin of these side plumes, a simulation was undertaken for which the entire lower boundary was made to have a low solute concentration. The spacing between the large number of resulting plumes was very small and was similar to the size of the injection region indicating that the side plumes were likely a result of the finite size of the injection region.
As was noted in section 3, these results also describe a situation where compositionally dense fluid sinks from above. One such situation occurs during the freezing of sea ice where plumes of high-salinity fluid, resulting from the expulsion of salt during the freezing of sea water from above, form within a mushy layer (e.g. Wettlaufer et al., 1997) . These plumes are very narrow and straight-sided like the one shown in figure 3 . The narrowness of the brine plumes in sea-ice is enhanced by the formation of channels in the ice porous matrix caused by melting and hence increased permeability caused by the high salinity fluid, however, it is unlikely that such channels would form if the initial plumes were very broad like the thermally driven plumes that we will describe in the next section.
Positive Ra t Axis: Positive Thermal Buoyancy Only
In this case, the concentration field acted as a passive tracer of the injected fluid except for a small amount of diffusion. These plumes were "mushroom-shaped" because the slow moving thermal front heated up the original pore fluid near the injection area causing this fluid to rise upward and mix with the injected fluid [Menand et al., 2003] . This caused the formation of limbs on the plume as seen in figure 4a . This effect had previously been widely observed in experiments and simulations in viscous fluids [e.g., Griffiths and Campbell, 1990; Farnetani and Richards, 1995] . figure 4c shows that the flow moved upwards in the middle of the box, however, the upward flow described by this stream function was not as narrowly focused as that in figure 3c . It can also be seen that most of the entrainment of ambient fluid occurs close to the base of the plume. The compositional plumes also propagated of order one half the speed of the plumes on the positive Ra c axis with the same injection buoyancy.
The shapes of the plumes for the LIV and ZIV cases were very similar to each other and to figure 3b in Menand et al. [2003] . The time to reach the top of the experimental apparatus in Menand et al. [2003] was 5070 s which compares with the rise time for our LIV plume of 7900s which again indicates that our LIV calculation was in a similar parameter regime.
3.3. Negative Ra t and Ra c Axes: Negative Thermal Buoyancy and Negative
Compositional Buoyancy
Along the negative Ra t axis, for the ZIV case, heat diffused from the ambient fluid into the injection region resulting in a small cold region directly above the injection region creating a gravitational instability owing to the negative thermal buoyancy and resulting in downward flow at the center and lateral spreading against the bottom of the box. For the ZIV case along the negative Ra c axis the concentration field rose upward a smaller distance than for the above case due to the slower diffusivity of solute causing a smaller gravitational instability that also fell downward and spread out along the bottom of the box. The overall strength of the flow was less than that of the flow for the negative Ra t axis case.
For the LIV case on the negative Ra t axis the results were much the same as for the diffusion case with the exception that the heat and the passive tracer were carried further vertically resulting in a more vigorous gravitational instability.
Quadrant 1: Positive Compositional and Thermal Buoyancy
For Ra t and Ra c values that lie in the first quadrant, the plume shapes were a combination of the two end members found along the positive Ra t and Ra c axes. The LIV case resulted in narrower plumes with greater velocities and higher concentrations than the ZIV case as seen in tables 3 and 5. The "mushroom" head of the compositional plume was narrower and taller for the LIV case than for the ZIV case.
However, the general shapes of the LIV and ZIV case plumes were the same.
Quadrant 2: Positive Compositional and Negative Thermal Buoyancy
For the ZIV cases, the initial motion in these simulations was downward over the injection area and lateral spreading along the bottom of the box driven by the negative buoyancy caused by the more rapid diffusion of heat than solute from the ambient fluid and solid matrix into the injection region. However, the fluid near the bottom of the box warmed due to its contact with the ambient fluid and solid matrix, and the fluid became positively buoyant over the injection area resulting in an upward moving, compositionallydriven plume. This phenomenon is somewhat analogous to salt fingering instabilities that occur when there exist stratified plane layers where the lower fluid is thermally more dense and compositionally less dense than the upper fluid. The time to the appearance of the upward moving plume was reduced for larger ratios of Ra c to Ra t and, as might be expected, the downward moving flow was of lesser intensity for larger ratios of Ra c to Ra t . in figure 5d shows the less dense compositional plume surrounded by an area of greater density which was due to the negative buoyancy associated with the colder temperature of the injected fluid. The data for runs in quadrant 2 are shown in table 6. It can be seen that the widths, speeds and magnitudes of the compositional plumes are comparable with those along the positive Ra c axis. The thermal plumes are very wide due to the negative thermal buoyancy and for case with Ra c = 335, Ra t = −670, the plume fills the entire width of the box.
The plumes for the LIV case were quite similar to those for the ZIV case, however, the compositional and thermal fronts separated much more quickly for the LIV case causing the buoyant compositional plume to move faster. In figure 5e , we compare profiles along the mid line for the LIV and ZIV cases with Ra c = 335, Ra t = −335 for times 1000s and 4500s respectively. It can be seen that the magnitude of the concentration along the midline is much greater for the LIV case. Also, there is a small region near the base of the plume where the density is positive (indicating negative buoyancy) for the ZIV case while no such region exists for the LIV calculation.
Calculations in this quadrant are qualitatively similar to experiments presented in figure   3d in Menand et al. [2003] where the plume fell from the top of the box with negative compositional and positive thermal buoyancy which showed lateral spreading along the top of the box due to the positive thermal buoyancy followed by compositionally driven sinking after the injected fluid had cooled. Based on these calculations, one would expect that if either cold and fresh fluid is injected from below or hot and salty fluid is injected from above into a porous layer, that the temperature of the layer will be affected mostly in a horizontal layer near the injection site while a thin compositional plume will form that will penetrate vertically a significant distance into the porous layer.
Quadrant 4: Negative Compositional and Positive Thermal Buoyancy
Plumes in this quadrant initially rose due to the thermally-induced positive buoyancy of the fluid. The compositional field was entrained at essentially the same velocity as the thermal field. However, the plume was cooled by diffusion to the surrounding solid matrix and, to a lesser extent to the surrounding fluid, while the solute concentration was affected to a much lesser degree, resulting in a dense solute cap forming at the top of the plume. Once the injected fluid had cooled away from the source, a negatively buoyant solute cap similar to the one reported by Oldenburg and Pruess [1999] and Ra t up to roughly 620, there was very little effect from this initial perturbation and the calculations stayed essentially symmetric about the vertical midline. Above this value of Ra t , the small-scale plumes described above formed and broke through the dense so-lute cap. The small-scale plumes formed asymmetrically in the presence of the initial perturbation and the various fields quickly became highly asymmetric about the vertical midline. The results of a simulation starting with the initial perturbation are displayed in figures 8 where the breakdown of the symmetry about the midline is quite evident.
The purpose of introducing the initial perturbation was to mimic the effects of thermal and compositional fluctuations that will always be present in real physical systems. It is expected that in real physical systems with negative compositional buoyancy and sufficiently high thermal buoyancy that strongly time-dependent, asymmetric flows will occur while for weaker thermal forcing, a stable, dense, symmetric solute cap will form as in figure 6 .
Based on the results of these simulations, it is expected that if either hot and salty fluid is injected from below or cold and fresh fluid is injected from above into a porous layer (such as for the case of re-injection in geothermal reservoirs) that as long as the magnitude of the thermal buoyancy is less than roughly twice the compositional buoyancy, that a dense solute cap will form and mixing of the injected fluid with the ambient will be restricted to a small region in the vicinity of the injection site. If the thermal buoyancy is twice the compositional buoyancy or greater, it is expected that the solute cap will be broken down by small-scale plumes and a greater degree of mixing between the injected and ambient fluids will take place.
Conclusions
As a result of double advective and double diffusive effects, plumes formed due to the injection of a fluid into the base of a porous layer showed very different behavior and morphology even for similar total initial buoyancy contrasts with the host fluid. For the cases for which both the thermal and solutal buoyancies were positive, the shape of the rising plume was determined by the ratio of Ra c to Ra t . For larger ratios the plume was straight-sided and for smaller ratios the plume has a well developed, "mushroomshaped" head. When the thermal buoyancy was negative and the solutal buoyancy was positive, there was an initial gravitational instability in which fluid moved downward over the injection region and spread laterally along the base of the box before a straightsided, compositionally driven plume rose upward. When the solute buoyancy was negative and the thermal buoyancy was positive, the initial fluid movement was upward before the plume cooled and a negatively buoyant solute "cap" formed, forcing the flow to recirculate below the layer of the cap. Our results in all of the quadrants are in excellent qualitative agreement with the laboratory experiments of Menand et al. [2003] . Additionally, we have shown that breakdown of the solute cap occurs for sufficiently high thermal buoyancy, in which case the flow became highly time-dependent and asymmetric about the mid-line if an initial lateral perturbation was present. This breakdown of the solute cap is caused by entrainment of ambient fluid into the up-welling region causing thermally-driven smallscale plumes. We have also investigated the effects of varying the injection velocity.
Plumes resulting from fluids injected at greater rates tended to be more dynamically dominated by compositional rather than thermal buoyancy.
In order to scale any of the results that we have presented in tables 2 to 7 it suffices to multiply time by There remain a large number of further effects of geological and engineering interest to be investigated. We have used a constant and relatively large value of the porosity.
Decreasing the porosity would have the effect of increasing the difference in the advection rates between the thermal and compositional fields which would lead to even more strongly nonlinear flows. Including the effects of mechanical dispersion, which are largest in fast moving parts of the plumes, would lead to more diffuse plume boundaries. The inclusion of a more detailed and non-linear equation relating density to solute and concentration variations would add further non-linearities. For example, the density model of Oldenburg and Pruess [1998] for aqueous NaCl-CaCl 2 brines indicates that density varies more rapidly with salinity for high salinities which could facilitate the formation of a dense solute cap in flows where the injected fluid has a high salinity. In geological systems, the fluid viscosity can vary significantly and it decreases with temperature and increases with salinity (e.g., Oldenburg and Pruess, 1998) . Both of these effects will result in more rapid flows in regions of positive buoyancy which likely will accentuate many of the non-linear effects that we have demonstrated here. Inclusion of the possibility of a vapor phase which may form in geothermal reservoirs at high temperatures (e.g., Geiger et al., 2005) would further increase the non-linear behavior of the plumes due to the very large variations in density and viscosity that exist between the liquid and vapor phases. The Boussinesq approximation that we have made here, in which we take into account density variations in the buoyancy term of Darcy's law only, should be a reasonable approximation for a liquid-only system given the relatively small density variations that are involved. For a system in which large fluid density variations take place such as when boiling occurs, the compressibility of the fluid must be taken into account (Phillips, 1991) .
These results may help to better understand the patterns of solute and temperature that are likely to arise in a number of geological and engineering contexts where a fluid is injected into a porous layer. These include re-injection in hydrothermal reservoirs, the injection of fluids into hydrocarbon reservoirs for enhanced oil recovery, the replenishment of open magma chambers, and the injection of fluids from cracks or faults into aquifers or sediment on the ocean floor.
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