The aim of this paper is to propose a new heuristic for the Periodic Vehicle Routing Problem (PVRP) without time windows. The PVRP extends the classical Vehicle Routing Problem to a planning horizon of several days. Each customer requires a certain number of visits within this time horizon while there is some flexibility on the exact days of the visits. Hence, one has to choose the visit days for each customer and to solve a VRP for each day. Our method is based on Variable Neighborhood Search (VNS). Computational results are presented, that show that our approach is competitive and even outperforms existing solution procedures proposed in the literature. Also considered is the special case of a single vehicle, i.e. the Periodic Traveling Salesman Problem (PTSP). It is shown that slight changes of the proposed VNS procedure is also competitive for the PTSP.
Introduction
Vehicle Routing Problems (VRPs) have received considerable attention both in theoretical research and in real world applications. Forming the basis of many routing models, they have been extended in various directions. In this paper we focus on the Periodic Vehicle Routing Problem (PVRP) in which a planning period of several days is considered and customers must be visited more than once. Different customers usually require different numbers of visits in a certain time horizon. Customers with larger demands or smaller storage capacities require more visits than customers with smaller demands or larger storage capacities. This type of problem occurs e.g. in grocery distribution (Carter et al., 1996) , soft drink industry (Golden and Wasil, 1987) , waste collection (Beltrami and Bodin, 1974, Russel and Igo, 1979) and others.
Early heuristics for the PVRP are proposed by Beltrami and Bodin (1974) and by Russel and Igo (1979) . Other heuristics are developed by Christofides and Beasley (1984) , Tan and Beasley (1984) and Russel and Gribbin (1991) . Gaudioso and Paletta (1992) present a heuristic for the PVRP with the objective to minimize the number of vehicles. Chao et al. (1995a) provide a two phase heuristic. To obtain an initial solution they solve an integer linear program to assign visit day combinations to the customers. In a second phase, they use several improvement operators while they relax the capacity of the vehicles. When getting stuck, re-initializations are performed. Cordeau et al. (1997) propose a tabu search heuristic for the PVRP that can also be used to solve the Multi-Depot Vehicle Routing Problem and the Periodic Traveling Salesman Problem. The neighborhood consists of moving a customer from one route to another route of the same day or assigning a new visit combination to a customer. Insertions and removals of customers are performed using the GENI operator (Gendreau et al., 1992) . The tabu search algorithm allows for infeasible solutions during the search process using an adaptive penalty function. Recently a scatter search procedure was developed by Alegre et al. (2007) for solving a problem of periodic pick-up of raw materials for a manufacturer of auto parts. They use a two-phase approach, that first assigns orders to days and then constructs the routes of each day. Finally Drummond et al. (2001) proposed parallel genetic algorithms.
Furthermore special implementations for real-world problems were provided by Hadjiconstantinou and Baldacci (1998) The PTSP is a special case of the PVRP where only one vehicle is available every day and tour length or duration constraints are not considered. A mathematical formulation of the PVRP and the PTSP can be found in Cordeau et al. (1997) . Heuristics for the PTSP are provided by Christofides and Beasley (1984) , Paletta (1992) .
These earlier solution techniques are outperformed by more recent metaheuristic approaches. Chao et al. (1995b) start from an initial solution and exchange visit day combinations by using the record-to-record approach of Dueck (1993) . New solutions are accepted if their cost is below a specified threshold, being the cost of the best solution found plus a certain deviation. Local Search and re-initializations are performed afterwards. Cordeau et al. (1997) develop a tabu search method based on the GENI operator (Gendreau et al., 1992) . They apply their method also to the Periodic Vehicle Routing Problem (PVRP) and to the multi depot vehicle routing problem. Paletta (2002) proposes an improvement procedure within a tour construction procedure and a new version of the improvement procedure is proposed by Bertazzi et al. (2004) .
We develop another metaheuristic solution approach for the PVRP and the PTSP that is based on Variable Neighborhood Search (VNS). VNS is a local search based metaheuristic first proposed by Mladenović (1995) , Mladenović and Hansen (1997) , Hansen and Mladenović (1997) . The VNS approach has already been successfully applied to other variants of the VRPs (see e.g. Braysy, 2003 , Polacek et al., 2004 , 2005 . However, to the best of our knowledge VNS has not been applied to periodic routing problems so far.
The paper has two main contributions. First, from a technical point of view, it presents the first application of a VNS to periodic routing problems. Second, from a problem oriented point of view the computational results show that the approach is competitive with the existing techniques. The developed algorithm is simple, flexible and accurate and yields several new best solutions.
The remainder of the paper is organized as follows. In Section 2 we describe the proposed algorithm for the PVRP and in section 3 we discuss the appropriate adaptations for applying it to the PTSP. In Section 4, we present a computational study that analyzes the proposed solution approach and compares it to state of the art metaheuristics. Finally, Section 5, concludes the paper.
Solution Procedure for the PVRP
We first describe our VNS algorithm for the PVRP. In section 3 we will propose minor adaptations of this method in order to be used for solving the PTSP. The basic idea of VNS is a systematic change of neighborhoods within a local search procedure. Starting from any initial solution, a so called shaking step is performed by randomly selecting a solution from the first neighborhood. This is followed by applying an iterative improvement algorithm. This procedure is repeated as long as a new incumbent solution is found. If not, one switches to the next neighborhood (which is typically larger) and performs a shaking step followed by the iterative improvement. If a new incumbent solution is found one start with the first neighborhood; otherwise one proceeds with the next neighborhood, etc. The steps of the basic VNS are shown in Figure 1 , where N κ (κ = 1, . . . , κ max ) is the set of neighborhoods. The stopping condition can be a limit on CPU time, a limit on the number of iterations, or a limit on the number of iterations between two improvements. See Mladenović and Hansen (1997) and Mladenović (2000, 2001 ) for a more thorough description of VNS.
Initialization. Select the set of neighborhood structures N κ (κ = 1, . . . , κ max ), that will be used in the search; find an initial solution x; choose a stopping condition; Repeat the following until the stopping condition is met: In the next subsection, we describe the different components of the VNS implemented for the PTSP and the PVRP.
Apply Clarke And Wright for each day do while number of routes > number of vehicles do shortest route := find route with fewest number of customers for each customer ∈ shortest route do delete insert in cheapest position of the remaining routes end for end while end for 
Initial Solution
For obtaining an initial solution each customer is assigned a visit day combination randomly. Routes are constructed by solving a vehicle routing problem for each day using the Clarke and Wright savings algorithm (Clarke and Wright, 1964) . The Clarke and Wright savings algorithm terminates when no two routes can feasibly be merged, i.e., no two routes can be merged without violating the route duration or capacity constraints. As a result, the number of routes may exceed the number of available vehicles. In that case, a route with the fewest customers is identified and the customers in this route are moved to other routes (minimizing the increase in costs). Note that this may result in routes that no longer satisfy the duration or capacity constraints. This step is repeated until the number of routes is equal to the number of vehicles. Since the initial solution may not be feasible the VNS needs to incorporate techniques that drive the search to a feasible solution.
Shaking
The set of neighborhoods used for shaking is at the heart of the VNS. For the periodic vehicle routing problem it is essential to also have a neighborhood that changes the visit combinations for customers. We use neighborhoods in which the visit combinations of a limited number of customers are changed. For each of these a visit combination is chosen randomly. Here, the metric to measure the increasing size of a neighborhood is given by the maximum number of customers for which the visit day combination is changed. Table 1 are equally likely to be chosen. Hence our choice of neighborhoods is biased toward smaller changes to focus the search rather close to the incumbent solution.
Local Search
A solution obtained through shaking is submitted to a local search procedure to come up with a locally optimal solution. We apply one of the most popular iterative improvement procedures, namely 3-opt, which was introduced by Lin (1965) . This heuristic tries all shifts of some subsequence to different positions in the same route.
More precisely, three edges are deleted and replaced by three other edges. The tour is 3-optimal, when it cannot be improved by such a change. In our algorithm 3-opt without sequence inversion, also often denoted as 3-opt*, is used. Only individual routes are improved, so that only the routes that have changed during shaking have to be re-optimized. The local search restarts immediately after an improving move was found.
Acceptance decision
After the shaking and the local search procedures have been performed, the solution thus obtained has to be compared to the incumbent solution to be able to decide whether or not to accept it. The acceptance criterion in the basic VNS is to accept only improvements. However that way the search can easily get stuck in a local optimum. Thus in most cases it is essential to also have a strategy of accepting non-improving solutions under certain conditions. We implement a scheme that is inspired by Simulated Annealing (SA) (Kirkpatrick et al., 1983) . Hence, our method could be considered a hybrid of VNS and SA. However since the SA part is rather small we prefer to regard it as a VNS. More specifically, improving solutions are always accepted and inferior solutions are accepted with a probability exp An alternative strategy would be the so called Skewed VNS, an extension of the basic VNS proposed by Hansen and Mladenović (2000) . In this approach a solution is not only evaluated by its objective value but also by its distance to the incumbent solution, favoring more distant solutions. Let the function ρ(x, x ) measure the distance between the incumbent solution x and the new solution x . A new solution
Another approach to accept non-improving solutions is based on threshold accepting (TA). A solution yielding an improvement is always accepted. Moreover ascending moves are accepted after a minimum number of iterations counted from the last accepted move, but only if the cost increase is below a certain threshold.
We implemented these three possibilities (SA, skewed, TA). In the Skewed VNS approach we measure the distance ρ(x, x ) by using the number of customers that are exchanged in the move and CROSS operator and the number of routes that are changed in the change combination operator. Our implementation of the TA approach is based on the one described in Polacek et al. (2004) . Computational experiments show that SA delivers 2.71% better solutions than SVNS and 3.61% than threshold accepting. In what follows, we will only report results based on the SA acceptance criterion.
As mentioned at the start of this section, the VNS has to be able to handle infeasible solutions. Infeasibility occurs if the total capacity or tour duration exceed the specified limits. We use a weighted, linear penalty function for violations of this constraint. This penalty function is added to the objective function before the solution is evaluated for acceptance. The weights are adjusted dynamically. If the total capacity or tour duration of any tour is exceeded the respective weight is increased, if it is feasible the weight is decreased. However the weights can only be adjusted within predefined upper and lower bounds. Hence if a tour is infeasible, but the weight would exceed the upper bound it will not be increased any more and vice versa. The weight is initialized with its upper bound in order to lead the search toward feasible solutions in the beginning.
Solution Procedure for the PTSP
The solution procedure for the PTSP is based on the one for the PVRP. But in order to solve the PTSP more efficiently some adaptations are appropriate. The algorithm for the PVRP uses Clarke and Wright savings algorithm (Clarke and Wright, 1964) for building an initial solution. For the PTSP the savings measure is irrelevant and best insertion is used to build a starting solution.
In the PVRP algorithm the shaking phase is composed of the operators move, CROSS and change combination, where move and CROSS are used inter route only,
i.e. customers are exchanged between routes. The shaking phase in the PTSP is similar, but the operators move and CROSS are now used intra route because there is only one route for every day.
For the PVRP the local search phase consists of 3-opt. But typically, in the standard benchmark instances each PTSP tour consists of considerably more customers than a PVRP tour. This is why an efficient implementation for the PTSP should employ a faster local search. In order to save computation time the 2-opt operator is applied for the PTSP instead of 3-opt as used for the PVRP. 2-opt was introduced by Croes, 1958 . This operator deletes two edges of a tour and reconnects those paths in the other possible way. The local search restarts immediately after an improving move was found. the old data set can be found in Table 2 and for the new data set can be found in Table 3 .
Parameter Settings
Compared to other metaheuristics only few parameters have to be determined and tuned. In our implementation these are the initial temperature for accepting de- Table 3 : Instance description of the "new data" set for the PVRP, where n is the number of customers, m is the number of vehicles that can be used, t is the number of days in the planning horizon, D is the maximum duration of a route, Q is the maximum capacity of the vehicles, and f i is the number of customers that must be 
Numerical Results
The algorithm was coded in ANSI C and compiled with the GNU C compiler version 3.4.4. Our experiments were performed on a PC with 3.2 GHz. Preliminary tests were performed in order to verify that all 15 neighborhoods contribute to the performance of the algorithm. Clearly neighborhoods with lower number found new incumbent solutions more often since they are used more frequently. However all neighborhoods found a significant number of new incumbent solutions (see Table 15 below). Table 7 below we will show that the run times for 10 As the algorithms CGL and ALP provided the best results on the old data set so far, we report the development of our solution approach in comparison to these two algorithms. Table 5 shows average results over 10 runs with 10 The results still improve with increasing number of iterations. It should be noted that these average values also include the results for the degenerate (non-periodic)
instances. If we would omit these or adapt the VNS to these special situations the average results would be better.
We applied our algorithm also to the new instances. Table 6 shows the results for the new data after 10 Note that these instances were only solved by CGL so far. Applying our algorithm times slower than our machine. The total computation time 44914.6 must therefore be corrected to 6264.24 seconds, which is still larger than for CGL and our VNS. iterations of VNS. Again both algorithms were run on the same machine. T refers to the total time used to execute the algorithm and T * is the time needed to obtain the best solution during search process. It shows that the VNS algorithm is competitive to CGL and is faster in larger instances.
As also done by CGL, we collected all results obtained for different run times and different parameter settings during the fine tuning phase in order to keep track of the best solutions found. Our algorithm was able to improve almost all of the best known results reported in literature as can be seen in Tables 9 and 10 
Results on PTSP instances 4.2.1 Test Instances
Our algorithm was tested with the standard benchmark instances proposed in the literature. Instances t-p1 to t-p10 were given by Eilon et al. of cities and the planning horizon is given in Table 11 .
As in case of the PVRP also some of the PTSP instances are degenerated. More precisely, in instances t-p1, t-p3, t-p4, t-p6, t-p7 and t-p9, all customers have a visit frequency of one. Due to the constraint that at least one customer has to be visited every day, the best solution in these cases is to form a TSP on one day with all the customers except for T -1 customers, that are close to the depot. Then on each of the remaining T -1 days one of these close customers is visited. We report our results also for these degenerated in instances, but no fine tuning was made to solve these more efficiently. Our code is designed to solve truly periodic problems.
Parameter Settings
In order to provide an (almost) generic solution approach, we kept all parameters for the PTSP same as for the PVRP. So we again set the initial temperature T for Simulated Annealing to 7 for all instances. The temperature is decreased linearly every 1000 iterations, in a way that it becomes 0 in the last iterations. The penalty for an empty day is set to 1000 and the stopping condition is a fixed number of iterations. Table 12 reports the results of our VNS with independent runs of 10 Table 13 shows the best known results produced by our algorithm. Best known solutions means all solutions that were found with different parameter settings. The results are compared to the best known results given in the literature. New best results were found for 11 instances and for all the other instances tie were achieved.
Numerical Results
We refrain from reporting detailed run times here since most algorithms did not solve all instances. But the run times for 10 6 iterations of the VNS are comparable or shorter than those of the other metaheuristic approaches also after adjustment of run times w.r.t. the machine used.
Analysis of Neighborhood Structure
We also investigated the contribution of all shaking operators to the performance of the algorithm and the best ordering of the operators. Table 14 Table 14 shows that the number of new incumbent solutions found is generally decreasing with the index of the neighborhood if the ordering of the neighborhoods is correct. If however the cc neighborhoods are scheduled after move and/or CROSS they can show more improvements than earlier neighborhoods. This is an indication that the ordering is not ideal.
While we report detailed tests results for different orderings of the neighborhoods only for the PTSP (similar results are obtained for the PVRP, where some limited test were performed), we investigated for PVRP and PTSP, whether all 15 neighborhoods are in fact reasonable, i.e., whether all contribute to the performance of the algorithm. Table 15 shows (for the best ordering of the neighborhood structures, i.e., cc-move-CROSS), the usage of the neighborhood structures for a different number of iterations. The reported results are the average over 10 runs, summed up over all instances. It can be seen that most incumbent solutions are found in an early phase of the optimization runs. Move and CROSS neighborhoods tend to find more improvements also in the later stages of the optimization. 520  528  5  835  947  1039 363  361  368  6  665  770  847 260  257  259  7  395  456  512 155  170  177  8  296  337  389 107  122  123  9  259  296  336  71  79  81  10 314  365  451  54  56  60  11 235  260  320  36  42  41  12 189  219  261  25  28  28  13 167  178  227  17  16  18  14 147  168  204  15  13  15  15 145  160  188  9 is the choice of the local search. We also made no special efforts to adapt the algorithm to degenerated problem instances (i.e. those without any periodic aspects).
Nevertheless, the results obtained through an extensive numerical analysis showed that the algorithm is competitive to other state of the art approaches applied to these problem classes. Considering the best solutions found our algorithm for the PVRP outperforms the existing techniques by finding 24 new best solutions and 13
ties. In detail, we improved 9 test instances of the 10 instances of the new data and 15 test instances out of the 32 instances of the old data. The strength of our algorithm is that on average it provides better results than the existing techniques especially when the problem size increases. Another important aspect with respect to runtime is that the algorithm scales quite well. The increase in runtime is much lower when the problem size increases compared to the other algorithms in the literature. For the PTSP our VNS finds 11 new best results on the existing instances in the literature. Moreover also the average results resemble or even outperform the results published in the literature within a comparable runtime.
For future research we will extend our algorithm to be applicable to Inventory
Routing Problems. This algorithm will then be applied to the periodic delivery of
