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Continuous media delivery services such as video have grown significantly in recent years 
and continue to consume more and more bandwidth of the Internet. To achieve efficient network 
utilization, multicasting has been employed to share the bandwidth among a group of clients who 
request the same media stream, as opposed to having a separate unicast connection for each client 
from the server. Though multicast based media streaming can achieve efficient network utilization, it 
either increases the service latency ( e.g., batching) or it requires the clients to cooperate with the 
media server (e.g., chaining and patching). To overcome these problems, Cache Multicast Protocol 
(CMP) was proposed, wherein media stream can be cached at intermediate routers along the path. 
This thesis proP,oses algorithms for cache location problem in intermediate router caching 
scheme and studies their performance. The first protocol, called Static Cache Location Protocol 
(CLP) that finds a set of k best locations (routers) for caching the media stream for a given set of 
clients, in such a way that bandwidth sharing is maximized, and service latency and server load are 
minimized. To achieve this goal, CLP associates a "weight" to each router along the path, which 
depends on the number of clients supported by that router and distance between clients and that 
router. Two weight functions have been proposed and their performance is evaluated through 
simulation studies for various network parameters. Our studies show that small number of caches is 
sufficient to achieve good service latency. 
Since the client group is mostly dynamic, the cache locations should be changed dynamically 
to improve the performance. To this effect, we propose anther algorithm, called Dynamic CLP. The 
studies show that Dynamic CLP' s service latency is comparable to that of CMP using only 40% 
cache space of CMP. The future work includes adjusting the cache size along with cache replacement 
policy in CLP. 
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CHPATER 1. INTRODUCTION 
Video-on-Demand (VoD) is becoming a popular service over the Internet in recent years. 
VoD allows clients to select a movie from a large movie library and view the movie at any time of 
their choice. A typical VoD system consists of a set of centralized video servers with large video file 
databases and geographically distributed clients. The clients access the video servers through the 
high-speed Internet. In true VoD system, the video server simply directly dedicates a unique video 
stream to each client when it requests. Unfortunately, this unicast scheme requires lots of 
communication bandwidth and is not scalable when the number of clients increases. Because 
transmitting a video stream consumes large bandwidth of network, the key performance of VoD 
system is network bandwidth, which limits the number of clients that VoD system can simultaneously 
support. For example, when 200 clients simultaneously access the video programs, at least 600 Mbps 
network bandwidth is required for 3 Mbps MPEG-2 video stream. Therefore, how to efficiently use 
the limited network resource is the major issue of VoD system. 
Sharing a multicast video stream is one of the best ways to improve the performance of VoD 
system. Batching, chaining and patching are three popular multicast schemes in VoD system. 
Batching scheme [1][2][3][4][5][6][7][8] delays response to client requests in order to allow a same 
video stream is shared with multiple clients who request the same video stream in a short duration of 
time. Although batching can save the network bandwidth by sharing a multicast tree by many clients, 
it increases the service latency to the clients. Chaining and Patching are two schemes that can avoid 
increasing service delay. Chaining [9][10] treats aggregate buffer space of video servers and client 
stations as a unified space for caching video files. A video chain is a sequence of video stream from a 
video server to a logically linked list of client stations. The server sends out a video stream to the first 
station of this video chain, while each client station in the chain is responsible for providing the video 
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stream with an adequate buffering delay to the next one. Chaining requires that client stations have 
adequate local buffers to satisfy the distance between two playback points of the adjacent users. 
Patching approach [l 1][12][13] also requires the clients have their local buffer. The clients can join 
an on-going multicast video stream and store it in their local buffers. The missing leading part of the 
video will be delivered in another temporary stream. Once the temporary flow has been played back 
to the skewing point, the client will fetch the stream data from its local buffer. At this time, the client 
is totally merged into the existing on-going multicast stream. The local buffer of the clients cache the 
skew between two playback points of the existing stream and the client. 
Batching, chaining and patching focused on sharing a multicast video stream to save the 
network bandwidth. Although chaining and patching require some buffer space in the client nodes, all 
the three schemes did not consider the cache in the intermediate routers. On the other hand, caching 
frequently accessed web documents on proxy servers are more popularly used in Internet. Caching is 
promising way to save the network bandwidth and reduce the user-perceived latency of document 
retrieval [14][15]. Peter B. Danzig et al. [16] studied caching to reduce the bandwidth requirements 
for FTP files on the NSFNET. The results show that the volume of FTP traffic could be reduced by 
42% and the volume of all NSFNET backbone traffic could be reduced by 21 %, by placing a few 
external node caches outside and core node caches inside the NSFNET backbone network. Other web 
cache researches [14][17][18] also showed that web caching close to client side could gain "virtual 
bandwidth" because documents often get returned from a nearby cache rather than from far away 
servers. Web caching has the following potential advantage over non-caching network services [14]: 
• Can reduce the overall network load and remote server load 
• Can reduce access latency on requests of the clients 
• Can provide availability when a remote server is unavailable. 
Traditionally, web-caching researches have focused on small size documents because the 
most popular accessed documents on web are pretty small [14][16][18]. However, Stephen Williams 
3 
et al. [ 18] found that the accessed video files on Internet were less than 1 % of references but 
accounted for up to 39% of bytes transferred in 1996. The percentage of transferring video streams in 
web traffic has being become more and more today. On the other hand, with the growth of new 
techniques, the cost of huge storage disk is very cheap today. A 100 G bytes disk costs less than $250. 
That is possible that the commercial providers can provide routers with large cache space that can 
support continuous media to be buffered. Therefore, caching the video stream in intermediate routers 
has become an available option. Caching Multicast Protocol (CMP) proposed by Klen A. Hua, Due 
A. Tran, and Roy Villafane [19] is one of schemes that cache the video stream in the routers. In CMP, 
when a video stream passes through the intermediate routers, some parts of the stream will be cached 
in the buffer of the intermediate routers. The intermediate routers can serve the requests of the clients 
as proxy servers if they have the required stream data in their caches. CMP showed that the service 
delay is tremendously reduced. However, the utility of cache space of the routers in CMP is not 
efficient because it keeps many same stream copies in different routers. Some new protocols based on 
intermediate router caching such as BMRP [20] and TIDE [21] were proposed to solve the problem. 
The BMRP and TIDE combine the advantages of multicast tree schemes such as chaining and 
patching into the intermediate router caching scheme. In BMRP, the server multicasts video stream to 
the clients without any delay and the delivering multicast video stream will be partly pre-cached in 
the buffer of the routers. If a new client requests the same video stream, it will be looking for an 
existing multicast stream and join to the stream. BMRP will also be looking a new buffer space in the 
routers along the path between caching router and the client station to store the skewing parts of video 
stream to satisfy two playback points. Finally, all clients who require the same video will share one 
multicast stream and the stream data in the cache routers forms a stream data chain. In TIDE, when 
the video server delivers a video stream, the video stream will be cached in the routers along the 
delivering path. The key idea is that each router caches non-overlapping parts of the video stream. 
The whole video stream cached in TIDE forms a stream chain. The results show that TIDE has 54% 
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less latency, 26% less network load and 4% less server load for a cache size of 10 MBytes when it is 
compared with CMP. 
We categorize chaining and patching to client caching, CMP, BMRP and TIDE to server 
caching. Azer Bestavros [22] concluded that access patterns in the Web exhibit three localities of 
reference properties: temporal, geographical and spatial. Temporal locality indicates that recently 
accessed objects will likely be accessed again. Geographical locality implies that a document 
accessed by a client will likely be accessed again by nearby clients. Spatial locality implies that an 
object close to a recently accessed object will likely be accessed. The client caching based schemes 
have quite limited temporal locality and geographical locality. In contrast, the server caching based 
schemes have more temporal and geographical localities than client based schemes. This means 
server caching based schemes can support more clients. 
Existing server caching based protocols did not mention the cache location issue. Locating 
the cache nodes close to video server can decrease the load of video server. Placing the cache nodes 
close to clients can reduce service latency and network traffic. Conventional way is placing the cache 
nodes at edge of the backbone that keeps the cache nodes close to the clients. However, The recent 
research showed that placing the caches at the edge of the backbone network is not optimal locations. 
Danzig et al [ 16] observed that the putting the cache nodes inside the backbone ( core node) would 
reduce more FTP network traffic than putting the cache nodes at the edge of the backbone. 
P.Krishnan et al [23] proposed optimal algorithms of cache location in some special cases such as 
linear array, ring and tree networks and observed that the optimal locations of cache nodes were not at 
the edge of the individual network. Therefore, We propose a new protocol Cache Location Protocol 
(CLP) to focus on cache location issue in VoD system. The goal of CLP is to try to find best locations 
of cache nodes for CMP to save the network bandwidth and reduce the average service delay to the 
clients. In our research, we look at the network as a graph, and model the flows of the video streams 
from the video server to clients as flows on this network graph. The cache location problem is 
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considered as the location of k cache nodes in the network graph. CLP tries to optimize the locations 
of k cache nodes using the logs of the client request activities. Selecting the locations of k cache nodes 
in the network graph for criteria such as reducing service latency is a NP problem [24], however for 
some special cases such as a tree an optimal solution can be found in polynomial time [23]. 
Therefore, we transform the cache location problem in the general network into that in a tree network. 
We experiment CLP on NS-2 [25] simulator that is a popular network simulator currently. 
The rest of this thesis is organized as follows. In chapter 2, related works are introduced. 
Chapter 3 presents two schemes of CLP with some heuristic algorithms. Chapter 4 describes the 
implementation of CLP algorithms on NS-2 simulator environment and analyzes the performance of 
CLP. We conclude with discussion in Chapter 5. 
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CHAPTER 2. RELATED WORKS 
2.1 The Sharing a Multicast Stream Based Protocol 
2.1.1 Batching Scheme 
In batching scheme, when requests from clients arrive at the video server. The server will not 
serve the requests immediately. The coming requests will be queued for a small duration time. After 
duration, the video server will allocate a video 1/0 stream to serve the group of the clients that are 
waiting in the batch queue and multicast the stream to all the clients in the same batch group. The 
duration between the request arrival and the start of sending a multicasting stream is known as service 
latency. 
Figure 2.1 shows the state transition diagram of batching system. If the video server has no 
current pending service request for the video, it will be in/ (idle) state. When a request arrives, the 
video server will enter Q (queue) state and a new batch queue is created to hold new arrivals. 
Subsequent requests for this video stream will be accumulated in this batch queue while the video 
server remains in Q state. Finally, a video stream is allocated to serve the batch group according to 




Figure 2.1. State transition diagram of batching 
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Batching reduces the server load by 60% and greatly saves the bandwidth of network. 
However, batching has some drawbacks that definitely reduce the performance of batching system. 
First, batching increases the service delay to the clients. The clients must wait some time after they 
send out their requests. Second, batch time is hardly to be controlled. If the batch time is too short, the 
batching system might not get the benefits of using it since the system has the overhead of setting up 
a batch group and a multicast tree. However, if the batch time is too long, the clients might not be 
patient to use it. Although some approaches [20] [24] were proposed to solve the problem, the batch 
time control is still a complexity. The last, batching scheme is only benefit for some "popular" 
movies since batching assume that the clients who want to see a movie concentrate on a small 
duration. 
2.1.2 Chaining Scheme 
Chaining treats aggregate buffer space of video servers and client stations as a unified space 
for caching video object. Chaining works as this, suppose a video stream is partitioned into R-blocks, 
numbered for 1 to the length of the video stream according to their temporal position in the video 
stream. Let A and B be two client stations which are currently playing back the i-th and j-th R-blocks 
(i>j) of the same video, respectively. Let dA,B = i-j denotes the playback gap between them. Both A 
and B can be served by one video stream chain if station A has a video cache of CR-blocks such that 
dA,B :SC. 
Figure 2.2 describes the state transitions for chaining. Compared to batching system, there is 
a third C ( chaining) state before Q state transfers back to / state. Thus unlike batching system, when a 
multicast stream is allocated to serve the current batch group, video server goes to C state to indicate 
that a new chain has been established to serve future requests. As long as new subsequent requests 




Close chain Grant 1/0 
Figure 2.2. State transition diagram of chaining 
requests discontinued for an extended period of time, the chain closes down and the video server 
returns to / state. 
Chaining reduces the average service delay to the clients. However, it requires additional disk 
space used at each client station to pipeline the stream data through the chain. Chaining has some 
drawbacks. First, the client station does not know how much data should be buffered in its disk 
because the client station does not exactly know when a new request will come. A simple policy is 
that the client station caches as much stream data as possible for the next request. Second, chaining is 
a client caching based scheme, the video chain is formed at the leaves of the network. That means the 
geographical locality limits the performance of chaining, only the client stations that lie on one local 
network can get benefit of chaining. 
2.1.3 Patching Scheme 
Like chaining, patching also requires the client station has its local buffer. When a client 
requests a video, it will join an existing on-going multicast video stream and store the stream data in 
its local buffer. In addition, another temporary video stream will be allocated to serve the client for 
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the missing leading parts of the video stream. The temporary video stream is called patching stream. 
After the client playbacks leading parts of the video stream, it fetches the rest of the stream data from 
its local buffer while the local buffer is continuously caching the data from the existing on-going 
multicast video stream the client joined. How much stream data should be cached in the buffer 
depends on how much leading stream data is missed. 
Figure 2.3 describes the state transitions for patching. Compared with batching and chaining, 
patching has no Q state. Once the server receives a request, it delivers the video stream immediately. 
The video server goes to P (patching) state to indicate that the new coming request for the same video 
stream can join in the video stream. Video file keep in P state as long as the subsequent requests are 
coming. When the coming requests discontinued for an extended period of time, patching closes 
down and the video server returns to I state. 
Compared with batching, patching has no service delay. Patching is also simpler than 
chaining because the client does not have to serve the other clients. The client exactly knows how 
much video stream data it should buffer. However, as the same with chaining, patching also requires 




Figure 2.3. State transition diagram of patching 
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2.2 The Router Caching Based Protocol 
2.2.1 Caching Multicast Protocol ( CMP) 
CMP [ 19] is the simplest model of caching the multi casting video stream in the intermediate 
routers. CMP assumes that the intermediate routers along the path in the network can perform some 
functions of video server as proxy servers. In CMP, when a video stream is passing through routers 
along the path between the client node and the video server, the video stream is copied by the routers 
and stored in the cache space of the routers. Therefore, multiple copies of the same video stream are 
cached in various routers. The subsequent request could reach a caching router before it arrives at the 
video server, thus the new request is not necessarily served by the video server, instead of, it can be 
served by the caching router. The purpose of CMP is decreasing the load of the video server and 
reducing the service latency to the clients. 
In CMP, the outbound router of the video server is called a coordinator. It arranges which 
intermediate router serves the video requests. If there is no router caching the required video stream, 
the coordinator will serve the requests by itself. A client sends its request by broadcasting the request 
message through its multicast router toward to the coordinator. Any router that receives the request 
will check its cache first, if it caches the same movie, the router stops flooding the request and 
unicasts a message to the coordinator to indicate that the router can serve the request. Since there may 
be several routers notify the coordinator that they can serve the same request as proxy servers, the 
coordinator will select one candidate as a proxy server according to some policies, say the router at 
which the request first arrives is selected. The coordinator informs the selected router to create a new 
multicast group to serve the client. Of course, the subsequent requests for the same video that arrive at 
the candidate routers during the selecting time will be batched into the same multicast group. Once 
coordinator confirms a candidate to be a proxy server, it notifies the other candidates that they are not 
needed. 
11 
In Figure 2.4, Ci represents a client node or a group of clients and Ri denotes intermediate 
router i, S is the video server or coordinator. Figure 2.4 shows how CMP is working with 6 routers 
that can cache 10 time units of the video stream. At time 0, Cl sends a request to the video server. 
Since the routers cache nothing at this moment, the video server will receive the request and serve the 
request along the path of Rl-R4-Cl. As the stream data passes though the routers, Rl and R4 are 
duplicating the stream data into their free cache space. At time 7, C3 requests the same video. At time 
9, Rl receives the request of C3, since Rl has cached the video stream. Rl will notify the coordinator 
and be selected to be a proxy server for C3. When the stream data goes to C3, R2 and R3 are caching 
the stream data. Similarly, when C2 requests the same video at time 12, R2 will be the proxy server 
for C2. 
CMP apparently reduces the server load and save the bandwidth of the network. However, it 
extremely increases cost of cache in the routers. The utility of the cache space in the routers is also 
not efficient. In addition, there is a serious drawback in flooding method, say if C 1 floods its request 
to the coordinator, Rl and R2 have the required stream data and both receive the flooding message, 
s 
...-----o------C2 ~if Cl3 
------1~ R2 R3 
Cl 
Figure 2.4. Example for the working of CMP 
12 
but server select R 1. We assume that during the selecting time, C3 send its request to R2, R2 batches 
the request into its multicast group, since R 1 is selected but R2 is not, then C3 will give no response 
for a long time. 
2.2.2 Buffered Multicast Routing Protocol (BMRP) 
BMRP [20] manages the buffers of the routers distributed along the multicast path as a chain. 
The purpose of BMRP is to avoid the batch time but still allow the same multicast stream to be shared 
by many clients whose request time is different. Figure 2.5 shows how BMRP works. The video 
stream is partitioned into consecutive segments, s1, s2, ... , Sn, where si represents the ith minutes 
segment. At time t 1, say 10:00, C 1 sends its request to the video server. Since there is no cached data 
in the buffers of the routers along the path, the video server serves the request of C 1. The stream data 
passes through Rl and R4. Rl and R4 also cache parts of stream data in their buffer, assume 2 and 3 
minutes data are cached respectively. The dark line in Figure 2.5a shows the flow of the stream data. 
At time t2, t2>tl, C2 requests the same video. BMRP find Rl and R4 have an on-going multicast 
stream. C2 will join in the on-going stream. There are two cases when C2 join in the existing stream. 
Case 1: If t2-t1<2+3 minutes, the two clients can share the same multicast stream. Assume t2 
is 10:04, at this time, R4 buffers the SJ and s2 and Rl buffers the s3 and s4 • C2 can directly join in the 
multicast stream. 
Case2: However, if t2-t1>2+3 minutes, say t2 is 10:07, at this moment, R4 buffers s3, s4 and 
s5 and Rl buffers s6 and s7, but s1 and s2 has gone. Thus C2 will immediately require a temporary 
stream to get SJ and s2 from the video server. Figure 2.5b shows that C2 get temporary stream through 
Rl and R2 (dash line). Then C2 get the rest of segments of the stream from R4 and Rl, but 2 minutes 
later when SJ and s2 are received. Therefore, to get the rest of segments of the stream from R4 and Rl 
two minutes later, a path must be established from R4 to C2 with delay of two minutes, which means 
2 minutes buffer is required along this path. Figure 2.5b shows that R5 and R2 are the new path and 
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R5 or R2 or both must provide a 2 minutes buffer (dark line). In case2, BMRP actually uses patching 
method in router cache scheme. 
s 
(a) At time 10:00, Cl sends a request and S delivers the video stream through RI and R4 (dark line). 
s 
Cl 10:00 
li1i1!!!;l l I 0:07 + C2 • C3 
R3 
(b) At time 10:07, C2 sends request and S delivers a temporary stream through Rl and R2 (dash line), 
R4 multicasts the rest parts of the stream through R5 and R2 ( dark line). 
Figure 2.5. Example for the working of BMRP 
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BMRP reduces the load of the video server and the service delay to the clients, it also 
improves the utility of buffers in the routers compared with CMP since the buffers of the routers form 
a chain or several chains to serve the clients, but it is very complex. There may exists many routing 
paths satisfying the constrains, and even in a path, there still are many different buffer allocation 
combinations available. Therefore, BMRP is just useful in the local network or a completely 
connected network, but how to select one of the paths and to determine the buffer allocation plan are 
quit complicated. 
2.2.3 Tightly Integrated Distributed Elements (TIDE) 
TIDE [21] scheme is very similar to CMP, but the key concept of TIDE is that each router 
caches non-overlapping parts of the same video stream. When a new request arrives at video server, 
the server sends a Build Team message to the client. Each router along the path attaches its 
information such as the size of free space to the Build Team message. When the client responds the 
Build Team message, each router calculates which parts it will store. Finally, the server multicasts the 
video stream, the routers will store the parts of the stream according to its calculation. A hierarchy 
cache chain is established by the cooperating routers along the multicast path. 
s 
Figure 2.6. Example for the working of TIDE 
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Figure 2.6 shows an example for the working of TIDE. At time 1, C3 requests a new video 
stream. A TIDE is established along R3-R2-Rl. At later time, when Cl sends a request for the same 
video, the TIDE R3-R2-Rl will serve Cl. By cooperating the hierarchy caches in the routers, TIDE 
extremely reduces the load of the server, and it also maximizes the utility of the cache space in the 
routers compared with CMP. Like BMRP, TIDE forms a chain or several chains to serve clients, but 
it is simpler than BMRP and easy to implement in Internet. 
2.3 Motivation for Our Work 
Compared with CMP, BMRP and TIDE efficiently used the cache space of the routers, but 
both schemes did not address cache location problem. In our BMRP example shown in Figure 2.5b, 
the new buffer could either in R5 or R2 or both. TIDE also could be placed close to the client or close 
to the server or even occupy the whole routers along the path between the server and clients. Different 
cache locations impact the performance of the network. Placing the cache very close to the server, the 
server load may decrease but network traffic may not reduce. On the other hand, placing the cache 
close to the clients, there will be lots of caches, the cost of caches increases. In traditional proposals, 
caches were placed at edge of the backbone network. However, Danzing et al [16] observed that the 
overall reduction of network traffic with caches inside the backbone is higher than that with caches on 
the backbone edges. P.Krishnan et al [23] gave some algorithms for placing transparent en-route 
caches inside the network rather than the boundary of the network. P. Krishnan proves that for 
placing 4 caches or more, the traffic of boundary cache strategy is over 10% than that of inside 
network strategy if using the same number of caches. To get the traffic reduction achieved with 7 
caches placed inside the network strategy, 15 caches are needed on the boundary strategy. Therefore, 
we consider cache location problem inside backbone network for the VoD system. 
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CHAPTER 3. CACHE LOCATION PROTOCOL 
Our goal is to place k caches inside the network for the VoD system that can reduce the 
media server load, save the network bandwidth and decrease the latency of service. In our research, 
we try to find near optimal locations for k caches. As we mentioned in chapter 2, if k cache nodes are 
placed very close to the video server, the k caches can serve most of the clients and significantly 
reduce the server load, but the service latency to the clients is still long and the network traffic 
problem also exists. On the other hand, if k cache nodes are placed very close to the clients, the 
service delay to some clients who are served hy k cache nodes decreases, the average network traffic 
also reduces, but k cache nodes just serve few clients. If we expect that k cache nodes can serve as 
many clients as possible and reduce the service delay to the clients as well, we must try to find 
optimal locations for k cache nodes to balance the two goals. In our research, the network is treated as 
a general graph. However, to find optimal locations fork cache nodes in a general graph is a NP 
problem [23]. It is hard to find a good solution fork cache locations in a general graph. Fortunately, 
delivering media system can be treated as a single web server farm, a video server with a large 
movies' database can serve the many requests of the clients. We assume that the video server always 
delivers video streams through shortest path to each client. Thus, we simplify the general graph 
problem to a tree problem. The video server is the root of the tree, the clients are the leaves of the tree 
and the routers forms the subset trees along the shortest path. In this chapter, we propose a new 
protocol Cache Location Protocol (CLP) to solve the cache location problem and present some 
heuristics algorithms of CLP for the tree graph. 
17 
3.1 Static Algorithms 
Static algorithms of CLP are based on batching scheme. Before the VoD system locates the 
cache nodes, it must get enough information of activities of client requests. Web access patterns 
have a geographical locality [18]. A web file accessed by a client will likely be accessed again by 
nearby users. P.Krishnan et al. [23] also observed that although the intersection between the sets of 
clients accessing the web server at different times can be very small, the traffic from the server along 
the different tree paths remains relatively stable. We assume that the video media accessing pattern 
also has the geographical locality and has relatively stable traffic from the video server along the tree 
paths, therefore we can locate k cache nodes based on recent history information with a little penalty 
in performance. We propose a batching based static CLP to locate k cache nodes. The static CLP 
algorithms are described as follow. When a request for a new video stream arrives at the video server, 
the server does not serve the request immediately. The server will batch the requests for a small 
duration time (batch time), then the server will select k cache nodes according to the request 
information it got during the batch time. The selected cache nodes will serve the later coming requests 
(beyond batch time) of the clients. The key problem of static CLP is how to find optimal locations for 
k cache nodes. We introduce a weight function to solve the problem. Each router is associated with a 
weight, which reflects a relation between the number of clients the router supports and distance 
between the clients and the router. Static CLP locates k cache nodes among the intermediate routers 
according to their weight. The next subsection gives the definition of the weight. By attaching the 
weight to each router, we present two static heuristic algorithms of cache location based on batching 
scheme. 
3.1.1 Weight Definition 
CLP selects k intermediate routers to be cache nodes according to the activities of client 
requests through the routers. For each router, there are three elements must be considered, the number 
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of the clients that the router is supporting, the cost of the router and the service latency to the clients. 
The number of the clients reflects how many clients send their requests through the router. Once the 
router is selected to be a cache node, it can serve all the clients whose request arrival at the router. 
Since we hope that k selected cache nodes can support as many clients as possible, the routers that 
support more number of the clients should be selected. However, as mentioned above, if we just 
consider the number of clients that supported by the router, the routers most close to server must be 
selected. For example, if we just locate one cache node in a VoD system, the video server's outbound 
router must be chosen because all the requests must pass through the outbound router of the server. 
The second element is the cost of the router. The cost of the router is how much cache space the 
router must have to support its clients. For example, if a cache router has two clients, the cache router 
responds client 1 at 10:00 am and serves client2 at I 0:05 am, the cache node must buffer at least 5 
minutes long skewing of the video stream to support two clients concurrently. In a tree structure, the 
cost of cache space of parent node CP is always larger than that of children nodes Cc, Cp ~ Max (Cc,, 
Cc2, ••• ). In another word, the cost of the routers close to the clients is smaller than that of the routers 
close to the server. Therefore, if we just consider the cost of router, the routers close to clients must 
be selected. The third element is the service latency to the clients that the router supports. If we only 
concern the service latency to the clients, we must consider the distance between the clients and the 
router. Since we expect to minimize the service delay to the clients, the router that has short distance 
between the router and the clients should be selected. That also means the routers close to the clients 
should be chosen. Both the cost of the router and the service latency to the clients that the router 
supports are just impacted by the distance between the clients and router. When the distance 
increases, both the cost of router and the service delay to the clients increase. On the contrary, when 
the distance decreases, both the cost of router and the service delay to the clients decrease. Thus, we 
consider the hop of the client requests between the client and the router instead of the cost of router 
and the service latency to the clients. We simplify three elements of the router into two factors, the 
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number of clients that the router supports and the hop that the client request passes through. We 
define a weight that attaches to each router to reflect the relation between two factors. The weight is 
defined at below: 
W= I(NJi) (1) 
Where Ni is the number of the clients that has i hops from the clients to the router, i is the hop 
count from the clients to the router. The weight is actualJy reflects effect of the activities of client 
requests and effect of the distance between clients and router. The routers that have higher value of W 
will be chosen as cache nodes by CLP. Because the higher value of W of a router means the router 
supports a relative large number of the clients and has relative short distance between the clients and 
the router. 
3.1.2 Maximum Weight Algorithm 
When a request arrives at the video server within the batch time, the server accumulates the 
client number for the outbound router of the new client. Once batching is over, the video server 
calculates the weight W for each intermediate router. After computing weight W for each router, the 
server sorts the routers in decreasing order of their weights. Then the first k routers in that order are 
chosen as the cache nodes. We call the maximum weight shoot method as algorithm!. 
Figure 3.1 shows how algorithm! selects 2 cache nodes out of 9 intermediate routers. RO is 
the outbound router of the server. It will not join locating cache nodes. Let Ci be a client station and 
Ri be an intermediate router. W marks the weight of the router. We assume that there are totally 7 
clients that send their requests during the batch time. R 1 subtree has 5 clients and R2 substree has 2 
clients. In Rl subtree, Rl, R3, R4, R7, R8 and R9 have weight 2, 2, 1.5, 1, 1, 1 respectively, in R2 
subtree, R2, R5, R6 has weight 1, 1, 1 respectively. Since Rl and R3 have maximum weight 2, thus 
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Figure 3.1. Example for the working of maximum weight algorithm, selecting 2 cache nodes 
out of 9 routers. 
3.1.3 Distributed Maximum Weight Algorithm 
Considering the situation that the requests may burst in one area, the routers with higher 
value of weight could concentrate on one branch of network. Since algorithml just simply picks up 
the k nodes with the first k maximum weight, it is possible that most or even all selected cache nodes 
would be located in one subtree of the network. In practical, one or two cache nodes in a subtree will 
achieve an enough good performance in the subtree. However, if all cache nodes are chosen in a or 
few subtrees, the other subtrees have no cache nodes and clients in these subtrees must get service 
from the video server, the performance of the whole network could not be improved. To solve the 
problem of algorithm I, we modify algorithm I to another algorithm, the distributed maximum weight 
algorithm. We call it algorithm2. The purpose of algorithm2 is to avoid most cache nodes 
concentrating on one or a few subtrees and to scatter the cache nodes through the whole network. 
Algorithm2 also batches the requests to gather information of the clients as algorithml does. 
However, after the video server calculates the weight of each router, the video server does not simply 
21 
select the first k nodes with the k maximum weight. Instead, the video server distributes k cache nodes 
among the subtrees according to the ratio of the number of clients that subtrees have. To guarantee 
some cache nodes must be located in the subtrees that have a small number of clients, we define that 
if a subtree supports at least a specified minimum client number (threshold value) and the system has 
free cache nodes that have not be chosen, at least one cache node must be selected in this subtree. If 
the system still has some free cache nodes left after all the subtrees that met threshold requirement are 
assigned a cache node, algorhtm2 will allocate left free cache nodes to subtrees according to the ratio 
of the number of clients that subtrees have. The procedure of algorthm2 is described in table 3.1 . 
Figure 3.2 shows how algorithm2 selects 2 cache nodes out of 9 intermediate routers. The 
example is the same as that of algorithm 1. We assume the threshold value of a subtree for selecting a 
cache node is 2. Since R2 subtree has 2 clients, R2 subtree will be assigned a cache node. Thus, Rl 
subtree and R2 subtree are assigned a cache node respectively. RI and R2 are selected as cache 
nodes. Compared with the result shown in figure 3.1 , R3 is selected as a cache node by algorithm! 
instead of R2 so that all the cache nodes stay in RI substree. Algorithm2 efficiently distributes the 
cache nodes among the whole network. 
Table 3.1. The procedure of distributed maximum weight algorithm 
In a subtree: 
1. If the number of free cache node is 1, select the cache node with maximum weight 
in the subtree. End. 
2. If the number of free cache nodes more than 1, assign 1 cache node for each child 
in descend order of the number of the clients the child supports if the child's client 
number is more than the threshold. 
3. If there are free cache nodes left after step 2, assign the free cache nodes 
according to the ratio of the number of clients that child has. 
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Figure 3.2. Example for the working of distributed maximum weight algorithm, selecting 2 cache 
nodes out of 9 intermediate routers. 
3.2 Dynamic Algorithm 
Although static algorithms obtain good performance for locating k cache nodes, the static 
algorithms have two significant weaknesses. First, in static algorithms, the k cache nodes are selected 
based on the information of the earlier arrival requests within the batch time, but they serve the later 
arrival requests. Although the traffic of the routers is relative stable [23], the selected k cache nodes 
are not an exactly optimal option for the later arrival requests since the multicast group of clients 
dynamically changes at different time. The clients may join or leave the multicast stream as time 
changes. Second, for the clients whose requests arrive during the batch time, they must be subject to 
some service delay before they get service. However, these clients are actually directly served by the 
video server rather than cache nodes since these clients will share one multicast video stream 
delivered from the video server. The batch time increases the average service latency to all the clients. 
Therefore, we propose a dynamic algorithm to solve the problem of the static algorithms. 
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The dynamic algorithm is based on Cache Multicast Protocol (CMP) [19]. The key idea of 
cache location is also based on our weight function that is used in static algorithms. However, the 
dynamic algorithm does not wait for a small duration time to gather enough request information for 
locating cache nodes. Initially, there are no on-going video stream and cache nodes in the network. 
When the first client requests a new video, it sends a request packet along the upstream path to the 
server. The request packet forces the routers along the path it passes through to calculate their weight 
according to equation (1). Since there is no cache node and on-going stream, the first request finally 
arrives at the video server. The video server will serve the request immediately without any delay. 
The delivering stream attaches a message in the packet header with the information that indicates that 
who sends the video stream and the weight of sender. The weight of server is always 0. If a client 
sends a new request for the same video stream that is delivering by the video server, when the new 
request packet passes through a router, it also forces the router updates its weight recalculated 
according to equation (1). In addition, the router has different responses to the new request based on 
three cases described as follow: 
Case 1: The router is not a cache node for the required video stream or has no on-going 
stream passing through the router. In this case, the router just resents the request up to its parent node. 
Case2: The router is not a cache node for the required video stream but has an on-going 
stream passing though the router. In this case, the router compares the weight of the sender of on-
going stream with its weight according to formula (2) given at below: 
(2) 
Where Jis a constant non-negative number that controls the number of cache nodes, the number of 
cache nodes decreases when Jincreases, WR is the weight of the router, Ws is the weight of the 
sender. If formula (2) is true, the router will claim itself as a cache node and replace the sender ID and 
weight with its own ID and weight in the packet header of the on-going stream. Then the router is 
duplicating the on-going stream into its free cache space while it require the server to send a 
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temporary stream data for patching the missing leading part of the stream. The router also removes 
the request packet and will sever the client by itself. In addition, the router sends an update weight 
packet instead of request packet upstream to the video server. The update weight packet will force the 
routers along upstream path to recalculate their weights. 
Case3: The router is a cache node that has cached video stream data. In this case, the cache 
node removes the request packet and directly serves the request by itself. The router also sends an 
update weight packet instead of request packet upstream to the video server. 
Although dynamic algorithm also uses the weight function to locate the cache nodes like static 
algorithms do, the selecting cache method in dynamic algorithm is different from that in static 
algorithms. In static algorithms, cache nodes are selected by the video server. The server calculates 
the weight of each router and makes a decision which routers will be selected. However, in dynamic 
algorithm, cache nodes are located by the routers, the router must calculate its weight and determine 
whether it claims itself as a cache node. Therefore, when a router receives a request packet, it must 
calculate or recalculates its weight according to equation (1). However, if a cache node removes a 
request packet, the routers along the upstream path of the cache node cannot update their weights 
since they cannot receive the request packet. Therefore, an update weight packet must be sent by the 
cache node after it removes the request packet. The table 3.2 shows the difference between a request 
packet and an update packet. The detail description of dynamic algorithm is given in Table 3.3. 
Table 3.2. Difference between a request packet and an update weight packet 
Packet Type Original Sender Response of a router Response of cache node 
Request Client I .Update the weight. I .Update the weight. 
2.Check on-going stream. 2.Remove the request packet. 
3. Resend it to parent. 3.Send update packet. 
Update Cache node 1. Update the weight. I .Update the weight. 
2. Resend it to parent. 2.Resend it to parent. 
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Table 3.3. Procedure of dynamic algorithm 
(a) The response of the router when a request packet arrives 
In a router, when the router receives a request packet 
1. Calculate or recalculate the weight of the router. 
2. If the router is a cache node 
The router serves the request as a proxy server. 
Send update weight packet to its parent node. 
3. If the router is not a cache node, check out whether there is an on-going required movie 
pass through the router. 
a. If not found, pass the request packet to its parent node. 
b. If found, compare the weight of router with the weight of sender. 
Is Wr > Ws + 8? 
r. Yes, 
1. Claims itself a cache node 
2. Replace sender ID and weight in the packet header with its ID 
and weight. 
3. Send update weight packet to its parent node 
ii. No, pass the request packet to its parent node. 
(b) The response of the router when an update weight packet arrives 
In a router, when the router receives a update weight packet 
1. The router recalculates its weight 
2. Send update weight packet to its parent node. 
( c) The cache node response when a video stream passes through 
In a cache node, when the delivering video is passing through the cache node 
1. Replace the sender ID and weight with its ID and weight. 
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Figure 3.3 gives an example that how dynamic algorithm works. We assume that clients 
named from Cl to C7 send their requests respectively. One by one each request has 1 unit time delay 
later than last one, C 1 sends a request at time 1, C2 sends a request at time 2 and so on. At time 1, 
since there are no cache node and on-going stream in the network, the video server receives the 
request from Cl. The server immediately serves the request without any delay. The delivering video 
stream passes through Rland R3 and arrives at Cl. At time 2, RI receives the request from C2 while 
the on-going steam is passing through it to C 1. R 1 immediately updates its weight to 1 and compares 
its weight with the weight of the sender of the on-going stream according to formula (2). At this time, 
the sender of the on-going stream is the server that always has a weight 0. Therefore, RI will claim 
itself as a cache node. Figure 3.3a shows the cache location result at time 2. At time 3, the server 
receives the request from C3 since there is no cache node and on-going video stream in R2 subtree. 
The server deliveries the second video stream to C3. At time 4, R2 receives the request from C4. 
Given the same reason as Rl, R2 claim itself as a cache node at time 4. Figure 3.3b shows the result 
at time 4. At time 5, R3 receives the request from C5, and it updates its weight to 1.5. At this 
moment, the sender of the on-going stream through R3 is R 1 whose weight is 1. According to 
formula 2, R3 claim itself as a cache node. At time 6, R3 receives the request from C6, since R3 is a 
cache node, R3 directly serves the request from C6. Figure 3.3c shows the result at time 6. At time 7, 
R4 receives the request from C7; the sender of on-going stream through R4 is Rl. At this moment, 
the weight of R4 is 1.5 that is less than the weight of R 1 that is 1.67. Therefore, R4 is not a cache 
candidate. R4 just passes the request of C7 to Rl. Since Rl is a cache node, it will directly serve the 






(a) At time 2, Rl claims itself as a cache node 
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C2 C3 C4 
(b) At time 4, R2 claims itself as a cache node 








( c) At time 6, R3 claims itself as a cache node 
SERVER 
cs C6 C7 
(d) At time 8, the result of dynamic algorithm for 7 clients 
Figure 3.3. (continued) 
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CHAPTER 4. PERFORMANCE STUDY 
4.1 Simulation Environment 
We simulate our algorithm on NS-2 [25] simulator version 2.lb7a. NS-2 is an event driven 
network simulator developed at UC Berkeley that simulates variety of IP networks. It implements 
network protocols such as TCP and UDP, routing algorithms such as Dijkstra, and more. NS-2 is 
Object-oriented Tel (OTcl) script interpreter that has a simulation event scheduler and network 
component object libraries, and network setup module libraries. To setup and run a simulation 
network, a user should write an OTcl script that initiates an event scheduler, sets up the network 
topology using the network objects relative functions in the library, and tells traffic sources when to 
start and stop transmitting packets through the event scheduler. The network objects are written and 
compiled using C++. NS-2 allows the users to add some new member functions or write some new 
network objects by using C++. The new code of C++ can be recompiled and called through the OTcl. 
This chapter describes the implementation of our new CLP algorithms in NS-2. 
4.1.1 Implementation of Static CLP Agent 
The core functions of static CLP are to calculate the weight of each intermediate router and to 
make a decision which k nodes will be selected. In our simulation, we use centralizing method. 
During the batch time, the routers are randomly selected to send requests to the video server, which is 
node O in the simulator. Once the server receives the requests, it builds a multicast tree based on 
requests it receives. After finishing batching, the server calculates the weight of each router and 
selects k cache nodes according to one of the proposed algorithms. Then the server notifies the 
selected node that they will cache the video stream data and serve the requests of the clients. Two 
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new agent classes were created for static CLP, VodReq (video request) agent and Cacheallc (cache 
allocation) agent. 
VodReq agent is attached to each intermediate router. Its main function is to send video 
request packet to the video server when the router randomly requires a video. Since the server needs 
to get whole multicast tree information to locate the cache nodes, when the routers along the upstream 
path receive and resend a request to the server, they also send a join multicast tree message 
(joinMtree) to the server. Thus, another function of VodReq agent is to send a joinMtree packet to the 
video server. For convenience, we define a packet structure in VodReq agent. In the packet structure, 
we define a packet type field to identify the different kinds of packets transmitted in the network. In 
static CLP, two kinds of packets are used, vodrequest andjoinMtree packets. In dynamic CLP, there 
are more kinds of packets will be used. 
Cacheallc agent is attached to the video server. The buildMtree function in Cacheallc agent is 
to build a multicast tree when the server receives joinMtree and vodrequest packets from routers and 
clients. Since most functions in Cacheallc agent such as sortMtree and searchMtree are based on the 
multicast tree. Thus, a general tree structure is defined in Cacheallc agent by using link lists. A 
calculate Weight function is also defined in Cacheallc agent to calculate the weight of each router. 
Two static algorithms are implemented in Cacheallc agent. The command function in Cachealloc 
agent is a linkage to TcL script that provides event control. We explain the TcL script in later. 
Both VodReq agent and Cacheallc agent have recv and send functions that can be used to 
exchange packet messages among the simulation nodes. 
Ping agent is an original application provided by NS-2. In static CLP, the ping method is used 
to measure the service latency to the clients after video server selects the cache nodes. 
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4.1.2 Implementation of Dynamic CLP Agent 
In dynamic CLP, cache nodes are selected by intermediate routers instead of the video server 
in static CLP. Therefore, the intermediate routers must have more functions such as calculating 
weight function and selecting cache function. Since dynamic CLP is similar to CMP except for 
calculating weight and selecting cache functions. We simulate both CMP and dynamic CLP currently 
and compare their performances. In our research, we focus on cache location issue in dynamic CLP 
and ignore replacement issue in dynamic CLP. To compare performance of dynamic CLP with that of 
CMP, we assume both CMP and dynamic CLP can cache a whole video stream data in a cache node. 
VodReq agent attached to each intermediate router is the most important component in 
dynamic CLP. VodReq agent acts as not only an intermediate router but also a client. Of course, 
VodReq agent can act as a proxy server as well. When VodReq agent acts as a client, it can send 
request packet for a video. The request packet has a time stamp recording the request time. The 
request packet also contains the client address ID. When VodReq agent acts as an intermediate router, 
it has many functions. First, VodReq agent can receive request packets from clients or other routers. 
If the router has not cached the required video stream, VodReq can resend the request packet up to its 
parent node. If the router has cached stream data, VodReq should send an UPDATE weight message 
to its parent node. Second, VodReq agent can receive a video stream packet from the video server or 
routers along the upstream path and redeliver the video stream to its children who request the same 
video stream. If the router is selected to be a cache node, it also duplicates the video stream into its 
cache space. The last, VodReq has a selecting cache node function. When VodReq receives a request, 
it first updates its weight by recalculating the new weight based on equation (1). Then it checks 
whether a required video stream is passing through. If there is a required on-going stream passing 
though, it checks the sender information in the stream packet header. The sender information includes 
the nearest cache node ID and its weight. If the weight of the router is larger than the weight of the 
sender according to the formula (2), the router claims itself a new cache node and replaces the sender 
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information with its ID and weight. At the same time, the router duplicates the stream data into its 
free cache space and asks the video server to send a temporary patching stream of losing leader part 
of the video stream. VodReq also sends an UPDATE weight packet to routers along the upstream 
path. When the router acts as a cache node, it serves the request directly when a request arrives. 
However, it still need to sends an UPDATE weight packet to routers along the upstream path. 
In dynamic -CLP, we still use a packet structure for different packets like we use in static 
CLP. However, we define more packet types in dynamic CLP than those in static CLP does, the types 
of packets include VODREQ, UDATE weight, MOVIE_PKTstream etc. In VodReq agent, we also 
use a data stream structure to record which video stream and which segment of video stream is 
passing through the router. Since CLP uses multicast function to deliver the video stream, we add a 
child link list in the data stream structure for multicasting the video stream. The child node that 
requests the same video is inserted into the child link list. When the router delivers a video stream 
packet, it send it to all the children in the child link list. Of course a cache structure also be created in 
the VodReq agent for caching the video data. 
In dynamic CLP, the agent attached to the video server (node 0) is simpler than that in static 
CLP because the video server is not an arbitrator in dynamic CLP. In dynamic CLP, the agent 
attached to the video server is called VideoServer agent. VideoServer agent is focus on generating 
video stream traffic and delivering it to the client when the server receives a request. The traffic 
model of the video stream is a constant bit rate (CBR) video. This means packets are sent at constant 
intervals. VideoServer agent has a function nextlnterval that controls the time at which to send the 
next packet. The transmission rate of video stream can be changed if it is required. Since NS-2 is an 
event driven simulator, a timer class must be created in VideoServer agent to control the simulation 
schedule. NS-2 provides a TimerHandler class that implements the basic functionalities of timer. A 
VideoStreamTime class is derived from TimerHandler class. It initializes the timer, checks the status 
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of timer and calls the time out function when the timer counter is zero. The timeout function sends 
one video stream data packet and reset the next interval value. 
4.1.3 TCL Scripts 
To setup and run a simulation network, an OTcl script must be written to set up the network 
topology, initiate an event scheduler and start transmitting packets through the event scheduler. Both 
CLP use TCL scripts to implement the whole simulation. The first function of the TCL scripts is 
building a network topology. Since a large number of topologies are needed in our simulation, 
creating a topology by hands is impossible. Thus, we use an automatic topology generator tool to 
implement it. The generator tool is described by the next subsection. The second work of TCL is to 
setup a multicast tree in the network. In our simulation, we use Dijkstra algorithm that is provided by 
NS-2 to build a shortest path tree as the multicast tree. After the multicast tree is built, the new 
protocol objects are attached to the NS nodes. The last task of TCL is setting the event schedule for 
the simulation. In our simulation, each simulation result of a topology runs 10 times for different sets 
of clients generated randomly. Thus, we set up IO times event schedule in the TCL. For each sample 
point, we simulate on IO random network topologies, and in each topology, we run 10 times since we 
randomly generate client locations at each time. Therefore, each sample will be statistically computed 
from 1O*10 times simulation results. 
4.1.4 GT -ITM Topology Generator 
NS-2 allows a user to create some network topologies by hand. However, in our simulation, 
each sample point will be obtained from large statistical values collected from 10 network topologies. 
Each topology must be generated randomly. Thus, creating random network topology by hand is 
impossible. We use a topology generator to help us to create the network topology. In our simulation, 
we use GT _ITM topology generator. The GT-ITM can be used to create flat random graphs and two 
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types of hierarchical graphs, the N-level and transit-stub. For example, we need to create a flat 
random graph with 50 NS nodes. So we write a specification file, say file r50, is showed at table 4.1. 
When we run 'itm r50' then ten random graphs of 10 nodes each will be created. It is noted 
that 0.2 is a probability that an edge is present. If the probability of edge goes up to 1, we get 
completely connected graph. Thus, we can simulate our CLP algorithm in different network density 
by adjusting the probability of the edge. 
4.2 Simulation Parameters and Performance Metrics 
To verify the performance of CLP algorithms, we translate network into a general graph, we 
implement CLP algorithms in the general graph. For each simulation simple, we randomly generate 
10 graphs and randomly select clients in a graph 10 times to get the statistical sample values from 100 
times simulation. The propagation delay on each link in the randomly generated network graph is also 
random. The propagation delay of each link varies from 40 ms (milliseconds) up to 1000 ms. The link 
capacity of each link is 100 Mbps. We also study the performance of CLP in different density 
networks. The density of network varies from 0.033 to 0.5. The size of network we study is 50 nodes 
(routers). The node O is always treated as a video server or the outbound router of the video server. 
The simulation parameters are given in Table 4.2. 
The performance metrics of dynamic CLP is the service latency, which is the average 
response time to the clients after the clients send out their requests. 
Table 4.1. An example of specification file of GT _ITM tool 
# <method keyword> <number of graphs> [ <initial seed>] 
# <n> <scale> <edgemethod> <alpha> [<beta>] [<gamma>] 
geo JO 
JO JO 3 0.2 
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Table 4.2. The simulation parameters 
Parameter Abbreviation Value 
Network nodes Node 50 
The number of clients Client 10,20,30,40 
The number of cache nodes Cache 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 
The network density Density 0.033, 0.066, 0.1, 0.2, 0.3, 0.5 
4.3 Evaluation of Static Algorithms 
4.3.1 Effect of the Number of Cache Nodes 
Figure 4.1 shows the results of the average service latency to the clients with various number 
of cache nodes. From the figure, it can be observed that the service latency decreases when the 
number of cache nodes increases for both algorithms. This is because there are more cache nodes 
have the cached data to serve the clients as proxy servers. The figure also shows that algorithm2 has 
better performance than algorithm! has when the number of cache nodes increases. The reason may 
be explained by that algorthml simply selects k cache nodes according to their weights that will lead 
some cache nodes to be concentrated in a subtree rather than in others. That is exactly the reason why 
we proposed the algorithm2, the distributed maximum weight algorithm. 
Figure 4.1 also shows that when the VoD system has 5 cache nodes, algorithm! and 
alogrithm2 reduce 58% and 60% service latency respectively. When the VoD system doubles the 
cache nodes up to 10, algorithm! and algorithm2 decrease 73% and 77% service latency respectively. 
The performance of static CLP with 10 cache node is just litter better than that of static CLP with 5 
cache nodes, but the cost of cache space is double. Therefore, we conclude that a small number of 
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Figure 4.1. The effect of the number of cache nodes 
4.3.2 Effect of the Number of Clients 
Figure 4.2 shows the result of the average service latency to the clients as network has the 
different number of clients when the system can provide 10 cache nodes. The service latency to the 
clients of two algorithms tends to stabilize as the number of the clients increases. The busy network 
(more client requests) has a little bit longer average service delay than non-busy network (less client 
requests). This is because 10 cache nodes will serve more clients when the network is busy. However, 
the tendency of two lines for two algorithms is stable except 10 clients case. That indicates that static 
algorithms have no large influence by the client number. For 10 clients case, the theoretical service 
latency could be O if we just select the 10 outbound routers of each client as cache nodes. Figure 4.2 
also shows that the algorithm2 has better performance than algorithm! has. The reason we have 
explained in last subsection. 
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Figure 4.2. The effect of the number of clients 
4.3.3 Effect of Network Connectivity 
Figure 4.3 shows the result of average service latency to the clients when the network has 
different network density. The network density is measured by a link probability between two nodes. 
When the link probability is low, say 0.033, the network has a low density that means the network has 
less number of links among the nodes. When the link probability is high, say 0.5, the network has a 
high density that means the network has many links among the nodes. If the link probability is 1, the 
network is a complete connected network. In figure 4.3, it is observed that when the network density 
increases, the average service latency to the clients decreases in all three cases. This is because when 
the network density is high, the client has more router paths to the video server than that when the 
network density is low, the better shortest path will be selected. The two static algorithms tend to 
obtain the almost same performance as the network density increases. The reason is that if the 
network has high density, the more path choices could reduce the chance that most cache nodes stay 
at one subtree. Therefore, algorithm! could achieve as good performance as that of the algorithm2. 
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Figure 4.3. The effect of network connectivity 
Although with the network density increases, algorithm! achieve a little better performance 
than algorithm2, the percentage of reduction of the service latency keeps the stable compared with no 
cache case. The percentage of reduction of the service latency is 73%, 74%, 69%, 72%, 72% and 78% 
respectively when the network density is 0.033, 0.066, 0.1, 0.2, 0.3 and 0.5 respectively. That means 
static algorithms have no influence by the density of the network. 
4.4 Evaluation of Dynamic Algorithm 
4.4.1 Comparison Dynamic Algorithm with CMP 
Figure 4.4a shows the performance of dynamic CLP and CMP in 10 network topologies. 
Compared with no cache node case, both dynamic CLP and CMP tremendously reduce the service 
latency to the clients, dynamic CLP reduces 70% service latency and CMP reduces 74% service 
latency. The performance of dynamic CLP is just little worse than that of CMP, but the cost of cache 
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nodes in dynamic CLP is much less than that in CMP. Figure 4.4b shows that the average number of 
cache nodes in dynamic CLP is 16, but in CMP is 39. The average cost of cache space in CMP is 2.4 
times of that in dynamic CLP. However, the performance of CMP is just 13% more improvement 
than that of dynamic CLP. The reason is that CMP almost caches the multiple same video stream 
copies in all the nodes. Therefore dynamic CLP has more efficient utility of cache space than CMP 
has and achieve the comparable performance to that of CMP. 
Service latency Client: 40 Density:0.033 
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( a) The service latency of dynamic CLP and CMP 
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Figure 4.4. The performance of dynamic CLP and CMP 
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4.4.2 Effect of 6 Value 
In dynamic CLP, caches are selected in a distributed manner by the routers when the routers 
find that their weights are bigger than the sender's weight of the on-going stream. Thus, the number 
of cache nodes varies in each simulation time since many cases exist. In formula (2), 8 is a constant 
that controls the number of cache nodes, the role of 8 is to avoid cache nodes concentrating on a 
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Figure 4.5. The effect of 8 value 





subtree and to reduce the number of cache nodes in whole network. Figure 4.5b shows that as o 
increases, the number of selected cache nodes decreases. However as the number of selected cache 
nodes deceases, the service latency of dynamic CLP increases. The figure shows that as o increases 
from 2 to 4, the service delay of dynamic CLP is lineally increases. When o is 4, the number of 
selected cache nodes is half of the number of selected cache nodes when o is O or 1, but service delay 
when o is 4 is two times longer than that when o is O or 1. Therefore, there is a trade-off by selecting 
different value of o that can balance the cost of cache space and the service latency. If selecting small 
o, dynamic algorithm costs more cache space and achieves better performance. On the Contrary, if 
selecting large o, dynamic algorithm cost less cache space but obtain longer service latency. 
4.4.3 Effect of Network Connectivity 
Figure 4.6 shows the effect of network connectivity. In the figure, it is observed that the 
performance of both CMP and dynamic CLP vary small as network density increases although the 
average service latency of no caching case apparently decreases as network density increases. That 
indicates that both schemes might obtain good performance in most of network topology. 
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Figure 4.6. The effect of network connectivity 
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CHAPTER 5. CONCLUSTION AND FUTURE WORK 
In this thesis, we proposed a new protocol Cache Location Protocol (CLP). The purpose of 
CLP was to find optimal locations for cache nodes among the intermediate routers in the network. A 
weight function was introduced in CLP to balance the number of clients that router support and the 
distance between the clients and the router. The routers with higher value of weight were chosen as 
cache nodes. Two schemes static and dynamic were proposed. The static CLP is based on batching 
method. It assumes that traffic model in network is relatively stable and varies slightly, earlier arrival 
requests during the batch time can be used to locate k cache nodes that will serve the later coming 
requests with a little performance penalty. The studies of static CLP found that only a small number 
of cache nodes can reduce more than 50% service delay of the system. Dynamic CLP is based on 
CMP. It can dynamically locate the cache nodes to be fit practical access pattern mode that is 
dynamically changed. Dynamic CLP also avoids the batch time delay that happens in static CLP. 
Dynamic CLP achieves the relative same performance and lower the cost of the cache space of cache 
nodes compared with CMP when the cache node can buffer the whole stream data. The studies show 
that dynamic CLP decreases up to 70% service delay. 
However, static CLP does not provide exactly optimal cache node location in practical 
network. This is because static CLP selects cache nodes based on earlier arrival requests during the 
batch time. The later arrival requests might not have the exactly same network traffic mode as earlier 
requests. The deviation of the performance in static CLP between using earlier request information 
and using practical request information should be measured in the future work. 
Although dynamic CLP avoids the batch time by on-line selecting the cache nodes, it is not 
easily to control how many cache nodes should be chosen. In our simulation, we just count the 
number of cache nodes that have been selected in each simulation time. So the cost of cache space in 
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dynamic CLP is various in each simulation time. In future work, we will add a new method to fix the 
k cache node number in dynamic CLP, not less or more thank cache nodes. Another problem is that 
dynamic CLP uses patching method, patching requires that the new selected cache nodes must 
preserve some free cache space to store losing leading parts of stream data that arrive at cache nodes 
latterly while the new cache node is duplicating on-going stream data into its cache space. If the 
missing parts of the stream are too large, that requires the new cache node to preserve a large cache 
space to support patching. Since a router has limited cache space, the cache node candidate could not 
be a new cache node if a request arrival at the candidate is too late. How much stream data is patched 
in the cache node that will achieve good performance should be considered in the future work. 
Current CLP did not consider the cache size and replacement issues. However, the two issues 
are important in a cache scheme since the whole video stream is too large to be buffered in an 
intermediate router cache. Let T F be the time when the first request arrives, T 1. be the time when the 
last request arrives, the least number of stream data that must be cached in a cache node is T F-T L· In 
reality, most requests usually require a video stream that starts at beginning. Therefore, the beginning 
part of the video stream should have the first priority to be cached in the cache node in order that the 
cache node can immediately serve the request once it arrives. How long of the beginning part of 
stream should be cached depends on replacement policies. The intuition method is that the beginning 
part of stream should be cached so enough long that the cache node can receive rest parts of stream 
from the server before the client finish playing back the beginning part of stream. Future work will 
consider cache replacement policies and study the performance of replacement policies by adjusting 
the size of cache. 
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