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Abstract
Training recurrent neural networks (RNNs) that possess long-term memory is
challenging. We provide insight into the trade-off between the smoothness of the
cost function and the memory retention capabilities of the network. We express
both aspects in terms of the Lipschitz constant of the dynamics modeled by the
network. This allows us to make a distinction between three types of regions in the
parameter space. In the first region, the network experiences problems in retaining
long-term information, while at the same time the cost function is smooth and easy
for gradient descent to navigate in. In the second region, the amount of stored
information increases with time and the cost function is intricate and full of local
minima. The third region is in between the two other regions and here the RNN is
able to retain long-term information. Based on these theoretical findings we present
the hypothesis that good parameter choices for the RNN are located in between the
well-behaved and the ill-behaved cost function regions. The concepts presented in
the paper are illustrated by artificially generated and real examples.
1 Introduction
Recurrent neural networks (RNNs) have previously been the de facto state-of-the-art on a number
of machine learning tasks, but they are now being challenged by new, high performance, feedfor-
ward network structures. These include the transformer architecture [1] and causal convolutional
networks [2], which yield impressive results in language and music modeling [2–6], text-to-speech
conversion [3], machine translation [7, 8] and other sequential tasks [2].
This shift of paradigm requires understanding of the limitations and challenges in training RNNs. It
is well-known that learning long-term dependencies with gradient descent is difficult [9–11]. While
long short-term memory (LSTM) [12] and gated recurrent unit (GRU) [13] networks have been
designed to capture these dependencies, we argue that there are still great challenges in training such
models.
∗Work performed while at Uppsala University as a visiting Ph.D. Student in the Department of Information
Technology.
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Dynamic system analysis has been a major tool in understanding the challenges in training RNNs [14,
9–11, 15, 16]. In this paper we use dynamic system theory to analyze two different aspects of RNN
training and usage: the cost function smoothness and the capability of retaining information. We
show that there is indeed a direct relationship between these two aspects.
We have three main contributions. The first contribution is a novel theoretical result on the smoothness
of the cost function (Section 3). We divide the parameter space into three regions for which the
Lipschitz constant of the cost function scales: i) as a constant; ii) as a polynomial; or, iii) exponentially
with the simulation length. Region (ii) constitutes the boundary between the two other regions. Using
examples we show that it might be very hard for derivative-based (i.e. gradient descent) algorithms to
navigate in region (iii).
The second contribution is an information-theoretic approach for quantifying the amount of informa-
tion stored in an RNN (Section 4). We present a lower bound on the amount of information, expressed
in terms of entropy, and show that the three different behaviors of the cost function correspond to
regimes for which the RNN entropy: i) possibly decreases; ii) is retained; iii) increases.
The third contribution is the hypothesis that the solutions for which the RNN present "long-term"
memory can be found close to region (ii), on the boundary between the well-behaved and ill-behaved
cost function regions. This hypothesis might be the origin of many of the difficulties that arise in
training RNNs.
2 Background on RNNs and long-term memory
RNNs are non-linear discrete-time dynamical systems:
xt+1 = f(xt,ut;θ), (1a)
yˆt = g(xt,ut;θ), (1b)
with input ut ∈ RNu , hidden state xt ∈ RNx , predicted output yˆt ∈ RNy , and parameters θ. This
representation is sufficiently general to capture vanilla RNNs, LSTM [12], GRU [13] and stacked
layers of these units.
For a given training sequence ZN = {(ut,yt), t = 1, 2, · · · , N}, a cost function can be defined:
V =
1
N
N∑
t=1
l(yt, yˆt). (2)
The parameter vector θ is estimated (i.e. the neural network is trained) by minimizing V or, for the
case of multiple independent training sequences, minimizing a weighted average of many V s defined
as above. Here, l is the loss function. Common choices for regression and classification problems are
the squared error and cross entropy loss, respectively.
In what follows, the concept of long-term memory will be closely related to the definition of an
attractor of a dynamical system. Similar approaches have been pursued in [9, 10].
Definition 1 (attractor of a dynamical system). Let ut be equal to a constant u¯ for every t. An
attractor of a dynamical system:
xt+1 = f(xt, u¯;θ), (3)
is a subset A ∈ RNx for which:
1. if xt0 ∈ A then xt ∈ A for all t ≥ t0;
2. there exists a neighborhood of A, called basin of attraction B(A), such that for any open
neighborhood of A, say N , there is a positive integer T ≥ t0 such that if xt0 ∈ B(A) then
xt ∈ N for all real t > T ;
3. there is no proper (non-empty) subset of A having the first two properties.
Property 1 is related to the concept of long-term memory. If at a given time instant t0, xt0 ∈ A, the
system state will still be in A at any point in the future, that is, it will “remember" this set A. Systems
that do not respect this property will just leave (i.e. “forget") set A for some t > t0.
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Figure 1: (chaotic LSTM) Bifurcation diagram (a) and mean-square cost function (b) for LSTM
models with parameter vectors θ(s) = sθtrue.
Property 2 is related to the robustness of the long-term memory. If a given state xt belongs to B(A)
then xt → A as t→∞. If we apply a finite non-zero input sequence u sufficiently small such that
the state remains in B(A), then for f continuous in u the system will converge to A. In order words,
the system will not “forget" A even in the presence of some (sufficiently small) disturbance.
In the numerical examples of this paper we use the bifurcation diagram for visualizing the attractors
of the RNN. These diagrams shows the values visited in steady state behavior (when a constant input
is applied to the system) as a function of some bifurcation parameter s. See Figure 1 (a).
3 Smoothness of the cost function
In this section, we relate the smoothness of the cost function to the dynamics of the RNN. Our
analysis is based on the Lipschitz constant of the cost function and on the Lipschitz constant of
the cost function gradient (sometimes called β-smoothness). Both constants play a crucial role in
optimization [17] and can be understood as qualitative measurements of how smooth the cost function
is. Lower values imply that the cost function is less intricate and that optimization algorithms can still
converge while taking larger steps. It also provides an upper bound on how distinct in performance
two close local minima may be.
In Section 3.1, we discuss an example of an LSTM model that exhibits chaotic behavior for certain
parameter values. Chaotic systems have infinitely long memory in the sense that modifications in the
state of the system, no matter how small and how far back into the past, yield different trajectories.
We show that the cost function is intricate in the same region of the parameters space for which the
system displays chaotic behavior. This indicates that there is a correspondence between long-term
memory effects (like chaos) and smoothness of the cost function. This serves as motivation for the
more theoretical investigation carried out in Section 3.2.
3.1 Motivating example – Chaotic LSTM
This example considers an LSTM model with zero input and without bias terms. The outputs of the
model are the sequences of the two hidden states. Sequences of 200 samples are simulated starting
from fixed non-zero initial conditions and for a fixed set of parameters that result in chaotic behavior.
The first 100 samples are discarded to remove the transient. Further details on the parameter values
can be found in Appendix A.1.
Figure 1(b) shows the mean-square loss for LSTM models with parameters interpolated (and ex-
trapolated) between zero and those used to generate the data, i.e. for LSTM models with parameter
vectors θ(s) = sθtrue. The cost function is intricate in an entire region around the data-generating
parameter values (s = 1). Figure 1 (a) shows the last 100 samples of the first output as a function of
the interpolation parameter s. We see that the data-generating parameters correspond to a chaotic
attractor. Comparing with the cost function in Figure (b), we observe that the region in parameter
space where the cost function is intricate (0.9 . s . 1.45) corresponds to the region where the LSTM
shows interesting behavior (limit cycles or chaotic attractors). An evaluation of the cost function on a
two-dimensional grid is available in Appendix A.1 and it also shows many neighboring local minima
in an entire region around θtrue.
3
3.2 Theoretical Results
The theorem below relates the Lipschitz constant of the cost function V and of its gradient (i.e. β-
smoothness) to the simulation length N . This extends the results we presented in [18].
Theorem 1 (Lipschitz constants of V and ∇V ). Let f(x,u;θ) and g(x,u;θ) in Eq. (1) be Lips-
chitz in (x,θ) with constants Lf and Lg on a compact and convex set Ω = (Ωx,Ωu,Ωθ). Assume the
loss function is either l(yˆ,y) = ‖y − yˆ‖2 or l(yˆ,y) = −yT log(σ(yˆ))− (1− y)T log(1− σ(yˆ)).
With {ut}Nk=1 ⊆ Ωu and (Ωx,Ωθ) ⊆ RNθ . If there exists at least one choice of (x0,θ) for which
there is an invariant set contained in Ω, then, for trajectories and parameters confined within Ω:
1. The cost function V defined in (2) is Lipschitz with constant:2
LV =

O(L2Nf ) if Lf > 1,
O(N) if Lf = 1,
O(1) if Lf < 1.
(4)
2. If the Jacobian matrices of f and g are also Lipschitz with respect to (x,θ) on Ω, then the
gradient of the cost function∇V is also Lipschitz with constant:
L′V =

O(L3Nf ) if Lf > 1,
O (N3) if Lf = 1,
O (1) if Lf < 1.
(5)
Proof. In Appendix C.
Remark (other loss functions). The above theorem was stated for two different loss functions
(squared error and average cross entropy preceded by the sigmoid function). The theorem still holds
for any loss function for which the equivalent of Lemma 2 (see Appendix C) remains true.
For better understanding of Theorem 1, it is interesting to have the concept of a contractive system in
mind:
Definition 2 (contractive system). We say the dynamical system (3) is contractive in Ωx if, for all x
and w in Ωx, it satisfies:
‖f(x, u¯;θ)− f(w, u¯;θ)‖ < Lu¯‖x−w‖, for Lu¯ < 1. (6)
If the system is not contractive: Lf ≥ 13. All contractive systems have a unique fixed point inside
the contractive region, and all trajectories converge to such a fixed point [19, Theorem 9.23], hence
systems with richer nonlinear dynamic behaviors, such as multiple fixed points, limit cycles and
chaotic attractors, and also unstable systems, are non-contractive and will always have Lf ≥ 1. The
Lipschitz constants and β-smoothness for these systems may, according to Theorem 1, blow up
exponentially (or polynomially for some limit cases) with the maximum simulation length. This
results in very intricate cost functions, see Figure 1 (b).
Long-term dependencies are deeply related to the concept of attractors (see Section 2). Models that
are contractive, after a sufficiently long time, will remember only a single point of information, since
all solutions will converge to a single point. Models that remember more than a single bit of long-
term information (i.e. have an attractor that is not only a single point) are inherently non-contractive.
According to Theorem 1, however, these interesting regions for which the system is non-contractive,
might have very intricate cost functions, full of local minima and for which low-order (Taylor)
approximations of the cost function might be very inaccurate.
4 Gauging the information in an RNN
The previous section introduced the limitation of a contractive system: after a sufficiently long time
all trajectories converge to a single point and that is all the information the dynamic system will
2Here O is the big O notation. It should be read as: L(N) = O(g(N)) if and only if there exist positive
integers M and N0 such that |L(N)| ≤ Mg(N) for all N ≥ N0.
3If u¯ ∈ Ωu it follows that Lf ≥ Lu¯, hence if the system is not contractive Lf ≥ Lu¯ ≥ 1.
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Figure 2: Illustration of the lower bound on the entropy Ht obtained in (9). Starting from H0, the
entropy Ht can only take values in the shaded region. The entropy can decay over time when Lf < 1
(contractive system), can remain constant when Lf = 1 (e.g. for a periodic oscillator), and increases
when Lf > 1 (e.g. for a chaotic system).
actually store as t→∞. In this section we build a formalism that can be used to quantify the amount
of long-term information stored by an RNN; how this amount of information changes with time; and,
how the information is related to the smoothness of the cost function.
Assume that at time t the system state xt is distributed according to pt(xt). The entropy associated
with this probability distribution provides a way of quantifying how much information measuring the
state would convey. For the set Ωx, the entropy can be computed as:
Ht = −
∫
Ωx
pt(xt) log pt(xt)dxt. (7)
Applying the change of variable xt+1 = f(xt,ut;θ) we get:4
Ht = −
∫
f(Ωx,ut;θ)
pt+1(xt+1) log
(
pt+1(xt+1)
∣∣∣∣det ∂xt+1∂xt
∣∣∣∣)dxt+1
= Ht+1 −
∫
f(Ωx,ut;θ)
pt+1(xt+1) log
(∣∣∣∣det ∂xt+1∂xt
∣∣∣∣) dxt+1,
where ∂xt+1∂xt is the Jacobian matrix of f(·,ut;θ). Using Hadarmard’s inequality:
log
∣∣∣∣det ∂xt+1∂xt
∣∣∣∣ ≤ Nx∑
i=1
log ‖vi‖2, (8)
where vi is the i-th column of the Jacobian matrix and log ‖vi‖2 ≤ log
∥∥∥∂xt+1∂xt ∥∥∥2 ≤ logLf . Hence,
we have that
Ht +Nx logLf ≤ Ht+1. (9)
This bound is illustrated in Figure 2 and shows that:
• for a system with Lf < 1 (e.g. a contractive system) the entropy might decay over time
towards zero. The larger Lf , the slower the decay of information retention can be. For
a contractive system all the trajectories will converge to a fixed point. In this case the
distribution pt(xt) will tend towards a discrete distribution with only one point mass at the
fixed point, and thus zero entropy;
• for a system with Lf = 1 (e.g. a periodic oscillator), the entropy can stay constant if the
bound in (9) is tight. This means that such a system retains information;
• for a system with Lf > 1, the amount of entropy increases with time.
Combining these results with those in Theorem 1 suggests that there is a trade-off between the
smoothness of the cost function and retention of information. The smaller Lf , the less intricate the
cost function, but when Lf < 1, information is gradually lost.
4An implicit assumption here is that f(·,ut;θ) is a 1-1 continuous differentiable map (cf. theorems 3-13 and
3-14 from [20]).
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5 Numerical examples
In this section, we study the properties of the cost function and its relation to the attractors of the
RNN. We consider two different tasks.5
Classification of symbols according to few relevant, widely separated, symbols. This artificial
task was originally described in [12] and requires the neural network to retain information for long
periods of time. For this problem, the sequence contains categorical values {p, q, a, b, c, d}. The
symbols {a, b, c, d} act as distractors and are not relevant to the task. Instead, the relevant symbols
are picked from {p, q} appearing only twice in the sequence, at positions t1 and t2. The neural
network’s task is to classify the sequence according to which relevant symbols appear and in what
order. The four possible classes are {(p, p), (p, q), (q, p), (q, q)}.
Word language modeling. The Wikitext-2 data set contains 600 Wikipedia articles for training
(2,088,628 tokens), 60 articles for validation (217,646 tokens), and 60 articles for testing ( 245,569
tokens) [21]. The data set has a vocabulary of 33,278 distinct tokens. The goal is to predict the next
token in the article given the previous tokens. The state-of-the-art result for the Wikitext-2 data set
when not extending the training set is a perplexity on the test set of 39.14 [22]. With our LSTM
model implementation, we obtain a perplexity of 106, which is close to other results reported in the
literature (i.e. 99.3 obtained for a standard LSTM model in [23]).
Details about the tasks and the models used are reported in Appendix A.
The artificial task, for which long term memory is strictly required for good performance, behaves
significantly different compared to the language modeling task involving real data. We focus on three
aspects: performance evolution along the epochs, cost function landscape and attractors (i.e. fixed
points, periodic dynamics and chaotic behavior).
For the artificial task, the success of training the LSTM to such a task is highly dependent on the
initial conditions. For different random initial values of the weights, the training procedure can
converge to solutions that have extremely different properties. While, for some initial conditions,
an accuracy around 100% is obtained both on training and validation data. In other instances, the
accuracy is above 90% on the training set but below 25% on the validation set, i.e. the classifier is no
better than random guessing among the 4 possible classes. The convergence toward the solution for
these two different scenarios is displayed in Figure 3. In both cases the cost function is intricate and
full of local minima as shown in Figure 4. The bifurcation diagram goes from simple fixed points to
more complicated attractors as shown in Figure 5. The figure shows the final values of the first output
of the network for different initial conditions and when fed with a fixed constant input. In the two
top figures, the constant input corresponds to a single non-distractor symbol, whereas in the bottom
figure, a distractor symbol is used. In the good performance scenario, the first output converges to
a fixed value when the network is fed with a non-distractor symbol (two top figures), whereas the
network provides distinct output values when fed with a distractor symbol (bottom figure). In the bad
performance scenario, the network provides distinct output values in all cases for parameter values
between θ(init) and θ(final), i.e. 0 ≤ s ≤ 1.
For the word language modeling problem the cost function is well behaved and smooth close the
solution. The bifurcation diagram indicates only simple fixed points and the convergence toward
the final solution is smooth and well behaved (see Figure 6). This seems to suggest that long term
memory is not needed for this task. This is in agreement with results from [16] where truncating
RNNs on language model examples has little effect on the performance.
6 Related work
Understanding RNNs by exploring tools from dynamical systems theory is a common approach. It
has been speculated that bifurcations might cause the difficulties and jumps in the cost function [14].
The work in [11] formulates the hypothesis that when gradients explode, they do so in some specific
direction, creating walls of high curvature. The major conceptual difference between our work and
that of [14] and [11] is that we, unlike them, advocate that the erratic behavior of the cost function
is not limited to boundaries and bifurcation points, but rather span through entire regions of the
parameter space.
5The code for reproducing the experiments will be released upon publication.
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Figure 3: (widely separated symbols) Accuracy on training and validation data for two different
training scenarios. In (a), the optimization procedure abruptly finds a solution that has good accuracy
on both training and validation. In (b), the convergence is slow and steady towards a solution that has
good accuracy on the training set (above 90%) but is no better than random guessing on the validation
set.
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Figure 4: (widely separated symbols) Cost function on training for LSTM models with parameter
vectors θ(s) = sθ(init) + (1 − s)θ(final), where θ(init) is the initial parameter vector used to start the
optimization, and θ(final) is the final estimate of the training procedure. In the good performance
solution scenario, the network is able to retain long-term information. At the same time, the cost
function has several close local minima around the final estimate (s = 0) which might make the
problem significantly harder. In the bad performance solution, the network does not retain the required
long-term information: the cost function has a local minimum on the training data that disappears on
the validation set.
Like [9, 10] we also present a trade-off that arises when training RNNs, while [9, 10] point to the
trade-off between efficient learning and retaining information robustly in the presence of noise, we
instead expose the trade-off between long-term memory and smoothness of the cost function.
Necessary conditions for exploding gradients to appear are also provided in [11]. Their result can
be understood as a special case of Theorem 1 and is limited to a single layer of vanilla RNN. By
constraining the results to this vanilla case, they do not cover interesting nonlinear behaviors, such
as periodic behavior and strange attractors, that are studied here. Our results are also more general,
because we include bounds on second order derivatives.
The work in [15] presents a neural network without chaotic behavior. The results presented here, for
which the chaotic behavior of LSTMs yield regions in the parameter space where the cost function
is highly intricate, densely populated by local minimums and with exploding gradients, is a strong
suggestion that this is indeed an interesting line of research that deserves to be further explored.
It has previously [16] been shown that contractive RNNs can be truncated with arbitrarily small
effect on both training and prediction. And, hence, contractive RNNs are not significantly different
to feedforward networks. However, when restricted to contractive models, RNNs lose the ability to
represent several very interesting and relevant dynamical behaviors, such as limit cycles and multiple
fixed points. The work in [24] gives examples of recurrent neural networks that do manage to capture
some of these rich nonlinear dynamics and provides some tools to help extract dynamic information
from the model. These rich dynamics are non-contractive and constitute a good example of what can
be achieved in cases for which the training difficulties presented here are overcome.
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Figure 5: (widely separated symbols) Bifurcation diagrams showing the final values of the first
output of the network for different initial conditions and when fed with a fixed constant input. In
the two leftmost figures, the constant input corresponds to a single non-distractor symbol (p or q),
whereas in the rightmost figures, the distractor symbol a is used as input. In the good performance
solution scenario, the output converges to a fixed point when the network is fed with a constant
non-distractor symbol, whereas the network converge to a periodic or chaotic attractor when fed with
a distractor symbol.
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Figure 6: (wikitext-2) (a) Bifurcation diagram; (b) Cost function in a straight line; (c) cost function
during training. For generating (a) and (b) we use a LSTM models with parameter vectors θ(s) =
sθ(init) + (1− s)θ(final), where θ(init) is the initial parameter vector used to start the optimization, and
θ(final) is the final estimate of the training procedure.
The notion of using entropy for a dynamical system is not new. One classical definition is that of the
Kolmogorov-Sinai entropy [25] which is related to how uncertainty (and information) increase with
time in a chaotic attractor. However, this definition cannot be applied for regions of the parameter
space that do not preserve volume. The definition presented in Section 4 serves our purpose better,
since it does not introduce such restrictions.
7 Conclusion
RNNs represents a more general class of models than feedforward networks. The fact that RNN
architectures are gradually loosing ground to the advantage of high performance feedforward archi-
tectures [1, 2] on sequence learning tasks, is a clear indication that computational limitations, that is,
difficulties in the optimization and regularization are preventing the extra flexibility allowed by these
models to yield the best possible performance. We believe that theoretical understanding of these
networks might help overcome these challenges.
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In this sense, the insight provided here might be used for the design of new regularization techniques
and optimization algorithms that might help to properly explore challenging and interesting regions
of the RNN parameter space. These regions are challenging to explore, due to their proximity to
regions with very high Lipschitz constants, but they are at time same very interesting because of the
possibility of long-term memory behavior.
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Figure 7: (Chaotic LSTM) Mean-square cost function (2) for LSTM models with parameter vectors
θ(s1, s2) = s1θtrue + s2θrandom.
A Full description of numerical examples
A.1 Chaotic LSTM
An LSTM with zero input and without bias terms is considered:
ct = σ (Whfht−1)︸ ︷︷ ︸
forget gate
∗ct−1 + σ (Whiht−1)︸ ︷︷ ︸
input gate
∗ tanh (Whght−1)︸ ︷︷ ︸
cell gate
(10)
ht = σ (Whoht−1)︸ ︷︷ ︸
output gate
∗ tanh(ct). (11)
The sigmoids σ(·) and hyperbolic tangents tanh(·) operate element-wise. The symbol ∗ indicates an element-
wise product. The hidden and cell state have initial conditions h0 = c0 =
[
0.5 0.5
]T. The hidden state ht is
also the output of the model. The weight matrices are put equal to Whi =
[−1 4
−3 −2
]
, Whf =
[−2 6
0 −6
]
,
Whg =
[−1 −6
6 −9
]
, and Who =
[
4 1
−9 7
]
to generate the data. The values in the weight matrices are stacked
on top of each other in a parameter vector θtrue.
Figure 7 shows the mean-square loss evaluated on data generated by the same LSTM model with the same
initial conditions, but with different parameter values. A two-dimensional grid of parameter values θ(s1, s2) is
used with values interpolated (and extrapolated) between θtrue, zero parameter values, and a randomly chosen
parameter vector θrandom, i.e. in this case, θ(s1, s2) = s1θtrue + s2θrandom. Again, the region in parameter
space around θtrue is intricate. There is an entire region where the cost function is intricate and has many
neighboring local minima.
A.2 Widely separated symbols
In this experiment, we consider 1000 sequences for training the model. Each sequence with T = 150 symbols
represented one-hot encoding. The symbols are chosen from a set of four distractor symbols {a, b, c, d}. At
two randomly chosen positions t1 ∈ [10, 19] and t2 ∈ [40, 49], the distractor symbols are replaced by a
symbol randomly chosen from the set {p, q} of non-distractor symbols. The goal is to classify the sequence as
{(p, p), (p, q), (q, p), (q, q)} depending on which non-distractor symbols appear in the sequence and in which
order. The validation set consists of another 1, 000 of these sequences.
We trained an LSTM model with hidden size 50, followed by a softmax layer that outputs probabilities for the
four different classes {(p, p), (p, q), (q, p), (q, q)}. The model is trained using ADAM with betas (0.9, 0.999)
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Figure 8: (Widely separated symbols) Bifurcation plot for all possible combinations of input and
output (good performance scenario). Each row corresponds to a constant input with a fixed symbol
(indicated at the left). Each column corresponds to one output class (indicated at the top). Different
colors correspond to attractors resulting from different initial conditions.
and a learning rate starts at 10−3 and is reduced by a factor 10 at epochs 500, 1000, 2000 epochs. The gradient
norm is clipped when it exceeds 0.25. The batch size is 100.
A.3 Word language modeling
The Wikitext-2 data set contains 600 Wikipedia articles for training (having 2,088,628 tokens), 60 articles for
validation (having 217,646 tokens), and 60 articles for testing (having 245,569 tokens) [21]. The data set has a
vocabulary of 33,278 tokens. Given the previous tokens, the task is to predict the next token in the article.
We trained a model that consists of an embedding layer outputting a size 800 vector to an LSTM with hidden
size 800, followed by a softmax decoder layer that outputs probabilities for each token in the vocabulary. The
last layer and the embedding have tied layers. A dropout layer is included before and after the LSTM layer with
dropout rate 0.5. The models are trained and evaluated using a cross-entropy loss. The model is trained using
ADAM with betas (0.9, 0.999) and The learning rate starts at 10−3 and is reduced by a factor 10 when the cost
function plateaus for more than 7 epochs. The gradient norm is clipped when it exceeds 0.25. The batch size is
100 and the gradient is not backpropagate for a sequence length larger than 80.
B Computing the derivatives
Let the Jacobian matrices of f(x,u;θ) with respect to x and to θ evaluated at the point (xt,ut;θ) be denoted,
respectively, as At and Bt. Similarly, the Jacobian matrices of g(x,ut;θ) are denoted as Ct and Ft. A direct
application of the chain rule to (1) gives a recursive formula for computing the derivatives of the predicted output
in relation to the parameters in the interval 1 ≤ t ≤ N :
Dt+1 = AtDt +Bt for D0 = 0
Jt = CtDt + Ft, (12)
where we denote the Jacobian matrices of yˆt and xt with respect to θ respectively as Jt and Dt.
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Figure 9: (Widely separated symbols) Bifurcation plot for all possible combinations of input and
output (bad performance scenario). Each row corresponds to a constant input with a fixed symbol
(indicated at the left). Each column corresponds to one output class (indicated at the top). Different
colors correspond to attractors resulting from different initial conditions.
For the cost function V defined as in (2), its gradient∇V is given by:
∇V = 1
N
N∑
t=1
Jt l
′(yˆt,yt). (13)
where l′(yˆt,yt) denotes the gradient of the loss function regarding its first argument, evaluated at (yˆt,yt).
C Proofs
C.1 Preliminary results
Lemma 1. For i = 1, · · · , n, let fi be a Lipschitz function on Ω with constants Li. Then,
a)
∑n
i=1 fi is also a Lipschitz function on Ω with Lipschitz constant upper bounded by
∑n
i=1 Li;
b) if, additionally, fi are bounded by Mi on Ω, then
∏n
i=1 fi is also a Lipschitz function on Ω with Lipschitz
constant upper bounded by
(∑n
i=1 M1 · · ·Mi−1LiMi+1 · · ·Mn
)
.
Lemma 2. Let us define the properties:
1. |l(yˆ,y)− l(zˆ,y)| < (K1‖y‖+K2 max(‖yˆ‖, ‖zˆ‖)) ‖yˆ − zˆ‖
2. l′(yˆ,y) = Ψ(yˆ)−K3y;
where l′(yˆ,y) denotes the first derivative of the loss function regarding its first argument, evaluated at (yˆ,y).
There exist constants K1, K2, and K3 and a function Ψ that is Lipschitz continuous with constant K4 and for
which Ψ such that these properties hold for both: a) l(yˆ,y) = ‖yˆ − y‖2; b) l(yˆ,y) = −yT log(σ(yˆ)) −
(1 − y)T log(1 − σ(yˆ)). In (b), the sigmoid function, σ(x) = 1
1+exp(−x) , and the logarithm are evaluated
element-wise. We assume in (b) that the elements in y are either 0 or 1.
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Proof. For (a) and (b), property 2 follows from differentiating l(yˆ,y) with regard to its first argument. For (a),
φ(yˆ) = 2yˆ and K3 = 2; for (b), φ(yˆ) = σ(yˆ) and K3 = 1.
For loss function (a), property 1 holds because of the following reasoning:∣∣‖yˆ − y‖2 − ‖zˆ− y‖2∣∣ = ∣∣∣‖yˆ‖2 − ‖zˆ‖2 − 2yT (yˆ − zˆ)∣∣∣
≤
∣∣∣(‖yˆ‖ − ‖zˆ‖) (‖yˆ‖+ ‖zˆ‖)− 2yT (yˆ − zˆ)∣∣∣
≤ (2‖y‖+ 2 max (‖yˆ‖, ‖zˆ‖)) ‖yˆ − zˆ‖
For loss function (b), let yˆ and zˆ be two scalar values. Furthermore, consider, without loss of generality, that
yˆ ≥ zˆ. Then:
0 ≤ log(σ(yˆ))− log(σ(zˆ)) = (yˆ − zˆ)− log
(
exp(yˆ) + 1
exp(zˆ) + 1
)
≤ (yˆ − zˆ) (14)
The first inequality follows from the fact that log(σ(·)) is a monotonically increasing function. The last inequality
holds because log
(
exp(yˆ)+1
exp(zˆ)+1
)
≥ 0. Analogously,
0 ≤ log(1− σ(zˆ))− log(1− σ(yˆ)) = (yˆ − zˆ)− log
(
exp(−zˆ) + 1
exp(−yˆ) + 1
)
≤ (yˆ − zˆ) (15)
For l(y, yˆ) defined as in (b), it follows from (14), (15), and the fact that y contains only values in the set {0, 1},
that:
|l(yˆ,y)− l(zˆ,y)| ≤ ‖yˆ − zˆ‖1 ≤
√
Ny‖yˆ − zˆ‖2 (16)
where ‖ · ‖1 and ‖ · ‖2 denote l1 and l2 norm of a vector and Ny is the number of outputs.
C.2 Proof of Theorem 1 (a)
Assume two different trajectories resulting from simulating the system (1) with parameters and initial conditions
(x0,θ) and (w0,φ), respectively. We denote the corresponding trajectories by x and w. Let us call:
‖∆yˆt‖ = ‖g(xt,ut;θ)− g(wt,ut;φ)‖. (17)
Because f and g are Lipschitz in (x,θ) we have:
‖f(x,ut,θ)− f(w,ut,φ)‖2 ≤ L2f
(‖x−w‖2 + ‖θ − φ‖2) ,
‖g(x,ut,θ)− g(w,ut,φ)‖2 ≤ L2g
(‖x−w‖2 + ‖θ − φ‖2) ,
for all (x,ut,θ) and (w,ut,φ) in (Ωx,Ωu,Ωθ). Applying these relations recursively we get that:
‖∆yˆt‖2 ≤ L2gL2tf ‖x0 −w0‖2 + L2g
(
t∑
`=0
L2`f
)
‖θ − φ‖2.
Since Lf is positive, the constant multiplying the second term in the above equation is always larger than the
constant multiplying the first term. Hence, taking the square root on both sides of the above inequality and after
simple manipulations, we get:
‖∆yˆt‖ ≤ LgS(t)‖[θ,x0]T − [φ,w0]T ‖. (18)
where:
S(t) =
√√√√ t∑
`=0
L2`f =

√
t+ 1 if Lf = 1√
L2t+2
f
−1
L2
f
−1 if Lf 6= 1.
(19)
Since Ω is compact and yˆt is a (Lipschitz) continuous function of the parameters and initial conditions, then yˆt
is bounded in Ω, i.e. ‖yˆt‖ ≤M(t). And, it follows from (18) and from the existence of an invariant set6 in Ω
that M(t) = O(S(t)).
6There are multiple ways to guarantee the invariant set premise will hold, but a very simple way is to just
choose f such that f(0,ut;0) = 0. In this case, {0} is an invariant set and if Ωθ contains this point the
premise is satisfied. For this specific case, one can just choose [φ,w0] = 0 and it follows from (18) that
‖yˆt‖ ≤ LgS(t)‖[θ,x0]‖ = O(S(t)). The more general case, for any invariant set, follows from a similar
deduction.
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The following inequality follows from (2), and from property 1 from Lemma 2:
|V (θ,x0)− V (φ,w0)| ≤ 1N
N∑
t=1
(K1Ly +K2M(t))‖∆yˆt‖, (20)
where Ly = max1≤t≤N ‖yt‖. And, by putting together (20) and (18):
|V (θ,x0)− V (φ,w0)| ≤ LV1
∥∥∥[x0,θ]T − [w0,φ]T∥∥∥ ,
for LV =
(
Lg
N
∑N
t=1(K1Ly +K2M(t))S(t)
)
. The asymptotic analysis of this expression with regard to N
yields (4).
C.3 Proof of Theorem 1 (b)
It follows from (13), and from property 2 from Lemma 2, that:
‖∇V (θ,x0)−∇V (φ,w0)‖ ≤ 1N
N∑
t=1
K3Ly‖∆Jt‖+ ‖∆(JtΨ (yˆt)) ‖, (21)
where we have used the notation ∆Jt to denote the difference between Jt evaluated at (θ,x0) and (φ,w0).
Analogously, ∆(JtΨ(yˆt)) denotes the difference between JtΨ(yˆt) evaluated at the two distinct points, where
Ψ is the Lipschitz continuous function with constant K4 defined in Lemma 2.
From equation (12) it follows that:
Jt = Ct
t∑
`=1
(
t−∏`
j=1
At−j+1
)
B` + Ft; (22)
Since the Jacobian of f is Lipschitz with Lipschitz constant L′f , it follows that:
‖∆Aj‖2 ≤ (L′f )2
(‖xj −wj‖2 + ‖θ − φ‖2) . (23)
Using a procedure analogous to the one used to get Equation (18), it follows that:
‖∆Aj‖ ≤ L′fS(j) ‖[θ,x0]T − [φ,w0]T ‖, (24)
where S(j) is defined as in (19). An identical formula holds for Bj and a similar formula, replacing L′f with
L′g , holds for Cj and Fj .
Since f and g are Lipschitz with Lipschitz constants Lf and Lg it follows that ‖Aj‖ ≤ Lf , ‖Bj‖ ≤ Lf ,
‖Cj‖ ≤ Lg and ‖Fj‖ ≤ Lg . Hence, it follows from (18), (22), (24) and the repetitive application of Lemma 1
that ‖∆Jt‖ and ‖∆(JtΨ(yˆt))‖ are upper bounded by ‖[θ,x0]T − [φ,w0]T ‖ multiplied by the following
constants:
LJ,t =
t∑
`=1
P (t, `) + L′gS(t);
LJyˆ,t =
t∑
`=1
Q(t, `) + T (t)S(t),
where T (t) = K4(L′gM(t) + L2g) and:
P (t, `) = Lt−`f
LgL′f t∑
j=`
S(j) + LfL
′
gS(t)
 ;
Q(t, `) = Lt−`f
K4M(t)LgL′f t∑
j=`
S(j) + LfT (t)S(t)
 .
Hence,
‖∇V (θ,x0)−∇V (φ,w0)‖ ≤ L′V ‖[θ,x0]T − [φ,w0]T ‖,
where:
L′V =
1
N
N∑
t=1
(K3LyLJ,t + LJyˆ,t) .
Putting everything together, the asymptotic analysis of L′V results in (5).
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