Our aim was to determine the direction of interhemispheric communication in a phonological task in regions involved in different levels of processing. Effective connectivity analysis was conducted on functional magnetic resonance imaging data from 39 children (ages 9 -15 years) performing rhyming judgment on spoken words. The results show interaction between hemispheres at multiple levels. First, there is unidirectional transfer of information from right to left at the sensory level of primary auditory cortex. Second, bidirectional connections between superior temporal gyri (STGs) suggest a reciprocal cooperation between hemispheres at the level of phonological and prosodic processing. Third, a direct connection from right STG to left inferior frontal gyrus suggest that information processed in the right STG is integrated into the final stages of phonological segmentation required for the rhyming decision. Intrahemispheric connectivity from primary auditory cortex to STG was stronger in the left compared to the right hemisphere. These results support a model of cooperation between hemispheres, with asymmetric interhemispheric and intrahemispheric connectivity consistent with the left hemisphere specialization for phonological processing. Finally, we found greater interhemispheric connectivity in girls compared to boys, consistent with the hypothesis of a more bilateral representation of language in females than males. However, interhemispheric communication was associated with slow performance and low verbal intelligent quotient within girls. We suggest that females may have the potential for greater interhemispheric cooperation, which may be an advantage in certain tasks. However, in other tasks too much communication between hemispheres may interfere with task performance.
Introduction
The role of interhemispheric communication is often thought of in the context of hemispheric lateralization of function and primarily left hemisphere specialization for language. Behavioral experiments using lateralized presentation of verbal stimuli (dichotic listening or tachistoscopic presentation to one visual field) found an advantage for stimuli presented to the left hemisphere (Kimura, 1961) . One view explained this advantage in reduced efficiency in processing verbal stimuli in the right hemisphere, assuming independent processing in each hemisphere and no interactions between them (Iacoboni and Zaidel, 1996; Bogen, 2000) . Another account has been that information presented to the nondominant hemisphere has to be transferred for processing in the dominant hemisphere, resulting in a delayed response (Nowicka et al., 1996; Hugdahl et al., 1997) . The critical role of "callosal transfer" is evident from the suppression of verbal stimuli presented to the nondominant hemisphere in split brain patients (Musiek et al., 1989; Mohr et al., 1994; Sugishita et al., 1995) and from the negative correlation found between callosal volume and left lateralization of language (Galaburda et al., 1990; Westerhausen et al., 2006) . Although there may be competition and inhibition between hemispheres (Kinsbourne, 1982; Bloom and Hynd, 2005) , there is ample evidence for hemispheric cooperation (Gazzaniga, 2000) in electrophysiological (Endrass et al., 2002) and computational modeling studies (Weems and Reggia, 2004) . While these studies suggest that verbal information is transferred between hemispheres, they do not indicate the specific level of processing at which information is transferred and whether the communication between hemispheres is unidirectional or reciprocal.
Recent functional neuroimaging studies showing that hemispheric specialization is a relative and dynamic phenomenon that depends on specific task parameters (Grimshaw et al., 2003; Jansen et al., 2006; Petit et al., 2007; Britton et al., 2009 ) imply that hemispheric communication may be reciprocal. This may involve both a signal from the specialized to the nonspecialized hemisphere and transfer of information from the nonspecialized to the specialized hemisphere with increasing task demands (Hellige, 1990; Banich, 1998; Weissman et al., 2000) . Current methods of effective connectivity analysis in neuroimaging enable the examination of directional interhemispheric connectivity separately in regions involved in distinct levels of processing. Taken together, results from two effective connectivity studies using visual spatial and letter judgment tasks (McIntosh et al., 1994; Stephan et al., 2007) suggest that the main direction of influence from the nonspecialized to the specialized hemisphere or vice versa and the level of processing at which interhemi-spheric interactions occur may depend on the task and on the side the stimuli are presented.
Our goal was to examine interhemispheric interactions in children by using a phonological task with bilateral auditory presentation. While bilateral presentation is more natural, phonological processing is a strongly lateralized task (Scott et al., 2000) . Moreover, findings showing a developmental increase in language lateralization (Brauer et al., 2008; Ressel et al., 2008) suggest that interhemispheric connectivity may become more asymmetric with age. To address questions of directionality and levels of processing, we used effective connectivity analysis between regions associated with sensory, phonological, and cognitive processing.
Materials and Methods
The data analyzed in this study were previously published in a study that focused on developmental changes in activation (Cone et al., 2008) , and was also one of four tasks reported in a study that showed sex differences in activation . The current study comprises the first effective connectivity analysis on these data and focuses on hemispheric interactions.
Participants
Thirty-nine healthy children (17 boys) ages 9 -15 years participated in the study (see Table 1 for details). All children were native English speakers and right handed with normal hearing and normal or corrected-to-normal vision. All children were free of neurological disease or psychiatric disorders and were not taking medication affecting the CNS. None of the children had a history of deficits in intelligence, reading, or oral language, and none had a learning disability or attention deficit hyperactivity disorder. All participants were administered the performance and verbal portions of the Wechsler abbreviated scale of intelligence (Wechsler, 1999) with two verbal subtests (vocabulary, similarity) and two performance subtests (block design, matrix reasoning). Participants' standard scores are presented in Table 1 . There was no significant difference between boys and girls in age (t (37) ϭ 0.65) or verbal intelligence quotient (VIQ) (t (37) ϭ 0.36) and no correlation between age and VIQ (r ϭ Ϫ0.26, p ϭ 0.11).
Stimuli
Rhyming task. Two English words were presented aurally in a sequential order and the participant had to determine whether the words rhymed and indicate their judgment by pressing one of two buttons. The duration of each word was between 500 and 800 ms followed by a brief period of silence, with the second word beginning 1000 ms after the onset of the first. A red fixation cross appeared on the screen after the second word, indicating the need to make a response during the subsequent 2600 ms interval. Twenty-four word pairs were presented in each one of four lexical conditions that independently manipulated the orthographic and phonological similarity between words. In the two nonconflicting conditions, the two words were either similar in both orthography (O) and phonology (O) (O ϩ P ϩ ; e.g., dime-lime), or different in both orthography and phonology (O Ϫ P Ϫ ; e.g., staff-gain). In the two conflicting conditions, the two words had either similar orthography but different phonology (O ϩ P Ϫ ; e.g., pint-mint) or different orthography but similar phonology (O Ϫ P ϩ ; e.g., jazz-has). If the words rhymed the participant pressed a button with the index finger, and if they did not rhyme the participant pressed a different button with the middle finger. Control conditions. There were three kinds of control tasks. The simple perceptual control had 24 pairs of single pure tones, ranging from 325 to 875 Hz. The tones were 600 ms in duration and contained a 100 ms linear fade in and a 100 ms linear fade out. The complex perceptual control had 24 pairs of three-tone stimuli, where all the component tones were within the aforementioned frequency range. Each tone was 200 ms, with a 50 ms fade in and out. For both the simple and complex perceptual controls, participants determined whether the stimuli were identical or not by pressing a yes or no button. The tones were equal in maximum amplitude to the words, and the procedures for presenting stimuli were the same as those for the rhyme judgment task. The third control task involved 72 null events. The participant was instructed to press a button when a black fixation cross at the center of the visual field turned red. The fixation event had exactly the same visual stimuli and response characteristics as the rhyming task and the perceptual controls.
Stimulus characteristics. All words for the rhyme decision task were recorded in a soundproof booth using a digital recorder and a high quality stereo microphone. A female native English speaker read each word in isolation so that there would be no contextual effects. All words longer than 800 ms were shortened to this duration (Ͻ1% of the words). All words were then normalized so that they were of equal amplitude. All words were monosyllabic and were matched across conditions for written word frequency in adults and children [using The Educator's Word Frequency Guide (Zeno et al., 1996) ] and for adult word frequency for written and spoken language (Baayen et al., 1995) .
Experimental procedure
After informed consent was obtained and the standardized intelligence test was administered, participants were invited for a practice session in which they were trained in minimizing head movement in front of a computer screen using an infrared tracking device. In addition, they performed one run of the rhyming task in a simulator scanner to make sure they understood the tasks and to acclimatize themselves to the scanner environment. Different stimuli were used in the practice and scanning sessions. Scanning took place within a week after the practice session. The rhyming task was administered in two 108 trial runs (8 min each) in which the order of lexical, perceptual, and fixation trials was optimized for event-related design (Burock et al., 1998) using OptSeq (http://surfer.nmr.mgh.harvard.edu/optseq/). The order of stimuli was fixed for all subjects.
Magnetic resonance imaging data acquisition
All images were acquired using a 1.5 T GE (General Electric) scanner. A susceptibility weighted single-shot echo planar imaging (EPI) method with blood oxygenation level-dependent contrast was used, and functional images were interleaved from bottom to top in a whole brain EPI acquisition. The following scan parameters were used: echo time (TE) ϭ 35 ms, flip angle ϭ 90°, matrix size ϭ 64 ϫ 64, field of view ϭ 24 cm, slice thickness ϭ 5 mm, number of slices ϭ 24, and repetition time (TR) ϭ 2000 ms. Each functional run had 240 repetitions. In addition, a high resolution, T1-weighted, three-dimensional image was acquired (spoiled gradient-recalled acquisition in a steady state, TR ϭ 21 ms, TE ϭ 8 ms, flip angle ϭ 20°, matrix size ϭ 256 ϫ 256, field of view ϭ 22 cm, slice thickness ϭ 1 mm, number of slices ϭ 124), using an identical orientation as the functional images.
Image analysis
Conventional data analysis was performed using statistical parametric mapping (SPM5) (http://www.fil.ion.ucl.ac.uk/spm). The images were spatially realigned to the first volume to correct for head movements. No individual runs had Ͼ4 mm maximum displacement, with an average of 1.2 mm per individual run. Sinc interpolation was used to minimize timing errors between slices (Henson et al., 1999) . The functional images were coregistered with the anatomical image and normalized to the standard T1 template volume (Montreal Neurological Institute). The data were then smoothed with a 10 mm isotropic Gaussian kernel. Statistical analyses at the first level were calculated using an event-related design, with four lexical conditions of the rhyming task, two conditions of the perceptual control, and the fixation events as seven conditions of interest. A high-pass filter with a cutoff period of 128 s was applied. Group results were obtained using random effects analyses by combining subject-specific summary statistics across the group as implemented in SPM5 (Penny et al., 2004) . Active regions, in the contrast of "all lexical conditions versus fixation" at a threshold of familywise error corrected p Ͻ 0.05, served as the group reference for the selection of the volumes of interest (VOIs) at the individual level.
Effective connectivity analysis
Six VOIs were chosen for the effective connectivity analysis. In the left hemisphere, the regions were inferior frontal gyrus (IFG), fusiform gyrus (FG), and superior temporal gyrus (STG), because these were previously identified as part of the language network involved in phonological judgment (Binder et al., 1994; Booth et al., 2004; Bitan et al., 2007) , and the primary auditory cortex (A1) as the locus of direct sensory stimulation. In the right hemisphere, the regions included A1 and STG. Right IFG was not included in the model because activation was found only in pars orbitalis and not in regions homologous to the activation in left IFG, making questions of reciprocality irrelevant. Regional responses were summarized as the principal eigenvariates of responses within a 6 mm radius sphere. For the IFG, FG, and bilateral STG, the VOI was centered on the voxel with the strongest signal in the individual's activation map in the contrast of all lexicals versus fixation within 10 mm of the group peak activation and restricted by an anatomical mask of the relevant region defined based on WFU PickAtlas in SPM5 (Maldjian et al., 2003) (i.e., IFG: pars opercularis and pars triangularis; STG: superior and middle temporal gyri; and FG: fusiform and inferior temporal gyri). These relatively large anatomical masks were used to account for individual variability in the location of the maximally activated voxel. Fifteen participants had the peak IFG activation in pars triangularis, whereas 24 had the peak in pars opercularis. Furthermore, the peak activation that defined the center of the left STG VOI was on the border of the middle temporal gyrus in four participants. However, as can be seen in the supplemental text, available at www.jneurosci.org, as supplemental material, this variability did not affect the results of the model comparisons. For bilateral A1, the center of VOI was fixed across individuals and based on the group maximal activation in the contrast of "perceptuals versus fixation" within an anatomical mask of Heschl gyrus. Fixed coordinates for A1 were used to avoid overlap between A1 and STG VOIs and because all participants had above threshold activation in this location. Table 2 and Figure 1 show the results of the conventional analysis and the group reference for the VOIs.
Effective connectivity analysis was examined using the dynamic causal modeling (DCM) tool (Penny et al., 2004) in SPM5 in which models are fitted to data of individual participants. DCM is a nonlinear systems identification procedure that uses Bayesian estimation to make inferences about effective connectivity between neural systems and how it is affected by experimental conditions. In DCM, three sets of parameters are estimated: (1) the direct influence of stimuli on regional activity; (2) the intrinsic or latent connections between regions in the absence of modulating experimental effects; and (3) the changes in the intrinsic connectivity between regions induced by the experimental design (i.e., bilinear or modulatory effects) (Mechelli et al., 2003) .
Our analysis adopted a two-stage procedure. The first stage was a comparison among alternative DCM models that differ in terms of their interhemispheric connectivity using Bayesian model selection (Stephan et al., 2009 ) The second stage consisted of statistical comparisons of parameter estimates within the selected model using a frequentist approach to determine differences between hemispheres, between directions of influence, and between modulatory effects of separate lexical conditions at the group level. The second stage of analysis was also used to determine individual differences in connectivity.
Model comparison
The alternative models differed in terms of modulation of the four lexical conditions on five interhemispheric connections: (1) right STG to left STG; (2) left STG to right STG; (3) right STG to left IFG; (4) right A1 to left A1; and (5) left A1 to right A1. These interhemispheric connections were tested because they allow an examination of the question of reciprocality (bidirectional connections between left and right STG and between left and right A1) and the question of levels of processing, distinguishing between the sensory level (A1 cortices), the phonological level (right STG to left STG), and the cognitive level (right STG to left IFG). Because the entire model space for four modulatory effects on five interhemispheric connections is 4 10 ϭ 1,048,576, we used two procedures to reduce the number of models and simplify the analysis. (1) Because the main goal of the study was to examine reciprocality of interhemispheric connections in phonological processing with no specific hypothesis on different lexical conditions, all four lexical conditions were assumed to modulate the same connections within each model. (2) Our model selection procedure differed in two ways from standard approaches as used in the context of dynamic causal modeling. First, instead of testing all models within a single space of models, we used a hierarchical approach where we initially optimized the modulation of interhemispheric connections at the level of STG by using a set of eight models. The optimal model from this initial comparison was then chosen as a basis for creating a second set of models that varied with regard to the modulation of interhemispheric connections at the level of A1. While this approach does not guarantee that the same optimal model is found that would have been obtained had we tested for all possible combinations of modulatory influences on connections, it reduces the number of model comparisons by several orders of magnitude. Second, we used model space partitioning and tested three different partitions for the STG level models (or two different partitions for the A1 level models), each of which consisted of two model sets that differed with regard to the absence or presence of a particular modulatory influence. This corresponds to having a model space with a three-factorial structure, where each of the three interhemispheric modulatory influences constitutes one factor with two levels (i.e., absent or present).
All models shared the same intrinsic connections (see Table 3 ) and the bilinear effects on intrahemispheric connections (reciprocal connections between left IFG, FG, and STG and reciprocal connections between A1 and STG within each hemisphere) (Fig. 2) . In all models, the auditory input (a regressor of all auditory stimuli, including words and pure tones) was specified as driving A1 bilaterally.
The goal of the first set of models was to determine the contribution of right STG to regions involved in phonological processing (i.e., left STG and IFG) and determine the reciprocality between left and right STGs. Modulation on three interhemispheric connections were tested: (1) left STG to right STG; (2) right STG to left STG; and (3) right STG to IFG; (Fig. 2) . The goal of the second set of models was to determine the connectivity at the level of sensory auditory cortices, and it therefore manipulated the modulatory effect on right to left A1 and left to right A1) (Fig. 2) . In cases where space partitioning did not reveal clear evidence in favor of including or rejecting a parameter, the more comprehensive model that included the parameter in question was selected to test the significance of these parameters and to avoid drawing strong conclusions from inconclusive results. Furthermore, because inconclusive results may arise from individual variability in the contribution of the relevant parameter and because previous studies suggest that there are individual differences in interhemispheric connectivity (e.g., sex, IQ, and age differences) (Schmithorst and Holland, 2007) , selecting the model that includes the relevant parameter would enable a test of individual differences in this parameter.
Statistical analysis of parameters within the selected model
Second level analysis was performed on parameter estimates in the selected model using a random effects frequentist approach and Bonferroni correction for multiple comparisons. The significance of intrinsic connections and of the modulation of separate lexical conditions on each connection was tested using one sample t test ( p Ͻ 0.05, corrected for 20 connections for the intrinsic connections and for 14 connections for the modulatory effects). To determine the main direction of influence between hemispheres, two general linear model (GLM) analyses were conducted on the bilinear effects of connections between right and left STG and between right and left A1 separately. Each of these analyses included two directions and four conditions as within subject variables, gender as a between subject variable, with age, accuracy in the scanner, and VIQ scores as covariates. VIQ was included as a covariate to rule out the possibility that emerging gender effects were due to differences in language skills between the two gender groups. Finally, to determine hemispheric differences in intrahemispheric connectivity, we conducted a GLM analysis on bilinear effects on the connections between A1 and STG in the two hemispheres, with 2 hemispheres ϫ 2 directions ϫ 4 conditions as within-subject variables and gender as a between-subject variable.
Results

Behavioral results
Accuracy in four lexical conditions were entered into a GLM analysis, with four conditions as a within-subject variable, gender as a between-subject variable, and age and VIQ score as covariates. Significant effects of condition (F (3,102) ϭ 6.36, p Ͻ 0.001) and gender (F (1,34) ϭ 9.33, p Ͻ 0.01) were found. Figure 3A shows that the condition with lowest accuracy was O ϩ P Ϫ (e.g., pint-mint) and that girls were more accurate than boys across all conditions. A significant effect of age (F (1,34) ϭ 5.25, p Ͻ 0.05) showed that accuracy in all conditions increased with age. A significant interaction of condition and VIQ (F (3,105) ϭ 3.27, p Ͻ 0.05) was followed up by testing the correlation of accuracy and VIQ (controlled for age) separately in each condition. A significant increase in accuracy with VIQ was evident in the two nonrhyming conditions (r ϭ 0.43, p Ͻ 0.01 for the conflicting O ϩ P Ϫ , and r ϭ 0.32, p Ͻ 0.05 for the nonconflicting O Ϫ P Ϫ ). A similar GLM analysis was conducted for reaction time (RT) as a dependent variable and showed significant main effects of condition (F (3,108) ϭ 3.63, p Ͻ 0.05), gender (F (1,36) ϭ 8.20, p Ͻ 0.01), age (F (1,34) ϭ 7.36, p Ͻ 0.05), and VIQ (F (1,34) ϭ 4.61, p Ͻ 0.05). Figure 3B shows that girls performed faster than boys across all conditions. A significant interaction of condition and VIQ (F (3,102) ϭ 2.85, p Ͻ 0.05) was followed up by testing the correlation of RT with VIQ (controlled for age) separately in each condition. RT decreased with the increase in VIQ in the two nonrhyming conditions, with a significant correlation in the nonconflicting condition O Ϫ P Ϫ (r ϭ Ϫ0.40, p Ͻ 0.01) and a nonsignificant trend in the conflicting condition O ϩ P Ϫ (r ϭ Ϫ0.23, p ϭ 0.087). Table 2 and Figure 1 present regions that were active in the rhyming task for all lexical conditions compared to fixation. These include IFG and left FG, as well as bilateral superior temporal gyri (left and right STG). These regions were included in the DCM analysis. The comparison of the perceptual conditions versus fixation resulted in activation in bilateral Heschl gyri, among other regions. The peak of this activation in [Ϫ54 Ϫ15 9] and [54 12 6] were included as input regions in the DCM (left and right A1).
Conventional analysis
Model comparisons
Model space partitioning with a random effects procedure (Stephan et al., 2009 ) was used in two steps to determine the model with the optimal balance between fit and complexity. The first step included models 1-8, which differed in modulation on interhemispheric connections with right STG (see Fig. 2 A) . The family of models that include modulations on right to left STG (models 2, 5, 7, and 8) compared to models that do not include modulations on this connection (models 1, 3, 4, and 6) resulted in exceedance probability (xp) of 0.64 versus 0.36, favoring the inclusion of this parameter. Similarly, the comparison of the family of models that include modulation on the connection from right STG to left IFG (models 4, 6, 7, and 8) versus models that do not include modulation on this connection (models 1, 2, 3, and 5) resulted in exceedance probability of 0.67 versus 0.33, favoring the inclusion of this parameter. Finally, the comparison of models that include modulations on the connection from left STG to right STG (models 3, 5, 6, and 8) versus models that do not include modulations on this connection (models 1, 2, 4, and 7) did not reveal a clear advantage for either family (xp ϭ 0.53 vs 0.47).
Model comparison has therefore yielded clear evidence in favor of including modulation on the connections from right to left STG and from right STG to left IFG, but yielded inconclusive evidence for modulation of the connection from left to right STG. Because this parameter is critical for the theoretical question of reciprocality, to avoid rejecting it based on inconclusive results that may arise from large individual variability we decided to test individual differences in this parameter. To do that, the selected model should include the relevant parameter so that its significance in different subgroups can be tested. Model 8, which includes modulations on all three interhemispheric connections with right STG, was selected as the basis for the second set of models. It should be noted, however, that this selection did not affect the results obtained for comparing other parameters in the second stage of analysis. This will be shown by presenting the results of model 7 in the relevant section.
The second set of models (8 -11) systematically tested modulation on the connections between right and left A1. Family comparison between models that include modulations on the connection from left to right A1 (models 9 and 11) versus models that do not include modulations on this connection (models 8 and 10) resulted in exceedance probability of 0.07 versus 0.93, favoring the rejection of this parameter. Family comparison between models that include modulations on the connection from right to left A1 (models 9 and 11) versus models that do not include modulation on this connection (models 8 and 10) did not reveal a clear advantage to any family (xp ϭ 0.46 vs 0.54). Based on model comparisons, we therefore reject the modulation on the connection from left to right A1 but include modulation on the connection from right to left A1, which did not yield conclusive evidence, to test its effects of individual differences. Therefore, model 10 was selected for further analysis (see Fig. 2 ).
Analysis within the selected model
One sample t test was conducted on intrinsic connections in model 10. Table 3 shows that connections going from all regions into A1 bilaterally were significant and negative (except for left A1 to right A1), and all other connections were significant and positive. One sample t test was conducted on the modulatory effects in model 10 separately in each condition ( p Ͻ 0.05, corrected for 14 connections). Figure 4 shows that the bidirectional connections between left and right STG were significantly modulated by all four lexical conditions, the connection from right STG to left IFG was significantly modulated only by the two conflicting conditions, and the connection from right to left A1 was significantly modulated only by the conflicting rhyming condition O Ϫ P ϩ (jazz-has). Further analyses were performed on bilinear effects in model 10.
Interhemispheric connectivity
To determine the main direction of influence between hemispheres, the bilinear effects on connections between right and left STG were entered into a GLM analysis with two directions and four conditions as within-subject variables and sex as a betweensubject variable, with age, accuracy in the scanner, and VIQ scores as covariates. We found a significant effect of direction, with stronger influence from right to left STG than from left to right STG (F (1,34) ϭ 11.26, p Ͻ 0.01). However, there was also a significant effect of sex (F (1,34) ϭ 4.43, p Ͻ 0.05), with stronger modulation in girls compared to boys and a significant interaction of sex and direction (F (1,34) ϭ 5.52, p Ͻ 0.05). No main effect or interaction with age was found. Following the finding of this interaction, the effect of direction was tested separately within each sex in a GLM of direction and condition as within subject factors. In girls, modulation effects on the connection from right to left were significantly stronger than those on the connection from left to right (F (1,18) ϭ 5.92, p Ͻ 0.05) (Fig. 5) . Within boys, the pattern was significant in the opposite direction (F (1,13) ϭ 5.94, p Ͻ 0.05), with stronger modulation of left to right compared with right to left connectivity. However, in boys there was a significant interaction of direction and condition (F (3,39) ϭ 3.76, p Ͻ 0.05), because in the rhyming conflicting condition O Ϫ P ϩ (jazz-has), the effect of direction was similar to that of the girls (i.e., right to left Ͼ left to right (Fig. 5) . Following the finding of significant sex differences in interhemispheric connectivity and because of existing differences in performance between boys and girls, the correlation between interhemispheric connectivity and performance measures, as well as measures of linguistic skill (verbal IQ), was tested separately for the two sexes. Within girls, a significant negative correlation was found between interhemispheric connectivity and VIQ scores (controlled for age and RT), as well as a positive correlation between interhemispheric connectivity and RT (controlled for age, and VIQ). Correlation coefficients with VIQ were r ϭ Ϫ0.67), p Ͻ 0.01 for right STG-left STG and r ϭ Ϫ0.55), p Ͻ 0.01 for left STG-right STG across all conditions (Fig. 6 ). Correlation coefficients with RT were r ϭ 0.40, p Ͻ 0.05 for right STG-left STG and r ϭ 0.50, p Ͻ 0.05 for left STG-right STG across all conditions. In boys, no correlation was found between interhemispheric connectivity and RT or VIQ. No correlation was found between interhemispheric connectivity and accuracy in any of the sexes. These results raised the hypothesis that the sex difference in connectivity was only due to girls with low VIQ. To test this hypothesis, the entire sample was divided into low and high VIQ groups using a median split. A GLM analysis was conducted on the connections between right and left STG separately in each group with 2 directions ϫ 4 conditions as within subject variables, sex as a between subject factor, and age, accuracy, and VIQ as covariates. There was a significant effect of sex in the low VIQ group, with stronger connectivity in girls compared to boys (F (1,14) ϭ 5.264, p Ͻ 0.05), but there was no effect of sex in the high VIQ group (F (1,15) Ͻ1) .
A GLM analysis was conducted on the modulation of the connection from right A1 to left A1 to test for individual differences. Four conditions were entered as a within-subject variable, with sex as a between-subject variable and age, accuracy, and VIQ scores as covariates. A significant effect of sex was found (F (1,34) ϭ 5.25, p Ͻ 0.05), with stronger connectivity in girls compared to boys. No effect of age was found, and no significant difference was found between conditions (despite the finding of the one sample t test showing that only the rhyming conflicting condition O Ϫ P ϩ (Jazz-Has) reached the significance threshold). A similar GLM analysis was conducted on the modulation of the connection from right STG to IFG, with no significant effects of sex or condition.
To test whether the effects of sex depends on the selection of model, the same analyses were done on the connection from right to left STG in model 7, and the results were similar: Modulations on this connection were significantly stronger for girls compared to boys (F (1,34) ϭ 6.8, p Ͻ 0.05), and only girls showed a significant negative correlation with VIQ (controlled for RT and age; r ϭ Ϫ0.59, p Ͻ 0.01). When participants were split into a high and low VIQ groups, only the low VIQ group showed a significant effect of sex (F (1,15) ϭ 7.17, p Ͻ 0.05) with no effect of sex in the high VIQ group (F (1,16) ϭ 2.26, p ϭ 0.15).
Hemispheric differences in intrahemispheric connectivity
We tested for asymmetry in connectivity within each hemisphere, by conducting a GLM analysis on the modulation of connections between A1 and STG. The analysis included 2 hemispheres ϫ 2 directions ϫ 4 conditions as within-subject variables and sex as a between-subject variable. The results showed a significant effect of hemisphere (F (1,37) ϭ 10.43, p Ͻ 0.01), a significant effect of direction (F (1,37) ϭ 111.9, p Ͻ 0.001), and a significant interaction of hemisphere and direction (F (1,37) ϭ 11.24, p Ͻ 0.01), with stronger modulation within the left hemisphere, but only for forward connections. No effect of sex or age was found.
To test whether the asymmetry of intrahemispheric connectivity depends on the selection of model, the same analyses were done in model 7 and the results were similar: There was a significant interaction of direction ϫ hemisphere (F (1,37) ϭ 9.78, p Ͻ 0.01), showing that the difference between hemispheres is only evident for the forward connection.
Discussion
Our results showed reciprocal interactions between bilateral STG, and right to left connectivity at the sensory level (A1) in one condition. The influence of right STG on left IFG was significant in the conflicting conditions. Interhemispheric connectivity for girls was stronger compared with that for boys and stronger from right to left STG, compared to the opposite direction. Finally, despite girls' advantage in task performance, interhemispheric connectivity between bilateral STGs was associated with slow performance and low verbal IQ in girls. No correlation was found between age and interhemispheric connectivity.
Reciprocality and levels of processing
Reciprocal interactions between right and left STGs indicate hemispheric cooperation during the phonological task, consistent with synchronization between hemispheres in language tasks found in electrophysiological studies (Weiss and Mueller, 2003) . Reciprocality may reflect integration of different sound processing outputs typical of the two hemispheres. It has been suggested that while left hemisphere A1 is sensitive to temporal information (Zatorre et al., 2002; Boemio et al., 2005) , A1 on the right shows greater sensitivity for pitch modulations (Zatorre, 1988; Johnsrude et al., 2000; Lattner et al., 2005) . Furthermore, left STG was depicted in tasks of phonological access (Scott et al., 2000; Booth et al., 2002; Bitan et al., 2007) , while right STG was shown to be sensitive to speaker voice information (von Kriegstein et al., 2003; Lattner et al., 2005) and involved in processing intonation and prosody Ethofer et al., 2007; Wiethoff et al., 2008) . However, other studies suggest that phonological level processing is mediated by both left and right temporal cortices, with only a mild leftward bias (Okada and Hickok, 2006; Hickok and Poeppel, 2007) . According to the "asymmetric sampling in time" hypothesis (Poeppel, 2003) , the left hemisphere preferentially extracts information from short temporal integration windows (namely segment-level representations), while the right hemisphere preferentially extracts information from long integration windows (namely, syllable-level representations). This can account for the phonological capabilities of the right hemisphere found in rhyming judgment tasks (Rayman and Zaidel, 1991) . The rhyming task used in the current study involves determining whether suprasegmental information is similar across two items. Thus, the contribution of the right STG in the current study may reflect processing at the syllablelevel representations or processing information about the speaker's voice and intonation. In both cases, reciprocal connectivity between left and right STGs may reflect the integration of information from short and long temporal windows necessary for speech recognition.
Interhemispheric interactions were found at multiple levels of processing: between A1 cortices, between bilateral STG, and from right STG to left IFG, consistent with results from dichotic listening, electrophysiological, and animal studies (Pollmann et al., 2002; Aboitiz and Montiel, 2003; Weiss and Mueller, 2003) . The left IFG was shown to be involved in a very wide range of cognitive processes, including phonological segmentation (Hagoort et al., 1999; Burton, 2009 ) relevant for rhyming judgments and integration and control of linguistic processes (Bitan et al., 2005; Hagoort, 2005) . The direct influence of right STG on left IFG in the conflicting conditions is consistent with the notion of greater contribution of the nonspecialized hemisphere with increasing task demands (Banich, 1998; Weissman et al., 2000) and suggests that under conflicting conditions, sound processing information, carried out by right STG, contributes more to rhyming judgment.
One functional magnetic resonance imaging (MRI) study applied DCM analysis to examine interhemispheric connectivity by using letter judgment and spatial decision tasks in fMRI with lateralized visual presentation (Stephan et al., 2007) . In the letter judgment task they found right to left influence in lingual gyrus only with right hemisphere presentation. However, in the spatial task bidirectional influences were found between the superior parietal cortices independent of the side of presentation, suggesting that the level and direction of interhemispheric interactions depend on the task. Compared with the letter judgment task, the current study differs not only in the input modality, age of participants, and bilateral presentation but also in the complexity of the task, all of which may have contributed to increased interhemispheric connectivity at higher levels of processing and to increased reciprocality.
Asymmetry
Despite the reciprocal interaction, there is evidence for hemispheric asymmetry, consistent with left hemisphere specialization for phonological processing. Intrahemispheric connections from A1 to STG were stronger in the left hemisphere, consistent with findings of correlation between structural or functional connectivity in the left hemisphere and language lateralization (Klingberg et al., 2000; Gold et al., 2006) . Interhemispheric connectivity was stronger from right to left at the level of A1 (unidirectional influence) and at the level of STG in girls. Evoked potential studies with lateralized presentation showed faster transmission from the nonspecialized to the specialized hemisphere (Nowicka et al., 1996; Krumbholz et al., 2007 ) consistent with the current results. In contrast, a positron emission tomography study that used structural equation modeling in face and location matching tasks, found stronger connections from the specialized to the nonspecialized hemisphere (McIntosh et al., 1994) . Influences in this direction may represent signals from the specialized hemisphere for recruiting the nonspecialized hemisphere (Weissman et al., 2000; Stephan et al., 2007) .
Altogether, the results are consistent with the specialization of the left hemisphere for phonological processing. The influence of the right STG may contribute voice spectral information or syllable level phonological information, which is integrated into the phonological (segmental) information represented in left STG. The right STG may also directly affect higher level processing in the left hemisphere in dorsal IFG (pars opercularis and pars triangularis).
Sex differences
We found stronger interhemispheric connectivity for girls compared to boys (in A1 and STG). However, despite the girls' advantage in task performance, interhemispheric connectivity in girls was associated with slower performance and with low verbal IQ. These results suggest that excessive interhemispheric connectivity may sometimes interfere with performance, at least in a phonological decision task.
Early studies hypothesized that females' bilateral language representation explains their superior verbal skills (Levy, 1969) . Supporting evidence included anatomical and structural imaging studies showing less hemispheric asymmetry of the planum temporale (Wada et al., 1975; Foundas et al., 2002) and larger corpus callosum in females compared to males (Steinmetz et al., 1992; Bamiou et al., 2007) . Moreover, the volume of the corpus callosum was positively correlated with cognitive performance in females (Davatzikos and Resnick, 1998; Luders et al., 2007) . Nevertheless, other studies failed to find sex differences in structural hemispheric asymmetry or in the size of the corpus callosum (Aboitiz et al., 1992; Jancke et al., 1994; Bishop and Wahlsten, 1997; Lebel and Beaulieu, 2009) . Several functional imaging studies showed sex differences in lateralization in adults with more bilateral activation in females compared to males (Shaywitz et al., 1995; Jaeger et al., 1998; Kansaku and Kitazawa, 2001; Phillips et al., 2001 ). However, other functional imaging studies did not find any sex differences in language lateralization (Frost et al., 1999; Sommer et al., 2004) , revealing the heated controversy in the literature.
Previous studies show that sex differences in language lateralization are task dependent (Sommer et al., 2004; Kitazawa and Kansaku, 2005) and limited to specific regions (Kansaku et al., 2000) and timing parameters (Ortigue et al., 2005) . The dynamic nature of language lateralization may explain why sex differences are not always evident in static measures of structural interhemispheric connectivity and in measures of local functional activation. Effective connectivity analysis, as a measure of dynamic changes to hemispheric communication, may thus be more sensitive to sex-related differences in hemispheric interactions. One previous fMRI study found sex differences in interhemispheric functional connectivity (Schmithorst and Holland, 2007) . In this study, which used a narrative comprehension task in children, interhemispheric connectivity among temporal and frontal language areas was positively correlated with IQ in both sexes. However, the specific connections that showed this correlation were different for each sex. Despite its support for sex differences in interhemispheric communication, these results are inconsistent with the current study, which found a negative correlation between interhemispheric connectivity and VIQ in girls. In addition to the use of different IQ measures in the two studies, a potential explanation for this discrepancy is the different tasks employed in the studies. Narrative comprehension may benefit more from interhemispheric interactions because it relies more heavily on the integration of sentence prosody and syntactic information (Friederici et al., 2007) . In contrast, for the phonological decision required for the rhyming task, too much reliance on melodic pitch patterns and the speaker's voice information contributed by the right STG may interfere with performance. Thus, strong cooperation between hemispheres may not always contribute to efficient cognitive processing (Golestani et al., 2007; Everts et al., 2009; Lebel and Beaulieu, 2009) . If the female brain has the structural potential for enhanced interhemispheric communication, it may prove beneficial in certain conditions, yet girls with low verbal skills may be ineffective in using it according to task requirements.
In contrast to our hypothesis and to previous studies that showed a developmental increase in language lateralization (Boles et al., 2008; Brauer et al., 2008; Ressel et al., 2008; Everts et al., 2009) , there was no effect of age on interhemispheric connectivity. This may be due to the smaller range of ages used in the current study as compared to the above studies. We also did not find any interaction between age and sex. However, findings from the narrative comprehension task that found increasing sex differences with age (Schmithorst and Holland, 2007) suggest that sex differences found for children in the current study may also be true for adults.
In conclusion, our results suggest that during phonological processing reciprocal interhemispheric interactions occur at multiple levels of processing, showing that outcomes from right hemisphere processing are integrated into the final phonological decisions in the left hemisphere. Our findings show more interhemispheric connectivity for girls compared to boys, but this seems to interfere with task performance. We suggest that girls may have the potential for more interhemispheric communication, which may be beneficial in some tasks, but girls with low verbal skills may be ineffective in modulating interhemispheric connectivity according to task requirements.
