Abstract-In this paper, we consider state estimation using a Kalman filter of a linear time-invariant process over an unreliable network. The stability of Kalman filtering with random packet losses is studied, where the packet losses are modeled by the Gilbert-Elliott channel model and the stability is measured by the so-called peak covariance stability introduced in [1]. We give two sufficient conditions for the peak covariance stability: one combined with a numerical method provides an accurate criterion, and the other is in a simple form and easy to check; both of which are shown to be less conservative than existing works in practice. Numerical examples demonstrate the effectiveness of our result compared with relevant literature.
I. INTRODUCTION
Wireless communication has been commonly used nowadays in sensor networks and networked control systems for a wide spectrum of applications, such as environmental monitoring, health care, smart building, intelligent transportation and power grid, whereas channel fading ubiquitously exist in wireless propagation. Random packet losses, arising from channel fading and congestion, may deteriorate the performance of networked control systems. State estimation, offering the control unit with estimates of the system state based on the system outputs observed, is embedded in many networked control applications and is typically implemented recursively using the Kalman filter. In this work, we are concerned about the stability of Kalman filtering over random packet losses due to unreliability of the wireless propagation medium.
A burst of interest in the problem of the stability of Kalman filtering over lossy networks has been seen after the pioneering work [2] , where Sinopoli et al. studied what the optimal state estimator is subject to an independent and identically distributed (i.i.d.) Bernoulli packet losses and how the packet loss process affects the stability of Kalman filtering. They proved that there exists a certain critical arrival probability for the packet losses, beyond which, E[P k ], the expected value of the error covariance matrix, is unbounded. An upper and a lower bound for this critical value were given for general systems, and fortunately the lower bound is tight for some special cases, such as the observation matrix is invertible, and the system has a single unstable eigenvalue. Mo and Sinopoli [3] , [4] and Plarre and Bullo [5] investigated the critical value under some less constrictive conditions for a wider class of systems. It is worthwhile to mention that a : ACCESS Linnaeus Center, School of Electrical Engineering, Royal Institute of Technology, Stockholm, Sweden. Email: {junfengw, kallej}@kth.se.
The work is supported by the Knut and Alice Wallenberg Foundation and the Swedish Research Council. surprising result of [3] revealed that, for the so-called nondegenerate systems, the lower bound for the critical arrival probability is tight. Essentially, the probabilistic characteristics of P k is fully captured by its probability distribution function. Motivated by this, Shi et al. [6] considered the same problem, but from a probabilistic perspective.
At the same time, to characterize the temporal correlation nature of realistic communication channels, the celebrated Gilbert-Elliott model [7] , [8] that describes time-homogeneous Markovian packet losses was introduced. Huang and Dey [1] considered the similar problem with Markovian packet losses. To aid the analysis, they introduced the concept of peak covariance and focused on its stability. A sufficient condition for this stability was proposed. However, simulations showed conservativeness of their result for a general vector system. Their work was followed and improved by [9] , [10] . Parallel to this, in [11] , necessary and sufficient conditions for the mean square stability (i.e., stability at sample times) were derived for some certain classes of linear systems.
In this paper, we will revisit the problem of peak covariance stability with Markovian packet losses, which has been studied by [1] , [9] , [10] , [12] , etc. Research along the pioneering work of [1] is still incomplete so far. We present the incompleteness mainly from three-folds:
1) It is shown by numerical examples that a variety of sufficient conditions for peak covariance stability in the existing literature only apply to relatively reliable channel models, where the failure rate must be small. This type of model is often invalid in reality. In this sense, the existing results are conservative. 2) From the point of view of computation, the existing results are also incomplete: 1) All aforementioned results have the difficulty in calculating a series of matrix norms; 2) Some results, such as Theorem 6 of [1] and Theorem 1 of [10] , relied on some heuristic coefficients -how to appropriately choose them is still open. 3) The relationship between the peak covariance stability and the mean square stability was discussed in [1] . However, for general vector case, the explicit relationship is yet unknown.
This paper, as a more close look at this topic, attempts to (partially) solve these problems. Following the trajectory of previous works, this paper is a step forward. It gives two sufficient conditions for the peak covariance stability: one combined with a numerical method provides with an accurate criterion, the other is in a simple form and easy to check; both of which are shown to be less conservative than existing works in simulations. The main body of this work culminates with numerical examples, which demonstrates effectiveness of our result compared with relevant literature. The remainder of the paper is organized as follows. Section II presents the problem setup. Section III introduces the main results. Numerical examples are presented in Section IV. Conclusions and future work are provided in the end.
Notations: N is the set of positive integers. k ∈ N is time index. S n + is the set of n by n symmetric positive semi-definite matrices. For random variables, σ(·) is the σ-algebra generated by random variables. For a matrix X ∈ R n×n , σ(X) denotes the spectrum of X, i.e., σ(X) = {λ : det(λI − X) = 0}, and λ X denotes the eigenvalue of X that has the largest magnitude. Moreover, X means the 2-norm on C n or the induced 2-norm on C n×n . For any two finite set A and B, we define AB = {ab : a ∈ A, b ∈ B}. For a set A ∈ F, 1 A denotes the indicator function of A, i.e., 1 A = 1 if ω ∈ A, otherwise 0.
II. PROBLEM SETUP
Consider a linear time-invariant (LTI) process:
where A ∈ R n×n and C ∈ R m×n , x k ∈ R n is the process state vector, y k ∈ R m is the observation vector, w k ∈ R n and v k ∈ R m are zero-mean Gaussian random vectors with
The δ kj is the Kronecker delta function with δ kj = 1 if k = j and δ kj = 0 otherwise. The initial state x 0 is a zero-mean Gaussian random vector that is uncorrelated with w k and v k and has covariance P 0 ≥ 0. We assume that the pair (C, A) is detectable and (A, √ Q) is stabilizable. It can be seen that, by applying a similarity transformation, the unstable and stable modes of the LTI system are decoupled. An open-loop prediction of the stable mode ever has a bounded estimation error covariance, therefore, this mode does not play any key in the problem considered below. Without loss of generality, we henceforth assume that all of the eigenvalues of A have magnitudes not less than 1. In this work, we consider an estimation scheme illustrated in Fig. 1 , where the raw measurements of the sensor {y k } k∈N are transmitted to the estimator over an unreliable communication channel. Packets may be dropped randomly when they are transmitted via the channel. We assume that the channel is the Gilber-Elliott channel, whereby the packet loss process is modelled by a time-homogeneous two-state Morkov chain. Denote by γ k ∈ {0, 1} the arrival of y k at time k: If γ k = 1, it indicates that y k arrives error-free at the estimator; otherwise γ k = 0. Then {γ k } k∈N is the state of the Markov chain with initial condition, without loss of generality, γ 0 = 1, which has a transition probability matrix as follows
where P ij = P(γ k+1 = j|γ k = i), and p and q are called failure rate and recovery rate respectively. To make sure of a meaningful channel model, both p and q are assumed to be strictly positive and less than 1, so that the packet loss process {γ k } k∈N is ergodic. Other effects introduced by, such as quantization and data rate, bit errors, and random delays, are not considered in this work. Define F k as the filtration generated by all the measurements received by the estimator up to time k, i.e.,
We will use a triple (Ω, F, P) to denote the common probability space for all random variables. The estimator computesx k|k , the minimum mean-squared error estimate, andx k+1|k , the one-step prediction, according
Let P k|k and P k+1|k be the corresponding estimation and prediction error covariance matrices, i.e.,
, which are computed recursively via a modified Kalman filter [2] :
It can be seen thatx k|k and P k|k now become random variables of {γ t } 1≤t≤k . In what follows, we are devoted to characterizing the impacts of {γ k } k∈N on P k+1|k . To simplify notations in the sequel, let us use a convenient notation P k+1 P k+1|k , and define the functions g and
, where • denotes the function composition. It is well known that, for a standard Kalman filter without packet losses, lim k→∞ P k = P with P > 0 (see [13] ).
III. MAIN RESULT
First we shall follow [1] and introduce the definition of peaking covariance stability of Kalman filtering. Define
It is straightforward to verify that {τ j } j∈N and {β j } j∈N are two sequences of stopping times because both {τ j ≤ k} and {β j ≤ k} are F k −measurable; see [14] for details. Due to strong Markov property and the ergodicity, it is shown in [1] that the sequences {τ j } j∈N and {β j } j∈N have finite values P-almost surely. Then we can define the sojourn times at the state 1 and state 0 respectively by τ * j and β *
where we assume β 0 = 1 by convention. The following result given by [1] 
Let us denote the prediction error covariance matrix at the stopping time β j by P βj . Now we introduce the concept of peak covariance stability, which is originated from [1] , as follows: The Kalman filter with packet losses is said to be peak covariance stable if sup j≥1 E P βj < ∞. To analyze the peak covariance stability, we also need to introduce the so-called observability index I o ∈ {1, . . . , n} as in [1] , which is defined as smallest integer such that 
Before proceeding to the main result, let us first provide with some properties related to discrete-time algebraic Riccati Equation (DARE). Consider the following DARE
Define the operator φ(K, X) = (A + KC)X(A + KC) + KRK + Q, where K is a matrix with compatible dimension, and sequentially denote
Then (11) can be also written as
It is well known that (11) has a unique positive definite solution P when (A, √ Q) is controllable and (C, A) is observable as assumed in this work. See [15] . In addition, A+KC is stable, i.e., all the eigenvalues of A + KC lie inside the open unit circle. This result is summarized as the following lemma. The proof, provided in [15] , is omitted here.
Lemma 3.3. Consider the DARE given in (11). If (A, √ Q) is controllable and (C, A) is observable, then it has a unique positive definite solution P and A + KC is stable.

Theorem 3.4. If the following two conditions hold:
and ⊗ represents the Kronecker product, then sup j≥1 E P βj < ∞, i.e., the Kalman filter is peak covariance stable.
Proof. See Appendix.
As the condition in Theorem 3.4 is difficult to verify directly, in the following corollary we will give another sufficient condition, which is, despite being conservative, easy to check.
Corollary 3.5. If the following condition is satisfied:
then sup j≥1 E P βj < ∞ holds.
Proof. Define a sequence of polynomials at matrix A ⊗ A as {p n (A ⊗ A)} n∈N , where
In light of Lemma A.3 and A.5, the spectrum of
Since A is a real matrix, its complex eigenvalues, if any, always occur in conjugate pairs. Therefore, |λ A | 2 must be an eigenvalue of A ⊗ A, and the spectral radius of p n (A ⊗ A) can be computed as
It can be seen that the sequence {|λ pn(A⊗A) |} n∈N is monotonically increasing. When
and
As |λ X | is continuous with respect to X, (15) and (16) altogether lead to [1] , [9] , [10] , [12] once being aware of the subadditivity property of matrix norm, and that spectral radius is the infimum of all possible matrix norms, and therefore are less conservative.
On the other hand, we consider the lower bound of P βk and have
. Taking randomness of β * k into account, this eventually gives rise to a necessary condition for peak covariance stability:
The result has been present in [9] , where the detailed proof was provided. 
IV. EXAMPLES
To compare with the work done in [1] , [9] , [12] , we will examine the same vector example considered therein. The parameters are specified as follows:
Q = I 2×2 and R = 1. As illustrated in [1] , it is easily checked that I o = 2 and the eigenvalues of A are σ(A) = {1.2, 1.3}, and that λ A = 1.3. First let us compare the sufficient condition we propose in Corollary 3.5 with the counterpart provided in [1] . It is seen that both of them require |λ A | 2 (1 − q) < 1. To make the comparison persuasive, we also take q = 0.65 as what was done in [1] . If no other specifications are stated, we will use q = 0.65 by default in the rest of this section. As for the failure rate p, [1] requires p < 0.04 to guarantee peak covariance stability; while Corollary 3.5 requires
which generates a less conservative condition, that is p < 0.22. In 
the packet loss process enters stationary distribution, which means that the allowed long-term packet loss rate is at most 5.80%. However, by choosing a larger p, Corollary 3.5 permits P(γ k = 0) = 0.2529 at stationary distribution at most, i.e., as high as 25.39% the long-term packet dropout rate is allowed. Similarly, the example in [9] allows p = 0.1191 at most. Moreover, it is rather convenient to check the condition in Corollary 3.5 even with manual calculation; while, to check the conditions in [1] and [9] , it involves a considerable amount of complex numerical calculation.
In what follows, we still consider the above vector example and devote ourselves to improving the foregoing result attained by Corollary 3.5 with the aid of Theorem 3.4. Despite of heavy computation, Theorem 3.4 may establish an accurate criterion for the peak covariance stability than Corollary 3.5 does and also than [1] , [9] do. To this end, we adopt a numerical method to search for an K * over a prescribed subset R K of R n×m so that
Going back to the example considered in this paper, we It should be pointed out that for the parameters specified in this example, the criterion of [1] only covers the Gilbert-Elliott models with failure rate as low as 4.5%. The criterion provided by Theorem 3.4 combined with a numerical procedure is much relaxed: p is allowed to take value 1 2 for this examples. Fig. 2 and Fig. 3 illustrate sample paths of P k and γ k with (p, q) = (0.5, 0.65) and (p, q) = (0.99, 0.65) respectively, where they show that even an extremely high value of p may not affect the peak covariance stability with the system parameters specified in this section.
V. CONCLUSION
In this paper, we study the peak covariance stability Kalman filtering over Markovian packet losses. We propose two sufficient conditions for the peak covariance stability: one combined with a numerical method provides with an accurate criterion, and the other is in a simple form and easy to check; both of which are shown to be less conservative than existing works. Numerical examples demonstrate the effectiveness of our result compared with relevant literature. Future work includes establishing the connection between the peak covariance stability and the mean square stability for general systems. 
Lemma A.2. Consider the operator φ(K, X). For any X ≥ 0 and K, the following statement always holds
Proof. The result is straightforward when setting λ = 1 in Lemma 1 in [2] .
The following lemma is easily checked by using the knowledge of linear algebra.
Lemma A.3. Let A and B be square matrices. Then σ(A ⊗ B) = σ(A)σ(B).
Lemma A.4. The series of matrices
Proof. First observe that
The geometric series generated by (A ⊗ A)(1 − q) converges if and only if |λ A⊗A |(1 − q) < 1. Therefore the conclusion follows from the fact that
Lemma A. 
where the first inequality is from Lemma 3.2 and the second one follows from Lemma A.2. By substituting (20) into (19), it yields
In what follows, we will introduce the so-called vectorization operator. Let X = [x 1 x 2 · · · x n ] ∈ R m×n . We define
. . where e i denotes the vector with a 1 in the ith coordinate and 0's elsewhere, so the desired result follows.
