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ABSTRACT
Consider a computer network in which adjacent nodes ex-
change messages via multiple communication channels.
Multiple channels between adjacent nodes are desirable
duetotheircosteffectivenessandimprovedfault-tolerance.
We consider the problem of providing deterministic qual-
ity of service guarantees in this network. In particular, we
consider a set of ﬂows that traverse between a pair of neigh-
boring nodes. Each ﬂow must be assigned to one and only
one of the channels joining the pair of nodes. We study
the complexity of this ﬂow assignment problem. We show
the problem to be NP-hard, even under signiﬁcant restric-
tions on the quality of service parameters of ﬂows. We also
present a pseudopolynomial solution to the problem when
the number of channels is ﬁxed.
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1 Introduction
Packet scheduling protocols that provide deterministic
quality of service guarantees ﬂourished in the previous
decade (for a survey, see [1]). Many of these protocols are
based, one way or another, on earlier work on task schedul-
ing. In particular, they are based on the techniques given
in the landmark paper of Liu and Layland on periodic task
scheduling [2].
In [2], all tasks share a single resource. In the last
few years, there has been signiﬁcant work in the scheduling
of periodic tasks over multiple resources [3][4][5]. Even
though the theory of periodic task scheduling over multiple
resources has began to show promise, there has been little
work to develop packet scheduling protocols over multiple
channels between network nodes. This is due in part to
the belief that multiple channels between nodes is either
not practical or uncommon. However, there is signiﬁcant
evidence to the contrary.
In a recent paper [6], it was argued that packet re-
ordering is not a “pathological” problem, but rather a nor-
mal occurrence. That is, packets are reordered not only due
to route changes (which are rare), but also due to inherent
parallelism in the network. One cause for this parallelism
is the aggressive deployment of parallel channels between
nodes. As stated in [6], in a survey of 38 major service
providers in 1997, only two had no parallel channels be-
tween its nodes. The reason for this approach is that it of-
ten reduces equipment and trunk costs. That is, it is often
more cost effective to put two components in parallel than
to use one component that has twice the speed. In addition,
it improves fault-tolerance.
Another technology that provides multiple channels
between nodes is the establishment of light-paths in wave-
division multiplexed (WDM) optical networks. Although
the establishment of light-paths is usually semi-permanent,
recent work allows the establishment of light-paths on-
demand, to reﬂect the changes in network load over time
[7]. If there is a signiﬁcant load between two nodes in
the network, it is possible that a single light-path may not
provide enough bandwidth between them, which calls for
the establishment of additional light-paths between these
nodes. Thus, multiple communication channels may be es-
tablished between two nodes (for more examples of multi-
channel systems, see [8].)
Given the evidence of multiple channels between
nodes presented above, it is likely that multiple channels
will continue to exist. Therefore, it is reasonable to assume
that if a guaranteed quality of service protocol is deployed
on a global scale, it will likely traverse at some point net-
work nodes with multiple channels between them. Thus,
the problem of scheduling packets for guaranteed quality of
service in the presence of multiple channels must be stud-
ied.
Two methods exist two forward packets over multiple
channels between nodes. One is to distribute the packets
of each real-time ﬂow over all the channels. A few recent
papers deal with this approach [8][9]. The other approach
consists of forwarding the packets of each real-time ﬂow
over one and only one of the channels, effectively ﬁxing
the set of ﬂows that share each of the channels. We focus
on this latter approach.
Determining if a set of real-time ﬂows can satisfy
their QoS deadlines over a single channel has been stud-
ied signiﬁcantly in the past [10][11][12]. In our approach,
since the set of ﬂows at each channel is ﬁxed, we can easily
check each channel to decide if its ﬂows are schedulable.
However, the complexity lies in deciding which channelwill be assigned to each ﬂow.
In this paper, we study the complexity of assign-
ing real-time ﬂows to channels. We show the problem to
be NP-complete, even under signiﬁcant restrictions on the
quality of service parameters of ﬂows. We also present a
pseudopolynomial solution to the problem when the num-
ber of channels is ﬁxed. This implies that the problem is
tractable in the case where the parameters of the ﬂow (such
as rate, delay, etc.) have a moderate range of values.
2 Real-Time Flow Model
In this section, we deﬁne the network model for single-
channel scheduling, and also deﬁne the quality of service
that the model assigns to each ﬂow of packets. We base our
model on the models of [11] and [13]. We present multiple-
channel scheduling in Section 4.
A network is a set of nodes interconnected by point-
to-point communication channels. For every pair of nodes
a and b, there is at most one channel from a to b and at
most one channel from b to a. Every output channel in a
node is equipped with a scheduler. From the input chan-
nels, the scheduler receives packets from ﬂows whose path
include the output channel of the scheduler. The scheduler
then chooses the transmission order and transmission time
of these packets over its output channel. This is shown in
Figure 1.
We say a packet is forwarded to the output channel
when its ﬁrst bit is transmitted over the output channel. We
say a packet exits a scheduler when the last bit of the packet
is transmitted by the output channel of the scheduler, and
hence, the output channel becomes idle at this moment. To
simplify our discussion, we ignore channel propagation de-
lays, since they simply add a constant delay to each packet.
A ﬂow is a sequence of packets that traverse the net-
work without reorder from a source node to a destination
node. We adopt the following notation for each ﬂow f and
each scheduler s along the path of f.
pf;i ith packet of f, i ¸ 1.
Lf;i length of packet pf;i.
Lmax
f maximum packet length of f.
Lmin
f minimum packet length of f.
Ls
max maximum packet length at s.
As
f;i arrival time of pf;i at scheduler s.
Es
f;i exit time of pf;i from s.
Cs output bandwidth of scheduler s.
A real-time ﬂow f is a ﬂow with real-time constraints.
These constraints are expressed by the following two pa-
rameters.
±s
f per-hop delay of f at s.
Rf forwarding rate reserved for f.
In principle, the end-to-end delay of packets from f
should be the sum of ±s
f for all schedulers s along the path
of f. This would be true if the deadline of each packet
scheduler
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input
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Figure 1. Output channels and their schedulers.
were measured with respect to its arrival time to a sched-
uler. However, due to possible burstiness in the ﬂow, the
deadline of a packet is instead deﬁned with respect to the
virtual arrival time (also known as start-time) of the packet
[11][13], which is deﬁned as follows.
Consider a scheduler s and a ﬂow f. We deﬁne the
start-time Ss
f;i and ﬁnish-time Fs
f;i of packet pf;i at sched-
uler s as follows. Assume s were to forward the packets of
f at exactly Rf bits/sec.. Then, Ss
f;i is the time at which
the ﬁrst bit of pf;i is forwarded by s, and Fs
f;i is the time at
which the last bit of pf;i is forwarded by s. More formally,
let f be an input ﬂow of scheduler s. Then,
Fs
f;i = Ss
f;i +
Lf;i
Rf
; for every i, i ¸ 1
Ss
f;1 = As
f;1
Ss
f;i = max(As
f;i; Fs
f;(i¡1)); for every i, i > 1
The deadline of each packet is derived from its start
time and its per-hop delay, as follows [11, 14, 13, 15].
Deﬁnition 1 (Packet Deadline)
The deadline, Ds
f;i of packet pf;i at scheduler s is deﬁned
as follows, for every i, i ¸ 1,
Ds
f;i = Ss
f;i + ±s
f
This deﬁnition of delay is broad enough to encom-
pass the delay provided by many scheduling protocols. For
example, by choosing ±s
f = Lmax
f =Rf, ±s
f becomes the
delay of virtual-clock and weighted-fair-queuing protocols
[16][17]. Another example is the real-time channel model,
[12][10] where each ﬂow has constant packet size and a
minimum packet inter-arrival time.
In this paper, we focus on a single-hop along the path
of ﬂow f. For completeness, however, we state below the 
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Figure 2. Scheduling conﬂict example
well-knownend-to-enddelayboundofapacketacrossase-
quence of schedulers. The end-to-end bound below which
was proven in [14][13], and it also follows from the results
in [10].
Let t1;t2;:::;tk be a sequence of schedulers tra-
versed by ﬂow f. For all i,
S
tk
f;i · S
t1
f;i +
k¡1 X
x=1
±
tx
f (1)
Hence,
E
tk
f;i · D
tk
f;i · S
t1
f;i +
k X
x=1
±
tx
f (2)
Note that the end-to-end delay, with respect to the
start time of the packet at the ﬁrst scheduler, is just the sum
of its per-hop delay ±s
f at each hop. This is regardless of
how “bursty” the ﬂow is. That is, a large burst will affect
the value of S
t1
f , but the end-to-end delay with respect to
S
t1
f remains bounded by a per-hop delay of ±s
f.
3 Single-Channel Scheduling
In the next section, we consider the case of networks with
multiple channels between nodes. However, before doing
so, we ﬁrst overview in this section the main results of
scheduling over a single channel.
A set of ﬂows are said to be schedulable if all packets
of all ﬂows are able to exit the scheduler by their deadline.
To determine this, a scheduling test must be performed on
the set of ﬂows. That is, simply checking that their reserved
rates is less than the channel capacity is not sufﬁcient; the
per-hop delays of the ﬂows must also be taken into consid-
eration.
For example, consider two ﬂows f and g, with the
following parameters.
Lf = 4 Lg = 5
±f = 6 ±g = 7
Rf = 4/10 Rg = 5/10
C = 1
Consider Figure 2, where one packet from each ﬂow arrives
at time t. Note that Rf + Rg · C, and hence, there is
enough bandwidth for the ﬂows. However, regardless of
how these two packets are scheduled, at least one of them
must miss its deadline.
In [18], a necessary and sufﬁcient condition was de-
veloped to ensure ﬂows are schedulable. The condition is
based on the notion of the “appetite” of a ﬂow, that is, the
deadline density, which is deﬁned as follows
Deﬁnition 2
(Appetite) The appetite of a ﬂow f during interval [t;t0],
denoted ¸(f;t;t0), is the total number of bytes of packets
from f that arrive during the interval and whose deadline
is within the interval. That is,
¸(f;t;t0) =
DX
i : t · Af;i · t0 ^ t · Df;i · t0 : Lf;i
E
Let ¤(f;") be the upper bound on ¸(f;t;t0) over all inter-
vals [t;t0] of size ", i.e.,
¤(f;") = hmax t;t0 : (t0 ¡ t) = " : ¸(f;t;t0)i
(Bounded Appetite) Consider a work-conserving sched-
uler of capacity C. The scheduler is said to have bounded
appetite iff,
h8" :: (
P
f :: ¤(f;")) · " ¢ Ci (3)
The above deﬁnition of appetite measures how
“dense” the deadline requirements are for each ﬂow. Thus,
if too much appetite exists from all the ﬂows, then the
scheduler is unable to satisfy all of them. A bounded ap-
petite is thus required to be able to schedule ﬂows [18].
Statement 1 (Scheduling Condition)
For a scheduler, if packets are scheduled in a work-
conserving manner in order of their deadlines, then each
packet exits the scheduler no later than its deadline iff the
scheduler has bounded appetite.
From Statement 1, the scheduling test consists only
in checking that the the scheduler has bounded appetite. In
this paper, we consider three cases for the packet-sizes of
the input ﬂows of a scheduler, each of which yields differ-
ent expressions for the ﬂow appetite. The appetite bounds
below have been shown in [11] and [10].
Statement 2
(Intra-ﬂow Max-Packet-Size Appetite) For a ﬂow f with
a maximum packet size Lmax
f and no minimum packet size,
the appetite of f is as follows.
¤(f;") = Lmax
f + (" ¡ ±f) ¢ Rf (4)
if ±f · ", zero otherwise.(Intra-ﬂow Constant-Packet-Size Appetite) For a real-
time ﬂow f with a ﬁxed packet size Lf, the appetite of f is
as follows.
¤(f;") = Lf +
¹
" ¡ ±f
Lf=Rf
º
¢ Lf
if ±f · ", zero otherwise.
(Intra-ﬂow Min-Packet-Size Appetite) For a ﬂow f with
a maximum packet size Lmax
f and a minimum packet size
Lmin
f , where 2 ¢ Lmin
f · Lmax
f , the appetite of f is as
follows.
¤(f;") =
8
> > <
> > :
0 if " < ±f
Lmax
f if ±f · " < ±f + Lmin
f =Rf
Lmax
f + (" ¡ ±f) ¢ Rf
if ±f + Lmin
f =Rf · "
From Statements 1 and 2, to check if a set of ﬂows
are schedulable we simply check, for every interval size ",
if the sum of the appetites of all ﬂows is at most " ¢ C.
However, note that only a limited values of " need to
be checked. For example, in the case of max-packet-size
appetite, only " values which are equal to ±f for each ﬂow
f need to be checked. Details on which values of " sufﬁce
to be checked may be found in [11] and [10].
4 Multi-Channel scheduling
In this section, we generalize our network model to allow
multiple channels between neighboring computers. This is
illustrated in Figure 3(a). Here, a computer S has three
neighbors, and it receives input ﬂows from two of these
neighbors, A and B, and it outputs these ﬂows to the third
neighbor, T. The computer has two input channels with
each input neighbor, and it also has two output channels
with its output neighbor. For simplicity, we will assume all
channels to/from the same neighbor have equal capacity.
Channels with differing capacities will be discussed in the
concluding remarks section.
Assume A is forwarding two ﬂows, x and y, to S, and
S forwards these ﬂows to T. Similarly, B forwards ﬂows f
and g to S, who in turn also forwards these to T. Note that
is irrelevant which channel is used to forward the packets
of these ﬂows from S to T since both output channels lead
to T.
In principle, there are two paradigms to forward the
input ﬂows into the output channels. The ﬁrst one is shown
in Figure 3(b), where a single scheduler is in charge of all
the output channels, and the packets of each ﬂow are dis-
tributed over all the channels. We have explored this case
in our previous work [9] (and work of others [8] and [4]).
In [9], we show how any scheduler for a single channel can
be adapted to the multi-channel model without a signiﬁcant
increase in packet delay.
The second paradigm is shown in Figure 3(b), where
each channel is handled by an independent scheduler, and
thepacketsofeachﬂowaresentoverasinglechanneltothe
next computer. Since the two channels are independent and
donotshareanyﬂows, thisissimplytwoindependentcases
of single-channel scheduling. Thus, the scheduling tests of
Section 3 can be applied independently to each channel.
However, note that the problem of assigning ﬂows to
channels still remains. That is, the assignment of each ﬂow
to an output channel must be done carefully to ensure that,
at each channel, its set of output ﬂows are schedulable, i.e.,
that no packet misses its deadline.
Deﬁnition 3 (Flow Assignment)
Given N schedulers, s1;::: ;sn, and a set © of real-time
ﬂows, the ﬂow assignment problem consists of dividing ©
into N disjoint subsets, ©1; ::: ;©N, such that each ©i is
schedulable at scheduler si.
Below, we focus on the complexity of the ﬂow assign-
ment problem. In particular, we show that is NP-complete.
We also evaluate the “hardness” of the problem within the
NP-complete class, i.e., whether a pseudopolynomial solu-
tion exists for the problem.
5 Flow Assignment Complexity
As mentioned earlier, a real-time ﬂow is identiﬁed by three
parameters: its packet size, its reserved rate, and its per-hop
delay. It is easy to show that if all three parameters can be
differentfromoneﬂowtoanother, thentheﬂowassignment
problem is NP-complete.
Instead, we show that if two of these parameters are
equal for all ﬂows and the remaining parameter may differ
from one ﬂow to another, then the problem still remains
NP-complete. In particular, we show that NP-completeness
is preserved under the following conditions.
(i) Inter-ﬂow packet size: If ﬂows can have different
packet sizes, but the rate and delay of all ﬂows are
the same.
(ii) Inter-ﬂow reserved rate: If ﬂows can have different
rates, but have the same packet size and delay.
It remains an open question whether NP-completeness is
preserved in the case where the delay varies from one ﬂow
to another but the packet size and rate of all ﬂows are ﬁxed.
Below, we ﬁrst focus on the intra-ﬂow max-packet-
size case of Section 3. I.e., each ﬂow f has a maximum
packet size Lmax
f and no minimum packet size. The re-
maining two intra-ﬂow cases of Section 3 are similar and
will be addressed in Section 5.3.
Note that the value of Lmax may vary from one ﬂow
to another in case (i) above of inter-ﬂow packet size, but
must be equal for all ﬂows in case (ii) above.
Forboth(i)and(ii)above, wewillusethewell-known
3-partition problem in our proofs of NP-completeness,
which is deﬁned as follows. 
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  Figure 3. Multi-Channel Scheduling
Statement 3 (3-Partition)
The following problem is an NP-complete problem.
INSTANCE: A sequence of 3N integers, A =
ha1;a2; ::: ;aNi whose sum equals Nb.
QUESTION: Can A be partitioned into N disjoint
subsets of 3 elements each such that the sum of each subset
is exactly b?
Below, we focus on showing the reduction from 3-
partition to our ﬂow assignment problem to prove the prob-
lem is NP-hard. Showing that the problem is NP-easy is
straightforward.
5.1 Inter-ﬂow Packet Size
We next proceed to show that the ﬂow assignment prob-
lem under case (i) above and the intra-ﬂowMax-Packet-
Size scheduling test of Section 3 is NP-complete.
Theorem 1 (Inter-ﬂow Packet Size)
The following ﬂow assignment problem is NP-complete.
INSTANCE: N channels of equal capacity, a set © of
real-time ﬂows, where each ﬂow f has a maximum packet
size Lmax
f , and all ﬂows have no minimum packet size, the
same reserved rate R, and the same per-hop delay ±.
QUESTION: Can © be divided into N disjoint sub-
sets, ©1; ::: ;©N, such that each ©i is schedulable in one
of the channels.
Proof: We must exhibit a polynomial-time reduction
from an instance IP of the 3-partition problem to an in-
stance I© of the ﬂow assignment problem, so that, IP can
be partitioned iff I© can be scheduled.
Our reduction is as follows. If instance IP consists of
3N numbers, thenI© consistsofN channels. Eachnumber
in IP is mapped to a ﬂow in I©. The parameters of the ﬂow
are as follows:
² The capacity of the output channel is 1.
² The rate R common to all ﬂows is 1=3 of the capacity
of an output channel.
² The delay ± common to all ﬂows is equal to parameter
b in IP.
² The maximum packet size Lmax
f of the ﬂow is equal
to the magnitud of its corresponding number in IP.
We ﬁrst show that if IP is partitionable, then I© is
schedulable. That is, we need to show that ﬂows can be
assigned to channels such that each channel has bounded
appetite, where the appetite of a ﬂow f is given by Relation
(4).
Let each group ©i be the three ﬂows in I© that corre-
spond the three numbers in IP that add up to b.
Given that all three ﬂows in ©i have the same value
of ± and R, from Relations (4) and (3), to be schedulable,
©i must satisfy the following.
DX
f : f 2 ©i : Lmax
f + (" ¡ ±) ¢ R
E
· " ¢ C (5)
where C is the channel capacity, and for any " such that
± · ".
Since j©ij = 3, simplifying,
DX
f : f 2 ©i : Lmax
f
E
+ 3 ¢ (" ¡ ±) ¢ R · " ¢ C
Since R = 1=3 and C = 1, simplifying once more
DX
f : f 2 ©i : Lmax
f
E
· ±
The above relation is true because ± was chosen to be
equal to b from IP, and the three numbers corresponding to
the ﬂows in ©i from the partition of IP add to exactly b.
We next show that if IP is not partitionable, then I©
is not schedulable.
Since R = 1=3 and C = 1, at most three ﬂows can be
scheduled at each channel. Furthermore, since the number
of ﬂows is 3 ¢ N, and there are N channels, exactly three
ﬂows must be scheduled at each channel.
However, if IP cannot be partitioned, any partitioning
of the ﬂows into groups of three will have at least one group
of three where the sum of the numbers (i.e. the packet sizesin I©) add to more than b (i.e. more than ±). Hence, Re-
lation (5) above will not be satisﬁed for b = ± = ". Intu-
itively, think of the case where one packet from each of the
three ﬂows arrive together. More than ± = b time units are
necessary to forward them to the output channel.
5.2 Inter-ﬂow Reserved Rate
We next proceed to show that the ﬂow assignment problem
under case (ii) above and the Max-Packet-Size scheduling
test of Section 3 is NP-complete.
Theorem 2 (Inter-ﬂow Reserved Rate)
The following ﬂow assignment problem is NP-complete.
INSTANCE: N channels of equal capacity, a set © of
real-time ﬂows, where each ﬂow f has a reserved rate Rf,
and all ﬂows have the same maximum packet size Lmax, no
minimum packet size, and the same per-hop delay ±.
QUESTION: Can © be divided into N disjoint sub-
sets, ©1; ::: ;©N, such that each ©i is schedulable in one
of the channels.
Proof: We again exhibit a polynomial-time reduction
from an instance IP of the 3-partition problem to an in-
stance I© of the ﬂow assignment problem, so that, IP can
be partitioned iff I© can be scheduled.
Our reduction is as follows. As before, if instance IP
consists of 3N numbers, then I© consists of N channels.
Each number in IP is mapped to a ﬂow in I©. However,
the parameters of the ﬂow are different as follows:
² The capacity of the output channel equals b.
² The maximum packet size Lmax of all ﬂows is 1.
² The delay ± common to all ﬂows is 3=b.
² The reserved rate Rf of ﬂow f is equal to the magni-
tud of f’s corresponding number in IP.
We ﬁrst show that if IP is partitionable, then I© is
schedulable.
As in the proof of Theorem 1, let each group ©i be
the three ﬂows in I© that correspond the three numbers in
IP that add up to b.
Given that all three ﬂows in ©i have the same value of
Lmax and ±, from Relations (4) and (3), to be schedulable,
©i must satisfy the following.
DX
f : f 2 ©i : Lmax + (" ¡ ±) ¢ Rf
E
· " ¢ C (6)
where C is the channel capacity, and for any " such that
± · ".
Simplifying from our choices for the parameters of f,
DX
f : f 2 ©i : 1 + (" ¡ 3=b) ¢ Rf
E
· " ¢ b
where " ¸ 3. Simplifying again,
3 + (" ¡ 3=b) ¢
DX
f : f 2 ©i : Rf
E
· " ¢ b
From the partition of IP, the sum of Rf opver all three
ﬂows in ©i equals b. The relation then trivially holds.
We next show that if IP is not partitionable, then I©
is not schedulable.
From the choice for ±, at most three packets can be
transmitted without violating the deadline, hence, no more
than three ﬂows can be assigned to each channel. Further-
more, from the number of ﬂows in I©, it must be that three
ﬂows are assigned to each channel.
Since IP is not partitionable, all partitions of IP
yields at least one group of three numbers that adds to more
than b. For this group, consider the three ﬂows in the ﬂow
group ©i corresponding to these three numbers. Since Rf
is given the value of the number in IP corresponding to f,
the sum of the rates of the three ﬂows in ©i is greater than
b, which is the rate of the channel. Hence, ©i is not schedu-
lable. Thus, all partitions of the ﬂow are not schedulable.
5.3 Intra-ﬂow Scheduling
Above, wehaveonlyconsideredtheintra-ﬂowmax-packet-
size case. Below, we argue that the combination of either of
the inter-ﬂow cases with any of the intra-ﬂow cases yields
an NP-complete problem.
Corollary 1 The combination of any of the three intra-ﬂow
cases from Section 3 with either of the two inter-ﬂow cases
of Theorems 1 and 2 yield an NP-complete problem
Proof: In the proofs of Theorems 1 and 2, we had to show
that IP is partitionable iff I© is schedulable.
First, we showed that if IP is partitionable, then I©
is schedulable. We showed this by arguing that the sum of
the appetites of the ﬂows sharing a channel does not ex-
ceed the capacity of the channel, i.e., that the channel has
bounded appetite. We used Relation (4) since we consid-
ered the intra-ﬂow max-packet-size case.
However, it can be easily shown that the appetite for
the intra-ﬂow max-packet-size case is always at least as big
as the appetite for the other two intra-ﬂow cases. This is
because, since packets can have an arbitrarilly small size,
“tiny” packets can be used to pack as much appetite as pos-
sible within an interval. Hence, if I© is schedulable under
the intra-ﬂow max-packet-size case, then it is also schedu-
lable under the other two cases.
Second, weshowedthatifIP isnotpartitionable, then
I© is not schedulable. We showed this in Theorem 1 by
noting that if a maximum-sized packet of each ﬂow arrive
concurrently, then at least one packet will miss its deadline.
This is independent of the intra-ﬂow packet-size case being
chosen. Similarly, in Theorem 2, we argued that the sum
of the rates of the ﬂows exceeds the channel capacity. This
is also independent of the intra-ﬂow packet-size case being
chosen.
Hence, any choice of intra-ﬂow packet size will yield
an NP-complete problem.6 Pseudopolynomial Solution
For some NP-complete algorithms, it is possible to ﬁnd an
algorithm that solves the problem in a time polynomial in
the length of the input, provided each of the values used in
the input is not “too large”. Therefore, a tractable solution
is known if the input values are within a sensible range.
These types of solutions are said to be pseudo-polynomial
solutions.
Deﬁnition 4 An algorithm that solves a problem ¦ will
be called a pseudo-polynomial time algorithm for ¦ if its
time complexity function is bounded above by a polynomial
function of the two variables Length[I] and Max[I], where
I is the input to the problem.
Integer Length[I] corresponds to the number of sym-
bolsusedtodescribeanyinstanceI undersomereasonable
encoding scheme for ¦.
Integer Max[I] corresponds to the magnitude of the
largest number in I.
For some NP-complete problems, such as the 3-
PARTITION problem, there is no pseudopolynomial solu-
tion (unless P = NP). For others, however, such as the
simple PARTITION problem, a pseudo-polynomial solu-
tion is known.
Some scheduling problems over multiprocessors are
known to have pseudopolynomial solutions in the case
where the number of processors are ﬁxed [19]. Below, we
consider the ﬂow assignemt problem where N, the number
of channels, is ﬁxed. In particular, we consider the case of
intra-ﬂow max-packet-size, where each ﬂow has an upper
bound and no lower bound on its packet size. We make no
inter-ﬂow assumptions, and hence, ﬂows can have different
deadlines, rates, and maximum packet sizes.
Theorem 3 (Pseudolpolynomial Solution)
A pseudopolynomial solution exists for the following prob-
lem.
INSTANCE: channel capacity, a set © of real-time
ﬂows, where each ﬂow f has a maximum packet size Lmax
f ,
a reserved rate Rf, and a per-hop delay ±f.
QUESTION:Can©bedividedintoN disjointsubsets
(where N is constant), ©1; ::: ;©N, such that each ©i is
schedulable in one of the channels.
Proof: First, we order the ﬂows in © by increasing dead-
line. That is, let f1 be the ﬂow with least ± value (ties
broken arbitrarilly), and fj©j be the ﬂow with the greatest ±
value. Our algorithm iterates over the ﬂows in © according
to the order deﬁned above.
The algorithm is based on dynamic programming,
similar to the pseudopolynomial method for the PARTI-
TION problem[19].
We build a boolean-bit array. This array has 2 ¢ N +1
indices. As we iterate over the ordered ﬂows in ©, the ﬁrst
index indicates the ﬂow number we currently considering.
We denote this index by i.
There are two remaining indices for each of the chan-
nels. Let Rn and An be the indices corresponding to chan-
nel n. Rn corresponds to the sum of the rates of the ﬂows
assigned to channel n, and An corrensponds to the sum of
the appetites of the ﬂows assigned to channel n during an
interval of size ±fi.
For example, let N = 2, and let B be our bit array.
Then, B[i;R1;A1;R2;A2] will be set to true if and only if,
the ﬁrst i ﬂows of © can be separated into two sets ©1 and
©2, such that:
² The sum of the rates of ©1 (respectively ©2) is R1
(respectively R2).
² The maximum appetite of ©1 (respectively ©2) over a
period of length ±fi is A1 (respectively A2).
² Each of A1 and A2 is at most ±fi ¢ C, where C is
the bandwidth of each channel (i.e. ©1 and ©2 are
schedulable).
We continue our example with N = 2; the general-
ization to any constant N is straightforward. Consider now
ﬁlling all entries in B with ﬁrst index i assuming all entries
for index i ¡ 1 have been ﬁlled.
Assume ﬁrst for simplicity that ±fi = ±fi¡1. Note
that ﬂow i would add a rate of Rfi to the channel it
is assigned to and an appetite of Lmax
fi . Then, entry
B[i;R1;A1;R2;A2] can be set to true iff adding the ﬂow
to the ﬁrst or to the second channel will result in a schedu-
lable set of ﬂows at each channel. That is, iff one of the
following two conditions hold,
B[i ¡ 1;R1 ¡ Rfi;A1 ¡ Lmax
fi ;R2;A2] ^ A1 · ±fi ¢ C
B[i ¡ 1;R1;A1;R2 ¡ Rfi;A2 ¡ Lmax
fi ] ^ A2 · ±fi ¢ C
The case where ±fi > ±fi¡1 is similar, except that we
have to consider that the appetites from index i¡1 need to
be adjusted for the larger interval ±fi. That is, one of the
following two conditions hold.
B[i ¡ 1;R1 ¡ Rfi;A0
1;R2;A2] ^ A1 · ±fi ¢ C
B[i ¡ 1;R1;A1;R2 ¡ Rfi;A0
2;] ^ A2 · ±fi ¢ C
where
A0
1 = A1 ¡ (Lmax
fi + (±fi ¡ ±fi¡1) ¢ R1)
A0
2 = A2 ¡ (Lmax
fi + (±fi ¡ ±fi¡1) ¢ R2)
Therefore, at the end of the algorithm, if there is any
element in B with ﬁrst index i = j©j equal to true, then the
set of ﬂows are schedulable.7 Concluding Remarks
In this paper, we have studied the complexity of the ﬂow
assignment problem over multiple channels. Some open
problems remain, such as the complexity when the delay
may vary from one ﬂow to another, while the rate and
packet size is the same across all ﬂows. In addition, pseu-
dopolynomial solutions for intra-ﬂow constant-packet-size
and min-packet-size remain to be found.
A future research direction is the development of ef-
ﬁcient heuristics for the ﬂow assignment problem. In ad-
dition, we have studied the problem where the set of ﬂows
to be scheduled are ﬁxed. On-line algorithms that balance
new incoming ﬂows over multiple channels with existing
ﬂows should also be pursued.
We have explicitly made the assumption of all chan-
nels having equal capacity. Channels with different capac-
ity do not affect the result. In addition, we have implicitly
made the assumption in our scheduling tests that packets
may be preempted. If not, then the scheduling test needs
only to be slightly modifyed by subtracting the small term
Lmax=C, i.e., one packet transmission time, from the right-
hand-side of Relation (3).
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