The Self-Diffusion Coefficient of Bulk Fluid Molecules Probed by Transverse Relaxation Measurements in an Inhomogeneous Magnetic Field by Blokkdal, Espen Hagen
  
(pi
2
)x piy piy piy piy piy
G0
τ 2τ 2τ
loop
2τ τ
M(2Nτ)
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0.0035
0.
00
0.
01
0.
02
0.
03
0.
04
0.
05
τ2 / [s2]
R
2in
h  
/ [s
−
1 ]
D = 1E−9
D = 5E−10
D = 1E−10
D = 5E−11
D = 1E−11
D = 5E−12
10 % error
Zero−line
0.000 0.002 0.004 0.006 0.008 0.010
0.
0e
+0
0
5.
0e
−0
8
1.
0e
−0
7
1.
5e
−0
7
2.
0e
−0
7
2.
5e
−0
7
z / [m]
B(
z) 
/ [T
]  
Linear model
Quadratic model
The Self-Diffusion
Coefficient of Bulk
Fluid Molecules
Probed by
Transverse
Relaxation
Measurements in
an Inhomogeneous
Magnetic Field
Master Thesis
Espen Hagen
Blokkdal
June 2014

We shall not cease from exploration
And the end of all our exploring
Will be to arrive where we started
And know the place for the first time.
T. S. Elliot
II
Abstract
The possibility for performing self-diffusion measurements by Carr-Purcell-
Meiboom-Gill (CPMG) experiments using the inherent magnetic field inho-
mogeneities as a gradient field were tested for six sample molecules, using a
Maran Ultra NMR instrument with a 0.5 T permanent magnet. The method
tested assumed that the magnetic field inhomogeneities could be approxi-
mated by a linear gradient, and the estimated parameter representing the
magnetic field inhomogeneities in this model have been estimated to 25 µT2
m−2. The estimated diffusion coefficients were within 10-20 % of literature
values, except for some samples, where convection was a problem The esti-
mated field gradient have also been estimated from a Hahn echo experiment,
and found to be consistent with the estimate from CPMG. The data obtained
have also been used to probe the form of the magnetic field inhomogeneities,
and have been found to be well described by a parabolic approximation. Some
generalizations of the CPMG-signal was done to account for the parabolic
form, which allows the CPMG-signal to be modified by introducing a correc-
tion function K, revealing the dependency of the sample height L, vertical
displacement of the sample, `, and the form of the NMR tube used.
Sensitivity analysis for the diffusion coefficient have been included, indi-
cating that the diffusion coefficient may be detected as low as 10−11 m2 s−1
at the instrument used. The sensitivity of the K-function for the various
parameters have also been included, revealing the sample height as the most
influential parameter.
The suitability for the free induction decay (FID) as an experiment for
determining the transverse relaxation time have also been tested, and have
been indicated to be unsuited for instruments with magnetic field inhomo-
geneities.
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Abbreviations
BTE Bloch-Torrey equation
CPMG Carr-Purcell-Meiboom-Gill
DMSO Dimethyl sulfoxide
FID Free Induction Decay
GNA Gauss-Newton algorithm
MRI Magnetic Resonance Imaging
NMR Nuclear Magnetic Resonance
R Open-source programming language. Specialized for statistical computing
and data analysis
r.f. Radio frequency
THF Tetrahydrofuran
Mathematical symbols and notation
A, a A scalar
Written in italics
A, a A vector
Written in boldface
Elements denoted Ai, ai
VII
A A matrix
Written as blackboard capitals
Elements denoted Aij
〈A〉 The ensemble average of A
δA The uncertainty in A
i, j,k The Cartesian unit vectors
The unit vector k will be taken to be parallel to B
ı The irrational number
ı =
√−1
∇ The gradient operator
Written ∇ = i ∂
∂x
+ j ∂
∂y
+ k ∂
∂z
in Cartesian coordinates
∇2 The Laplacian operator
Written ∇2 = ∂2
∂x2
+ ∂
2
∂y2
+ ∂
2
∂z2
in Cartesian coordinates
Latin letters
B The magnetic flux density
ci Concentration of component i
D Diffusion coefficient
F The Fourier transform
G1 The magnetic field gradient
G2 The magnetic field curvature
g The acceleration due to gravity
g = 9.81 m s−2, [1]
Gr The Grashof number
J Scalar J-coupling constant
J Flux
k The ratio G2/G1
VIII
kB The Boltzmann constant
kB = R/NA = 1.38062259 · 10−23 ± 43 · 10−26 J K−1, [1]
L Sample height
` Vertical displacement of NMR tube
Mˆ Normalized magnetization
M Magnetization vector
m Magnetic moment of a spin particle
NA The Avogadro constant
NA = 6.02216940 · 1023 ± 6.6 · 1020 mole−1, [1]
n¯i Number density of component i
P The propagator
Pr The Prandtl number
R The universal gas constant
R = 8.3143435± 42 · 10−3 J mole−1 K−1, [1]
r0 The radius of the bottom hemisphere of a NMR tube
Ra The Rayleigh number
T Absolute temperature
Greek letters
α The coefficient of thermal expansion
γ The gyromagnetic ratio
γ1H = 267.552 · 106 rad s−1 T−1, [2]
∆∞ Limiting relaxation rate without the zero-correction R2
δ(r) Dirac delta-function
Θ The characteristic temperature difference
κ Thermal diffusion coefficient
IX
ν Kinematic viscosity
ρ The ratio r0/L
ρi Mass density of component i
τ Inter-pulse time
ω Resonance frequency
Relaxation-related symbols
T1 Longitudinal relaxation time
R1 Longitudinal relaxation rate
R1 ≡ (T1)−1
T2 Transverse relaxation time
R2 Transverse relaxation rate
R2 ≡ (T2)−1
T ∗2 Apparent T2
R∗2 Apparent R2
R∗2 ≡ (T ∗2 )−1
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Chapter 1
Introduction
1.1 Background
It is well known that Nuclear Magnetic Resonance (NMR) experiments such
as the Hahn echo experiment, [3] and the Carr-Purcell-Meiboom-Gill (CPMG)
experiment, [4, 5], may be used to probe self-diffusion in the presence of
magnetic field gradients. Especially the CPMG-experiment has been applied
to probe diffusion in various porous media where magnetic field inhomo-
geneities arise due to variations in the magnetic susceptibilities of the porous
matrix, [6, 7].
Parallel to the work on characterizing how the magnetic field inhomo-
geneities in a porous media affects the NMR signal is the generalizations of
the various model equations to account for magnetic field inhomogeneities
and diffusion. The first major work was the improvement of the Bloch-
equation, [8], by Torrey to include diffusion, [9]. The original papers of
Hahn, Carr, Purcell, Meiboom and Gill assumed a linear gradient in the
magnetic field. However, generalizations to account for more general models
such as the parabolic magnetic field have been made, [10].
There are a number of reasons to perform self-diffusion measurements,
which range from applications in the petroleum industry, [7], paint develop-
ment, [11, 12], for the development of conservation techniques in archeology,
[13], and identifying fruit juice, [14]. In medicine, diffusion measurements
using Magnetic Resonance Imaging (MRI) are used in order to examine how
water moves in tissue, allowing for a non-invasive examination, [15]. In ad-
dition, self-diffusion is an important factor in chemical engineering as it may
be the rate-limiting factor for a given process, [16]. Therefore, self-diffusion
measurements are relevant for actors in chemistry, medicine, and engineering.
The conventional technique for performing diffusion measurements is Pulsed
Field Gradient (PFG) NMR, [17]. The principle of PFG is the application of
1
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a gradient in the magnetic field across the sample by use of a gradient coil.
The spatial variation of the local magnetic fields acts as a way of “labeling”
the molecules, which in turn allows for estimating the diffusion coefficient
and other properties related to translational motion.
Diffusion measurements by PFG does have some advantages over CPMG.
The most immediate is the fact that PFG-techniques are established, and
have been used for a wide variety of purposes with great success, [17, 18].
During this research project, some limitations regarding which systems
that might be probed by CPMG for diffusion measurements were noted.
These limitations will be commented on in chapter 5.
1.2 Motivation
The main goal of this project has been to examine the possibility for deter-
mining the self-diffusion coefficient of bulk fluids using CPMG experiments
only, without implementing the gradient coils that provides the magnetic field
gradients. It is these coils that is the typical “diffusion hardware”. Other goals
have been to
• Investigate the practical/experimental limitations and advantages of
using CPMG-experiments to measure self-diffusion
• Derive models accounting for the effects of an inhomogeneous magnetic
field on the various experiments used
• Derive model equations for extracting the diffusion coefficient D
• To identify the parameters (sample height, shape of sample tube and
sample position in the magnetic field) and their significance on the
NMR signal
By now, it should be clear why the self-diffusion measurements are done
and why various actors are interested in making diffusion measurements. As
pr. 30.04.2014, the price for a NMR instrument similar to the one in this
work, set up to do conventional diffusion measurements by PFG-NMR is
quoted by Anvendt Teknologi as 750 000 NOK∗, whereas the same equip-
ment without these components is quoted as 500 000 NOK. As the “diffusion
hardware” adds another 50 % to the instrumental cost it is of interest to know
that simple diffusion measurements may be performed by simple CPMG ex-
periments without the need for these components.
∗Pr. 30.04.2014, 1 NOK = 0.120805 e=0.167455 $ = 0.0993140 £
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1.3 Outline of Thesis
Chapter 2 reviews the relevant theory of diffusion and NMR. This chapter
also contains some generalizations of the free induction decay (FID), Hahn
echo and CPMG signal as they are highly relevant to the discussion of the
results.
Chapter 3 reviews the experiments used for obtaining the data sets to-
gether with how they were treated numerically. The various pulse sequences
are presented in this chapter.
Chapter 4 reviews the experimental information about the samples and
experimental settings used. A modification of the experiments for systems
with long longitudinal relaxation times is also presented here.
Chapter 5 presents the results obtained and the discussion of these. All
relevant parameters that can be estimated from the raw data are presented
here, such as relaxation times and diffusion coefficients.
Chapter 6 presents the conclusions that can be drawn from the derived
equations and experimental results.
Appendix A presents an algorithm for producing a list of time values
that ensures evenly spacing of the recorded intensities when performing an
inversion recovery-experiment together with an implementation as an R -
script. This was used when performing inversion recovery-experiments in
order to estimate the longitudinal relaxation time T1 for the various systems
used.
Appendix B presents the worked results of a steady-state magnetization
when dealing with systems with long T1. These results have been used to
perform some of the measurements, as it allows for faster experiments. The
appendix also includes simulations showing how fast such a steady-state mag-
netization is established.
Appendix C includes the scripts written for analyzing the CPMG-data
and producing the CPMG-curves.
Appendix D shows how a second-order magnetic field inhomogeneity af-
fects the CPMG- and Hahn echo responses within a cylindrical sample. This
gives the basic idea on how to derive the expression presented by the end of
chapter 2 and in [19].
1.3.1 The B-field vs. the H-field
In several of the references given in this thesis, the original equations were
expressed in terms of the H-field, the magnetic intensity given in SI-units of
Ampere pr. meter, whereas they are here expressed in terms of the B-field,
the magnetic flux density given in SI-units of Tesla. In most materials, these
3
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are proportional and in the same direction with the proportionality constant
being the magnetic permeability, [20].
4
Chapter 2
Theory
The scope of this chapter is to give an introduction to the general theory and
the equations used to design experiments and treat the obtained data.
2.1 Concepts of Diffusion
One of the most fundamental transport processes of any solution is diffusion.
There are two forms of diffusion: one is the flux due to gradients in any
form of potential, such as chemical potential, free enthalpy, free energy etc.
This will hereafter be referred to as gradient-driven diffusion or macroscopic
diffusion. The other form is due to molecular collisions, resulting in random
motion. This will hereafter be referred to as self-diffusion.
2.1.1 Gradient-Driven Diffusion
The first work on gradient-driven diffusion was on inhomogeneous mixtures
studied from a macroscopic point of view. The results of this work can be
formulated as Fick’s first law of diffusion, [21];
J = −D · ∇n¯ (2.1)
with J being the flux, n¯ = ∂n/∂V being the number density, ∇ the gradient
operator and the self-diffusion tensor D, giving the general expression for
the flux of the components in a N -nary mixture. The diffusion tensor D can
usually be replaced by a diffusion coefficient D as macroscopic techniques can
not easily distinguish between the different modes of diffusion. In the case
of self-diffusion, the diffusion tensor is replaced by a self-diffusion coefficient.
In either case, the above equation then simplifies to
J = −D∇n¯ (2.2)
5
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2.1.2 Self-diffusion
When there is no macroscopic diffusion, it becomes possible to observe self-
diffusion in a system. Self-diffusion, also known as Brownian motion or ran-
dom walk, is the random motion of particles that stems from the properties
of matter; matter consists of atoms that never stand still, and this constant
motion leads to collisions that is observable on a microscopic scale, [22]. In
order for the self-diffusion not to be obscured by gradient-driven diffusion,
it is necessary to minimize any gradients, as even relatively small gradients
will induce a flux several orders of magnitude larger than the self-diffusion.
The law that governs self-diffusion is easily derived by assuming incompressibility
of the liquid, that is;
∇ · v = 0 (2.3)
with v being the velocity field of the liquid. This follows when the num-
ber density n¯ is assumed to be constant, which is equivalent to assuming
conservation of mass and that no chemical reactions take place. From fluid
mechanics, conservation of mass may be expressed as, [23];
∂n¯
∂t
= −∇ · (n¯v) = −n¯∇ · v − v · ∇n¯ = −∇ · J (2.4)
and by substituting eq. 2.4 into eq. 2.2, with the use of eq. 2.3, the obtained
equation is
∂n¯(r, t)
∂t
= D∇2n¯(r, t) (2.5)
where ∇2 is the Laplacian operator. Equation 2.5 is referred to as the self-
diffusion equation, and the solutions with appropriate boundary conditions
yields the corresponding forms of the diffusion. Equation 2.5 might be ex-
pressed in terms of mass density ρ or concentration c by proper substitution.
If the solution of the self-diffusion equation is taken as a probability of
a particle moving in a certain direction, the number density n¯ might be
substituted with the propagator, P , which is dimensionless. This transform
might be seen as simply scaling the equation by P = n¯
n¯0
with n¯0 being a
suitable scaling of number density. This gives:
∂P (r, t)
∂t
= D∇2P (r, t) (2.6)
with the solution of eq. 2.6 dependent on the imposed boundary conditions.
The most simple solution, useful for illustrating the nature of self-diffusion,
is that of free, isotropic diffusion with the initial condition of a particle at
origin. The initial condition is then represented by the Dirac delta-function,
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P (0, 0) = δ(r) and the boundary condition as P (r → ∞, 0) → 0. Under
these assumptions, the Laplacian might be rewritten as
∇2 → ∂2/∂ξ2
with ξ as the distance the particle travels from the origin, replacing r.
Equation 2.7 then reads
∂P
∂t
= D
∂2P
∂ξ2
(2.7)
The solution might be obtained by Fourier transform. The general form
of the Fourier transform will be taken as, [24];
f˜(ω) = F {f(t)} = 1√
2pi
∫ ∞
−∞
f(t)e−ıωtdt
with the inverse transform given as
f(t) = F−1
{
f˜(ω)
}
=
1√
2pi
∫ ∞
−∞
f˜(ω)eıωtdω
when the kernel of the Fourier transform is taken to be e−ıωt.
When the Fourier transform is applied to eq. 2.7 with kernel e−ıkξ, the
equation transforms as:
F
{
∂P (ξ, t)
∂t
}
=
dP˜ (k, t)
dt
= F
{
D
∂2P (ξ, t)
∂r2
}
= −k2DP˜ (k, t)
or, a little tidier,
dP˜ (k, t)
dt
= −k2DP˜ (k, t)
This is a first order equation with solution
P˜ (k, t) = P˜ (k, 0)e−k
2Dt
The solution P (ξ, t) is then obtained by inverse transform:
P (ξ, t) = F−1
{
P˜ (k, 0)e−k
2Dt
}
=
1√
4piDt
e−ξ
2/4Dt (2.8)
with initial condition P (0, 0) = δ(ξ). The solution to eq. 2.8 might be found
using Green’s functions and the appropriate Green-function may be found in
[17].
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The isotropic diffusion of a molecule from a point ξ is then seen to be
symmetrical and have a Gaussian shape, signifying the random form of Brow-
nian motion. As the Gaussian distribution is a probability density function,
the mere shape supports that self-diffusion is a random process.
The solution in terms of number density, mass density or concentration
may then be expressed as
n¯(r, t) =
n¯0
(4piDt)3/2
e−r
2/4Dt (2.9a)
ρ(r, t) =
ρ0
(4piDt)3/2
e−r
2/4Dt (2.9b)
ci(r, t) =
ci,0
(4piDt)3/2
e−r
2/4Dt (2.9c)
when ξ is generalized to r for the sake of consistency. As this is a generaliza-
tion from one to three dimensions, the pre-exponential scaling factor must
be raised to the power of three. The coefficients n¯0, ρ0 and ci,0 are taken to
be the initial conditions.
The root-mean-square (rms) distance a molecule travels in the time t is
defined as
ξrms(T, t) =
√
〈ξ2〉 =
(∫ ∞
−∞
ξ2Pdξ
) 1
2
=
√
2D(T )t (2.10a)
where T is absolute temperature. When generalized to three dimensions:
rrms(T, t) =
√
6D(T )t (2.10b)
2.1.3 The Arrhenius-type Equation
The temperature dependency of the diffusion coefficient is frequently found
to be described by an Arrhenius-type equation, [25];
D(T ) = D0e
−∆E/RT (2.11)
with R being the gas constant and D0 is a pre-exponential factor, which can
be viewed as a limiting diffusion coefficient in the limit T → ∞. The term
∆E is the activation energy for the process [16].
Equation 2.11 is usually valid for solids and liquids. For liquids, the
concept of an activation energy is not well-defined, and should be regarded
as a pseudo activation energy. For a liquid, it is perhaps better to interpret it
as a rate limiting property of the diffusion, as listed in table 2.1, as it is then
the parameter defining the three different magnitude regimes of diffusion.
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Table 2.1: Regimes of diffusion depending on the ratio ∆E/RT .
Thermal energy regime Diffusion regime
RT  ∆E =⇒ D(T ) ≈ D0
RT ≈ ∆E =⇒ D(T ) ≈ D0/3
RT  ∆E =⇒ D(T ) D0
9
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2.1.4 Convection
The term convection is used about mass transport in a system due to temperature
gradients, ∇T . While some authors uses convection as the cumulative trans-
port due to the bulk motion of the fluid and the Brownian motion displayed
by the molecules of the sample, [26], the term will here be used only for the
bulk transport of the fluid, in accordance with [23].
In fluid mechanics, convection is usually discussed in terms of the Rayleigh
number, Ra. The Rayleigh number is a dimensionless number that is the
product of the Prandtl number, Pr, and the Grashof number, Gr, [23];
Ra = Pr ·Gr (2.12)
where the Prandtl number Pr is a characteristic property of a compound,
defined as the kinematic viscosity, ν, over the thermal diffusion coefficient, κ
so that Pr = ν/κ.
The Prandtl number is therefore the ratio of momentum diffusivity to
thermal diffusivity. As the Prandtl number includes no variables, only com-
pound parameters, it may be regarded as a compound parameter itself.
The general significance of the Grashof number is the ratio of buoyancy to
viscous forces acting on the fluid, implying that the Rayleigh number is the
ratio of the buoyancy-driven flow to the thermal flow. When the Rayleigh
number exceeds a critical value, the heat transport is primarily in the form
of convection. When the Rayleigh number is below the critical value, the
heat transport is in the form of heat conduction. If ∇T = 0, there is no heat
transport. The critical Rayleigh number, Rac, is estimated to, [27];
Rac ≈ 1708
and gives the limit at which the viscous forces balances the buoyancy.
The Grashof number, needed for determining the Rayleigh number, is
dependent on the geometry of the problem. For a NMR tube, the problem is
a 2D problem, as the flow in each point may be assumed dependent on the
vertical position along the NMR tube, z and the distance from the center, r.
If there exist a dominating length scale L, the Grashof number for this
geometry is given as, [23];
Gr =
gαΘL3
ν2
(2.13)
where g is the acceleration due to gravity, α is the coefficient of thermal ex-
pansion, L is the characteristic length of the geometry and Θ is the characteristic
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temperature difference. Here, L is given by the sample height. The assump-
tion that there is a dominating length scale is necessary in order to ignore
temperature variation in other directions and assume a problem on an 1D
form. Here, it is therefore assumed that the temperature only varies with z
and not with r. This gives the Rayleigh number as:
Ra =
gαΘL3
νκ
(2.14)
The assumption that the convection is described in terms of the Rayleigh
number holds as long as the temperature difference ∆T < ∆cT where ∆cT
is a critical temperature difference. When ∆T < ∆cT , the flow is in form of
Bénard flow, which is a circular flow from the bottom of the tube to the top
of the tube as the hotter liquid rises. As the liquid cools, it sinks, giving the
flow pattern of Bénard flow a time-independent profile as the flow pattern in
a given point in the fluid does not change with time, [28]. At ∆T > ∆cT ,
this flow is dominated by turbulent motion, leading to a non-symmetric flow
and a time-dependent flow pattern no longer well-described by the Rayleigh
number [29].
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2.2 Concepts from Nuclear Magnetic Resonance
Theory
2.2.1 The Magnetization Vector
The various experiments in NMR relies on perturbing the macroscopic mag-
netization vector, M;
M =
∑
i
mi = V
−1
∫
V
m d3r (2.15)
where m is the magnetic moment of a spin particle by application of radio-
frequency pulses acting with a torque on the magnetization vector. As the
experimental method used for this thesis was 1H-NMR, the spin properties
of the proton is of particular interest.
If an ensemble of protons is placed in an external magnetic field, the spin
orientation will be divided into two states, one along the external B-field and
one in opposition to this field [2].
This population difference between the two states turns out to follow the
Boltzmann distribution, [2];
Nα
Nβ
= e−∆E/kBT = e−}γB/kBT (2.16a)
or
Nα/β = N0e
∓}γB/2kBT (2.16b)
where α denotes the state along the B-field, and β denotes the state in
opposition to the B-field. The constant } is the reduced Planck constant.
The total number of spin particles is denoted N0, and Nα/β denotes the
population of the α or β state.
The population difference between the two states then becomes
∆N = Nα −Nβ = N0e}γB/2kBT −N0e−}γB/2kBT (2.17)
where the exponent may be expanded as a first-order Taylor series under the
assumption that kBT >> }γB such that
∆N = Nα −Nβ ≈ N0
2
(
1 +
}γB
2kBT
)
− N0
2
(
1− }γB
2kBT
)
=
N0}γB
kBT
(2.18)
gives the population difference as a function of temperature in a magnetic
field. The magnitude of the magnetization vector M is proportional to
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∆N . The assumption that kBT >> }γB is usually valid under normal
experimental conditions. This population splitting is called the Zeeman-
splitting, [2].
2.2.2 The Bloch-Torrey - equation
The phenomenological equation for the behavior of the magnetization vector
is given by Bloch, [8], and Torrey, [9], as:
M˙ = γM×B︸ ︷︷ ︸
Free precession
−
(
Mx
T2
i +
My
T2
j +
Mz −M0
T1
k
)
︸ ︷︷ ︸
Relaxation
+D∇2M︸ ︷︷ ︸
Diffusion
(2.19)
where the dot denotes time derivative, Mi are the components of the mag-
netization vector and M0 is the magnitude of the magnetization vector at
t = 0. The time constants Ti are reviewed in section 2.2.4 and 2.2.5, and
T1 is known as the longitudinal relaxation time and T2 as the transverse
relaxation time. The braces under each term is what the process in each
term is conventionally named. Each process is typically measured experi-
mentally by preparing the sample such that all other terms vanish. These
processes will be reviewed further in the following sections. Equation 2.19
is conventionally named the Bloch-Torrey–equation (BTE). The components
of the magnetization and the magnetic field are generally dependent on time
and spatial coordinates.
2.2.3 Free Precession
For a system of spins exposed to an external, constant magnetic field Bext =
Bextk, the BTE simplifies to
M˙ = γM×Bext (2.20)
as no relaxation processes takes place and M is assumed to be time-dependent
only, thus ignoring diffusion.
The direction of Bext is set as direction for the z-component in the
laboratory frame of reference.
In order to solve this partial differential equation (PDE), with Bext =
B0 +ω/γ with ω being the angular velocity of the magnetization vector and γ
being the gyromagnetic ratio. Here, B0 is the static part of the external field,
while the term ω/γ is the result of the precession motion of the magnetization
vector.
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The cross product then becomes:
M˙ = γM×Bext = γ (MyBexti−MxBextj + 0k)
and as there is no z-component, this may be written M+ = Mx + ıMy so the
equation rewrites as:
M˙ = −γM+Bext (2.21)
with solution
Mx = <
{
M+
}
= M0 cos(γBextt) (2.22a)
My = =
{
M+
}
= M0 sin(−γBextt) (2.22b)
or
M+ = Mx + ıMy = M0e
−ıγBextt (2.23)
If presented in the rotating frame of reference, it is enough to set
ω → −γB0 ∴ M+ = M0
The rotating frame of reference will be used hereafter in order to simplify
the different solutions to the BTE. The transform
ω = −γB (2.24)
is known as the Larmour frequency, and gives the resonance frequency for a
spin particle in a magnetic field [2].
In experimental settings, the signal is usually obtained in the form of
eqs. 2.22a and 2.22b. One way to obtain a non-complex signal is to take the
modulus of the signal. Alternatively, the largest part can be used if much
larger than the other. When the latter is true, the signal is said to be “on
resonance”.
2.2.4 Longitudinal Relaxation
The first time-parameter in the BTE, T1, is known as the spin-lattice relaxation
time or the longitudinal relaxation time. The latter will be used in this
thesis. The inverse is known as the spin-lattice relaxation rate and is denoted
R1 ≡ 1/T1.
The physical interpretation of the longitudinal relaxation time is that it
is the characteristic time for the z-components of the magnetization vector
M to return to the Boltzmann-distributed state when perturbed from the
Zeeman-splitting by the application of r.f.-pulses, as seen by solving eq. 2.19,
with appropriate boundary conditions [30].
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2.2.5 Transverse Relaxation
The second time-parameter in the BTE, T2, is known as the spin-spin relaxation
time, or the transverse relaxation time. The latter will be used in this
thesis. The inverse of T2 is sometimes used and referred to as the longitudinal
relaxation rate and denoted R2 ≡ T−12 .
The physical interpretation of the transverse relaxation time is that it is
the characteristic time for the xy-components of the magnetization vector
M to return to a state of zero magnitude in the xy-plane, as the spins turn
to a state of randomized orientation when they are no longer subject to the
Zeeman-splitting induced by the external magnetic field, as seen by solving
eq. 2.19 with appropriate boundary conditions.
It can be shown that for compounds dominated by dipole-dipole relaxation,
T1 = T2 [30].
2.2.6 Single-Spin and Multi-Spin Systems
If the local Larmour frequency for a spin particle is the same for all spin
particles of the same kind in a compound, the compound is said to be a single-
spin system. All single-spin systems are characterized by a single longitudinal
and transverse relaxation time.
If the compound is characterized by more than one longitudinal and
transverse relaxation time, the compound is said to be a multi-spin sys-
tem. The reason why multi-spin systems have more than one relaxation time
is that the local magnetic field is dependent on the magnetic field from the
chemical environment.
On low-field NMR instruments, some multi-spin systems may be approx-
imated as single-spin systems as the resonance frequencies may not be suf-
ficiently separated. In this thesis, this approximation have been applied to
1-pentanol and tetrahydrofuran (THF).
2.3 Relaxation Mechanisms
In the following sections, the relaxation mechanisms present in the com-
pounds that were used in the experimental work are reviewed. Although the
effect of locally varying magnetic fields due to chemical environment, that is,
chemical shift-anisotropy, gives rise to relaxation, it is negligible compared
with the mechanisms discussed below and therefore omitted.
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2.3.1 Dipole-Dipole Relaxation
The relaxation mechanism present in all compounds that were studied is
the dipole-dipole relaxation, caused by the interaction between the dipole
moments. As the dipole moment decay as
|md(r)| ∝ γ}r−3
and the dipole-dipole relaxation mechanism is a short-range interaction, de-
caying as
|md ·md| ∝ γ2}2r−6
As the magnetic moment is proportional to the gyromagnetic ratio, the effect
is most prominent in 1H-NMR, as it has the largest known gyromagnetic
ratio. The effect of coupling between protons and other nuclei may therefore
be neglected. For distances over ca. 0.5 nm, the interaction is practically
negligible. The effect occurs both as intra- and intermolecular interactions,
[2].
2.3.2 Relaxation by J-Coupling
The relaxation due to indirect dipole-dipole coupling through bonding elec-
trons is known as J-coupling. To a good approximation, J-coupling is an
intramolecular effect, and may be characterized by the J-coupling constant
between the coupled spin particles. As J-coupling perturbs the relaxation
process, compounds with J-coupling will not have the same behavior as those
whose relaxation process is dominated by dipole-dipole coupling, [2].
2.4 Signal Forms
The dipole-dipole coupling and J-coupling will, in a perfectly homogeneous
magnetic field, yield a relaxation time unique for a spin particle in a given
chemical environment, as the effect from dipole-dipole and J-coupling stems
from the transfer of magnetic moment between spin particles. This is used in
structural NMR to investigate the structure and coupling scheme of organic
molecules, [31].
If the external magnetic field is inhomogeneous, this will yield a spatial
dependency of the local magnetic field, giving a spatial dependency of local
Larmour frequencies as ω(r) = −γB(r). The FID, Hahn echo and CPMG
experiments are all sensitive to inhomogeneities, as the spatial dependency
of the Larmour frequencies affects the apparent relaxation rate, [32, 17].
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For 1-pentanol, which might be approximated as a two-spin system for a
low-field instrument as used in this work, the effect of J-coupling must also be
taken into consideration. It can be shown that J-coupling in inhomogeneous
magnetic fields lead to a modulation of the form
1
T ∗2
=
1
T2
+ ∆∞
(
1− sinc(piJ)) (2.25)
with J being the scalar coupling constant for the two spins, ∆∞ is the limiting
relaxation rate without the zero-correction 1/T2, and T ∗2 is the apparent
longitudinal relaxation time [33]. The sinc-function is defined as sinc(y) =
sin(y)/y.
2.4.1 The Free Induction Decay in a Linear Magnetic
Field
When dealing with the FID, generalization of the signal model was deemed
necessary. A generalization taking the magnetic field inhomogeneities into
account follows.
Starting with the normalized FID-signal in the laboratory frame of refer-
ence:
Mˆ(t) = e
− t
T2
−ıγBt (2.26)
and assuming B = B(z) to have a linear dependency such that it may be
approximated by its first order Taylor expansion
B(z) =
N∑
n=0
1
n!
∂nB
∂zn
∣∣∣∣
z=0
= B(0) +
∂B
∂z
z ≡ B(0) +G1z (2.27)
and by gauge invariance B(0) may be defined as B(0) ≡ 0. As 2.26 now
depends on both z and t, the time-dependent signal may be retained by
averaging z out:
Mˆ(t) =
〈
Mˆ(z, t)
〉
= L−1
∫ `
0
e
− t
T2
−ıγG1ztdz (2.28)
with L as the total sample height. By the transform ζ = z − L/2, yielding
dζ = dz, and the integral taken between the boundaries ±L/2, the integral
17
2.4. SIGNAL FORMS CHAPTER 2. THEORY
in eq. 2.28 takes the form
Mˆ(t) = L−1
∫ L/2
−L/2
e
− t
T2
−ıγG1ζtdζ
=
e−t/T2
−ıγLG1t
[
e−ıγG1ζt
]`/2
−L/2
=
e−t/T2
−ıγLG1t
(
e−ıγG1Lt/2 − eıγG1Lt/2)
=
e−t/T2
−ıγLG1t2ı sin (−γG1Lt/2) (2.29)
where the complex definition of the sine-function is used;
sin(θ) =
eıθ − e−ıθ
2ı
The solution then appears as
Mˆ(t) = e−t/T2sinc (γG1tL/2) (2.30)
The negative sign is canceled as the sinc-function is an even function.
This model does not take diffusion into account, only the magnetic field
inhomogeneities. An example of how to take diffusion into account is given
in [10]. This model has not been used here as it is outside the scope of this
thesis and the derived model proved sufficient.
2.4.2 Inversion Recovery-Signal
Solving eq. 2.19 with the boundary conditions
M(0) = −1 and M(t→∞) = 1
the solution is found to be
Mˆ(t) = 1− 2e−t/T1 (2.31)
with Mˆ(t) = M(t)/M(0). The longitudinal relaxation time, T1, may then be
obtained by fitting the data to a 3-parameter model
M(t) = A−Be−t/T1 (2.32)
without restricting the values of A or B as the condition A = 2B is not always
met. This is usually due to τmin being too long or τmax being too short, or a
combination. Here, τ is the time values used during the experiments to build
the recovery curve. The signal may also be affected by the r.f.-pulses, which
are highly inhomogeneous themselves.
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2.4.3 Hahn Echo-Signal
The Hahn Echo experiment is described in the following chapter. For now,
only the retrieved signal will be discussed.
The signal from the Hahn echo experiment takes the form, [32];
Mˆ(τ) = e−2τ/T2e−2D(γ
∂B
∂z )
2
τ3/3 = e−2τ/T2e−2D(γ
∂B
∂z
)2τ3/3 (2.33)
where Mˆ(τ) = M(τ)/M(0) is the normalized intensity and τ is the time
between pulses, and ∂B
∂z
is the effective gradient. It is assumed that ∂B/∂z =
G1, that is, a linear gradient.
The experiment is then repeated with a new value of τ . Applying a list
of τ -values gives the resulting Hahn echo-curve.
The term including the diffusion coefficient D stems from the varying
Larmour frequency as B has a spatial dependency.
2.4.4 CPMG-Signal
As the CPMG–experiment is essentially a successive sequence of Hahn echoes
with equal inter-time spacing, the signal of a CPMG–experiment composed
of N echoes takes the form
Mˆ(t = 2Nτ) =
N∏
n
e−2τ/T2e−2D(γ
∂B
∂z
)2τ3/3
= e−2Nτ/T2−2ND(γ
∂B
∂z
)2τ3/3
= e−t/T2−tD(γτ
∂B
∂z
)2/3 = e−t/T
∗
2 (2.34)
when the echo time t = 2Nτ is introduced. The apparent transverse relaxation
time T ∗2 , observed experimentally, then takes the form:
1
T ∗2
=
1
T2
+
D
3
(
γτ
∂B
∂z
)2
(2.35a)
or equivalently, introducing the transverse relaxation rate R2 = 1/T2 and by
assuming a linear dependency in B, the apparent relaxation rate takes the
form:
R∗2 = R2 +
D
3
(γτG1)
2 (2.35b)
where R2 and 13Dγ
2G21 may be found from linear regression, identifying τ 2
as the variable.
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In order to distinguish between the true and the apparent transverse
relaxation time, the former is denoted T2 and the latter T ∗2 . In the ab-
sence of a gradient field, the apparent T ∗2 becomes the true T2 as ∂B/∂z
approaches zero. It should be noted that T ∗2 in itself has no physical signif-
icance. It is simply the sum of the inherent 1/T2 and the diffusion-sensitive
term 1
3
D
(
γ ∂B
∂z
τ
)2.
2.4.5 Generalizations of the CPMG-signal
So far the considered model for the CPMG-signal has been that of a linear
gradient field, i.e.
B(z) = B(0) +G1z
where effects of vertical translation may be ignored as any vertical translation
and sample geometry might be removed due to the gauge invariance of B(0).
A proposed model, accounting for a second-order gradient field must take
the geometry of the sample tube into consideration, as some NMR-tubes have
a hemisphere end and therefore yields a smaller signal due to the reduced
amount of sample in this part of the tube. The proposed model is, [19];
1
T ∗2
=
1
T2
+
Dγ2G21
3
(
(1 + 2k`) +
6− ρ2
3− ρ k(1 + 2k`)L+
4− 2
5
ρ3
3− ρ k
2L2
)
=
1
T2
+
Dγ2G21
3
K(k, `, L, ρ) (2.36)
with ` being the vertical shift of the NMR tube from a reference position
along the z-axis, L being the total sample height, and k = G2/G1 is the
ratio between the second- and first-order term in the assumed form of the
magnetic field. The parameter ρ = r0/L is the ratio between the radius
of the hemisphere, r0, and the total sample height. The sum within the
large parenthesis may be written as a correction function K(k, `, L, ρ) =
(1 + 2k`) + 6−ρ
2
3−ρ k(1 + 2k`)L +
4− 2
5
ρ3
3−ρ k
2L2. A simplified version is derived in
appendix D on page 99, assuming a cylindrical geometry for simplicity and
` = 0.
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Methods
This chapter reviews the experiments used together with a short discussion
of the treatment of the obtained data.
3.1 NMR Pulse Sequences
This section describes the various NMR-pulse sequences used in this work.
As the NMR-instrument is a well-established instrument, the description
of the instrumental set-up is omitted in this thesis. The interested reader is
referred to [2].
3.1.1 The Free Induction Decay
The free induction decay experiments consists of a single r.f.-pulse designed
to flip the magnetization vector from the equilibrium state parallel to the
external B-field into the xy-plane, [2]. This type of pulse is denoted a pi
2
-pulse.
As the spins are no longer subject to the Zeeman-splitting, the magnetization
decays as the spins dephase in the xy-plane. It is the measurement of this
decay that gives the FID-signal. This is the previously mentioned transverse
relaxation.
A sketch of the FID pulse sequence is provided in fig. 3.1. In this figure,
and the subsequent provided, the gray block denotes a r.f.-pulse and the
following curve denotes the signal. The subscripts x and y are used to denote
along which axis the pulse is applied, so a
(
pi
2
)
x
-pulse is applied to flip the
magnetization in the x-direction. If this pulse is followed by a piy-pulse, the
magnetization is reflected around the y-axis into the −x axis. For more
complicated pulse-sequences, such as the CPMG-experiment, the direction
of the pulses are usually alternated when repeated in order to avoid a build-
up effect if the applied pulses used are non-uniform. This is known as phase
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cycling, and is omitted from the rest of this thesis. See [2] for further reading.
 
 
(pi
2
)x
Figure 3.1: A sketch of the free induction decay (FID)–experiment.
Sometimes, the FID-experiment is used to estimate T2. As documented
in section 5.2, this should be avoided unless performed using an instrument
with the opportunity for shimming the applied magnetic field, as shimming
is used to minimize magnetic field inhomogeneities.
Another issue with estimating T2 from the FID is that there is a time
interval between the end of the pulse and the when detector coil starts to
detect the signal. This is due to the strong electrical currents induced in the
coil by the r.f.-pulse. Therefore, there is a time delay between the two events,
in order for the currents to die out. In this time interval, valuable information
about the initial form of the the signal may be lost for systems with short
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T2 in form of the initial intensity, which makes this form of estimation of T2
even more flawed.
3.1.2 The Inversion Recovery–Experiment
The inversion recovery–experiment consists of a pi-pulse that inverts the mag-
netization vector before relaxation takes place. After a time τ , a pi
2
-pulse is
applied in order to flip the remaining magnetization into the xy-plane where
the remaining magnetism is detected. The experiment is then repeated with
different values of τ in order to build a so called inversion recovery curve, [2].
A sketch of the experiment is provided in fig. 3.2.
The experiment is used to estimate T1, which is then used for estimating
the repetition delay between successive experiments. The repetition delay is
the waiting time between two successive experiments in order to establish a
magnetization vector to use during the experiment. Consensus is to use a
repetition delay equal to 5T1, although sometimes 3T1 is used. The former
recover ≈ 99 % of the magnetization and the latter ≈ 95 %, assuming the
magnetization to be recovered lies somewhere in the xy-plane.
In the case of the inversion recovery–experiment, the signal initially has
a negative magnitude. When working with the modulus of the signal, the
correct form of the signal is retained if the sign of the signal is set to be
the same as the part with largest magnitude. The real part usually has the
largest magnitude.
An algorithm for determining values of τ in order to ensure an evenly
spaced recovery-curve is given in appendix A on page 85.
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Figure 3.2: A sketch of the inversion recovery–experiment.
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3.1.3 The Hahn Echo–Experiment
The Hahn Echo-experiment consists of a r.f.-pulse that flips the magnetiza-
tion vector into the xy-plane, much like the FID-experiment, and allowing the
magnetization to dephase for a time τ . After the a dephasing time τ , a r.f.-
pulse is applied, reflecting the magnetization through the yz-plane, [3]. As
the magnetization will dephase as mentioned in section 3.1.1, the reflection
causes the magnetization to refocus at time 2τ from the first pulse, yielding
a spin echo. Then, the experiment is repeated with an increased value of τ .
A sketch is provided in fig. 3.3.
The phenomenon of the spin echo has its origin in the transverse relaxation
process discussed in section 2.2.5 on page 15. The phenomenon is observed
when an ensemble of spin particles is placed in an external magnetic field
B and subjected to an r.f.-pulse that flips the spin an angle of pi/2 radians
into the plane normal to B. The angle might be different from pi/2 and still
produce an echo, as the component along the measuring coil will be detected.
As T2 is a characteristic time for the spins to dephase, the reflecting pulse
causes the spins to refocus, and this refocusing gives the measurable signal
called the Hahn echo, in recognition of its discoverer, Erwin Hahn.
25
3.1. NMR PULSE SEQUENCES CHAPTER 3. METHODS
 
 
(pi
2
)x piy
τ τ
M(2τ)
Figure 3.3: A sketch of the Hahn Echo–experiment.
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3.1.4 The CPMG–Experiment
The CPMG-experiment consists of a sequence of Hahn echoes with fixed τ ,
[4, 5]. The echo is sampled after each pi-pulse, before applying another pi-
pulse. A sketch of the CPMG-pulse sequence is given in fig. 3.4. In this
figure, “loop” is used to denote the sequence of pi-pulses.
As the retrieved echo is sensitive to diffusion, CPMG is frequently used
to detect diffusion when working with various porous systems where the
magnetic field inhomogeneities are introduced by the susceptibility differ-
ences between fluid and the solid matrix, [6, 7].
The scope of this thesis has been to determine whether or not a parameter
G21 =
(
∂B
∂z
)2 is independent of temperature and sample, and if so whether
or not it can be used to estimate the diffusion coefficient D by CPMG, as
this can be done on a basic NMR instrument, provided the magnetic field is
sufficiently inhomogeneous.
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Figure 3.4: A sketch of the Carr-Purcell-Meiboom-Gill (CPMG)–experiment.
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3.2 Modeling and Numerical Analysis
All data analysis has been done using the scripting language R . A compre-
hensive overview of R is given in reference [34].
3.2.1 Nonlinear Regression
The nls()-package in R was used for processing the signals from the CPMG-
experiments. The nls()-package uses the Gauss-Newton–algorithm (GNA)
in order to estimate the best set of parameters for a given model to a given
data set [35]. The script used to analyze the CPMG data is in reviewed in
appendix C on page 93.
Various textbooks and literature often estimates the parameters for a
nonlinear model by mapping the nonlinear problem to a linear one before
applying linear regression and then mapping back to the original problem,
[25]. This is fine from a theoretical perspective, but there are two reasons
why this practice is not optimal.
First, consider the case of a CPMG-signal,
I(t) = M(t) +  = M(0)e−t/T2 + 
with M(t) being the magnetization at time t, and  being the noise which is
assumed to be random. The total signal is denoted I(t).
The transform that maps the above equation to a linear problem is simply
the natural logarithm, and the resulting mapping of the magnetization is then
ln(M(t)) = ln(M(0))− t
T2
= a+ bt
However, for the total signal, the mapping becomes
ln(I(t)) = ln
(
M(0)e−t/T2 + 
) ≈ ln(M(t)) + ∞∑
n
1
n
(

M(t)
)n
where the approximation is a Taylor expansion around  ≈ 0. A first-order
approximation is then
ln(I(t)) ≈ ln(M(0))− t
T2
+

M(t)
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which shows that the signal-to-noise ratio directly affects the estimated pa-
rameters.
The problem then becomes how, from the errors estimated for the param-
eter a, to account for the noise term  and how to make an error estimate
for the parameter estimated in the original problem, and whether or not
this mapping add to the error. This is the motivation for using nonlinear
regression. By not mapping the problem back and forth between a linear
representation and the original representation, the noise term may be in-
cluded in the model when estimating the parameter 1/T2 from the residual
between observed data and optimized model.
The second reason is more complex. In some cases, the obtained signal is
not very good. As an example, take the raw data for THF in this thesis which
is presented in 5.6.7 on page 65. Neither commercial software (WinFit by
NOVOCONTROL) nor the homemade script managed to find the parameters
that best describes this bi-exponential model. It is then of course possible to
estimate parameters from a linear mapping, dividing the the semi-logarithmic
data into two subgroups followed by linear regression. This is obviously a
difficult algorithm to implement, as it is difficult to split the data into two
subsets a priori, but this argument is currently omitted as it is possible. The
key point is that the use of nonlinear regression can make clear when a model
does not longer fits the observed data.
The references reviewing the convergence properties of the GNA are given
in appendix C. In the case for THF, where it seems impossible to find an
acceptable solution to the estimation problem, the fact that no solution is
obtained can be seen as a statement that the data is too flawed to fit to
a simple bi-exponential model and another model should be considered for
this signal. As this is contrary to existing practice, the use of nonlinear
regression does in general provide a guide for when further data analysis
should be abandoned.
A third minor reason, related to the previous one, is that it allows for
estimating several parameters at the same time. Take the multi-exponential
signal as an example. The nonlinear approach allows for estimating all pa-
rameters at once, while the linear mapping implies that the transformed data
must be subdivided into different regions with the problem of not being able
to decompose the noise. This last approach is difficult to automate, and is
thus not suited when working with large, complex data sets.
3.2.2 Weighted Linear Regression
The estimate for the squared gradient G21 was obtained from linear regression,
in accordance with eq. 2.35b.
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For varying values of τ , some estimated values of R2 have a greater un-
certainty than others. When using linear regression to estimate parameters,
these variations may be taken into account using weighted linear regression,
allowing measurements with smaller uncertainty being weighted more than
those with larger uncertainty.
The weighted linear regression problem is to minimize the sum of squared
residuals, SS, defined as
SS =
N∑
n=1
wn
(
Yn − y(xn)
)2
(3.1)
with wn as weights. In this thesis, wn = σ−1n = (δR2(τn))
−2 with δR2(τn)
being the standard deviation for R2(τn) and σn is the variance. The residual
is the difference between the measurements Yn and the model y. In the case
of “ordinary”, unweighted, linear regression, all weights are set equal to 1.
The standard deviations were computed from each set of T2 for a given τ .
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Chapter 4
Experimental Information
This chapter gives the information about the samples used, the experimental
settings and the set-up of the CPMG-experiments. All other experiments
were run as described in chapter 3 at 30 ◦C.
All experiments were run at a Maran Ultra instrument with a 0.5 T
permanent magnet.
4.1 Sample preparation
All liquids used for this study are listed in table 4.1 and information regarding
producer, purity and what atmosphere each sample is enclosed in are given
in table 4.2. All samples except the water sample was degassed at a vacuum
line. Each sample had previously been dried for a variable amount of days
over molecular sieve. The degassed sample was then transferred to a NMR-
tube under argon atmosphere. The tube was sealed immediately afterward.
The preparation of the water sample consisted of boiling tap water before
transferring it to a NMR-tube. Nitrogen gas was then bubbled through the
water before the tube was sealed. This sample has been used for instrumental
training for the last 10 years and the results obtained from it has proved
reproducible.
The THF was taken from a MBraun MB-SPS-800 solvent dispenser and
has, strictly speaking, an unknown producer and purity. It is however safe
to assume the purity to be in the order 90 %V. At this solvent machine, all
solvents are stored without stabilisators.
4.2 Experimental Settings
The temperature settings were estimated using a mercury thermometer in-
serted into the sample cell while adjusting the temperature setting at the in-
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Table 4.1: Chemical data of the samples investigated.
Sample Molar mass, [36]/ Boiling point, [36]/ Sample height/
[g/mole] [◦C] [10−3m]
Benzene 78.11 80.1 7
Cyclohexane 84.16 80.7 10
DMSO 78.13 189 8
1-Pentanol 88.15 137.5 6
THF 72.11 66 8
Water 18.02 100 8
Table 4.2: The producer and conditions of the different liquids used in this
thesis.
Compound Producer Purity/ [%V] Atmosphere
Benzene Baker Analyzed ≥ 99.7 Ar
Cyclohexane Baker Analyzed ≥ 99.5 Ar
DMSO Fluka Chemie AG ≥ 99.0 Ar
1-Pentanol Fluka Chemie AG ≥ 98 Ar
THF Solvent dispenser - Ar
Water - - N2
strument until finding the matching temperature. These estimates were later
tested with a home-made thermometer consisting of a digital temperature
logger immersed into a mixture of water and glass beads in order to simulate
the heating of a system with a liquid phase. This temperature logger was
also used in order to estimate how long it takes for the sample to be heated
from one temperature to another. This heating time was estimated to be
10 minutes and seemingly independent of start and stop temperature, [37].
During the experiments, the samples were left to heat for 25 minutes after
changing temperature and before starting a new sequence of experiments.
The heating time was increased in order to make sure no flows were induced
during measurements.
The duration of the pi
2
-radian pulses were obtained by use of the automatic
functions of the instrument and estimated to 1.95 µs. The duration of the
pi degree pulse was determined by multiplying the duration of the pi
2
-radian
pulse by two. These automatic functions, both for determining the duration
of a pi
2
-radian pulse and the receiver gain, were run three-five times after each
other together with estimating the resonance frequency, in order to make up
for any initially wrong estimates.
The receiver gain, RG, is the parameter scaling how large a fraction of
34
CHAPTER 4. EXPERIMENTAL... 4.2. EXPERIMENTAL SETTINGS
the total signal is detected by the hardware. Some comments on the receiver
gain are made in the next section.
All estimates of experimental settings for each compound were done at
θ = 30 ◦C. The estimates for water were later tested at θ = 60 ◦C in order
to check if these parameters would change with temperature. No change
in P90-duration was observed. A rise in receiver gain was observed, but as
the receiver gain generally should be set lower during the CPMG-experiments
than estimated by the automatic function, this setting may be left unchanged.
4.2.1 Receiver Gain-Settings
If the receiver gain is set too high, the electrical pulse which induces the
signal in the measuring coil of the instruments becomes too strong. In order
for the coil not to break, the signal is then blocked out. In order to avoid
the signal being blocked out, the receiver gain is always set lower than the
value suggested by the automatic function, as it is deemed better to have a
lower signal-to-noise ratio than to take the chance of having signal blocked
out as experiments were running continuously for 5-7 days at the time. The
signal-to-noise ratio is therefore compromised in order to avoid unnecessary
interruptions.
4.2.2 Estimated Temperature Difference
The temperature difference in the sample cell was estimated over the range
of 1 cm by use of the home made temperature logger made by [37]. The
estimated temperature differences at given temperatures are given in table
4.3. At 30 ◦C, the temperature is estimated to be larger at the top of the
sample than at the bottom. The temperature-logger has two sensors, one in
the bottom hemisphere and one about 1 cm above.
There is no clear reason why the temperature difference is inverted at
30 ◦C. As the air flow can be assumed to be faster at the bottom of the
sample, as this is closer to the air outlet, this may give a cooling effect at
low temperatures, much like when wind gives a lover apparent temperature.
35
4.2. EXPERIMENTAL SETTINGS CHAPTER 4. EXPERIMENTAL...
Table 4.3: The temperature difference estimated over 1 cm of the sample cell
at the experimental temperatures.
Temperature/ [◦C] Temperature difference / [◦C]
30 -0.3
40 0.4
50 0.8
60 1.4
36
CHAPTER 4. EXPERIMENTAL... 4.3. THE CPMG-EXPERIMENTS
4.3 The CPMG-Experiments
The CPMG experiments for each compound were run at the temperatures
θ = 30, 40, 50, 60 ◦C with 22 different τ -values for each compound ranging
from τmin = 1 ms to τmax = 52 ms, except for THF with τmax = 30 ms. The
τ -value list for THF had to be truncated due to instrumental limitations for
compounds with long longitudinal relaxation time. As THF is a multi-spin
system, it could not benefit from the method described in the next section. At
each temperature, four replicates were run before changing the temperature
setting. Depending on repetition delay, the experiment sequence for each
compound had a total duration of five to seven days. It is due to this long
total experimental time that for instance the receiver gain is set lower than
the estimated value in order to avoid interruptions. This gives a total data
set of ≈ 1600 CPMG-curves.
4.3.1 AModified Experiment for Long Repetition Delay
It is necessary to wait a certain time interval between successive experiments,
in order to recover a magnetization vector. This inter-experiment time will
be denoted as the repetition delay (RD). As the RD generally is set to five
times T1, problems occur for systems with T1 in orders of tens of seconds. In
this work, this was the case for benzene (see table 5.3 on page 47). As the
instrument used has limitations on the number of echoes allowed for a given
RD, benzene’s property of being an equivalent proton-system was exploited.
As all protons in benzene have the same chemical environment, it behaves
like a single-spin system, and the long RD could be omitted and substituted
for a shorter RD, allowing for sampling more echoes. The idea is to establish
a steady-state magnetism and rather work with this than using the fully
recovered magnetization vector. The idea is fully worked out in appendix B
on page 89. The calculations in this appendix gives that the steady state
magnetism is ≈ 66 % of the full magnetism. In contrast, a RD equal to five
times T1 recovers ≈ 99 %.
The equations developed in the appendix were also used for estimating
how many pulses are needed in order to establish a steady-state magnetism
under the given circumstances. As it appears that it was necessary with
four pulses before the steady-state magnetism was properly developed, the
experimental procedure was changed by adding four dummy scans before
initiating each CPMG-experiment with a RD = T1. A dummy scan is the
application of a pulse without measuring the recovered magnetism.
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Although the signal-to-noise ratio is compromised by the reduced mag-
netism, the ratio is somewhat improved due to the increased number of echo
which gives a better description of the CPMG-curves.
The results from these experiments seems perfectly in line with those for
water, cyclohexane and DMSO.
4.4 General Approach to Signal Treatment
As the signals measured in NMR have an oscillating form in the laboratory
frame, the general form of any such signal is
M(t) = M<(t) + ıM=(t) (4.1)
where the real part of the signal is denoted <{M(t)} = M<(t) and the
imaginary part ={M(t)} = M=(t). When performing NMR-experiments,
it is normal to try to have the signal on resonance, that is, match the an-
gular frequency of the rotating frame of reference to that of the oscillating
field without any additional phase factor, as in eq. 2.24. A signal perfectly
on resonance will not necessarily have an imaginary part of pure noise, as
diffusion and inhomogeneities may lead to an altered phase of the signal. As
the real part is usually the only significant signal, it can therefore be used
alone. In the case of the Hahn echo and CPMG, the imaginary part is usu-
ally mostly random, but the modulus, i.e. M(t) =
√
(M<(t))2 + (M=(t))2
might be used in order to capture most of the curve and add an additional
parameter  accounting for the adjusted offset. Dependent on the estimated
resonance frequency, the role of the real and imaginary part as discussed
above might be interchanged.
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Results and Discussion
This chapter presents the results from FID and Hahn echo used to investi-
gate the presence of magnetic field inhomogeneities. Also presented are the
inversion recovery experiments used to estimate the repetition delay and the
CPMG-experiments used to probe diffusion of the selected sample molecules
and a sensitivity analysis. The chapter also includes a discussion of the
Rayleigh number for the various experiments, diffusion coefficients from lit-
erature and values interpolated for DMSO and a discussion of the sensitivity
of the parameters of the correction function K(k, L, `, ρ).
5.1 The Presence of Magnetic Field Inhomo-
geneities
If the magnetic field proved to be sufficiently homogeneous, the CPMG-signal
would be independent of the inter-pulse spacing τ , and all curves fall along
the same straight line in a semi-logarithmic plot. Also, the FID and the
CPMG should fall along the same, straight line in a semi-logarithmic plot.
The presence of the magnetic field inhomogeneities can therefore be seen
from figs. 5.1a and 5.1b, as it is clear that the FID signals deviate from
the straight line and that the CPMG-signal is dependent on the value of τ .
It is therefore clear that the magnetic field is sufficiently inhomogeneous to
perform diffusion measurements by CPMG.
39
5.1. THE PRESENCE... CHAPTER 5. RESULTS...
0.000 0.005 0.010 0.015 0.020 0.025 0.030
−
5
−
4
−
3
−
2
−
1
0
t / [s]
ln
(M
(t)
M
(0)
)
l
Hahn (initial values)
Hahn (initial values), log−linear regression
CPMG, τ = 1 ⋅ 10−3 s
CPMG, log−linear regression
FID
Eq. 2.30
lllllllllllllllllllllllllllllllllllllllllllllllllllll
lll
ll
llllllll
llllll
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
(a) The FID-, CPMG- and Hahn echo-signal. The plot is
semi-logarithmic.
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Figure 5.1: The effect of magnetic inhomogeneities on the FID-, CPMG- and
Hahn echo-experiment. 40
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5.2 Free Induction Decay
A FID-signal was obtained from water to examine the effect of inhomoge-
neous magnetic field on the FID-signal, as shown in fig. 5.2a. By considering
the raw data, it is clear that the signal may not be described by the decay-
ing exponential predicted by solving the BTE with the imposed boundary
conditions. The real part of the signal obtained was then fitted to the model
equation derived by the end of chapter 2, eq. 2.30;
M(t) = M0e
−t/T2sinc(LγG1t)
where no form of baseline-correction has been included as the signal takes
both positive and negative values. This model has been used for the regres-
sion in fig. 5.2a. As the sinc-function accounts for the inhomogeneity in the
magnetic field, the parameter G1 estimated here is due to the inhomogeneous
field, and because of this it is inherently impossible to stay on-resonance, that
is, fulfilling the transform ω = −γB mentioned in section 2.2.3. It should be
noted that the modified expression does not account for the effect of diffusion,
and could be generalized further. This is however outside the scope of this
study. Diffusion has been taken into account by [10]. As the scope of this
experiment was to show that the magnetic field is inhomogeneous and that
the FID-signal may no longer be described by a decaying exponential, the
full model from [10] was not used here.
This experiments demonstrates why the FID-experiment should be avoided
when estimating T2, as it is highly sensitive to inhomogeneities. Some tech-
nical issues with using FID for estimating T2 are mentioned by the end of
section 3.1.1 on page 21.
The parameters estimated for the model are given in table 5.1. It can
be seen from the residuals in fig. 5.2b that the model is not very good, as
the residuals have an obvious underlying periodicity. This is most likely due
to the fact that the modified expression of eq. 2.30 does not take diffusion
into account and only addresses the inhomogeneity of the magnetic field.
Although this might be fixed by using the full model from [10], the model
used is much better than the single exponential usually used for modeling
the FID-signal.
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(a) The normalized FID-signal and the modified model. The
plot is semi-logarithmic.
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(b) Residual of the modified form of the FID-signal.
Figure 5.2: The effect of magnetic inhomogeneities on the FID-signal.
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Table 5.1: Parameters estimated for the modified FID.
Parameter Estimate Unit
T2 3.88± 0.02 10−3s
G1 9.426± 0.007 10−3 T m−1
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5.3 Hahn Echo
A Hahn echo-experiment was performed with water at 30 ◦C in order to
examine the effect of magnetic inhomogeneities on the Hahn echo. As the
Hahn echo should behave according to eq. 2.33, the signal was fitted to a
4-parameter equation
M(τ) = M0 exp
(
−2τ
T2
− 2
3
Dγ2G21τ
3
)
+  (5.1)
where G1 = ∂B/∂z and the parameter  might be interpreted as the average
noise and τ is the inter-pulse time. The offset-parameter  was estimated
to ≈ 0.5 % of M0, pointing to an insignificant contribution. It was how-
ever added as it gives the residual a random form, rather than a linear one.
The estimated G21 should in theory be consistent with G21 estimated from
the CPMG-results. It is however estimated to be ≈ 5 times larger. This
might be due to the fact that the relaxation due to diffusion is independent
in each time intervall τ , which is the same reason why the diffusive term
is dependent on DG212τ 3/3 and not DG21(2τ)3/3 as noted in [32]. As the
diffusion is independent in τ , this would lead to an over-estimation of G21,
when compared to the estimate by CPMG, as the time-variable in a CPMG-
experiment is t = 2Nτ for the N -th echo, thus leading to an implicit factor
4 being taken out with time. Thus the conversion of G21 estimated from a
Hahn echo must be divided by a factor 4 to account for the time-scaling.
The estimated parameters of the 4-parameter equation are given in table
5.2. This is within two standard deviations of the estimate obtained from
the CPMG-experiments in section 5.6.4. The fitted model is given in fig.
5.3a with the residual given in fig. 5.3b.
Table 5.2: Parameters estimated for the Hahn echo of water at 30 ◦C.
Parameter Estimate Unit
T2 2.0± 0.1 s
G21 127± 1 10−6 T2 m−2
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(a) The normalized Hahn echo for water at 30 ◦C and the
fitted 4-parameter model. The plot is semi-logarithmic.
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(b) The residuals of the 4-parameter model.
Figure 5.3: The effect of magnetic inhomogeneities on the Hahn echo-signal.
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5.4 Inversion Recovery
A series of inversion recovery experiments were performed in order to estimate
T1, and thus RD, for the various compounds at θ = 30, 40, 50, 60 ◦C, the
temperatures used in the CPMG-experiments.
This temperature-study of the behavior of T1 was done after the CPMG-
experiments in order to check that too short RDs had not been used. In
cases where RD was too short, the experiment was repeated with corrected
RD unless the given molecule proved to be of no use for diffusion study by
CPMG. This was the case for THF, which is why it is not included in the
table below. At 30 ◦C, T1 for THF was measured to T1 = 11.9 s. The results
for THF are reviewed in detail in section 5.6.7.
After the experiment with benzene, it was discovered that the τ -list was
truncated as the instrumental software did not support sufficiently long inter-
pulse times. Therefore the inversion recovery-curves were not fully developed,
they were sufficient to estimate the RD for CPMG-experiments. Due to the
long T1, the benzene experiments were modified as described in appendix B.
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Table 5.3: Longitudinal relaxation data obtained by inversion recovery.
Compound Temp / [◦C] T1 / [s]
Benzene 30 12.4± 0.1
Benzene 40 13.9± 0.2
Benzene 50 16.8± 0.3
Benzene 60 17.9± 0.4
Cyclohexane 30 3.987± 0.005
Cyclohexane 40 4.428± 0.008
Cyclohexane 50 5.088± 0.009
Cyclohexane 60 5.89± 0.01
DMSO 30 2.885± 0.008
DMSO 40 3.36± 0.01
DMSO 50 3.91± 0.01
DMSO 60 4.41± 0.02
1-Pentanol 30 1.240± 0.006
1-Pentanol 40 1.533± 0.006
1-Pentanol 50 1.914± 0.007
1-Pentanol 60 2.348± 0.008
Water 30 3.206± 0.007
Water 40 3.92± 0.01
Water 50 4.83± 0.01
Water 60 5.76± 0.03
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5.5 Literature Values for the Diffusion Coefficient
In order to estimate diffusion coefficients with the outlined method, the pa-
rameter G21 in the term from eq. 2.35b on page 19:
D
3
(γG1)
2 (5.2)
must be estimated. As γ is known, the only other unknown parameter is the
diffusion coefficient. By use of literature values for the compounds used, the
gradient field squared, G21 can be estimated. When the literature values were
measured at the same temperatures as those used in this work they were used
directly, and interpolated when measured at different temperatures. Table
5.4 provides the diffusion coefficients from literature sources. As the values
estimated by [38] have relative uncertainties one to two orders of magni-
tude smaller than the parameter estimated from linear regression in eq. 5.2,
these uncertainties will not be considered further, as their contributions are
negligible.
The diffusion coefficients for DMSO given in [25] were not measured at
the same temperatures as in this work, so the diffusion coefficient was inter-
polated using the Arrhenius-type equation, eq. 2.11 on page 8. The diffusion
coefficient at 60 ◦C has been extrapolated as it is outside the temperature
interval used in [25].
The interpolated values are given in table 5.5 and the parameters ob-
tained by nonlinear regression are given in table 5.6. The uncertainties were
calculated from the equation
δD(T ) = D(T )
√(∣∣∣∣∂D(T )∂D0
∣∣∣∣ δD0)2 + (∣∣∣∣∂D(T )∂∆E
∣∣∣∣ δ∆E)2 (5.3)
with
∂D(T )
∂D0
= exp(−∆E/RT ) (5.4)
∂D(T )
∂∆E
= −D0
RT
exp(−∆E/RT ) (5.5)
when inserting eq. 2.11 to eqs. 5.4 and 5.5.
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Table 5.4: Literature values for diffusion coefficients of compounds at differ-
ent temperatures.
Dlit, [38]/ [10−9m2s−1]
Temperature/ [◦C] Benzene Cyclohexane Water
30 2.45± 0.03 1.65± 0.01 2.6± 0.1
40 2.87± 0.03 1.92± 0.04 3.20± 0.04
50 3.37± 0.07 2.26± 0.04 3.89± 0.06
60 3.90± 0.08 2.63± 0.07 4.62± 0.03
Table 5.5: Interpolated diffusion coefficients for DMSO.
Temperature/ [◦C] Dint / [10−9m2s−1]
30 0.82± 0.03
40 0.99± 0.03
50 1.19± 0.04
60 1.40± 0.04
Table 5.6: Parameters for interpolating diffusion coefficients for DMSO.
Parameter Estimate
∆E / [kJ mole−1] 14.87± 0.09
D0 / [10−8 m2s−1] 30± 1
s
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5.6 CPMG
5.6.1 Model-Fitting
The raw data obtained from the CPMG-experiments was fitted to a 3-
parameter-model
M(t) = M0e
−t/T2 +  (5.6)
as an unrestricted fit. The parameter  is included as a baseline-correction
and can be interpreted as an estimate of the mean noise. It seems obvious
thatM0 should be the same for all CPMG-curves, independent of τ . However,
as apparent relaxation curves, it seems wrong to make this constraint and
that the estimates of M0 should rather be used to check the reliability of
the model. The implementation of this constraint is also non-trivial with the
used software.
It is sometimes discussed whether or not to truncate the signal, as much
of the total signal for a given CPMG-experiment may consist solely of noise.
As the model used in this work appears to give a seemingly random residual,
it appears to have no particular bias and is therefore an acceptable model.
CPMG-curves for water at 30 ◦C, for τ = 1 and 52 ms, are given in fig.
5.4a and 5.4c with corresponding residuals in fig. 5.4b and 5.4d. Although
the real signal might also be used for this analysis, the imaginary part of
the signals appears to be randomly distributed with zero mean, making the
use of the modulus or the real part gives no significant change except for an
increased baseline, here included as .
As the curve fit is unrestricted, there is some variation in the estimate
for M0. If defining the spread of the estimates as
Sr(M0) ≡ max(M0)−min(M0)
min(M0)
· 100%
which is the strictest way to define the spread of the estimatedM0, it is found
that Sr(M0) ≤ 10% for each compound at each temperature, which indicates
that there is no significant variation. Two exceptions are cyclohexane at 50
and 60 ◦C, which likely is due to convection, as increased temperature in
the sample cell gives a larger temperature gradient over the sample. This
sample is also the tallest, thus exposed to the largest temperature difference.
At these temperatures, the difference between bottom and top of the sample
has been estimated to 0.8 and 1.4 ◦C. As the viscosity is expected to follow
an exponential form similar to the Arrhenius type equation, this is enough
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(a) Raw CPMG-data with the fitted 3-
parameter model for τ = 1 ms. The plot
is semi-logarithmic.
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(b) Residual of CPMG-data fitted to the
3-parameter model for τ = 1 ms.
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(c) Raw CPMG-data with the fitted 3-
parameter model for τ = 52 ms. The
plot is semi-logarithmic.
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(d) Residual of CPMG-data fitted to the
3-parameter model for τ = 52 ms.
Figure 5.4: Curve fits of raw CPMG-data with corresponding residuals.
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to give a significant decrease in viscosity, leading to macroscopic flows that
obscures the Brownian motion. The suspicion of convection is discussed in
section 5.7 in terms of the estimated Rayleigh numbers.
The general trend for all systems is a decay in the estimated M0, as can
be expected as magnetization is lost in the first spin-echo when increasing τ ,
leading to a lower estimate forM0. However, the estimatedM0 is not strictly
decreasing, so for some systems the M0 estimated at shortest τ is not the
largest.
5.6.2 Systematic Error
The time parameters estimated for water shows some spiked peaks at τspike =
5, 15, 25, 35, 45 ms, or with frequency ν = 100 Hz. The raw data curves
are presented in fig. 5.5, where the noise is clearly visible.
This noise proved repeatable for all temperatures and also for all sam-
ples investigated except for 1-pentanol, which has a modulating appearance.
Therefore seems that some external or internal source interferes with the
instrument, as it occurs at the same τ -values for all samples at all tempera-
tures.
When inspecting the raw data, this noise manifests itself as “breaking”
the signal curve, almost appearing as a discontinuity jump.
As four measurements were obtained at each value of τ , these were used
to compute standard deviations s for each set. As it turns out, the standard
deviations for the τspikes-values are several orders of magnitude larger than
for the rest of the set of τ ’s, which supports the decision to neglect these
measurements from further analysis.
Although no source has been identified, 100 Hz is known as a typical
“refresh rate” in electronics as many electrical components sample or refresh
at a frequency of 100 Hz, and is known to affect the measurements, [39]. The
source might therefore prove difficult to pinpoint.
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Figure 5.5: Apparent relaxation rate for water at 30 ◦C vs. τ 2.
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5.6.3 T2 from CPMG
Included in the CPMG-model is the term T2, which is the transverse relaxation
time. For simple liquids, theory dictates that T1 = T2 as long as the dom-
inating mechanism is dipole-dipole coupling, [30]. Also, T2 is sometimes
estimated from a single CPMG-experiment with shortest possible value for
τ . The compared estimates are given in table 5.7.
In this table, the third column from the right contains the mean values
estimated by single CPMG curves for shortest possible τ , here τmin = 1 ms.
The right-most column contains the estimated values for T2 estimated from
eq. 2.35a.
In the case of 1-pentanol, the estimate is taken from eq. 2.25 on page 17
rather than eq. 2.35a. It can be seen from the uncertainties in the esti-
mated values of T2 that the model is highly unlikely, and it is most likely a
coincidence that the model fits the observed data.
It should be noted that it is often found experimentally that T1 6= T2. This
is the case when other relaxation mechanisms than dipole-dipole coupling
contributes, such as J-coupling, takes place [30].
The results obtained from the shortest curve and from linear regression
are however not significantly different, so there is no need to perform a series
of CPMG-experiments in order to estimate T2, as long as a short enough τ
is available.
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Table 5.7: T2 estimated by CPMG.
Compound Temp. / [◦C] T2(τmin) / [s] T2 / [s]
Benzene 30 9± 1 10.2± 0.2
Benzene 40 10.5± 0.2 11.45± 0.08
Benzene 50 11.0± 0.8 12.7± 0.1
Benzene 60 10± 2 14.3± 0.2
Cyclohexane 30 3.6± 0.2 3.65± 0.02
Cyclohexane 40 3.99± 0.08 4.09± 0.03
Cyclohexane 50 4.2± 0.4 4.71± 0.03
Cyclohexane 60 4.9± 0.2 5.37± 0.06
DMSO 30 2.61± 0.06 2.62± 0.02
DMSO 40 2.95± 0.05 3.02± 0.01
DMSO 50 3.28± 0.02 3.38± 0.01
DMSO 60 3.7± 0.2 3.76± 0.05
1-Pentanol 30 1.13± 0.02 2± 1
1-Pentanol 40 1.428± 0.005 3± 3
1-Pentanol 50 1.76± 0.02 5± 5
1-Pentanol 60 2.17± 0.01 6± 7
Water 30 2.47± 0.06 2.15± 0.01
Water 40 2.87± 0.01 2.56± 0.03
Water 50 3.1± 0.2 2.91± 0.02
Water 60 3.74± 0.08 3.67± 0.03
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5.6.4 Estimates of the Squared Field Gradient
The goal of this thesis was to estimate the diffusion coefficient D by use of
the inherent magnetic field inhomogeneities. As the diffusion coefficient is
estimated from 2.35b, with B assumed to have a linear spatial dependency,
the magnetic field inhomogeneities appear here as G21, and it is simpler to
estimate the magnetic field gradient squared than the gradient G1, as the
former may be estimated directly from the coefficients obtained by weighted
linear regression. Both the squared gradient and the term 1
3
Dγ2G21 is included
in table 5.8. It appears that the uncertainties are independent of temperature
and sample, as all relative uncertainties are of the same order of magnitude.
The spread of the estimated values of 1
3
Dγ2G21 is given in fig. 5.7. Here,
the estimated slope of R∗2,
1
3
Dγ2G21, is plotted against literature values of D.
The data points omitted from the sample space that were used to calculate
the mean value are marked by solid coloring. An example of the weighted
linear regression curve for R2 vs. τ 2 is given in fig. 5.6 for water at 30 ◦C.
As the values estimated for cyclohexane at 50 and 60 ◦C and DMSO at
60 ◦C are significantly larger than the rest, these values are discarded. This
is likely due to convection during the experiment, as seen from fig. 5.7 that
these values are significantly larger than the rest.
Due to these reasons, the above mentioned results are exempted from the
sample when calculating the sample mean. If the mean value G¯21 is compared
to the median of the samples, G21,median = 24 · 10−6 T2/m2, the two estimates
are within the uncertainty of G¯21. As the median is generally a more robust
estimator than the mean, this supports the exclusion made earlier as the
mean and median of the sample set are essentially equal [40].
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Table 5.8: Estimated squared gradients, G21. Starred compounds are omitted
from the sample mean due to suspicion of convection.
Compound Temp / [◦C] 1
3
Dγ2G21 / [s−3] G1
2 / [10−6 T2 m−2]
Benzene 30 46± 3 29± 2
Benzene 40 48± 2 26± 1
Benzene 50 50.8± 0.8 23.3± 0.4
Benzene 60 55± 1 21.8± 0.4
Cyclohexane 30 30± 1 28.2± 0.9
Cyclohexane 40 32± 1 25.8± 0.8
Cyclohexane* 50 47± 2 32± 1
Cyclohexane* 60 61± 2 36± 1
DMSO 30 13± 1 24± 2
DMSO 40 15.5± 0.9 24± 1
DMSO 50 17.1± 0.6 22.4± 0.8
DMSO* 60 30± 4 33± 1
Water 30 40± 2 24± 1
Water 40 56± 5 27± 2
Water 50 56± 2 22.3± 0.8
Water 60 61± 1 20± 1
Sample mean, G¯21 - - 25± 3
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Figure 5.6: Apparent relaxation rate for water at 30 ◦C vs. τ 2.
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Figure 5.7: The estimated values for 1
3
Dγ2G2 against literature values for
D, listed in table 5.4 and 5.5 on page 49. Solid points are omitted from the
sample mean as they appear to be overestimated.
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5.6.5 Self-Diffusion Coefficients
By using the mean squared field gradient, G¯21, the diffusion coefficients D was
estimated and are given in table 5.9. The difference is calculated relative to
the literature values from [41, 25]. An illustration of the estimated self-
diffusion coefficients are given in fig. 5.8, where a 90 % confidence interval
has been added. The straight line in this figure, the “ideal line”, is the line
at which Dexp = Dlit.
The uncertainties in D are calculated from the uncertainty in the slope,
1
3
D(γG1)
2, of eq. 2.35b, and the uncertainty of G¯21 as
δDmax = max
{
3 (B ± δB)
γ2
(
G¯21 ∓ δG¯21
)}
where B = 1
3
Dγ2G21 is the estimated slope and δB is the corresponding
standard deviation of B, both listed in table 5.8.
Table 5.9: Diffusion coefficients D estimated by use of the mean squared
gradient, G¯21. The diffusion coefficients for DMSO are the same as those
given in table 5.5.
Compound Temp / Dlit / D / Difference /
[◦C] [10−9m2s−1] [10−9m2s−1] [%]
Benzene 30 2.45± 0.03 3± 1 22
Benzene 40 2.87± 0.03 3.0± 0.9 4.5
Benzene 50 3.37± 0.07 3.2± 0.7 5.0
Benzene 60 3.90± 0.08 3.47± 0.5 12
Cyclohexane 30 1.65± 0.01 2± 2 21
Cyclohexane 40 1.92± 0.04 2± 1 4.2
Cyclohexane 50 2.26± 0.04 3± 1 33
Cyclohexane 60 2.63± 0.07 3.9± 0.5 48
DMSO 30 0.82± 0.03 0.82± 0.06 0
DMSO 40 0.99± 0.03 0.98± 0.06 1.0
DMSO 50 1.19± 0.04 1.08± 0.04 9.2
DMSO 60 1.40± 0.04 1.9± 0.3 36
Water 30 2.61± 0.1 3± 2 15
Water 40 3.20± 0.04 3.5± 0.8 9.4
Water 50 3.89± 0.06 3.5± 0.8 10
Water 60 4.62± 0.03 3.85± 0.05 17
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It is difficult to explain the large difference for benzene at 30 ◦C, but
all other estimates are reasonable when compared to literature values. The
exceptions here are DMSO and cyclohexane at 60 ◦C and also cyclohexane at
50 ◦C. However, these samples have the largest Rayleigh numbers, estimated
in section 5.7, which supports convection as an explanation. Although the
estimated Rayleigh numbers from section 5.7 indicates convection in all sam-
ples except water at the lowest temperature, the reasonably good fit between
the literature values of the diffusion coefficient and the estimate made by
use of estimated G¯21 indicates that the Rayleigh numbers estimated are not
very good. There may be two explanations; either better estimates of the
parameters α, ν, κ are needed, or the sample tube is too narrow to allow for
Bénard cells, suppressing the convection.
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Figure 5.8: The self-diffusion coefficients estimated by us of CPMG vs. lit-
erature values. The straight line is the line at which Dexp = Dlit. The bars
denotes 90 % confidence intervals.
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5.6.6 1-Pentanol
The CPMG results for 1-pentanol showed a modulating form, as shown in
fig. 5.9 and is in accordance with eq. 2.25 on page 17. Hence, systems with
strong J-coupling needs a different approach when analyzed.
Interestingly, the J-coupling constant for 1-pentanol should be possible
to estimate from eq. 2.25, and the estimates are listed in table 5.10. If
comparing these values to those listed in [31], these estimations points to
CH-coupling in 1-pentanol as the dominating effect.
As only about 1 % of naturally occurring carbon nuclei are NMR-active, it
is unlikely to observe this strong coupling from J-coupling between a carbon
and a proton. Typical values for J-coupling between hydrogen are listed in
[31] as 276 Hz in H2 and 0-30 Hz for protons with one intervening bond.
Thus, the good fit of eq. 2.25 to the estimated R2 appear to be a mere
coincidence.
Table 5.10: Estimated values for the J-coupling constant.
Temperature / [◦C] ∆∞ / [s−1] J / [s−1]
30 6.4± 0.3 147± 3
40 6.3± 0.3 144± 4
50 6.2± 0.3 141± 3
60 6.0± 0.2 140± 3
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Figure 5.9: Apparent relaxation rate for 1-pentanol at 30 ◦C vs. τ .
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5.6.7 Tetrahydrofuran
The CPMG response of THF was obtained to see how a system with different
chemical shifts would behave in this experiment. As previous experiments
indicated that the diffusion is detectable, and therefore could be expected to
yield good results, diffusion measurements by CPMG of THF were performed.
The problem with the obtained curves is that the two signal sources
are impossible to separate under the current conditions, leading to a signal
likely superposed by the CPMG-signal from one proton and the observed
oscillation from an off-resonance proton. This assumes that the instruments
automated function for determining on-resonance manages to lock on to one
of the protons, and always the same proton. If this assumption is wrong,
then the process of separating the signals becomes even more complex.
The normalized signal should now take the form of a bi-exponential,
Mˆ(t) = p1e
−t/T2,1 + p2e−t/T2,2 (5.7)
with pi being the proportion of the retrieved signal from the i-th proton and
T2,i being the transverse relaxation time for the i-th proton. The four protons
of THF belongs, according to symmetry, to two different chemical shifts, and
it is these two shifts that gives rise to the two exponentials in the expression.
The data from one CPMG-experiment with τ = 0.022 s is displayed
in fig. 5.10. As the plot is log-linear, it is seems that the data are single-
exponential, and the data set could be fitted to a single exponential although
this obviously is wrong.
As neither R ’s nls()-package nor commercial software (WinFit) managed
to fit eq. 5.7 to all the CPMG-signals, and the single-exponential expression
is obviously wrong, all further analysis of the THF-data was abandoned.
The data set still serves some use, as it demonstrates a system too complex
for measuring the diffusion coefficient by the approach used in this work.
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Figure 5.10: Raw CPMG data for THF at 30 ◦C. τ = 0.022 s. The plot is
semi-logarithmic.
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5.6.8 Sensitivity of R2 to Self-Diffusion
Except for 1-pentanol and THF, the transverse relaxation curves of all sys-
tems could be approximated by eq. 2.35b. Depending on the value of G21,
which is assumed to be a “fixed” magnetic field parameter, there is an issue
with the magnitude of the diffusion coefficient, as a compound with suffi-
ciently low diffusion coefficient is not traceable.
The borderline sensitivity of the diffusion can be estimated from the same
model used to estimate the gradient squared, by fixing G21 to the value esti-
mated in section 5.6.5. If allowing for a 90 % confidence interval, a representa-
tive estimate of the uncertainty in the estimate of G21, the diffusion coefficient
D appears to be possible to extract down to 1 · 10−11 m2 s−1. For systems
with a smaller diffusion coefficient, the estimation might be attainable for
larger values of τ , but as an increasing τ gives a smaller number of points
defining the decaying magnetization, this approach gives a less reliable char-
acterization of the relaxation curve. The various estimates are given in fig.
5.11, where the contributions from diffusion in an inhomogeneous magnetic
field has been calculated for various values of the diffusion coefficient. From
these results, it appears that the smallest self-diffusion coefficient that can
be determined is in the order of 1 · 10−11 m2 s−1.
Some of the R2-curves shows a “dip” at short R2. This is likely due
to the local magnetic field having a more complex form than the assumed
linear form. This means that for short values of τ , the molecules will not
have traveled very far, thus experienced a smaller part of the magnetic field.
For τ = 1 ms, the rms-distance for a 3-dimensional random walking water
molecule at 30 ◦C is estimated to be rrms =
√
6Dτ ≈ 4 µm, whereas for
τ = 52 ms, rrms ≈ 30 µm, seven times as far. This indicates that when τ
gets sufficiently long, the molecules experiences more of the magnetic field
inhomogeneities and the relaxation due to magnetic field inhomogeneities be-
comes more prominent. Therefore, it seems necessary to ensure that CPMG-
experiments with sufficiently long τ are used, as curves obtained for short τ
will not capture the averaged magnetic field inhomogeneities. In general, the
R2(τ) has a τ 2-dependency, as shown earlier, whereas the rms-distance has
a
√
τ -dependency. As R2 has an implicit dependency of r4rms, it is therefore
possible to observe this effect at short τ . This indicates that the local gra-
dients are much larger than the estimated G1, which is the sample average.
If applying a magnetic field gradient of the strength estimated in this work,
diffusion measurements would not prove successful. However, as the local
magnetic inhomogeneities are much larger, diffusion still proves detectable
67
5.6. SELF-DIFFUSION... CHAPTER 5. RESULTS...
0.0000 0.0005 0.0010 0.0015 0.0020 0.0025 0.0030 0.0035
0.
00
0.
01
0.
02
0.
03
0.
04
0.
05
τ2 / [s2]
R
2in
h  
/ [s
−
1 ]
D = 1E−9
D = 5E−10
D = 1E−10
D = 5E−11
D = 1E−11
D = 5E−12
10 % error
Zero−line
Figure 5.11: Simulated relaxation rate for various diffusion coefficients.
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and the diffusion coefficient can be measured.
5.6.9 Activation Energies of the Self-Diffusion Process
The activation energies for the diffusion coefficients D were estimated by
weighted nonlinear regression from the equation
B = B0e
−∆E/RT (5.8)
with B = 1
3
γ2G2. As B ∝ D, the estimated activation energy should be
the same as for the Arrhenius-type equation, eq. 2.11. Although it is noted
that water has non-Arrhenius behavior, [25], it might be approximated as
such for the temperature range investigated within this thesis. Although the
Speedy-Angel-power law, reviewed in [25], accounts for interesting behavior
of supercooled water, it is irrelevant in this context. The activation energies
estimated from B are listed in table 5.11 together with the activation energy
estimated from the literature values of the diffusion coefficient, denoted ∆Elit.
The differences are relative to the estimates made from literature values of
D.
As four data points are quite few for estimating the parameters, the uncer-
tainties becomes quite large when some data points are flawed. In this case,
flawed data are diffusion coefficients estimated for samples with convection.
The bad estimate for benzene may stem from the apparent over-estimation
of the diffusion coefficient at 30 ◦C. For cyclohexane, the estimated diffusion
coefficients and the analysis of the Rayleigh number indicated quite strongly
that convection could be a problem. The estimated activation energies for
water and DMSO does not fit well with those estimated from literature val-
ues either. Due to the large standard deviations in the activation energies
estimated from the slope B, the estimate for DMSO is within one standard
deviation of the estimate made from literature values of D. The estimates
for cyclohexane are within two standard deviations of each other, and the
estimate for water within three. The estimates made for benzene are the
only that are significantly different. The standard deviations referred to are
those of ∆E estimated from B.
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Table 5.11: Estimated activation energies from CPMG-measurements.
Compound ∆E/ [kJ mol−1] ∆Elit/ [kJ mol−1] Difference / [%]
Benzene 5.8± 0.8 13.0± 0.2 55
Cyclohexane 22± 5 12.8± 0.2 72
DMSO 12± 6 14.87± 0.09 19
Water 10± 2 15.9± 0.2 37
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5.6.10 The Shape of the Magnetic Field Inhomogeneities
An expression for the relaxation time has been derived for CPMG- and Hahn
echo-experiments, assuming a second-order polynomial form of the magnetic
field B = B(0) + G1z + G2z2. The ratio k = G2/G1 has been estimated to
k = −88.4 ± 0.2 m−1 in [19] from the apparent relaxation rates of benzene,
cyclohexane and water. Scaled to 1 cm, a typical sample height for the sample
used, this gives that the second-order term is ≈ 88% of the first-order term
pr. cm. The parameter k was estimated by fitting eq. 2.36 simultaneously
to all apparent relaxation curves and assuming that G21 is the same for all
samples, and modelling the correction faktor K(k, L, ρ, `) by inserting the
values for L and ρ for each sample and assuming ` = 0.
The form of the magnetic field inhomogeneities is illustrated in fig. 5.12
together with the linear model, and it can be seen from this figure that the
second-order field approximation gives the form of an inverted parabola over
the range of 1 cm. It can be seen the derived model, eq. 2.36, that the
model inflicts the CPMG-signal if the parameters L, `, ρ are changed during
experiments. Especially, the second-order polynomial implies that the term
B(0) cannot be set to zero due to gauge invariance when if the vertical
position of the sample is changed, as can be done for a linear model.
5.6.11 The Shape of the K-function
As it has been shown that the magnetic field inhomogeneities have a second-
order form in z, the sensitivity to the parameters `, ρ and L is of importance
to the NMR signal, as the correction factor K(k 6= 0, L, `, ρ) 6= 0.
Defining the relative change in the K-function as
∆K(k, L, `, ρ) =
K(k, L, `, ρ)−K(0.884, 1, 0, 0.5)
K(0.884, 1, 0, 0.5)
where all lengths are given in cm and the variables of the reference function
are fixed to k = −0.884 cm−1, that is the value estimated in [19], with the
sample height fixed to L = 1 cm. The vertical displacement was ignored,
` = 0 cm and the ratio ρ was fixed as ρ = 0.5.
From the figures produced, fig. 5.13, it can be seen that the parameters
affects the correction function in various ways. Although the dependency of
L, `, ρ can be seen from the derived expression for K, they will be discussed
as they may not manifest themselves as such. For example, a quadratic
function will over a sufficiently short range appear as linear, and therefore
the apparent forms will be commented on.
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Starting with fig. 5.13a, the effect of L appears as weakly quadratic for
a sample height ranging from zero to two cm. As the height of the sample
affects the effect of the curvature of the magnetic field gradient, this affects
the K-function the strongest.
From fig. 5.13b, the effect of ρ clearly seems to be a cubic relationship
over a range from zero to two cm. Increasing ρ leads to a smaller value for K,
as an increasing ρ simulates a wider tube. As L is held fixed, this does not
account for a decreasing sample height and only signifies that the larger the
hemisphere, the less the value for K becomes, as the “limit” for increasing ρ
gives the geometry for a NMR-tube in the shape of a hemisphere.
Lastly, in fig. 5.13c, the effect of ` is clearly a linear effect, and nothing
else is to be expected from the expression for K. The effect of ` is in between
that of L and ρ in magnitude, but due to the linear dependency, removing and
re-inserting a sample into the sample cell may lead to difficulties interpreting
the signal. As long as ` is not intended to change, this might be countered by
ensuring that the sample tubes are not removed during a long experiment,
and preferably use a sample position gauge device for determining the sample
position reproducibly.
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5.7 Convection
5.7.1 Qualitative Outline
The best way to analyze convection is usually in terms of the Rayleigh num-
ber, Ra. As the Rayleigh number is dependent on a set of sample parameters
α, ν and κ, the Rayleigh number may not be calculated without values for
these parameters. As only DMSO, benzene, cyclohexane and water is con-
sidered in this discussion, a simplification may be made by assuming that
all parameters are of the same order of magnitude. As the Rayleigh number
is usually discussed in terms of order of magnitude, this assumption can be
used to describe the problem qualitatively.
The Rayleigh number has two variables, the characteristic temperature
difference scale Θ and characteristic length scale L. Here, L is the sample
height and Θ is the temperature difference between the bottom of the sample
and the top of the sample. For simplicity, it is assumed that the bottom of
the sample is the same in all cases and that the only difference between the
samples is the total temperature difference over the sample due to varying
sample height.
If assuming a linear, one dimensional, temperature gradient,∇T = ∂T/∂z =
∆T/1 cm, Θ can be rewritten as Θ = ∂T/∂z ·L as the temperature difference
∆T has been estimated over a range of 1 cm. The estimated temperature dif-
ferences are listed in table 4.3. This rewriting allows Θ to depend on sample
height, and the Rayleigh number given in eq. 2.14 may be rewritten as
Ra = Pr ·Gr = gαΘL
3
νκ
=
gα∂T
∂z
L4
νκ
(5.9)
As ∂T/∂z is considered fixed at each temperature setting, the Rayleigh num-
ber now only depends on sample height, giving the Rayleigh number an im-
plicit dependency of L4.
If now introducing a scaled Rayleigh number as
Ra′ =
Raνκ
gα∂T
∂z
= L4 (5.10)
the variation in Rayleigh numbers might be seen by comparing the tallest
sample, cyclohexane, to the second-to-closest one, that is water or DMSO.
This only makes sense as long as the assumption that the parameters α, ν, κ
are of the same order of magnitude holds.
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The effect of sample height on the scaled Rayleigh numbers might be
estimated by comparing the tallest and second to tallest sample,
Ra′Cyclohexane − Ra′Water
Ra′Water
=
L4Cyclohexane − L4Water
L4Water
=
1− 0.84
0.84
= 1.44
so a difference in L of 2 mm gives a 144 % increase in the scaled Rayleigh
number. If comparing the tallest sample, cyclohexane, to the shortest of sam-
ple, benzene, the scaled Rayleigh numbers is 216 % larger, and this sample
is just 1 mm shorter than those of water and DMSO. If the assumption that
the sample parameters are of the same order of magnitude, this difference
will be transferred to the Rayleigh number.
The difference between benzene and DMSO/water (the shortest sample
and the two middle), is 29 % in terms of the scaled Rayleigh number.
From this simplified analysis, it seems clear that the cyclohexane sample
is most exposed to convection as it clearly has the largest scaled Rayleigh
number.
5.7.2 Estimated Rayleigh Numbers
As there exist some estimates of α, ν and κ, the Rayleigh number for each
sample at each temperature may be estimated. The temperature differences
from table 4.3 will be used together with the form of the Rayleigh number
in eq. 5.10 to approximate the temperature difference Θ as a linear gradient,
Θ = ∂T
∂z
· L. As it does not matter in which direction the convection is,
the temperature difference at 30 ◦C is listed as the absolute value. The
parameter values with corresponding Rayleigh number are listed in table
5.12. An illustration of the estimates are given in fig. 5.14, where it can be
seen that the estimated Rayleigh numbers for cyclohexane are indeed very
much larger than the others.
The parameters listed in table 5.12 are taken from several sources. Pub-
lished estimates of the thermal diffusivity coefficient, κ, could not be found
for any of the compounds used except for water at 20 ◦C, and this value
of κ have been used for all samples as an approximation, [27]. Although
the various parameters are taken to vary weakly with temperature, all other
coefficients have been listed only to the first digit as the deficiency in data
for κ limits the certainty of the Rayleigh number.
The kinematic viscosity for DMSO have been calculated from the relation
ν = µ/ρ, that is, the dynamic viscosity over the mass density. The dynamic
viscosity and specific gravity of DMSO, relative to that of water, was found
in [42].
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The parameter values for benzene and cyclohexane were found at the
web page of the Dortmund Data Bank, http://www.ddbst.com/en/EED/
Explorer%20Edition%20Data.php, and all references are taken from this
webpage. As the kinematic viscosity is dependent on pressure, the values
estimated at 100 kPa where used when available. Although the pressure in
the NMR tubes have not been determined exactly, the relative pressure may
increase by 10 % if the vapour in each tube is approximated as an ideal gas.
This increased pressure is however ignored for now.
The kinematic viscosity of benzene at 30◦ were taken from [43] and at 50◦
from [44]. The values at 40 and 60 ◦C was estimated from the mean of [43]
and [44], and [44] and [45] respectively. The thermal expansion coefficients
of benzene were all found in [46].
The kinematic viscosity of cyclohexane at 30 and 60 ◦C were taken from
[47] and [48] respectively. The kinematic viscosity at 40 and 50 ◦C were
interpolated by linear regression using the estimates for 30 and 60 ◦C as
the the kinematic viscosity has a linear increase at this temperature range.
The thermal expansion coefficients of cyclohexane were all found in [49].
Although the coefficients were estimated at 5 times as high pressure as used
in this work, it is the best estimate available..
For water, all parameters were used as listed in [27]. Although these esti-
mates are all at atmospheric pressure and 20 ◦C, they are the best estimates
available for water. At the web page of the Dortmund Data Bank, the only
available data were kinematic viscosity coefficients at 22 MPa, and these are
not useful here.
As many of the Rayleigh numbers estimated are larger than the critical
Rayleigh number at 1078, this indicates almost every sample is likely to have
convection at all temperatures except water at 30 ◦C. As the results in section
5.6.5 are mostly in line with estimates from the literature, it seems that better
estimates of the parameters α, ν, κ are needed in order to estimate precise
enough Rayleigh numbers.
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Table 5.12: Estimated Rayleigh numbers for each sample at each
temperature. The references for the various parameters are given in section
5.7.2.
Compound Temperature α / ν / κ / Ra /
difference / [K] [10−3 K−1] [10−6 ms−2] [10−7 ms−2] [103]
Benzene 0.3 1 0.7 2 5
Benzene 0.4 1 0.6 2 8
Benzene 0.8 1 0.5 2 20
Benzene 1.4 1 0.5 2 30
Cyclohexane 0.3 1 1 2 10
Cyclohexane 0.4 0.9 1 2 20
Cyclohexane 0.8 0.8 0.8 2 40
Cyclohexane 1.4 0.7 0.7 2 70
DMSO 0.3 0.9 2 2 3
DMSO 0.4 0.9 2 2 4
DMSO 0.8 0.9 1 2 10
DMSO 1.4 0.9 1 2 30
Water 0.3 0.2 1 2 1
Water 0.4 0.2 1 2 2
Water 0.8 0.2 1 2 3
Water 1.4 0.2 1 2 6
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Figure 5.14: A visual comparison of the estimated Rayleigh numbers vs.
temperatures used experimentally.
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Chapter 6
Conclusions
6.1 The Form of the Magnetic Field
Inhomogeneities
The principal findings of this thesis is that the magnetic field inhomogeneities
of the instrument used are sufficient for probing diffusion by use of CPMG-
experiments, as tested by use of six different sample molecules. The magnetic
field inhomogeneities may be approximated by a linear, squared magnetic
field gradient, estimated to 25 µT2 m−2. By generalizing the equations for
the CPMG-signal, it has been shown that the field is better described by
a quadratic spatial dependency by introducing a correction function K de-
pendent on the magnetic fields curvature, G2, the total sample height, L,
the vertical displacement of the sample, `, and the radius of the hemisphere
of the NMR tubes, r0. The magnetic field curvature G2 has been discussed
in terms of the ratio k = G1/G2, and the effect of the radius of the tube
in terms of the ratio between the radius r0 and the total sample height L,
ρ = r0/L. This discussion demonstrated that the linear approximation may
not be suitable for large variations of L, `, ρ. As these variations affect the
measurements, they may be compensated for by using the correction func-
tion K. From [19], the value of k has been estimated to k = −88.4 m−1.
For samples with sufficiently short sample height, the linear approximation
becomes more valid. A shorter sample height also helps minimize convection
due to temperature gradients in the sample cell. In the linear approximation,
the Hahn echo was found to give an estimate of the magnetic field gradient
consistent with the estimation by CPMG, when correcting for a factor of four
that arises from the different diffusion times in the two experiments.
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6.2 Estimation of Diffusion Coefficients
and Activation Energies
From the linear approximation and by use of literature values as reference
values, the diffusion coefficients for four of the six sample molecules used have
been estimated, in most cases within 10-20 % of the literature values. The
activation energy of the the Arrhenius-type equation have been estimated
from the slope of the apparent relaxation rates. The application of diffusion
measurements by CPMG have been demonstrated as limited to molecules
where the dominating relaxation mechanism is the dipole-dipole coupling
and all protons are in a chemically equivalent environment, as demonstrated
from the experiments with 1-pentanol and THF. A sensitivity analysis, using
the estimated squared magnetic field gradient for the linear model, have been
made, indicating that the lower limit for detectable diffusion coefficients are
in the order of 10−11 m2 s−1.
6.3 Estimation of Transverse Relaxation times
The use of single CPMG-curves to estimate the transverse relaxation times
has been verified to be sufficient even in an inhomogeneous magnetic field by
comparing the transverse relaxation times estimated from a single CPMG-
curve to the value estimated be weighted linear regression for a series of
CPMG-experiments with increasing inter-pulse time. The only condition
seems to be that the inter-pulse time can be made sufficiently short. The
shortest inter-pulse time used in this work has been 1 ms.
It has also been demonstrated that the FID should not be used to esti-
mate the transverse relaxation rate in the presence of magnetic field inhomo-
geneities, as the magnetic field inhomogeneities affects the decay of the signal
so that it can no longer be approximated by a single, decaying exponential.
6.4 The Presence of Convection
As several of the samples tested have given diffusion coefficients signifi-
cantly different from literature values, the effect of convection has been dis-
cussed. From the values of the parameters α, ν, κ obtained, the corresponding
Rayleigh number has been estimated. As almost all Rayleigh numbers esti-
mated exceeds the critical Rayleigh number, convection may be present in all
these samples. The only exception seems to be water at 30 ◦C. However, as
some of the parameters used to estimate the Rayleigh numbers have been for
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different molecules or at different states than those used here, these estimates
are not reliable. The true Rayleigh numbers may therefore be calculated to
be much smaller if the parameter estimated for the correct molecule at the
correct state were used to estimate the Rayleigh numbers. Also, the sample
tube may be too narrow for Bénard flow to establish itself so that the sam-
ple tube suppresses the convection. If the latter is true, then the Grashof
number used to calculate the Rayleigh number has the wrong form, and a
different form should be used. This may have to be derived, as the NMR tube
represents a geometry for the problem somewhat different from the classical
examples in fluid mechanics.
6.5 Future Work
• The samples should be remade, using cylindrical tubes for all samples
and have an equal sample height in order to redo the measurements
and validate the estimates made in this thesis.
• Applying the outlined method to a system compromised mainly of sim-
ilar protons, such as polymers or polymer solutions.
• For the discussion of convection, better estimates are needed for the
thermal expansion coefficient, the kinematic viscosity and the thermal
diffusivity coefficient as some of the approximated values used here are
very crude. This may be obtained by searching the literature further,
or by obtaining them experimentally.
• Methods for minimizing the temperature gradient over the sample cell
should be investigated. Right now, the simplest solution is to prepare
samples with a smaller amount of liquid.
• Applying the method to a high-field instrument, using the shimming
magnets to make the magnetic field intentionally inhomogeneous.
83
6.5. FUTURE WORK CHAPTER 6. CONCLUSIONS
84
Appendix A
Calculating an Even-Spaced
τ -List for the Inversion
Recovery–Experiments
In order to estimate the parameter T1 for a sample, it is necessary to perform
a form of recovery-experiment at different time interval,s τ , after relaxation
has begun.
This appendix shows how to calculate these values for an inversion recovery—
experiment in order to obtain evenly spaced magnetism. A sketch of the idea
is given in fig. A.1 on the next page, where the goal is to get the black
horizontal lines evenly spaced.
The results from section A.1 are then presented as a numerical implementation
in section A.2.
A.1 Determining τ -values from a Recursion Re-
lationship
For a single spin-system, it is well known, from solving eq. 2.19 on page 13
with appropriate boundary conditions, that the spin-lattice relaxation be-
haves as
M(τ)
M(0)
= Mˆ(τ) = 1− 2e−τ/T1 (A.1)
with the boundary conditions being
Mˆ(0) = −1 and Mˆ(τ →∞) = 1.
The intensity spacing between two consecutive measurements then be-
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Figure A.1: A sketch of the ideal spacing of magnetization in an inversion
recovery–experiment and corresponding τ -values for experimental use.
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comes
Mˆi+1 − Mˆi = Mˆ(τ →∞)− Mˆ(0)
N
=
2
N
(A.2)
with Mˆi being the magnetization at time τi and N being the number of
τ -values.
Substituting eq. A.1 into eq. A.2 yields(
1− 2e−τi+1/T1)− (1− 2e−τi/T1) = 2
N
e−τi/T1 − e−τi+1/T1 = 1
N
e−τi+1/T1 = e−τi/T1− 1
N
Setting i = 0 and using τ0 = 0 yields
e−τ1/T1 = e−τ0/T1 − 1
N
e−τ1/T1 = 1− 1
N
=⇒ τ1 = −T1 ln
(
1− 1
N
)
Then, by induction
e−τi+1/T1 = e−τi/T1 − 1
N
=⇒ τi+1 = −T1 ln
(
e−τi/T1 − 1
N
)
(A.3)
As it is experimentally impossible to access the true Mˆ(0), it is necessary
to omit the value τ = 0 from the τ -list. The first τ -value, τ1, should then
be ass small as experimentally possible, before computing the rest of the
values. As inversion recovery–experiments are performed in order to estimate
T1, an educated guess is needed as an approximate value when inserting to
equation A.3.
A.2 Implementation as R-code
The above derivation is implemented as R-code. Note that in some cases, the
last calculated value will yield the logarithm to a negative number. In such
case, a smaller number of values or a larger estimate for T1 can be used. The
list is then printed as a .txt-file.
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1 ######################################################
2 # Script for making time array for T1-measurements
3 # Espen Hagen Blokkdal , e.h.blokkdal@kjemi.uio.no
4 # January 2014
5
6 rm(list=ls(all=TRUE)) # Clear all stored variables
7
8 # tau0 is the first tau -value , N is the number of points
and T1 is the educated quess for the T1-value. d is
the number of digits for each tau -value
9
10 t1_est <- function(tau0 = 0.1, N = 50, T1 = 5, dnum = 3){
11
12 # tau0 , N and T1 are default values. At least one must be
specified , values that aren ’t specified assumes the
default value (If you don ’t specify at least one value
, R will just print the source code)
13
14 tau = rep(NA,N)
15
16 tau[1] = tau0
17
18 for(i in 2:N){
19 tau[i] = round(-T1*log(exp(-tau[i-1]/T1)-1/N), digits =
dnum)
20 }
21
22 frame <-data.frame(tau)
23
24 write.table(frame , file = "tau_list.txt",
25 row.names = FALSE , col.names = FALSE ,
26 quote = FALSE , append = FALSE)
27 }
28
29 # End of script
30
31 ######################################################
t1.R
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Appendix B
The Establishment of a
Steady-State Magnetism
When working with certain compounds, it is experimentally difficult to ob-
tain good data sets due to long spin-lattice relaxation time, T1. When per-
forming any repetition of experiments in NMR, it is essential to have a repeat-
able magnetization vector for each experiment, for which one usually waits
a time interval, RD, equal to 5 of 3 times T1 as the recovered normalized
magnetization Mˆ obtained for experimental use then becomes
Mˆ = 1− e−5 ≈ 0.99 or Mˆ = 1− e−3 ≈ 0.95
If a given sample displays a long T1, in the order of tens of seconds, this
implies RD to be in the order of minutes. In theory this is not a problem,
but in practice there are often limitations to hardware or software used for
the experiments with restrictions to the allowed Acquisition Time, AP, given
as the Repetition Delay plus the experimental time. This implies that a
long RD will compromise the experimental time, in forms of the number of
echoes sampled in a CPMG-experiment, the length of τ -values in an Inversion
Recovery-experiment or any time parameter in any given experimental set-
up.
The main section of this appendix deals with the effect of truncating the
Repetition Delay in order to establish a steady-state magnetism and rather
work with this than the usual consensus of 5 or 3 times T1, in order to obtain
better data set without compromising the data acquisition.
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B.1 The Effect of Shortened Repetition Delay
The primary restriction for the following calculations will be that the system
at hand only contains equivalent protons, as multi-spin systems consists of
several signal sources that must be separated, implying the need for a full
recovery of the magnetization vector.
Given a system with a magnetization that might be decomposed into one
contribution along the z-axis, denoted M‖, and one perpendicular to this,
denoted M⊥. The magnetization component after n pulses will be denoted
M
‖
n and M⊥n .
Along the z-axis, the recovered magnetism after n pulses is
M
‖
n+1 = M0 − (M0 −M‖n)e−t/T1 (B.1)
If the magnetization vector is left to relaxate during the interval τ between
two pulses, the magnetization components decay as
M⊥n+1 = −M⊥n e−τ/T2 (B.2a)
M
‖
n+1 = M0 − (M0 +M‖n)e−τ/T1 (B.2b)
If the system is then rotated by a pi/2-pulse in the xy-plane, the rotation
takes the form
Mn+1(τ) = R(pi/2)Mn(τ)
=
1 0 00 0 1
0 −1 0
 0−M⊥e−τ/T2
M0 − (M0 +M‖)e−τ/T1

=
 0M0 − (M0 +M‖)e−τ/T1
M⊥e−τ/T2
 (B.3)
with R(θ) being the rotation matrix. If left to relax during the repetition
delay, RD, the two components of M evolves as
M⊥n = (M0 − (M0 +M‖n)e−τ/T1)e−RD/T2 (B.4a)
M‖n = M0 − (M0 +M⊥n e−τ/T2)e−RD/T1 (B.4b)
evolving as
M⊥n+1 = (M0 − (M0 +M‖n)e−τ/T1)e−RD/T2 (B.5a)
M
‖
n+1 = M0 − (M0 +M⊥n e−τ/T2)e−RD/T1 (B.5b)
90
APPENDIX B. THE ESTABLISHMENT... B.1. THE EFFECT OF...
Now define ζ = M‖SS and η = M
⊥
SS as the steady-state solutions.
η =
(
M0 − (M0 + ζ) e−τ/T1
)
e−RD/T2 (B.6a)
ζ = M0 −
(
M0 + ηe
−τ/T2) e−RD/T1 (B.6b)
Which rearranges as
η = M0e
−RD/T2 −M0e−τ/T1−RD/T2 − ζe−τ/T1−RD/T2 (B.7a)
ζ = M0 −M0e−RD/T1 − ηe−τ/T2−RD/T1 (B.7b)
Inserting η to ζ, the latter expression becomes
ζ = M0 −M0e−RD/T1 −
(
M0e
−RD/T2
−M0e−τ/T1−RD/T2 − ζe−τ/T1−RD/T2
)
e−τ/T2−RD/T1 (B.8)
and the normalized ζ might be retained as
ζˆ =
ζ
M0
=
1− e−RD/T1 − e−ttot/T2−RD/T1 + e−ttot/T1−ttot/T2
1− e−ttot/T1−ttot/T2 (B.9)
with ttot = RD + τ .
This expression allows for investigating the effect of varying RD on a
steady-state magnetization. For fixed values of T1 and T2 and varying RD,
the expression demonstrates that in the steady-state situation, a prolonged
RD yields a larger magnetization vector, but no other effect.
For this thesis, this allows for measurements on benzene. Benzene has
a T1 in order of ten seconds, which implies that only a few echoes may be
sampled due to instrumental limitations. When decreasing RD so that RD
= T1, ≈ 70 % of the magnetism is recovered, while the number of echoes can
be doubled or tripled, improving the signal-to-noise ratio, in addition to give
a better description of the relaxation curves.
If eqs. B.4a and B.4b are solved as difference equations, it can be es-
tablished how many pulses are required before establishing a steady state
magnetism as described above. The results are given in fig. B.1. It can
be seen from this figure that a steady-state magnetism is established after
3 pulses when T1 = T2 = 10 s. As a comparison, it is also shown that for
T1 = T2 = 5 s, the steady-state magnetism is established after just a single
pulse, whereas for systems with T1 = T2 = 20 s, a total of 6 or 7 pulses are
required. The simplification that T1 = T2 has been used as they usually are
of similar magnitude and can be justified for most simple liquids.
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Figure B.1: The effect of consecutive pulses for establishing a steady-state
magnetism. The y-axis is given as the n-th components of the magnetization.
The first point plotted is the starting magnetism before any pulse has been
applied.
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Appendix C
Non-Linear Regression Algorithm
using R’s nls-package
Section C.1 provides a review of the homemade script for analyzing data from
CPMG-experiments written in R and using it’s nls()-function in addition to
the source code. An implementation is given in section C.2 The general
algorithm is reviewed in [50]. The convergence properties of the GNA are
reviewed in detail in [51, 52].
C.1 R -script for Estimating T ∗2
The step-by-step version of the script t2analyse.R may be given as
1. Remove any previously stored variables.
2. Take the name of the data-file that is to be analyzed as input. The
data files might be any form of raw text files.
3. The given file is read and the data stored in arrays.
4. Introducing start-guesses for the various parameters in the model.
5. A dataframe, [34], is constructed from the arrays created earlier.
6. The model is fitted to the data frame, using the start guesses made
earlier.
7. The script then produces a plot of the raw data and model and a
residual plot. These plot are only saved locally.
8. Finally, the script ends by returning the estimated parameters.
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1 # R-script for analysis of T2 measurements by CPMG -NMR
2 # Espen H. Blokkdal
3 # e.h.blokkdal@kjemi.uio.no
4 # Fall 2013, Blindern , Oslo , Norway
5
6 rm(list=ls(all=TRUE))
7
8 t2analyse <- function(filename , n=1){
9
10 #####################################
11
12 # Arranging data and declearing variables
13 SKIP = 0
14 input <- read.table(filename , header = FALSE , skip = SKIP
)
15 # reading input file and storing it as input
16
17 S = 1E0 # Scaling of time parameters , proved unnecessary
18
19 t = input[,1] # picking the tau -values
20 I = sqrt(input[,2]**2 + input[,3]**2) # picking the
intensities
21 tau = t*S #
22
23 # Renaming before fitting
24 Upsilon = I #(I-I[length(I)])/(max(I)-I[length(I)]) #
Removing off -set and scaling by intensity
25
26 # guess -values:
27 T2_guess = 0.4*S # milliseconds
28 M0_guess = Upsilon [1]
29 eps_guess = 1
30
31
32 #print(" section 2 finished ")
33 #####################################
34
35 # Declaring input and model for NLS -fitting for different
n, and
36
37 frame <- data.frame(x = tau , y = Upsilon)
38
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39 # non -linear square fit. For further documentation , see
http://stat.ethz.ch/R-maupsilonal/R-patched/library/
stats/html/nls.html or Nonlinear Regression with R by
Ritz and Stribig , Springer , 2008
40
41 fit <- nls(
42 Upsilon~M0*exp(-tau/T2) + eps ,
43 data = frame ,
44 start = list(M0 = M0_guess , T2 = T2_guess , eps = eps_
guess))
45 fit.res <- resid(fit)
46
47 #print(" section 3 finished ")
48 #####################################
49
50 Upsilon_fit = fitted(fit)
51
52 regtab = summary(fit)$coef
53
54 # Generating plot grid based on minimum and maximum
values
55 par(mfrow=c(2,1))
56 minU = min(Upsilon)
57 maxU = max(Upsilon)
58 mint = min(tau)
59 maxt = max(tau)
60 U = c(0.9*minU , 1.1*maxU)
61 T = c(0.9*mint , 1.1*maxt)
62
63 # plotting
64 plot(T, U, type="n",
65 xlab = "t / [s]",
66 ylab = expression(paste(Upsilon , "(t)/", Upsilon , (0))),
67 main = filename)
68 #sub = "( Number of expontials = 1)"
69 points(tau , Upsilon , col = "black")
70 lines(tau , Upsilon_fit , col = "red", lw = 1.75)
71
72 # Adding legend
73 legend(
74 "topright", legend = c("Data point","exponential \n
regression"),
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75 col = c("black","red"), lty = c(NA ,1), lwd = c(NA ,2),
pch = c(1, NA)
76 )
77
78 Rs = 5 # Skalering av residualaksen
79 R = Rs*c(-max(fit.res), max(fit.res))
80
81 plot(xlim = T, ylim = R, type = "l", tau , fit.res , pch =
1, cex = 1,
82 ylab="Residual magnitude", xlab="t / [s]",
83 main="Residual plot")
84 abline(0, 0, col = "red", lwd = 2)
85
86 # Adding legend to residual plot
87 legend(
88 "topright", legend = c("Residual", "Zero -line"),
89 col = c("black", "red"), lty = c(NA ,1), lwd = c(NA ,2),
pch = c(1,NA)
90 )
91
92 #print(regtab)
93
94 #M0data <- regtab [1,]
95 #return(M0data)
96
97 T2data <- regtab [2,]/S
98 return(T2data)
99 #print(" section 4 finished ")
100
101 }
102
103 #
t2analyse.R
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C.2 Further Implementation to Estimate T2 and
G21
1. The previous script must be loaded to R as it is implemented in this
algorithm.
2. The name of all data files and parameter files must be entered, along
with a list of names for saving the .pdf-files made by the script reviewed
in the previous section. This script will later save these .pdf-files glob-
ally.
3. A series of various arrays containing only not-a-number-values are cre-
ated to store temporal values.
4. The τ -values are stored in the list tau.
5. The script t2analyse.R is run once for each data file and extracts the
estimated T ∗2 and the estimated M0.
6. The standard deviation for each set of τ is computed.
7. A plot of the estimated R∗2 ≡ 1/T ∗2 against τ 2 is then produced, and
weighted linear regression is added together with the measurements
and computed standard deviations.
8. The data obtained from regression is saved to a .txt-file.
9. A plot of the estimated M0 vs. τ is made.
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Appendix D
A Generalization of the Hahn
Echo and CPMG-signal
D.1 Derivation of the Generalized CPMG-signal
Starting with the normalized CPMG echo intensity in the rotating frame of
reference
Mˆ(t) = exp
(
− t
T2
− t
3
D
(
γτ
∂B
∂z
)2)
(D.1)
with z as the direction along the NMR tube and assuming a polynomial form
of B that may be approximated by its second-order Taylor expansion around
z = 0 as
B(z) =
∞∑
n=0
1
n!
∂nB
∂zn
∣∣∣∣
z=0
zn
≈ B(0) + ∂B
∂z
∣∣∣∣
z=0
z +
1
2
∂2B
∂z
∣∣∣∣
z=0
z2
≡ B0 +G1z +G2z2 (D.2)
where the z-axis is taken to be parallel to B = Bk for a sample with length
L. The Taylor expansion is truncated after the second-order term.
The form of eq. D.2 might be rewritten in terms of the Larmour frequency,
using
ω = −γB (D.3)
so that
ω(z) = −γG(z) = −γ (G0 +G1z +G2z2) = ω0 + ω1z + ω2z2 (D.4)
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and insertion of eq. D.4 to eq. D.1 yields
Mˆ(z, t) = exp
(−t
T2
)
exp
(
−t
3
D
(
τ
∂ω(z)
∂z
)2)
= exp
(−t
T2
)
exp
(−t
3
D (τ(ω1 + 2ω2z))
2
)
(D.5)
As eq. D.5 is dependent on z and eq. D.1 is not, the retrieved signal,
that is eq. D.1, must be the sample average. This implies that
Mˆ(t) =
〈
Mˆ(z, t)
〉
= L−1
∫ L
0
Mˆ(z, t) dz
= L−1 exp
(−t
T2
)∫ L
0
exp
(−t
3
Dτ 2 (ω1 + 2ω2z)
2
)
dz (D.6)
and by rewriting α2 = Dτ2t
3
and substituting ζ = αω1 + 2αω2z the equation
now reads:
Mˆ(t) = L−1 exp
(−t
T2
)∫ L
0
exp
(−ζ2) dz
=
exp
(
−t
T2
)
2Lω2α
∫ αω1+2αω2L
αω1
exp
(−ζ2) dζ (D.7)
as dz = dζ
2ω2α
.
The integral above is similar to∫ z
0
exp(−t2) dt =
√
pi
2
erf(z)
where erf(z) is the error function[53].
This gives that eq. D.7 acn be solved as
Mˆ(t) =
exp
(
−t
T2
)
2Lω2α
∫ αω1+2αω2L
αω1
exp
(−ζ2) dζ
=
exp
(
−t
T2
)
2Lω2α
√
pi
2
(erf (αω1 + 2αω2L)− erf (αω1))
=
√
3pi
4Lω2τ
√
Dt
exp
(−t
T2
)
(erf (αω1 + 2αω2L)− erf (αω1)) (D.8)
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where the erf(z)-function might be approximated by its Taylor expansion
around z = 0 as
erf(z) =
2√
pi
∞∑
n=0
(−1)n
n!(2n+ 1)
z2n+1
∣∣
z=0
so that eq. D.8 might be expanded around α = 0 as
Mˆ(t) =
2√
pi
√
3pi
4Lω2τ
√
Dt
exp
(−t
T2
)( ∞∑
n=0
(−1)n(αω1 + 2αω2L)2n+1
n!(2n+ 1)
−
∞∑
n=0
(−1)n(αω1)2n+1
n!(2n+ 1)
)
≈
√
3
2Lω2τ
√
Dt
exp
(−t
T2
)(
(αω1 + 2αω2L)− (αω1 + 2αω2L)
3
3
− αω1 + (αω1)
3
3
)
= exp
(−t
T2
)(
1− t Dτ
2
18Lω2
(
(ω1 + 2ω2L)
3 − ω31
))
= exp
(−t
T2
)(
1− tDτ
2
9
(
3ω21 + 6Lω2ω1 + 4L
2ω22
))
(D.9)
when substituting α2 = Dτ2t
3
. As the error function has been expanded in α
to second order, the expansion is to first order in t.
Finally, eq. D.9 might be recognized as the first-order Taylor expansion
of e−t, as
exp(−t) =
∞∑
n=0
(−1)n
n!
∣∣∣∣∣
t=0
tn ≈ 1− t
Under this assumption, the closed form of the signal becomes
Mˆ(t) = exp
(
− t
T2
− tDτ
2
9
(
3ω21 + 6Lω2ω1 + 4L
2ω22
))
= exp
(
− t
T2
− tDγ
2τ 2
9
(
3G21 + 6LG2G1 + 4L
2G22
))
(D.10)
and we see that in the case where G2 = 0, the form of eq. D.1 is retained.
The signal for the Hahn echo experiment is then obtained by substituting
t = 2Nτ with N = 1 in eq. D.10:
Mˆ(τ) = exp
(
−2τ
T2
− 2Dγ
2τ 3
9
(
3G21 + 6LG2G1 + 4L
2G22
))
(D.11)
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