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Abstract
The paper investigates the use of low-diffusion (contact-discontinuity-resolving [Liou M.S.: J. Comp. Phys. 160
(2000) 623–648]) approximate Riemann solvers for the convective part of the Reynolds-averaged Navier-Stokes
(RANS) equations with Reynolds-stress model (RSM) closure. Different equivalent forms of the RSM–RANS system
are discussed and classification of the complex terms introduced by advanced turbulence closures is attempted. Com-
putational examples are presented, which indicate that the use of contact-discontinuity-resolving convective numerical
fluxes, along with a passive-scalar approach for the Reynolds-stresses, may lead to unphysical oscillations of the so-
lution. To determine the source of these instabilities, theoretical analysis of the Riemann problem for a simplified
Reynolds-stress transport model-system, which incorporates the divergence of the Reynolds-stress tensor in the con-
vective part of the mean-flow equations, and includes only those nonconservative products which are computable
(do not require modelling), was undertaken, highlighting the differences in wave-structure compared to the passive-
scalar case. A hybrid solution, allowing the combination of any low-diffusion approximate Riemann solver with
the complex tensorial representations used in advanced models, is proposed, combining low-diffusion fluxes for the
mean-flow equations with a more dissipative massflux for Reynolds-stress-transport. Several computational examples
are presented to assess the performance of this approach.
Keywords: Compressible RANS, Reynolds-Stress Model, Approximate Riemann solver, Low-diffusion fluxes
1. Introduction
Current trends in RANS CFD (Reynolds-averaged Navier-Stokes computational fluid dynamics) for complex air-
craft configurations [1] aim at developing methods of high predictive accuracy [2]. From a turbulence modelling
point-of-view, this requires the combination of advanced anisotropy-resolving closures [3] for the Reynolds-stresses
(which appear in the averaged mean-flow equations) with transport-equation closures for transition [4]. Regarding
the fully turbulent part of the flow model, differential second-moment closures (SMCs) or synonymously Reynolds-
stress models (RSMs) have the advantage of treating terms representing the influence of turbulence on the mean-flow
(ρ¯ri j := ρu′′i u
′′
j , where ρ is the density, ui are the velocity components in the Cartesian system with space-coordinates
xi, ·¯ denotes Reynolds-averaging, and ·′′ denotes Favre fluctuations) as variables of the system of the PDEs describ-
ing the flow, in this way transferring the drawbacks of a posteriori performance of algebraic closures [5] to other
correlations appearing in the Reynolds-stress model (velocity/pressure-gradient Πi j := −u′i∂x j p′ − u′j∂xi p′ where p
is the pressure and ·′ denotes Reynolds fluctuations, diffusion by triple velocity-correlations d(u)i j := −∂x`ρu′′i u′′j u′′`
where repeated indices imply the Cartesian-tensor summation convention [6, pp. 644–645], anisotropy of the rate-of-
dissipation tensor εi j− 23εδi j where ε := 12ε`` is the dissipation-rate of turbulence kinetic energy and δi j is Kronecker’s
δ [7, p. 10]). On the other hand, the numerically reassuring concept of eddy-viscosity, which introduces only minor
modifications in the mean-flow equations, is lost. Incidentally, eddy-viscosity is not a physically definable quantity in
general inhomogeneous flows with complex strains.
Most RSM–RANS solvers, both structured [8, 9, 10] and unstructured [11, 12], apply variables-reconstruction [13]
to define left (L) and right (R) states at cell-interfaces [14], which determine fluxes by the approximate solution of the
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corresponding Riemann problem [15]. We loosely include in the term approximate Riemann solver (ARS) different
approaches used in defining the numerical flux, ie approximate Riemann solvers [16, 17], flux-difference-splitting
[18], and flux-splitting [19, 20]. Early results on laminar boundary-layer flow [21] using O(∆`) reconstruction (∆` is
the largest distance between the vertices of the grid-cell), have shown that some fluxes are more dissipative than others,
in the sense that they introduce more numerical diffusion, especially in flows dominated by shear (boundary-layers,
jets, and wakes). It is well known [22, 23] that high-order reconstruction of low-level (diffusive) fluxes results in high-
order-accurate schemes. Therefore, differences between fluxes observed for O(∆`) reconstruction are less pronounced
when higher-order reconstruction is used, but may influence the rate of grid-convergence with grid-refinement. The
improvement in flow prediction by using numerical fluxes which correctly resolve contact-discontinuities of the as-
sociated Riemann problem was demonstrated by the construction of the HLLC ARS [17], compared to the HLL ARS
[16]. Batten et al. [24] categorize approximate Riemann solvers with respect to the fidelity with which they reproduce
the structure of the solution of the Riemann problem. From this point-of-view, 4-state solvers for the Euler equa-
tions, like the HLLC ARS [17] with appropriate choice of the wavespeeds [25], are obviously contact-discontinuity-
resolving. This analysis cannot be applied to all types of fluxes (eg flux-splitting [19, 20]). In a more general context,
the term contact-discontinuity-resolving follows from the work of Liou [26], who suggested a rigorous definition
of what is meant by low-diffusion numerical fluxes. Consider the Euler equations [15, pp. 102–111], with conser-
vative variables uE := [ρ, ρu, ρv, ρw, ρet]
T and flux ~FE(u) · ~en in the direction of the unit-vector ~en, for which the
numerical dissipation of the massflux FNUMρ (u
L
E, u
R
E;~en), defined with respect to an average flux F
AVG
ρ (u
L
E, u
R
E;~en) [27],
1
2Dρ(uL, uR;~en) := FAVGρ − FNUMρ [27, (28), p. 5], is expanded as Dρ = Dρ,ρ∆LRρ +
∑3
`=1Dρ,`∆LRu` + Dρ,p∆LRp with
respect to the differences ∆LR(·) := (·)R− (·)L of the primitive variables vE := [ρ, u, v,w, p]T. By [26, Lemma 1, p. 633],
the necessary and sufficient condition for a numerical flux to give the exact solution of the Riemann problem across a
contact-discontinuity moving with speed Un in the direction ~en (VnL = VnR , pL = pR, ρL , ρR), is Dρ,ρ = |Un|. Liou’s
condition [26, Lemma 1, p. 633] implies that the numerical massflux-dissipation at a stationary contact-discontinuity
should be ∆LRρ-independent.
In one of the earliest implementations of compressible RANS equations with RSM closure, Vandromme and Ha
Minh [28] used the explicit-implicit MacCormack scheme [29], which is centered, in the sense that no preferential
directions are identified with reference to the wave-structure of the Riemann problem [15], and O(∆`2). The mean-
flow energy variable was the Favre-averaged total internal energy (e˜t := e˜ + 12 u˜iu˜i + k, where e is the internal energy,
ui are the velocity-components, ·˜ represents Favre-averaging [30, 31], k := 12 u˜′′i u′′i is the turbulence kinetic energy
associated with Favre fluctuations of the velocity-components). The so-called isotropic effective pressure p¯+ 23 ρ¯k was
included [28] in the convective fluxes, while the anisotropic part of the Reynolds-stresses ρu′′i u
′′
j − 23 ρ¯kδi j appearing in
the mean-flow momentum and energy equations, was included in the diffusive fluxes (centered discretization in both
the predictor and corrector sweeps of MacCormack’s scheme [29]). Vandromme and Ha Minh [28] included only the
isotropic part of the Reynolds-stresses in the convective flux, because of difficulties, which have since been identified
with the fact that the convective part of the RSM–RANS equations (without the nonconservative products [32] asso-
ciated with Reynolds-stress production by mean-flow velocity-gradients, Pi j := −ρu′′i u′′` ∂x` u˜ j − ρu′′j u′′` ∂x` u˜i) is not
hyperbolic [33] because its Jacobian matrix does not have a complete system of eigenvectors [34, 35, 36]. Morrison
[37] used an implicit O(∆`2) MUSCL [38] scheme with Roe fluxes [18], which are contact-discontinuity-resolving
[26], with e˜t as mean-flow energy variable. The concept of isotropic effective pressure p¯+ 23 ρ¯k [28] was not used [37],
and Reynolds-stresses in the mean-flow equations were simply included in the diffusive fluxes (centered discretiza-
tion). Both these early studies [28, 37], included computational examples of shock-wave/turbulent-boundary-layer
interactions on structured grids. Chenault et al. [39] used Morrison’s code [37] to compute the complex 3-D flow of
a supersonic ejection in crossflow.
Traditionally, from a conceptual turbulence theory point-of-view, Reynolds-stresses are understood as an addition
to viscous stresses accounting for the effects of turbulent mixing on the mean-flow [40, pp. 32–33]. Rautaheimo
and Siikonen [34] were probably the first to recognize that, contrary to this conceptual description, Reynolds-stresses
appear in the mean-flow equations as 1-derivatives, and should therefore be included in the convective fluxes and not in
the viscous (diffusive) ones which regroup 2-derivatives. This is a fundamental mathematical difference with respect
to 2-equation closures [41, 42, 43, 44, 45], whether linear [46, 47, 48] or nonlinear [49, 50]. Within the framework of
2-equation closures, Reynolds-stresses are not variables of the system of PDEs (partial differential equations), but are
instead replaced by a constitutive relation involving mean-flow velocity-gradients, and correctly appear in the diffusive
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fluxes of the mean-flow equations. Rautaheimo and Siikonen [34] also included the nonconservative products Pi j in
the convective terms to obtain a (nonstrictly) hyperbolic system [51] and constructed Roe fluxes for this representative
system [34, 52, 53]. Schwarz-inequality realizability constraints [54] were included in the eigenvector matrices [34,
(3.22), p. 17] to avoid numerical instabilities. A simpler method, using the isotropic effective pressure concept,
in line with Vandromme and Ha Minh [28], which treats Pi j as a source-term and includes the anisotropic part of
the Reynolds-stresses in the viscous fluxes (both Pi j and ρu′′i u
′′
j − 23 ρ¯kδi j are treated by centered discretization) was
also developed [34]. Computational examples with these approaches [44] include complex 3-D subsonic flows on
structured grids [55], but to the author’s knowledge they have not been applied to flows with shock-waves. The
mathematics of the construction of Roe fluxes [18] for the simplified RST (Reynolds-stress transport) model-system
of Rautaheimo and Siikonen [34] were revisited by Brun et al. [35] but without application to actual Reynolds-stress
models or flows.
This early work of Rautaheimo and Siikonen [34] has not been followed so far in other practical methods. Several
authors used implicit upwind schemes with Roe fluxes [18, 37], with e˜t as energy variable, and included the Reynolds-
stresses in the diffusive fluxes of the mean-flow equations, in line with the work of Morrison [37]. Among these,
Ladeinde and Intile [56, 57] used O(∆`) reconstruction on structured grids, Zha and Knight [58] used O(∆`3) MUSCL
[59] reconstruction on structured grids, and Alpman and Long [12], who chose the total mean-flow energy e˘t :=
e˜ + 12 u˜iu˜i = e˜t − k [60] as energy variable, used O(∆`) reconstruction on unstructured grids (computational examples
[12] include 3-D flow over a helicopter). Also working on unstructured grids, Bigarella and Azevedo [11] used Roe
fluxes [18] with O(∆`2) MUSCL [38] reconstruction for the mean-flow variables, but applied a simpler O(∆`) upwind
scheme for RST, based on advective velocity-splitting [11, (6), p. 2370]. Gerolymos and Vallet [8, 61, 10] used an
implicit O(∆`3) MUSCL [59] upwind scheme with van Leer fluxes [20] (which are diffusive and do no satisfy Liou’s
[26] contact-discontinuity-resolving condition). They used e˘t as energy variable, included the Reynolds-stresses in
the diffusive fluxes (centered discretization), and applied a passive-scalar technique [15, p. 301] for the convection
of the turbulence variables. Despite the mathematical inconsistency of this approach, the method, augmented by the
explicit application of Schumann’s [54] realizability constraints, proved to be particularly robust, and was successfully
applied to complex (both geometrically and in flow structure) 3-D configurations [62, 63, 64, 65], including shock-
wave/turbulent-boundary-layer interactions [66, 67, 68] up to shock-wave Mach-number M˘SW = 5 [5]. Batten et al.
[9] used an implicit solver [24], where Roe [18, 37] and HLLC [17, 25] fluxes were implemented. They used e˜t as
energy variable, and included the Reynolds-stresses in the diffusive fluxes (centered discretization [9, p. 788]). The
isotropic effective pressure concept [28] was not used [24, 69], and a passive scalar approach was adopted for the
Reynolds-stresses [24, p. 61]. The mean-flow and turbulence equations were solved implicitly, as separate subsets,
but with partial block-coupling through the use of apparent viscosities [70]. Batten et al. [9] report that in some
difficult cases instabilities were observed, whose origin was traced to the generalized-gradient model for the turbulent
heat-flux, and which were cured [9, p. 788] by adopting a thin-shear-layer approximation for the turbulent heat-flux.
The purpose of the present work is to contribute to the robust implementation of RSMs in finite-volume solvers,
with emphasis on the use of low-diffusion (contact-discontinuity-resolving [26]) fluxes for the mean-flow equations.
In line with Batten et al. [24, p. 61], ”a numerical framework has been adopted in which different turbulence models
can be easily inserted and modified,” therefore ”a fully coupled treatment of the turbulence variables is deliberately
avoided.”
In §2 we formalize the numerical framework of the present study, describe the complex structure of the PDEs
obtained from the closure of the modelled terms in the exact Navier-Stokes and RST equations (§2.4), and discuss
the usual choice of centered discretization for the Reynolds-stresses in the mean-flow equations (§2.5). In §3 we im-
plement several low-diffusion fluxes (Roe [18], RoeHH2 [71], HLLC [17, 25], AUSM+ [72], AUSMup+ [73], ZhaCUSP2
[74]) with a passive-scalar approach for the Reynolds-stresses [15, p. 301], and present examples where this approach
exhibits oscillations, contrary to previous computations of the same configurations using van Leer fluxes [20, 75].
In §4 we revisit the computable RST (c–RST) model-system of Rautaheimo and Siikonen [34], and study the wave-
structure of the associated Riemann problem, which can be approximated by a 6-state HLLC-like [17] system. This
analysis traces the source of the instability to the difference in jump-conditions between the Euler equations [15, p.
115–157] and the c–RST model-system. In §5 we argue that the cure of the instability lies in the treatment of the
turbulence variables rather than in the modification of the mean-flow fluxes though coupling, and show that all of the
low-diffusion fluxes studied in §3 can be stabilized if a diffusive massflux is used in the passive-scalar approach for the
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turbulence variables. In §6 we present several computational examples, using these hybrid mean-flow-low-diffusion
fluxes, and assess the improvement brought by the use of ARSs which resolve correctly contact discontinuities of the
mean-flow. Finally, we discuss (§7) perspectives for and difficulties in the development of mathematically consistent
low-diffusion ARSs for complete system of RST equations.
2. RSM–RANS equations
Before starting numerical work, it is useful to attempt some analysis, or at least discussion, of the complete mod-
elled RSM–RANS system of equations [10]. This includes the choice of dependent variables, the distinction between
computable (ie terms which can be computed from the knowledge of the fields of the independent variables) and
modelled (hence subject to change as modelling work progresses [76, 77, 78, 5]) terms, and the classification (if at
all possible) of the resulting system of equations. Throughout the paper it is assumed that the frame-of-reference is
inertial [79] and that body-acceleration (eg gravity) is negligible. The non-averaged flow is governed by the compress-
ible Navier-Stokes equations, with linear constitutive relations for the molecular stresses and heat-fluxes, perfect-gas
thermodynamics, constant heat-capacity cp and a Sutherland viscosity-law [80, (34–37), pp. 785–786].
2.1. Scale-determining variable
We study Reynolds-stress models [81, 82, 83, 84, 77, 78, 5] which solve 7 transport equations, 6 for the compo-
nents of the symmetric 2-order tensor ρ¯ri j := ρu′′i u
′′
j = ρ¯u˜
′′
i u
′′
j and 1 for the scale-determining variable (a term coined
by Wilcox [85]). The rate-of-dissipation of the turbulence kinetic energy, ε := 12εii (where εi j is the rate-of-dissipation
tensor appearing in the Reynolds-stress-transport equations; §2.2), is a natural choice, but other scale-determining
variables are often used, such as the popular ωT := (β∗k)−1ε = (β∗τT)−1 [48] (β∗ = 9100 ), or the less widely used
turbulence lengthscale `T := k
3
2 ε−1 [86] or timescale τT := kε−1 [87]. Since all these scale-determining variables are
in the form ckaεb (where a, b ∈ Q and c ∈ R are constants), the corresponding transport equations are quasi-linear
combinations of the k − ε equations (§2.2). Therefore, the analysis in this paper, which uses ε, can be easily adapted
to any of the other scale-determining variables. The primitive variables of the system are
v :=
[
ρ¯, u˜, v˜, w˜, p¯︸       ︷︷       ︸
=: vTMF
, rxx, rxy, ryy, ryz, rzz, rzx, εv︸                         ︷︷                         ︸
=: vTRS
]T ∈ R12 (1)
where εv is the particular ε-variable used in the model (§2.2). The vector of primitive variables v ∈ R12 (1) consists of
2 separate subvectors, vMF ∈ R5 for the mean-flow and vRS ∈ R7 for the turbulence variables. The description of the
numerical (§2) and theoretical (§4) parts of the paper is independent of the specific RSMs used in the computational
examples.
2.2. Reynolds-stress-transport and modelling
The exact (unclosed) compressible-flow transport-equations for the Reynolds-stresses [88] read
∂ρ¯u˜′′i u
′′
j
∂t
+
∂
∂x`
(ρ¯u˜′′i u
′′
j u˜`)︸                           ︷︷                           ︸
convection Ci j
=
(
−ρ¯u˜′′i u′′`
∂u˜ j
∂x`
− ρ¯u˜′′j u′′`
∂u˜i
∂x`
)
︸                             ︷︷                             ︸
production Pi j
+
∂
∂x`
(
u′iτ
′
j` + u
′
jτ
′
i`
)
︸                 ︷︷                 ︸
d(τ)i j
+
∂
∂x`
(
− ρu′′i u′′j u′′`
)
︸                ︷︷                ︸
d(u)i j
+
−u′i ∂p′∂x j − u′j ∂p
′
∂xi
︸                 ︷︷                 ︸
Πi j
+
(
−u′′i
∂p¯
∂x j
− u′′j
∂p¯
∂xi
+ u′′i
∂τ¯ j`
∂x`
+ u′′j
∂τ¯i`
∂x`
)
︸                                             ︷︷                                             ︸
Ki j
−
τ′j` ∂u′i∂x` + τ′i` ∂u
′
j
∂x`
︸                 ︷︷                 ︸
ρ¯ε(τ)i j
(2a)
where t is the time and τi j are the molecular stresses [80, (36a), p. 786]. In this relation (2a), convection Ci j and
production Pi j are computable in an RSM–RANS framework with independent variables v (1), while all other terms
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(diffusion by the action of fluctuating molecular stresses d(τ)i j or by fluctuating velocity d
(u)
i j , velocity/pressure-gradient
correlation Πi j, direct density-fluctuation effects Ki j, and destruction by the fluctuating molecular stresses ε
(τ)
i j ) require
modelling. Although there have been attempts to work with (2a) and model d(τ)i j [89], most workers in the field of
Reynolds-stress modelling prefer [5] to postulate an exact molecular diffusion term, and use the equivalent equation
(2a) ⇐⇒
computable︷                            ︸︸                            ︷
Ci j = Pi j +
∂
∂x`
µ˘ ∂u˜′′i u′′j∂x`
︸            ︷︷            ︸
d(µ)i j
+
model: RSMi j
(
v, gradv, grad(gradv)
)
︷                                                                                      ︸︸                                                                                      ︷
d(u)i j + Πi j + Ki j −
τ′j` ∂u′i∂x` + τ′i` ∂u
′
j
∂x`
+
∂
∂x`
(
µ˘
∂u˜′′i u
′′
j
∂x`
− u′iτ′j` + u′jτ′i`
)︸                                                             ︷︷                                                             ︸
ρ¯εi j := ρ¯ε
(τ)
i j +
(
d(µ)i j − d(τ)i j
)
(2b)
where µ˘ := µ(T˜ ) is the dynamic viscosity [80, (37), p. 786] evaluated at Favre-averaged temperature T˜ , and the viscous
diffusion term d(µ)i j is computable in an RSM–RANS framework. Notice that, in incompressible flow with constant
viscosity, εi j simplifies to 2ν∂x`u
′
i ∂x`u
′
j [6, pp. 315–320], where ν is the constant kinematic viscosity, but in general
compressible flows there appear extra terms [90], associated with dilatation and µ-fluctuations. The computable terms
in (2b) appear as conservation laws Ci j (2a), with conservative diffusive terms d
(µ)
i j (2b), augmented by Pi j (2a) which
correspond to nonconservative products [32, 33].
The form of the modelled term RSMi j in (2b) depends on the particular closure used [81, 82, 83, 84, 77, 78, 5], but
it contains, in general, the variables v (1), their gradients in space gradv :=
[
(∂x`vq)~e`, q ∈ {1, · · · , 12}
]T
and their 2-
derivatives in space grad(gradv) :=
[
(∂2x`xmvq)~e` ⊗ ~em, q ∈ {1, · · · , 12}
]T
. Typical models for turbulent diffusion d(u)i j (2a)
appear as conservative diffusive-like terms [76, 91, 5]. Models for the pressure terms Πi j (2a) or its decompositions,
either as Πi j = Π
(d)
i j +
1
3 Π``δi j (where Π
(d)
i j := Πi j − 13 Π``δi j is the deviatoric part of Πi j [92]), or as [88, 93] Πi j =
φi j +
2
3φpδi j + d
(p)
i j (where φi j := p
′(∂x ju′i + ∂x ju
′
i) − 23φpδi j is the deviatoric tensor of pressure-strain redistribution
[94, 88], φp := p′∂x`u′` is the pressure-dilatation correlation [88], and d
(p)
i j := −∂x`
(
u′i p′δ j` + u
′
jp
′δi`
)
is the diffusion
of the Reynolds-stresses under the action of fluctuating pressure [95, 91]), are the most important part of the closure
[5]. All models for the pressure terms [81, 82, 83, 84, 77, 78, 5] contain source-terms (return-to-isotropy models [96]
containing terms which are functions of v but not of its gradients), and quasi-linear nonconservative products (linear
in gradv [97], based on theoretical analysis of the limiting form in homogeneous turbulence [94]). Furthermore, most
of the recent models of wall-turbulence [84, 98, 77, 5] contain terms nonlinear in gradv, to account for inhomogeneity
[99]. Explicit modelling of pressure-diffusion introduces usually conservative diffusive-like terms [95, 91] and also,
sometimes, nonconservative terms which are nonlinear in gradv [5]. Therefore the models for Πi j introduce source-
terms and generalized nonconservative products (both linear and nonlinear in gradv). Notice also the appearance in
some instances [100] of nonconservative products of 2-derivatives. Algebraic models for εi j [5] also introduce source-
terms and eventually nonconservative products. Finally, φp and Ki j are usually neglected in wall-bounded flows, on
the basis of DNS results [101]. Their modelling, to address eg hypersonic flows, requires additional transport equations
[102], and is therefore outside the scope of the present work.
The modelled form of the scale-determining ε-equation reads
computable︷                                          ︸︸                                          ︷
∂ρεv
∂t
+
∂
∂x`
(ρ¯εvu˜`)︸                  ︷︷                  ︸
convection Cεv
= +
∂
∂x`
(
µ˘
∂εv
∂x`
)
︸        ︷︷        ︸
d(µ)εv
+
model︷                               ︸︸                               ︷
RSMεv
(
v, gradv, grad(gradv)
)
(2c)
where εv is the dissipation-rate variable (eg modified dissipation-rate [46], homogeneous dissipation-rate [103], or
solenoidal dissipation-rate [90]), and RSMεv are the corresponding modelled terms. In general the mathematical form
of these terms is similar to the modelled terms in the RST-equation (2b), with the exception of terms nonlinear in 2-
derivatives of mean-flow velocity, in the form ρu′′i u
′′
j ∂
2
xix` u˜k∂
2
x jx` u˜k [104] or ∂
2
x jx j u˜i∂
2
xk xk u˜i [41, 93], which are gradient-
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closures of the production by 2-derivatives of mean-velocity term appearing in the exact ε-equation (in incompressible
flow with constant viscosity this exact term reads [105, (2.11), p. 64] −2νu′
`
∂xku
′
i∂
2
x`xk u¯i).
Notice that taking 12 the trace of (2a, 2b) the k-equation resulting from the RST-equations reads
∂ρ¯k
∂t
+
∂ρ¯ku˜`
∂x`
(2a)
= 12
(
d(u)ii + d
(τ)
ii + Pii + Πii + Kii − ρε(τ)ii
)
(2d)
(2b)
= 12
(
d(u)ii + d
(µ)
ii + Pii + Πii + Kii − ρεii
)
(2e)
2.3. Mean-flow equations
Averaging the 3-D Navier-Stokes equations [80, (34–37), pp. 785–786] yields the compressible RANS equations
[88, 8, 93], for mean-flow conservation of mass
∂ρ¯
∂t
+
∂ρ¯u˜`
∂x`
= 0 (3a)
momentum
computable︷                                                  ︸︸                                                  ︷
∂ρ¯u˜i
∂t
+
∂
∂x`
(
ρ¯u˜iu˜` + p¯δi` + ρu′′i u
′′
`
)
=
∂τ˘i`
∂x`
+
model︷          ︸︸          ︷
∂
∂x`
(
τ¯i` − τ˘i`
)
(3b)
and total energy
computable︷                                                           ︸︸                                                           ︷
∂ρ¯e˜t
∂t
+
∂
∂x`
(
ρ¯u˜`h˜t + u˜i ρu′′i u
′′
`
)
=
∂
∂x`
(
u˜iτ˘i` − q˘`
)
+
model︷                                                                          ︸︸                                                                          ︷
∂
∂x`
(
− 12ρu′′i u′′i u′′`
)
︸                  ︷︷                  ︸
(2a)
= 12d
(u)
ii
+
∂
∂x`
(
u′′i τi`
)
︸       ︷︷       ︸
(2a)
= 12d
(τ)
ii + ∂x` (u
′′
i τ¯i`)
+
∂
∂x`
(
− ρh′′u′′
`
)
+
∂
∂x`
(
u˜i(τ¯i` − τ˘i`) − (q¯` − q˘`)
)
︸                               ︷︷                               ︸
model
(3c)
All of the terms in the continuity equation (3a) are computable in an RSM–RANS framework (1). The computable
terms τ˘i` := 2µ˘(S˘ i` − 13 S˘mmδi`) + µ˘bS˘mmδi`, where S˘ i j := 12
(
∂x j u˜i + ∂xi u˜ j), introduce an unclosed term τ¯i` − τ˘i` in the
momentum equation (3b), which represents the influence of thermodynamic (temperature and density) fluctuations,
and is usually neglected [93, (6), p. 1834]. An analogous computable term q˘` := λ˘∂x` T˜ , where λ˘ := λ(T˜ ) is the
coefficient of heat-conductivity [80, (37), p. 786], in the total energy equation (3c), introduces an unclosed term
q¯` − q˘`, which represents the influence of thermodynamic fluctuations, and is also usually neglected [93, (6), p.
1834]. Additionally, in the mean-flow energy equation (3c), the diffusion of turbulence-kinetic-energy 12d
(u)
ii +
1
2d
(τ)
ii ,
the turbulent heat-flux ρh′′u′′
`
and the density-fluctuation term ∂x` (u
′′
i τ¯i`), require modelling. The density-fluctuation
term is usually neglected [93], while both other terms are usually modelled by a gradient-closure [5], and appear as
diffusive terms in the final system. The form (3c) of the mean-flow energy equation, which is the one directly derived
by averaging the energy equation [80, (34c), p. 785], uses the Favre-averaged total energy and total enthalpy
e˜t = e˜ + 12 u˜iui = e˜ +
1
2 u˜iu˜i︸    ︷︷    ︸
=: e˘t
+k = h˜ + 12 u˜iu˜i︸    ︷︷    ︸
=: h˘t
+k − p¯ = h˜ + 12 u˜iui − p¯ = h˜t − p¯ (3d)
and is in conservation form. On the other hand, the conservative variable ρ¯e˜t appearing in
u(˜) :=
[
ρ¯, ρ¯u˜, ρ¯v˜, ρ¯w˜, ρ¯e˜t, ρ¯vTRS
]T ∈ R12 (3e)
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contains ρ¯k := 12 ρ¯rii, ie mixes mean-flow and turbulent variables. Using the k-equation (2d), (3c) is equivalent to
computable︷                                                                         ︸︸                                                                         ︷
∂ρ¯e˘t
∂t
+
∂
∂x`
(
ρ¯u˜`h˘t + u˜i ρu′′i u
′′
`
) (3c, 2d)
=
∂
∂x`
(
u˜iτ˘i` − q˘`
)
− 12Pii +
model︷                                                             ︸︸                                                             ︷
∂
∂x`
(
− ρh′′u′′
`
)
− 12
(
Πii + Kii − ρε(τ)ii
)
+
∂
∂x`
(
u′′i τ¯i`
)
+
∂
∂x`
(
u˜i(τ¯i` − τ˘i`) − (q¯` − q˘`)
)
︸                               ︷︷                               ︸
model
(3f)
If (3f) is used in lieu of (3c), the conservative variables
u :=
[
ρ¯, ρ¯u˜, ρ¯v˜, ρ¯w˜, ρ¯e˘t︸              ︷︷              ︸
=: uTMF
, ρ¯vTRS︸︷︷︸
=: uTRS
]T ∈ R12 (3g)
form 2 separate subsets, uMF ∈ R5 for the mean-flow and uRS := ρ¯vRS ∈ R7 for the turbulence variables, in analogy with
the nonconservative variables (1). Numerical methods can be built using either of the 2 mathematically equivalent
mean-flow energy equations (3c, 3f), with corresponding conservative variables (3e, 3g), and the same primitive
variables v (1).
2.4. RSM–RANS system of equations
The modelled system of equations, which are solved numerically, consists of the mean-flow continuity (3a), mo-
mentum (3b), either of the 2 equivalent mean-flow energy equations (3c, 3f), the closed RST equations (2b), and the
closed scale-determining equation (2c). Using the conservative variables u ∈ R12 (3g) and the corresponding energy
equation (3f), the final system reads
∂u
∂t
+
∂
∂x`
(
F(C)
`
(u) + F(RST)
`
(u)
)
= − A(NCP-RST)
`
(v)
∂v
∂x`
+
∂
∂x`
((
D(µ)
`m(v) + D
(RSM)
`m (v)
) ∂v
∂xm
)
+X(RSM)
(
v, gradv, grad(gradv)
)
(4)
In (4), F(C)
`
(u) ∈ R12 are the usual convective fluxes [(6a), §3], F(RST)
`
(u) ∈ R12 are the computable conservative
convective terms [(7a), §4.1], associated with the Reynolds-stresses, appearing in the mean-flow equations (3a, 3b,
3f), and
(
A(NCP-RST)
`
∂x`v
) ∈ R12 are the computable nonconservative products [(7a), §4.1] associated with the production
terms Pi j in the RST equations (2), and with the production of turbulence kinetic energy 12Pii appearing in (3f). Notice,
that a similar formulation holds for the conservative variables u(˜) (3e), using the energy equation (3c), with the same
F(RST)
`
(u) ∈ R12 [(7a, 7b), §4.1], but with appropriately different fluxes F(C;˜)
`
and matrices A(NCP-RST;˜)
`
∈ R12×12 since the
term 12Pii does not appear in (3c) [(7b), §4.1]. The matrices D(µ)`m(v) ∈ R12×12 represent the computable viscous terms,
τ˘i j (3b, 3c, 3f), q˘i (3c, 3f), d
(µ)
i j (2b) and d
(µ)
ε (2c), while the matrices D
(RSM)
`m (v) ∈ R12×12 regroup all those modelled
terms appearing in conservative diffusion-like form. Notice that this matrix may contain both diffusive and anti-
diffusive terms [106]. Finally, all other modelled terms are lumped into the vector X(RSM)
(
v, gradv, grad(gradv)
)
∈ R12
(4). As discussed previously (§2.2), X(RSM) contains source-terms, nonconservative products, terms nonlinear in gradv,
eg
(
∂xivq
)(
∂x jvr
)
where vq and vp are primitive variables, and elements nonlinear in grad(gradv), eg
(
∂2xix jvq
)(
∂2xk xmvr
)
.
Obviously, these are very complicated terms, so much so that they are sometimes difficult to fit in classes of known
mathematical systems.
2.5. Standard discretization and integration
The difficulty in developing an ARS for the complete system (4) lies in the structure of the terms included in X(RSM),
whose precise functional form depends on the particular model [84, 98, 77, 5] used. It is known [28, 34, 52, 53, 35, 44,
36] that the addition of F(RST)
`
alone to the convective fluxes F(C)
`
(4) results in the presence of 0-eigenvectors, and that
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it is necessary to also add the nonconservative products A(NCP-RST)
`
∂x`v in order to obtain a (nonstrictly [51]) hyperbolic
system of conservation laws. Nonetheless, there is ambiguity in such a choice, because X(RSM) (4) also contains, among
other terms, model-dependent nonconservative products, which should also be included in the convective system
(the fluxes which are handled by upwind-biased discretization and an ARS). For instance the simplest, yet quite
efficient [77, 5], choice of an isotropization-of-production model [81] for the homogeneous rapid part of pressure-
strain redistribution φ(RH)i j = −c(RH)φ
(
Pi j − 13P``δi j
)
, in the pressure terms Πi j (2b), introduces nonconservative products
in X(RSM) (4), which should, normally also be included to the convective system. To the authors’ knowledge, the
mathematical analysis of such a representative system has not been undertaken. Berthon et al. [36] neglected the
rapid part φ(RH)i j in their work, only retaining the slow part, which does not contain derivatives. Nonetheless, rapid-
distortion-theory precisely assumes [6, pp. 404–422] that the rapid terms dominate the fluctuating pressure field, and
should therefore be retained, especially across shock-waves. In practical wall-bounded aerodynamic flows both rapid
and slow terms are very important [97, 5, 107]
Because of these difficulties, with the exception of the work of Rautaheimo and Siikonen [34] and its applications
[52, 53, 44, 55], all methods for the solution of RSM–RANS system which have been applied to actual wall-bounded
flows [28, 37, 56, 57, 58, 8, 39, 9, 75, 11, 61, 12, 10] discretize the system (4) in the form
∂u
∂t
+
∂
∂x`
(
F(C)
`
(u)
)
︸         ︷︷         ︸
upwind-biased
=
∂
∂x`
((
D(µ)
`m + D
(RSM)
`m
) ∂v
∂xm
− F(RST)
`
(u)
)
− A(NCP-RST)
`
∂v
∂x`
+ X(RSM)︸                                                                             ︷︷                                                                             ︸
centered
(5)
and this approach was also followed in the present work. Notice that when the isotropic effective pressure concept,
p¯ + 23 ρ¯k is used [28], the corresponding part of F
(RST)
`
is included in the upwind-biased terms, and the remainder
ρ¯ri j − 23 kδi j is incorporated in the centered terms.
The upwind-biased discretization in the present work uses O(∆`3) MUSCL discretization of the primitive variables
v (MUSCL3v) with van Albada limiters [59, 75]. Scalable to arbitrary order-of-accuracy WENO discretizations [108]
were also tested and were found to perform equally well, but only MUSCL3v results are presented in this paper which
focuses on ARSs. The same O(∆`3) reconstruction algorithm was applied on both parts, vMF and vRS, of v (1).
The centered discretization in (5) is based on a standard C2 O(∆`2) finite-difference evaluation of 1-derivatives
[109] in X(RSM) at the grid-nodes. These derivatives are also used to evaluate viscous fluxes (D(µ)
`m + D
(RSM)
`m )∂xmv (5)
at the grid-nodes, while viscous interface-fluxes are computed by averaging the values at the 2 nodes adjoining the
interface [75, (8), p. 765]. Therefore, the diffusive fluxes ∂x`
(
(D(µ)
`m + D
(RSM)
`m )∂xmv
)
in (5) are evaluated using a C2(2∆`)
scheme [80, §3.3.2, p. 788], and this was found to enhance the stability of the method, in relation with the turbulent-
heat-flux issues reported by Batten et al. [9, p. 788] (tests with a fully conservative C2 scheme [80, §3.3.1, pp.
787–788] exhibited such problems).
The resulting semi-discrete system is pseudo-time-marched to steady-state, using an O(∆t) implicit dual-time-
stepping technique [61], with approximate Jacobians [10] and multigrid acceleration [61, 10]. The time-stepping
parameters are represented [61] by [CFL, CFL∗; Mit, rTRG], where CFL is the CFL-number for the pseudo-time-step [61,
(12), p. 1890], CFL∗ is the CFL-number for the dual pseudo-time-step, Mit is the number of dual subiterations, and
rTRG < 0 is the target-reduction of the nonlinear pseudo-time-evolution system solution (in orders-of-magnitude [61,
(13,14), p. 1890]). The number of grid-levels, including the fine grid, is denoted by LGRD [61, 10], with LGRD = 1
denoting single-grid computations.
3. Low-diffusion fluxes and failure of the passive-scalar approach
An initial attempt to evaluate different low-diffusion fluxes (§3.1) for RSM–RANS adopts the passive-scalar ap-
proach (§3.2) for the turbulence variables [24]. Although, in many instances, this approach seems to work satisfacto-
rily, careful examination of the results may reveal spurious local oscillations in the solution, and we have encountered
examples of simple flows where the computations diverge (§3.3.2).
When following the discretization procedure in (5), with conservative variables u (3g) and corresponding energy
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Table 1: Computational grids and mesh-generation parameters [66, 111] for boundary-layer (BL) and oblique-shock-wave/turbulent-boundary-layer
interaction (OSWTBLI) test-cases.
configuration grid and geometry resolution
Ni × N j N js r j Lx (m) Ly (m) ∆n+w
Settles 24 deg [112] 401 × 201 101 1.1176 0.3524 0.200 0.08
Acharya BL [113] 401 × 201 101 1.0900 3.0000 0.152 0.45
401 × 401 201 1.0400 0.42
401 × 801 401 1.0183 0.35
801 × 801 401 1.0183 0.35
2001 × 1601 641 1.0100 0.18
Ardonceau 18 deg [114] 201 × 101 51 1.2000 0.2800 0.150 0.25
401 × 201 101 1.0975 0.10
601 × 601 301 1.0270 0.10
801 × 801 401 1.0193 0.10
2001 × 1601 801 1.0096 0.05
i, j: grid directions; Ni, N j: number of points; ∆n+w: nondimensional (wall-units; ∆n
+
w := ∆nwuτν˘w, where ∆nw is the cell-size in the quasi-wall-
normal direction, uτ :=
√
ρ¯−1w τ¯w is the friction velocity, the subscript w denotes values at the wall, and ν˘ is the kinematic viscosity) wall-normal
cell-size at the wall; r j: geometric progression ratio; N js : number of nodes geometrically stretched near each wall [66]; Lx, Ly: lengths (m) of the
computational box
Table 2: Initial (ICs) and boundary-conditions (BCs) for boundary-layer (BL) and oblique-shock-wave/turbulent-boundary-layer interaction
(OSWTBLI) test-cases.
configuration ICs and BCs
δ∞ (m) ΠC∞ M∞ Tu∞ `T∞ pt∞ (Pa) Tt∞ (K) Tw (K) qw (W m−2) po (Pa)
Settles 24 deg [112] 0.021 0.25 2.85 1% 0.025 671000 250 258.8 ——- ——-
Acharya BL [113] 0.025 0.00 0.60 1% 0.025 101325 288 —— 0 79439.2
Ardonceau 18 deg [114] 0.008 0.10 2.25 1% 0.025 93000 303.6 286.8 ——- ——-
δ∞: boundary-layer thickness at inflow; ΠC∞ : inflow boundary-layer Coles-parameter [67]; M∞: inflow Mach-number (IC if subsonic, BC if
supersonic); Tu∞ : turbulence intensity outside of the boundary-layers at inflow [67]; `T∞ : turbulence lengthscale outside of the boundary-layers at
inflow [67]; pt∞ : inflow total pressure; Tt∞ : inflow total temperature; Tw: wall temperature; qw: wall heat-flux; po: outflow static pressure (BC if
subsonic, IC if supersonic);
equation (3f), the purely convective flux F(C)
`
(u) in (5) contains 2 subsets
F(C)
`
(u)
(2, 3, 5)
:=
[
[ρ¯u˜`, ρ¯u˜u˜` + p¯δx`, ρ¯v˜u˜` + p¯δy`, ρ¯w˜u˜` + p¯δz`, ρ¯h˘tu˜`]︸                                                            ︷︷                                                            ︸
[F(C)MF` (uMF)]
T
, ρ¯u˜`[rxx, rxy, ryy, ryz, rzz, rzx, εV]︸                                 ︷︷                                 ︸
[F(C)RS` (u)]
T
]T ∈ R12 (6a)
where the mean-flow flux F(C)MF` ∈ R5 depends only on the mean-flow variables uMF ∈ R5 (3g). This formulation has
the advantage of using, without modification, the standard definition of Euler fluxes [15, (3.64–3.66), p. 102]. As
usual [110], the flux in an arbitrary direction ~en := n`~e` (
∣∣∣~en∣∣∣ = 1, with projections n` on the axes ~e` of the Cartesian
system-of-coordinates), is given by the scalar product ~F
(C) ·~en = F(C)` n`, and is readily obtained by replacing in (6) u˜`
by the velocity in the direction ~en, V˜n := u˜` n`, and δxi` by n` := ~en · ~e`, viz
F(C)n (u;~en)
(2, 3, 5)
:=
[
[ρ¯V˜n, ρ¯u˜V˜n + p¯nx, ρ¯u˜V˜n + p¯ny, ρ¯u˜V˜n + p¯nz, ρ¯h˘tV˜n]︸                                                            ︷︷                                                            ︸
[F(C)MFn (uMF;~en)]
T
, ρ¯V˜n[rxx, rxy, ryy, ryz, rzz, rzx, εV]︸                                 ︷︷                                 ︸
[F(C)RSn (u;~en)]
T
]T ∈ R12 (6b)
3.1. Mean-flow fluxes
In general, the numerical flux in the direction~en will be noted FNUMMF (v
L
MF, v
R
MF;~en), where NUM denotes the particular
scheme used, vLMF (v
R
MF) is the reconstructed left (right) state of the mean-flow variables vMF (1) and ~en is assumed to
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point from L to R. Since the mean-flow fluxes in (6) are identical to the fluxes in the Euler equations, only a brief
description is given here, with reference to the original papers for the mathematical expressions, which are summarized
in Appendix A, for completeness, and in some instances to specify the particular variant used.
3.1.1. van Leer [20]
In previous studies [8, 61, 10] we had used the diffusive, but particularly robust, van Leer flux [20], which is based
on flux-splitting [15, pp. 249–271], and was designed by requiring that the split-fluxes should be polynomials of the
directional Mach-number M˘n (A.2), of the lowest possible degree [20, (7), p. 507], to satisfy appropriate consistency,
symmetry and continuity conditions [20, (1, 3, 4), p. 507], and to have continuous Jacobians whose eigenvalues
satisfy direction-of-propagation conditions [20, (2, 5, 6), p. 507]. The mathematical expression of the numerical flux
FVLMF(v
L
MF, v
R
MF; nx, ny, nz) is given by (A.5).
3.1.2. AUSM+ [72] and AUSMup+ [73]
It was stated from the outset [20, p. 509] that the van Leer flux cannot resolve contact discontinuities, and indeed
[16, p. 60] no pure flux-splitting scheme, in which the forward (backward) flux is function of vLMF (respectively v
R
MF)
only, can. This drawback was bypassed by Liou and Steffen [115] by introducing appropriately defined cell-face
directional Mach-numbers which depend on both vLMF and v
R
MF. These so-called advection upstream splitting methods
(AUSM) [115] separate the flux in an advective and a momentum-equation-pressure part. Among the numerous variants
[26, 116], we studied the AUSM+ [72] scheme, which uses higher-degree polynomial of M˘n for the splitting of both
advection (degree 4 compared to 2 in van Leer [20] and AUSM [115]) and pressure (degree 5 compared to 2 in van Leer
[20] and AUSM [115]), and the AUSMup+ [73] which further introduces numerical dissipation terms in the splitting
polynomials. The mathematical expressions of the numerical fluxes FAUSMMF (v
L
MF, v
R
MF; nx, ny, nz) are given by (A.6, A.7)
for the AUSM+ [72] scheme, and by (A.6, A.8) for the AUSMup+ [73] scheme.
3.1.3. ZhaCUSP2 [74]
Jameson [117, 118] suggested the term convective upwind and split pressure (CUSP) in lieu of AUSM, and pointed
out that another family of CUSP schemes can be constructed if the total enthalpy which is included in the advective
part of the AUSM schemes is written as ρ¯h˘t = ρ¯e˘t + p¯ and the pressure part is included in the pressure terms. In this
case the advective part of the convective flux F(C)MFn (uMF;~en) (6b) is simply V˜nuMF. In the present study the ZhaCUSP2
[74] scheme was included as representative of this family, and the mathematical expression of the numerical flux
FZHACUSP2MF (v
L
MF, v
R
MF; nx, ny, nz) is given by (A.9).
3.1.4. Roe [18] and RoeHH2 [71]
Roe’s flux-difference splitting [18] is a widely used choice for the numerical flux [37, 56, 57, 58, 53, 52, 69,
39, 9, 35, 44, 36, 11, 12]. It is based on a linearized solution of the Riemann problem, which satisfies exactly the
flux-difference F(C)MFn (u
R
MF;~en) − F(C)MFn (uLMF;~en). The popularity of Roe’s flux can be attributed to the fact that it is one
of the earliest low-diffusion schemes with an explicit expression of the numerical flux which is straightforward to
code. It was again recognized from the outset [18, pp. 370–371] that the original formulation of Roe’s scheme, which
evaluates the eigenvalues of the matrix of the linearized problem at the Roe-average state (A.4), may violate the
entropy condition [15, p. 72], and several entropy-fixes have been proposed [119], among which we implemented the
HH2 fix [71, 119], although this is probably unnecessary for the flows studied in the present work. The mathematical
expression of the numerical flux FROEEFMF (v
L
MF, v
R
MF; nx, ny, nz) is given by (A.10), and the expression of the eigenvalues
by (A.11) for the original Roe [18] scheme and by (A.12) for the RoeHH2 [71] scheme.
3.1.5. HLLC [17, 24]
The HLLC ARS, introduced by Toro et al. [17], which extends the HLL approach [16] to include the contact discon-
tinuity present in the solution of the quasi-1-D Riemann problem for the Euler equations [15, pp. 115–118], is one of
the most elegant constructions of the numerical flux. It is obtained [16, 17, 25] from the space-time integration of the
Riemann-problem solution, with the assumption that expansion fans, if present, can be approximated as discontinuous
waves (the internal structure and the opening with increasing t of the expansion fans are neglected). Under these con-
ditions [17, 25], the numerical flux can be expressed in terms of vLMF and v
R
MF and of the wavespeeds of the 2 genuinly
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nonlinear (GNL) waves, SL and SR (§A.1.6). The present implementation follows closely [25], and uses the Einfeldt
[120] estimates for the wavespeeds. The mathematical expression of the numerical flux FHLLCMF (v
L
MF, v
R
MF; nx, ny, nz) is
given by (A.13).
3.2. Passive-scalar approach for the turbulence variables
The simplest approach for treating the turbulence-variables is the passive-scalar approach [15, p. 301], also
advocated by Batten et al. [24, p. 61], and widely used by many authors [37, 56, 8, 9, 61, 11, 12, 10]. In this
approach, it is assumed that the Euler-structure of the Riemann-problem solution (2 GNL waves separated by a contact
discontinuity [25]) is not modified, and that the primitive turbulence variables vRS (1) are continuous across the GNL
waves and may be arbitrarily discontinuous at the contact discontinuity [15, p. 301]. The mathematical expressions
for the numerical fluxes FNUMRS (vL, vR; nx, ny, nz), approximating F
(C)
RSn
(u;~en) (6b), is given by (A.14).
3.3. Failure of the passive-scalar approach
Initial tests using the low-diffusion fluxes (§3.1) with the passive-scalar approach for the turbulence variables
(§3.2), for several flows for which the van Leer scheme had performed satisfactorily [66, 67, 95, 68], often exhibited
oscillations in the boundary-layer. In most cases, these oscillations were confined locally, and did not affect the conver-
gence of the computations to meaningful results (§3.3.1). Nonetheless, during exhaustive testing, we also encountered
flows were the oscillations were amplified, until they contaminated the entire flowfield, leading to divergence of the
computations (§3.3.2).
3.3.1. Settles et al. [112] compression ramp
The Settles et al. [112] test-cases consist of a number of supersonic compression ramps in a M∞ = 2.85 stream.
For the highest ramp angle, αc = 24 deg, large separation is observed, whose correct prediction (in terms eg of
upstream-influence length [67]) requires the use of advanced anisotropy-resolving closures [66]. This configuration
has been extensively studied using the van Leer fluxes [66, 67, 61, 10], on progressively refined grids [66], with
different time-integration schemes and multigrid strategies [61, 10], and with various turbulence models [66, 61].
Convergence of these computations was satisfactory [61, 10] and the computed flowfield was free of spurious oscil-
lations. Computations with the low-diffusion schemes (§3.1) and the passive-scalar approach (§3.2) were run, using
the GV–RSM [93], on a 401 × 201 grid (Tab. 1), applying the experimental inflow and boundary-conditions (Tab. 2).
Previous grid-convergence studies [66] indicate that this mesh is reasonably grid-converged.
The computations with the different schemes (§3.1) converged reasonably well, predicting quasi-identical wall-
pressure x-wise distributions (Fig. 1), in good agreement with measurements [112, 121] and with the results of the
van Leer scheme (Fig. 1). Examination of the Mach-number contours (Fig. 1), outside of the boundary-layer, shows
that the HLLC [17, 24], the Roe [18] and RoeHH2 [71], and the AUSMup+ [73] schemes are free of spurious oscillations
in this region. The added dissipation in the AUSMup+ [73] scheme slightly improves upon the AUSM+ [72] scheme,
downstream of the shock-wave (Fig. 1). Only the ZhaCUSP2 [74] scheme exhibits some spurious oscillations outside
of the boundary-layer upstream of the shock-wave (Fig. 1). However, closer examination of the flowfield revealed
the presence of spurious oscillations in the upper-wall boundary-layer velocity-profile (Fig. 1). These oscillations
appear for all of the low-diffusion schemes (§3.1), in a region of zero-pressure-gradient (ZPG) flat-plate boundary-
layer (Fig. 1), while the more dissipative van Leer scheme returns a smooth profile (Fig. 1).
3.3.2. Acharya [113] subsonic boundary-layers
Following this initial test (Fig. 1), we investigated compressible subsonic boundary-layer flows [113], for which
computations with the van Leer flux had shown satisfactory convergence and oscillation-free behaviour [93, Fig. 1,
p. 1837]. The flow, at Me u 0.6, is under mild acceleration, because of the blockage induced by the developing
boundary-layers, on the upper and lower walls (Tab. 2), both of which were included in the computations (height
Ly = 0.152 m). The experimental inflow and boundary-conditions (Tab. 2) were applied, and the inflow boundary-
layer-thickness was chosen (Tab. 2) to obtain the experimental momentum-thickness-Reynolds-number Reθ in the
middle part of the computational domain [93]. Computations on a 401 × 201 grid (Tab. 1) presented oscillations for
all of the low-diffusion schemes (Figs. 2, 3), contrary to the diffusive van Leer flux, which converges well and is in
good agreement with measurements (Fig. 2).
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Figure 1: Mach-number contours (41 contours in the range M˘ ∈ [0, 2.85]), computed using the van Leer scheme [20, 61, 10] and various low-
diffusion fluxes with a passive-scalar approach [24, p. 61] for RST (HLLC [17, 24], Roe [18], RoeHH2 [71], AUSM+ [72], AUSMup+ [73], ZhaCUSP2
[74]), for the αc = 24 deg Settles et al. [112, 121, 122, 123] compression-ramp interaction (M∞ = 2.85; Reθ0 = 80000; GV–RSM [93]; 401 × 201
grid; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 1), comparison of wall-pressure-distributions with measurements [112, 121], and
velocity distribution in the upper-wall boundary-layer (x = −0.0238 m) highlighting the development of unphysical oscillations when using low-
diffusion fluxes with the passive-scalar approach for RST.
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Figure 2: Comparison of mean-massflux ρ¯u˜, logarithmic law u+(y+), and Reynolds-stresses, computed (M∞ = 0.60; Reθ = 33000; GV–RSM [93];
401 × 201 grid; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 1), using the van Leer [20, 61, 10] or the low-diffusion Roe [18] fluxes
with a passive-scalar approach [24, p. 61] for RST, with measurements of Acharya [113] (Me = 0.22; Reθ = 21000 and Me = 0.6; Reθ = 33000), in
near-zero-pressure-gradient boundary-layer flow, exhibiting divergence of computations with the Roe flux and a passive-scalar approach for RST.
The profiles of mean-flow streamwise massflux ρu, of mean-flow streamwise velocity u˜ and of the Reynolds-
stresses ρu′′i u
′′
j , computed with Roe’s [18] scheme and the GV–RSM [93], exhibit increasingly strong spurious oscil-
lations as the iterations advance (Fig. 2). Careful observation indicates that the oscillations are initially detected in
the wake-region ( 210δ / y /
8
10 ) of the Reynolds-stress profiles (Fig. 2, nit = 400), especially ρu
′′v′′. With in-
creasing iteration count nit, the oscillations reach the near-wall peaks and contaminate the entire flow (the delayed
growth of oscillations near the wall is presumably caused by the use of local-time-stepping [61] in the computations,
which induces smaller time-steps in the highly stretched near-wall nodes). Notice that the oscillations first grow in
the Reynolds-stress profiles, and then contaminate the velocity profile (Fig. 2), via the momentum equation (3b). The
behaviour of all low-diffusion schemes (§3.1) with a passive-scalar approach (§3.2) for the turbulence variables is
exactly analogous to that observed for the Roe scheme (Fig. 3). Modification of the time-iteration strategy, including
tests with explicit time-stepping, did not cure the instability, nor did the use of lower O(∆`) reconstruction.
4. Reynolds-stress transport and the Riemann problem
In order to determine the cause of the instabilities observed in §3, it is useful to obtain analytical results for the
behaviour of the system (4). Because of the potentially great complexity of the term X in (4) [97, 5], analysis is
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usually performed on a simplified model-system, where various terms are neglected [34, 35, 36]. If only conservative
fluxes F(C)
`
+ F(RST)
`
(4), are retained, the resulting system is not hyperbolic, because, although its Jacobian matrix has
12 real eigenvalues, it does not have a complete system of linearly independent eigenvectors [34, 35, 36]. For this
reason, it is necessary to retain also the computable nonconservative products, A(NCP-RST)
`
∂x`v (4), associated with the
production-tensor Pi j (2a), in the simplified model-system.
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Figure 3: Comparison of the shear Reynolds-stress [−ρu′′v′′]+ (in wall units), computed (M∞ = 0.60; Reθ = 33000; GV–RSM [93]; 401× 201 grid;
Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 1), using the van Leer [20, 61, 10] and various low-diffusion fluxes with a passive-scalar
approach [24, p. 61] for RST (HLLC [17, 24], Roe [18], RoeHH2 [71], AUSM+ [72], AUSMup+ [73], ZhaCUSP2 [74]), with measurements of Acharya
[113] (Me = 0.22; Reθ = 21000 and Me = 0.6; Reθ = 33000), in near-zero-pressure-gradient boundary-layer flow, exhibiting divergence of
computations with the low-diffusion fluxes and a passive-scalar approach for RST.
In previous investigations [34, 35, 36], the system studied was based on the equations corresponding to the con-
servative variables u(˜) (3e), ie with e˜t (3d) as mean-flow energy-variable. Furthermore, all these previous studies
[34, 35, 36] considered the system in the context of a Roe-linearization [16]. Rautaheimo and Siikonen [34, pp.
18–20] used a rotation-matrix to write the system in a local system-of-coordinates aligned with the cell-interface,
analyzed the Riemann problem in this frame, and then applied the inverse rotation-matrix to re-express the numerical
flux back in the original system-of-coordinates. Berthon et al. [36] also worked in a system-of-coordinates aligned
with the cell-interface, and tried to include a part of the modelled terms X (4), but the most influential term viz the
rapid part of the pressure-terms Πi j (2a), which introduces new nonconservative products [97, 5], was neglected,
so that the final system is very similar to the one studied by Rautaheimo and Siikonen [34]. Actually, the system
studied by Berthon et al. [36] is more restrictive than the one studied by Rautaheimo and Siikonen [34], because 2C
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(2-component) turbulence was assumed.
In the following, we revisit the model-system of Rautaheimo and Siikonen [34], but working in an arbitrary
Cartesian system-of-coordinates which is not aligned with the cell-interface, as is usual in coding practice [37, 24],
and within an HLLC [17, 25] framework. Furthermore, it is shown that the choices of u (3g) or u(˜) (3e) as the
conservative variables of the system are strictly equivalent, because each is obtained from the other by simple additions
and subtractions of the equations of the system, which do not involve multiplication by variables but only with rational
constants (therefore conservation is not affected). As a consequence they both result in the same model-system for
the primitive variables, ∂tv + A
(c−RST)
`
∂x`v (7c).
4.1. Computable Reynolds-stress transport (c–RST) simplified model-problem
Retaining only the conservative fluxes F(C)
`
+F(RST)
`
(4), and the computable nonconservative products A(NCP-RST)
`
∂x`v
(4) containing production terms Pi j (2a) or Pii (3f), the simplified model-problem obtained from (2, 3a, 3b, 3f) reads
∂
∂t

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ρ¯u˜
ρ¯v˜
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ρ¯rxy
ρ¯ryy
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ρ¯rzz
ρ¯rzx
ρ¯εv
︸   ︷︷   ︸
(3g)
=: u
+
∂
∂x`

ρ¯u˜`
ρ¯u˜`u˜ + δx` p¯
ρ¯u˜`v˜ + δy` p¯
ρ¯u˜`w˜ + δz` p¯
ρ¯u˜`h˘t
ρ¯u˜`rxx
ρ¯u˜`rxy
ρ¯u˜`ryy
ρ¯u˜`ryz
ρ¯u˜`rzz
ρ¯u˜`rzx
ρ¯u˜`εv
︸              ︷︷              ︸
F(C)
`
+
∂
∂x`

0
ρ¯rx`
ρ¯ry`
ρ¯rz`
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0
0
0
0
0
0
0
︸     ︷︷     ︸
F(RST)
`
+

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0
︸                        ︷︷                        ︸
A(NCP-RST)
`
∂x`v
= 0 (7a)
If e˜t is used as energy variable, the corresponding system obtained from (2, 3a, 3b, 3c) reads
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+
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0
0
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0
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︸                        ︷︷                        ︸
A(NCP-RST;˜)
`
∂x`v
= 0 (7b)
It is straightforward to show that the 2 simplified model-systems (7a, 7b) are mathematically equivalent, in the same
way as the complete systems using either (3c) or (3f) as energy equation are equivalent. This observation implies that
the choice of e˜t or e˘t as the energy variable (3d) is irrelevant as far as the mathematical and numerical properties of
the system are concerned. Both of the systems (7) can be written in term of the primitive variables v (1), and yield the
same system
∂v
∂t
+ A(c−RST)
`
∂v
∂x`
= 0 (7c)
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where c–RST stands for computable Reynolds-stress-transport, in the sense that all modelled terms in (2, 3) are
dropped. It is straightforward to identify the matrices A(c−RST)x , A
(c−RST)
y and A
(c−RST)
z in (7c), from (7a, 7b). In the
present work, we are interested in identifying the matrix A(c−RST)n of the quasi-1D Riemann problem relevant to a
cell-interface with unit-normal
~en := nx~ex + ny~ey + nz~ez = n`~e` (7d)
while keeping the variables v (1) in the original non-rotated Cartesian system {x, y, z}. The conservative flux in the
direction ~en, is F(C)n + F
(RST)
n = (F
(C)
`
+ F(RST)
`
)n`, like in the case of the Euler equations [25].
Let (n,mA,mB) be a Cartesian system-of-coordinates aligned with the interface whose unit-normal is ~en, the spe-
cific orientation of mA and mB in the plane containing the interface being of no importance, and let the corresponding
unit-vectors expressed in the original Cartesian system be ~emA := mA`~e` and ~emB := mB`~e`. Then the term, eg , ri`∂x` u˜ j,
appearing in the definition of the production tensor Pi j (2a), can be written as
ri`
∂u˜ j
∂x`
= ri`
(
n`
∂u˜ j
∂n
+ mA`
∂u˜ j
∂mA
+ mB`
∂u˜ j
∂mB
)
= rin
∂u˜ j
∂n
+ rimA
∂u˜ j
∂mA
+ rimB
∂u˜ j
∂mB
(7e)
because ∂x` u˜ j = ~e` · gradu˜ j = ~e` · (~en∂nu˜ j + ~emA∂mA u˜ j + ~emB∂mB u˜ j), and where we defined
V˜n :=~˜V · ~en = u˜`n` = u˜nx + v˜ny + w˜nz (8a)
rin~ei :=r · ~en = (ri`n`) ~ei =⇒ rin = ri`n` =⇒

rxn = rxxnx + rxyny + rxznz
ryn = ryxnx + ryyny + ryznz
rzn = rzxnx + rzyny + rzznz
(8b)
rnn :=~en · r · ~en (8b)= ~en · (rin~ei) (8b)= r`nn` = rxnnx + rynny + rznnz (8c)
with similar definitions for rimA and rimB . In (7e, 8b) free or repeated indices are invariably related to the original
Cartesian system (x, y, z), while n is a fixed value, like {x, y, z}, so that repeated n does not imply summation. Following
(7e), the production-tensor components Pi j (2a), which compose the terms of A
(NCP-RST)
`
∂x`v (7a), can be split in a part
that contains ∂nu˜i and a part which does not contain derivatives in the n-direction. Therefore, the system (7c) can be
written as
∂v
∂t
+ A(c−RST)n
∂v
∂n
= RHS(c−RST) (9a)
where RHS(c−RST) contains gradients only in the mA and mB directions, but not in the n direction. The Riemann-problem
matrix in (9a) reads
A(c−RST)n =

V˜n ρ¯nx ρ¯ny ρ¯nz 0 0 0 0 0 0 0 0
ρ¯−1rxn V˜n 0 0 ρ¯−1nx nx ny 0 0 0 nz 0
ρ¯−1ryn 0 V˜n 0 ρ¯−1ny 0 nx ny nz 0 0 0
ρ¯−1rzn 0 0 V˜n ρ¯−1nz 0 0 0 ny nz nx 0
0 γ p¯nx γ p¯ny γ p¯nz V˜n 0 0 0 0 0 0 0
0 2rxn 0 0 0 V˜n 0 0 0 0 0 0
0 ryn rxn 0 0 0 V˜n 0 0 0 0 0
0 0 2ryn 0 0 0 0 V˜n 0 0 0 0
0 0 rzn ryn 0 0 0 0 V˜n 0 0 0
0 0 0 2rzn 0 0 0 0 0 V˜n 0 0
0 rzn 0 rxn 0 0 0 0 0 0 V˜n 0
0 0 0 0 0 0 0 0 0 0 0 V˜n

(9b)
The matrices A(c−RST)
`
(7c) are obtained by replacing ~en in (8, 9b) by {~ex, ~ey, ~ez}, respectively. The characteristic poly-
nomial of A(c−RST)n is readily obtained after some straightforward algebra, where (8) are used to identify powers of rnn,
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and reads
det
(
An − λI12
)
= 0 ⇐⇒
(
(V˜n − λ)6 − (a˘2 + 5rnn)(V˜n − λ)4 + (2a˘2rnn + 7r2nn)(V˜n − λ)2 − (3r3nn + a˘2r2nn)
)
(V˜n − λ)6 = 0
⇐⇒
(
(V˜n − λ)2 − rnn
)2(
(V˜n − λ)2 − (a˘2 + 3rnn)
)
(V˜n − λ)6 = 0 (9c)
Therefore the eigenvalues of A(c−RST)n are obviously
(9c) =⇒ λ =

V˜n −
√
a˘2 + 3rnn multiplicity 1
V˜n − √rnn multiplicity 2
V˜n multiplicity 6
V˜n +
√
rnn multiplicity 2
V˜n +
√
a˘2 + 3rnn multiplicity 1
(9d)
and it can be verified by straightforward computation that An has a complete set of eigenvectors, so that the system
(9a) is (nonstrictly) hyperbolic [51].
Euler c–RST
SL
S∗
SR
n
t
v
L
v
L∗ vR∗ vR
SL
SL∗ S∗ SR∗
SR
n
t
v
L
v
LL∗ vRR∗ vR
v
L∗∗
✲
v
R∗∗
✲
Figure 4: Riemann-problem wave-systems for the Euler equations [15, pp. 299–301], which contains 2 GNL-waves (SL and SR) and 1 LD contact
discontinuity S∗, separating 4 states {vL, vL∗, vR∗, vR}, and for the c–RST system (7, 9, 10), with eigenvalues (9d), which also contains 2 GNL-waves
(SL and SR) but 3 LD waves (SL∗, S∗ and SR∗), separating 6 states {vL, vLL∗, vL∗∗, vR∗∗, vRR∗, vR}.
The eigenvalues (9d), listed in increasing order, of the system (9a, 9b) highlight the differences of the Riemann
fan of the c–RST system compared to the Euler equations (Fig. 4).
4.2. The c–RST quasi-1-D Riemann problem
The governing equations of the quasi-1-D Riemann-problem for the computable RST system (Fig. 4), for a cell-
interface with unit-normal ~en = n`~e`, pointing from the L-side to the R-side, read
∂ρ¯
∂t
+
∂
∂n
(ρ¯V˜n) =0 (10a)
∂ρ¯u˜i
∂t
+
∂
∂n
(
ρ¯V˜nu˜i + p¯ni + ρ¯rin
)
=0 (10b)
∂ρ¯e˘t
∂t
+
∂
∂n
(
ρ¯V˜nh˘t + ρ¯u˜irin
) −ρ¯rin ∂u˜i
∂n
=0 (10c)
∂ρ¯ri j
∂t
+
∂
∂n
(
ρ¯V˜nri j) +ρ¯rin
∂u˜ j
∂n
+ ρ¯r jn
∂u˜i
∂n
=0 (10d)
∂ρ¯εv
∂t
+
∂
∂n
(ρ¯V˜nεv) =0 (10e)
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where the Cartesian indices i, j, ` ∈ {x, y, z} follow the summation convention, while n denotes the fixed normal-to-the-
interface direction so that repeated n does not imply summation. Notice that only rin (8b) appears in the momentum
equations (10b), and that only that part of the production-tensor Pi j (2a) which contains normal-to-the-interface mean-
flow-velocity gradients ∂nu˜i appears in (10d).
In order to analyze the Riemann-problem structure, it is necessary to consider separately the components of the
velocity and of the Reynolds-stresses which are normal or parallel to the interface. For this reason we split
u˜i = V˜nni + u˜
(‖)
i ⇐⇒ u˜(‖)i :=u˜i − V˜nni (11a)
rin = rnnni + r
(‖)
in
(8b, 8c)⇐⇒ r(‖)in :=rin − rnnni (11b)
ri j = rnnnin j + r
(‖)
in n j + r
(⊥n)
i j
(8b, 11b)⇐⇒ r(⊥n)i j :=ri j − rinn j
(8b)
=⇒ r(⊥n)i j n j = 0 (11c)
where V˜n (8a) is the interface-normal velocity-component, u˜
(‖)
i (11a) are the projections on the axes of the Cartesian
frame of the interface-parallel velocity-component ~˜V − V˜n~en, the vector rin~en := r ·~en (8b) is proportional to the vector
of force-per-unit-area applied by the Reynolds-stress tensor on the interface ie is the part of the Reynolds-stresses
which transfers momentum across the interface (10b), comprising the normal stress rnn := ~en · r · ~en (8c) and the
vector of interface-shear-stress r(‖)in (11b), and r
(⊥n)
i j (11c) is that part of ri j which is not involved in momentum transfer
across the interface (10b) nor in the production of Reynolds-stresses by interface-normal gradients (10d). Notice that,
for a general orientation of ~en with respect to the system-of-coordinates axes ~ei, the tensor r
(⊥n)
i j is not necessarily
symmetric.
To fully grasp the physical significance of the various parts in the decomposition (11), it is helpful to consider the
particular case where ~en is aligned with one of the axes of the system-of-coordinates, eg ~ex. Then
~en = ~ex
(8, 11)
=⇒

V˜n = u˜ u˜
(‖)
i ~ei = [0, v˜, w˜]
T
rnn = rxx r
(‖)
in ~ei = r
(‖)
ix ~ei =
[
0, ryx, rzx
]T
r(⊥n)i j ~ei ⊗ ~e j = r(⊥x)i j ~ei ⊗ ~e j =
 0 0 00 ryy ryz0 rzy rzz
 (12)
Notice that for this particular alignment r(⊥x)i j is symmetric (12). The above discussion explains why we will call rnn
(8c) normal component and r(‖)in (11b) shear component, as shown in (12).
Straightforward projection and manipulation of the basic equations (10), summarized in §B.1, yields the equations
for the normal and parallel components of velocity, V˜n (8a) and u˜
(‖)
i (11a), and for the normal and shear components of
rin (11b), rnn (11c) and r
(‖)
in (11a), as well as for the inactive part r
(⊥n)
i j (11c) which does not transfer momentum across
the interface. These equations read (§B.1)
∂ρ¯V˜n
∂t
+
∂
∂n
(
ρ¯V˜2n + p¯ + ρ¯rnn
) (10b, 8a, 8b)
= 0 (13a)
∂ρ¯u˜(‖)i
∂t
+
∂
∂n
(
ρ¯V˜nu˜
(‖)
i + ρ¯r
(‖)
in
) (10b, 13a, 11a, 11b)
= 0 (13b)
∂ρ¯rin
∂t
+
∂
∂n
(
ρ¯V˜nrin) +ρ¯rin
∂V˜n
∂n
+ ρ¯rnn
∂u˜i
∂n
(10d, 8a, 8b, 8c)
= 0 (13c)
∂ρ¯rnn
∂t
+
∂
∂n
(
ρ¯V˜nrnn) +2ρ¯rnn
∂V˜n
∂n
(13c, 8a, 8c)
= 0 (13d)
∂ρ¯r(‖)in
∂t
+
∂
∂n
(
ρ¯V˜nr
(‖)
in ) +ρ¯r
(‖)
in
∂V˜n
∂n
+ ρ¯rnn
∂u˜(‖)i
∂n
(13c, 13d, 11a, 11b)
= 0 (13e)
∂ρ¯r(⊥n)i j
∂t
+
∂
∂n
(
ρ¯V˜nr
(⊥n)
i j ) +ρ¯rin
∂u˜(‖)j
∂n
+ ρ¯r(‖)jn
∂u˜i
∂n
(10d, 13c, 11, B.1)
= 0 (13f)
Obviously, by (10, 13), only rin (11b), or its components rnn (8c) and r
(‖)
in (11b), appear in the mean-flow equations or
in the production terms. Therefore, we will call rin (11b) active part (with respect to momentum transfer or turbulence
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production for the Riemann problem for an interface ⊥ ~en), and the remainder r(⊥n)i j (11c) inactive part of ri j. Notice
that, by (13f) the inactive part r(⊥n)i j is not a passive scalar, because of the production terms associated with the action
of the components of the active part rin~ei (11b) on the mean-flow velocity-gradients. Only εv (10e) is a passive scalar
in the c–RST system (10).
4.3. HLLC3 analysis of the c–RST quasi-1-D Riemann-problem
The Riemann problem governed by (10), which imply also (13), corresponds to the nonconservative formulation
(9) with eigenvalues (9d). Compared to the Euler system [15, pp. 299–301], the c–RST system (10) has (Fig. 4),
in addition to the 2 GNL waves corresponding to the eigenvalues λ = V˜n ±
√
a˘2 + 3rnn (9d) and to the LD contact-
discontinuity corresponding to the eigenvalue (with multiplicity 6) λ = V˜n (9d), 2 more LD waves corresponding to the
eigenvalues (each with multiplicity 2) λ = V˜n± √rnn (9d). The HLL [16] approximation treats all waves (including GNL
expansion fans) as discontinuities. Under the HLL [16] approximation, we will note (Fig. 4) by {SL,SL∗,S∗,SR∗,SR} the
speeds of the waves corresponding to the ordered (increasing) set of eigenvalues {V˜n−
√
a˘2 + 3rnn, V˜n− √rnn, V˜n, V˜n−√
rnn, V˜n −
√
a˘2 + 3rnn} (9d), which separate the 6 states {vL, vLL∗, vL∗∗, vR∗∗, vRR∗, vR} (Fig. 4). Since the instability
problems in §3 appear when using Euler fluxes which reproduce a single Euler/passive-scalar discontinuity, particular
attention is given to the behaviour of the c–RST system (10, 13) across the 3 contact discontinuities which imply a
much more complex internal structure of the c–RST Riemann fan (Fig. 4).
Let (·)1 denote values on one side of a wave and (·)2 on the other, and define
∆(·) := (·)2 − (·)1 (14a)
∆[ab]
(14a)
= a2b2 − a1b1 = b1∆a + a2∆b = a1∆b + b2∆a = a1∆b + b1∆a + ∆a∆b (14b)
= 12 (a1 + a2)∆b +
1
2 (b1 + b2)∆a (14c)
where (14b, 14c) are easily verified using (14a). The nonconservative products are treated by connecting states across
each wave with a linear path, in line with previous work [34, 35, 36]. Therefore, the jump relations for the system (10,
13) are of the general form
∂u
∂t
+
∂
∂n
(
F(C)n (u) + F
(RST)
n (u)
)
+ A(NCP-RST)n (v)
∂v
∂n
= 0 =⇒ S∆u = ∆[F(C)n + F(RST)n ] + 12
(
A(NCP-RST)n1 + A
(NCP-RST)
n2
)
∆v (15)
where S is the wavespeed. Notice, however, that the treatment (15) may lead to convergence errors [124] and might
require more thorough investigation [125]. On the other hand, manipulations of the original system (10, 13) using
chain differentiation of nonconservative products, will give under (15), because of the identity (14c), the same jump
relations, ie (15) is consistent with the chain differentiation rule. Obviously, the jump relations in (15) are the same
for ∆(·) or −∆(·), implying that the orientation of states (·)1 and (·)2 with respect to ~en is irrelevant. Applying relations
analogous to (15) on (10, 13) yields the jump relations applicable to the c–RST system (10), across a discontinuity
with speed S, separating states (·)1 and (·)2. Simple algebraic calculations (§B.2) lead to
(S − V˜n1 − ∆V˜n) (B.5a)= (S − V˜n2 ) (16a)
(S − V˜n2 )ρ¯2 (B.4a)= (S − V˜n1 )ρ¯1 ⇐⇒ (S − V˜n1 )∆ρ¯ = ρ¯2∆V˜n (16b)
(S − V˜n1 )ρ¯1∆V˜n (B.4b)= ∆p¯ + ∆[ρ¯rnn] (16c)
(S − V˜n1 )ρ¯1∆u˜(‖)i
(B.4c)
= ∆[ρ¯r(‖)in ] (16d)
(S − V˜n1 )ρ¯1∆rnn (B.4d)=
(
2ρ¯1rnn1 + ∆[ρ¯rnn]
)
∆V˜n (16e)
(S − V˜n1 − ∆V˜n)∆[ρ¯rnn] (16e, B.5b)=
(
3ρ¯1rnn1 + ∆[ρ¯rnn]
)
∆V˜n (16f)
(S − V˜n1 )ρ¯1∆r(‖)in
(B.4e)
=
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)
∆u˜(‖)i +
(
ρ¯1r
(‖)
in1
+ 12 ∆[ρ¯r
(‖)
in ]
)
∆V˜n (16g)
(S − V˜n1 − ∆V˜n)∆[ρ¯r(‖)in ]
(16g, B.5b)
=
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)
∆u˜(‖)i +
(
2ρ¯1r
(‖)
in1
+ 12 ∆[ρ¯r
(‖)
in ]
)
∆V˜n (16h)
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(S − V˜n1 )ρ¯1∆r(⊥n)i j
(B.4f)
=
(
ρ¯1rin1 +
1
2 ∆[ρ¯rin]
)
∆u˜(‖)j +
(
ρ¯1r
(‖)
jn1
+ 12 ∆[ρ¯r
(‖)
jn ]
)
∆u˜i (16i)
(S − V˜n1 − ∆V˜n)∆[ρ¯r(⊥n)i j ]
(16i, B.5b)
= ρ¯1r
(⊥n)
i j1
∆V˜n +
(
ρ¯1rin1 +
1
2 ∆[ρ¯rin]
)
∆u˜(‖)j +
(
ρ¯1r
(‖)
jn1
+ 12 ∆[ρ¯r
(‖)
jn ]
)
∆u˜i (16j)
(S − V˜n1 )ρ¯1∆εv (B.4g)= 0 (16k)
Several of the relations (16) are redundant, but they are useful as working relations. Notice that, from the definition
(14a) of ∆(·), we have (
2ρ¯1rnn1 + ∆[ρrnn]
) (14a)
= ρ¯1rnn1 + ρ¯2rnn2 ≥0 (17a)(
3ρ¯1rnn1 + ∆[ρrnn]
) (14a)
= 2ρ¯1rnn1 + ρ¯2rnn2 ≥0 (17b)(
ρ¯1r
(‖)
in1
+ 12 ∆[ρ¯r
(‖)
in ]
) (14a)
= 12 ρ¯1r
(‖)
in1
+ 12 ρ¯2r
(‖)
in2
(17c)
where the positivity in (17a, 17b) follows from the condition that diagonal 2-moments of fluctuating velocity must
remain positive in any system-of-coordinates [54]. In the following we will assume
rnn > 0 (18)
strictly, the equality in (17a, 17b) being a rare instance in practical aerodynamic flows.
4.3.1. Approximate jump relations
Across LD waves, corresponding to λ ∈ {V˜n, V˜n ± √rnn} in (9d), the eigenvalue λ is continuous [15, pp. 76–77].
Therefore, further assuming that λ1 = S = λ2 across LD waves in (16) readily yields jump relations for the different
fields (§4.3.1.1, §4.3.1.2). On the other hand, because of the discontinuity of the eigenvalues across GNL waves [15,
pp. 76–77] independent estimates, SL(vL, vR;~en) and SR(vL, vR;~en), of the wavespeeds of the GNL waves (Fig. 4) are
required [17, 25]. The assumption (18) implies that the eigenvalues (9d) are strictly increasing, and we may therefore
assume that the wavespeeds SL < SL∗ < S∗ < SR∗ < SR (Fig. 4).
4.3.1.1. λ = V˜n. This LD wave (Fig. 4), which separates states vL∗∗ and vR∗∗, corresponding to states (·)1 and (·)2 in
(16), travels with speed (§B.3.1)
S∗ = V˜nL∗∗ = V˜nR∗∗ (19a)
Using the assumption (19a) in (16), implies, after some simple algebra (§B.3.1), that all components of velocity, the
total normal stress p¯ + ρ¯rnn and the shear components of the Reynolds-stresses ρ¯r
(‖)
in (11b) are continuous across the
interface, with arbitrary discontinuities for the other quantities
∆V˜n = ∆u˜
(‖)
i = ∆u˜i = 0 ; ∆[ p¯ + ρ¯rnn] = 0 ; ∆[ρ¯r
(‖)
in ] = 0 (19b)
∆ρ¯,∆r(⊥n)i j ,∆εv arbitrary (19c)
The major difference with respect to the Euler equations [17, 25] is that, not only the normal, but all the components
of velocity are continuous across the S∗ wave (Fig. 4).
4.3.1.2. λ = V˜n ± √rnn. These LD-waves (Fig. 4), which separate states {vLL∗, vL∗∗} (λ = V˜n −
√
rnn) or {vR∗∗, vRR∗}
(λ = V˜n +
√
rnn), travel with speeds (§B.3.2)
SL∗ = V˜nLL∗ − √rnnLL∗ =V˜nL∗∗ − √rnnL∗∗ (20a)
SR∗ =V˜nRR∗ +
√
rnnRR∗ =V˜nR∗∗ +
√
rnnR∗∗ (20b)
Using assumptions (18, 20a, 20b) in (16), yields, after some algebra (§B.3.2), the jump relations
∆ρ¯ = 0 ; ∆V˜n = 0 ; ∆p¯ = 0 ; ∆rnn = 0 ; ∆εv = 0 (20c)
± √rnn1∆u˜(‖)i = ∆r(‖)in ; rnn1∆r(⊥n)i j = rnn1ni∆r(‖)jn + ∆[r(‖)in r(‖)jn ] (20d)
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With the assumption rnn > 0 (18), relations (20c, 20d) imply that there can be no arbitrary discontinuity across the
waves SL∗ or SR∗ (Fig. 4). The static thermodynamic quantities (ρ¯, p¯), the normal components (V˜n, rnn) and εv are
continuous across these LD waves (20c). The jumps of the parallel components of velocity u˜(‖)i (11a) are proportional
(20d) to the jumps of the interface-shear components r(‖)in (11b). Finally, the jump of the inactive part r
(⊥n)
i j is a function
of the jumps of the interface-shear components r(‖)in .
4.3.1.3. λ = V˜n ±
√
a˘2 + 3rnn. These GNL-waves (Fig. 4), separate states {vL, vLL∗} (λ = V˜n −
√
a˘2 + 3rnn) or {vRR∗, vR}
(λ = V˜n +
√
a˘2 + 3rnn), and since the corresponding eigenvalue is discontinuous across the waves [15, pp. 76–77], we
have in general, S − V˜n1 , 0 , S − V˜n2 , contrary to the previously studied (§4.3.1.1, §4.3.1.2) LD-waves. Provided
an estimate of the wavespeeds, {SL,SR}, in terms of the left (vL) and right (vR) states, is available [16, 17, 25], jump
relations can be easily determined from (16). First, (16f) can be solved for ∆[ρ¯rnn] (B.8a)
∆[ρ¯rnn]
(16f)
=
3ρ¯1rnn1∆V˜n
S − V˜n1 − 2∆V˜n
(16a)
=
3ρ¯1rnn1∆V˜n
S − V˜n2 − ∆V˜n
(21a)
assuming that the denominator in (21a) is , 0. It is shown in §B.3.4 that assuming that the denominator in (21a) is = 0
contradicts (18). Notice that the above relation (21a) was not previously used for the LD waves (λ ∈ {V˜n, V˜n ± √rnn}),
because in that case (§4.3.1.1, §4.3.1.2), under either conditions (19) or conditions (20), it is straightforward to show
that the denominator in (21a) is = 0.
As will be shown in the final HLLC3 description of the structure of the Riemann fan (§4.3.2), the knowledge of
{vL, vR; SL,SR} suffices to define the velocities V˜nLL∗ and V˜nRR∗ (Fig. 4), and hence ∆V˜n. Therefore, assuming that the
denominator S − V˜n1 − 2∆V˜n , 0 in (21a), ∆[ρ¯rnn] can be calculated across GNL waves. Some straightforward algebra
establishes (§B.3.3) the jump relations across GNL waves (Fig. 4)
∆[ρ¯r(‖)in ]
(S − V˜n1 )ρ¯1
(16d)
= ∆u˜(‖)i
(B.8b, 16d)
=
2ρ¯1r
(‖)
in1
∆V˜n
(S − V˜n1 − 32 ∆V˜n)(S − V˜n1 )ρ¯1 −
(
ρ¯1rnn1 +
3
2
ρ¯1rnn1∆V˜n
S − V˜n1 − 2∆V˜n
) (21b)
for the interface-shear-stresses ρ¯r(‖)in and the parallel velocity u˜
(‖)
i , which are proportional one to another by (16d). the
other jumps being directly obtained by (16), replacing, when appropriate, the values computed by (21). Notice that,
in particular, S − V˜n1 , 0 in (16k) implies
∆εv = 0 (21c)
4.3.2. HLLC3 description of the c–RST Riemann fan
The jump relations (16, 19, 20, 21) can be written specifically for each wave (§B.4.1, §B.4.2, §B.4.3), and the
corresponding relations (B.10–B.12) can be solved to describe the various states of the HLLC3 approximation of the
Riemann problem (Fig. 4).
By (19a, 20c) the normal velocity V˜n is constant across the LD-waves {SL∗,S∗,SR∗} (Fig. 4), and equal to S∗ (B.12a).
Furthermore, by (19b, 20c), the total normal stress p¯+ ρ¯rnn is also constant across the LD-waves {SL∗,S∗,SR∗} (Fig. 4).
Therefore, (B.12d, B.12e) can be solved for
V˜nLL∗ = V˜nL∗∗ = V˜nR∗∗ = V˜nRR∗ = S∗ =
[
ρ¯L(SL − V˜nL)V˜nL − ( p¯ + ρ¯rnn)L
]
−
[
ρ¯R(SR − V˜nR)V˜nR − ( p¯ + ρ¯rnn)R
]
ρ¯L(SL − V˜nL) − ρ¯R(SR − V˜nR)
(22a)
( p¯ + ρ¯rnn)LL∗ = ( p¯ + ρ¯rnn)L∗∗ = (p¯ + ρ¯rnn)R∗∗ = ( p¯ + ρ¯rnn)RR∗ =( p¯ + ρ¯rnn)L + ρ¯L(SL − V˜nL)(S∗ − V˜nL)
=( p¯ + ρ¯rnn)R + ρ¯R(SR − V˜nR)(S∗ − V˜nR) (22b)
Density
ρ¯L∗∗
(B.11a)
= ρ¯LL∗
(B.12b, 22a)
=
SL − V˜nL
SL − S∗ ρ¯L ; ρ¯R∗∗
(B.11a)
= ρ¯RR∗
(B.12c, 22a)
=
SR − V˜nR
SR − S∗ ρ¯R (22c)
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is constant across waves {SL∗,SR∗} (20c) and admits an arbitrary discontinuity across the S∗ wave (Fig. 4). These
relations (22a–22c) are exactly analogous with those of the HLLC solution of the Euler problem [17, 25], except for
the presence of the normal Reynolds-stress −ρ¯rnn in (22a, 22b). The jump relations (21a, B.12f, B.12g) for the normal
Reynolds-stress can be used to unscramble p¯ from (22b), giving, because of (20c, B.11c),
p¯LL∗
(B.11c)
= p¯L∗∗
(B.12d, B.12f)
= p¯L + ρ¯L(SL − V˜nL)(S∗ − V˜nL) − 3ρ¯LrnnL(S∗ − V˜nL)
(SL − S∗) − (S∗ − V˜nL)
(22d)
p¯RR∗
(B.11c)
= p¯R∗∗
(B.12e, B.12g, B.11c, B.11d)
= p¯R + ρ¯R(SR − V˜nR)(S∗ − V˜nR) − 3ρ¯RrnnR(S∗ − V˜nR)
(SR − S∗) − (S∗ − V˜nR)
(22e)
Using the density relations (22c) in the jump relations (21a, B.12f, B.12g) for the normal Reynolds-stress, gives the
normal component rnn for the various states
rnnLL∗
(B.11d)
= rnnL∗∗
(B.12f, 22c)
=
(
rnnL +
3r¯nnL(S∗ − V˜nL)
(SL − S∗) − (S∗ − V˜nL)
)
SL − S∗
SL − V˜nL
(22f)
rnnRR∗
(B.11d)
= rnnR∗∗
(B.12g, 22c)
=
(
rnnR +
3r¯nnR(S∗ − V˜nR)
(SR − S∗) − (S∗ − V˜nR)
)
SR − S∗
SR − V˜nR
(22g)
The above relations (22a–22g) express the various states in the Riemann fan of V˜n, ρ¯, p¯, and rnn, as a function of
{vL, vR; SL,SR}, the wavespeed S∗ being by (22a) a function of these parameters. The remaining quantities, viz parallel-
to-the-interface velocities u˜(‖)i , interface-shear component r
(‖)
in and inactive part r
(⊥n)
i j can also be expressed as functions
of the same variables, but in a more complicated manner, because by (20), these remaining quantities are discontinuous
on the LD waves SL∗ and SR∗ (Fig. 4).
The parallel velocities u˜(‖)i , for states vLL∗ and vRR∗, are obtained by straightforward application of the jump relations
(21b), across the GNL waves (B.12f–B.12i), SL and SR (Fig. 4), giving
u˜(‖)iLL∗
(B.12h, B.12f)
= u˜(‖)iL +
2ρ¯Lr
(‖)
inL(S∗ − V˜nL)(
(SL − S∗) − 12 (S∗ − V˜nL)
)
(SL − V˜nL)ρ¯L −
(
ρ¯LrnnL + 32
ρ¯LrnnL(S∗ − V˜nL)
(SL − S∗) − (S∗ − V˜nL)
) (22h)
u˜(‖)iRR∗
(B.12i, B.12g)
= u˜(‖)iR +
2ρ¯Rr
(‖)
inR(S∗ − V˜nR)(
(SR − S∗) − 12 (S∗ − V˜nR)
)
(SR − V˜nR)ρ¯R −
(
ρ¯RrnnR + 32
ρ¯RrnnR(S∗ − V˜nR)
(SR − S∗) − (S∗ − V˜nR)
) (22i)
The interface-shear component r(‖)in , for states vLL∗ and vRR∗, are obtained by combining the jump relations (21b), across
the GNL waves (B.12h, B.12i), SL and SR (Fig. 4), with the relations (22c) for ρ¯, giving
r(‖)inLL∗
(B.12h, 22c)
=
SL − S∗
SL − V˜nL
r(‖)inL + (u˜
(‖)
iLL∗ − u˜(‖)iL )(SL − S∗) (22j)
r(‖)inRR∗
(B.12i, 22c)
=
SR − S∗
SR − V˜nR
r(‖)inR + (u˜
(‖)
iRR∗ − u˜(‖)iR )(SR − S∗) (22k)
where the parallel velocities u˜(‖)iLL∗ and u˜
(‖)
iRR∗ are known in terms of {vL, vR; SL,SR} from (22h, 22i).
Finally, the parallel velocities u˜(‖)i and the shear components r
(‖)
in , for states vL∗∗ and vR∗∗ (Fig. 4), are obtained
from the jump relations (19b) across the wave S∗, and (20d) across the waves SL∗ and SR∗. These relations (B.10a,
B.10c, B.11d, B.11e, B.11f) form a linear system of 4 equations for the 4 unknowns u˜(‖)iL∗∗, u˜
(‖)
iR∗∗, r
(‖)
inL∗∗ and r
(‖)
inRR*, whose
solution is
u˜(‖)iL∗∗
(B.10a)
= u˜(‖)iR∗∗
(B.10a, B.10c, B.11e)
=
(
ρ¯LL∗
√
rnnLL∗u˜(‖)iLL∗ + ρ¯LL∗r
(‖)
inLL∗
)
+
(
ρ¯RR∗
√
rnnRR∗ u˜
(‖)
iRR∗ − ρ¯RR∗r(‖)inRR∗
)
ρ¯LL∗
√
rnnLL∗ + ρ¯RR∗
√
rnnRR∗
(22l)
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r(‖)inL∗∗
(B.10a, B.10c, B.11d, B.11e, B.11f)
= ρ¯RR∗
√
rnnLL∗rnnRR∗
u˜(‖)iLL∗ + r(‖)inLL∗√rnnLL∗
 − u˜(‖)iRR∗ − r(‖)inRR∗√rnnRR∗

ρ¯LL∗
√
rnnLL∗ + ρ¯RR∗
√
rnnRR∗
(22m)
r(‖)inR∗∗
(B.10a, B.10c, B.11d, B.11e, B.11f)
= ρ¯LL∗
√
rnnRR∗rnnLL∗
u˜(‖)iLL∗ + r(‖)inLL∗√rnnLL∗
 − u˜(‖)iRR∗ − r(‖)inRR∗√rnnRR∗

ρ¯LL∗
√
rnnLL∗ + ρ¯RR∗
√
rnnRR∗
(22n)
where we also used (B.11d, 22c).
Relations (22l–22n) define the parallel velocities u˜(‖)i and the shear components r
(‖)
in for states vL∗∗ and vR∗∗, in terms
of the surrounding states vLL∗ and vRR∗ (Fig. 4), which were themselves expressed (22a–22k) in terms of the parameters{vL, vR; SL,SR}.
Expectedly the inactive part of the c–RST system, r(⊥n)i j does not influence the other variables (22). By (16j), written
for GNL waves, SL and SR (Fig. 4), they are modified following (B.12j–B.12k). By (20d), written for the LD waves,
SL∗ and SR∗ (Fig. 4), they are further modified following (B.11g, B.11h), leading to an arbitrary discontinuity (19c)
across the S∗ wave (Fig. 4). Hence, the inactive part r(⊥n)i j undergoes jumps across all of the waves of the c–RST system
(Fig. 4).
Finally, εv (10e), is the only variable which, in the simplified c–RST model system (7), behaves as a passive scalar,
remaining continuous across all waves (20c, 21c) except for the contact discontinuity S∗ where it admits an arbitrary
discontinuity (19c), εvR∗∗ − εvL∗∗ = εvR − εvL, exactly as for the passive scalar in the Euler system [15, p. 301]
εvL∗∗
(B.12l)
= εvLL∗
(B.11i)
= εvL ; εvR∗∗
(B.12l)
= εvRR∗
(B.11i)
= εvR (22o)
From a strictly mathematical point-of-view (the physical representativity of the c–RST model system is discussed
below in §4.3.3) relations (B.8), defining the HLLC3 system, are valid provided the denominators which appear in
several of the equations are , 0. The assumption (18) that rnn , 0 (ie rnn > 0) is quite generally valid [54]. As
shown in §B.3.4 assumption (18) also contradicts the possibility that the denominators in in (22d–22g), which were
introduced by the jump relation (21a) across the GNL-waves, be = 0.
4.3.3. Validity and applicability of the approximation
The c–RST model-system (7) contains all Reynolds-stress terms present in the actual system (4), because all extra
computable terms in (3c, 3f), for e˜t or e˘t (3d), come from the equation for the mean kinetic energy 12ρuiui, and do not
appear in the equations for the static thermodynamic variables. Hence, the condition that (p¯ + ρ¯rnn) is constant for
all of the states separated by LD-waves (Fig. 4), including S∗, should also hold for systems more representative of the
complete equations than the c–RST.
On the other hand, the c–RST system drops several terms, which are not computable but result from the RSM
closure of the pressure term Πi j (2a). The simplest, and yet reasonably accurate in many aerodynamic flows, model
for the deviatoric part of Πi j contains the isotropization-of-production term, −c(RH)φ (Pi j − 13P``δi j) [77, 97, 5], ie terms
which are of the same mathematical nature as the production terms retained in the c–RST model-system. Including
these terms would decrease the production of rnn redistributing kinetic energy to the other components. Furthermore
a modelled εv-production in (10e), eg 12cε2P`` [77, 5], would modify the dynamics of εv, which would no longer
behave as a passive scalar. Of course, if such model-specific terms were included, the mathematical system would be
applicable to a specific family of models. Notice that if such extra terms are included, the system matrix (9b) becomes
less sparse, rendering analysis less tractable, the more so if wall-echo [98, 107] effects are taken into account. To the
author’s knowledge only the c–RST system has been studied in the literature [34, 35, 36].
The above remarks on the limitations of the c–RST system notwithstanding, its analysis can be extrapolated, with
due caution, to provide some insight into the dynamics of the complete system.
5. Hybrid low-diffusion ARSs
Reynolds stresses behave (§4.3) quite unlike passive-scalars in an Euler system [15, p. 301], and we conjecture
(§5.1) that to cure the oscillations observed in §3.3 it is necessary to modify the numerical fluxes for the turbulence
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variables (§5.2). Our requirements in developing oscillation-free low-diffusion fluxes are to be able to use any Euler
low-diffusion flux for the mean-flow, with minimal interaction with the Reynolds-stress model, so as to allow im-
plementation of general tensorial representations [97, 98] for the pressure terms Πi j (2), but also of more extended
models, such as transport equations for the components of the rate-of-dissipation tensor εi j (2b) discussed in [5], or
of additional transport equations for transition [4]. We decided against developing an HLLC3 flux based on the results
of §4.3.2, or a nonrotated Roe flux further developing the ideas in [34], not only because of the doubts about the
adequacy with which the c–RST model-system (7) mimics the actual RSM–RANS system (2.4), but also because the
treatment (15) of nonconservative products used in §4.2 and in [34, 36, 35] requires further study [124, 125].
5.1. Conjecture on the origin of oscillations
The above analysis (§4.3) of the quasi-1-D Riemann problem for the c–RST (§4.2) model-system (7), shows sub-
stantial differences compared to the Euler system [15, pp. 299–301] and the associated passive-scalar approach [15,
p. 301] applied [24] to the Reynolds-stresses (§A.2). These differences (§4.3.2) are too complex to be accounted for
by simply using Euler fluxes (§A.1) with an effective pressure p¯ + ρ¯rnn (22b).1 Concerning the mean-flow another
difference with respect to the Euler system [15, pp. 299–301] is that in the c–RST model-system (7) the parallel com-
ponents of velocity u˜(‖)i (11a) are modified (22h, 22i, 22l) across the waves {SL,SL∗,SR∗,SR} and are continuous across
the S∗ wave (Fig. 4). However, these differences concerning the jumps across waves of p¯ (22d, 22e) or u˜(‖)i (22h, 22i,
22l), are proportional to the jumps of rnn (B.10b, B.12d, B.12e) or r
(‖)
in (B.11e, B.11f, B.12h, B.12i), and are therefore
relatively small in magnitude.
The major difference concerns the Reynolds-stresses which do not behave as passive scalars [15, p. 301], but
are, on the contrary, systematically modified (§4.3) across all waves of the c–RST model-system (Fig. 4). The normal
component rnn (8c) is modified (22f, 22g) across the GNL waves {SL,SR} (Fig. 4), while the shear components r(‖)in (11b)
are modified (22j, 22k, 22m, 22n) across all waves (Fig. 4) in response to the jumps in parallel velocity u˜(‖)i (11a), as
expected by (16d, 16g). Finally, the inactive part r(⊥n)i j (11c) also jumps (B.11g, B.11h, B.12j, B.12k) across all waves
of the c–RST model-system (Fig. 4), with an arbitrary discontinuity across the S∗ wave (19c). Furthermore, the c–RST
model-system (7) is simpler than the complete RSM–RANS system (4), and as already mentioned in §4.3.3, even εv is
not expected to behave as a passive scalar in the complete system.
We conjecture therefore, in agreement with the observations on the appearance and evolution of the oscillations
(Figs. 2, 3) for the Acharya [113] test-case, that the cause of the observed oscillations (Fig. 1) and instabilities (Figs. 2,
2) is principally the incompatibility of the jumps (22) of the various parts of ri j across the complex wave-structure
of the Riemann problem solution for the RSM–RANS system (4), with the Euler/passive-scalar approach (§A.2). Since
computations with the van Leer fluxes (A.5, A.14a) perform well (Figs. 1–3), we further conjecture that problems arise
only when a low-diffusion (non-dissipative) massflux is used for the passive-scalar fluxes for the turbulence variables
(A.14b–A.14g).
Problems with treating variables as passive scalars have also been reported, in a different context, by Johnsen and
Colonius [126], who studied, within the framework of the Euler equations, the advection of an interface separating gas
and water, across which the thermodynamic equation-of-state was discontinuous. Working in the context of an HLLC
scheme, they found [126] that if the interface was treated by a passive-scalar approach oscillations were observed,
which were cured by a specific treatment of the interface-advection equation.
5.2. Hybrid fluxes
Having conjectured in §4.3.3, and in agreement with the observations on the appearance and evolution of the
oscillations (Figs. 2, 3) for the Acharya test-case [113], that the cause of instability is the incompatibility of the jumps
(22) of various parts of ri j across waves, in reaction to and coupled with the jumps of the mean flow, we further
assumed that the problem lies with the numerical approximation of the turbulent part F(C)n (u;~en) of the convective
flux (6b), rather than with the mean-flow part F(C)MFn (uMF;~en) (6b). Furthermore, the strict mathematical equivalence
between the systems using e˘t (3f, 7a) or e˜t (3c, 7b) as energy variable (3d), both for the complete system (4) or for the
1notice that the correct definition of effective pressure on the RSM–RANS system (4) is p¯+ ρ¯rnn (22b), ie should change depending on the cell-face
orientation ~en (7b), in lieu of the usual isotropic definition p¯ + 23ρk [28]
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c–RST model-system (7), suggests that we may safely use e˘t, so that the mean-flow fluxes depend on the mean-flow
variable uMF (3g) or vMF (1) only (are independent of vRS), and may be discretized as Euler fluxes (§A.1) with no
modification whatsoever. The standard partition (5) between upwind-biased and centered discrizations is used. The
hybrid numerical flux is composed by a mean flow part, FNUMMF (v
L
MF, v
R
MF; nx, ny, nz), where NUM stands for any of the
fluxes summarized in (A.1) and indeed any Euler flux, and a diffusive massflux for the turbulence variables treated
in a passive-scalar fashion (§3.2). The diffusive van Leer massflux (A.14a) was chosen, and the resulting hybrid flux
reads
FNUMh (vL, vR; nx, ny, nz) =
[
FNUMMF (v
L
MF , v
R
MF ; nx, ny, nz)
FVLRS (vL , vR ; nx, ny, nz)
]
(23a)
FVLRS
(A.14a)
= ρLaL M+(2)(MnL) vLRS + ρRaR M−(2)(MnR) vRRS (23b)
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Figure 5: Comparison of computations of mean-massflux ρ¯u˜, logarithmic law u+(y+), and Reynolds-stresses (M∞ = 0.60; Reθ = 33000; GV–RSM
[93]; 401 × 401 grid; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 3), using various schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h ,
ZhaCUSP2h), with measurements of Acharya [113] (Me = 0.22; Reθ = 21000 and Me = 0.6; Reθ = 33000), in near-zero-pressure-gradient
boundary-layer flow, demonstrating that the hybrid schemes do not develop the unphysical oscillations observed when using the passive-scalar
approach (Figs. 2, 3).
25
whereM±(2)(M˘n) is defined by (A.3a), following Liou’s [26] expression of the van Leer flux, and M˘n(vMF) := V˜na˘−1 is
the signed directional Mach-number.
Notice that the present choice explores a different direction than the isotropic effective pressure concept [28, 37]
or the c–RST Roe-flux approach [34, 36], in that it does not use MF/RS coupling, but instead the inherent numerical
dissipation of the van Leer massflux [26] used in FVLRS (23b).
 0
 0.2
 0  1  2  3
M˘
0
0.6
y
(m
)
✻
x (m) ✲
Acharya (1977)
subsonic boundary-layer (mild acceleration)
muscl3v; grid 401× 401
computation; Me = 0.60
 
hllch
 
ausmup+h
 
Roehh2h
 
Zhacusp2h
 
van Leer
 0.02
 0.025
 0.03
 0.035
 0.04
 0.045
 0.05
 0  0.5  1  1.5  2  2.5  3
 0.0016
 0.0017
 0.0018
 0.0019
 0.002
 0.0021
 0.0022
 0.0023
 0  0.5  1  1.5  2  2.5  3
 182
 184
 186
 188
 190
 192
 194
 196
 198
 0  0.5  1  1.5  2  2.5  3
 0.0025
 0.003
 0.0035
 0.004
 0.0045
 0.005
 0.0055
 0.006
 0  0.5  1  1.5  2  2.5  3
 1.245
 1.25
 1.255
 1.26
 1.265
 1.27
 1.275
 1.28
 1.285
 0  0.5  1  1.5  2  2.5  3
 20000
 25000
 30000
 35000
 40000
 45000
 50000
 55000
 60000
 0  0.5  1  1.5  2  2.5  3
δ99 (m)
cf
u˜e (m s
−1)
x− xin (m) ✲ x− xin (m) ✲ x− xin (m) ✲
δ1 (m) H12 Reδ2
x− xin (m) ✲ x− xin (m) ✲ x− xin (m) ✲
Figure 6: Comparison of the x-wise evolution of boundary-layer parameters (thickness δ99, skin-friction coefficient c f :=
( 12 ρ¯eu˜
2
e )
−1τ¯w, external flow velocity u˜e, displacement thickness δ∗ = δ1 :=
∫ δ99
0
(
1 − (ρ¯eu˜e)−1ρ¯u˜
)
dy, shape factor H12 := δ1δ−12 , where
θ = δ2 :=
∫ δ99
0 u˜
−1
e u˜
(
1 − (ρ¯eu˜e)−1ρ¯u˜
)
dy and momentum-thickness Reynolds-number Reθ = Reδ2 := ueδ2ν˘
−1
e ), in near-zero-pressure-gradient
boundary-layer flow (Acharya [113]; M∞ = 0.60; Reθ = 33000; GV–RSM [93]; 401 × 401 grid; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1],
LGRD = 3), using different schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h).
5.3. Numerical performance of hybrid fluxes
The performance of the hybrid fluxes (23), for the various low-diffusion mean-flow schemes (§3.1), is assessed by
computing the test-cases for which the passive-scalar approach (A.14) failed (Figs. 1–3). Results are presented for the
low-diffusion hybrid schemes HLLCh (23, A.13), RoeHH2h (23, A.10, A.12), AUSMup+h (23, A.6, A.8), ZhaCUSP2h (23,
A.9), and compared with the van Leer scheme (23, A.5).
5.3.1. Acharya [113] subsonic boundary-layers
Computations of the Acharya [113] near-zero-pressure-gradient compressible subsonic (M∞ = 0.6) boundary-
layers, using the various low-diffusion hybrid schemes (HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h) on progressively
26
refined grids (Tab. 1), gave satisfactory oscillation-free results (Figs. 5–7). On the 401× 401 grid (Tab. 1), the profiles
of mean-velocity and Reynolds-stresses, obtained with the various low-diffusion hybrid schemes are indistinguishable
(Fig. 5), and in quite close agreement with those obtained using the van Leer scheme (Fig. 5). Agreement with
measurements (which is of course turbulence-closure dependent) is generally satisfactory, except for the shear ρu′′v′′
and wall-normal ρv′′v′′ stresses, for y / 0.4δ (Fig. 5). Nonetheless, the computed shear stress ρu′′v′′ correctly tends
to τ¯w at the wall, whereas measurements tend to underestimate the shear stress for y / 0.4δ (Fig. 5). Notice that all
profiles were taken at the x-wise station where the experimental Reθ = 33000 [113] was matched. This station was
located at x = xin + 1.1100 m in the van Leer scheme computations and at a different x = xin + 1.1625 m for the
low-diffusion hybrid schemes (Fig. 5).
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Figure 7: Grid-convergence of the x-wise evolution of boundary-layer parameters (thickness δ99, skin-friction coefficient c f :=
( 12 ρ¯eu˜
2
e )
−1τ¯w, external flow velocity u˜e, displacement thickness δ∗ = δ1 :=
∫ δ99
0
(
1 − (ρ¯eu˜e)−1ρ¯u˜
)
dy, shape factor H12 = H := δ1δ−12 , where
θ = δ2 :=
∫ δ99
0 u˜
−1
e u˜
(
1 − (ρ¯eu˜e)−1ρ¯u˜
)
dy and momentum-thickness Reynolds-number Reθ = Reδ2 := ueδ2ν˘
−1
e ), using the van Leer and HLLCh fluxes,
in near-zero-pressure-gradient boundary-layer flow (Acharya [113]; M∞ = 0.60; Reθ = 33000; GV–RSM [93]; 401 × 201, 401 × 401, 401 × 801,
801 × 801, 2001 × 1601 grids; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 3).
Regarding the x-wise development of global boundary-layer parameters (δ99, c f , δ∗ = δ1, Reθ = Reδ2 , H12 = H),
on the 401 × 401 grid (Tab. 1), all low-diffusion hybrid schemes give again indistinguishable results (Fig. 6), but
differences with the results obtained using van Leer fluxes are observed (Fig. 6). At inflow v˜ = 0 was applied as
boundary-condition; for this reason, an artificial initial region of adaptation (x − xin / 1 m; Fig. 6) appears in the
computational results, followed by a region of correctly developing boundary-layers (x− xin ' 1 m; Fig. 6). The more
dissipative van Leer scheme overpredicts skin-friction c f by ∼ 3% everywhere (Fig. 6), but also the shape-factor H12
27
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Figure 8: Mach-number contours (41 contours in the range M˘ ∈ [0, 2.85]), computed using various schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h ,
ZhaCUSP2h), for the αc = 24 deg Settles et al. [112, 121, 122, 123] compression-ramp interaction (M∞ = 2.85; Reθ0 = 80000; GV–RSM
[93]; 401 × 201 grid; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [100, 10;−,−1], LGRD = 1), comparison of wall-pressure-distributions with measurements
[112, 121], and velocity distribution in the upper-wall boundary-layer (x = −0.0238 m) demonstrating that the hybrid schemes do not develop the
unphysical oscillations observed when using low-diffusion fluxes with the passive-scalar approach for RST (Fig. 1).
in the initial 13 of the computational domain (x − xin / 1 m; Fig. 6), corresponding to the adaptation region, where
the x-wise increase of the boundary-layer thickness δ99 is also overpredicted by the more diffusive van Leer’s scheme,
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implying differences in the wake-region of the velocity profile.
The improvement brought by the low-diffusion schemes is best highlighted by examining grid-convergence of the
x-wise evolution of global boundary-layer parameters (Fig. 7). Since all low-diffusion hybrid schemes give indistin-
guishable results on the 401 × 401 (Figs. 5, 6) grid (Tab. 1), only computations with the HLLCh fluxes are compared,
on progressively refined grids (Tab. 1), with results obtained using van Leer’s fluxes. All grids (Tab. 1) have uniform
spacing ∆x, and are geometrically stretched near the wall (∆y is a geometric progression from the wall to centerline
[66] with ratio r j; Tab. 1), the nondimensional (in wall-units) size of the grid-cell adjacent to the wall (∆y+w) decreasing
from 0.45 to 0.18 with y-wise refinement (Tab. 1). Results on the finest 2001 × 1601 grid with the HLLCh scheme are
considered as representative of the grid-converged limit (Fig. 7). On the coarsest 401 × 201 grid (Tab. 1), none of
the 2 schemes has sufficient resolution, and this is particularly visible (Fig. 7) for the shape-factor H12 and for the
skin-friction coefficient c f , especially with van Leer’s scheme (Fig. 7). Cross-stream (y-wise) refinement with the
401 × 401 grid (Tab. 1), substantially improves the results (Fig. 7). Notice, regarding the skin-friction coefficient c f
(Fig. 7), that the error of van Leer’s scheme on the 401 × 401 grid (Tab. 1), with respect to grid-converged results
(Fig. 7), is very close to the error of the HLLCh scheme on the substantially coarser (y-wise) 401 × 201 grid (Tab. 1),
in agreement with the conclusions in van Leer et al. [21].
As the computational grid is refined, both the diffusive van Leer fluxes and the low-diffusion hybrid HLLCh scheme
converge to the same results (Fig. 7), but this convergence is substantially faster in the HLLCh case. Recall (23) that the
2 schemes only differ in the mean-flow fluxes, but this suffices to greatly enhance resolution for the HLLCh scheme.
In general, insufficient resolution (understood as a grid/scheme combination) overestimates skin-friction c f and the
boundary-layer thicknesses (δ99, δ1, δ2), hence blockage via the displacement thickness δ1 and as a consequence
centerline-velocity increase (Fig. 7). Insufficient resolution also overestimates the boundary-layer shape-factor H12.
5.3.2. Settles et al. [112] compression ramp
Computations of the Settles et al. [112] compression-corner interaction (M∞ = 2.85, αc = 24 deg) using the
various low-diffusion hybrid schemes (HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h) also performed satisfactorily (Fig. 8),
removing the spurious oscillations observed (Fig. 1) when the passive-scalar approach for RST, with a low-diffusion
massflux (A.14b–A.14g), was used. The results for the velocity distribution in the upper-wall boundary-layer (Fig. 8)
are indistinguishable between the various low-diffusion hybrid schemes (23), and slightly different, on the 401 × 201
grid used (Tab. 1), with the results obtained at the same x-wise location using the van Leer scheme (by ∼ 5 ms−1,
ie ∼ 1%; Fig. 8). The results obtained for the pressure distribution on the lower wall are practically identical for
all of the schemes (Fig. 8), although, for the 401 × 201 grid used (Tab. 1), there are some very slight differences in
upstream-influence length [67], and at the end of the interaction (x u 0.1m; Fig. 8), where the inviscid shock-wave
pressure-jump is reached. However, these differences (Fig. 8) have no practical significance. Notice also the slight
change of the Mach-number contours, in the inviscid-flow region downstream of the shock-wave (Fig. 8), compared
to the same schemes (Fig. 1) using the passive-scalar approach for RST with a low-diffusion massflux (A.14b–A.14g).
The ZhaCUSP2h scheme still exhibits some spurious oscillations outside of the boundary-layer upstream of the shock-
wave (Figs. 1, 8), which are not related to Reynolds-stress transport.
6. Computational examples
To further substantiate the performance of the hybrid low-diffusion schemes (23) computations (including sys-
tematic grid-convergence studies) were performed for flows around airfoils, both subsonic (§6.1) and transonic (§6.2),
and for a compression-ramp interaction (M∞ = 2.25, αc = 18 deg) for which detailed turbulence measurements were
available [114, 68].
6.1. NACA 0012 [127] airfoil (AoA = 0 deg)
The computation of flow, and more specifically of drag, for the NACA 0012 airfoil at 0 angle-of-attack (AoA =
0 deg) was used to assess the various low-diffusion hybrid schemes (23), which showed little difference, one with
respect to the other, for the previously studied test-cases (Figs. 5–8). There is a large amount of measurements for
the NACA 0012 airfoil [128], and McCroskey [128, (2, 3), p. 4] developed best-fit correlations of the most reliable
experimental data for the quasi-incompressible (experimental data [128, Fig. 8, p. 8] indicate that cDAoA=0 varies
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Table 3: Grids and biharmonic generation parameters [111] for the airfoil test-cases.
NACA 0012 (AoA = 0 deg; M∞ = 0.3; Reχ = 6.0 × 106)
Ni × N j r∞O N jO r jO Niwake riwake riLE riTE ∆i q⊥ Nu Nd −x−∞ ∆n+w
105 × 105 157.48χ 91 1.2060 17 1.060 1.2000 1.3000 0 1 17 45 505χ ∼ 310
161 × 161 157.48χ 141 1.1270 35 1.050 1.1000 1.2000 0 1 35 75 527χ ∼ 310
241 × 229 157.48χ 201 1.0850 41 1.050 1.0450 1.1500 0 1 41 101 513χ ∼ 310
321 × 277 157.48χ 241 1.0695 61 1.020 1.0400 1.1300 0 1 51 191 533χ ∼ 310
321 × 345 157.48χ 301 1.0544 61 1.020 1.0400 1.1300 0 1 51 191 520χ ∼ 310
641 × 553 157.48χ 481 1.0325 81 1.010 1.0200 1.0500 0 1 81 281 517χ ∼ 310
1281 × 829 157.48χ 721 1.0209 121 1.007 1.0050 1.0200 0 1 241 401 506χ ∼ 310
RAE 2822 (AoA = 2.31 deg; M∞ = 0.732; Reχ = 6.5 × 106)
Ni × N j r∞O N jO r jO Niwake riwake riLE riTE ∆i q⊥ Nu Nd −x−∞ ∆n+w
105 × 109 163.93χ 91 1.2100 17 1.060 1.2000 1.4000 7 −100 17 45 645χ ∼ 210
161 × 165 163.93χ 141 1.1300 35 1.050 1.0900 1.3500 10 −100 35 75 633χ ∼ 210
241 × 213 163.93χ 181 1.0980 60 1.030 1.0600 1.2500 10 −100 41 101 644χ ∼ 210
321 × 281 163.93χ 241 1.0710 75 1.025 1.0350 1.2100 13 −100 51 121 607χ ∼ 210
641 × 565 163.93χ 481 1.0335 121 1.020 1.0250 1.0900 20 −100 81 201 613χ ∼ 210
1281 × 853 163.93χ 721 1.0214 241 1.005 1.0070 1.0400 40 −100 251 381 618χ ∼ 210
M∞: Mach-number at infinity; Reχ: Reynolds-number based on profile chord χ, freestream velocity V∞ and viscosity ν∞; Ni: number of points
around-the-airfoil (nose-up-wise); N j: number of points away-from-the-airfoil; r∞O : circle-radius of the outer-boundary of the inner-O-grid; N jO :
number of points away-from-the-airfoil of the inner-O-grid; r jO :geometric-progression-ratio stretching the N jO points near the airfoil surface; Niwake :
number of points in the crossflow direction stretched for a better definition of the wake; riwake : geometric-progression-ratio stretching the Niwake
points; riLE : geometric-progression-ratio stretching
1
3 of the points on the upper or lower airfoil-surface near the leading-edge; riTE :geometric-
progression-ratio stretching 13 of the points on the upper or lower airfoil-surface near the trailing-edge; ∆i: shift (positive towards the lower surface;
nose-up-wise) from the trailing-edge of the point i = 1 which is also the middle-point of the farfield outflow; q⊥: orthogonalization exponent of
the biharmonic grid-generation [111, (3), p. 477]; Nu: number of points i-wise on the farfield inflow (x → −∞); Nd: number of points i-wise on
the farfield outflow (x→ +∞); −x−∞: distance from the leading-edge in the x-wise (chordwise) direction of the middle point of the farfield inflow;
∆n+w: nondimensional wall-normal size of the first grid-cell (in wall-units; Tab. 1)
little with M∞ up to M∞ u 0.6) drag coefficient cD(M∞ / 0.3, AoA = 0) as a function of the Reynolds number
(Reχ := V∞χν−1∞ , where V∞ is the freestream velocity, χ is the airfoil chord, and ν∞ is the kinematic viscosity at
freestream conditions), both for free and fixed transition (typical tripping devices [127, 128], used to fix the chordwise
location of transition, induce increased drag compared to the free-transition case, the difference in drag decreasing as
Reχ increases [128, Fig. 4, p. 5]).
Turbulence models which do not include specific correlations or additional transport equations for transition [4] are
not well suited for free-transition computations at low turbulence intensity. For this reason, the fixed-transition case
at Reχ = 6 × 106 was considered [127]. The geometric (χ = 0.635 m) and freestream parameters (pt∞ = 160000 Pa,
Tt∞ = 316 K) correspond to the measurements of Harris [127] for M∞ = 0.3 and Reχ = 6×106. Freestream turbulence
intensity at the inflow boundary (x ∼ −500χ) was set to Tu∞ := ( 23 k∞)
1
2 V−1∞ = 1% with a lengthscale `T∞ := k
2
3∞ε−1∞ =
0.3 m u 0.472χ, resulting [67] to a turbulence intensity at the leading-edge of TuLE u 0.2%. In the experiment [127],
the flow was tripped at 5%χ, using 0.10 inch-wide sparsely distributed transition grits. For the Reχ = 6 × 106 case
80-grit was used. In the computations we used a trip zone spanning 5%χ ± 12 gritwidth = 5%χ ± 12 0.00254 m, ie
xTRIP ∈ [0.03048 m, 0.03302 m], with trip-region height δTRIP = 190 µm (corresponding to the average size of the
80-grit). The tripping methodology of Carlson [129] and Pandya et al. [130], extended to a second-moment-closure
framework [131] was used, injecting, when appropriate, turbulence with local intensity TuTRIP = 0.10.
The computational grid (Fig. 9) consists of a biharmonically generated [111] structured O-grid, geometrically
stretched near the airfoil with ratio r j (Tab. 3), which is continued at the farfield to a square outer boundary (Fig. 9),
oriented parallel to the incoming flow (farfield angle-of-attack AoA), thus facilitating the application of the boundary-
conditions by the method of Riemann invariants [132]. The j-wise stretched N jO nodes extend from the airfoil to the
circular outer boundary of the biharmonic inner O-grid (center at mid-chord and radius r∞O ; Tab. 3). The mesh is also
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Figure 9: Grid-convergence of the drag coefficient, and of its decomposition cD = cDfrm + cDvsc into form-drag due to pressure and viscous drag
due to skin friction, in drag-counts (×103), for the NACA 0012 airfoil (M∞ = 0.3; AoA = 0 deg; Reχ = 6 × 106; transition-trip @5%χ [127];
experimental drag correlation by McCroskey [128]), as a function of grid resolution maxn<10%χ ∆` (maximum cell-size for grid-points distant less
than 10%χ from the airfoil surface) computed using various schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h), on progressively refined
grids (105× 105, 161× 161, 241× 229, 321× 277, 321× 345, 641× 553, 1281× 829; Tab. 3; farfield boundary @500χ; TuLE u 0.2%; GLVY–RSM
[5]; [CFL, CFL∗; Mit, rTRG] = [20, 2;−,−2], LGRD = 3).
stretched in the wake (line starting at the trailing-edge following the freestream direction; Fig. 9; Tab. 3). The mesh is
continued to the outer square boundary (Fig. 9) with constant j-wise spacing, and the 2 parts of the grid are stored as a
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Figure 10: Mach-number levels in the near-field of the NACA 0012 airfoil (M∞ = 0.3; AoA = 0 deg; Reχ = 6 × 106; transition-trip @5%χ [127]),
computed using the HLLCh and van Leer schemes, on progressively refined grids (105×105, 161×161, 241×229, 321×277, 321×345, 641×553,
1281 × 829; Tab. 3; farfield boundary @500χ; TuLE u 0.2%; GLVY–RSM [5]; [CFL, CFL∗; Mit, rTRG] = [20, 2;−,−2], LGRD = 3).
single structured grid [131]. For all of the grids used, the size of the first grid-cell in the wall-normal direction, in the
part of the profile where the boundary-layer is turbulent, was ∆n+w ∼ 310 , and the farfield boundary located at ∼ 500χ
from the airfoil (Tab. 3). Grid resolution was measured by the ratio of the maximum grid-cell side ∆` in the region
distant from the airfoil surface by less than 10%χ. For the particular grids used in the present study, this quantity
represents reasonably well the evolution of all other grid parameters (Fig. 9).
As the computational grid is refined (Tab. 3), all of the schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h)
converge to the same value of drag coefficient cD (Fig. 9), which is in close agreement with the value of ∼ 9.3 drag-
counts (cD × 103) predicted by McCroskey’s tripped-data correlation [128, (3), p. 4]. However, grid-convergence rate
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Figure 11: Grid-convergence of chordwise distribution of skin-friction c f∞ := (
1
2ρ∞V
2∞)−1τ˘w and of x-wise mean-velocity u˜ profiles in the wake
(x ∈ {χ, 1.25χ}), for the NACA 0012 airfoil (M∞ = 0.3; AoA = 0 deg; Reχ = 6 × 106; transition-trip @5%χ [127]), computed using the HLLCh and
van Leer schemes, on progressively refined grids (105 × 105, 161 × 161, 241 × 229, 321 × 277, 321 × 345, 641 × 553; grid-converged corresponds
to 1281 × 829; Tab. 3; farfield boundary @500χ; TuLE u 0.2%; GLVY–RSM [5]; [CFL, CFL∗; Mit, rTRG] = [20, 2;−,−2], LGRD = 3).
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differs between schemes, the van Leer scheme, expectedly, being the slowest to converge (Fig. 9). Furthermore, small
differences in grid-convergence rate are also observed between the various low-diffusion hybrid schemes (Fig. 9).
Following the decomposition of the stress tensor in thermodynamic pressure and viscous stresses (σ = −pI + τ),
The drag coefficient 12ρ∞V
2∞χ cD :=
∮
∂B
~eV∞ · σ¯ · ~en∂B dS (where ∂B is the airfoil surface with surface element per
unit span dS and unit normal outgoing from the airfoil ~en∂B , and ~eV∞ is the unit-vector in the direction of freestream
velocity) is decomposed into viscous drag and form drag, cD = cDvsc + cDfrm (
1
2ρ∞V
2∞χ cDvsc :=
∮
∂B
~eV∞ · τ¯ · ~en∂B dS
and 12ρ∞V
2∞χ cDfrm := −
∮
∂B
p¯(~eV∞ · ·~en∂B ) dS ). Examination of grid-convergence of cDvsc and cDfrm separately (Fig. 9),
highlights the behaviour of the various schemes. Regarding viscous drag cDvsc , all of the low-diffusion hybrid schemes
yield virtually indistinguishable results (Fig. 9), in agreement with the boundary-layer test-case (Figs. 5–7), while
the more diffusive van Leer scheme overpredicts cDvsc on coarse grids (Fig. 9), consistently with its well established
shear-layer behaviour [21]. On the other hand, the grid-convergence behaviour of form drag cDfrm due to the pressure
field (which is smaller than cDvsc for the AoA = 0 case; Fig. 9), is different between schemes. The hybrid HLLCh
and RoeHH2h schemes give identical results (Fig. 9) for cDfrm on all grids (and this was generally the case for all of
the test-cases studied), while the advection-split hybrid schemes (AUSMup+h and ZhaCUSP2h) also improve upon the
diffusive van Leer fluxes at a slower rate (Fig. 9).
The resolution enhancement brought by the low-diffusion hybrid schemes is even more obvious when considering
the accuracy with which the airfoil wake is captured on different grids (Tab. 3). Comparison of Mach-number contours
between the hybrid HLLCh and the van Leer schemes (Fig. 10) suggests that the HLLCh flux achieves on the coarsest
105 × 105 grid (Tab. 3) equivalent resolution in the airfoil wake as the van Leer scheme on the much finer 641 × 553
grid (Tab. 3). Results obtained with the hybrid HLLCh scheme (the HLLCh and RoeHH2h schemes exhibit the best
drag grid-convergence rate; Fig. 9) on the finest 1281 × 829 grid (Tab. 3) were considered as representative of the
grid-converged limit (Fig. 11). The nearly indistinguishable prediction of viscous drag cDvsc on each grid (Tab. 3) by
all low-diffusion hybrid schemes (Fig. 9) also applies locally for the skin-friction distribution on the airfoil surface.
On the 641 × 553 grid (Tab. 3) all of the schemes, including van Leer’s, collapse on a single skin-friction distribution
(Fig. 11), practically equivalent to the grid-converged result. Results for the velocity profiles in the airfoil boundary-
layer at the trailing-edge (x = χ; Fig. 11) are also very similar on each grid for all of the schemes (Fig. 11), but
differences appear in the near-wake (x = 1.25χ; Fig. 11), where all of the low-diffusion hybrid schemes yield quasi-
identical results on each grid, and converge to the grid-independent results much faster (grid 321 × 277; x = 1.25χ;
Fig. 11) than the diffusive van Leer fluxes. The reason why the difference between the van Leer and the hybrid low-
diffusion schemes is much more pronounced in the wake than in the airfoil boundary-layer (Fig. 11) is that all of the
grids have the same wall-normal cell-size ∆nw on the airfoil-surface (Tab. 3), but very different cell-sizes in the wake,
the coarsest 105 × 105 grid having only ∼ 7 points cross-stream in the wake at x = 1.25χ.
6.2. RAE 2822 [133] airfoil (case 6)
The RAE 2822 airfoil is an aft-cambered supercritical airfoil [134], with extensive measurements for 11 sets of
freestream conditions [133, Tab. 6.2, p. A6.10]. Despite the fact that there is only 1 experiment available and no
information on experimental accuracy [134], this is a widely used test-case [134, 45, 77]. In the present paper, case
6 was considered [133, Tab. 6.2, p. A6.10], for which uncorrected experimental flow conditions are M∞EXP = 0.725,
AoAEXP = 2.92 deg and Reχ = 6.5 × 106 [133]. Following usual practice [134, 77], these conditions were corrected
to account for wind-tunnel interference, to the values M∞COMP = 0.732 and AoACOMP = 2.31 deg. The geometric
(χ = 0.61 m) and freestream parameters (pt∞ = 92840 Pa, Tt∞ = 323 K) correspond to the experimental values
[133]. Freestream turbulence intensity at the inflow boundary (x ∼ −600χ) was set to Tu∞ := ( 23 k∞)
1
2 V−1∞ = 1%
with a lengthscale `T∞ := k
2
3∞ε−1∞ = 0.3 m u 0.492χ, resulting [67] to a turbulence intensity at the leading-edge of
TuLE u 0.2%. In the experiment, the flow was tripped at 3%χ using a dTRIP = 254 µm wire [133]. In the computations
we used a trip zone spanning 3%χ ± 12dTRIP = 3%χ ± 12 0.000254 m, ie xTRIP ∈ [0.018173 m, 0.018427 m], with
trip-region height δTRIP = dTRIP = 254 µm (corresponding to the trip-wire diameter). Again, the tripping methodology
[129, 130, 131] was used, injecting, when appropriate, turbulence with local intensity TuTRIP = 0.10. Numerical
tripping was applied on both the pressure and suction surfaces, although it is not clear whether this is the case in the
experiment [133]. The computational grid topology is the same as the one used for the NACA 0012 airfoil (Fig. 5)
and computations were run on progressively refined grids (Tab. 3) for all of which the farfield boundary was located
at ∼ 600χ and the wall-normal cell-size on the airfoil-surface is ∆n+w u 210 .
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Figure 12: Comparison of measured [133] pressure-coefficient Cp := (p¯ − p∞)( 12ρV2∞)−1 distribution on the airfoil surface and of x-wise velocity
u˜ profiles at various locations on the airfoil (n is the normal-to-the-wall direction) and in the wake (n = y), with computations using various
schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h), for the RAE 2822 airfoil (M∞EXP = 0.725; AoAEXP = 2.92 deg; M∞COMP = 0.732;
AoACOMP = 2.31 deg; Reχ = 6 × 106; transition-trip @3%χ [133]; 241 × 213 grid; grid-converged corresponds to 1281 × 853; Tab. 3; farfield
boundary @600χ; TuLE u 0.2%; GLVY–RSM [5]; [CFL, CFL∗; Mit, rTRG] = [30, 3;−,−2], LGRD = 3).
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Figure 13: Grid-convergence of pressure-coefficient Cp := ( p¯ − p∞)( 12ρV2∞)−1 distribution on the airfoil surface and of x-wise velocity u˜ profiles
at various locations on the airfoil (n is the normal-to-the-wall direction) and in the wake (n = y), for computations of the RAE 2822 airfoil
(M∞EXP = 0.725; AoAEXP = 2.92 deg; M∞COMP = 0.732; AoACOMP = 2.31 deg; Reχ = 6×106; transition-trip @3%χ [133]; farfield boundary @600χ;
TuLE u 0.2%; GLVY–RSM [5]; [CFL, CFL∗; Mit, rTRG] = [30, 3;−,−2], LGRD = 3) using the HLLCh and van Leer schemes, on progressively refined
grids (161 × 165, 241 × 213, 321 × 281, 641 × 565, 1281 × 853; Tab. 3), and comparison with measurements [133].
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Computations on a 241 × 213 grid (Tab. 3) show (Fig. 12) quite satisfactory agreement between various schemes
(van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h), both for the pressure distribution around the airfoil and for the
velocity profiles in the airfoil boundary-layer, up to the trailing-edge (x = χ; Fig. 12). In the wake (x ∈ {1.025χ, 2χ};
Fig. 12), all hybrid low-diffusion schemes give indistinguishable results, while the grid-resolution in the wake is
insufficient for the van Leer scheme. A grid-convergence study (Tab. 3) shows very similar predictions of pressure
distribution, on each grid, between the low-diffusion hybrid HLLCh and the van Leer schemes (Fig. 13), the main
effect of grid-refinement being the sharpening of the shock-wave on the suction-side of the airfoil (Fig. 13). The only
noticeable difference is again in the airfoil wake (x = 2χ; Fig. 12) where, even on the 641 × 565 grid (Tab. 3), the van
Leer scheme has insufficient resolution.
Regarding the comparison with measurements [133], the results obtained with the HLLCh scheme on the finest
1281 × 829 grid (Tab. 3) were considered as grid-converged. The agreement is quite satisfactory (Fig. 13), both for
the pressure distribution and for the velocity profiles, with the exception of the near-wall region near the trailing-edge
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Figure 14: Comparison of measured wall-pressure distribution, for the Ardonceau [114] αc = 18 deg compression ramp (MSW = 2.25; Reθ0 =
7000), with computations using various schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h) on progressively refined grids (GV–RSM
[93]; 201 × 101, 401 × 401, 401 × 201, 601 × 601, 801 × 801; 2001 × 1601 grids; Tab. 1; [CFL, CFL∗; Mit, rTRG] = [50, 5;−,−2], LGRD = 3), and
Mach-contours (41 contours in the range M˘ ∈ [0, 2.25] using the HLLCh scheme on the 2001 × 1601 grid; Tab. 1).
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(x ∈ {0.9χ, 0.95χ}; Fig. 13), where some discrepancies are observed. This, however, is a matter of turbulence modeling
and of experimental accuracy, unrelated with the numerical method.
Ardonceau (1984)
oswtbli; Msw = 2.25; αc = 18 deg
muscl3v
 
hllch; grid 2001× 1601
 
hllch; grid 801× 801
 
hllch; grid 601× 601
 
hllch; grid 401× 201
 
hllch; grid 201× 101
 
experiments
 
van Leer; grid 801× 801
 
van Leer; grid 601× 601
 
van Leer; grid 401× 201
 
van Leer; grid 201× 101
HLLCh
 0
 0.02
 0.04
-0.05  0  0.05
y
(m
)
✻
x (m) ✲
u˜′′u′′ (m2 s−2)
0
8000
❄ ❄ ❄ ❄
x = −0.02 m
= −2.5 δ0
x = −0.004 m
= −0.5 δ0
x = 0.012 m
= 1.5 δ0
x = 0.036 m
= 4.5 δ0
 0
 0.005
 0.01
 0.015
-100  0  100  200  300  400  500  600
 0
 0.005
 0.01
 0.015
-100  0  100  200  300  400  500  600
 0
 0.005
 0.01
 0.015
-100  0  100  200  300  400  500  600
 0
 0.005
 0.01
 0.015
-100  0  100  200  300  400  500  600
y
−
y w
(m
)
✻
u˜ (m s−1) u˜ (m s−1) u˜ (m s−1) u˜ (m s−1)
 0
 0.005
 0.01
 0.015
 0  2000  4000  6000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  2000  4000  6000  8000  10000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  2000  4000  6000  8000  10000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  2000  4000  6000  8000
y
−
y w
(m
)
✻ u˜′′u′′ (m2 s−2) u˜′′u′′ (m2 s−2) u˜′′u′′ (m2 s−2) u˜′′u′′ (m2 s−2)
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
-1500 -1000 -500  0
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
-1500 -1000 -500  0
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
-4000 -3000 -2000 -1000  0
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
-2000 -1500 -1000 -500  0
y
−
y w
(m
)
✻ u˜′′v′′ (m2 s−2) u˜′′v′′ (m2 s−2) u˜′′v′′ (m2 s−2) u˜′′v′′ (m2 s−2)
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  500  1000  1500  2000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  1000  2000  3000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  1000  2000  3000
 0
 0.002
 0.004
 0.006
 0.008
 0.01
 0.012
 0.014
 0  500  1000  1500  2000  2500
y
−
y w
(m
)
✻ v˜′′v′′ (m2 s−2) v˜′′v′′ (m2 s−2) v˜′′v′′ (m2 s−2) v˜′′v′′ (m2 s−2)
Figure 15: Comparison of measured profiles of velocity u˜ and of Reynolds-stresses (u˜′′u′′, u˜′′v′′, v˜′′v′′), for the Ardonceau [114] αc = 18 deg
compression ramp (MSW = 2.25; Reθ0 = 7000; x ∈ {−2.5δ0,−0.5δ0, 1.5δ0, 4.5δ0}), with computations using van Leer and HLLCh fluxes on
progressively refined grids (GV–RSM [93]; 201×101, 401×401, 401×201, 601×601, 801×801; 2001×1601 grids; Tab. 1; [CFL, CFL∗; Mit, rTRG] =
[50, 5;−,−2], LGRD = 3), and u˜′′u′′ levels (using the HLLCh scheme on the 2001 × 1601 grid; Tab. 1).
6.3. Ardonceau [114] αc = 18 deg compression ramp (MSW = 2.25; Reθ0 = 7000)
The Ardonceau [114] test-cases consist of a number of supersonic compression ramps in a M∞ = 2.85 stream.
For the highest ramp angle, αc = 18 deg, the shock-wave/boundary-layer interaction induces a small separation at
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the corner [68]. The experimental set-up is relatively wide in the spanwise direction (Lz = 0.15 m = 18.75δ0, where
δ0 is the boundary-layer thickness at the beginning of the interaction), so that 3-D sidewall effects are not expected
to be very important [114]. Measurements of wall-pressure distributions and of profiles of mean velocity and of
Reynolds-stresses are available [114]. The experimental inflow and boundary-conditions (Tab. 2) were applied in the
computations.
Wall-pressure distributions computed using various schemes (van Leer, RoeHH2h, AUSMup+h , ZhaCUSP2h), on pro-
gressively refined grids (the nondimensional wall-normal cell-size at the wall ∆n+w decreases with j-wise grid refine-
ment, from 0.25 to 0.05; Tab. 1), compare well with the results of the HLLCh on the same grids (Fig. 14). Results with
the HLLCh on the finest 2001×1601 grid (Tab. 1) were considered representative of the grid-converged limit (Fig. 14),
and, regarding wall-pressure distributions, all of the schemes are reasonably grid-converged on the 601 × 601 grid
(Tab. 1; Fig. 14). Grid-convergence of profiles of velocity and of Reynolds-stresses is reached on the 801 × 801 grid
(Tab. 1; Fig. 15). Notice also that the HLLCh and RoeHH2h schemes give indistinguishable results on all grids, as was
also observed for all previous test-cases (Figs. 5, 6, 8, 9, 11, 12). The particular grids used for this test-case (Tab. 1)
are very fine near the wall, and this explains the very satisfactory performance of the van Leer scheme, comparable on
each grid to the low-diffusion hybrid schemes (Figs. 14, 15). Therefore, the comparison of the present grid-converged
results with measurements (Figs. 14, 15) confirms previous analysis [68] which used the van Leer scheme.
7. Conclusions
The exact conservative formulations of the compressible Navier-Stokes equations coupled with Reynolds-stress
transport, using either ρ¯e˜t or ρ¯e˘t := ρ¯e˜t − ρ¯k as energy variable[60] are mathematically equivalent. Although stan-
dard practice is to discretize the production tensor Pi j as a source-term, with centered differencing for the velocity-
gradients, these terms are nonconservative products [32] which must be included in the Riemann-problem matrix.
Advanced closures for the noncomputable terms (terms requiring closure in the RSM–RANS system) in the Reynolds-
stress equations [97] introduce more nonconservative products and other complex terms rendering the mathematical
analysis of the Riemann problem too complicated.
Retaining only the computable terms in the RSM–RANS system results in the simplified c–RST system. In the
present work, previous studies of the c–RST system [34] were generalized to the Riemann problem for an arbitrarily-
oriented cell-face. Analysis of jump relations across the waves of the Riemann fan (2 GNL and 3 LD waves) reveals the
behaviour of the components of the 2-moments of fluctuating velocity ri j (normal rnn, interface-shear r
(‖)
in and inactive
part r(⊥n)i j ) which do not behave as passive scalars, but strongly interact one with another and with the mean-flow
variables. Although the c–RST system is an oversimplified version of the complete closed RSM–RANS system, such
complex behaviour is expected in the later case as well.
For this reason, Reynolds-stresses transport cannot be accommodated, in low-diffusion (contact-discontinuity-
resolving [26]) ARSs, by simply using a low-diffusion-massflux passive-scalar approach along with the standard
choice of centered discretization of the Reynolds-stress-related terms in the mean-flow equations. Computational
examples of quasi-ZPG boundary-layer flow (using the passive-scalar approach for RST with HLLC, Roe, RoeHH2,
AUSM+, AUSMup+ or ZhaCUSP2 fluxes and O(∆`3) reconstruction) illustrate the appearance of numerical instabilities
which grow with iteration-count, until they contaminate the entire flow. In other, seemingly more complex flows,
stable solutions are obtained which may contain local spurious oscillations. It is suggested that the reason of these
numerical difficulties, which cannot be cured by using O(∆`) reconstruction for ri j, is the incompatibility of the
Riemann-fan structure between the Euler equations and the RSM–RANS systems, and in particular the complex cou-
plings of the jumps across waves of the various components of ri j and u˜i. The c–RST system may not be quantitatively
representative of the actual closed RSM–RANS equations, because it drops many terms (especially nonconservative
products) which often vary, from one RSM to the other. Furthermore, the possibility of adding extra transport equa-
tions (eg for transition, turbulent heat-fluxes, dissipation-rate tensor εi j, · · · ) is an additional constraint.
The analysis of the c–RST system, and the details of the growth of numerical instabilities with iteration-count,
suggest that a solution, compatible with the above model-evolutivity constraints, lies in the use of a diffusive (contact-
discontinuity-nonresolving) massflux in the passive-scalar approach for the Reynolds-stresses and other turbulence
variables, coupled with a low-diffusion flux for the mean-flow variables. Extensive testing of such hybrid low-
diffusion schemes (van Leer, HLLCh, RoeHH2h, AUSMup+h , ZhaCUSP2h), for subsonic quasi-ZPG boundary-layer flow
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(Me = 0.6, Reθ = 33000), supersonic compression-ramps (MSW ∈ {2.25, 2.85}, αc ∈ {18 deg, 24 deg}, Reθ0 ∈
{7000, 80000}), and flow around airfoils (M∞ ∈ {0.3, 0.725}, AoA ∈ {0 deg, 2.31 deg}, Reχ ∈ {6 × 106, 6.5 × 106}),
including systematic grid-convergence studies, demonstrate that these schemes invariably provide stable spurious-
oscillation-free solutions. The hybrid low-diffusion fluxes provide a much better grid-convergence rate than the
contact-discontinuity-nonresolving van Leer scheme, especially in the wake of airfoils, the prediction of skin-friction
and drag, and in the wake-zone of the boundary-layer velocity-profile. On the other hand, on fine grids, results with
the van Leer scheme tend to the correct grid-converged solution, although grid-convergence rate is very slow in the
airfoil wake. All of the computations in the present paper used O(∆`3) reconstruction both for the mean-flow and the
turbulence variables, but the methodology works with higher-order reconstruction as well.
The proposed hybrid low-diffusion fluxes are particularly easy to implement in existing solvers, and provide a ro-
bust high-resolution method for RSM–RANS. Alternative definitions of the turbulence-variables massflux are the subject
of ongoing research. Future research on the mathematical properties of the RSM–RANS system should concentrate on
a more realistic extension of the c–RST system by including a simple yet realistic isotropization-of-production model
for rapid redistribution with echo-terms [81], which very substantially complexifies the Riemann-problem matrix.
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Appendix A. Numerical fluxes
In this appendix are summarized, for completeness, the mathematical expressions for the mean-flow fluxes (§A.1)
and for the passive-scalar approach applied to the turbulence-variables fluxes (§A.2), in relation to the numerical
approximation of (6b).
A.1. Mean-flow fluxes
Let
vLMF := [ρL, uL, vL,wL, pL]
T ; vRMF := [ρR, uR, vR,wR, pR]
T (A.1a)
denote the left (L) and right (R) values reconstructed at the interface with unit-normal ~n = n`~e` directed from L to R,
which also define the corresponding conservative variables (3g)
uLMF := [ρL, ρLuL, ρLvL, ρLwL, ρLetL]
T ; uRMF := [ρR, ρRuR, ρRvR, ρRwR, ρRetR]
T (A.1b)
Although, to simplify notation, we did not use the ˘ or ˜ symbols in (A.1a, A.1b) it is understood that they are obtained
from the application of the reconstruction operator on the averaged mean-flow variables (1, 3g). The mean-flow
numerical flux FNUMMF (v
L
MF, v
R
MF; nx, ny, nz) approximates the convective flux F
(C)
MFn
(uMF;~en) (6b).
A.1.1. Definitions
The directional Mach-number at flow-conditions vMF is defined as
Mn(vMF; nx, ny, nz) :=
Vn
a
; Vn(vMF; nx, ny, nz) := u` n` ; a(vMF) :=
√
γ
p
ρ
(A.2)
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where a(vMF) is the speed-of-sound. The following flux-splitting polynomials of the directional Mach-number are
used in the definition of some of the numerical fluxes [72, 73, 74]
M±(1)(Mn) = 12 (Mn ± |Mn|) ; M±(2)(Mn) =
{ M±(1)(Mn) |Mn| ≥ 1
± 14 (Mn ± 1)2 |Mn| < 1
(A.3a)
M±(4)(Mn) =
{ M±(1)(Mn) |Mn| ≥ 1
± 14 (Mn ± 1)2 ± 18 (M2n − 1)2 |Mn| < 1
(A.3b)
P±(5)(Mn) =

1
Mn
M±(1)(Mn) |Mn| ≥ 1
1
4 (Mn ± 1)2(2 ∓ Mn) ± 316Mn(M2n − 1)2 |Mn| < 1
(A.3c)
The Roe-averages [18], between left (L) and right (R) states, are also widely used [18, 71, 25]. They are defined
by
ρROE :=
√
ρLρR (A.4a)
uiROE :=
√
ρLuiL +
√
ρRuiR√
ρL +
√
ρR
; V2ROE := uiROEuiROE ; VnROE := uiROEni (A.4b)
htROE :=
√
ρLhtL +
√
ρRhtR√
ρL +
√
ρR
(A.4c)
aROE :=
√
(γ − 1)(htROE − 12V2ROE) (A.4d)
A.1.2. van Leer [20]
In the van Leer [20] splitting,
FVLMF(v
L
MF, v
R
MF; nx, ny, nz) := F
VL+
MF (v
L
MF; nx, ny, nz) + F
VL−
MF (v
R
MF; nx, ny, nz) (A.5a)
the forward ( +) and backward ( −) fluxes depend only on vLMF and v
R
MF, respectively, and are given by [75, (9), p.765]
FVL
±
MF (vMF; nx, ny, nz) =

[0, 0, 0, 0, 0]T ; ±Mn < −1
±ρa (Mn ± 1)
2
4

1
nx
a
γ
(−Mn ± 2) + u
ny
a
γ
(−Mn ± 2) + v
nz
a
γ
(−Mn ± 2) + w
−(γ − 1)M2n ± 2(γ − 1)Mn + 2
γ2 − 1 a
2 + 12V
2

; |Mn| ≤ 1
F(C)MFn (vMF; nx, ny, nz) ; ±Mn > 1
(A.5b)
where the directional Mach-number Mn(vMF; nx, ny, nz) and the speed-of-sound a(vMF) are defined in (A.2), and V
2 :=
u`u`.
A.1.3. AUSM+ [72] and AUSMup+ [73]
The flux for the AUSM+ [72] and AUSMup+ schemes can be written generically
FAUSMMF (v
L
MF, v
R
MF; nx, ny, nz) := ρLaLRM
+
nLR

1
uL
vL
wL
htL
 + ρLaLRM
−
nLR

1
uR
vR
wR
htR
 +

0
pLRnx
pLRny
pLRnz
0
 (A.6a)
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The directional Mach-numbers M±nLR(vLMF, v
R
MF; nx, ny, nz) used for the advective splitting in (A.6a) are defined using a
common speed-of-sound [72], aLR. To compute aLR we used the AUSMPW+ formulation [116] based on the normal-
total-enthalpy (total enthalpy in the frame-of-reference where the parallel to the cell-face velocity component is 0)
htnL = hL + 12V
2
nL ; asL =
√
2
γ − 1
γ + 1
htnL (A.6b)
htnR = hR + 12V
2
nR ; asR =
√
2
γ − 1
γ + 1
htnR (A.6c)
aLR = min
(
a2sL
max(|VnL| , asLR) ,
a2sR
max(|VnR| , asLR)
)
(A.6d)
The common Mach-number at the cell-interface used in the advective splitting is defined using polynomialsM±(4) ∈
R4[Mn] (A.3b)
MnLR,L :=
VnL
aLR
; MnLR,R :=
VnR
aLR
(A.6e)
MnLR :=M±(4)(MnLR,L) +M±(4)(MnLR,R) + M∆p(vLMF, vRMF; nx, ny, nz) ; M±nLR :=M±(1)(MnLR) (A.6f)
where the functionM±(1) (A.3a) defines the advective splitting, ie M±nLR are either equal to MnLR or to 0.
The pressure-splitting uses the polynomials P±(5) ∈ R5[Mn] (A.3c)
pLR := P±(5)(MnLR,L) pL + P±(5)(MnLR,R) pR + p∆Vn (vLMF, vRMF; nx, ny, nz) (A.6g)
The terms M∆p in (A.6f) and p∆Vn in (A.6g) are additional dissipation terms [73].
A.1.3.1. AUSM+ [72]. In the AUSM+ [72] scheme the dissipation terms in (A.6f, A.6g) are simply set to 0 (actually
were not yet introduced [72, 73])
AUSM+ :
{
M∆p = 0
p∆Vn = 0
(A.7)
A.1.3.2. AUSMup+ [73]. In AUSMup+ [73], the attribute u indicates the dissipation term p∆Vn in (A.6g), proportional
to the difference of normal velocities (VnR − VnL), while the attribute p indicates the dissipation term M∆p in (A.6f),
proportional to the difference of static pressures (pR − pL). In the present work
AUSMup+ :

M∆p(vLMF, v
R
MF; nx, ny, nz) := − 14 max
(
1 − 12 (M2nL + M2nR), 0
) pR − pL
1
2 (ρL + ρR)a
2
LR
p∆Vn (v
L
MF, v
R
MF; nx, ny, nz) := − 34P±(5)(MnLR,L)P±(5)(MnLR,R) 12 (ρL + ρR)aLR(VnR − VnL)
(A.8)
were used. In [73, (21), p.1 41] σ∆p = 1 was used, and the average directional Mach-number was taken 12 (M
2
nL + M
2
nR)
[73, p. 147]
A.1.4. ZhaCUSP2 [74]
The flux for the ZhaCUSP2 [74] scheme reads
FZHACUSP2MF (v
L
MF, v
R
MF; nx, ny, nz) := ρLaLR

M+nLR
M+nLRuL
M+nLRvL
M+nLRwL
M(ht)+nLR etL
 + ρLaLR

M−nLR
M−nLRuR
M−nLRvR
M−nLRwR
M(ht)−nLR etR
 +

0
pLRnx
pLRny
pLRnz
(pVn)LR
 (A.9a)
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where aLR is a common speed-of-sound, which in the present work was defined by (A.6d), and pLR is the same as for
the AUSM+ scheme (A.6g, A.7). The directional Mach-numbers M±nLR and M
(ht)±
nLR used for the advective splitting in
(A.9a) are defined by
M+nLR :=M+(1)(MnLR,L) +
2
pL
ρL
+
pR
ρR
pL
ρL
(
M+(2)(MnLR,L) −M+(1)(MnLR,L)
)
(A.9b)
M−nLR :=M−(1)(MnLR,R) +
2
pL
ρL
+
pR
ρR
pR
ρR
(
M−(2)(MnLR,R) −M−(1)(MnLR,R)
)
(A.9c)
M(ht)+nLR :=M+(1)(MnLR,L) +
2
htL
ρL
+
htR
ρR
htL
ρL
(
M+(2)(MnLR,L) −M+(1)(MnLR,L)
)
(A.9d)
M(ht)−nLR :=M−(1)(MnLR,R) +
2
htL
ρL
+
htR
ρR
htR
ρR
(
M−(2)(MnLR,L) −M−(1)(MnLR,L)
)
(A.9e)
where the weight between pure advectionM+(1)(Mn) and quadratic splittingM+(2)(Mn) is different for the energy equa-
tion (M(ht)±nLR ), a choice aiming [74] at curing oscillations present when the same weight is used for all variables (M±nLR).
Finally, the pressure term in the energy equation (pVn)LR (A.9a) is split as
(pVn)LR := aLR
(
(pVn)LR,L + (pVn)LR,R
)
;

(pVn)LR,L :=

0 MnLR,L < −1
1
2 pL
(
MnLR,L + 1
) ∣∣∣MnLR,L∣∣∣ ≤ 1
pLVnL MnLR,L > 1
(pVn)LR,R :=

pRVnR MnLR,R < −1
1
2 pR
(
MnLR,R − 1) ∣∣∣MnLR,L∣∣∣ ≤ 1
0 MnLR,R > 1
(A.9f)
based on the eigenvalues λML+ := Vn − a = a(Mn − 1) and λML− := Vn + a = a(Mn + 1) of the flux-Jacobian [110, (9),
p. 2].
A.1.5. Roe [18] with entropy-fix[71]
FROEEFMF (v
L
MF, v
R
MF; nx, ny, nz) :=
1
2
(
F(C)MFn (v
L
MF; nx, ny, nz) + F
(C)
MFn
(vRMF; nx, ny, nz) − |AROEEFMFn |
(
uRMF − uLMF
))
(A.10a)
Defining
|AROEEF
MFn
|(uRMF − uLMF) = |λPL| ((ρR − ρL) − (pR − pL)a2ROE
) 
1
uROE
vROE
wROE
1
2V
2
ROE
 + ρROE |λPL|

0
(uR − uL) − nx(VnR − VnL)
(vR − vL) − ny(VnR − VnL)
(wR − wL) − nz(VnR − VnL)
uiRoe(uiR − uiL) − VnROE(VnR − VnL)

+ |λML− |
(
(pR − pL) − ρROEaROE(VnR − VnL)
2a2ROE
) 
1
uROE − nxaROE
vROE − nyaROE
wROE − nzaROE
htROE − VnROEaROE

+ |λML+ |
(
(pR − pL) + ρROEaROE(VnR − VnL)
2a2ROE
) 
1
uROE + nxaROE
vROE + nyaROE
wROE + nzaROE
htROE + VnROEaROE
 (A.10b)
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where λPL, λML− and λML+ are appropriate evaluations of the eigenvalues of the flux-Jacobian.
A.1.5.1. Roe [18]. In the original version [18], which may violate the entropy condition in difficult cases, the λs in
(A.10b) are simply the eigenvalues of the flux-Jacobian, evaluated using Roe-averages (A.4).
Roe :
{
λROEPL := λPL(v
ROE
MF ; nx, ny, nz) = VnROE
λROEML± := λML± (v
ROE
MF ; nx, ny, nz) = VnROE ± aROE
(A.11)
A.1.5.2. RoeHH2 [71]. It is well known [18, 119] that the choice (A.11) may lead to violation of the entropy-
condition. To cure this problem, various solutions were introduced, usually called entropy-fixes [119]. In the present
work we included an entropy-fix proposed by Harten and Hyman [71], termed HH2 in [119], which corrects the eigen-
values in (A.10b), by comparing their original Roe-average-based evaluation (A.11) with the corresponding left and
right values. Defining
λLPL := λPL(v
L
MF; nx, ny, nz) = VnL (A.12a)
λLML± :=λML± (v
L
MF; nx, ny, nz) =VnL ± aL (A.12b)
λRPL := λPL(v
R
MF; nx, ny, nz) = VnR (A.12c)
λRML± :=λML± (v
R
MF; nx, ny, nz) =VnR ± aR (A.12d)
the eigenvalues are modified as
RoeHH2 :

∣∣∣λROEHH2PL ∣∣∣ := qHH2(λROEPL , λLPL, λRPL)∣∣∣λROEHH2ML± ∣∣∣ := qHH2(λROEML± , λLML± , λRML±) (A.12e)
where [119]
δHH2λ (λROE, λL, λR) := max(0, λROE − λL, λR − λROE) (A.12f)
qHH2(λROE, λL, λR) :=
 12
(
λ2ROE
δλ + 
+ δλ
)
; |λROE| < δλ
|λROE| ; |λROE| ≥ δλ
(A.12g)
and  is a small positive number to avoid division by 0 ( = 10−23 was used).
A.1.6. HLLC [17, 25]
The quasi-1-D Riemann problem at the cell-face [15, pp. 299–301] is solved approximately, by ignoring the
eventual opening of the genuinely nonlinear (GNL) waves (in the expansion fan case), and assuming the approximate
wave-speeds introduced by Einfeldt [120]
SL = min[VnL − aL,VnROE − aROE] ; SR = max[VnR + aR,VnROE + aROE] (A.13a)
corresponding to the Vn±a eigenvalues (where Vn = uini is the cell-face-normal velocity and a is the speed-of-sound),
while the speed of the linearly-degenerate (LD) wave, corresponding to the triple-eigenvalue Vn (contact discontinuity)
is computed following [25]
S ∗ = Vn∗L = Vn∗R =
ρL(SL − VnL)VnL − ρR(SR − VnR)VnR − (pL − pR)
ρL(SL − VnL) − ρR(SR − VnR) (A.13b)
p∗ = p∗L = ρL(VnL − SL)(VnL − S∗) + pL = p∗R = ρR(VnR − SR)(VnR − S∗) + pR (A.13c)
The hllc flux reads
FHLLCMF (v
L
MF, v
R
MF; nx, ny, nz)

FCMF(u
L
MF; nx, ny, nz) 0 ≤ SL
FCMF(u
∗L
MF; nx, ny, nz) SL ≤ 0 ≤ S∗
FCMF(u
∗R
MF; nx, ny, nz) S∗ ≤ 0 ≤ SR
FCMF(u
R
MF; nx, ny, nz) SR ≤ 0
(A.13d)
44
where FCMF(wMF; nx, ny, nz) is the convective flux (6b) and the intermediate states w
∗L
MF, w
∗R
MF are given by [17, 25, 24, 9]
u∗LMF =
1
(SL − S∗)

ρL(SL − VnL)
ρL(SL − VnL)uL + (p∗ − pL)nx
ρL(SL − VnL)vL + (p∗ − pL)ny
ρL(SL − VnL)wL + (p∗ − pL)nz
ρL(SL − VnL)htL − pL SL + p∗S ∗
 ; u
∗R
MF =
1
(SR − S∗)

ρR(SR − VnR)
ρR(SR − VnR)uR + (p∗ − pR)nx
ρR(SR − VnR)vR + (p∗ − pR)ny
ρR(SR − VnR)wR + (p∗ − pR)nz
ρR(SR − VnR)htR − pR SR + p∗S ∗
 (A.13e)
A.2. Passive-scalar-approach turbulence-variables fluxes
In the initial (and, as shown in §3.3, potentially unstable implementation, the passive scalar approach was fol-
lowed [24, p. 61] for the numerical approximation of the convective flux F(C)RSn (6b). In this approach, it is assumed
that the turbulence variables vRS (1) are unaffected as they cross GNL waves, and can be discontinuous at contact
discontinuities[15, pp. 276, 301]. For the schemes based on flux-splitting this simply implies that the forward (back-
ward) massflux advects the left (right) state, ie
van Leer : FVLRS =ρLaLM+(2)(MnL)vLRS +ρRaRM−(2)(MnR)vRRS (A.14a)
AUSM+ : FAUSM
+
RS =ρL
(
aLRM+nLR
)
AUSM+ v
L
RS +ρR
(
aLRM−nLR
)
AUSM+ v
R
RS (A.14b)
AUSMup+ : FAUSMup
+
RS =ρL
(
aLRM+nLR
)
AUSMup+ v
L
RS +ρR
(
aLRM−nLR
)
AUSMup+ v
R
RS (A.14c)
ZhaCUSP2 : FZhaCUSP2
+
RS =ρL
(
aLRM+nLR
)
ZhaCUSP2+ v
L
RS+ρR
(
aLRM−nLR
)
ZhaCUSP2+ v
R
RS (A.14d)
In the HLLC scheme [17, 25, 24, 9], the appropriate state is used to define the massflux, while v∗LRS = v
L
RS and v
∗R
RS = v
R
RS
[15, (10.36), p. 301]. Therefore the turbulent HLLC flux reads
HLLC : FHLLCRS

ρLVnLvLRS 0 ≤ SL
ρ∗LS ∗vLRS SL ≤ 0 ≤ S∗
ρ∗RS ∗vRRS S∗ ≤ 0 ≤ SR
ρRVnRvRRS SR ≤ 0
(A.14e)
Finally, the passive-scalar-approach for the turbulence variables in the context of the Roe-flux has been implemented
by several authors [37, 56, 57, 58, 24, 9, 12]. Defining the Roe-average state vROERS as
vROERS :=
√
ρLvLRS +
√
ρRvRRS√
ρL +
√
ρR
(A.14f)
the numerical flux reads
FROEEFRS (v
L, vR; nx, ny, nz) := 12
[
ρLVnLv
L
RS + ρRVnRv
R
RS
− |λPL|
(
(ρR − ρL) − (pR − pL)
a2ROE
)
vROERS − ρROE |λPL|
(
vRRS − vLRS
)
− |λML− |
(
(pR − pL) − ρROEaROE(VnR − VnL )
2a2ROE
)
vROERS
− |λML+ |
(
(pR − pL) + ρROEaROE(VnR − VnL )
2a2ROE
)
vROERS
]
(A.14g)
Appendix B. HLLC3 analysis of the computable Reynolds-stress-transport (c–RST) system
The equations of system (10) can be projected (§B.1) with respect to ~en to give the auxiliary relations (13) for the
particular components (8, 11) of mean-velocity and 2-moments. Application (§B.2) of (15) on (10, 13), gives the gen-
eral jump relations of the system (10), which are then specialized (§B.3) for the specific waves (Fig. 4) corresponding
to the eigenvalues (9d) of (10). These specific jump relations (§B.3, §4.3.1) can then be combined (§B.4) to give an
HLLC3 approximate solution (§4.3.2) for the states of the c–RST Riemann problem (Fig. 4).
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B.1. Equations for the components
Multiplying (10b) by ni (scalar product of the vectorial momentum equation with the fixed unit-vector ~en) and
using (8a, 8b) gives (13a) for the normal velocity V˜n (8a). Subtracting (13a) multiplied by ni from (10b) and using
(11a, 11b) gives (13b) for the parallel velocity-components u˜(‖)i (11a). Multiplying (10d) by n j and using (8a, 8b, 8c)
gives (13c) for the active part rin (8b). Further multiplication of (13c) by ni and use of (8a, 8c) gives (13d) for the
normal component rnn (8c). Subtracting (13d) multiplied by ni from (13c) and using (11a, 11b) gives (13e) for the
shear component r(‖)in (11c). Finally, subtracting (13c) multiplied by n j from (10d), we have
0
(10d, 13c)
=
∂
∂t
(
ρ¯ (ri j − rinn j)︸       ︷︷       ︸
(11c)
= r(⊥n)i j
)
+
∂
∂n
(
ρ¯V˜n (ri j − rinn j)︸       ︷︷       ︸
(11c)
= r(⊥n)i j
)
+ ρ¯rin
∂u˜ j
∂n
+ ρ¯r jn
∂u˜i
∂n
− ρ¯rinn j ∂V˜n
∂n
− ρ¯rnnn j ∂u˜i
∂n
=
∂ρr(⊥n)i j
∂t
+
∂
∂n
(
ρ¯V˜nr
(⊥n)
i j
)
+ ρ¯rin
∂
(11a)
= u˜(‖)j︷       ︸︸       ︷
(u˜ j − V˜nn j)
∂n
+ ρ¯
(11b)
= r(‖)jn︷        ︸︸        ︷
(r jn − rnnn j) ∂u˜i
∂n
(B.1)
which gives (13f) for the inactive part r(⊥n)i j (11c).
B.2. General jump relations
Applying (15) to (10, 13) gives the jump relations
S(ρ¯2 − ρ¯1) (10a, 15, 14a)= (ρ¯2V˜n2 ) − (ρ¯1V˜n1 ) (B.2a)
S(ρ¯2V˜n2 − ρ¯1V˜n1 ) (13a, 15, 14a)= (ρ¯2V˜2n2 + p¯2 + ρ¯2rnn2 ) − (ρ¯1V˜2n1 + p¯1 + ρ¯1rnn1 ) (B.2b)
S
(
ρ¯2u˜
(‖)
i2
− ρ¯1u˜(‖)i1
) (13b, 15, 14a)
=
(
ρ¯2V˜n2 u˜
(‖)
i2
+ ρ¯2r
(‖)
in2
)
−
(
ρ¯1V˜n1 u˜
(‖)
i1
+ ρ¯1r
(‖)
in1
)
(B.2c)
S(ρ¯2rnn2 − ρ¯1rnn1 ) (13d, 15, 14a)= ρ¯2V˜n2rnn2 − ρ¯1V˜n1rnn1 + 12
(
2ρ¯1rnn1 + 2ρ¯2rnn2
) (
V˜n2 − V˜n1
)
(B.2d)
S(ρ¯2r
(‖)
in2
− ρ¯1r(‖)in1 )
(13e, 15, 14a)
= ρ¯2V˜n2r
(‖)
in2
− ρ¯1V˜n1r(‖)in1 + 12
(
ρ¯1rnn1 + ρ¯2rnn2
) (
u˜(‖)i2 − u˜
(‖)
i1
)
+ 12
(
ρ¯1r
(‖)
in1
+ ρ¯2r
(‖)
in2
) (
V˜n2 − V˜n1
)
(B.2e)
S(ρ¯2r
(⊥n)
i j2
− ρ¯1r(⊥n)i j1 )
(13f, 15, 14a)
= ρ¯2V˜n2r
(⊥n)
i j2
− ρ¯1V˜n1r(⊥n)i j1 + 12
(
ρ¯1rin1 + ρ¯2rin2
) (
u˜(‖)j2 − u˜
(‖)
j1
)
+ 12
(
ρ¯1r
(‖)
jn1
+ ρ¯2r
(‖)
jn2
) (
u˜i2 − u˜i1
)
(B.2f)
S(ρ¯2εv2 − ρ¯1εv1 ) (10e, 15, 14a)= ρ¯2V˜n2εv2 − ρ¯1V˜n1εv1 (B.2g)
across waves. Similar relations, necessary for the determination of HLLC3 fluxes [25], are obtained from the momen-
tum (10b), energy (10c) and ri j (10d) transport equations, but they were not used in the present analysis, where we
focus (B.2) on the determination of the jump relations, at wave-crossing, for the various components of mean-velocity
and of the Reynolds-stresses (8, 12). Relations (B.2) can be rewritten as
(S − V˜n2 ) ρ¯2 (B.2a)= (S − V˜n1 )ρ¯1 (B.3a)
(S − V˜n2 ) ρ¯2V˜n2 (B.2b)= (S − V˜n1 )ρ¯1V˜n1 + ∆ p¯ + ∆[ρ¯rnn] (B.3b)
(S − V˜n2 ) ρ¯2u˜(‖)i2
(B.2c)
= (S − V˜n1 )ρ¯1u˜(‖)i1 + ∆[ρ¯r
(‖)
in ] (B.3c)
(S − V˜n2 ) ρ¯2rnn2 (B.2d)= (S − V˜n1 )ρ¯1rnn1 +
(
2ρ¯1rnn1 + ∆[ρ¯rnn]
)
∆V˜n (B.3d)
(S − V˜n2 ) ρ¯2r(‖)in2
(B.2e)
= (S − V˜n1 )ρ¯1r(‖)in1 +
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)
∆u˜(‖)i +
(
ρ¯1r
(‖)
in1
+ 12 ∆[ρ¯r
(‖)
in ]
)
∆V˜n (B.3e)
(S − V˜n2 )ρ¯2r(⊥n)i j2
(B.2f)
= (S − V˜n1 )ρ¯1r(⊥n)i j1 +
(
ρ¯1rin1 +
1
2 ∆[ρ¯rin]
)
∆u˜(‖)j +
(
ρ¯1r
(‖)
jn1
+ 12 ∆[ρ¯r
(‖)
jn ]
)
∆u˜i (B.3f)
(S − V˜n2 ) ρ¯2εv2 (B.2g)= (S − V˜n1 )ρ¯1V˜n1εv1 (B.3g)
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where we used the definition (14a) of ∆(·). Using the jump relations associated with the continuity equation (B.3a),
and the definition (14a) of ∆(·), we may rearrange (B.3) as
(S − V˜n1 ) ρ¯1 (B.4a)= (S − V˜n2 )ρ¯2 (B.4a)
(S − V˜n1 ) ρ¯1∆V˜n (B.4b)= ∆ p¯ + ∆[ρ¯rnn] (B.4b)
(S − V˜n1 ) ρ¯1∆u˜(‖)i
(B.4c)
= ∆[ρ¯r(‖)in ] (B.4c)
(S − V˜n1 ) ρ¯1∆rnn (B.4d)=
(
2ρ¯1rnn1 + ∆[ρ¯rnn]
)
∆V˜n (B.4d)
(S − V˜n1 ) ρ¯1∆r(‖)in
(B.4e)
=
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)
∆u˜(‖)i +
(
ρ¯1r
(‖)
in1
+ 12 ∆[ρ¯r
(‖)
in ]
)
∆V˜n (B.4e)
(S − V˜n1 )ρ¯1∆r(⊥n)i j
(B.4f)
=
(
ρ¯1rin1 +
1
2 ∆[ρ¯rin]
)
∆u˜(‖)j +
(
ρ¯1r
(‖)
jn1
+ 12 ∆[ρ¯r
(‖)
jn ]
)
∆u˜i (B.4f)
(S − V˜n1 ) ρ¯1∆εv (B.4g)= 0 (B.4g)
Some of above relations contain jumps of both ri j and ρ¯ri j, for the various parts of the decomposition (11). Since the
momentum equations (B.4b, B.4c) contain jumps of various parts of ρ¯ri j, it is useful to rewrite the Reynolds-stress
jump relations (B.4d–B.4f) in terms of jumps ∆[ρ¯ri j]. Noticing that, by definition (14a),
V˜n2
(14a)
= V˜n1 + ∆V˜n (B.5a)
and that the following identity holds for any flow-quantity, a,
(S − V˜n1 )ρ¯1∆a (14a)= (S − V˜n1 )ρ¯1a2 − (S − V˜n1 )ρ¯1a1 (B.4a)= (S − V˜n2 )ρ¯2a2 − (S − V˜n1 )ρ¯1a1
(B.5a)
= (S − V˜n2 )ρ¯2a2 − (S − V˜n2 + ∆V˜n)ρ¯1a1 = (S − V˜n2 )(ρ¯2a2 − ρ¯1a1) − ρ¯1a1∆V˜n (B.5b)
ie
(S − V˜n1 )ρ¯1∆a (14a, B.4a, B.5a, B.5b)= (S − V˜n2 )∆[ρ¯a] − ρ¯1a1∆V˜n (B.5a)= (S − V˜n1 − ∆V˜n)∆[ρ¯a] − ρ¯1a1∆V˜n (B.5c)
Using the identity (B.5c) in (B.4d–B.4f), we may rewrite (B.4) in the final form (16) used in (§4.3). Obviously,
because of the identity (B.5c), (16e, 16g, 16i) are equivalent to (16f, 16h, 16j).
B.3. Jump relations across waves
Relations (16) obtained above (§B.2) can be further manipulated to give specific relations for each of the waves
(Fig. 4) corresponding to the 5 eigenvalues (9d).
B.3.1. λ = V˜n
Assuming, because of the continuity of the eigenvalues across LD-waves [15, pp. 76–77], that
S = V˜n1 = V˜n2 =⇒ ∆V˜n = S − V˜n1 = S − V˜n2 (B.5a)= S − V˜n1 − ∆V˜n = 0 (B.6a)
it follows from (16) that
(16c)
(B.6a)
=⇒∆p¯ + ∆[ρ¯rnn] = 0 (B.6b)
(16d)
(B.6a)
=⇒∆[ρ¯r(‖)in ] = 0 (B.6c)
(16g)
(B.6a)
=⇒
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)︸                  ︷︷                  ︸
(14a)
= 12
(
ρ¯1rnn1 + ρ¯2rnn2
) ∆u˜
(‖)
i = 0 (B.6d)
the other relations in (16) being automatically satisfied because of (B.6a). Under the assumption (18) of strict positivity
of rnn, (B.6) imply the jump relations (19).
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B.3.2. λ = V˜n ± √rnn
Assuming, because of the continuity of the eigenvalues across LD-waves [15, pp. 76–77], that
S = V˜n1 ± √rnn1 = V˜n2 ± √rnn2 =⇒

∆V˜n = ∓∆√rnn
S − V˜n1 = ±√rnn1
S − V˜n2 (B.5a)= S − V˜n1 − ∆V˜n = ±√rnn2
(B.7a)
Using (B.7a) in (16) we have
(16b)
(B.7a)
=⇒ ρ¯1 √rnn1 = ρ¯2 √rnn2 (B.7b)
(16f)
(B.7a)
=⇒ ± √rnn2∆[ρ¯rnn] = ∓
(
3ρ¯1rnn1 + ∆[ρ¯rnn]
)
∆
√
rnn︸ ︷︷ ︸
(B.7a)
= ∓∆V˜n
(B.7c)
Manipulating (B.7c), we readily obtain, after some simple algebra and using (B.7b),2 gives
(B.7c)
(14a, B.7b)
=⇒ ∆rnn = 0 (B.7a, B.7b, 11b)=⇒

∆V˜n = 0
(11a)
=⇒ ∆u˜i = ∆u˜(‖)i
∆ρ¯ = 0
∆rin = ∆r
(‖)
in
(B.7d)
whence
(16c)
(B.7a, B.7d)
=⇒ ∆p¯ = 0 (B.7e)
(16d)
(B.7a, B.7d)
=⇒ ± √rnn1∆u˜(‖)i = ∆r(‖)in
(B.7a, B.7d)⇐= (16h) (B.7f)
where the manipulations of (16d, 16h) use the relation ρ¯1
(B.7d)
= ρ¯2. Finally, since by (B.7d) ∆rin = ∆r
(‖)
in and ∆u˜i =
∆u˜(‖)i , we have
(16i)
(14a, B.7a, B.7d)
=⇒ ± √rnn1 ρ¯1∆r(⊥n)i j =
(
ρ¯1rin1 +
1
2 ρ¯1∆r
(‖)
in
)
∆u˜(‖)j +
(
ρ¯1r
(‖)
jn1
+ 12 ρ¯1∆r
(‖)
jn
)
∆u˜(‖)i
(14a, B.7f, 11b)
=⇒ rnn1∆r(⊥n)i j =
(
rnn1ni + r
(‖)
in1
+ 12 ∆r
(‖)
in
)
∆r(‖)jn +
(
r(‖)jn1 +
1
2 ∆r
(‖)
jn
)
∆r(‖)in
(14b)
=⇒ (20d) (B.7g)
B.3.3. λ = V˜n ±
√
a˘2 + 3rnn
Rearranging (16f) gives
(S − V˜n1 − 2∆V˜n)∆[ρ¯rnn] (16f)= 3ρ¯1rnn1∆V˜n (B.8a)
and assuming (cf §4.3.3) that S − V˜n1 − 2∆V˜n , 0 gives (21a). Replacing the last term of (16h), ∆[ρ¯r(‖)in ] by (16d),
yields
(S − V˜n1 − ∆V˜n)∆[ρ¯r(‖)in ]
(16h, 16d, 11a)
=
(
ρ¯1rnn1 +
1
2 ∆[ρ¯rnn]
)
∆u˜(‖)i +
(
2ρ¯1r
(‖)
in1
+ 12 (S − V˜n1 )ρ¯1∆u˜(‖)i
)
∆V˜n (B.8b)
Upon replacing ∆[ρ¯r(‖)in ] by (16d) in (B.8b), we may solve for ∆u˜
(‖)
i to obtain (21b).
2 (B.7c)
(14a)
=⇒ 0 = √rnn2
(
ρ¯2rnn2 − ρ¯1rnn1
)
+
(
2ρ¯1rnn1 + ρ¯2rnn2
) (√rnn2 − √rnn1 )
(B.7b)
=⇒ 0 = √rnn2
(√rnn2 − √rnn1 )+ (2√rnn1 + √rnn2 ) (√rnn2 − √rnn1 ) = rnn2 − √rnn1 rnn2 + 2√rnn1 rnn2 −2rnn1 + rnn2 − √rnn1 rnn2 = 2 (rnn2 − rnn1 )
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B.3.4. The denominator S − V˜n1 − 2∆V˜n in (21a)
By the continuity jump relation (16b) we have
S − V˜n1 − 2∆V˜n = 0 ⇐⇒ 2∆V˜n = (S − V˜n1 )
(16b)⇐⇒ 2∆V˜n∆ρ¯ = ρ¯2∆V˜n (14a)⇐⇒ (ρ¯2 − 2ρ¯1)∆V˜n = 0 (B.9a)
while the jump relation (16f), from which was obtained (B.8a), implies
S − V˜n1 − 2∆V˜n = 0 ⇐⇒ ∆V˜n = (S − V˜n1 − ∆V˜n)
(16f, B.8a)⇐⇒ ρ¯1rnn1∆V˜n = 0 (B.9b)
Hence, under the reasonable assumption ∆V˜n , 0 across the GNL-waves {SL,SR} (Fig. 4), the condition that the
denominator in (21a) be = 0 leads by (B.9b) to the contradiction of condition (18), viz to rnn1 = 0. Notice that the fact
that ρ¯2 = 2ρ¯1 would lead to a denominator = 0, also appears in the simplified 2C-turbulence version of the system,
studied for ~en = ~ex by Berthon et al. [36, (A3.14, A3.15), p. 264].
B.4. Final HLLC3 system
The jump relations (19, 20, 21) across waves are used (§B.4.1, §B.4.2, §B.4.3) to connect the various states of the
HLLC3 approximation (Fig. 4) of the Riemann problem (10). These relations (B.10, B.11, B.12), combined with the
expressions (B.10a, 20a, 20b) for the wavespeeds of the LD-waves and with the assumption (18), are used in §4.3.2 to
obtain the HLLC3 approximate solution for the c–RST Riemann fan (Fig. 4).
B.4.1. S∗ = V˜nL∗∗ = V˜nR∗∗
Across this LD wave (Fig. 4), with wavespeed (19a), jump relations (19) apply between states vL∗∗ and vR∗∗, viz
u˜(‖)iL∗∗
(14a, 19b)
= u˜(‖)iR∗∗ (B.10a)
( p¯ + ρ¯rnn)L∗∗
(14a, 19b)
= (p¯ + ρ¯rnn)R∗∗ (B.10b)
ρ¯L∗∗r(‖)inL∗∗
(14a, 19b)
= ρ¯R∗∗r(‖)inR∗∗ (B.10c)
along with arbitrary jumps (19c).
B.4.2. SL∗ = V˜nLL∗ − √rnnLL∗ = V˜nL∗∗ − √rnnL∗∗ and SR∗ = V˜nRR∗ + √rnnRR∗ = V˜nR∗∗ + √rnnR∗∗
Across these LD wave (Fig. 4), with wavespeeds (20a, 20b), jump relations (20) apply between states vLL∗ and vL∗∗
(respectively vRR∗ and vR∗∗) for SL∗ (respectively SR∗ ), viz
ρ¯LL∗
(20c, 14a)
= ρ¯L∗∗ ; ρ¯RR∗
(20c, 14a)
= ρ¯R∗∗ (B.11a)
V˜nLL∗
(20c, 14a)
= V˜nL∗∗ ; V˜nRR∗
(20c, 14a)
= V˜nR∗∗ (B.11b)
p¯LL∗
(20c, 14a)
= p¯L∗∗ ; p¯RR∗
(20c, 14a)
= p¯R∗∗ (B.11c)
rnnLL∗
(20c, 14a)
= rnnL∗∗ ; rnnRR∗
(20c, 14a)
= rnnR∗∗ (B.11d)
√
rnnLL∗u˜(‖)iLL∗ + r
(‖)
inLL∗
(20d, B.11d, 14a)
=
√
rnnL∗∗u˜(‖)iL∗∗ + r
(‖)
inL∗∗ (B.11e)
√
rnnRR∗u˜(‖)iRR∗ − r(‖)inRR∗
(20d, B.11d, 14a)
=
√
rnnR∗∗u˜(‖)iR∗∗ − r(‖)inR∗∗ (B.11f)
r(⊥n)i jLL∗ − nir(‖)jnLL∗ −
r(‖)inLL∗r
(‖)
jnLL∗
rnnLL∗
(20d, B.11d, 14a)
= r(⊥n)i jL∗∗ − nir(‖)jnL∗∗ −
r(‖)inL∗∗r
(‖)
jnL∗∗
rnnL∗∗
(B.11g)
r(⊥n)i jRR∗ − nir(‖)jnRR∗ −
r(‖)inRR∗r
(‖)
jnRR∗
rnnRR∗
(20d, B.11d, 14a)
= r(⊥n)i jR∗∗ − nir(‖)jnR∗∗ −
r(‖)inR∗∗r
(‖)
jnR∗∗
rnnR∗∗
(B.11h)
εvLL∗
(20c, 14a)
= εvL∗∗ ; εvRR∗
(20c, 14a)
= εvR∗∗ (B.11i)
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B.4.3. SL and SR
Combining (19a) with (20c) we readily have that the normal velocity V˜n is constant for all internal states {vLL∗, vL∗∗, vR∗∗, vRR∗}
(Fig. 4)
V˜nLL∗ = V˜nL∗∗ = S∗ = V˜nR∗∗ = V˜nRR∗ (B.12a)
Using (B.12a) in (16, 21) we readily have, for the GNL-waves {SL,SR} (Fig. 4)
(SL − S∗)ρ¯LL∗ (16b, B.12a, 14a)= (SL − V˜nL)ρ¯L (B.12b)
(SR − S∗)ρ¯RR∗ (16b, B.12a, 14a)= (SR − V˜nR)ρ¯R (B.12c)
ρ¯L(SL − V˜nL)(S∗ − V˜nL) (16c, B.12a, 14a)= (p¯ + ρ¯rnn)LL∗ − ( p¯ + ρ¯rnn)L (B.12d)
ρ¯R(SR − V˜nR)(S∗ − V˜nR) (16c, B.12a, 14a)= (p¯ + ρ¯rnn)RR∗ − ( p¯ + ρ¯rnn)R (B.12e)
ρ¯LL∗rnnLL∗
(21a, B.12a, 14a)
= ρ¯LrnnL +
3ρ¯LrnnL(S∗ − V˜nL)
SL − V˜nL − 2(S∗ − V˜nL)
(B.12f)
ρ¯RR∗rnnRR∗
(21a, B.12a, 14a)
= ρ¯RrnnR +
3ρ¯RrnnR(S∗ − V˜nR)
SR − V˜nR − 2(S∗ − V˜nR)
(B.12g)
ρ¯LL∗r(‖)inLL∗ − ρ¯Lr(‖)inL
(SL − V˜nL)ρ¯L
(21b, 14a)
= u(‖)iLL∗ − u(‖)iL∗
(21, B.12a, 14a)
=
2ρ¯Lr
(‖)
inL(S∗ − V˜nL)(
SL − V˜nL − 32 (S∗ − V˜nL)
)
(SL − V˜nL)ρ¯L − 12 (ρ¯LrnnL + ρ¯LL∗rnnLL∗)
(B.12h)
ρ¯RR∗r(‖)inRR∗ − ρ¯Rr(‖)inR
(SR − V˜nR)ρ¯R
(21b, 14a)
= u(‖)iRR∗ − u(‖)iR∗
(21, B.12a, 14a)
=
2ρ¯Rr
(‖)
inR(S∗ − V˜nR)(
SR − V˜nR − 32 (S∗ − V˜nR)
)
(SR − V˜nR)ρ¯R − 12 (ρ¯RrnnR + ρ¯RR∗rnnRR∗)
(B.12i)
r(⊥n)i jLL∗
(16i, 14a)
= r(⊥n)i jL +
1
2
ρ¯LrinL + ρ¯LL∗rinLL∗
(SL − V˜nL)ρ¯L
(u˜(‖)jLL∗ − u˜(‖)jL ) + 12
ρ¯Lr
(‖)
jnL + ρ¯LL∗r
(‖)
jnLL∗
(SL − V˜nL)ρ¯L
(u˜iLL∗ − u˜iL) (B.12j)
r(⊥n)i jRR∗
(16i, 14a)
= r(⊥n)i jL +
1
2
ρ¯RrinR + ρ¯RR∗rinRR∗
(SR − V˜nR)ρ¯R
(u˜(‖)jRR∗ − u˜(‖)jR ) + 12
ρ¯Rr
(‖)
jnR + ρ¯RR∗r
(‖)
jnRR∗
(SR − V˜nR)ρ¯R
(u˜iRR∗ − u˜iR) (B.12k)
εvLL∗
(21c, 14a)
= εvL ; εvRR∗
(21c, 14a)
= εvR (B.12l)
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