ABSTRACT 3-D vision plays an important role in intelligent perception of robot, while it requires extra 3-D sensors. Depth estimation from monocular videos provides an alternative mechanism to recover the 3-D information. In this paper, we propose an unsupervised learning framework that uses the perceptual loss for depth estimation. Depth and pose networks are first trained to estimate the depth and the camera motion of the video sequence, respectively. With the estimated depth and pose of the original frame, the adjacent frame can be reconstructed. The pixel-wise differences between the constructed frame and the original frame are used as per-pixel loss. Meanwhile, reconstructed views and original views can be used to extract advanced features from a pre-trained network to define and optimize perceptual loss functions to assess the quality of reconstructions. We combine the respective advantages of these two methods and present an approach of generating a depth map by training the feed-forward network with per-pixel loss function and perceptual loss function. The experimental results show that our method can significantly improve the estimation accuracy of depth map.
I. INTRODUCTION
Object detection has important applications in many fields, such as robot environment perception, automatic driving assistance, and video surveillance. The object detection technology based on image processing and machine learning expresses the scene image through the feature, so as to obtain the target image area of interest. The traditional object detection algorithms mostly focus on the two-dimensional optical images acquired by the camera. When it comes to practical applications such as robot navigation, robot avoidance and autopilot, two-dimensional image object detection cannot provide target three-dimensional positions due to the lack of depth information, size, direction, etc., and thus be greatly restricted in the application. Therefore, the combination of depth information for the three-dimensional object detection has important practical significance.
The acquisition of 3D information often requires the perception of depth information of the scene. Common 3D sensing technologies mostly rely on additional hardware such as Lidar or depth cameras. In general, Lidars are expensive and the measured distance information is often thinner than the image data, which causes the miss detection of detailed depth changes in the image. Moreover, laser-based sensors have different measurement errors and noise characteristics, which require external and internal calibration. With the rapid development of depth information acquisition and processing technology, a large number of visual depth sensors have emerged, for example, three-dimensional vision cameras, TOF Cameras, Kinect Cameras, and etc. The advent of depth sensors makes it possible to directly obtain the depth information of the scene, providing new clues for better realization of various types of computer vision tasks. However, the directly generated depth map itself has many problems, such as low resolution of acquired depth maps, serious loss of edge information, very small effective acquisition range, and large amount of noise under strong lightning condition.
In recent years, with the substantial enhancement in computing, deep neural networks have been developed rapidly. Sufficient sources of camera image data have made researchers at present more inclined to use neural networks to directly estimate depth information in an end-to-end mode. In this paper, we solve the depth estimation problem from a single view, by learning a nonlinear prediction function, which maps the image directly to the depth map of the scene. Convolutional neural networks (CNNs) achieve the best performance in similar tasks, because CNN captures scene depth and corresponding image texture, scene semantics, and complex implicit relationships between local and global in the image. Recent works [5] - [7] trained CNNs following stateof-the-art supervised learning methods that use data sets with RGB images and corresponding depth maps provided, such as NYUv2 and KITTI. By combining semantic segmentation, multi-scale network and conditional random field, the neural network is supervised and trained by using the existing data sets. Their experimental results prove the effectiveness of neural network in the monocular depth estimation.
Although great success has been achieved, supervised learning requires a great deal of corresponding ground truth depth data for training to achieve a high test accuracy, and it is challenging to record these depth data in a series of environments. The acquisition of these data usually requires expensive hardware and accurate acquisition. Data sets with higher recognitions such as KITTI [10] only provide sparse depth maps and have only a limited range of reliable depths. Moreover, due to the fact that the weights learned in one network do not work well in another environment, moving a well-trained, deep estimated network to another scenario requires acquiring a new RGB-D data set while has wellaligned images and corresponding depth values and retrains the network. Therefore, this method is limited to a large number of images that access to the corresponding pixel depth information.
A major challenge now is to develop a comprehensive unsupervised learning framework. Referring to [18] , we use a feed-in depth-convolution neural network and unlabeled images to make depth estimation as a training image reconstruction problem. The neural network directly generates the scene depth map of the monocular view in the video sequence and the camera self-motion between adjacent views, and reconstructs the original view by using the information and the parameters in the camera. Using perspective synthesis as a monitoring method, the quality of the resulting information (depth information and camera self-motion) is judged by comparing the similarity between the reconstructed view and the original view.
In the similarity comparison, supervised depth learning algorithms usually obtain a minimum mean square error (MSE) between the generated image and the ground truth. However, MSE's ability to capture perceived differences (such as high-texture detail) is limited, because they are defined by pixel-level image differences. Two identical images, as long as one pixel offset, the MSE differences can be huge. However, from the perception point of view they are still the same. This will lead to large fluctuations in the loss function of neural networks using such optimization goals, which in turn will adversely affect the optimization of the network parameters.
Recent research has found that high-quality images can be generated using perceptual loss functions. The comparison is not calculated by the differences between pixels, but by the differences between high-level image feature representations extracted from pre-trained CNNs. In the field of image generation, a very important idea has generated, that is, the CNN can extract the feature as part of the objective function, by comparing the features obtained after the generated image and the target image respectively pass through the CNN. The images to be generated are semantically more similar to the target image than the loss function that only uses pixel-level image differences.
We combine the advantages of both unsupervised learning with view synthesis and image generation using perceptual loss. In the feed-forward transformation network for depth estimation tasks, not only consider low-level pixel information in the loss function, but also ensemble the perceptual loss function of advanced features extracted from pre-trained loss networks. By evaluating the proposed approach using the KITTI dataset [10] , we show that the neural network we trained achieved significant improvements in single-image depth map estimation.
In summary, the method we proposed includes the following contributions:
1) A joint training framework that combines the unsupervised depth estimation of monocular views with the loss of perception function is proposed. Hence, the obtained depth maps are more detailed in texture and have higher accuracies.
2) To some extent, perceptual loss suppresses the concussion loss caused by pixel-by-pixel comparison, which makes our joint network more stable. In addition, our network converges with fewer iterations and a faster speed.
The structure of the paper is shown as follows. We discuss previous work related to our research in Section 2, and describe our method with emphasis on network structure and loss functions in Section 3. In Section 4, we present training details and a quantitative evaluation on public bench-mark datasets. We summarize the paper in Section 5.
II. RELATED WORK A. SUPERVISED SINGLE IMAGE DEPTH ESTIMATION
In recent years, great progress has been made in the depth estimation of monocular views based on supervised depth learning. Saxena et al. [30] proposed a single image depth map prediction method based on supervised learning. The method is to model depth prediction in MRF (Markov Random Field) and to use artificial multi-scale texture features. The method also combines monocular clues and stereo pairs in MRF. Laina et al. [3] proposed ResNet based encoderdecoder architecture to generate dense depth maps and demonstrate a method of indoor scene depth map prediction using RGB-D images for training. Other studies that use VOLUME 6, 2018 supervised training for depth map prediction have also been made by deep migration from sample images [31] - [33] .
Eigen et al. [2] , [6] show that using two scales of depthnetwork training images and their corresponding depth values can potentially produce dense pixel depth estimates. Unlike most other previous single-image depth estimation tasks, they learn representation directly from raw pixel values without relying on hand-crafted features or initial segmentation. Reference [6] proposed a global + local strategy, using a multiscale depth neural network to solve the problem of depth prediction, where multi-scale is not the meaning of multiscale features we usually talk about, Instead, it is divided into two scales network to do the depth estimation, the two networks are Coarse network and Fine network. The Coarse network uses the classic AlexNet [29] network structure. First we use the Coarse network to predict the overall trend, get a low-resolution depth map, and fine-tune the overall trend with the Fine network. Eigen and Fergus [2] extend the above work. In addition to replacing the AlexNet [29] network with the deeper VGG16 [23] network at Scale 1, there is an increase in the number of multi-scales and the addition of a pooling layer and upsampling to fine networks, At the same time, this article also changed from a single forecast depth to a single image prediction depth, normal and label.
Estimating depth from a single RGB image is an inappropriate and inherently ambiguous problem. State-of-theart deep learning methods now estimate more accurate 2D depth maps, but when they are projected onto 3D maps, they lack local detail and are often highly distorted. Li et al. [1] proposed a fast-training dual-stream CNN that can predict depth and depth gradients, and then fuse these gradients together to form an accurate and detailed depth map. on the basis of, Laina et al. [3] attempted a deeper network using a pre-trained ResNet50 architecture in the front of the network, the back end is a series of structures similar to the inverse convolution, the purpose is to make the output map with the input content is not much difference between the results. This article tells us that the network structure of pretrain brings some advantages.
Deep3D network proposed by Xie et al. [11] does not directly return to the depth map, but uses a new view synthesis method to generate a probability map with different parallax levels, and then reconstructs the correct image with the left image and these probability maps, the purpose is to generate a corresponding right view from the input left image (i.e. source image) in binocular view. The resulting composite image pixel value is a combination of pixels of the same scan line as the left image, with the weight being the probability of each parallax. The downside of their image synthesis model is the increased number of candidate disparity values, which greatly increases the memory consumption of the algorithm, making it difficult to scale to more output resolutions. Our goal is to train CNNs with large geometric reasoning capabilities to perform angle-based view synthesis.
B. UNSUPERVISED/SELF-SUPERVISED LEARNING FROM VIDEO
Due to a series of shortcomings of supervised learning, we prefer to use unsupervised methods [8] , [9] , [18] . One of the significant shortcomings of most deep convolution neural networks at present is the need to use a lot of hand-marked data to train. Garg et al. [8] trained the known camera motion between image pairs and trained the convolutional encoder to predict the depth map of the source image. The reverse distortion of the target image is explicitly generated by using the predicted depth and the known displacement to reconstruct the source image, photometric error in reconstruction as a loss function. This training data is easy to capture, does not require manual annotation, and does not require camera calibration of the depth sensor. Compared with the supervised state method of monocular depth estimation, the performance is quite good. In the network, using a similar FCN structure, there is no full connection layer participation, small size and fast. At the same time the skip-connect participation to ensure the relative integrity of the output characteristics of the details, followed by the pre-training network architecture can be used as the encoder part, in the case of insufficient data can achieve relatively good results.
Godard et al. [9] proposed an edge preserving loss function, the main reason being that depth discontinuities often occur near the edges. This loss function guarantees that the smoothness of the resulting depth map is consistent with the image gradient. The network also uses the FCN method for training, and because of the bilinear interpolation, the range of the gradient always comes from the four coordinate points around. The prediction of coarse to fine can make the gradient come from the coordinate point farther away from the current position.
Kuznietsov et al. [16] proposed a semi-supervised monocular image depth map prediction method. In addition to using sparse ground truth for supervised learning, it also deepens the number of layers of the network and directly exploits the loss of image alignment to produce a consistent dense depth map in stereo pairs of images. In the loss function, the use of a variety of loss function set. Garg et al. [9] , who trained monocular depth estimation network with image reconstruction losses. However, their image generation model is not completely differentiable. To compensate, they perform Taylor approximation, thus linearizing their losses. Similar to other recent work, such as [4] and [13] , our model generates images using bilinear sampling [26] , resulting in a completely (sub) differentiable training loss. We propose a completely differentiable deep neural network, which is inspired by the unsupervised network structure of Zhou et al. [18] . By using monocular depth estimation as the problem of image reconstruction, we can solve the disparity field that does not require the ground truth. Then, minimize the photometric loss and make the quality of the image reconstruction better.
Zhou et al. [18] used unsupervised learning to estimate the depth map of the scene, and used the feed-forward neural network to generate the scene depth map and the camera self-motion simultaneously. Based on the depth map and the camera self-motion reconstruction view, the network parameters are updated by using the difference between the reconstructed frame and the real frame. For dynamic scenes in video, Ranftl et al. [14] proposed a method for dense depth estimation from a single monocular camera in a dynamic scene. The method produces a dense depth map from two consecutive frames. Reconstruct moving objects with their surroundings. The main contribution is to provide a novel algorithm for motion segmentation that splits the optical flow field into a set of motion models each with its own polebased geometry. Then, by optimizing a convex program, the scene is reconstructed based on these motion models. This optimization combines different object dimensions, and the scene assembled in the same coordinate system, to determine a global scale. Vijayanarasimhan et al. [34] proposed a neural network based on geometry for motion estimation in video, which decomposed frame-to-frame pixel motion according to scene and object depth, camera motion and 3D object rotation and translation. Given a series of frames, the SfM-Net predicts the depth and the camera's rigid body motion, transforms those motions into a dense frame-toframe field (optical flow) and fine-tunes the frames to match the pixels and propagates backwards.
C. PERCEPTUAL OPTIMIZATION
Some recent work uses an optimized method to generate images. Mahendran and Vedaldi [19] studied the extent to which the problem of the image itself can be reconstructed when given the coding of an image. They provide a general framework for reversing the representation, more accurately than other alternative methods into the expression of HOG and SIFT. It also applies to CNNs. By minimizing the loss of feature reconstruction in convolutional networks, it is possible to understand the image information retained by different network layers. They find that several layers in CNNs retain the accurate information of the images with varying degrees of geometry and luminosity invariance. Dosovitskiy and Brox [17] trained a feed-forward neural network to invert the convolution feature and quickly approached the outcome of the optimization problem proposed in [19] . Their research shows that the color and rough outline of the image can be taken from a higher active network layer and even reconstructed by a predicted class probability. However, their feed-forward network is trained with a pixel-by-pixel reconstruction loss function. Our network directly uses the feature reconstruction loss function mentioned in [19] .
Recent research based on optimized super-resolution reconstruction methods has focused on minimizing the mean squared reconstruction error. However, they often lack highfrequency details and are not perceived as fidelity at higher resolution. Ledig et al. [20] proposed a Super-Resolution Generative Adversarial Network (SRGAN) that is capable of recovering realistic textural details from severely downsampled images. Instead of using MSE as the only optimization objective, the network proposes a perceptual loss function, which is the high-level feature mapping of VGG networks [23] , [21] , [35] . The overall optimization objective consists of adversarial loss and content loss. The loss of content uses a combination of similar perception and similar pixel space.
Image generation model is generally based on the distance of the image space for loss function training. This usually leads to overly smooth results. In order to alleviate this problem, Dosovitskiy and Brox [36] proposed a kind of loss function called DeePSiM, which does not calculate the distance in image pixel space but calculates the image feature space distance extracted by deep neural network. The results show that the presented loss can get visually superior image generation. This index can better reflect the similarity of images and can also be used to solve the ill-posed inverse problem of decoding non-linear feature representation. Similar to this work, Bruner et al. [35] established a framework for solving the inverse problem in a suitable non-linear representation space and proposed an algorithm that could fine-tune the sufficient statistical information of the conditional generation model. Their method is related to a method proposed by Gatys et al. (25) for feature space optimization based on convolutional neural networks. The texture obtained at each level of CNN is represented by the correlation between several feature maps in the network. At different levels, texture features can more and more capture the statistical properties of natural images, while making the object information becomes more and more clear.
Johnson et al. [21] studied the problem of image style conversion and provided a feed-forward transformation network for image conversion tasks. The loss function was constructed not only by low-level pixel information, but also by advanced feature extraction of pre-trained neural networks. By optimizing the way of perceived loss function, a high quality image is obtained. Perceptual loss means more powerful image similarity than pixel loss during training. In particular, the loss function is formulated based on the Euclidean distance between feature maps extracted from the VGG network [23] , with more convincing results in both super-resolution and art style transfer [25] , [37] .
We are inspired by this and apply the perceptual loss directly to the training of the depth map estimation joint network. Through the full convolutional neural network, we acquire the depth map of the source view and pose estimation between the adjacent frames, and then reconstruct the source view. By comparing the similarities between the original view and the reconstructed view feature map through the perceptual network, the accuracy and convergence speed of the depth estimation are significantly improved. The specific steps of the method are described in detail below.
III. APPROACH
As shown in Figure 1 , the system consists of two parts, one is the depth and pose estimation network and the other is the VOLUME 6, 2018 FIGURE 1. Proposed depth estimation pipeline, where depth-net and pose-net are joint trained and parameters are updated synchronously. Perceptual-net adopts a pre-trained network structures, parameters are not updated during training. R, t is the pose change of the camera between two adjacent pictures.
perception network. The depth and pose estimation network is composed of a convolutional neural network (depth-net) that estimates the monocular depth and a pose-net that estimates the pose of the camera. Here we use a joint framework to jointly train the two neural networks to obtain the depth map of the original image and the pose change between adjacent frames (i.e. a 6-DoF relative pose).Then combined with camera parameters on the original view for view synthesis, the synthesis process can be used in a completely differentiable way to achieve. At the same time, we assume that most of the scenes in the training data are static, that is, the scene change is caused by the movement of the camera in different frames. For the dynamic factors in the training data, we refer to a method that call explain mask, which will be explained in the part of the network structure.
The Depth-net input is an unlabeled video sequence. First, a single-view L t is taken as input. Depth estimation network is used to generate depth map directly. Then the adjacent views L t , L t+1 in the video sequence are input into the pose estimation network (pose-net), get the camera pose changes T t→t+1 , and then through the reconstruction formula 1 can be reconstructed view L t+1 .
At this point, we train our neural network by using the content loss obtained by pixel-by-pixel comparison of L t and L t as the main part of the loss function. However, considering that even if two identical images have only one pixel offset, the loss function will fluctuate relatively if we measure it by pixel-by-pixel. To overcome the drawbacks of using only the content loss function, we define a perceptual loss using highdimensional feature maps obtained in a pre-trained VGG network. Make our loss function better measure the difference between the original view and the reconstructed view.
Inspired by recent work to generate images through optimization [19] , [25] . The key point of these methods is that the preconditioned convolutional neural network in image classification has learned to encode the perceived and semantic information we want to measure in the loss function. Therefore, using the perceptual network to obtain the highdimensional features of L t and L t , and then compare the Euclidean distance on the feature map and use the difference as a part of the loss function to better train the neural network.
A. NETWORK ARCHITECTURE 1) DEPTH AND POSE NETWORK
Depth and pose estimation networks are two fully convolutional neural networks, depth estimation network reference [6] , [8] , [9] , [18] , network structure using Dispnet [24] , combined a full convolutional neural network with multiscale network and skip-connection (see figure2). Enter the original view L t , the output is the same size of the depth map.
As you can see in [9] , [18] , and [22] , camera movement can be used as a visual learning message. The input of pose estimation network is the view of adjacent frames (L t , L t+1 ), and the output is the relative camera poseT t→t+1 , that is, a 6-DoF relative pose. The network structure is shown in Figure 3 .
Taking the predicted depth D t of the original view, the predicted relative pose change T t→t+1 and the adjacent frame view L t+1 as input. Seen from the equation 1, the original view pixel p t is projected to be the position coordinate p t of the adjacent frame view, which is used to inverse warp the adjacent frame view L t+1 to reconstruct the view L t to obtain L t . The process of image warping process is described as follows: for each pixel p t in the original view, we first project it to the adjacent frame view according to the predicted depth and the pose of the camera. Afterwards, bilinear interpolation is used to obtain the pixel value of the reconstructed image at location p t .
FIGURE 2. Depth estimation networks adopt the idea of [18] , where D represents the convolutional layer and DC represents the deconvolution layer. Except for the first four convolutional layers, the convolution kernel sizes are 7, 7, 5 and 5, respectively. The rest of the convolution kernel size is 3, steps were 2, 1 phase. In addition to the depth-prediction layer, activation functions Relu are used for the remaining layers.
FIGURE 3.
Based on the method of pose estimation network [18] , deep convolution neural network is used as camera pose regression. The convolution kernel of the first two layers in the 7-layer convolutional network is 7,5 and the others are 3. The steps are both 2 and the activation function is Relu. Then is the attitude prediction layer, which is a convolution with a kernel of 1 and 6 output channels without using any activation function. The output is a 6-DoF relative pose (corresponding to 3 Euler angles and 3-D transitions of the adjacent frame view).
where p t represents the homogeneous coordinates of pixels in the original view, and K represents the camera's reference matrix. We can get p t projection coordinates to the adjacent view p t . It is noteworthy that we use the method of inverse warp mapping for view reconstruction. During reconstruction, the reconstructed pixels are likely to fall into the position not in (integer) pixels, So, starting from L t , look for the points in the corresponding adjacent frames, which ensures that every point in the reconstructed view L t obtained by inverse warp has a value. If the points of the adjacent frames do not belong to (Integer) pixel, at this moment, we can get the position of corresponding non-pixel by interpolation. Bilinear interpolation method is used here, which is conductive at the sub-pixel level [26] . Then we can train the network end-to-end.
2) PERCEPTUAL NETWORK
According to the principle of image projection we can know that any position in the direction of the projection ray may be the actual position of the corresponding object in the image, that is, the number of possible scenes corresponding to an image is infinite, and each scene has a different depth map. This phenomenon illustrates the strong instability of the depth estimation problem. Although the objects in the image have infinitely possible positions, they generally have a fixed object size corresponding to the real world. This is also the reason why humans can estimate the distance of an object well, because the prior knowledge of the brain increases the approximate size of these objects and aids our judgment of the distance of an object. Therefore the semantic inference combined with the input image is crucial to the success of the task of depth estimation. In principle, the neural network trained for any task can implicitly learn the relevant semantics, so there is no need to learn from scratch, we can obtain the loss of perception and then transfer the semantic information from the lost network to the depth estimation network by using the pre-trained model. Therefore, perceptual network needs a pre-trained network model. In this experiment, we use the pre-trained VGG-16 [23] network using Image-net data set. The loss function is then formulated based on the Euclidean distance between the extracted feature maps from the network layer, and the network parameters are invariant during training.
B. LOSS FUNCTIONS
Our loss function consists of two parts. If only using pixelby-pixel loss, the loss function will fluctuate greatly due to a slight deviation, which is not good for network convergence. VOLUME 6, 2018 To solve this problem, instead of relying on low-level pixel information to construct a loss function, we train our network using a combination of content loss λ cl and perception loss λ pl . During training, perceived loss combined with loss of content can more robustly measure image similarity. So the total loss function is as follows:
The loss of content consists mainly of pixel-level losses (MSE) for L t and L t . The pixel-level similarity of L t and L t can be obtained by pixel-by-pixel subtraction. When using the video sequence as the training data, it is hoped that in different frames, the appearance of the scene changes mainly due to the movement of the camera. Our reconstruction formula requires a static scene, the adjacent frames are unobstructed, the surface is lambertian, if the sequence does not meet these requirements, it will lead to the disappearance of the gradient, affecting training results, similar to [18] , we solved this problem by outputting a perpixel soft mask E s for each image combination through an interpretive predictive network trained simultaneously with depth and pose networks.
At the same time, since there is no direct supervision of E s , network training always predicts E s to be zero, so a regularization term λ reg (E s ) is added to encourage non-zero prediction by minimizing the cross-entropy loss with a constant label of 1 at each pixel location.
In order to overcome the gradient disappearance, we follow the strategy of [14] , [16] , and [18] and introduce the loss of smoothness, allowing the gradient to be derived directly from a large spatial region. For smoothing, we use the L1 norm to minimize the second-order gradient to predict the depth map. The final content loss function is:
where p is the pixel index, λ s and λ e is the weight of the depth smoothness loss and regularization solvability, respectively.
2) PERCEPTUAL LOSS
The ability of the MSE to capture perceptually relevant differences (such as high texture details) is very limited in the previous introduction, because they are defined based on differences in image pixels, minimizing the pixel averages that MSE encourages to look for likelihood solutions are often too smooth and have poor perceived quality. Therefore, we introduce a perceptual network to make the two more perceptible similarities by comparing feature maps between original view and reconstructed view. For perceptual losses, we refer to the ideas of Gatys et al. [25] , Johnson et al. [21] , and Ledig et al. [20] , using a loss function that is closer to perceptual similarity. The views L t and L t are input into the pre-trained VGG-16 network [23] , respectively, and the perceptual loss is defined using the ReLU-activated convolutional layer. Denote by φ the feature map obtained after the j-th convolution (after activation) of the i-th convolutional layer in the VGG-16 network [23] . Then, the perceptual loss is defined as the Euclidean distance between the feature maps of the original view L t and the reconstructed view L t .
where H ij and W ij describe the size of the resulting feature map for a particular layer in the VGG network.
Perceptual loss function relies on advanced features from the pre-training loss network. During training, perceptual loss is more representative of the semantic similarity between images than pixel-by-pixel loss. By adding perceptual loss training, the depth map generated by our model has more precise details and edge information.
IV. EXPERIMENTS A. TRAINING DETAILS
Network is trained on KITTI datasets [10] . This dataset is a popular dataset for prediction of single image depth maps, including multiple outdoor scenes taken using a stereo camera mounted on a moving vehicle, and also provides 3D laser measurement results acquired by a laser scanner. Most of the KITTI scenes are static and there is no obvious scene movement. The occlusion/visibility effect only occurs in a small area of a short time span, which is in line with our network requirements for training data.
The depth of the dataset is sampled using a rotating laser scanner at irregular intervals at different times so that the ground truth is scattered at irregularly spaced points that consist of only 5% of the pixels in each image. So there may be conflicting values when building a ground truth at depth. Since the RGB camera shoots when the scanner is pointing forward, the depth closest to the RGB shooting time is chosen to solve each pixel's conflict, the depth is only provided at the bottom of the RGB image.
Data preprocessing refers to the method of [18] , obtaining 44,698 kitti monocular views and then use 40,250 of these sequences to train the network, with the remainder evaluated. The mini-batch size is 4, and all experiments were performed with a sequence of images taken with a monocular camera. We adjusted the image size to 128 × 416 during training, but the depth and pose networks were fully convoluted to obtain images of any size during the test.
During the experiment, about 200k iterations are performed and selected the best performing verification model. After 120 k iterations of our training, the network reaches a converged state, which uses a smaller number of iterations than the network that did not join the perceptual loss (approximately 150k iterations reached convergence).
We use Adam [28] for optimization, where β 1 = 0.9, β 2 = 0.999, learning rate of 10 −4 , weights λ e and λ s in content loss. λ e = 0.2, due to our multi-scale output of the depth map prediction layer, and we double the output upsampling, resulting in a typical parallax between adjacent pixels that is twice as large as each scale. To solve this problem, we scale the disparity smoothing term weights λ s and µ for each scale ratio to obtain equal smoothness at each scale level. That is λ s = 0.5/µ, where µ is the downscale factor of the corresponding layer relative to the scale of the input image passed to the network. It is noteworthy that our perceptual network uses a pretrained VGG-16 network on the image classification dataset, with no parameter updates during training. After obtaining the reconstructed view and the original view, we extract the feature map of the convolutional layer network before the maximum pooling layer of the VGG-16 network, that is, the convolution layer 2, 4, 7, 10, and 13, respectively. The obtained feature maps are compared on the Euclidean distance. The contrast ratio is combined with the loss of content for network optimization by error feedback adjustment.
B. EVALUATION 1) EVALUATION METRICS
The evaluation process uses the criteria adopted by Eigen et al. [6] to evaluate the accuracy of the method using data from a 3D laser ground truth and compared the performance of our approach with multiple supervised and unsupervised monocular view depth estimation methods.
Abs Relative difference:
Threshold: % of dp s.t. max We also evaluate our training model on the KITTI dataset. This dataset allows for quantitative comparisons and has been used by multiple teams to train and evaluate state-of-the-art methods. Since the maximum depth in the KITTI dataset [10] is about 80 meters, we limit the maximum forecast of the network to this value.
In order to be able to compare existing work, we used a test standard of 697 images proposed by Eigen et al. [6] , Which consisted of 29 scenes in total. For fairness of all methods, we evaluate our method at the input image resolution and using the same error metric as [9] and [18] .
2) RESULTS
In Table 1 , we compare the performance of our method with state-of-the-art methods [6] , [7] , [9] , [18] . Since the supervised method is trained using ground depths in the range of 1 to 50 meters, and we predict larger depths, Eigen et al. [6] have some advantages over us. Most notably, our completely unsupervised approach is to randomly initialize the weights of the network, Eigen et al. [6] used the classical AlexNet [29] initialization network parameters in the Coarse network. First, Coarse network was used to predict the overall trend and obtain a low-resolution depth map, and then use Fine network to perform local tuning on the overall trend. Liu et al. [7] used VGG-16 to initialize network parameters and supervise training.
Content loss function is similar to the loss function of [18] , but the effect is significantly improved with the addition of loss of perception. Due to the special definition of the evaluation parameters, small changes in the value can also represent a significant improvement in performance, such as the first two lines of the table, Eigen et al. [6] adopted multiscale network optimization, and the improvement showed the effectiveness of the algorithm. Our improvement has surpassed that of multi-scale networks. At the same time, the depth map estimated by our method has a higher degree of similarity to ground truth.
Our results are not as good as those of Godard et al. [9] , mainly because they use calibrated stereoscopic images to perform training including loss of left and right circulation consistency, while combining multiple types of loss functions. Their approach requires a corrected and aligned stereo pair during training, which means that it is not possible to use an existing single-view dataset for training. Our approach does not require binocular stereo pairs, and the data sources and applications are much broader. For future work, we consider incorporating similar periodicity loss of consistency into our framework, believing that the results can be further improved.
The data in Table 1 also shows that our results are superior to most other existing methods, including those that use ground truth depth data. Since our method is completely unsupervised, theoretically we can use deeper networks to train infinite data and provide depth maps with the same resolution as the image. In addition we see again, [9] , [18] by improving the results obtained using KITTI datasets [10] [10] using the split of Eigen et al. [6] (Baseline numbers taken from [9] ). For training, K = KITTI, and CS = Cityscapes [27] . our method falls short of concurrent work by Godard et al. [9] that uses calibrated stereo images (i.e. with pose supervision) with left-right cycle consistency loss for training.
FIGURE 5.
We compare the single-view depth estimation between zhou et al. [18] and ours on the KITTI test image. It can be seen that after adding the perceptual loss, the resulting depth map gets better results in texture details. Ground truth has been interpolated for visualization.
alone with the pre-training of Cityscapes datasets, it is believed that our algorithm can achieve the same result through the same steps. In Figure 5 , we contrast the difference between the depth map obtained by combining perceptual loss and content loss with the depth map obtained by using only the loss of content. It can be seen that there is obvious enhancement at texture detail and higher perceptual similarity with the original image.
V. CONCLUSION
In this paper, we combine the advantages of unsupervised depth estimation network with the optimization method based on perceptual loss function. We achieve high performance improvement compared with the existing methods. By considering the loss of perception, our model better estimates the details and edge information in the depth map. Since our approach is completely unsupervised and the training data used are monocular video sequences, it is theoretically possible to combine the residual network with more extensive data training and deeper networks to obtain a more accurate depth map.
In future work, we hope to explore the use of perceptual loss functions for other image tasks, such as object detection and semantic segmentation. In addition, it is meaningful to study the depth estimation of objects in dynamic scenes. She has published numerous SCI/EI papers in the field of computer vision. Her research interests include sensor data fusion, multi-object tracking for autonomous driving and visual surveillance, probability theory, and optimization algorithms. She received the fund from the National Natural Science Foundation of China in 2017. She received scholarships from the Chinese Government and German Academic Exchange Service (DAAD). 
