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ABSTRACT
We propose smooth q-gram, the rst variant of q-gram that captures
q-gram pair within a small edit distance. We apply smooth q-gram
to the problem of detecting overlapping pairs of error-prone reads
produced by single molecule real time sequencing (SMRT), which
is the rst and most critical step of the de novo fragment assembly
of SMRT reads. We have implemented and tested our algorithm on
a set of real world benchmarks. Our empirical results demonstrated
the signicant superiority of our algorithm over the existingq-gram
based algorithms in accuracy.
1 INTRODUCTION
Q-gram, also called n-gram, k-mer/shingle, has been used exten-
sively in the areas of bioinformatics [1, 3, 17, 23, 24], databases [25,
28, 29], natural language processing [19], etc. In particular, q-gram
was used to construct the de Bruijn graph [12, 24], a data structure
commonly exploited for fragment assembly in genome sequencing,
especially for short reads obtained using next-generation sequenc-
ing (NGS) technologies [21]. Another important application of
q-gram in bioinformatics is in sequence alignment, which aims to
detect highly similar regions between long strings (e.g., genomic
sequences). Following the seed-extension approach, many sequence
alignment algorithms (including the popular BLAST [1] and more
recent algorithms [5, 16, 27]) rst search for q-gram matches (i.e.,
seeds) between each pair of input strings, and then extend these
matches into full-length alignment by using dynamic programming
algorithms. Recently, this approach was adopted for detecting over-
laps between long, error-prone reads [3, 17, 23] generated by single
molecule (also called the third generation) sequencing technologies,
including the single molecule real time sequencing (SMRT) [26] and
the MinION sequencers [20]. Comparing with the NGS reads, the
single molecule technologies generate reads much longer and more
error-prone. As a result, two overlapping reads contain highly
similar but not identical substrings (with a relatively small edit
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distance1 due to sequencing errors), which should be addressed by
an overlap detection algorithm.
A straightforward application of the seed-extension approach
to overlap detection may be hurdled by an inherent limitation:
two strings sharing a highly similar substring may share only a
small number of, or even zero, matched q-gram pairs (seeds), due
to the paern of sequencing errors within the shared substring.
Consequently, a seed-extension algorithm may fail to detect such
overlaps because of the lack of seeds between the reads. Let us
illustrate this point by an example. Consider the following two
input strings:
00000 00000 00000 00000 00000 0000, and
00000 00001 00000 00001 00000 0000,
eir edit distance is 2, however, they share no matched 10-gram
pairs (seeds).
To address this issue, in this paper, we propose a variant of q-
gram called the smooth q-gram, using which we can identify not
only those exactly matched q-gram pairs (with certainty), but also
those q-gram pairs that have small edit distances (each with a high
probability). Our smooth q-gram construction is based on a re-
cent advance in metric embedding [10] that maps a string from the
edit distance space to the Hamming distance space while (approx-
imately) preserving the distance; we will illustrate the details of
this embedding in Section 2.1. For the example mentioned above,
our smooth q-gram based approach can, with a very high probabil-
ity, nd most pairs of q-grams of the two input strings whose edit
distances are at most 1.
Application in SMRT data. We applied the smooth q-gram to
the overlap detection among sequencing reads produced by SMRT,
which is the rst and most critical step of the de novo fragment
assembly of SMRT reads. Notably, SMRT sequencers generate reads
of 1,000-100,000 bps long with 12-18% sequencing errors (including
most insertions/deletions and some substitutions); in comparison,
Illumina sequencers (a common NGS platform) generate reads of
100-300 bps long with < 1% errors . We have evaluated our approach
using real-world SMRT datasets.
We formalize the overlap detection problem as follows. Given a
collection of stringsX = {x1, . . . ,xn }, the goal is to output all over-
lapping string pairs {(x ,y) | x ,y ∈ X} and their shared substrings
xsub and ysub , such that the lengths of the substrings are above a
threshold Γ, and their edit distance is below a threshold θ .
For long, error-prone reads produced by SMRT, nding a good
number of exactly matchedq-grams between reads could be dicult
(or just impossible). us the overlap detection problem becomes
1e edit distance between two strings x and y is dened to be the minimum number
of leer insertions, deletions and substitutions needed to transfer x to y .
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Figure 1: Average number of matched q-gram pairs for 50
overlapping read pairs in the E.coli dataset.
challenging for conventional “seed-extension” approaches. For
example, in Figure 1 we ploed the average number of matched
q-grams between 50 overlapping SMRT reads sampled from a real
word dataset E.coli under dierent matching thresholds (edit
distance threshold being 0, 1, and 2, respectively). We can see that
when q = 12, the number of q-gram pairs with edit distance (ED)
no more than 2 is 39.2 times of that of exactly matched q-gram
pairs. Obviously, for a pair of reads, with more matched q-grams
(seeds) detected, the sensitivity increases for detecting putative
overlaps between error-prone reads. erefore, the smooth q-gram
approach proposed in this paper can outperform the existing q-
gram based “seed-extension” approaches. Indeed, our evaluation
showed that, for the overlap detection in the real-world datasets
that we have tested, the smooth q-gram based algorithm always
achieved F1 scores (i.e., the harmonic average of the precision and
recall) above 0.9, while the F1 score achieved by the best q-gram
based algorithm can be as low as 0.77.
Our Contribution. We summarize our contribution below.
(1) We proposed smooth q-gram, the rst variant of q-gram
that captures q-gram pair within a small edit distance.
(2) We applied smooth q-gram to the problem of detecting
overlapping pairs of error-prone reads produced by single
molecule sequencing technologies, such as SMRT.
(3) We implemented our smooth q-gram based algorithm and
tested it on a set of real world benchmarks. Our empiri-
cal results demonstrated the signicant superiority of our
algorithm over the existing q-gram based algorithms in
precision, recall and F1 scores.
RelatedWork. Since it is proposed recently, the problem of detect-
ing overlaps among long, error-prone reads from SMRT has drawn
a signicant aention in bioinformatics [3, 17, 23]. All existing
overlap detection algorithms follow the “seed-extension” approach,
in which the seeds are dened based on q-grams.
e only line of work, as far as we have concerned, that has
a similar spirit as ours is the gapped q-gram [6–8] (also referred
to as the spaced seeds in bioinformatics applications [13, 18]). e
idea of gapped q-gram is to take substrings of each string of a
specic paern. For example, the gapped 3-grams of the string
“ACGTACGT” with paern “XX-X” are {ACT, CGA, GTC, TAG,
ACT}. at is, instead of taking the contiguous substrings as that
in the traditional q-gram approach, the gapped q-gram breaks the
adjacency dependencies between the characters. Now if we are
allowed to choose multiple gapped q-gram paerns, then one will
need more edits to make all gapped q-grams between two strings
mismatched. However, the optimal paern of gapped q-gram is dif-
cult to nd: it needs an exhaustive search on all possible paerns,
and the running time for the search has an exponential dependency
on length of the paern [13]. is might be the reason why there
is no previous work applying gapped q-gram to solve the overlap
detection problem for SMRT data. In contrast, our smooth q-grams
are systematically generated, and always have the same theoretical
guarantees on all datasets.
2 SMOOTH q-GRAM
As mentioned, the major innovation of this paper is to replace the
standard q-gram based approach for overlap detection with the
smooth q-gram based approach. e advantage of smooth q-gram
is that it tolerates a small edit distance between matched q-grams
and is thus able to identify similar strings at higher sensitivity. In
this section, we discuss the details of smooth q-gram construction
and discuss its properties.
We will usem to denote the length of a smooth q-gram, and κ
to denote the length of a q-gram aer CGK-embedding.
2.1 e CGK-Embedding
e key tool that we will use in our construction of smooth q-gram
is the CGK-embedding, which convert a string s ∈ Σq to s ′ = Σκ
for a value κ using a random string R1, where Σ is the alphabet (for
nucleotides, Σ = {A,C,G,T }).
More precisely, let j = 1, 2, . . . ,κ denote the time steps of the
embedding. We also maintain a pointer i to the string s , initialized
to be i = 1. At each step j , we rst copy s[i] to s ′[j], and set j ← j+1.
We then determine whether we should increment i or not. We sort
characters in Σ in an arbitrary but xed order. For a character σ ∈ Σ,
let Index(σ ) denote the index of σ in this order. We set
i ← i + R1[j · |Σ| − Index(s[i]) + 1].
When i reaches q + 1 while j < κ, we simply pad κ − j copies of
‘⊥’ to s ′ to make its length equal to κ, where ⊥< Σ is an arbitrary
character.
Denote the CGK-embedding as a function CGK(·,R1) for a xed
string (sampled randomly from {0, 1}κ |Σ |). Given s, t ∈ Σq , let
s ′ = CGK(s,R1) and t ′ = CGK(t ,R1). It has been shown in [10]
that for any κ ≥ 2q + c√q for some large enough constant c , we
have with probability 0.999 that
ED(s, t) ≤ HAM(s ′, t ′) ≤ O
(
(ED(s, t))2
)
,
where ED(·, ·) and HAM(·, ·) denote the edit distance and the Ham-
ming distance respectively.
It is easy to see that aer the CGK-embedding, q-grams with
small edit distance will likely have small Hamming distance, and
those with large edit distance will likely have large Hamming dis-
tance. In particular, if s = t , then we have s ′ = t ′ with certainty.
e CGK-embedding has recently been used for sketching edit
distance [2] and performing edit similarity joins [30].
Algorithm 1 Generate-Smooth-q-Gram(s,R1,R2)
Input: s: q-gram s ∈ Σq ;
R1: random string from {0, 1}κ |Σ | ;
R2: random string from {0, 1}κ under the constraint that
there arem 1-bit;
Output: s¯: smooth q-gram of s of sizem
1: s ′ ← CGK(s , R1)
2: s¯ is generated by removing coordinates i in s ′ s.t. R2[i] = 0
3: return s¯
2.2 From q-Gram to Smooth q-Gram
We show how to construct a smoothq-gram from a standardq-gram
using random string R2. For convenience we will write “smooth
q-gram” instead of “smoothm-gram” although the resulting smooth
q-gram will have length m. Our algorithm is very simple. Given
a q-gram s , we rst perform the CGK-embedding on s to get a
string s ′ of length κ, and then construct a substring s¯ of lengthm
by picking the coordinates i in s ′ where R2[i] = 1. e algorithm is
depicted in Algorithm 1.
e motivation of introducing smooth q-gram is that we hope
that the corresponding smooth q-grams of two q-grams s and t for
which ED(s, t) is small, can be identical with a good probability.
More precisely, let k = ED(s, t), and let s ′ = CGK(s,R1) and t ′ =
CGK(t ,R1). By the property of the CGK-embedding, we know that
HAM(s ′, t ′) ≤ k2. Let d = HAM(s ′, t ′). If we randomly sample
without replacementm bits from two κ-bit strings s ′ and t ′ at the
same indices, the probability that all the sampled bits are the same
is
κ − d
κ
× κ − d − 1
κ − 1 × · · · ×
κ − d − (m − 1)
κ − (m − 1)
=
(κ −m) × · · · × (κ − (d − 1) −m)
κ × (κ − 1) × · · · (κ − (d − 1)) . (1)
In our experiments we typically choose m = κ/c for a constant c ,
and we are only interested in d being at most 4. In this case we can
approximate (1) as ((c − 1)/c)d for some constant c . In other words,
for a non-trivial fraction of pairs of q-gram, their corresponding
smooth q-gram will be matched. Finally, we note that when s = t ,
with xed R1 and R2 we must have s¯ = t¯ with certainty.
We note that our construction of smooth q-gram is very dierent
from just a subsampling of the original q-grams. Indeed, given two
q-grams s and t where t is obtained by a cyclic shi of s by one
coordinate (that is, we move the rst coordinate of s to the end of
s , and ED(s, t) = 2), if we just sample say a constant fraction of
coordinates from s and t using common randomness, geing s¯ and
t¯ , then s¯ and t¯ will be dierent with very high probability.
As mentioned in the introduction, if we are able to match near-
identical q-grams (under edit distance), then we are able to catch
similar pairs of strings which will otherwise be missed by stan-
dard q-gram approaches. In this way we can signicantly improve
the recall of the algorithm. Of course, by allowing approximate
matching we may also increase the number of false positives, that
is, dissimilar pairs of strings may have many identical smooth q-
grams, and will thus be considered as similar pairs. To maintain a
good precision we may need to perform a verication step on the
candidate pairs of similar strings, which will increase the running
m length of smooth q-gram
κ length of q-gram aer CGK-embedding
α signature selection rate
η frequency ltering threshold
K edit distance threshold
C threshold for #matched signatures
L targeting overlap length
ϵ error tolerance rate
Π Π : Σm → (0, 1) a random hash function
Rc random string from {0, 1}κ |Σ |
Rs random string from {x ∈ {0, 1}κ | ‖x ‖1 =m}
Table 1: List of Global Parameters
time. erefore, for a particular application, one needs to select
a good tradeo between the accuracy improvement and the extra
running time cost.
We also comment that we can further enhance the precision
by performing multiple CGK-embeddings (say, d times), and/or
multiple subsamplings (say, z times), so that for each q-gram we
will create d × z smooth q-grams. However, these operations will
increase the number of false positives as well, and consequently
the running time. In our experiments in Section 4 we have com-
puted the number of matching q-grams on various datasets when
varying the number of CGK-embeddings and subsamplings. But for
our application of detecting overlapping error-prone sequencing
reads, we have noticed that a single run of CGK-embedding and
subsampling already gives satisfactory accuracy.
3 APPLICATIONS TO OVERLAP DETECTION
AMONG LONG, ERROR-PRONE
SEQUENCING READS
In this section we show how to use smooth q-gram to solve the
overlap detection problem for long, error-prone sequence reads.
We approach the problem in two steps. In the rst step (Section 3.1),
we show how to use smooth q-gram to detect putative pairs of
overlapping strings. And then for each of such pairs, we design
an ecient verication procedure to reduce the number of false
positives (Section 3.2).
In Table 1 we have listed a set of global parameters/notations that
will be used in our algorithms. Let [n] denote the set {1, 2, . . . ,n}.
3.1 Detecting Putative Pairs of Overlapping
Strings
Our algorithm for detecting overlapping pairs of strings is presented
in Algorithm 2.
We will use the following data structure to store useful informa-
tion of a q-gram.
Denition 3.1 (q-gram signature). Let δ (s, t , r , i,p) be a signature
for a q-gram; the parameters are interpreted as follows:
– s is the q-gram;
– t ← Generate-Smooth-q-gram(s,Rc ,Rs )
– r ← Π(t), which can be seen as a hash rank of t ;
Algorithm 2 Find-overlapping-Strings(X)
Input: X = {x1, . . . ,xn }: set of input strings;
Output: O ← {overlapping pair (xi ,x j ) and their shared sub-
strings xi [psi ,pei ] and x j [psj ,pej ]}
1: Initialize an empty table D
2: for each i ∈ [n] do
3: ∆i ← ∅
4: for each p ∈ [|xi | − q + 1] do
5: s ← xi [p,p + q − 1]
6: t ← Generate-Smooth-q-Gram(s,Rc ,Rs )
7: r ← Π(t)
8: δ ← (s, t , r , i,p)
9: ∆i ← ∆i ∪ δ
10: end for
11: end for
12: Count for all t the number ct of signatures in the form of
(·, t , ·, ·, ·) in ⋃i ∈[n] ∆i , and remove all (s, t , r , i,p) in ∆i with
ct ≥ η∑t ct for all i ∈ [n]
13: for each i ∈ [n] do
14: Construct ∆′i from ∆i by keeping signatures in ∆i with the
smallest α |xi | of hash ranks r .
15: Li ← ∅
16: for each δ in ∆′i do
17: Li ← Li∪ Search-Similar-q-Grams(δ , D)
18: end for
19: for each j < i do
20: Mi j ← {(u,v) | (j,u,v) ∈ Li }
21: end for
22: end for
23: for each
Mi j  ≥ C do
24: (o,pos) ← Verify(xi , x j ,Mi j )
25: if (o,pos) , null then
26: (psi ,pei ,psj ,pej ) ← Find-Shared-Substrings(xi , x j , o, pos ,
∆i , ∆j )
27: O ← O ∪
(
xi ,x j , [psi ,pei ], [psj ,pej ]
)
28: end if
29: end for
30: return O
– i,p denote that s is taken from the i-th input string xi from
the position p, that is, s ← xi [p,p + q − 1].
It is easy to see that t and r are fully determined by s given the
randomness Rs ,Rc and Π, but for convenience we still include them
as parameters in the denition of the signature.
We now describe Algorithm 2 in words. e algorithm can
be divided into three stages. e rst stage (Line 1 -11) is the
initialization: for each input string xi , and for each of its q-gram,
we generate the corresponding q-gram signature. In the second
stage (Line 12 - 22) we try to nd a set of candidate overlapping
pairs of input strings. We will explain how this works in the rest
of this section. e last stage (Line 23-29) is a verication step and
will be illustrated in Section 3.2.
In the second stage of the algorithm, the rst step is to lter
out those smooth q-grams whose frequency is above a certain
threshold (Line 12). is is a common practice, and has been used
Algorithm 3 Search-Similar-q-Grams(δ , D)
Input: δ = (s, t , r , i,p): a signature for q-gram s (see Denition 3.1
for detailed explanation of the parameters);
D: a table with buckets indexed by t ;
Output: L ← {(i ′,p,p′) | ∃δ ′ = (s ′, t , r , i ′,p′) ∈
D s .t . ED(s, s ′) ≤ K}
1: L ← ∅
2: for each δ ′ = (s ′, t , r , i ′,p′) stored in D(t) do
3: if ED(s, s ′) ≤ K then
4: L ← L ∪ (i ′,p,p′)
5: end if
6: end for
7: Add δ to the D(t)
8: return L
in a number of previous algorithms, such as MHAP[3], Minimap[17],
DALIGNER[23]. e motivation of this pruning step is that frequent
smooth q-grams oen correspond to frequent q-grams, which do
not carry much important features/information about the sequence
(similar to the frequent words like ‘a’, ‘the’ in English sentences).
On the other hand, these common smooth q-grams will contribute
to many false positives and consequently increase the running time
of subsequent steps. It is inevitable that in this pruning procedure
some true positives are also ltered out. However, we have observed
that by appropriately choosing the ltering threshold η,2 we can
signicantly reduce the number of false positives at the cost of
introducing a small number of false negatives.
Aer the ltering step we perform a subsampling of anα-fraction
of q-grams using the random hash function Π (Line 14). We then
only focus on these sampled q-grams when measuring the string
similarity. e purpose of performing such a subsampling is to
reduce the total running time of the verication step (Line 24) by
producing a set of smaller matching listsMi, j (Line 20). On the
other hand, it will not aect the accuracy of the algorithm by much.
is is because in the verication step we will consider a pair of
input strings (xi ,x j )who have at leastC matched q-gram pairs, and
subsampling q-grams by a ratio of α corresponds to subsampling
the matched q-gram pairs by a ratio of α2. erefore we can scale
the thresholdC correspondingly to obtain a similar set of candidate
string pairs.
We next try to nd for each pair of input strings (xi ,x j ), their
set of matching q-grams (Line 13-22). is is done by calling a
subroutine Algorithm 3 to nd for eachq-gram, a list of its matching
q-grams (with edit distances less than or equal toK ). More precisely,
in Algorithm 3 we try to nd for a q-gram s an (incomplete) list
of matching q-grams s ′ by considering all q-gram s ′ such that the
corresponding smooth q-grams of s and s ′ fall into the same bucket
in table D (Line 2). We then perform a brute-force edit distance
computation (Line 3) to make sure that ED(s, s ′) ≤ K ; if this holds
then we record the pair and the positions of the match into L.
Finally at Line 7 we add the signature of s into table D to build the
table D gradually while performing the search.
2In our experiments, we choose η = 3 · 10−5 for E.coli dataset, and η = 10−4 for
Human and S.cerevisiae datasets.
Algorithm 4 Verify(xi , x j ,M)
Input: xi ,x j : two input strings;
M = {(u,v)}: set of pairs of matched q-gram positions in
xi and x j ;
Output: o: reference oset
pos: reference position
1: I ← ∅
2: for each (u,v) ∈ M do
3: I ← I ∪ [u −v − ϵ2 · L,u −v + ϵ2 · L]
4: end for
5: Find a value o s.t. |{[a,b] | o ∈ [a,b], [a,b] ∈ I }| is maximized
6: Remove all pairs (u,v) ∈ M s.t. u−v < o− ϵ2 ·L oru−v > o+ ϵ2 ·L
7: J ← ∅
8: for each (u,v) ∈ M do
9: J ← J ∪ [u − L2 ,u + L2 ]
10: end for
11: Find a value pos s.t. |{[a,b] | pos ∈ [a,b], [a,b] ∈ J }| is maxi-
mized
12: Remove all pairs (u,v) ∈ M s.t. u < pos − L2 or u > pos + L2
13: if |M| < C then
14: return null
15: else
16: return (o,pos)
17: end if
3.2 Verication
In this section we discuss how to verify whether a pair of input
strings (x ,y) overlap at a signicant length given a list of their
matching q-grams, and if it is the case, what are the shared sub-
strings in the respective strings. For this purpose we employ two
subroutines: Algorithm 4 performs a basic verication, and outputs
a pair of positions on x and y inside the shared substrings if (x ,y)
is considered as an overlapping pair. We then use Algorithm 5 to
recover the actual shared substrings.
We now describe Algorithm 4 and Algorithm 5 in words. LetM
be the list of starting positions of the matching pairs of q-grams
of input strings xi and x j . We construct bipartite graph Gi, j with
characters of xi as nodes on the le side, and characters of x j as
nodes on the right side. For each matching pair (u,v), there is
an edge connecting xi [u] and x j [v]. For convenience, we slightly
abuse the notation by using (u,v) to denote the edge between xi [u]
and x j [v], and call (u −v) the shi of the edge.
It is not hard to imagine that if xi and x j overlap, there must be a
large cluster of edges of similar shis in Gi, j . Algorithm 4 consists
of two ltering steps. In the rst step we try to identify a good
reference shi o (Line 1-5), and remove all the edges whose shis
are far away from o (Line 6) (more precisely, those pairs (u,v) with
|(u −v) − o | > ϵ2 · L). According to the previous literature, SMRT
sequencing reads have accuracy 82% − 88% [14]. We thus set the
error tolerance rate ϵ to be 0.2.
Aer nding a good reference shi, we try to nd a dense area
(or simply, a reference position pos in xi ) which contains many
edges whose shis are close to o (Line 7-11). We then remove all the
edges that are not in this dense area (Line 12). Finally, we count the
Algorithm 5 Find-Shared-Substrings(xi , x j , o, pos , ∆i , ∆j )
Input: xi ,x j : two input strings;
o: reference oset;
pos: reference position;
∆i ,∆j : sets of q-gram signatures of xi and x j
Output: (psi ,pei ,psj ,pej ): xi [psi ,pei ] and x j [psj ,pej ] are shared sub-
strings in xi and x j
1: M ← {(p,p′) | (s, t , r , i,p) ∈ ∆i , (s ′, t , r , j,p′) ∈ ∆j ,ED(s, s ′) ≤
K}
2: Q ← {(p,p′) ∈ M | p ∈ [pos − L2 ,pos + L2 ], (p − p′) ∈ [o − ϵ2 ·
L,o + ϵ2 · L]}
3: (psi ,psj ) = arg min(p,p′)∈Q p, (pei ,pej ) = arg max(p,p′)∈Q p
4: Remove (p,p′) ∈ M s.t. p ∈ [pos − L2 ,pos + L2 ] fromM
5: Sort matches (p,p′) ∈ M using max(p − pei ,psi − p) in the
increasing order
6: for each (p,p′) ∈ M do
7: if 0 < p −pei < L∧ |(p −p′) − (pei −pej )| < ϵ · (p −pei ) then
8: (pei ,pej ) ← (p,max(p′,pej ))
9: end if
10: if 0 < psi −p < L∧ |(p −p′) − (psi −psj )| < ϵ · (psi −p) then
11: (psi ,psj ) ← (p,min(p′,psj ))
12: end if
13: end for
number of edges in the dense areas; if the number is at leastC , then
we consider (xi ,x j ) an overlapping pair and return the reference
edge (determined by o and pos); otherwise we simply return null
(Line 13-17).
We should note that all of these operations are performed on
a subset M of matched q-gram pairs in xi and x j . By “subset”
we mean thatMi, j is constructed aer the subsampling step at
Line 14 in Algorithm 2. As mentioned above, the purpose of the
subsampling is to reduce the running time in the verication step.
In contrast, when the actual shared substrings between xi and x j
are found by Algorithm 5, we exploit the complete set of matched q-
gram pairs, which will not signicantly increase the overall running
time because aer verication, the number of input string pairs
becomes much smaller.
Now, we turn to the details of the algorithm for determining the
actual shared substrings between xi and x j (Algorithm 5). We again
rst construct the listM of matching q-grams. is can be done by
a synchronized linear scan on the two sets ∆i and ∆j , aer sorting
the tuples by their r values. Next, starting from the reference edge
determined by o and pos , we rst locate the corresponding dense
areas (Line 2-4). We then try to extend this dense area by adding
one by one the matching edges outside this dense areas but still
within a distance of L from the dense area, in the increasing order
of the distances between these matching edges to the dense area
(Line 5-13). Finally the algorithm returns the extended area as the
shared substrings between xi and x j .
4 EXPERIMENTS
In this section we present experimental studies of smooth q-gram
and its application to detect overlaps among SMRT sequencing
reads.
Algorithm 6 Find-Similar-q-Gram-Pairs(S, d , z)
Input: S = {s1, . . . , sn }: set of q-grams;
d : number of CGK-embeddings;
z: number of subsamplings;
Output: O ← {(si , sj ) | si , sj ∈ S, i , j,ED(si , sj ) ≤ K}
1: C ← ∅
2: for each j ∈ [d] do
3: Pick a random string R jc from {0, 1}κ |Σ | ,
4: for each k ∈ [z] do
5: Pick a random string Rks from {0, 1}κ under the con-
straint that it containsm 1-bit
6: Initialize a new table D jk
7: for each i ∈ [n] do
8: t jki ← Generate-Smooth-q-Gram (si , R
j
c , Rks )
9: end for
10: Count for each distinct smooth q-gram its frequency
11: for each i ∈ [n] do
12: if frequency of t jki is less than η · n then
13: for each q-gram s stored in the D jk (t jki ) do
14: C ← C ∪ (s, si )
15: end for
16: Store si in D jk (t jki )
17: end if
18: end for
19: end for
20: end for
21: Remove duplicate pairs in C
22: for each (x ,y) ∈ C do
23: if ED(x ,y) ≤ K then
24: O ← O ∪ (x ,y)
25: end if
26: end for
4.1 Tested Algorithms
We have implemented our algorithms presented in previous sections
in C++, and complied them using GCC 5.4.0 with O3 ag.
To facilitate the investigation of properties of smooth q-grams,
we introduce an additional algorithm named Find-Similar-q-Gram-
Pairs, which uses the smoothq-gram technique to nd pairs of input
q-grams whose edit distances are at most K for a given distance
threshold K . e algorithm is depicted in Algorithm 6. Let us
describe it in words briey. Essentially, Find-Similar-q-Gram-Pairs
can be seen as running Search-Similar-q-Grams (Algorithm 3) for
each input q-gram. Of course in this investigation we do not need to
carry the data structure δ (s, ·, ·, ·, ·) for each q-gram s that we used
in Algorithm 3 (for the application of overlap detection). Moreover,
as mentioned at the end of Section 2, we can choose to repeat the
CGK-embedding and the subsampling ford and z times respectively,
so that for each q-gram s we create d · z smooth q-grams. By doing
this we can generate more similar q-gram pairs which can be used
to potentially boost the accuracy of our application. We will test
Algorithm 6 for various d and z values. While in our applications
in Section 4.4 we only perform the embedding and the subsampling
once, which is enough for obtaining good accuracy.
In Section 4.4 we compared Algorithm 2 with existing over-
lap detection algorithms. For convenience, we call our algorithm
SmoothQGram. We briey describe each of the competitors below.
MHAP[3]3: this algorithm generates q-grams of all sequences and
then lters out those with frequencies greater than 0.00001 times
the total number of q-grams. Next, it uses multiple Minhash [4]
functions to nd matching q-grams between sequences, and then
select pairs of sequences that have at least 3 matching q-grams as
candidate pairs. For each candidate pair, it uses a modied sort-
merge algorithm to nd more accurate q-gram matches, and then
computes the boundary of the overlap region using a uniformly
minimum-variance unbiased (UMVU) estimator [11].
Minimap[17]4: this algorithm generates q-grams of all sequences
and then lters out the top 0.001 fraction of the most frequent
ones. Next, it hashes each q-gram to a value in Σq , and selects
q-grams with the smallest hash values in every 5 consecutive q-
grams as signatures of the input sequence. It then nd all matching
signatures between input sequences; pairs of sequences that have at
least one shared signature are identied as candidate pairs. Minimap
then calculates a cluster of q-gram matches for each candidate pair,
and then nds a maximum colinear subset of matches by solving
a longest increasing sequence problem. If the size of the subset
is larger than 4, then Minimap computes and outputs the overlap
region using the subset of matches.
DALIGNER[9]5: this algorithm generates q-grams of all sequences
and then lters out those that occur more than 100 times. It then
considers all the remaining q-grams directly and computes all the
matching q-grams between pairs of sequences. Pairs of sequences
with at least one shared q-gram are identied as a candidate. Next,
for each candidate, it uses a linear time dierence algorithm [22] to
compute a local alignment between the two sequences, and outputs
the pair if the alignment length is greater than the given threshold.
We note that all these algorithms are under the same “seed-
extension” framework as ours: they rst nd all the matched q-
grams between input sequence pairs, and then extend seeds to
potential overlaps. e major dierence between our SmoothQGram
and the existing tools is that we have relaxed the strict q-gram
matches to approximate q-gram matches (via smooth q-gram) to
improve the accuracy of the output. Our specics for overlap de-
tection and determination of shared substrings are also dierent
from the existing algorithms.
In our experiments we run SmoothQGram with parameters q =
14,m = 21,α = 0.15,K = 2,C = 3,L = 500, ϵ = 0.2, and κ = 2q
(except for Figure 2, where we have tested dierent κ values) . We
choose η = 0.00003 for E.coli, and η = 0.0001 for Human and
S.cerevisiae. We run MHAP with parameters “-num-hashes 1256”,
Minimap with parameters “-k 15 -Sw5 -L100 -m0 -t8”, and DALIGNER
with parameter “-H500”. All other parameters were selected as
default seings.
We note that the performance of Minimap is sensitive to the
lter threshold (“-f”) it uses. us, besides the default parameter,
we also choose an alternative parameter “−f 0.00000001” (accord-
ing to [15]’s recommendation), which essentially means that al-
most no q-gram will be ltered out. Intuitively, such a change
3Implementation obtained from hps://github.com/marbl/MHAP
4Implementation obtained from hps://github.com/lh3/minimap
5Implementation obtained from hps://github.com/thegenemyers/DALIGNER
Datasets number of strings Average Length
E.coli-small 100 4781
E.coli 46960 4221
S.cerevisiae 48279 3032
Human 47535 3100
Table 2: Statistics of Tested Datasets
will lead to beer recall values (but possibly worse precision val-
ues) at the cost of greater memory usage and running time. We
call the original version Minimap-default and the new version
Minimap-alternative.
4.2 e Setup
Datasets. We test algorithms using real world datasets from PacBio
SMRT sequencing.6 e statistics of these datasets are described
in Table 2. In Section 4.3 we test Algorithm 6 using the dateset
E.coli-small; the number of q-grams for ecoli-small is 100 · 4781.
In Section 4.4 we compare dierent algorithms using much larger
datasets E.coli, S.cerevisiae and Human.
Measurements. In Section 4.3 we report the number of matching
q-gram pairs detected by the Algorithm 6. Each result is an average
of 5 runs. In Section 4.4, we report four types of measurements
in our experiments: recall, precision, memory usage and running
time. We choose the evaluation program used by MHAP to calculate
precision and recall; all parameters are selected as default except
that the evaluation overlap length threshold Γ is set to be 500 or
2000. e evaluation program learns the ground truths from the
reads to references mappings obtained by Blasr [9]. We note that
the evaluation algorithm does not simply use edit distance as the
criteria to compute precise and recall. Instead, it maps all the reads
to the reference sequences, and computes for each pair of reads
their overlap positions and lengths from the mapping results. is
evaluation method is widely used in overlap detection because it
considers biological meanings of overlaps between reads.
We also present the F1 score:
F1 = 2 × precision × recallprecision + recall ,
which is an integrated metric evaluating both precision and recall.
All algorithms use multiple threads in execution; we thus mea-
sure the CPU time for comparison. e memory usage we report
is the maximum memory usage of a program during its execution.
We note that although all the tested algorithms are randomized, we
use a xed random seed for all of them to guarantee the consistency
among outputs.
Computing Environment. All experiments are conducted on a
Dell PowerEdge T630 server with 2 Intel Xeon E5-2667 v4 3.2GHz
CPU with 8 cores each, and 256GB memory.
6e data was downloaded from MHAP’s supporting data website: hp://www.cbcb.
umd.edu/soware/PBcR/mhap/index.html
Parameter Values
q 12, 14, 16
K 1, 2
m (×q) 1, 1.25, 1.5, 1.75, 2, 3
d 1, 2, 3, 4, 5
z 1, 2, 3, 4, 5
η 5 × 10−6, 1 × 10−5, 5 × 10−5, 1 × 10−4, 1
Table 3: Parameters for Algorithm 6
4.3 Finding q-gram Pairs with Small Edit
Distance
In this section we present the performance of Find-Similar-q-Gram-
Pairs (Algorithm 6). We choose the parameters for Algorithm 6
from Table 3; parameters underlined are default values.
Matching Pairs of q-grams. We rst study how dierent param-
eter valuesm (the length of the smooth q-gram), d (the number of
CGK-embeddings), and z (the number of samplings) inuence the
number of almost matching q-gram pairs that we can nd. Our
results are presented in Figures 2, 3 and 4.
We observe that the number of matchingq-grams increases when
m decreases, and signicantly increases when d and z increase. For
example, x q to be 14. Form = 1.5 × q, we can detect 17.4 times
q-gram matches with edit distance being at most 2 of that of exact
matches, using only one subsampling and one embedding. With
d = 5, we could detect 51.3 times (distinct) q-gram matches with
edit distance being at most 2 of that of exact matches; and with
z = 5 subsamplings, we could detect 40.8 times (distinct) q-gram
matches.
In the rest of this section we will simply set d = z = 1, mainly for
the sake of time/space saving. We found that by seing d = z = 1
we can already obtain very good accuracy, though higher d and z
values can potentially lead to beer accuracy.
True and False Positives. We next study how dierent parame-
tersm,η inuence the number of false positives. We call the pairs
of q-grams whose edit distances are at most 2 true positives, and
those with edit distances larger than 2 false positives. Our results
are presented in Figures 5 and 6.
We note that Figure 5 and Figure 2 come from the same set
of experiments, but with dierent edit distance ranges and scales
recorded. We observed that the number of false positives increases
with η, and decreases sharply withm.
Figure 2 and Figure 5 also guide us on how to choose m to
balance the number of true positives and false positives. Under the
condition that we get a good number of true positives (i.e., q-gram
pairs whose edit distance is at most 2), and we do not have too
many false positives, it seems thatm = 1.5×q is a good choice and
we set it as the default parameter.
When q = 14,m = 1.5×q and η = 1 (i.e., no lter), we can detect
17.4 times true positives while introduce 192.3 times false positives
(of the number of exact matches). By seing the lter threshold η =
10−5, we can detect 12.3 times true positives while only introduce
17.7 times false positives. is convinces us that removing frequent
smooth q-grams have a greater impact on reducing false positives
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Figure 2: Number of matching q-gram pairs vs smooth q-gram sizem; on E.coli-small
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Figure 3: Number of matching q-gram pairs vs number of embeddings d; on E.coli-small
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Figure 4: Number of matching q-gram pairs vs number of subsamplings z; on E.coli-small
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Figure 5: Number of true/false positive q-gram pairs vs smooth q-gram sizem; on E.coli-small
than true positives, and is thus very useful for our purpose (i.e., to
save the verication time at a minimal cost on the accuracy).
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Figure 6: Number of true/false positive q-gram pairs vs lter threshold η; on E.coli-small
4.4 Finding Overlapping Sequencing Reads
In this section we present the experimental results on detecting
overlapping sequencing reads with Algorithm 2.
Accuracy. We study the precision, recall and F1 scores of all tested
algorithms. e results are presented in Table 4 and Table 5.
Based on our results, SmoothQGram has the best recall values at
all times, the best precision values in most cases, and the best F1
scores (the harmonic average of precision and recall) at all times.
Its F1 scores are always greater than 0.9. While the lower bound
of the F1 score of the best competitor is only 0.77 (Minimap on
S.cerevisiae). e performance of SmoothQGram is also robust
on data from dierent species and dierent overlap lengths Γ.
We note again that we can further improve the accuracy of
SmoothQGram by using multiple embeddings and subsamplings, at
the cost of larger space and time.
Comparing the results for the three species, we found that E.coli
is generally easier to deal with than S.cerevisiae and Human,
which may be due to the fact that S.cerevisiae and Human genome
contain more repeats. For dierent overlap lengths Γ, we notice
that all algorithms generally perform beer on the greater length Γ
than the smaller one, which is reasonable because longer overlaps
are generally easier to be detected.
Time and Space. Finally, we study the running time and memory
usage of tested algorithms. Our results are presented in Table 6. We
observe that Minimap has the best time and memory performance
among all algorithms. DALIGNER spends similar running time as
SmoothQGram, but smaller amount of memory. SmoothQGram has
the similar (slightly beer) memory and time performance than
MHAP. e reason why SmoothQGram uses relatively large time and
memory is that SmoothQGram considers smooth q-gram instead of
q-gram, which captures more matching information between se-
quences, and thus needs more time to verify candidate sequence
pairs and uses more space. On the other hand, this is also why
SmoothQGram signicantly improved the accuracy for overlap de-
tection.
We note that in our experimental studies, we mainly focused on
accuracy which we think is the most important; our codes were
not fully optimized for space and running time.
4.5 Summary
In this section we have performed an extensive experimental study
on smooth q-gram and its application to overlap detection. We
observed that the smooth q-gram based approach achieved much
beer accuracy than the conventional q-gram based approaches
for overlap detection, which due to the fact that smooth q-gram
is capable of capturing near-matches between subsequences. Em-
ploying smooth q-gram may introduce a larger number of false
positives, but the number can be greatly reduced by applying a
frequency-based lter. e performance of our algorithm is stable
and robust on genome sequences from various species that we have
tested, and using dierent overlap lengths Γ.
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