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Le travail de recherche présenté dans ce mémoire concerne l'étude de l'évolution 
des performances de l'algorithme de décodage à seuil itératif lorsque l'on augmente 
l'efficacité spectrale du système de télécommunications dont il fait partie. Ce type 
de décodage itératif, permettant de protéger l'information contre d'éventuelles 
erreurs lors de  la transmission, a été introduit il y a quelques années et  représente 
une évolution importante du principe de décodage turbo. Au prix de performances 
certes inférieures à faible rapport signal sur bruit, ce type de décodage présente 
une complexité (théorique et matérielle) ainsi qu'un délai bien moindres. Cette 
amélioration est obtenue en reportant la propriété de décorrélation des observa- 
bles, obtenue auparavant grâce aux entrelaceurs, sur la matrice génératrice du 
code convolutionnel utilisé qui doit alors vérifier certaines propriétés de double 
ort hogonali té. Notre but a donc été d'étudier théoriquement et pratiquement 
le comportement de cet algorithme de  décodage lorsqu'il est soumis à diverses 
contraintes occasionnées par l'augmentation de l'efficacité spectrale. 
La première partie de notre étude a consisté à générer des codes de taux de 
codage élevés par perforation, c'est-à-dire en éliminant périodiquement certains 
symboles en sortie du codeur. L'influence de l'utilisation de ces codes perforés a été 
étudiée de manière théorique à l'aide d'une représentation spectrale e t  l'influence 
de nombreux paramètres a été quantifiée. On a pu par la suite dresser la liste de 
codes perforés optimaux du point de vue des performances d'erreur et  certaines 
propriétés de ces codes ont été observées. 
La deuxième partie de notre travail a quant à elle permis d'analyser les 
performances du  décodage à seuil itératif des codes perforés générés dans la 
première partie lorsqu'une modulation QAM est utilisée. La nécessité de la  mise 
en œuvre d'un calculateur de métrique est présentée ainsi que les performances de 
deux différents types de modulateurs numériques. 
Au cours de ces deux étapes, des simulations ont permis de valider l'approche 
théorique et de comparer les performances des différents codes pedorés doublement 
orthogonaux utilisés. Notre travail nous a semblé fructueu du fait qu'il fournit 
des informations indispensables permettant de faire les compromis nécessaires en- 
tre Ia probabilité d'erreur souhaitée et l'efficacité spectrale que l'on désire atteindre. 
Toutefois, il ne faut pas oublier que la grande majorité des codes présentant 
un comportement optimal peut avoir une longueur de contrainte élevée. C'est la 
raison pour laquelle un gros travail reste a accomplir en ce qui a trait à la fois à la 
recherche des codes optimaux de longueur de contrainte minimale et à l'amélioration 
des pedormances des codes non optimaux au sens de la probabilité d'erreur. 
ABSTRACT 
This study concems the analysis of the behavior of the iterative threshold 
decoding algorithm when it is used in a communication system with high spectral 
efficiency. This type of iterative decoding was recently introduced as an improve- 
ment of the turbo codes decoding process. 
The turbo decoding technique, which allows to achieve reliable communication 
at signal-to-noise ratios very close to  that of the channel capacity, sufFers from 
a substantial complexity and fiom an inherent latency which may prevent the 
technique from being used in some tirne-sensitive applications. The improvement 
which circumvents both the decoding complexity and interleaving requirements is 
based on new orthogonal threshold decodable convolutional codes and threshold 
decoding. The independence of the observables at each decoding iteration can 
be obtained thanks to codes which exhibit W h e r  orthogonal properties than 
the weli-knom CSOCs. Our goal was to study theoreticdy and practicdy the 
behavior of this algonthm when it is subjected to constraints due to the increasing 
of the spectral efficiency. 
The first part of Our study consisted in generating high-rated codes by a 
puncturing technique, i.e. by deIeting periodically some symbols a t  the output 
of the encoder. Then, the influence of the puncturing technique was analyzed 
in a theoretical way using a spectral representation and the influence of several 
parameters was quantifid Some optimal codes (frorn the point of view of the 
probability of error) were listed and certain properties of these codes were presented. 
The second part of Our work was the analysis of the performance of the 
decoding of these punctured codes when QAM modulation is used. The need for 
an LLR computer is presented as well as the performance of two various types of 
mapping. 
In both stages, simulations made it possible to validate the theoretical appmach 
and to compare the performance of the various punctured self-doubly orthogonal 
codes used. We think that this dissertation was profitable since it constitutes 
a tool making it possible to do the necessary compromises between the desired 
probability of error and the spectral efficiency that one wishes to reach. 
However, it should not be forgotten that the large majority of the codes pre- 
senting an optimal behavior as far as the probability of enor is concemed are not 
optimal with regard to the constraint length and that a large work remains to be 
achieved hrstly with the search of codes whose constra.int length is minimixeci and 
secondly with the improvement of the performance of non-optimal codes. 
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Depuis quelques années maintenant nous assistons à l'essor d'une théorie somme 
toute récente et des techniques qui lui sont associées. Les télécommunications 
sont entrées dans notre vie courante par la grande porte et aujourd'hui plus 
personne ne pourrait se passer qui du téléphone, qui du fax, qui de l'hternet. Les 
développements les plus spectaculaires sont à mettre d'une part sur le compte de 
la réseautique en général et plus particulièrement de 1'Internet et d'autre part sur 
celui de la téléphonie cellulaire. On devrait à plus ou moins long terme assister à la 
convergence de ces deux technologies dans ce que l'on appelle déjà Hnternet mo- 
bile. Les télécommunications par satellite attendent quant à elles leur tour afin de 
jouer Ie rôle qu'elles méritent sur la grande scène mondiale des télécommunications. 
Toutefois, un des facteurs majeurs limitant l'expansion de ces technologies est 
la largeur de bande disponible. Tant en ce qui concerne les réseaux &ces que les 
réseaux mobiles, elle constitue une ressource qui coûte très cher. Ainsi, l'un des défis 
majeurs des télécommunications à l'heure actuelle est de rentabiliser au maximum 
cette ressource dans le but de disposer du plus de capacité de transmission possible. 
La technique du codage de canal est un élément indispensable à tout système 
de télécommunications numériques. Cette technique permet de lutter contre les 
erreurs qui apparaissent lors de la transmission et qui sont dues au bruit présent 
dans le canal de communication. Cette protection, qui permet une économie 
de puissance de transmission, est en contrepartie coûteuse en largeur de bande 
étant donné qu'elle nécessite également l'envoi de données supplémentaires que le 
décodeur devra exploiter de manière intelligente. 
La technique de codage de canal la plus puissante à l'heure actuelle s'appelle 
"codage turbo". Elie fit découverte en 1993 par Messieurs Berrou et Glavieux, 
de l'École Nationale Supérieure des Télécommunications de Bretagne. Ses perfor- 
mances exceptionnelles en termes de probabilité d'erreur sont toutefois obtenues 
au prix d'une grande complexité matérielle et d'un délai conséquent, tant au 
niveau du codage que du décodage. A ces inconvénients s'ajoute une grande com- 
plexité théorique qui laisse à l'heure actuelle de nombreuses questions sans réponses. 
Une évolution majeure a été apportée en 1997 par Messieurs Gagnon et 
Haccoun, respectivement de l'École de Technologie Supérieure et de l'École 
Polytechnique, qui proposèrent de supprimer les entrelaceurs tant au niveau du 
codage que du décodage et d'utiliser un algorithme de décodage plus simple 
que ceux mis en œuvre au sein des codes turbo. Une propriété de décorrélation 
intrinsèque aux nouveaux codes utilisés, appelés codes doublement orthogonaux, 
permettait d'obtenir d'excellentes performances en termes de probabilité d'erreur, 
certes moins bonnes que celles offertes par les codes turbo à faible rapport signai 
sur bruit, mais obtenues au prix d'une complexité matérielle bien moindre. 
Toutefois, il subsiste encore quelques limitations à cette nouvelle technique qui 
n'est pas encore arrivée à maturité. En effet, même si la complexité a été réduite 
au niveau matériel, il reste que ce système de codage n'a été étudié que dans des 
schémas où la quantité de données transmise sur le lien de communications (et 
donc la largeur de bande) est doublée. 
L'objectif de ce travail de recherche est donc d'étudier les performances de 
cet algorithme de décodage dans un environnement où l'on cherche à augmenter 
la largeur de bande "utile" du canal sur lequel on transmet l'information tout 
en conservant une latence au codage et au décodage faible. Cet objectif va être 
réalisé de deux manières: d'une part en augmentant le taux de codage des codes 
doublement orthogonaux utilisés et en déterminant quels sont ceux qui possèdent 
de bonnes propriétés intrinsèques pour être utilisés à un taux de codage donné; 
et d'autre part en insérant ces codes de taux élevés dans un schéma où des 
modulations multiniveawc sont employées. 
1.2 Organisation du mémoire 
Ce mémoire est structuré comme suit: 
Le chapitre 2 résume les notions indispensables à la compréhension de ce 
mémoire en ce qui concerne des éléments de la théorie du codage de canai. Après 
une brève introduction et un rappel historique, on présente les deux grandes 
classes de codes que sont les codes en bloc et les codes convolutionnels. Ensuite, 
la technique de codage et de décodage turbo est brièvement exposée. 
Le chapitre 3 présente la technique de décodage B seuil itératif des codes 
convolutionnels doublement orthogonaux comme une amélioration du décodage 
itératif turbo en termes de complexité. L'algorithme de décodage ainsi que les 
propriétés de double orthogonalité sont développés en détail. 
Le chapitre 4 regroupe les différents travaux qui ont été entrepris en vue de la 
détermination de codes convolutionnels doublement orthogonaux de taux élevés. 
Une étude exhaustive de la performances de ces codes est présentée ainsi que leur 
sensibilité aux différents paramètres. 
Le chapitre 5 concerne la mise en application des codes convolutionnels double- 
ment orthogonaux de taux élevés dans un système où l'on utilise des modulations 
à efficacités spectrales élevées. Une modification du décodeur est présentée et 
l'influence des différents paramètres est étudiée. 
Enfin, le chapitre 6 présente une conclusion sur l'ensemble des travaux qui 
ont été entrepris et propose quelqués voies de recherche qui mériteraient d'être 
approfondies dans le cadre de travaux futurs. 
1.3 Contribut ions 
Les contributions apportées par ce travail de recherche sont les suivantes: 
Étude théorique du comportement des codes doublement orthogonaux 
perforés et détermination exhaustive de codes optimaux au sens de la 
probabilité d'erreur. 
O Développement d'une nouvelle méthode de représentation spectrale des codes 
doublement orthogonaux perforés. 
O Conception pratique d'un simulateur permettant L'étude des performances 
des codes de taux élevés et la validation des résultats théoriques. 
O Mise en œuvre d'un calculateur de métrique pour le décodeur a seuil itératif 
afin de lui permettre de s'insérer dans un schéma où sont utilisées des 
rnodulat ions mu1 t iniveaux. 
O Implémentation d'un simulateur permettant d'observer le comportement 
des codes doublement orthogonaux pedorés utilisés conjointement avec des 
modulations M-QAM. 
D'un point de vue pratique, toutes les simulations ont été effectuées sur un 
ordinateur personnel cadencé à 800 MHz et possédant 128 Mo de RAM. Les logiciels 
de programmation visual@ C++ ainsi que ~ a t l a b @  ont s e M  à l'implémentation 
des dinérentes procédures sous environnement windowsa. 
CHAPITRE 2 
ÉLÉMENTS DE THÉORIE DU CODAGE 
2.1 Généralités 
2.1.1 Él~ments d'un système de communications numeriques 
La figure 2.1 présente, sous forme de diagramme fonctionnel, les éléments de 
base que l'on retrouve dans tout système de communications numériques. 
Canal  
I 






La source d'information peut être soit analogique (par exemple un signal 
audio ou vidéo) soit discrète (par exemple les lettres de l'alphabet latin). En 
communications numériques, les messages produits par la source sont transformés 
en une suite de symboles binaires. Or, dans la pratique, on souhaite représenter 
ces messages avec le moins de symboles possibles en supprimant les redondances 
inhérentes à toute source. Cette tâche, appelée compression, incombe au wdeur de 
source. Nous ne traiterons pas ce type de codage dans ce mémoire. 
codcurdc 
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La séquence binaire d'information présente à la sortie du codeur de source doit 
alors être transmise dans le canal de transmission vers le destinataire. Le rôle 
du codeur de canal est d'ajouter de manière contrôlée de la redondance à cette 
séquence binaire transmise de telle manière que le décodeur puisse lutter contre les 
erreurs dues au bruit et aux interférences présentes dans le canal. Il existe deux 
grandes classes de codes: les codes en bloc et les codes convolutionnels présentés 
respectivement aux sections 2.2 et 2.3. 
La séquence binaire ainsi codée est transmise au modulateur numérique qui sert 
d'interface entre le monde numérique (codeurs) et le monde analogique (canal). 
Son rôle principal est d'assigner à toute séquence binaire de longueur définie par 
le type de modulation un signal électrique qui sera transmis dans le canal. 
Le canal de transmission est le support physique qui permet la transmission de 
l'information de l'émetteur au récepteur. Ce canai peut être l'atmosphère ambiante 
(dans le cas des communications sans fil), un fil de téléphone, un lien micro-ondes 
ou encore une fibre optique. Le signal véhiculé par ce canai est déformé du 
fait de nombreux phénomènes, tels le bruit thermique généré entre autres par 
les équipements électroniques ou les bruits atmosphériques (par exemple la foudre). 
A la réception, les opérations inverses sont effectuées. Le démodulateur assigne 
à chaque signal reçu (déformé) une séquence de symboles binaires, le décodeur de 
canal tente de reconstruire la séquence binaire émise à l'origine par le codeur de 
source en utilisant la redondance initialement introduite par le codeur de canal. 
Une mesure de la qualité du système de codage/décodage de canal est la proportion 
d'erreur qui subsiste après l'opération de décodage, soit la probabilité d'erreur 
par bit. Enfin le décodeur de source reconstruit le message de source (discret ou 
analogique) correspondant à la séquence d'information fournie par le décodeur de 
canal et la transmet au destinataire. 
Dans la suite de ce chapitre, après un bref rappel historique, nous allons 
introduire les fondements nécessaires à la compréhension de ce mémoire en ce qui 
a trait aux techniques de codage de canal. Diverses techniques de modulations 
numériques seront abordées au chapitre 5. Quant aux autres éléments présentés 
dans cette section, on pourra se documenter à leur sujet en consultant divers 
ouvrages généraux de télécommunications numériques comme [27], [40]. 
2.1.2 Historique 
Le premier système de télécommunications numériques à voir le jour fut le 
télégraphe. Il fut développé dès 1837 par Morse qui inventa un code binaire à 
longueur variable pour coder les lettres de l'alphabet anglais (codeur de source). 
Mais le véritable point de départ des télécommunications numériques modernes 
réside dans les travaux de Nyquist 1251 qui chercha le débit maximum de signaux 
que l'on peut transmettre sur un câble de télégraphe de bande passante donnée W 
qui permettait d'éviter les interférences entre symboles. Ce taux, de valeur 2W, 
est aujourd'hui appelé taux de Nyquist . 
Ce résultat de Nyquist, parmi d'autres, permit à Shannon (331, [34] d'établir 
les fondements mathématiques de la transmission de l'information et de trouver les 
limites fondamentales de tout système de communications numériques. Dans ses 
travaux, Shannon posa de manière formelle le problème d'une transmission fiable de 
l'information en des termes probabilistes. Il démontra entre autres qu'un système 
de télécommunications ayant une puissance moyenne d'émission P et une bande 
passante W données et subissant l'effet d'un bruit additif peut être caractérisé par 
un paramètre appelé capacité s'appliquant au canal de transmission. Dans le cas 
d'un bruit blanc additif gaussien de densité spectrale de puissance No, la capacité 
C est donnée en bits/s par: 
P c = W log* (1 + -) 
WNo 
La signification de la capacité est la suivante: si le débit d'information à la 
sortie de la source (ou du codeur de source), noté D, est inférieur à C (D < C), 
alors il est théoriquement possible d'obtenir une transmission parfaite (sans erreur) 
à travers le canai et ceci par un codage de canal approprié. À l'inverse, si D > Cl 
une transmission parfaite de I'information est impossible quelque soit le traitement 
effectué à la sortie du canal. 
À la suite des publications de Shannon, beaucoup de travaux s'orientèrent vers 
la recherche de codes dits en bloc et sur les techniques de décodage algébrique 
associées dans le but de s'approcher le plus possible de la capacité. Nous allons 
présenter brièvement quelques notions relatives à cette technique de codage. 
2.2 Codes en bloc 
Les premiers travaux concernant les codes en bloc sont ceux de Hamming [18]. 
Ils furent les premiers d'une longue série parmi lesquels on peut citer ceux de 
Muller [NI, Reed [28], Reed et Solomon [29], ou Bose et Ray-Chaudhuri [8], [9]. 
Un code en bloc est constitué d'un ensemble de vecteurs d'éléments binaires de 
longueur constante appelés mots de code. La longueur des mots de code est notée 
n. Il y a 2" vecteurs binaires possibles pour un code en bloc de longueur n. Parmi 
ces 2" vecteurs binaires, on peut en sélectionner 2k, où k 5 n, pour former un 
code. Ainsi, à chaque bloc de k bits d'information on assigne un mot de code de 
longueur n choisi parmi les 2* mots de code. On notera un tel code un code (n, k) 
et le rapport R = est appelé taux de codage et s'exprime en bits par symbole codé. 
Soient um3' . . . , u,,,,k les k bits d'information que l'on encode par le mot 
de code Cm. On peut représenter ces vecteurs de la manière suivante: 
et: 
Cm = [h,ï c m 3  - ~ m . n ]  (2.3) 
L'opération d'encodage peut être décrite par un ensemble de n équations de la 
forme: 
où g i ~  = O ou 1. Ce système d'équations linéaires peut être écrit sous forme 
matricielle de la manière suivante: 
où G est la matràce génératrice du code: 
Un code en bloc sera dit systématique si les mots de code se présentent sous la 
forme suivante: 
La matrice génératrice d'un code en bloc systématique a la forme suivante: 
G = [I* r] (2-8) 
oh est la matrice identité de taille k * k et r est une matrice de taille k * (a - k) . 
On peut associer à chaque code (n, k) son code dual qui possède 2n-k mots de 
code (c'est un code (n, n - k)) orthogonaux aux mots de codes Cm du code (n, k). 
La matrice génératrice de ce code dual, appelée matrice de parité et notée H, est 
donc telle que pour tout mot de code Cm du code (n, k): 
Il s'ensuit que: 
Dans le cas d'un code systématique dont la matrice génératrice est donnée par 
(2.8), la matrice de parité s'écrit: 
Nous ne présenterons pas ici plus de propriétés concernant les codes en bloc 
et nous renvoyons le lecteur à des ouvrages comme [22] pour plus de renseignements. 
Une première évolution fondamentale de la technique de codage est apparue 
avec le développement des codes convolutionneis par Elias [l3] et des algorithmes 
de décodage associés par Wozencraft et Rieffen [41], Fano [14], Jelinek [19] et 
Viterbi [37] [38]. Nous alions présenter dans la section suivante les définitions de 
base concernant ce type de codes. 
2.3 Codes convolutionneis 
2.3.1 Définition 
Un code convolutionnel est généré par le passage de la séquence d'information 
(de manière continue et non plus en blocs) dans k registres à décalage de longueurs 
finies qui forment le codeur. Ceux-ci se composent de K - 1 délais et sont 
connectés à n additionneurs modulo 2, comme montré à la figure 2.2. K est appelé 
la longueur de contmhte du code. 
k bits 
d ' in fodon  
i 
Figure 2.2: Codeur convolutionnel 
Les éléments binaires de la séquence d'information entrent dans le codeur 
convolutio~el par séquences de k bits (k est en général faible) et le nombre de 
sorties pour chacune de ces séquences est de n. Ainsi, le taux de codage est défini 
comme étant R = k .  
La matrice génératrice d'un code convolutionnel, si on la conçoit de la même 
manière que celle d'un code en Moc, est semi-infinie du fait que la séquence d'entrée 
est semi-infinie. On peut éviter ce problème en définissant différemment la matrice 
génératrice dans le cas d'un code convolutionnel. Elle sera entièrement spécifiée par 
k matrices de n vecteurs (un pour chaque additionneur modulo 2), chacun ayant K 
dimensions et contenant les connexions des additionneurs modulo 2 aux registres. 
Un vecteur a pour composantes 1 ou O. Un 1 signifie que l'additionneur modulo 2 
correspondant est connecté à l'étage du registre à décalage concerné. Au contraire, 
un O signifie l'absence de connexion entre ces deux entités. Ainsi: 
et: 
On peut représenter les générateurs sous forme polynômiale de la manière suiv- 
ante: 
où g:y = 1 si le j-ème additionneur modulo 2 est relié après le Mme délai du i-ème 
registre à décalage et O sinon. 
A ce moment-là, si l'on représente également les séquences d'information et les 
séquences codées sous forme polynômiale, c'est-à-dire: 
où d i ) ( D )  est la partie de la séquence d'information codée par le z-ème registre et: 
c (D)  = [cl ( D )  c2(D) --- - %(D)] (2.16) 
OÙ c j ( D )  est la sortie codée du j-ème additiomeur modulo 2, on a: 
Dans le cas d'un code convolutionnel systématique, c'est-à-dire un code pour 
lequel on retrouve la séquence d'information à la sortie du codeur accompagnée de 
symboles de parité, on a: 
G ( D )  = [I r(o] (2.18) 
Illustrons ces notions à partir du code convolutionnel donné à la figure 2.3. 
Figure 2.3: Exemple de codeur convolutionnel (R = i, K = 3, k = 1) 
Pour ce code: 
6 = [IO1 1111 
Sous forme polynômiale, on a: 
et: 
De la même manière que l'on a défini la matrice de parité d'un code en bloc, on 
peut définir la matrice de parité d'un code convolutionnel par la relation suivante: 
2.3.2 Types de représentation 
Il existe trois manières de représenter le processus d'encodage d'un code 
convolutionnel: par son arbre, son treillis ou par son diagramme d'état. Nous 
allons développer ces trois types de représentation à travers l'exemple du codeur 
donné à la figure 2.4. 
Figure 2.4: Exemple de codeur convolutionnel (R = 4, K = 4, k = 1, g, = [1000], 
g2 = [10111) 
L'arbre correspondant à un code convolutionnel donné est un graphe pour 
lequel 2* branches émanent de chaque noeud, chacune de ces branches correspon- 
dant à une séquence d'entrée de k bits possible. On écrit alors sur la branche les n 
symboles codés de sortie correspondant à cette séquence de k bits. Pour connaître 
la séquence codée correspondant à une séquence d'information donnée, la règle est 
de choisir la branche correspondant aux k bits présents en entrée et de répéter 
l'opération jusqu'à épuiser tous les bits appartenant à la séquence d'information. 
On parcourt ainsi un chemin spécifique à travers l'arbre pour obtenir la séquence 
de sortie. Par exemple, pour le codeur dessiné à la figure 2.4, l'arbre correspondant 
et un chemin spécifique sont donnés à la figure 2.5. 
bit O 
en entrée l 
- Séquence d'entrée : O 1 O 1 1 
Séquence de sortie : 00 11 00 10 10 
Figure 2.5: Arbre correspondant à l'exemple de la figure 2.4 
Une observation attentive de l'arbre de la figure 2.5 révèle qu'il possède une 
certaine redondance a partir du quatrième étage (ce qui est cohérent avec le 
fait que K = 4). En fait, les n symboles codés en sortie sont déterminés par 
les k bits courants en entrée et par les k(K - 1) bits précédents, c'est-à-dire 
les bits contenus dans les k(K - 1) premières cases des registres. En effet, les 
derniers bits présents dans les registres à décalage sont éliminés lors de I'entrée 
des bits courants et donc n'interviennent pas dans le calcul des symboles codés 
de sortie. Ainsi, on peut dire que la séquence de sortie est déterminée par les 
k bits en entrée et l'un des 2k(K-1) états du code. On peut donc obtenir une 
structure simplifiée pour la représentation du code en éliminant tous les noeuds 
de l'arbre étant dans le même état, car ils conduisent aux mêmes symboles en 
sortie lorsqu'ils sont soumis aux mêmes bits d'entrée. En faisant ceci, on obtient 
la structure dite en trezllis du code, qui est plus compacte que la représentation en 
arbre. Le treillis correspondant au code de la figure 2.4 est représenté à la figure 2.6. 
O : État , ,  : Entrée d'un "û'' 0" danse codeur 
1 1  :sor<ie :Entrécd'un"l"danslecodeur 
- Entrée:010 
Sortie : 00 1 100 
Figure 2.6: neillis correspondant à l'exemple de la figure 2.4 
Le treillis de la figure 2.6 comporte huit noeuds à chaque étage car Ie code 
représenté à la figure 2.4 possède z3 = 8 états. Après le deuxième étage, chaque 
noeud possède quatre arcs incidents (deux qui mènent au noeud et deux qui en 
partent). 
On a vu que la sortie du codeur ne dépend que de son état et de l'entrée. 
Une manière encore plus compacte de représenter le code est donc sous la forme 
d'un dzagramme d'état, qui est simplement un graphe où les noeuds représentent 
tous les états possibles et les arcs représentent les transitions possibles entre les 
états. Toutefois, il faut noter que la représentation temporelle disparaît dans cette 
représentation. La représentation en diagramme d'état du code de la figure 2.4 est 
donnée à la figure 2.7. 
Figure 2.7: Diagramme d'état correspondant à l'exemple de la figure 2.4 
Il existe d'autres manières de représenter les codes convolutionnels, comme par 
exemple par fonction de transfert, mais nous ne développerons pas ce genre de 
représentation ici. 
Pour finir, nous allons présenter le principe de l'algorithme de décodage optimal 
des codes convolutionnels: l'algorithme de Viterbi [37]. 
2.3.3 Principe du décodage optimal de Viterbi 
Étant donnée la séquence binaire reçue, cet algorithme consiste à rechercher le 
chemin le plus probable dans le treillis selon une métrique euclidienne (décision 
douce) ou de Hamming (décision dure). Plus précisément, la métrique de la j- 
ème branche du 2-ème chemin au sein du treillis est définie par le Logarithme de la 
probabilité de la séquence reçue R, = {ri,) (rn est le rang du bit dans la séquence 
reçue) conditionnée sur la séquence transmise ~ j . ' )  = {t!:) pour le i-ème chemin, 
soit: 
Ainsi, une métrique pour le z-ème chemin composé de B branches à travers le 
treillis est définie par: 
Le chemin optimal est celui pour lequel la métrique est la plus grande. On 
minimise ainsi la probabilité d'erreur pour la séquence de bits initialement codée 
par le codeur [38]. 
De nombreux travaux portant sur les performances des codes convolutionnels 
et sur les algorithmes de décodage associés ont été entrepris. Ces années de 
recherches, et notamment la découverte des codes concaténés [15], ont permis 
l'invention en 1993 par Berrou et al. [7] de la technique de décodage turbo, qui 
est aujourd'hui la plus performante en termes de probabilité d'erreur. Nous allons 
donc nous attarder un peu plus longuement sur cette technique dans la section 2.4. 
2.4 La technique de décodage turbo 
2.4.1 Concaténation des codes convolutionnels 
Pour construire des codes convolut ionnels performants, c'est-à-dire des codes 
pour lesquels la probabilité d'erreur après décodage optimal est faible, il est 
nécessaire d'avoir une longueur de contrainte K élevée. Toutefois, la complexité 
du décodage des codes convolutionnels croît exponentiellement avec K. Ainsi, 
dans le but d'obtenir des codes convolutionnels performants ne requérant pas une 
trop grande complexité au décodage, Forney [15] a introduit en 1966 le concept de 
codes concaténés. 
Un code concaténé en série est tel que deux niveaux de codage sont appliqués. 
Le premier niveau de codage est effectué par un code appelé code extérieur tandis 
que le deuxième niveau de codage est effectué par un deuxième code appelé code 
intérieur dont le rôle est de coder les données en sortie du codeur extérieur. La 
faible complexité recherchée est atteinte grâce à un décodage séparé des deux 
codeurs. En pratique, un entrelaceur est introduit entre les codes intérieur et 
extérieur (et entre les décodeurs intérieur et extérieur) dans le but de mélanger 
les données fournies par le décodeur intérieur qui peuvent présenter des erreurs 
groupées. De plus, il possède d'autres propriétés qui sont détaillées à la section 
2.4.3. 
Dans le cas d'une concaténation parallèle, deux codeurs codent la même 
séquence d'information, mais celle présente a l'entrée du deuxième codeur a été 
préalablement entrelacée. C'est cette architecture qui est à la base de la technique 
du codage turbo que nous allons détailler à présent. 
2.4.2 Le codage 
Un codeur turbo est typiquement constitué de deux codeurs convolutionnels 
récursifs systématiques comaténés en parallèle séparés par un entrelaceur. La 
structure est représentée à la figure 2.8. 
Figure 2.8: Concaténation parallèle de deux codeurs convolutionneIs récursifs 
Infonnuionnuion 
La matrice génératrice d'un code convolutionnel récursif systématique de taux 
R = f peut s'écrire sous la forme: 
où go (D) et g, (D) sont les polynômes générateurs concernant respectivement la 
rétroaction et le calcul direct des symboles de parité. 
I I 
Codcurl 
Il est à noter que dans le cas du deuxième codeur, seuls les symboles de 
parité sont effectivement transmis étant donné que la séquence d'information est 
identique pour les deux codeurs (modulo i'entrelacement). 
Parid 1 
2.4.3 L'entrelaceur 
Un entrelaceur de longueur N est défini comme étant une permutation de 
N éléments sans répétition. Il réalise donc de manière déterministe ou pseude 
aiéatoire la modification du séquencement des symboles d'information. 
Sa première fonction est de générer un code dont les performances sont 
équivalentes à celles d'un code de longueur de contrainte élevée tout en utilisant 
des codes constituants ayant une faible longueur de contrainte. Sa deuxième 
fonction est de décorréler les entrées des deux codeurs de telle manière qu'un 
algorithme de décodage sous-optimal basé sur l'échange d'information entre 
deux décodeurs puisse être mis en œuvre. En effet, si les séquences d'entrée 
des deux décodeurs sont décorrélées, il y a une forte probabilité pour qu'après 
correction de certaines erreurs par le premier décodeur, certaines erreurs résiduelles 
soient comgibles par le deuxième décodeur (le deuxième décodeur bénéficie des 
corrections apportées par le premier décodeur). 
2.4.4 La structure du décodeur itératif 
t e  décodeur itératif turbo est constitué de deux décodeurs concaténés en série 
séparés par un entrelaceur, identique à celui présent dam le codeur turbo. Il est 
représenté à la figure 2.9. 
Figure 2.9: Décodeur itératif turbo 
Le premier décodeur reçoit en entrée la séquence d'information reçue et 
la séquence de parité reçue qui avait été générée par le premier codeur. Ce 
décodeur produit alors une estimation de la séquence d'information émise, appelée 
information eztrinsèque, qui est entrelacée et utilisée par le deuxième décodeur 
pour produire une estimation affinée des probabilités a prion de la séquence 
d'information émise. 
Les deux autres entrées du second décodeur sont la séquence d'information 
reçue entrelacée et la séquence de parité reçue qui avait été générée par le deuxième 
codeur. Le second décodeur génère lui aussi une information extrinsèque qui est 
utiiisée à l'itération suivante par le premier décodeur pour améliorer l'estimation 
de la probabilité a priori de la séquence d'information émise faite par le premier 
décodeur à l'itération précédente. Cette structure itérative permet d'améliorer 
grandement les performances par rapport à un décodeur qui n'utiliserait qu'une 
seule itération. De ce fait, la boucle de retour est un élément fondamental et 
caractéristique de la technique de décodage turbo d'où elle tue son nom. 
Après un certain nombre d'itérations, les estimations des deux décodeurs ne 
s'améliorent presque plus d'une itération à l'autre. À ce moment-là, le décodeur 
effectue une décision dure sur la séquence décodée après l'avoir délacée. 
2.4.5 Les algorithmes de décodage 
À la vue de ce que l'on vient d'énoncer à la section 2.4.4, les algorithmes de 
décodage utilisés par les deux décodeurs doivent être des algorithmes à décision 
pondérée, c'est-à-dire fournissant une probabilité a posteriori pour chaque sym- 
bole décodé. L'algorithme de Viterbi [3?] a été modifié [17], [21] pour produire 
des estimations pondérées sur les symboles reçus et peut donc être utilisé par le 
décodeur turbo. C'est ce que 1'011 nomme le SOVA (Soft Output Viterbi Algo- 
rithm). Comme l'algorithme de Viterbi, le SOVA minimise la probabilité d'erreur 
par séquence transmise. Un autre critère d'optimisation peut être la minimisation 
de la probabilité d'erreur par bit. L'algorithme réalisant ce critère d'optimisation 
est l'algorithme MAP. C'est l'adaptation que Bah1 et al. [3] ont fait de cet algo- 
rithme qui  est le plus couramment utilisé dans la technique de décodage turbo. 
Nous ne rentrerons pas plus en détail dans ces algorithmes développés dans des 
ouvrages plus spécialisés comme [39]. 
CHAPITRE 3 
DÉCODAGE À SEUIL ITERATIF ET CODAGE 
CONVOLUTIONNEL DOUBLEMENT ORTHOGONAL 
Nous avons présenté à la section 2.4 la technique de codage et de décodage 
turbo. Nous allons analyser dans ce chapitre quels sont ses avantages mais nous 
allons également mettre l'accent sur ses faiblesses et sur une technique qui a été 
proposée en 1997 [16] pour tenter d'y remédier. 
3.1 Forces et faiblesses du décodage turbo 
3.1.1 Avantages de la technique 
Comme nous l'avons déjà mentionné dans la section 2.4, la technique du 
décodage turbo [7] est la plus performante a l'heure actuelle en termes de proba- 
bilité d'erreur. Originellement, on pouvait obtenir une probabilité d'erreur par bit 
de 10-~ pour un rapport signal à bruit de 0.7 dB (soit à 0.7 dB de la capacité du 
canal), en utilisant deux codeurs de longueur de contrainte K = 5, un entrelaceur 
de 65536 bits et un décodage par l'algorithme MAP utilisant 18 itérations. Ces 
performances, ainsi que sa robustesse (notamment dans des canaux très bruités), 
tiennent essentiellement à deux facteurs: 
O un décodage itératif; 
O une décorrélation des observables présentées aux deux codeurs obtenue grâce 
à l'entrelaceur. 
Ces avantages (non exhaustifs) font que la technique de décodage turbo sera 
utilisée dans de nombreux systèmes de télécommunications, comme par exemple 
en téléphonie cellulaire dans la nouvelle norme CDMA de la troisième génération. 
Toutefois, cette technique présente d e w  inconvénients majeurs que nous d o n s  
mettre en évidence dans la section suivante. 
3.1.2 Inconvénients 
On distingue principalement deux faiblesses du décodage turbo qui peuvent 
limiter son champ d'applications: 
- La complexité de l'algorithme de décodage 
On a exposé à la section 2.4.5 les deux algorithmes de décodage principalement 
utilisés par les deux décodeurs lors du décodage turbo: l'algorithme SOVA mais 
surtout l'algorithme MAP. Ce dernier souffre d'une grande compleirité du point 
de vue du nombre d'opérations qu'il doit effectuer et donc du temps de calcul 
nécessaire à son exécution. On estime en effet que l'algorithme MAP est environ 
quatre fois plus complexe que l'algorithme de Viterbi. 
a Le délai induit par chaque itération 
D'après la figure 2.9, on peut observer qu'une itération du décodage turbo utilise 
deux décodeurs, un entrelaceur et un délaceur. Ainsi, si l'on note par 4 ( N )  le délai 
imputable à un entrelaceur de N bits (égal à celui imputable à un délaceur de N 
bits) et par bd le délai induit par l'algorithme de décodage, on obtient une estimation 
de la durée du décodage 6 en écrivant: 
où I est le nombre d'itérations. Or, l'obtention de bonnes performances est 
conditionnée par une tailie d'entrelaceur et par un nombre d'itérations élevés, ce 
qui par conséquent entraîne un temps de décodage lui aussi élevé. 
3.1.3 Évolutions apportées 
Pour tenter de remédier à ces inconvénients, diverses solutions portant sur des 
parties du décodeur ont été envisagées, parmi lesquelles on peut citer: 
0 Modifications de l'algorithme de décodage 
De nombreux chercheurs se sont attaqués au problème de l'algorithme MAP 
dans le but de le simplifier. On peut citer entre autres le travail de Robertson [30] 
ou l'introduction de la procédure log-MAP [6], [26], [31]. 
0 Muence de la structure de l'entrelaceur 
Diverses structures d'entrelaceurs ont été étudiées (entrelaceurs déterministes 
ou pseudcAéatoires) pour tenter d'améliorer la décorrélation des observables 
tout en maintenant une longueur réduite, car d'elle dépend en partie le délai au 
décodage. On pourra se reporter à [32] pour plus de détails. 
3.1.4 Amélioration envisagée 
Les évolutions mentionnées dans la section précédente n'ont pas remis fon- 
damentalement en cause l'architecture même du décodage turbo mais ont plutôt 
cherché à améliorer la structure existante pour tenter de contrer les effets négatïik 
que sont la complexité et le délai. 
Une amélioration a été apportée en 1997 [12], [16] dans laquelle non seulement 
l'algorithme de décodage mais aussi la structure même du décodage turbo ont été 
remis en cause. En effet, pour remédier aux deux inconvénients mis en évidence 
dans la section précédente, l'algorithme MAP a été remplacé par l'algorithme de 
décodage à seuil qui est un autre type de décodage par symbole de complexité 
bien plus faible. En outre, les entrelaceurs ont été éliminés de teile sorte que 
cette source de délai au codage et au décodage est éliminée. Toutefois, pour 
maintenir des performances d'erreur proches de celles du décodage turbo, il a fallu 
d'une part conserver la structure itérative au décodage et d'autre part présewer 
l'indépendance entre les observables à chaque itération sans entrelacement. Nous 
allons revenir à la section 3.3 en détails sur cette technique qui sera développée 
tout au long de ce mémoire. 
3.2 Décodage à seuil et codes convolutionnels orthogonaux 
Avant de détailler l'amélioration apportée par [12], [16] mentionnée dans la 
section précédente, nous allons donner quelques rappels sur le décodage à seuil et 
sur la notion de codes orthogonaux. 
Le concept de décodage à seuil pour les codes convolutionnels a été inventé 
en 1963 par J. L. Massey [23]. Son but était de concevoir un système correcteur 
d'erreurs simple et peu coûteux en matériel. Ce type de décodage est assez 
différent de l'algorithme de Viterbi présenté à la section 2.3 du fait que le décodage 
à seuil est un décodage fondé sur des considérations algébriques et non sur 
des considérations probabilistes. En outre c'est un décodage fonctionnant sur 
des symboles et non sur des séquences et qui peut donc remplacer l'algorithme MAP. 
3 -2.1 Codes convolut ionnels ort hogonaw 
Nous allons considérer dans cette section des codes convolutionnels 
systématiques de taux R = f. La matrice génératrice de tels codes est de la 
forme: 
G ( D )  = (1 g*(D)I (3.2) 
L'opération d'encodage consiste donc à générer un symbole de parité pi pour 
chaque symbole d'information que l'on souhaite transmettre à l'instant 2,  i = 
0,1,2, . . . Si l'on note {g2,Tj j = 1,2, . . . , J) l'ensemble des coefficients de g, (D) 
qui sont égaux à 1, on obtient: 
Ainsi, les J positions 3, j = 1,2, . . . , J spécifient le code utilisé. Un code sera 
dit orthogonal [23] si toutes les dinérences entre deux des positions yj, j = 1,2, . . . , J 
sont différentes, soit: 
La grandeur TJ correspond à la mémoire du codeur. Prenons un  temple pour 
illustrer ces notions. Soit le codeur convolutionnel de la figure 3.1. 
Figure 3.1 : Exemple de codeur convolut ionnel orthogonal 
Pour ce code convolutionnel systématique de taux R = 3, J = 3, G ( D )  = 
[l 1 + D + D3] et donc les positions des connexions sont {ri = O, y2 = 1, y3 = 3). 
De plus, on a bien la loi: 
Pi = 21i @ W-l@&-3 
Ce code est bien orthogonal car: 
3.2.2 Décodage à seuil 
Les symboles d'information % et de paxité pi générés par un codeur orthogonal 
sont ensuite transformés respectivement en symboles de canal zy et 2. d'énergie 
unitaire par un modulateur BPSK, ce qui peut s'écrire sous la forme: 
Ces symboles sont transmis dans un canal à bruit blanc additif gauçsien et on 
note par y: et $ les symboles reçus à l'instant i. Ceci revient à dire que: 
où les ny et ny sont des variables aléatoires gaussiennes de moyenne nulle et de 
variance 2 représentant les symboles de bruit. 
Les décisions dures prises sur y; et g!' et présentes en entrée du décodeur sont 
notées üi et pi de telle manière que: 
où ey et 4 sont les erreurs binaires qui *tent les symboles et pi respec- 
tivement. Les décisions dures sur ui et pi après décodage seront notées et f i  
respectivement. La figure 3.2 permet d'illustrer ces notations. 
équivaut à 
Figure 3.2: Notations relatives au canal de transmission 
Le décodage à seuil est fondé sur le calcul de syndromes à partir des symboles 
de parité rqus, c'est-à-dire qu'il compare les symboles de parité reçus à ceux ré- 
encodés à partir des symboles d'information reçus (un décodeur a seuil contient 
donc le codeur orthogonal correspondant). Plus précisément, le syndrome relatif 
au bit de parité pi vaut: 
Le décodeur à seuil calcule seulement les syndromes relatits aux bits de parité 
{picrj, j = 1,2,. . . , J), soit: 
k=l k=I 
Le traitement que le décodeur effectue à partir de ces syndromes dépend du 
type de sortie que l'on désire, à savoir à sortie pondérée ou dure. Deux types de 
décodeurs, baptisés respectivement Type 1 et Type II à sortie pondérée par Massey 
[23] vont être examinés successivement dans ce qui suit. 
0 D6codeur B sortie dure de Type 1 
Ce type de décodeur forme à partir des J syndromes donnés en (3.14) un en- 
semble de J équations de parité notées {Ai d ,  j = 1,2,. . . , 5, i = 0,1,2,. . .) orthog- 
onales à ey en ce sens que chaque équation de parité inclut le symbole er et que 
les autres symboles d'erreur n'apparaissent qu'une fois et une seule dans l'ensemble 
des équations. On a: 
ou: 
La dernière partie constituant chaque équation Aij  correspond à une rétroaction 
de la décision et est nulle si celle-ci est idéale. On a alors: 
La règle de décision est alors basée sur une logique majoritaire de telle manière 
que l'on décide = i& (on estime qu'il n'y a pas d'erreur) si et seulement si plus de 
L i J  équations de parité sont égales à O. Ceci revient à dire que l'on choisit 6 = & 
si et seulement si: 
où T est la valeur du seuil de décision dont la technique de décodage tire son nom. 
Illustrons ces notions à l'aide du codeur de la figure 3.1 pour lequel 71 = 0, 
' ~ 2  = 1 et ' ~ 3  = 3. Les équations formées par le décodeur à seuil de Type 1 pour cet 
exemple sont, dans le cas d'une rétroaction idéale: 
On obtient donc bien un ensemble d'équations orthogonales à er. Le schéma 
général d'un décodeur à seuil de Type 1 est donné à la figure 3.3. 
Figure 3.3: Schéma d'un décodeur à seuil de Type 1 
Décodeur de Type II & sortie pondérée 
Cette variante du décodeur de Type 1 permet d'obtenir directement une 
estimation du bit décodé, et c'est ce décodeur qui sera largement utilisé dans la 
suite de ce mémoire. 
Dans ce cas, le décodeur forme (J + 1) équations que l'on notera {Bi j ,  j = 
0,1, .. . , J) qui sont obtenues à partir des équations {A, ,j, j = 1,2, . . . , J )  en 
éliminant le symbole Ui et en choisissant Bis = Ci. Ainsi, d'après (3.15), on a, 
pour i = 0,1,2 , .  . .: 
On peut réécrire les équations {Bi ,j, i = 1,2,. . . , J) de la manière suivante: 
On remarque grâce à cette dernière forme que toutes ces équations sont 
orthogonales non plus à l'erreur ey mais au bit 
L'algorithme de décodage à seuil à sortie pondérée va donc assigner au 
bit courant à décoder ui la valeur qui maximise la probabilité conditionnelle 
P(uil{Bij)) pour i = 0,1,2,. . .. Ainsi, on décide ûi = 1 si et seulement si: 
ce qui revient à dire, en prenant le logarithme du rapport de vraisemblance (noté 
L) que l'on choisit & = 1 si et seulement si: 
En utilisant le théorème de Bayes et du fait que les équations {Bi j7 j = 
1'2,. . . , J) sont indépendantes (cette indépendance étant obtenue grâce à la pro- 
priété d'orthogonalité du code), on obtient: 
(3.25) 
Le dernier terme de cette équation représente l'information a priori que l'on 
supposera nulle du fait qu'en général les symboles binaires O et 1 émis par le codeur 
de source sont équiprobables. Nous pouvons simplifier l'équation ci-dessus de la 
manière suivante. D'après la structure des équations {Bi ,j7 j = 1'2, . . . , J )  donnée 
par (3.22)' on remarque que Bij = O si ui = O et que Bij contient un nombre pair 
de symboles d'erreur égaux à 1 ou si q = 1 et que Bi ,j contient un nombre impair de 
symboles d'erreur égaux à 1. Inversement, Bi j = 1 si ui = O et que Ba contient un 
nombre impair de symboles d'erreur à 1 ou si = 1 et que Bid contient un nombre 
pair de symboles d'erreur à 1. Soit ai j = 1 - Pij, j = 0,1,. . . , J, i = 0,1,2,. . . la 
probabilité d'avoir un nombre impair de symboles d'erreur à 1 dans l'équation Bij. 
Ainsi: 
d'où: 
où les w i j  = ln (z) sont des facteurs de pondération de l'équation. On peut 
interpréter ces poids comme étant le logarithme du rapport de vraisemblance de 
l'équation Bi,j en excluant le bit d'information ui. On peut donc écrire: 
Nous d o n s  à présent définir un opérateur fondamental pour la suite du mémoire: 
l'opérateur add-min [35]. Il sera noté par O et est utilisé pour simplifier les calculs 
des logarithmes de rapports de vraisemblance de sommes de variables aléatoires 
binaires. Soient et et 6 deux variables aléatoires binaires, alors: 
soit: 
ce que I'on peut simplifier par: 
D'après [35], on peut estimer la perte induite par cette approximation à moins 
de 0'2 dB à faible rapport signal sur bruit. À fort signal sur bmit, la perte engendrée 
par cette approximation est négligeable. Le lecteur pourra vérifier dans [Il] qu'en 
combinant (3.27), (3.28) et (3.33)' on obtient une approximation du logarithme du 
rapport de vraisemblance que I'on notera Xi et qui s'écrit: 
OU encore: 
et le bit décodé = 1 si et seulement si Xi 1 O. La valeur de la somme xi=l @id 
correspond à la valeur extrinsèque Le (ûi). 
Dans le cas du codeur représenté à la figure 3.1, les équations de parité @id 
s'écrivent: 
@i,i = y!'OXi-lOxi-3 
@i72 = ~ P + ~ O Y I " + ~ O L ~  
tOi.3 = y1P+30~?+3O~;+2 
Le schéma du décodeur de Type II correspondant à cet exemple est présenté à 
la figure 3.4. 
Figure 3.4: Schéma du décodeur à seuil de Type II à sortie pondérée correspondant 
au codeur de la figure 3.1 
3.3 Décodage à seuil itératif et codes convolutionnels doublement or- 
thogonaux 
Nous pouvons maintenant présenter la technique de décodage itératif introduite 
à la section 3.1.4. L'algorithme de décodage des codes convolutionnels utilisé dans 
cette technique est le décodage à seuil présenté à la section précédente. Cette 
décision est motivée d'une part par le fait que c'est une technique de décodage 
symbole par symbole, d'autre part par la très faible complexité de ce type de 
décodage. 
De plus, la procédure itérative est maintenue car elle permet un raffinement de 
l'estimation du symbole décodé courant du moment que les observables à l'entrée 
du décodeur à chaque itération sont indépendantes. 
Or cette technique difEere fondamentalement de la technique de décodage turbo 
du fait qu'elle n'utilise aucun entrelaceu, ni au codage ni au décodage. Ainsi, on 
doit pouvoir obtenir l'indépendance des observables par un autre moyen. Nous 
allons voir que l'on peut y parvenir en imposant des conditions d'orthogonalité 
d'ordre supérieur à la simple orthogonalité introduite par Massey [23]. Ces 
conditions, que nous allons développer plus loin dans cette section, ont donné 
naissance à une nouvelle classe de codes: les codes doublement orthogonaux (en 
anglais CSO2C pour Convolutional Self Doubly Orthogonal Codes) (121, [16]. 
3.3.1 Décodage à seuil itératif 
L'algorithme de décodage à seuil itératif sans entrelacement est obtenu par des 
applications successives de I'algorithme de décodage à seuil présenté à la section 
3.2.2. La sortie pondérée du décodeur à seuil à l'itération ( p  - 1)' que l'on note 
A:'-'), est utilisée avec les symboles de parité reçus pour produire l'information 
extrinsèque L : ~ )  (&) . Le décodeur à l'itération p utilise cette information ex- 
trinsèque avec le symbole d'information r e p  y; pour calculer la sortie pondérée A?). 
D'après (3.34)' la sortie pondérée A!') est donnée par: 
-- 
OU encore, si l'on note par: 
j=l 
La figure 3.5 schématise ce processus. Le délai TJ qui y est représenté permet 
de compenser le délai présent au décodage de manière qu'a chaque itération, ce 
soient les mêmes symboles reçus qui seront présentés au décodeur à seuil. 
Décodeur A seuil 
Itération p (PI 
ÀI 
Figure 3.5: Schématisation du décodage à seuil itératif sans entrelacement 
On remarque d'après (3.38) que A?) est une fonction d'observables corrélées 
du fait de l'absence d'entrelaceurs, ce qui ne permet pas au décodeur d'a.rriver 
à de bonnes performances en termes de probabilité d'erreur. Afin d'obtenir 
l'indépendance des observables requise, la propriété d'orthogonalité du code doit 
être maintenue pour au moins deux itérations, ce qui amène la définition des codes 
doublement orthogonaux (CS02C). 
3.3.2 Codes doublement orthogonaux au sens large 
Nous d o n s  présenter dans cette section les propriétés mathématiques des codes 
qui doivent être satisfaites pour que les observables présentes à l'entrée du décodeur 
soient indépendantes d'une itération à la suivante. Nous allons nous intéresser ici 
à deux itérations seulement. L'écriture de (3.38) donne alors: 
Les deux conditions 1 # k et m # j sont ajoutées afin de supprimer certaines 
répétitions au niveau des observables. D'après (3.41), on peut remarquer que 
certaines conditions doivent être satisfaites pour obtenir l'indépendance des O bserv- 
ables que nous recherchons. La condition principale est que les valeurs produites 
par les différences des différences des positions yj doivent être distinctes. Plus 
précisément, on peut formaliser la définition des codes doublement orthogonaux 
de la manière suivante: 
Définition: Un code convolutionnel systématique de taux R = i est doublement 
orthogonal si et seulement si les positions yj ,  j = 1 , 2 ,  . . . , J satisfont les propriétés 
suivantes: 
a) les différences simples yj - yc sont distinctes entre elles; 
b) les différences des différences (y j  - n) - (7, -yr)  sont distinctes des différences 
simples; 
c) les différences des différences (yj - T ~ )  - (y, - 3) sont distinctes entre elles; 
et ce pour tous (j, k, 1, m) dans {1,2,. . . , J )  tels que j # k, 1 # m, 1 # k et m # j .  
La première condition correspond à la définition de simple orthogonalité douée 
par (3.4). Les deux autres conditions correspondent à des conditions additionnelles 
qui caractérisent les codes doublement orthogonaux. Cette définition possède des 
redondances car on peut montrer que la troisième condition implique les deux 
premières [l] . 
Toutefois, pour un CSO2C de taux R = f, et malgré les conditions 1 # k et 
m # j, on n'obtient pas un ensemble d'observables parfaitement décorrélées. En 
effet, la permutation des indices k et rn produit des dinérences des dinérences 
(Tj - rr) - (y, - 7) identiques bien que la définition donnée ci-dessus soit respectée. 
Ces répétitions inévitables ne peuvent être éliminées du processus de décodage 
sans générer une propagation des erreurs d'une itération à la suivante. En présence 
de ces répétitions indésirables, la définition donnée ci-dessus se réfère aux codes 
convolutionnels doublement orthogonauz au seras large (en anglais CSO2GWS). 
Diverses tentatives pour améliorer la décorrélation des observables en présence 
de ces répétitions ont été entreprises, dans le but d'améliorer les performances du 
décodage, et notamment l'introduction de coefficients de pondération au sein des 
équations constitutives du décodage. Ces coefficients ont pour objectif d'accroître 
l'importance relative des équations I# qui contiennent peu de termes non or- 
thogonaux et de diminuer l'importance de celles qui en contiennent beaucoup [Il]. 
L'équation (3.40) s'écrit alors: 
Diverses méthodes (empiriques ou t héonques) ayant pour objectif de trouver 
les coefficients optimaux ont été entreprises et on se reportera à [Il] pour plus 
de détails sur ces méthodes ainsi que sur les résultats obtenus. 
Ces tentatives n'étant pas totalement satisfaisantes, il a f d u  recourir à une 
modification du codeur afin d'obtenir une double orthogonalité au sens strict qui 
permet d'éviter en totalité les rép6tit ions indésirables d'observables [l6]. Ce type 
de codeur est présenté à la section suivante. 
3.3.3 Codes doublement orthogonaux au sens strict 
L'obtention de codes doublement orthogonaux au sens strict peut être 
intéressante du point de vue des performances d'erreur et du nombre d'itérations 
J nécessaires. Ce type de code est obtenu en utilisant un taux de codage de R = ,. 
Dans cette architecture parallèle du codeur, chaque registre à décalage est con- 
necté à un et un seul additionneur modulo 2 donné de telle manière que les équations 
de syndromes n'utilisent pas les mêmes observables. Le code est dors spécifié par 
une matrice (T,,~) de taille J * J. Chaque T~,, correspond à une case du registre à 
décalage numéro v qui est connectée au symbole de parité numéro W .  De la même 
manière que dans (3.3)' on a: 
Par un processus similaire à celui auquel nous avons abouti à (3.41), on obtient 
ici les J valeurs MAP approximatives associées aux J entrées du codeur [Il]: 
Ainsi, un code doublement orthogonal au sens strict doit satisfaire la définition 
suivante: 
Définition: Un code convolutionnel systématique de taux R = & est dit dou- 
blement orthogonal au sens strict (CS02GSS) si et seulement si: 
a) les Mérences y,,, - rk,, sont distinctes; 
et ce pour tout (v,n, s, k,l) dans (1'2,. . . , J )  tels que s # n, k # v et k # 1. 
D'après cette définition, on se rend compte que toutes les répétitions inévitable. 
et indésirables sont exclues et ainsi la deuxième itération du décodage s'effectue à 
partir d'un ensemble d'observables totalement indépendant de celui de la première 
itération. 
Un exemple de codeur doublement orthogonal au sens strict est donné à la 
figure 3.6. 
Figure 3.6: Exemple de codeur doublement orthogonal au sens strict de taux f 
La matrice des positions correspondant à ce code est donnée par: 
Ce code est bien doublement orthogonal du fait que chaque additionneur 
modulo 2 est relié à exactement un seul registre à décalage. 
3.3.4 Construction des codes doublement orthogonaux 
En utilisant les deux définitions données dans les sections précédentes, les 
auteurs de [2] ont recherché des ensembles de nombres vérifiant les conditions 
propres à chaque type de code. Le critère d'optimisation était la réduction de 
TJ pour les codes au sens large et de m ~ , , ( ~ , , , )  pour les codes au sens strict, 
ces deux grandeurs caractérisant la latence du codeur. Deux techniques ont été 
employées, passant toutes deux par deux étapes: la première consiste à générer un 
ensemble de positions valides et la deuxième étant la réduction de cet ensemble. 
Cette recherche des codes peut être effectuée en utilisant la géométrie p r e  
jective. En effet, dans le cas d'un CSOZGWS, les J positions yj peuvent être 
obtenues en déterminant les J = pd + 1 exposants possibles des points d'une ligne 
+ *Y définie dans une géométrie projective PG(4,pa). Cette méthode n'étant 
pas satisfaisante car les longueurs de contrainte y~ demeuraient trop élevées, une 
méthode pseudo-aléatoire fondée sur l'utilisation d'un seuil de rejet (21 a permis 
d'améliorer ces résuitats. Le tableau 3.1 présente les meilleurs résultats obtenus 
pour les CSO2GWS. Nous renvoyons le lecteur à [l] pour les méthodes et les 
résultats obtenus pour les C S 0 2 G S S .  
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PERFORATION DES CODES DOUBLEMENT ORTHOGONAUX 
4.1 Introduction 
4.1.1 Motivations 
Nous avons présenté dans le chapitre précédent une technique de décodage 
itératif sans entrelacement fondée sur le décodage à seuil. Cette technique semble 
prometteuse du fait qu'elle permet de contourner les deux défauts inhérents à la 
technique du décodage itératif turbo que sont la complexité de l'algorithme de 
décodage et sa latence. De plus elle permet d'atteindre de bonnes performances 
d'erreur comparée aux autres techniques de décodage existantes. 
Toutefois, cette technique n'a été conçue que pour des codes dont le taux de 
codage est égal à R = $ (CSO2GWS) ou à R = 5 (CSOîGSS). Rappelons que 
pour de tels taux de codage, le nombre de symboles binaires effectivement transmis 
sur le canal est le double du nombre de symboles binaires d'information émis par 
le codeur de source. Il s'ensuit que la largeur de bande requise pour transmettre 
ces symboles binaires d'information est deux fois plus importante que dans le cas 
d'une information non codée (on se place ici et dans tout ce chapitre dans le cas 
d'une modulation antipodale BPSK) . 
Or, comme nous l'avons mentionné lors de l'introduction, la bande passante 
est une ressource précieuse que l'on essaie de rentabiliser au maximum lorsque l'on 
effectue le design des systèmes de télécommunications modernes. Le recours à des 
codes de taux élevés R = $ R > f, permet de diminuer l'expansion de largeur 
de bande liée au codage de canal et donc d'augmenter l'efficacité spectrale de la 
communication. 
Dans ce but, nous allons présenter dans ce chapitre une technique basée sur 
la perforation qui va nous permettre d'augmenter le taux de codage des codes 
doublement orthogonaux au sens large et au  sens strict. Les codes obtenus seront 
notés PCS02C pour Punctured Convolutional Self-Doubly Orthogonal Codes. 
Nous étudierons par la suite les conséquences sur 1s performances du décodeur de 
l'emploi de ces codes perforés. 
4.1.2 Introduction à la perforation 
La perforation d'un code convolutionnel [4], [5], [IO], [42] est une technique 
qui permet d'obtenir de manière très simple des codes de taux élevés R = à 
partir d'un code de taux R = (appelé code origine) et qui en outre a le mérite 
d'être souple car des codes de différents taux de codage peuvent être obtenus à 
partir du même code origine. La technique consiste à éliminer périodiquement des 
symboles émis par le code origine de taux R = de telle manière qu'en moyenne 
k 1 la proportion de symboles de parité est égale à (1 - ;) < 5.  
La perforation d'un code origine de taux R = f est uniquement caractérisée par 
une matrice notée P, possédant deux lignes et k colonnes et constituée d'éléments 
binaires (O ou 1). Un taux de codage égal à R = 5 sera atteint si P contient 
exactement n uns et (2k - n) zéros. Un exemple de matrice de perforation est 
donné par (4.1), où k = 3 et n = 4. 
La signification de cette matrice est la suivante: à chaque sortie du codeur cor- 
respond une ligne de la matrice. Les 1 présents sur chaque ligne de la matrice 
signifient que les symboles correspondants seront conservés après perforation alors 
que les O correspondent aux symboles éliminés. La correspondance entre les sym- 
boles et les colonnes de P s'effectue suivant une opération de modulo sur le nombre 
de colonnes. Ainsi, si l'on note par i = 0,1,2,. . .) les symboles présents à la 
première sortie du codeur et par ( c ~ , ~ ,  i = 0,1,2,. . .) ceux présents à la deuxième 
sortie de ce même codeur, les symboles conservés après perforation suivant la ma- 
trice donnée en (4.1) seront ceux qui appartiennent à: 
{c2,9k) u { c z . I + q k )  = 01 132, - - - (4.3) 
car ce sont les symboles pour lesquels l'élément correspondant dans la matrice 
de perforation est égal à 1. Un schéma iIlustrant ces notions est donné à la figure 4.1. 
Figure 4.1: Iliustration de la technique de perforation 
On peut alors vérifier que le taux de codage obtenu par application de la 
matrice de perforation donnée en (4.1) est bien R = k. Pour k = 3 bits en entrée 
du codeur, il y aura 2k = 6 symboles codés délivrés par le code origine et après 
perforation, il en restera n = 4 qui seront effectivement transmis. Le t a u  de 
codage après perforation est donc bien R = = f .  
4.2 Influence de la perforation des CSOZC-WS sur les performances du 
decodage B seuil itératif 
Dans cette section, nous allons étudier l'effet de la perforation des CSOZGWS 
sur les performances du décodage à seuil itératif. Considérons comme code 
origine un CSOSGWS de taux R = q spécioé par l'ensemble de positions 
{ j = 1 2, . . . , J }  - Ce code étant systématique, les symboles en sortie du 
codeur sont d'une part les symboles d'information générés par le codeur de source 
(cl,. = uir i = 0' 1, - . .) et d'autre part les symboles de parité qui ont été calculés 
selon (3.3) ( c ~ , ~  = pi7 z = 0,1,. ..). 
Du fait que les symboles d'information ne peuvent être perforés, la première 
ligne de la matrice de perforation ne doit comporter que des 1. Ainsi, la matrice 
de perforation aura l 'dure suivante: 
Les positions des uns sur la seconde ligne seront dénotés TI, m l . .  . , rn-r (il 
doit y avoir (n - k) uns sur la deuxième ligne pour obtenir un taux de codage égal 
à R = i ) .  
4.2.1 Représentation spectrale des PCSO2C-WS de taux R = & 
Nous d o n s  nous intéresser en premier lieu à la génération de PCSOZGWS de 
taux R = =- En conséquence, la matrice de perforation aura l 'dure  suivante: 
La longueur de cette matrice est égale à k et donc on génère un bit de parité 
à chaque k bits d'information. Le taux de codage qui en résulte est donc bien 
R = -  La position du 1 sur la deuxième ligne sera noté n comme spécifié k+l ' 
ci-dessus. 
En premier lieu, rappelons l'expression de la valeur MAP approximative qui est 
calculée par le décodeur à seuil itératif. 
- À la première itération: 
- À l'itération p 2 2: 
On rappelle d'après (4.6) et (4.8) que pour décoder le bit courant % à l'itération 
p, le décodeur utilise J équations dont la somme forme l'information ex- 
trinsèque. Or, quelle que soit l'itération p, chaque équation $&) utilise un seul 
symbole de parité #*, propre à chaque équation mais identique pour toutes les 
itérations, et donc l'ensemble des symboles de parité nécessaires pour décoder le 
bit est: 
Or si l'on considère la matrice de perforation donnée par (4.5)' les seuls sym- 
boles qui ne seront pas éliminés par le processus de perforation sont ceux dont la 
position en sortie du codeur est égale à m, et ce, modulo k. Ce sont donc ceux qui 
appartiennent à l'ensemble donné par (4.11) : 
Ainsi, les seuls symboles de parité que le décodeur a à sa disposition pour 
effectuer le décodage de ui sont ceux pour lesquels l'égalité suivante est vérifiée: 
soit: 
Ainsi, l'équation II)!:) verra son symbole de parité conservé par le processus de 
perforation si la position correspondante rj vérifie (4.13), et ce quel que soit p. 
Pour les équations dont la position correspondante ne vérifie pas (4.13), elles ne 
pourront pas déiivrer un résultat correct et donc on doit les forcer à la valeur O 
pour qu'elles n'iduent pas la valeur de l'information extrinsèque L ~ ) ( G ) .  Ainsi, 
le décodeur à seuil itératif opérera de la manière suivante: 
où: 
- A la première itération: 
- A l'itération p 2 2: 
a sinon, quelle que soit l'itération: 
Définissons l'ensemble de positions 3 de la manière suivante: 
= {y, vérifiant rj = (T - i) mod(k)) 
= {^/i tel que d~) + 0 ,p  = 1,2, .. .) 
et: 
Ji correspond au nombre de positions qui vérifient (4.13) et donc au nombre 
d'équations qui seront effectivement utilisées par le décodeur à seuil itératif pour 
décoder le bit courant W. Ainsi, cette quantité détermine la performance effective 
du décodeur à seuil itératif en ce qui concerne le bit courant à l'instant i. 
Supposons qu'à un instant i fixé, on ait Ji = J. Cela signifie que le décodeur va 
disposer de J équations non nulles pour décoder te bit w, et donc la valeur MAP 
approximative A?) correspondant à ce bit va être la même que celle calculée dans le 
cas où le code n'est pas perforé. Ceci est également vrai pour les bits w+k, 2ti+3kt . . . 
Toutefois, si Ji = J, cela signifie que: 
r j=(*-i)mod(k),  V j e  { l , . . . , J }  (4.21) 
Or, si une telie égalité est vérifiée, à l'instant (i+ 1) on aura de manière évidente: 
rj # ( T -  i - 1) mod(k), V,j € {l, - - - '  J }  (4.22) 
et donc Ji+1 = O. On voit donc apparaître un phénomène caractéristique de 
l'effet de la perforation sur ce type de décodage, soit le fait qu'elle engendre des 
capacités de correction au décodage inégales d'un bit à l'autre. Il semble possible 
a priori d'obtenir des capacités de correction égales pour tous les bits (i.e. quel 
que soit 2 ) .  Il est important de mentionner ici que les performances du décodeur 
à seuil, soit {Ji, i = 0,1,2, . . .), sont entièrement déterminées par l'ensemble des 
positions { T ~ ,  j = 1,2,. . . , J). Il est donc possible de prévoir les performances 
d'un PCS02GWS donné uniquement à partir de son ensemble de connexions. 
Ces performances peuvent alors être représentées très simplement de manière 
graphique en utilisant une représentation spectrale. Tout d'abord, nous pouvons 
remarquer que les valeurs de Ji sont périodiques de période k car (4.13) l'est 
également. En effet, pour tout i = 0,1,2,. . . et tout q = 0,1,2,. . . on a: 
d'où: 
Ainsi, seules les k premières valeurs JO, Ji, . . . , Jk-l sont nécessaires pour 
déterminer les performances du décodeur. Parmi ces k valeurs, il y en a un certain 
nombre qui sont distinctes. La représentation spectrale consiste donc à placer 
aux abscisses correspondant à ces valeurs qui sont distinctes des raies d'amplitude 
la proportion des Ji qui sont égales à ces valeurs, soit la proportion des bits 
d'information qui seront décodés avec Ji équations. 
Prenons deux exemples pour illustrer ces notions. Premièrement, con- 
sidérons le CSO2GWS ( J  = 10) dont les connexions sont aux positions 
{O, 29,40,43,1020,1328,1493,1606,1696,1698) que nous perforons a un taux R = 
4 suivant la matrice (T = 0): 
Nous allons déterminer les capacités de correction pour chaque bit. Com- 
mençons par i = O. On doit alors calculer les restes des positions Tj par k et 
les comparer à (n - i) = O, ce qui donne: 
Donc go = {(ri, 7 5 ,  7io}. Ainsi, Jo = 3 et le décodeur dispose à chaque itération 
de trois équations de parité non nulles pour décoder uo. Si l'on répète ce processus 
pour JI ,  on doit calculer les restes des yj par k et les comparer à (r - i) = -1 
mod(3)= 2 mod(3). On obtient alors Ji = 2. De la même manière, on obtient 
J2 = 5. Si l'on poursuivait plus loin Ie processus, on obtiendrait J3 = 3, Jq = 2, 
etc. Ainsi, les valeurs trouvées pour Ji prennent trois valeurs différentes lorsque i 
varie, i = 0,1,2. La représentation spectrale de ce code à un taux R = comporte 
donc trois raies (une à JO = 3, une deuxième à Jl = 2 et une troisième à J2 = 5) 
et un tiers des bits d'information seront décodés avec trois équations de parité, 
un autre tiers avec deux équations de parité et enfin un dernier tiers avec cinq 
équations de parité. Ainsi, toutes les raies sont d'amplitude ) et la représentation 
spectrale du code est donnée à la figure 4.2. 
Figure 4.2: Spectre de perforation du PCSO2CWS de taux R = f ayant J = 10 
connexions aux positions {O, 29,40,43,1020,1328,1495,1606,1696,1698) 
Prenons à présent un deuxième exemple. Soit le CS02GWS ayant J = 8 
connexions dont les positions sont {O, 43,139,322,422,430,441,459) que nous per- 
forons à un taux R = suivant la matrice suivante (T = 1): 
De la même manière que dans l'exemple précédent, pour i = O, on a (T - i) = 1 
et: 
t 
71 = O # 1 mod(2) 
y* = 43 = 1 mod(2) 
y3 = 139 = 1 mod(2) 
7 4  = 322 # 1 mod(2) 
= 422 # 1 mod(2) 
76 = 430 # 1 mod(2) 
77 = 441 = 1 mod(2) 
, y, = 459 = 1 mod(2) 
Ainsi, JO = 4 et de Ia même manière JI = 4. Comme k = 2, les Ji sont 
périodiques de période 2 et se& JO et JI sont nécessaires à la description du 
comportement du code. Ce code est donc tel que tous les bits d'information seront 
décodés avec le même nombre d'équations. Son spectre est représenté à la figure 4.3. 
Figure 4.3: Spectre de perforation du PCSO2GWS de taux R = f ayant J = 8 
connexions aux positions {O, 43,139,322,422,430,441,459) 
On peut remarquer que I'on peut calculer le spectre d'un code à un taux de 
perforation donné directement en calculant les restes des differentes positions par 
k du fait que l'opération de division des Tj par k est commune à tous les instants i. 
En identifiant les restes obtenus avec (?r - i), on peut calculer en une seule fois les 
Ji qui nous intéressent. Par exemple, si l'on calcule les restes de manière explicite 
dans le premier exemple que nous avons traité, on a: 
donc, comme .rr = O on a bien JO = 3, JI = 2 et J2 = 5. On peut remarquer grâce a 
cette manière de calculer le spectre que l'ensemble des positions doit se "répartir" 
entre les k restes possibles et donc on peut avoir une répartition plus ou moins 
inégales des positions. De cette remarque, on peut également écrire: 
De plus, dans le cas où Ji est constant en fonction de i, c'est-à-dire dans le cas 
où tous les bits d'information sont décodés avec le même nombre d'équations de 
parité, on a: 
On peut remarquer que pour qu'une telle condition soit remplie, il faut que J 
soit un multiple de k. 
4.2.2 Étude des performances d'erreur 
Nous allons présenter dans cette section les performances obtenues par 
simulation à l'ordinateur lors du décodage à seuil itératif de codes doublement 
orthogonaux perforés. Pour ce faire, nous d o n s  étudier l'influence de divers 
paramètres que sont le taux de codage R, la matrice de perforation P, le nombre 
de connexions J et pour finir la position des connexions yj ,  j = 1,2, ..., J .  
0 Influence du taux de codage R 
La figure 4.4 présente les performances en termes de probabilité d'erreur de 
PCSO2GWS de taux de codage R = ) et  R = ) ayant J = 8 connexions aux 
positions {O, 43,139,322,422,430,441,459). Comme prévu, plus le taux de codage 
augmente, plus les performances se dégradent. 
Figure 4.4: Performances à la première et à la troisième itération du décodage des 
PCSO2GWS de taux R = 3 et  R = ayant J = 8 connexions aux positions 
{O, 43,139,322,422,430,441,459) 
Si l'on se réfère à la section précédente où a été analysée théoriquement 
l'influence de la perforation, on peut remarquer que plus le taux de codage 
augmente et plus le nombre d'équations que va calculer le décodeur à seuil à 
chaque itération est faible, étant donné que J reste constant et que k augmente. 
En effet, les J positions doivent se "répartir" sur un ensemble de cardinalité plus 
grande, ce qui fait chuter les performances en terme de probabilité d'erreur. De 
manière plus quantitative, la figure 4.5 représente les spectres de perforation des 
codes utilisés. On voit donc bien à travers cette représentation l'effet du taux de 
codage sur les performances. 
De plus, plus le nombre d'itérations augmente, plus l'écart de performances est 
flagrant. En effet, à la première itération, l'écart de performances entre les codes 
de taux R = f et R = à une probabilité d'erreur de 10-~ est à peine supérieur à 
1 dB alors qu'à la troisième itération, il est de l'ordre de 1,5 dB. Ceci vient du fait 
qu'à chaque itération, le décodeur à seuil se comporte de la même manière et donc 
ses effets sont amplifiés. 




bits d'information f 
Figure 4.5: Spectre de perforation des PCSO2GWS de taux R = f et R = $ ayant 
J = 8 connexions aux positions {O, 43,139,322,422,430,441,459) 
Influence de la matrice de perforation P 
La figure 4.6 permet de visualiser les performances du décodage à seuil itératif 
du PCSOZGWS de taux R = q ayant J = 10 connexions aux positions 
{O, 29,40,43,1020,1328,1495,1606,1696,1698) perforé suivant les trois matrices 
de perforations possibles données par (4.32)' (4.33) et (4.34). 
On remarque que les performances au décodage sont parfaitement identiques 
quelle que soit la matrice de perforation utilisée et quelie que soit l'itération que 
l'on considère. Ceci s'explique très bien si l'on se réfère encore une fois à la 
représentation spectrale du code donné à la figure 4.2. En effet, la seule dinérence 
engendrée par le choix d'une matrice de perforation particulière porte uniquement 
sur la valeur de r. Or cela ne modifie en aucune manière le spectre de perforation 
du PCSO2GWS utilisé et donc ne change aucunement ses performances. La 
seule dinérence que l'on peut observer est un décalage dans le temps du nombre 
d'équations utilisées pour décoder les différents bits d'information. Par exemple, 
pour la matrice de perforation donnée en (4.32)' on avait obtenu JO = 3, Ji = 2 
et J2 = 5 (le spectre de ce code est représenté à la figure 4.2). Dans le cas de la 
matrice donnée en (4.33)' on obtiendrait JO = 5, J1 = 3 et J2 = 2. Ainsi, ce ne 
sont pas les mêmes bits qui sont décodés avec un nombre d'équations fixé. Ceci 
peut s'avérer utile daris le cas où l'on chercherait à protéger certains bits plus que 
d'autres. 
Figure 4.6: Performances à la première et à la troisième itération du décodage 
du PCSO2GWS de taux R = 3 4 ayant J = 10 connexions aux positions 
{O, 29,40,43,1020,1328,1495,1606,1696,1698) perforé suivant les trois matrices 
données en (4.32), (4.33) et (4.34) 
O Muence du nombre de connexions J 
La figure 4.7 présente l'influence du nombre de connexions J sur Les perfor- 
mances du décodeur à seuil itératif à un taux de codage fixe égal à R = f. 
Figure 4.7: Performances à la première et à la troisième itération du décodage de 
plusieurs PCSOZGWS de taux R = ) dont le nombre de connexions varie entre 
J = 8 e t  J=11 
Quatre codes de taux R = ) dont le nombre de connexions varie de J = 8 à 
J = 11 ont été testés et leurs spectres de perforation sont représentés à la figure 4.8. 
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Figure 4.8: Spectres de perforation des PCSO2GWS de taux R = f utilisés à la 
figure 4.7 
Étonnamment, d'après la figure 4.7, on remarque qu'à fort rapport signal sur 
bruit on peut dégrader les performances en utilisant des codes possédant un plus 
grand nombre de connexions, et ce quel que soit l'itération considérée. En effet, 
on remarque que le code possédant J = 8 connexions est meilleur que les codes 
possédant J = 9 ou J = 10 connexions au delà de 4 dB. Toutefois, c'est le code 
possédant J = 11 connexions qui reste le meilleur. 
Ces résultats peuvent s'expliquer de part les spectres représentés à la figure 
4.8. En effet, les deux codes possédant J = 9 ou J = 10 connexions ont tous 
deux la moitié des bits qui est décodée avec seulement trois équations de parité 
alors que tous les bits du code possédant J = 8 connexions sont décodés avec 
quatre équations de parité. Cela signifie que c'est le nombre d'équations minimal 
avec lequel certains bits sont décodés qui dicte majoritairement les performances 
asymptotiques du décodage, alors que les autres valeurs de Ji engendre des 
modifications du second ordre sur les performances. Nous allons revenir sur ce 
point dans le paragraphe suivant où ce phénomène est bien plus flagrant. 
Influence de la position des connexions yj,  3 = 1,2, . . . , J 
Afin de vérifier l'intuition décrite au paragraphe précédent, on a choisi de 
comparer les performances de PCS02GWS ayant tous J = 8 connexions mais dont 
les matrices génératrices (et donc les spectres) varient. La figure 4.9 synthétise 
ces résultats pour les spectres représentés a la figure 4.10. La figure 4.9 permet de 
confirmer que le fait d'avoir une fois sur deux un très faible nombre d'équations 
de parité détruit bien plus les performances du décodeur que le fait d'en avoir une 
fois sur deux un très grand nombre ne les améliore. 
Figure 4.9: Performances à la première et à la troisième itération du décodage 
de plusieurs PCSOZC-WS ayant tous J = 8 connexions et dont les spectres sont 
représentés à la figure 4.10 
Ceci peut s'expliquer si l'on analyse le gain de codage asymptotique de codage 
du décodeur à seuil. On a [Il]: 
La courbe donnant le gain asymptotique de codage en fonction de J est donnée 
à la figure 4.11. 
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Figure 4.10: Spectres de perCoration de PCSOZGWS de taux R = f ayant tous 
J = 8 connexions mais dont les positions varient 
On peut se rendre compte à la lecture de cette courbe que les variations de gain 
asymptotique de codage sont beaucoup plus fortes pour de faibles valeurs de J que 
pour de fortes valeurs de J. Ceci vient du fait que: 
et donc la dérivée du gain asymptotique de codage prend des valeurs bien plus 
élevées pour les faibles J .  Par conséquent, le fait de perdre des équations de 
décodage sur certains bits est bien plus dommageable du point de vue des 
performances que l'apport engendré par le gain d'équations sur d'autres bits. 
Figure 4.11: Gain asymptotique de codage d'un décodeur à seuil classique de taux 
L R = -  
2 
Donc, pour décrire les performances du décodage à seuil itératif d'un PCSOBG 
WS plus succinctement que par son spectre de perforation (mais néanmoins plus 
incomplètement), on définit J ' E  comme étant le nombre minimal d'équations de 
parité dont dispose le décodeur: 
4.2.3 Cas des codes de taux R =  6 
Durant toute la section précédente, nous n'avons parlé que de l'obtention de 
codes de taux R = m- * Nous allons aborder à présent le cas des codes de taux 
quelconque R = où (k + 1) 5 n 5 2k et analyser leur performance lors du 
décodage à seuil itératif. 
Dans le but d'obtenir un code de taux R = %, on doit utiliser une matrice de 
perforation de longueur k ayant l'allure suivante: 
On rappelle que les positions des 1 au sein de cette matrice sont notés 
T I ,  r z i  . . . rn-k. De la même manière que celle qui nous a permis d'aboutir à (4.13)' 
on a cette foisci l'ensemble des symboles conservés par l'opération de perforation 
qui s'écrit: 
Ainsi, les équations de parité qui seront conservées sont celles pour lesquelles 
leur indice j vérifie la relation suivante: 
Ainsi, et comme on devait s'y attendre a priori, le fait de considérer un taux 
de codage plus faible que R = & améliore les performances du fait qu'une 
équation de parité a (n - k) fois plus de chance d'être conservée par le processus 
de perforation. 
Nous allons donc étendre l'étude théorique faite précédemment au cas 
des PCS02GWS de taux R = k 
R' Considérons par exemple le 
code ayant J = 10 connexions dont les positions étaient données par 
{O, 29,40,43,1020,1328,1495,1606,1696,1698). Nous avons déjà déterminé son 
spectre de perforation à un taux R = 3 qui est représenté à la figure 4.2. Nous 
avions déterminé les restes de ces positions par la division modulo 3 et les résultats 
sont rappelés ci-dessous: 
Considérons à présent la perforation de ce même code à un taux R = g. La 
matrice de perforation est choisie égale à: 
Les équations qui seront conservées lors du décodage du bit uo sont celles pour 
lesquelles le reste de la division des positions correspondantes par k = 3 vaut 
?rl = O ou ~2 = 1. Ainsi, JO = 8 et de la même manière J1 = 5 et Jz = 7. Donc pour 
obtenir le spectre de perforation d'un code à un taux R = k, il suffit de définir son 
spectre à un taux R = & et de prendre toutes les combinaisons de (n - k) raies 
spectrales parmi les k raies présentes pour obtenir le spectre du code de taux R = 5. 
Un exemple de performances à deux taux de codage diEérents R = et 
R = & est présenté à la figure 4.12. Comme prévu, on retrouve une dégradation 
progressive des performances au hir et à mesure que le taux de codage R augmente 
pour les mêmes raisons que dans le cas des codes de taux R = &. La grande 
différence de performance que l'on peut observer entre deux taux de codage somme 
toute assez proches peut s'expliquer si l'on observe les spectres des codes utilisés 
7 représentés à la figure 4.13. La mauvaise performance du code de taux R = 
vient du fait que certains bits seront décodés avec deux équations au décodage 
contre quatre au pire dans le cas du code de taux $. 
Figure 4.12: Performances à la première et à la troisième itération du décodage 
des PCSO2GWS de taux R = $ et R = & ayant J = 8 connexions aux positions 
{O, 43,139,322,422,430,441,459) 
k De la même manière que dans le cas de la perforation à un taux R = E, 
la position des 1 au sein de la matrice de perforation n'a aucune influence sur 
les performances du décodage. De plus, on peut généraliser l'équation (4.30) en 
écrivant que: 
nomtxc d'bquatioas de 
pariti disponibles 
7 Figure 4.13: Spectres de perforation des PCSOZGWS de taux R = 5 et R = 
ayant J = 8 connexions aux positions {O, 43,139,322,422,430,441,459) 
En outre, le rôle de J;!: est encore une fois valide et de manière plus générale, 
les codes de taux R = se comportent de la même manière que les codes de taux 
R=- * On avait établi que dans le cas de ce dernier, pour des codes présentant un k+l - 
nombre d'équations au décodage constant, on avait J z :  = f. On peut généraliser 
cette formule en disant que dans le cas de codes ayant un spectre de perforation ne 
comportant qu'une seule raie: 
4.3 Propriétés des PCS02C-WS 
4.3.1 Recherche des PCS02C-WS optimaux 
Nous allons présenter dans cette section les meilleures performances d'erreur 
que l'on peut obtenir lors du décodage à seuil itératif des PCS02CWS ainsi que 
les codes qui permet tent d'obtenir ces performances. 
On a déjà mentionné précédemment que les meilleures performances sont 
obtenues pour des PCSO2GWS dont le spectre de perforation ne comporte 
J qu'une seule raie à Jzz = E ,  car J . ;  est ainsi maximisé. Le critère principal 
d'optimisation pour la recherche de bons codes sera donc de rechercher parmi 
l'ensemble des PCSOZGWS connus [l] ceux pour lesquels Ji est constant en 
fonction de i à un taux de codage donné. Pour ce faire, il sufnt d'effectuer la 
division des positions 7, par k e t  d'en regarder les restes comme on l'a expliqué 
dans les sections précédentes. 
Parmi l'ensemble des PCSO2CWS connus dont le spectre ne comporte qu'une 
seule raie à JzE = f y on choisira celui dont la longueur de contrainte est la plus 
faible, de telle sorte que le délai généré au codage et au décodage soit minimal. 
Les tableaux 4.1, 4.2 et 4.3 présentent les meilleurs PCS02GWS pour les trois 
taux de codage R = 1, R = 3 et R = $ respectivement. 4 











En ce qui concerne le taux de codage R = 8 ,  on n'avait pas à notre disposition 
de codes doublement orthogonaux de longueur de contrainte K < 10' qui satisfai- 
sait J = 12 et J Z i  = 3. C'est la raison pour laquelle le tableau 4.3 ne présente 
pas de résultat pour J > 11. De plus, on rappelle qu'aucune garantie n'est donnée 
ici quant à Iyoptimalité de la longueur de contrainte des codes présentés étant 
donné que certains des codes présentés n'appartiennent pas à la liste des codes 
optimaux dressée dans [l] . On rappelle que la prospection de ces codes ne s'est faite 
que parmi ceux qui sont connus et aucun nouveau CSOZGWS n'a été découvert ici. 
14 
Les performances exhaustives de ces codes sont données en annexe 1. 
1 13 1 6 1 (O, 576, 1331,1897, 2222,4684, 6502, 7293, 10785, 18999,20901, 22157, 1 
J z ;  { ~ , , j  = 1,2, -. . , J }  










{O, 1, 24, 37, 41} 
{O, 1, 17, 70,95, 100) 
{O, 1, 53, 128, 207, 216,222) 
{O, 43, 139, 322, 422, 430, 441, 459) 
{O, 29,75, 404, 864, 983, 1047, 1048, 1051) 
{O, 220, 521, 695, 908, 926, 1059, 2457, 3367, 3458) 
{O, 220,521, 695, 908,926, 1059, 2457, 3367,3458, 3490) 
{O, 576, 1331, 1897, 2222,4684,6502, 7293, 10785, 18999,20901,24372) 
24372) 
{O, 576, 1331,1897, 2222,4684,6502, 7293, 10785,18999,20901,22157, 
24372. 295321 





















{ ~ , , j = l 1 2 , . . . , J )  
{O, 1, 5, 23, 93, 340) 
{O, 1, 5, 23, 93, 197, 340) 
{O, 49, 67, 173, 420, 606, 617, 620) 
{O, 220, 521, 695,908, 1059, 2457, 3367, 3490) 
{O, 220,521, 695,908,926, 1059, 2457, 3367,3490) 
{O, 1, 5, 7982, 15760,16210, 22066, 24392,38186,50004,66165) 
(O, 1, 5, 7982, 15760, 16210, 22066, 24392, 38186, 50004,66165, 81999) 








{O, 1, 5 ,  7982, 15760, 16210, 22066, 23146, 24392, 38186, 50004, 66165, 





{yjlj = 112,..., J }  
{O, 220, 521, 695, 926, 1059, 2457,3458) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3458) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3367,3458) 
{O, 220, 521, 695, 908, 926, 1059, 2457, 3367, 3458, 3490) 
4.3.2 Codes imbriqu6s 
A la section précédente, on a déterminé les meilleurs codes que l'on avait à 
notre disposition pour la perforation à un taux de codage donné. Le choix des 
connexions était guidé en premier lieu par l'obtention des meilleures performances 
possibles en termes de probabilité d'erreur et en second lieu par une longueur de 
contrainte minimale. 
Une observation attentive des tableaux 4.1, 4.2 et 4.3 mon- 
tre que le code ayant J = 11 connexions dont les positions sont 
{O, 220,521,695,908,926,1059,2457,3367,3458,3490) se révèle excellent pour 
les trois taux de codage considérés. On peut donc penser créer plusieurs codes 
imbriqués à partir de ce code et obtenir une structure souple permettant d'utiliser 
un code optimal en termes de probabilité d'erreur pour un taux de codage R donné 
à partir de ce seul code. Les tableaux 4.4, 4.5 et 4.6 présentent les positions des 
connexions que I'on peut utilwr pour ces codes imbriqués. 
Ce genre de propriété peut s'avérer extrêmement avantageuse au niveau de 
la souplesse d'une implémentation éventuelle en VLSI, du fait qu'un seul codeur 
ayant J = 10 connexions est nécessaire. Les connexions sont alors activées ou non 
selon le compromis que I'on désire faire entre le niveau de performances et le délai 
du codage et du décodage et le taux de codage choisi. 
Tableau 4.4: PCS02GWS imbriqués optimaux de taux R = % 









{r,,i = 1,2, ...,J) 
{O, 220, 521, 695) 
{O, 220, 521, 695, 908) 
{O, 220, 521, 695, 908, 1059) 
{O, 220, 521, 695, 908, 926, 1059) 
{O, 220, 521, 695, 908, 926, 1059, 2457) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3367) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3367,3458) 







{ ~ , , j  = 1,2,. .  .,J) 
{O, 220, 521, 695, 1059, 3367) 
{O, 220, 521, 695, 908, 1059,3367) 
{O, 220, 521, 695, 908, 1059, 2457,3367) 
{O, 220, 521, 695, 908, 1059, 2457, 3367,3490) 





{ r , , j = 1 , 2  ,-.-, J} 
{O, 220, 521, 695, 926, 1059, 2457, 3458) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3458) 
{O, 220, 521, 695, 908,926, 1059, 2457, 3367, 3458) 
4.3.3 Utilisation des coefficients de pondération pour le décodage des 
PCS02C-WS 
Jusqu'à présent, on a analysé les performances du décodeur à seuil itératif 
lors du décodage des PCSOSGWS de divers taux de codage et on a présenté des 
codes qui permettaient d'obtenir les meilleures performances possibles au niveau 
du décodage. Toutefois, la recherche des codes optimaux pour la perforation (ceux 
dont le spectre de perforation ne comporte qu'une seule raie) s'est souvent faite 
au détriment de la longueur de contrainte du fait que les meilleurs PCSOâGWS 
du point de vue du spectre de perforation trouvés ont rarement une longueur 
de contrainte minimale. U peut donc être avantageux de pondérer les équations 
constitutives du décodeur afin d'améliorer les performances des codes qui ne sont 
pas optimaux mais dont la longueur de contrainte K est réduite. On pourrait y 
gagner en latence au niveau du codage e t  du décodage. 
En effet, en analysant la manière dont la valeur MAP approximative Ap) est 
passée d'une itération à la suivante, il existe un moyen d'améliorer les performances 
du décodeur en introduisant des coefficients de pondération au sein des équations 
$J!$) de la manière suivante: 
On rappelle que: 
si (4.13) est vérifiée et @!$) = O sinon. Ainsi, pour décoder le bit ui à l'itération p, 
le décodeur à seuil va calculer Ji équations de parité à partir d'un certain nombre 
de valeurs MAP de l'itération précédente. Certaines de ces vaieurs MAP ~g; ,~l~~ 
ont été calculées avec beaucoup d'équations de parité et d'autres non. L'idée est 
de favoriser par un coefficient de pondération plus élevé les équations qui utilisent 
davantage de ces valeurs MAP qui ont été calculées à l'itération précédente avec 
beaucoup d'équations de parité afin de "rééquilibrer" les fiabilités des valeurs 
MAP. Regardons un exemple pour illustrer ces propos. 
Soit le PCSO2GWS de taux R = 3 ayant J = 9 connexions aux positions 
(0,9,21,395,584,767,871,899,912). Ce code est le meilleur obtenu jusqu'à présent 
en ce qui concerne la longueur de contrainte [l] mais il n'est pas optimal en ce qui 
concerne la probabilité d'erreur. En effet, si l'on considère la matrice de perforation 
suivante (n = 0) : 
et sachant que: 
Ainsi, les valeurs MAP Ai pour lesquelles i est pair auront été calculées avec 
peu d'équations de parité alors que les valeurs MAP pour lesquelies i est impair 
auront été calculées avec beaucoup d'équations de parité. L'idée est donc de 
favoriser à la deuxième itération les équations qui sont calculées avec des Ai où i 
est impair. 
Ainsi, lors de la deuxième itération, les coefficients des équations comportant 
plus de valeurs MAP pour lesquelles i est impair seront choisis plus élevés que ceux 
des équations comportant plus de valeurs MAP pour lesquelles i est pair. Nous ne 
rentrerons pas plus dans les détails de ce concept étant donné que la détermination 
des coefficients a?) utilisés au sein des équations dépasse le cadre de ce mémoire [Il]. 
4.4 Cas des CS02C-SS 
4.4.1 Influence de la perforation: extension des PCSO2C-WS 
Jusqu'à présent, nous n'avons considéré que le cas des CSOSC-WS, c'est-à-dire 
le cas de codes de taux R = ne permettant pas de satisfaire les exigences 
d'indépendance stricte des observables entre les itérations. Nous allons aborder 
dans cette section le cas de la perforation des C S 0 2 G S S  introduits à la section 
3.3.3. On rappelle que ces codes different majoritairement de leurs homologues au 
sens large du fait qu'ils sont constitués de J registres à décalage en parallèle. Par 
J conséquent, le taux de codage est égal à R = S. 
Comme mentionné dans la section 3.3.3, un CS02CSS est spécifié non plus 
par un vecteur de position de connexions au sein d'un registre à décalage mais 
par une matrice de positions notée (y,,) avec v = 1'2,. . . , J et w = 1'2,. . . ,J. 
Rappelons d'abord l'expression de la valeur MAP approximative obtenue par le 
décodeur à seuil [12], 1161: 
- A la première itération: 
- A l'itération p 2 2: 
Nous allons suivre ici exactement le même raisonnement qui nous a permis 
d'aboutir à (4.13). D'après (4.49) et (4.50), le décodeur a besoin de l'ensemble des 
symboles de parité suivants pour décoder le bit h,i: 
Intéressons-nous à présent à la matrice de perforation que nous allons devoir 
utiliser pour générer un code dont le taux de codage est équivalent à R = A. Celle- 
ci doit posséder k colonnes et 2 J lignes (une pour chaque sortie d u  codeur). Les 
J premières lignes correspondent au bits d'information tandis que les J dernières 
correspondent aux symboles de parité. Comme dans le cas des PCS02GWS, on ne 
peut perforer les bits d'information et donc les J premières lignes de la matrice de 
perforation ne comportent que des uns. Dans le but d'atteindre un taux de codage 
équivalent à R = &, chacune des J dernières lignes ne doit comporter qu'un seul 
un. Par exemple, considérons la matrice de perforation suivante: 
Vérifions que le taux de codage que permet d'atteindre cette matrice est con- 
forme à nos attentes. Sur une période égale à la longueur de la matrice, c'est-à-dire 
sur une période égale à k, le nombre de bits en entrée du codeur est égal à kJ et 
en sortie, on retrouve les kJ bits d'information (le codeur est systématique) ainsi 
que J symboles de parité (un par ligne de la matrice de perforation). Ainsi le taux 
de codage vaut: 
et est bien équivalent à R = &. 
En considérant une telle matrice de perforation, les symboles de parité qui seront 
conservés seront ceux de la forme {g,xv+qk, 1 = 1,2,. . . , J, q = O, 1,2,. . .) où ir, est 
la position du 1 sur la ligne J + v de la matrice de perforation. Donc parmi ceux 
qui sont nécessaires au décodage de h,,, les seuls symboles de parité disponibles 
sont ceux qui vérifient: 
soit: 
D'après (4.55), on peut remarquer une propriété fondamentale régissant le 
comportement des PCS02GSS. En effet, pour v fixé v = 1,2, . . . , J ,  l'équation 
(4.55) est parfaitement équivalente à (4.13). Cela signifie que du point de vue des 
performances, les PCSO2GSS sont complètement caractérisés par J spectres de 
perforation correspondant aux J codeurs constitutifs du CSOÎGSS. 
Par conséquent, pour analyser les performances d'un PCSO2CSS, il suffit 
d'analyser les spectres des J PCSOPGWS spécifiés par (y., w = 1,2, . . . , 5 )  pour 
v = l , 2 ,  . . . , J et les performances du PCSOIGSS s'en déduisent immédiatement. 
Nous allons valider cette approche dans la section suivante. 
4.4.2 Étude des performances d'erreur 
Nous d o n s  dans cette section étudier les performances d'erreur de divers 
PCS02GSS que nous anaiyserons à la lumière des résultats trouvés à la section 
précédente, soit que le comportement d'un PCSO2GSS est équivalent à celui de J 
PCS02GWS. 
a Muence du taux de codage R 
Comme dans le cas des PCS02GWS, on remarque que les performances 
d'erreurs se dégradent au fur et à mesure que l'on augmente le taux de codage. La 
figure 4.14 présente les résultats pour un code origine de taux R = que l'on a 
perforé au taux R = = et R = = 5 à la quatrième itération du décodage. 
Ces résultats peuvent s'analyser grâce aux spectres de perforation de ce code 
aux différents taux de codage envisagés, c'est-à-dire que pour chaque codeur 
constitutif du PCS20C-SS, la hausse du taux de codage entraîne une diminution 
du nombre d'équations disponibles au décodage. Ainsi, le phénomène est visible 
pour le PCS02GSS. Il semble toutefois d'après la figure 4.14 que les écarts de 
performances entre différents taux de codage soient plus importants que dans le 
cas des PCS02GWS. Nous allons analyser ce phénomène dans la section suivante 
où il apparaîtra comme une conséquence de l'infiuence des spectres de perforation 
des J codeurs constitutifs du CS02GSS. 
Figure 4.14: Performances à la quatrième itération des PCSOZGSS de taux R = &, 
R = " et  R = ayant J = 7 connexions optimaux du point de vue de la longueur 2 1 
de contrainte 
a Influence de la matrice de perforation P 
Comme dans le cas des PCS02CWS, on peut égaiement se rendre compte que 
la matrice de perforation n'flue en aucun cas sur les performances du code étant 
donné que l'analyse par spectre est toujours valide. En effet, 
matrice de perforation n'agit que comme un décdage temporel 
raies des J spectres de perforation du PCS02GSS et  donc 
globales restent inchangées. 
le changement de 
sur les différentes 
les performances 
Muence de la position des connexions yj, j = 1,2,. ... J 
Nous dons  ici étudier l'influence des J spectres du PCS02GSS sur ses 
performances. On peut s'attendre, comme dans le cas des PCS02GWS, à ce que 
plus les raies spectrales sont proches, meilleures sont les performances. 
Ceci est en effet vérifié et est illustré par la figure 4.15. Les spectres de 
perforations des deux codes considérés sont représentés aux figures 4.16 et 4.17. 
Figure 4.15: Performances à la quatrième itération de deux PCSOZC-SS de taux 
R = 5 ayant respectivement J = 7 et J = 8 registres 
On remarque que le code de taux R = & est incomparablement meilleur que 
le code de taux R = 6. Ceci peut s'expliquer si l'on regarde les spectres des deux 
PCS02GSS. La faible performance du PCSOZC-SS à J = 8 connexions est due au 
fait que l'un des codeurs constitutifs du CSOZGSS présente un spectre pour lequel 
la moitié des bits d'informations est décodée avec aucune équation. Donc, pour 
qu'un PCSOPC-SS soit performant au niveau de la perforation à un taux donné, 
il faut que l'ensemble des spectres qui le caractérise soit bon. Ces conditions 
sont bien entendu bien plus dificiles à remplir que pour un PCS02GWS du fait 
qu'un seul spectre irrégulier détruit complètement les performances du code. Ceci 
explique les écarts importants que l'on a pu observer dans Le paragraphe précédent 
à la figure 4.14. 
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Figure 4.16: Spectres de pertoration du PCSOÎGSS de t a u  R = ayant J = 7 
registres optimal au sens de [l] 
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Figure 4.17: Spectres de perforation du PCSOZC-SS de taux R = ayant J = 8 
registres optimal au sens de [l] 
Ainsi, si l'on note par {Ju,iy v = 1,2, . . . , J, i = 0,1,2, . . .) le nombre d'équations 
de parité disponibles pour décoder le bit courant h , i ,  les performances du PCS02G 
SS sont majoritairement dictées par: 
On a cherché parmi les C S 0 2 G S S  découverts dans [l], [2] les codes qui 
présentent de bonnes caractéristiques au niveau de la perforation aux taux R = 
et R = 3. Le choix des codes étant limité, on a pu en obtenir qu'un faible nombre. 
Pour un taux de codage égal à R = g, les meilleurs codes (c'est-à-dire ceux 
dont la latence est la plus faible) obtenus sont les suivants: 
Les chinres soulignés correspondent à la longueur de contrainte du plus grand 
des registres et donc permet de comparer la latence de ces codes par rapport au 
codes doublement orthogonaux au sens large étudiés auparavant. Dans le cas d'un 
taux de codage égal à R = 5, seul le cas J z z  = 1 a pu être trouvé. Il s'agit du 
code défini par la matrice de connexions suivante: 
Évidemment, cette Liste ne peut être qu'améliorée du fait que la prospection 
de bons codes ne s'est fait que parmi la liste des codes déjà existante. De plus 
les codes présentés ici ne sont pas nécessairement optimaux. Ce sont juste les 
meilleurs que l'on avait à notre diposition. L'annexe II présente les performances 
des PCSO2CSS dont les matrices de générateurs sont données ci-dessus, excepté 
le code pour lequel .T'in = 4 du fait du temps de simulation trop important 
(supérieur à une semaine) sur l'ordinateur personnel dont on a fait mention en 
introduction. 
4.5 Bilan 
Nous avons présenté dans ce chapitre l'influence de la perforation des codes 
doublement orthogonaux (au sens large et au sens strict) sur les performances de 
1 'algorithme de décodage à seuil itératif. 
L'effet principal de la perforation dans l'utilisation de codes doublement 
orthogonaux réside dans la suppression d'équations de parité disponibles pour 
le décodage des bits d'information. Nous avons analysé le comportement de ces 
codes à l'aide d'une représentation spectrale et en avons déduit de nombreuses 
implications, parmi lesquelles le fait que plus le spectre du code présente des 
raies rapprochées, meilleures sont ses performances. Nous avons donc dressé la 
liste des meilleurs codes doublement orthogonaux en notre possession pour la 
perforation à des taux de codage R = & et avons présenté de manière exhaus 
tive les meilleures performances que l'on pouvait obtenir à l'aide de cette technique. 
Toutefois, il faut noter qu'il y a rarement co'incidence entre I'optimalité en 
termes de longueur de contrainte (dictant le délai au codage et au décodage) 
et en teme de représentation spectrale (dictant les performances de probabilité 
d'erreur). En effet, la recherche de bons codes pour la perforation s'est faite le 
plus souvent au détriment de W. La mise en œuvre de coefficients de pondération 
au sein des équations constitutives du décodeur semble être une voie de recherche 
intéressante pour améliorer les performances des codes à faible longueur de 
contrainte et qui présentent plusieurs raies spectrales. 
Dans le chapitre suivant, nous allons montrer comment on peut utiliser les codes 
doublement orthogonaux perforés en association avec des modulations à efficacités 
spectrales élevées telles les modulations M-QAM dans le but d'augmenter encore 
plus le rendement global du système de communications étudié. 
CHAPITRE 5 
APPLICATION AUX MODULATIONS À EFFICACITÉS 
SPECTRALES ÉLEVÉES 
5.1 Introduction aux modulations numériques 
Nous allons exposer en premier lieu quelques notions élémentaires sur les 
modulations numériques à fortes efficacités spectrales qui sont indispensables à la 
compréhension de ce chapitre. Pour plus de renseignements sur la représentation 
des signaux sous forme vectorielle, on se reportera à l'annexe III où l'on introduit 
ce type de représentation. 
Dans un système de comxnunications numériques, le modulateur a pour but 
d'assigner à toute séquence d'éléments binaires de longueur définie par le type de 
la modulation un signal distinct qui sera transmis sur le canal de communications. 
Cette assignation est réalisée en découpant la séquence d'éléments binaires à 
transmettre en symboles de m = log,(M) éléments binaires et en choisissant pour 
chacun de ces symboles un des M = 2" signaux déterministes à énergie finie 
{s, (t), q = 1,2, . . . M) qui sera transmis sur le canal. Une modulation sera dite 
à forte efficacité spectrale si m 2 2, ce qui signifie que plusieurs symboles codés 
sont regroupés au sein du même symbole de canal. Les différents signaw de la 
constellation peuvent différer en amplitude, en phase, en fkéquence ou en une 
combinaison de ces facteurs. Nous allons étudier brièvement quelques types de 
modulations à fortes efficacités spectrales associées à ces différences [27]. 
5.1.1 Modulation M-PAM 
Dans une modulation M-PAM (PuLse Amplitude Modulation), les signaux peu- 
vent s'écrire sous la forme suivante: 
sq (t) = ~e [ A ~ ~  (t) &2xfct] 
= Aqg(t) cos(2irfCt), q = l ,2 , .  . . ,Ml  O 5 t 5 T (5-1) 
où {A,, q = 1,2, . . . , M )  représente l'ensemble des amplitudes possibles correspon- 
dant aux M = 2m blocs de m bits. Les amplitudes prennent les valeurs discrètes 
données par: 
où 2d est la distance entre deux signaux adjacents. Le signal g(t) est une fonction 
de mise en forme à valeurs réelles et sa nature influe sur le spectre du signal transmis. 
Les M signaux de la constellation ont pour énergie: 
où Eg représente l'énergie du signal g(t). Il est de plus évident que ces signaux 
forment donc un espace vectoriel de dimension 1. Ils peuvent ainsi s'exprimer sous 
la forme: 
où f (t) est la fonction de base: 
et: 
La constellation correspondante dans l'espace des signaux pour M = 4 est 
donnée par la figure 5.1. Cette modulation est également appelée modulation 
M-ASK (Amplitude Shift Keying) . 
Figure 5.1: Constellation M-PAM pour M = 4 
5.1.2 Modulation M-PSK 
La modulation M-PSK (Phase Shaft Keying) est une modulation numérique de 
phase, les M signaux de la constellation étant représentés par: 
Les {Oq = ~ T M ,  q = 1,2, .  . . , M} sont les M phases possibles de la portew. 
Chaque signal a une énergie constante donnée par: 
De plus, d'après (5.7), on peut exprimer chaque signal de la constellation comme 
une combinaison linéaire de deux fonctions de base f i ( t )  et f2(t) de la manière 
suivante: 
où: 
et où sq = [sqyl sqs] est donné par: 
De la même manière que la modulation M-PAM, la modulation M-PSK permet 
d'atteindre de fortes efficacités spectrales lorsque M devient grand. La constella- 
tion correspondante dans l'espace des signaux est donnée pour M = 2 (modulation 
BPSK), M = 4 (modulation QPSK) et M = 8 (modulation SPSK) par la figure 5.2. 
M= 2 (BPSK) 
M= 4 (QPSK) 
Figure 5.2: Constellations M-PSK pour M = 2, M = 4 et M = 8 
5.1.3 Modulation M-QAM 
L'efficacité spectrale de la modulation M-PAM peut être obtenue également en 
utilisant deux porteuses en quadrature (cos(27r f,t) et sin (27r f,t) ) , c'est-à-dire de 
la même manière que pour la modulation M-PSK mais cette fois-ci en occupant 
plusieurs niveaux d'énergie. On obtient alors la modulation M-QAM (Quadrature 
Amplitude Modulation) où les signaux s'expriment de la manière suivante: 
où ce sont les amplitudes A,, et A , ,  qui portent l'information. En écrivant (5.13) 
d'une autre manière, on obtient: 
sq (t) = ~e [v,@ (t ) &2zfct] 
= v,g(t) C O S ( ~ T ~ ~ ~  + eq), q = 1,2, . . . , M (5.14) 
où Ii', = ,/- et 0, = arctan(%). Cette écriture permet de mieux se 
rendre compte que la modulation M-QAM est à la fois une modulation de phase 
(M-PSK) et une modulation d'amplitude (M-PAM). Un exemple de constellation 
M-QAM est montré à la figure 5.3. 
L'énergie de chaque signal est donnée par: 
Ainsi, les signaux de la constellation se retrouvent sur un certain nombre de 
niveaux d'énergie déterminés par les valeurs de A,, et de A,,=. 
Figure 5.3: Constellation M-QAM pour M = 16 
Comme dans le cas de la modulation M-PSK, tout signal de la constellation 
M-QAM peut être écrit comme combinaison linéaire de deux signaux de base, soit: 
où: 
et où s, = [sqVl s ~ , ~ ]  est donné par: 
5.1.4 Autres types de modulations 
Il existe d'autres types de modulations que nous allons citer sans plus entrer 
dans les détails. 
En ce qui concerne les types de modulations envisagées jusqu'à présent 
(modulations sans mémoire), on retiendra les constellations: 
0 orthogonale (les signaux different en fréquence et sont donc non cordés); 
0 biorthogonale (on ajoute les opposés des signaux de la constellation orthogo- 
nale) ; 
0 tramorthogonale ou simplex qui est une translation de !a constellation or- 
thogonale effectuée dans le but de minimiser son énergie moyenne. 
Il existe également un autre type de modulations qui sont les modulations avec 
mémoire pour lesquelles il existe une dépendance entre les signaux transmis cor- 
respondant à des symboles de canal successifk, comme par exemple Ia modulation 
CPM ( Continuous Phase Modulation). 
5.2 Assignation des symboles de canal aux signaux de la constellation 
par codage de Gray 
Nous avons présenté à la section 5.1 les modulations numériques à fortes 
efficacités spectrales les plus utilisées dans les systèmes de télécommunications 
modernes. Autrement dit, nous avons présenté dans l'espace des signaux les 
positions relatives des signaux au sein des différentes constellations pour les 
modulations à fortes efficacités spectrales que sont les modulations M-PAM, 
M-PSK et M-QAM. Dans la suite de ce chapitre, nous ne parlerons plus de 
la modulation M-PAM, et presque plus de la modulation M-PSK pour nous 
concentrer sur sur la modulation M-QAM. 
Nous allons aborder à présent un point crucial de l'utilisation des modulations 
multiniveaux, soit le problème de l'assignation de la séquence binaire que l'on 
désire transmettre aux  différents signaux de la constellation. Nous d o n s  nous 
intéresser en premier lieu à l'assignation par codage de Gray. Une deuxième 
technique d'assignation (l'assignation par partition d'ensemble) sera présentée à la 
section 5.4. 
Étant donnée une constellation de M signaux, il existe M! = 
M(M - 1)(M - 2) .  . .1 assignations possibles entre les M = 2m symboles 
émis par le codeur e t  les M signaux de la constellation (on exclue le cas où deux 
symboles sont assignés au même signal). L'assignation utilisée n'est jamais choisie 
au hasard mais on recherche souvent à minimiser le nombre de bits en erreur par 
symbole en erreur. Ainsi, si un symbole de m bits erroné est reçu, on recherche à 
ce que le nombre de bits en erreur correspondant soit minimal. 
Comme les erreurs sur le signal reçu sont faites en choisissant l'un des voisins du 
signal transmis (c'est l'erreur la plus probable statistiquement parlant), l'utilisation 
du codage de Gray permet d'obtenir une assignation pour laquelle tous les sig- 
naux dinerent par exactement un bit de leurs plus proches voisins. La figure 5.4 
présente un exemple d'assignation par codage de Gray d'une constellation 16-QAM. 
Décrivons comment l'assignation de la figure 5.4 a été effectuée. Chaque 
symbole de quatre bits est constitué de deux bits en phase (les premiers dans le cas 
de la figure 5.4) et de deux bits en quadrature (les deux derniers dans l'exemple 
choisi). Il existe alors quatre coordonnées possibles sur chaque axe qui sont alors 
codées par codage de Gray, soit par exemple 00, 01, 11, 10. De manière plus 
générale, pour une constellation M-QAM, chaque symbole de canal est constitué 
de bits en phase et bits en quadrature. On effectue alors un codage de Gray 
Figure 5.4: Exemple d'assignation par codage de Gray pour la constellation 16- 
QAM 
des y coordonnées sur chaque axe afin d'obtenir un couple de coordonnées pour 
chacun des M = 2m signaux. 
Si l'on suppose alors que l'on a un bit en erreur par symbole, ce qui est statis- 
tiquement le plus probable, on peut écrire: 
où P.,* et P., sont respectivement les probabilités d'erreur par bit et par symbole. 
Dans la pratique, on supposera que l'équation (5.20) est vérifiée. 
On peut remarquer d'après la figure 5.4 que la distance de Hamming entre les 
plus proches voisins de chaque signal de la constellation (ceux situés le long de 
chaque axe) est toujours égal à un. La distance de Hamming entre deux signaux 
est la différence entre les symboles de canal qui sont assignés à chacun de ces 
points. Ainsi, les signaux pour lesquels ont été assignés les symboles O101 et  O111 
ont une distance de Hamming égale à un. De même, ceux pour lesquels ont été 
assignés les symboles O101 et O011 ont une distance de Hamming égale à deux. 
Cette propriété est une caractéristique fondamentale de l'assignation par codage 
de Gray et assure la minimisation de la probabilité d'erreur par bit. 
5.3 Performances du dQcodage à seuil itératif avec assignation par 
codage de Gray 
Les codes doublement orthogonaux étudiés précédemment ont été perforés 
dans le but de gagner de l'efficacité spectrale par rapport au système traditionnel 
utilisant des codes de taux R = 1. Toutefois, il y a moyen de diminuer encore la 
largeur de bande nécessaire à cette technique de codage en utilisant des modula- 
tions à fortes efficacités spectrales telles les modulations M-PSK ou M-QAM. 
Dans ce but, nous allons étudier dans cette section les performances du 
décodage à seuil itératif des codes doublement orthogonaux perforés lorsque la 
modulation utilisée est la modulation M-QAM avec assignation par codage de 
Gray. Nous allons analyser les modifications du décodeur qui s'imposent et évaluer 
les résultats obtenus. 
5.3.1 Mise en œuvre d'un calculateur de métrique 
Le décodeur à seuil itératif tel que présenté aux chapitres précédents fonc- 
tionne à partir de quantifications douces (ou fiabilités) sur les bits d'information 
et les symboles de parité. Or lors de l'utilisation de modulation M-QAM, le 
démodulateur délivre quant à lui des fiabilité sur les symboles de canal qui 
représentent plusieurs bits. Pour pouvoir faire fonctionner le décodeur à seuil 
itératif même avec une modulation M-QAM, il faut mettre en place un mécanisme 
permettant de calculer des fiabilités sur les bits à partir des fiabilités sur les 
symboles de canal. Pour ce faire, nous d o n s  utiliser encore une fois la notion de 
logarithme de rapport de vraisemblance [20]. 
Soit y le symbole de canal reçu, représenté par un point dans la consteiiation. 
Nous allons déterminer le vecteur binaire [y, . . . y,] correspondant au symbole reçu 
y de la manière suivante: pour r = 1,2,. . . , ml y, = 1 si et seulement si: 
Les L(yr), r = 1,2, . . . , m seront les fiabilités sur les bits qui seront finalement 
transmises au décodeur. 
Alors, d'après le théorème de Bayes: 
Soit al, (respectivement l'ensemble des indices q des signaux de la con- 
stellation M-QAM considérée pour lesquels s,, = O (respectivement s, = l), 
c'est-à-dire l'ensemble des indices des signaux représentant des symboles dont le 
bit d'ordre r est égal à O (respectivement égal à 1): 
Qo,r = {q = 1,2 ,..., MIS,, = O), r = 1 , 2  ,..., m 
QiVr = {P = 1,2, . . . , M1sq,. = l}, T = 1, 2,. . . , m 
Bien sur, on a: 
QI,, u QI., = {l ,% - - - ,  J )  (5.25) 
Si l'on suppose que Les bits constitutifs du symbole représenté par le signal reçu 
y sont équiprobables, on obtient: 
Si l'on considère un canal à bruit blanc additif gaussien (AWGN) dont la vari- 
ance est égale à 9, on aboutit à: 
Ces fiabilités ainsi calculées sont dors directement transmises au décodeur à 
seuil itératif standard pour le décodage des données reçues. Les figures 5.5 et 5.6 
illustrent de manière schématique les architectures de l'émetteur et du récepteur. 
On pourrait songer à améliorer ce système à partir de la deuxième itération en 
effectuant une correction a posteriori des symboles de canal reçus grâce aux bits 
d'information qui ont déjà été décodés. Toutefois, nous ne traiterons pas de cette 
améiioration dans ce mémoire. 
m / 2 bits en phase 
m 1 2 bits en quadrature 
Figure 5.5: Schéma de principe d'un émetteur multiniveaux 
m / 2 bits en phase 
m 1 2 bits en quadrature 
DEMUX: ûémultiplcxeur 
Figure 5.6: Schéma de principe d'un récepteur multiniveaux 
5.3.2 Performances d'erreur et résultats 
Une fois le calculateur de métrique décrit précédemment implémenté, on 
peut alors analyser les performances du décodage à seuil itératif utilisé avec une 
modulation M-QAM. Nous allons donc étudier l'influence de divers paramètres 
aiin de retrouver divers résultats établis dans le cas de la modulation BPSK. 
a Muence du taux de codage R 
La figure 5.7 permet de voir l'influence du taux de codage après perforation 
lorsque la modulation ldQAM est utilisée avec assignation par codage de Gray. 
Figure 5.7: Performances à la quatrième itération du décodage des PCSO2GWS 
de taux R = $ et R = ayant J = 8 connexions aux positions (0, 43, 139, 322, 
422, 430, 441, 459), modulation 16-QAM 
Comme prévu, on retrouve la même variation des performances en fonction 
du taux de codage, c'est-à-dire qu'un fort taux de codage dégrade fortement la 
qualité de l'information décodée. De plus, on peut noter un énorme écart entre les 
1 taux de codage R = f et R = comparés à celui entre les taux de codage R = 5 
et R = 3. Ceci vient du fait que le code choisi est optimal (du point de vue de 
la perforation) pour R = $ et trés mauvais pour R = f ,  et donc il présente des 
performances catastrophiques pour ce dernier taux de perforation. 
0 Influence de la position des connexions -/j, j = 1,2, . . . , J 
La figure 5.8 illustre la relation entre la position des connexions et les per- 
formances du code correspondant. On remarque que, comme dans le cas d'une 
modulation BPSK, les meilleurs codes sont ceux pour lesquels le spectre comporte 
une seule raie à JZZ = $. 
On peut donc supposer que l'utilisation de la modulation QAM n'introduit pas 
de modification notable quant au comportement des codes doublement orthogo- 
naux perforés. Ainsi, toutes les conclusions auxquelles nous étions arrivés dans le 
cas de la modulation BPSK (et notamment le concept de spectre de perforation) 
s'appliquent. 
Figure 5.8: Performances à la quatrième itération du décodage de plusieurs 
PCSO2CWS de taux R = 5 ayant J = 8 connexions, modulation 16-QAM 
a Muence de l'ordre de la modulation M 
Nous allons regarder ici les performances du décodage à seuil itératif des codes 
doublement orthogonaux perforés lors de l'utilisation des modulations 16-QAM, 
64QAM et 256-QAM et les comparer aux résultats prévus théoriquement. La 
figure 5.9 présente les résultats obtenus par notre simulateur. 
Considérons le cas d'une information non codée. Dans le cas de la modulation 
BPSK, la probabilité d'erreur est donnée par [27], où Eb est l'énergie par bit: 
Comme mentionné à la section 5.1, dans le cas de constellations 
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Figure 5.9: Performances à la quatrième itération du décodage du PCS02GWS de 
taux R = % ayant J = 8 connexions aux positions {O, 43, 139, 322, 422, 430, 441, 
459)' modulation M-QAM 
tion est équivalent à d e w  signaux d'une constellation \/M-PAM dont les porteuses 
sont en quadrature. Du fait que les composantes en phase et en quadrature peu- 
vent être parfaitement séparées par le démodulateur, la probabilité d'erreur d'une 
modulation M-QAM est facilement déterminée par la probabilité d'erreur de la 
modulation t/M-PAM. Plus spécifiquement, la probabilité d'une décision correcte 
pour la modulation M-QAM est: 
où Pm est la probabilité d'erreur d'une constellation a-PAM avec la moitié de 
la puissance moyenne sur chaque composante des signaux de la constellation QAM 
équivalente (une composante en phase et une composante en quadrature). D'après 
[27], on a: 
où É est l'énergie moyenne de la constellation et & est le rapport signal à bruit 
moyen par symbole. -4insi: 
Pt.* De plus, on a vu que l'utilisation du codage de Gray implique que Peç = m. 
Les probabilités d'erreurs résultantes ont été tracées dans [27] et on obtient 
approximativement les valeurs données dans le tableau 5.1. 
Tableau 5.1: Rapport signal sur bruit moyen & (en dB) pour diverses probabilités 
d'erreur dans le cas d'une information non codée transmise avec les modulations 
BPSK, 16QAM et 64QAM 
$ (dB) 
BPSK I 16-QAM I 64QAM 
À titre de comparaison le tableau 5.2 donne les rapports signal sur bruit 
moyens & qui sont observés après simulation du décodage à seuil itératif. 
On remarque d'après ces deux tableaux une dinérence constante (de l'ordre de 
1,5 dB) entre les pertes de performances générées par l'utilisation des dinérentes 
constellations. On peut supposer que ceci est à mettre sur le compte du calculateur 
de métrique qui est susceptible de modifier les probabilités d'erreur par bit. 
Toutefois, et on peut le constater sur la figure 5.9, les écarts de performances 
restent sensiblement les mêmes quelle que soit la probabilité d'erreur considérée. 
Tableau 5.2: Rapport signal sur bruit moyen 5 (en dB) pour diverses probabilités 
d'erreur dans le cas d'une information codée (avec PCSO2CWS optimal de taux 
R = 2 3 y J = 8, quatrième itération) transmise avec les modulations BPSK, 16-QAM 
et  64QAM 
5.3.3 Muence de la sous-optimalité du calculateur de métrique 
Nous allons aborder dans cette section un aspect un peu moins théorique et 
qui concerne plus le côté implémentation d'une telle architecture, soit la rapidité 
du calculateur de métrique que nous avons proposé. En effet, l'un des atouts 
de la technique du décodage à seuil itératif par rapport a d'autres techniques 
de décodage itératif étant la rapidité, il est important d'optimiser la vitesse du 
calculateur de métrique. 
On rappelle ici que le rôle de ce calculateur est de calculer la quantité suivante 
pour tous les bits de chaque symbole: 
Cette quantité implique un grand nombre d'additions et de multiplica- 
tions/divisions ainsi que de nombreux appels à la fonction exponentielle, et  ce 
d'autant plus que la taille de la constellation est importante. Nous allons proposer 
ici un moyen de diminuer la complexité du calculateur de métrique en simplifiant 
l'opération effectuée pour chaque bit. 
En effet, l'expression (5.33) peut s'écrire en ne prenant en compte que 
l'exponentielle dont l'argument est maximal: 
soit encore: 
Par cette approximation, le calculateur de métrique se trouve grandement 
simplifié. Pour fournir une décision dure sur les y, il sufnt juste de trouver le 
signal le plus proche du signal reçu, de voir si ce signal correspond à un symbole 
dont le bit à la position r est égal à 1 ou O et d'en déduire la valeur de y,. Dans le 
cas d'une décision douce, la fiabilité de ce bit est alors extrêmement simple du fait 
qu'elle ne fait intervenir qu'une différence de distances normalisées. 
La figure 5.10 présente un exemple de performances de notre système sous- 
optimal par rapport au système optimal considéré jusqu'à présent. 
On remarque un très faible écart des performances (inférieur à 0.1 dB) entre 
les deux calculateurs. Le tableau 5.3 présente les différents temps de simulation 
qui ont été compilés pour dsérentes constellations. 
Figure 5.10: Performances à la quatrième itération du calculateur de métrique sous- 
optimal en utilisant le PCSOSGWS de taux R = f ayant J = 8 connexions aux 
positions {O, 43, 139, 322, 422, 430, 441, 459), modulation 64QAM 
Tableau 5.3: Temps de simulation en secondes pour les deux calculateurs de 
métriques dans le cas de la figure 5.10 
1 Modulation 1 Temps de simulation 1 Temps économisé 1 
On remarque d'après le tableau 5.3 que l'on peut gagner un temps important 
en utilisant le calculateur de métrique simplifié, et ce d'autant plus que la 
constellation possède un nombre de signaux important. En effet, dans le cas de la 
















de la modulation 256-QAM, on peut gagner jusqu'à 22 % du temps de simulation. 
Ceci s'explique par le fait que dans le cas de grandes consteliations, le calculateur 
simplifié permet d'économiser beaucoup plus de calculs que dans le cas d'une 
petite constellation, notamment l'appel a la fonction exponentielle. 
Ainsi, étant donné le très faible niveau de pertes engendrées par l'utilisation 
du calculateur de métrique simplifié et le gain de temps substantiel que l'on peut 
en retirer , il peut être très avantageux d'utiliser cet te simplification. 
5.3.4 Entrelacement des bits au sein des trames 
Nous d o n s  ici préciser une propriété des codes doublement orthogonaux 
qui permet d'avoir de bons résultats tout en utilisant des modulations à fortes 
efficacités spectrales, alors que l'emploi de codes simplement orthogonaux et du 
décodeur à seuil classique aurait nécessité des modifications à la structure de notre 
système. 
Lorsque nous avons développé les calculs qui nous ont permis d'aboutir 
à l'expression de Ai donnée par (3.34)' nous avons supposé que les équations 
{Bij7 j= 1'2, . . . J )  étaient indépendantes afin de pouvoir appliquer le théorème 
de Bayes et ainsi en déduire l'équation fondamentale donnée par (3.27). Nous 
allons démontrer que dans le cas des modulations multiniveaw cette afnrmation 
n'est plus valable. 
Nous rappelons en (5.37) l'expression des {Bid)  obtenue en (3.22)' où i& est la 
décision dure sur les symboles de canal BPSK reçus et êf est l'estimation dure de 
l'erreur sur IL*. 
On remarque que chaque équation Bij utilise un certain nombre de symboles 
d'erreur affectant des bits d'information et des symboles de parité- Dans le cas 
d'une modulation BPSK et d'un canal à bruit blanc, chaque symbole de bruit 
est indépendant des autres étant donné qu'ài chaque bit transmis est associé un 
symbole de bruit, et les symboles de bruit affectant des symboles de canal successifi 
sont statistiquement indépendants. 
Toutefois, dans le cas des moduIations multiniveaux, un symbole de canal 
représente plusieurs symboles codés (à la fois d'information et de parité). La 
propriété d'indépendance des symboles de bruit affectant des symboles de canal 
successi& est toujours valide mais cette fois les symboles codés faisant partie du 
même symbole de canal sont affectés du même bruit. Ainsi, après calcul des 
métriques associées aux différents bits d'information, les symboles de bruit affectant 
des bits successifs ne seront plus indépendants et par conséquent les équations Bi 
ne le seront plus également. Ainsi, la valeur MAP approximative Xi calculée par 
le décodeur à seuil se trouve être encore plus éloignée de sa vraie valeur L(ui 1 {Bi ,j)). 
L'emploi d'un entrelaceur semble être une solution pour résoudre ce problème 
d'indépendance. En effet, celui-ci pourrait séparer les bits intervenant dans le 
même ensemble d'équations Bij dans des symboles de canal dinérents et ainsi 
conserver l'indépendance des symboles de bruit appartenant au même ensem- 
ble d'équations de parité. Toutefois, nous allons montrer que l'utilisation d'un 
entrelaceur est totalement inutile si des codes doublement orthogonaux sont utilisés. 
Prenons l'exemple du PCS02GWS ayant J = 8 connexions aux positions 
(0,43,139,322,422,430,441,459) de taux R = et regardons quels symboles 
d'information sont utilisés par chaque équation du décodeur à seuil. Les résultats 
sont donnés au tableau 5.4. 
On remarque que les positions des bits d'information utilisés au sein des 
équations sont très espacées les unes des autres. Ceci vient du fait que le décodeur 
à seuil utilise les information placées aux différences simples e t  comme les codes 
Tableau 5.4: Position des bits d'information utilisés à chaque itération au temps 
i = O par le décodeur à seuil correspondant au CS02GWS ayant J = 8 connexions 
aux positions {O, 43,139,322,422,430,441,459) 
quation 1 Position des bits d'intormation utilisés au temps i = O 1 
doublement orthogonaux vérifient la propriété d'orthogonalité à un rang supérieur, 
les différences simples sont nécessairement très espacées les unes des autres [II. Il 
existe une très faible probabilité pour que les équations soient corrélées étant donné 
qu'un symbole de canal ne représentera presque jamais plusieurs bits entrant dans 
le calcul des équations Bij.  Cela revient à dire que la double orthogonalité du code 
joue le rôle de l'entrelaceur de bits. Cette propriété peut s'avérer particulièrement 
intéressante dans le cas d'une utilisation sur des canaux à évanouissements. 
5.4 Assignat ion par partition d'ensemble 
Nous avons parlé dans la section précédente des performances du décodage à 
seuil itératif lors de l'utilisation de modulations muitiniveaux avec assignation par 
codage de Gray. Cette technique permet d'augmenter encore davantage l'efficacité 
spectrale du système de télécommunications utilisé. Nous allons présenter dans 
cette section les propriétés d'un autre type d'assignation, soit l'assignation par 
partition d'ensemble et nous présenterons comment elle pourrait être utilisée 
avantageusement avec des PCSOZGWS dont le spectre comporte plusieurs raies 
spectrales. 
L'assignation par partition d'ensemble est apparue lors de i'invention de la 
modulation codée (en anglais TCM pour 2lellis Coded Modulation) [36]. Cette 
technique, dont le but est de réduire l'expansion de largeur de bande liée au codage 
de canal, propose d'associer de manière harmonieuse la modulation et le codage 
de manière à compenser la redondance introduite par le code (Le. l'expansion de 
largeur de bande) en augmentant le nombre de signaux de la constellation utilisée. 
Si la modulation est traitée séparément du codage, l'augmentation de l'efficacité 
spectrale liée à l'emploi de modulations telles que M-PSK ou M-QAM ne peut 
être compensée que par l'utilisation de codes très puissants (c'est-à-dire de 
codes possédant une grande longueur de contrainte) pour avoir un gain de 
codage satisfaisant. Au contraire, si la modulation est intégrée au codage et si 
l'assignation des symboles codés aux signaux de la constellation est conçue en 
fonction du code utilisé de façon à augmenter la distance euclidienne minimale 
entre les paires de signaux, la perte induite par l'augmentation du nombre de 
signaux au sein de la constellation est facilement compensée par un gain de codage 
important tout en utilisant des codes présentant une faible complexité au décodage. 
La clé de la modulation codée réside donc dans la construction d'une assignation 
adéquate qui permet de maximiser la distance euclidienne entre certains signaux de 
la constellation. Ce type d'assignation a été développé par Ungerboek en 1982 [36] 
et a été baptisé assignation par partition d'ensemble (mapping b y set partitionang 
en anglais). Nous allons présenter deux exemples pour décrire le principe de cette 
assignat ion. 
Nous avons représenté à la figure 5.11 une partition de la constellation &PSK 
en sous-ensembles pour lesquels la distance euclidienne minimale entre les signaux 
augmente d'une partition à la suivante. Dans Ia constellation 8-PSK originelie, les 
signaux sont situés sur un cercle de rayon \/E et la distance minimale qui sépare 
les signaux est égale à: 
Au cours de la première partition, l'ensemble de huit signaux est subdivisé en 
deux sous-ensembles de quatre signaux chacun, de telle manière que la distance 
minimale entre les signaux augmente à: 
Dans le second niveau de partition, chacun des deux sous-ensembles est divisé 
en deux sous-ensembles de deux signaux, de teile manière que la distance minimale 
entre les signaux augmente à: 
Ce processus aboutit à quatre sousensembles de deux signaux chacun. Finale- 
ment, le dernier niveau de partition génère huit sous-ensembles contenant chacun 
un seul signal. On remarque donc que chaque niveau de partition augmente la 
distance euclidienne minimale entre les signaux. Le résultat de ces trois partitions 
est représenté à la figure 5.11. 
Figure 5.11: Exemple d'assignation par partition d'ensemble pour la constellation 
&PSK 
Examinons à présent l'assignation par partition d'ensemble de la constella- 
tion 16QAM. Comme l'illustre la figure 5.12, la constellation de seize signaux est 
d'abord divisée en deux sous-ensembles en assignant des signaux successifs à chacun 
des sous-ensembles. Ainsi, la distance entre les signaux passe de 2& à 2 a  par 
la première partition. En poursuivant la partition de la constellation, on augmente 
progressivement la distance euclidienne entre les signaux. Il est intéressant de noter 
que pour la constellation 16-QAM, chaque niveau de partition augmente la distance 
euclidienne minimale de fi, soit: 
Maintenant que l'on a vu à travers ces deux exemples comment l'assignation 
peut être effkctuée en effectuant une partition de la constellation considérée, reste 
à savoir comment tirer parti de cette technique dans le cas qui nous concerne. 
L'avantage majeur de ce type d'assignation est qu'il permet une protection ac- 
crue de certains bits par rapport à d'autres. En effet, si l'on considère par exemple 
le cas de l'assignation par partition d'ensemble de la constellation 16-QAM donnée 
à la figure 5.12, on remarque que la détection du symbole O110 à la réception 
sachant que le symbole 1110 a été transmis est très peu probable car les signaux 
correspondants sont très éloignés. Au contraire, la détection de la séquence O110 
sachant que la séquence transmise est O 1 1 1  est beaucoup plus probable sachant 
que les deux signaux correspondants sont voisins. Ainsi, on peut compenser une 
capacité de correction inégale des bits transmis au niveau du décodage par une 
protection elle aussi inégale au sein de la constellation: les bits faiblement protégés 
par le codage de canal se verront assigner des signaux pour lesquels la détection 
des signaux correspondant à des symboles de canal pour lesquels ces mêmes bits 
sont erronés est très peu probable et inversement. C'est cette assignation qui est à 
la base de la technique TCM. 
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Figure 5.12: Exemple d'assignation par partition d'ensemble pour la constellation 
16-QAM 
5.5 Utilisation de l'assignation par partition d'ensemble dans le cas de 
PCSO2C non optimaux 
5.5.1 Protection inégale des symboles d9informat ion 
Nous avons présenté à la section précédente comment on pouvait combiner 
les modulations à fortes efficacités spectrales comme la modulation M-QAM 
avec les codes doublement orthogonaux perforés pour aboutir à un système de 
communications optimisé en largeur de bande. La technique présentée utilise une 
assignation des signaux par codage de Gray et un calculateur de métrique. 
Toutefois, on a montré que pour tous les types de constellations envisagés 
jusqu'à présent, les meilieurs codes doublement orthogonaux perforés que l'on avait 
à notre disposition n'avaient pas nécessairement une faible longueur de contrainte. 
Ainsi, une utilisation efficace de codes doublement orthogonaux perforés mais 
non optimaux pourrait conduire à une meilleure gestion du délai au codage et au 
décodage. 
C'est cette idée qui nous a poussé à présenter l'assignation par partition 
d'ensemble. Nous allons montrer comment a prion on pourrait utiliser avan- 
tageusement cette technique pour compenser la dissymétrie des performances du 
décodage des symboles d'information émis. 
Considérons pour cela un PCS02GWS dont le spectre de perforation à un 
taux R fixé comporte plusieurs raies. Ce code n'est donc pas optimal au niveau de 
la perforation. Certains symboles d'information seront donc décodés avec un grand 
nombre d'équations de parité et d'autres avec moins d'équations de parité. L'idée 
est donc de faire correspondre les symboles qui sont décodés avec peu d'équations 
de parité avec ceux qui sont fortement protégés de par la position des signaux 
correspondants au sein de la constellation. 
Plus précisément, on rappelle que la valeur MAP approximative Ai délivrée par 
le décodeur à seuil est donnée par: 
Dans le cas des bits d'information ui qui sont décodés avec un faible nombre 
d'équations de parité, l'idormation extrinsèque L.(G,) = xi=, rli ,j ne sera pas très 
fiable. On va donc faire en sorte que l'information délivrée par le canal y: soit elle 
assez fiable pour compenser la faiblesse de l'information extrinsèque. 
En pratique, il suffit d'implémenter la table d'assignation par partition 
d'ensemble de la constellation choisie et de réordonner les bits à l'intérieur du 
symbole de canal de telle manière qu'ils soient classés selon le nombre d'équations 
de décodage avec lesquels ils vont être décodés du fait que la protection au sein de 
la constellation dépend de la position du bit au sein du symbole comme on peut le 
voir à la figure 5.12. 
5.5.2 Étude des performances d'erreur 
Dans cette section nous allons présenter les performances de ce type 
d'assignation et les comparer à ceux de l'assignation par codage de Gray. Certains 
résultats sont présentés à la figure 5.13. Ils correspondent aw performances du 
code dont Ie spectre est le deuxième de ceux représentés à la figure 4.10. 
On remarque donc que les performances de ce type d'assignation sont très 
décevantes étant donné qu'aucune amélioration n'est apportée par rapport à 
l'assignation par codage de Gray et que pire encore, les performances sont 
dégradées (perte de 2 dB environ). 
L'explication que l'on peut fournir est la suivante. L'utilisation de l'assignation 
par partition d'ensemble permet de protéger certains bits d'information par 
rapport à d'autres lors de la transmission. Toutefois, cette différence de protection 
se fait au détriment de ce qui fait la force de l'assignation par codage de Gray, soit 
Figure 5.13: Performances du décodage du PCS02C-WS de taux R = f ayant 
J = 8 connexions aux positions {O, 9, 21, 395, 584, 767, 871, 9121, modulation 
16-QAM 
que les plus proches voisins de chaque signai ne Merent de lui que par un seul bit. 
Or le décodeur à seuil (et a fortiori le décodeur à seuil itératif) est un décodeur de 
bits et non un décodeur de symboles. Ainsi, l'avantage de protéger certains bits 
au sein de la constellation ne compense pas I'inconvénient que représente le fait 
d'avoir les symboles correspondant à ses plus proches voisins qui diaerent de plus 
d'un bit. 
Par conséquent, il est probable que les performances de l'assignation par 
partition d'ensemble aient été meilleures et plus proches des performances atteintes 
par codage de Gray si l'on avait considéré la probabilité d'erreur par symbole 
et non par bit. Toutefois, la façon dont nous avons conçu notre modulateur ne 
permet pas de tracer ce type de probabilité d'erreur. 
Nous pouvons donc conclure que l'assignation par codage de Gray est la 
meilleure envisageable pour le décodeur à seuil itératif par rapport à d'autres types 
de modulations telles la modulation par partition d'ensemble. 
5.6 Bilan 
Nous avons montré dans ce chapitre comment nous pouvions adapter le 
décodeur à seuil à des techniques de modulations multiniveaux par l'ajout d'un 
calculateur de métriques sur les bits à partir de métrique sur les symboles. 
Le système ainsi conçu permet donc l'obtention d'efficacités spectrales élevées, 
jusqu'à au moins 4 bits/s/Hz (dans le cas d'un PCSOZGWS de taux R = ) utilisé 
avec une modulation 64QAM). 
Toutefois, ces bons résultats ne doivent pas occulter le fait que l'on n'a pas pu 
mettre au point une technique d'assignation permettant de compenser les faibles 
performances des PCSOZC présentant plusieurs raies spect d e s ,  et donc tenter 
d'optimiser le délai au niveau du codage et du décodage. 
CHAPITRE 6 
CONCLUSION 
6.1 Bilan de la recherche 
Ce mémoire, qui s'inscrit dans la continuité des travaux précédemment en- 
trepris, a permis de mieux cerner certaines propriétés du décodage à seuil itératif. 
En premier lieu, nous avons présenté une étude théorique du comportement du 
décodeur à seuil itératif face à la perforation des codes doublement orthogonaux 
utilisés, qu'ils soient définis au sens large ou au sens strict. Cette étude, menée 
à l'aide d'une nouvelle représentation spectrale, a permis de dégager des critères 
d'optimalité importants concernant les performances des codes doublement orthog- 
onaux au sens large perforés. Les performances d'erreur optimales obtenues sont 
certes inférieures à celles présentées par l'algorithme de décodage itératif turbo 
à faible rapport signal sur bruit mais deviennent très compétitives de manière 
asymptotique, et ce tout en ayant une complexité très réduite. 
Par la suite, dans une deuxième partie, nous avons étudié de quelle manière 
ces codes doublement orthogonaux de forts taux pouvaient être combinés avec 
des modulations multiniveawc dam le but d'obtenir un système à forte efficacité 
spectrale. La mise en œuvre d'un calculateur de métrique a été effectuée perme- 
ttant l'utilisation du décodeur à seuil itératif avec des modulations multiniveawc. 
L'étude des performances d'erreur lorsqu'une technique d'assignation par codage de 
Gray est utilisée a été entreprise et permet d'obtenir des performances conformes 
a nos attentes. 
Ainsi, ce mémoire permet de faire les compromis nécessaires entre les per- 
formances d'erreur que l'on recherche et l'efficacité spectrale que l'on désire 
atteindre. Par conséquent, il permet d'atteindre les objectifs que l'on s'était fixé 
initialement. Toutefois, il existe des pistes pour améliorer les performances de cette 
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technique de codage et nous allons les présenter brièvement dans la section suivante. 
6.2 Améliorations envisageables 
L'évolution majeure que l'on puisse apporter à cette étude est l'amélioration 
des performances des codes à faible longueur de contrainte. Ceci peut se faire 
principaiement suivant deux axes: 
a Recherche de codes optimaux 
Une recherche du type de celle entreprise dans [II pourrait a nouveau être 
effectuée dans le but de trouver des codes doublement orthogonaux définis au sens 
large et au sens strict dont le spectre de perforation ne comporte qu'une seule raie 
et qui possèdent une longueur de contrainte réduite au maximum. En effet, L'un 
des avantages de la technique de décodage à seuil itératif étant sa rapidité, ii serait 
dommage qu'elle soit compromise lors de l'utilisation de codes perforés. 
a Amélioration des performances des codes non optimaux 
La recherche de codes dont le spectre ne comporte qu'une seule raie et dont 
la longueur de contrainte est réduite peut s'avérer dificile à la fois d'un point 
de vue théorique et pratique. Il pourrait donc être intéressant d'améliorer les 
performances des codes pour lesquels le spectre de perforation comporte plusieurs 
raies. Ceci pourrait se faire de deux manières. 
Tout d'abord, nous avons abordé dans ce mémoire la problématique de 
l'introduction de coefficients de pondération au sein des équations constitutives 
du décodeur à seuil. Par cette méthode, prolongeant celle effectuée dans [ll], on 
pourrait rééquilibrer la fiabilité des informations d'une itération à l'autre et ainsi 
présenter de meilleures performances d'erreur. 
En second lieu, l'utilisation d'une technique d'assignation fondée sur le codage 
de Gray et permettant la compensation d'un faible nombre d'équations de 
décodage par une protection accrue au sein de la constellation pourrait permettre 
d'améliorer sensiblement les performances des codes non optimaux lorsque des 
modulations multùiiveaux sont utilisées. 
6.3 Ouverture 
II pourrait être hctueux, dans le cadre de recherches futures, d'utiliser 
d'autres schémas permettant l'obtention de codes de taux élevés, par exemple en 
utilisant une structure pragmatique. Toutefois, les codes perforés ne peuvent pas 
être utilisés daas un tel schéma. Il faudrait plutôt mettre en œuvre des codes 
convolut ionnels doublement orthogonaux de taux élevés comme par exemple des 
codes récursifs de forts taux de codage [Il]. 
Dans un contexte plus général, il pourrait être très intéressant d'étudier les 
performances du décodeur à seuil itératif dans un contexte simulant plus fidèlement 
le comportement des canaux réels, tels les canaux de Rayleigh. Ceci permettrait de 
développer un prototype du décodeur et de se rendre compte de son fonctionnement 
dans des conditions réelles d'utilisation. 
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Annexe I 
Performances de PCSOâC-WS optimaux 
Cette annexe présente les meilleures performances en termes de probabilité 
2 d'erreur que l'on peut obtenir avec des PCSOSCWS de taux de codage R = 5,  
R = 2 4 et R = 6. Ces résultats ont été obtenus avec les codes dont les positions des 
cornexions sont données par les tableaux 4.1, 4.2 et 4.3. 
Figure Probabilité d'erreur par bit pour le PCS02GWS J = 4, R = 3 
Figure Probabilité d'erreur par bit pour le PCSOZGWS J = 5, R = 3 
Figure 1.3: Probabilité d'erreur par bit pour le PCS02GWS J = 6, R = $ 
Figure 1.4: Probabilité d'erreur par bit pour le PCS02CWS J = 7, R = f 
Figure 1.5: Probabilité d'erreur par bit pour le PCSOZGWS J = 8, R = ) 
Figure 1.6: Probabilité d'erreur par bit pour le PCSOZGWS J = 9, R = 3 
Figure 1.7: Probabilité d'erreur par bit pour le PCS02GWS J = 10, R = 
Figure 1.8: Probabilité d'erreur par bit pour le PCSOZGWS J = 11, R = ) 
Figure 1.9: Probabilité d'erreur par bit pour le PCS02GWS J = 12, R = 3 
Figure 1.10: Probabilité d'erreur par bit pour le PCSOZGWS J = 13, R = 5 
Figure 1.11: Probabilité d'erreur par bit pour le PCS02GWS J = 14, R = f 
Figure 
Figure 1.13: 
Probabilité d'erreur par bit pour le PCS02CWS J = 15, R = f 
Probabilité d'erreur par bit pour le PCSOSGWS J = 6, R = f 
Figure 
Figure 
Probabilité d'erreur par bit pour le PCS02GWS J = 7, R = f 
Probabilité d'erreur par bit pour le PCS02GWS J = 8, R = q 
Figure 
Figure 
3 Probabilité d'erreur par bit pour le PCSOPCWS J = 9, R = 
Probabilité d'erreur par bit pour le PCSOZCWS J = 10, R = 
Figure 1.18: Probabilité d'erreur par bit pour le PCS02GWS J = 11, R = 
Figure 1-19: Probabilité d'erreur par bit pour le PCSOâGWS J = 12, R = q 
Figure 1.20: Probabilité d'erreur par bit pour le PCS02GWS J = 13, R = Q 
Figure 1.21: Probabilité d'erreur par bit pour le PCS02GWS J = 14, R = q 
Figure L22: Probabilité d'erreur par bit pour le PCS02GWS J = 15, R = f 
Figure 1-23: 
- (dB) 
Probabilité d'erreur par bit pour le PCS02GWS J = 8, R = $ 
Figure Probabilité d'erreur par bit pour le PCSOZCWS J = 9, R = 2 
Figure 1-25: Probabiiité d'erreur par bit pour le PCSOIC-WS J = 10, R = 5 
Figure 1-26: Probabilité d'erreur par bit pour le PCSOZCWS J = 11, R = 3 
Annexe II 
Performances de certains PCS02GSS 
Cette annexe présente les performances que l'on peut obtenir avec des 
PCSOZGSS de t a w  de codage R = $ et R = dont les matrices de positions 
des connexions sont données à la section 4.4. 
Figure II. 1: 8 Probabilité d'erreur par bit pour le PCS02GSS J = 4, R = , 
Figure 
Figure 
14 Probabilité d'erreur par bit pour le PCSOZGSS J = 7, R = , 
Probabilité d'erreur par bit pour le PCSOPGSS J = 9, R = $ 
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Annexe III 
Représentation vectorielle des signaux 
Considérons un signal s(t) déterministe, réel et à énergie finie donnée par: 
En outre, supposons que nous possédons un ensemble de N fonctions {fn(t), n = 
1,2, . . . , N) orthonormales, c'est-à-dire vérifiant: 
On peut alors approximer le signal s(t) par une combinaison linéaire des ces 
fonctions, soit: 
où {s,, n = 1, . . . , N )  sont les coefficients de l'approximation de s(t) . L'erreur 
induite par cette approximation est alors: 
et: 
On veut donc choisir les coefficients de l'approximation de s ( t )  tels que l'énergie 
de l'erreur exprimée par (111.5) soit minimale. D'après le critère des moindres carrés, 
ce minimum est obtenu pour une erreur orthogonale aux fonctions qui constituent 
la base, c'est-à-dire: 
soit: 
Suivant ce critère, les coeflicients de 17approximation 
- ' N (III. 7 )  
de s ( t )  sont obtenus en 
projetant ce signal sur les fonctions constituant la base, ce qui revient à dire que 
B ( t )  est la projection de s ( t )  sur l'espace vectoriel engendré par les N fonctions fn(t)- 
Alors on a: 
Lorsque Emin = O, on a: 
A ce moment-là: 
On notera bien que s( t )  n'est égal à son approximation que si l'énergie minimale 
de l'erreur est nulle. 
La question qui reste en suspens est donc de savoir quel ensemble de fonctions 
de base choisir pour projeter le signal désirer. Supposons que l'on possède 
un ensemble de signaux à énergie finie {s ,( t )  , q = 1'2, . . . , M ) .  La procédure 
d'orthogonalisation de Gram-Schmidt [27], [40] permet de construire un ensemble 
tel que E,, = O. On remarque que la dimension de la base, N, est inférieure ou 
égale à M (N 5 M) et il y a égalité dans le cas où les M signaux dont on dispose 
sont linéairement indépendants. 
Une fois construit cet ensemble de fonctions de base orthonormales f,(t), on 
peut exprimer les M signaux sq(t) comme des combinaisons linéaires des fn(t). 
Ainsi: 
et: 
(III. 1 1) 
(III. 12) 
A partir de (III.ll), chaque signal peut être représenté par un vecteur: 
sq = [ ~ q , l  Sq.2 - sq .~]  (III. 13) 
ce qui peut se représenter par un point dans un N-espace vectoriel dont les 
coordonnées sont {sqBi, = 1'2, . . . , N). L'énergie du q-&me signal est tout 
simplement le carré de la longueur de ce vecteur. De cette manière, tout signal 
peut être représenté géométriquement dans ce que l'on appelle l'espace des signaux 
qui est généré par une suite de fonctions orthonormales. 
Ce genre de représentation s'avère particulièrement utile pour les modulations 
numériques. En effet, les M signaux considérés sont ceux susceptibles d'être émis 
par le modulateur numérique sur le canal de transmission. À partir de cette famille 
de signaux, on peut construire une suite de fonctions de base par la procédure 
de Gram-Schmidt et représenter alors tout signal de cette famille dans l'espace 
vectoriel de dimension N généré par cette famille (on parle alors de constellation). 
Les notions d'énergie et de distance sont alors très liées et on peut effectuer des 
analyses d'erreur directement à partir de cet te représentation. 
