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Quantized moduli spaces of the bundles on the elliptic curve
and their applications.
by A.V.Odesskii and B.L.Feigin
Introduction
Let b be the Borel subalgebra of some Kac-Moody algebra g and B the cor-
responding group. (If b is infinite-dimensional, then B is a projective limit of
finite-dimensional groups). Let M(E , b) be the moduli space of B-bundles on the
elliptic curve E . There is the natural map B → H, where H is a Cartan sub-
group, so each B-bundle defines an H-bundle. Note, that each H-bundle on E has
the characteristic class which lies in H2(E , L) ∼= L, where L is the root lattice of
Kac-Moody algebra g. For each n ∈ L we denote by Mn(E , b) the corresponding
connected component of M(E , b).
In [3] we define the Hamiltonian structure on the manifoldM(E , b) and quantize
the coordinate ring of the manifoldMn(E , b) in the case when n =
∑
i
niδi, {δi} are
simple positive roots, {ni} are positive and big enough. Actually, our construction
works in case of arbitrary {ni}.
In this paper we consider the case when almost all ni are zero and some of
them may be negative. Discuss first the case when all {ni} are zero. If g is finite-
dimensional, then M0(E , b) is trivial. If g is an affine Kac-Moody algebra, then
M0(E , b) is infinite-dimensional with trivial Hamiltonian structure. Let g = â,
where a is a finite-dimensional semisimple Lie algebra and P be a moduli space
of a-bundles on E . Then M0(E , b) is a space of maps ϕ : D → P , where D is a
formal neighborhood of the origin in C such that ϕ(0) is a trivial bundle. In §5 we
study the construction in this case. In the case g = ŝlh we write the quantization
of M0(E , b) explicitly. It means that we construct an infinite set of commuting
elements in some algebra.
In §4.2 we consider the case when g = slh+1 and the set (n1, . . . , nh) is (m, 0, 0, . . . , 0).
The moduli space M(m,0,...,0)(E , b) has a projection on E
h and a typical fiber is
(CPm−1)h. After quantization we get a new construction of elliptic R-matrix.
In the §4.4 we consider again the case g = slh+1, when the set of {ni} is
(1, 0, . . . , 0, m). In this case our algebra contains the Sklyanin subalgebraQhm+1,h(E , τ)
(see[2]).
In the §4.5 again for g = slh+1 we consider the set (0, . . . , 0, 1, 0, . . . , 0). In this
case we get the generalized elliptic R-matrix (compare [2], formula (6)).
In the §4.3 we consider the case (−1, 0, . . . , 0, m) for g = slh+1. It gives us the
quantization of the coordinate ring of the Grassmannian of h-dimensional planes
in m− h+ 1-dimensional space.
Now we describe the contents of the paper.
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2In §1 we introduce the notations and construct the algebra Qn,∆(E , τ). Here ∆
is a root system of g, τ ∈ C. For τ = 0 this algebra is the coordinate ring of the
manifold Mn(E , b) and for generic τ it is a quantization of this coordinate ring.
In §2 we construct some representations of the algebras Qn,∆(E , τ) and in §3
we study intertwining operators for these representations. Namely, we embed the
algebra Qn′,∆(E ,−τ) for some n
′ into the algebra of intertwining operators.
In §4 we apply the construction of the algebra Qn,∆(E , τ) to produce some ob-
jects: the elliptic Belavin R-matrix, the quantization of the algebra of functions on
the Grassmannian, the algebra Qhm+1,h(E , τ) (see [2] for definition), some general-
ized elliptic R-matrix.
In §5 we consider the case of affine g. We write down the explicit formula for
commuting elements in the case g = ŝlh.
In §6 we construct the elliptic deformation of the Poison algebra and write down
the explicit formula for commuting elements in this case (see also [5]).
3§1. Algebra Qn,∆(E , τ).
1.1. Notations. Let ∆ be the root system of the Kac-Moody algebra g, ∆+ are
the positive roots, {δ1, . . . , δh} are the simple positive roots (so h is rank g). We
suppose that the set of simple positive roots in ∆ is fixed. Let (ai,j), 1 6 i, j 6 h
be the Cartan matrix, ai,j =
2(δi,δj)
(δi,δi)
. Actually, for our construction of Qn,∆(E , τ),
we need only a linear space with a fixed basis {δ1, . . . , δh} and a scalar product
(δi, δj). But we don’t know anything about the properties of the algebra Qn,∆(E , τ)
if {δ1, . . . , δh} is not a set of simple positive roots of the finite dimensional or affine
Kac-Moody algebra. Let L be a lattice with the basis {δ1, . . . , δh}, L ∼= Z
h and let
L+ = {l1δ1 + . . .+ lhδh; l1, . . . , lh > 0} ⊂ L.
Let us n : L→ Z be homomorphism of the abelian groups, so ni = n(δi) ∈ Z.
Let E = CupslopeΓ be an elliptic curve, where Γ = {m1 + m2η;m1, m2 ∈ Z} is a
lattice, Im η > 0. For m ∈ Z, c ∈ C we denote by ξm,c a linear bundle on E such
that its sections are realized as functions on C with the following properties:
f(z + 1) = f(z); f(z + η) = e−2pii(mz+c)f(z) (1)
It is clear that ξm,c ∼= ξm′,c′ if and only if m = m
′ and c − c′ ∈ Γ. The space
of holomorphic sections H0(ξm,c) is realized as a space of holomorphic functions
on C satisfying (1). We denote this space by Θm,c(Γ). It is easy to see that
dimΘm,c(Γ) = m if m > 0, Θm,c(Γ) = 0 if m < 0. If m = 0 then Θ0,c(Γ) = 0 for
c /∈ Γ. If m = 0 and c ∈ Γ then the bundle ξ0,c is trivial and dimH
0(ξ0,c) = 1. For
m > 0 the elements of Θm,c(Γ) are called θ-functions of order m. It is clear that
for m > 0 for different c the spaces Θm,c(Γ) are isomorphic and can be identified
by translation of C. It is easy to check that every θ-function of order m has
exactly m zeros modΓ and the sum of these zeros is equal to c + 1
2
m modΓ.
Let θ(z) =
∑
α∈Z
(−1)αe2pii(αz+
α(α−1)
2 η). It is clear that θ(z) ∈ Θ1, 12 (Γ), θ(0) = 0,
θ(−z) = −e−2piizθ(z).
1.2. Algebra F∆(E , τ). Let τ ∈ C. We will construct an associative al-
gebra F∆(E , τ) that depends on 2 continues parameters: an elliptic curve E and
a point τ ∈ C. The algebra F∆(E , τ) is L
+-graded, so F∆(E , τ) =
⊕
l∈L+
Fl and
Fl ∗ Fl′ ⊂ Fl+l′ . Here ∗ is the product in the algebra F∆(E , τ). By definition,
the space Fl for l = l1δ1 + . . . + lhδh is a space of everywhere meromorphic func-
tions f(x1,1, . . . , xl1,1; . . . ; x1,h, . . . , xlh,h; u1, . . . , uh) in l1 + . . . + lh + h variables
{xα,i, ui; 1 6 i 6 h, 1 6 α 6 li}. We assume, that these functions are symmet-
ric with respect to each group of variables {x1,i, . . . , xli,i} for all 1 6 i 6 h. Let
f ∈ Fl, g ∈ Fl′ , where l = l1δ1 + . . .+ lhδh, l
′ = l′1δ1 + . . .+ l
′
hδh. By definition, for
the product f ∗ g ∈ Fl+l′ we have:
f ∗ g(x1,1, . . . , xl1+l′1,1; . . . ; x1,h, . . . , xlh+l′h,h; u1, . . . , uh) =
41
l1!l
′
1! . . . lh!l
′
h!
∑
σ1∈Sl1+l′1
...............
σh∈Slh+l
′
h
f(xσ1(1),1, . . . , xσ1(l1),1; . . . ; xσh(1),h, . . . , xσh(lh),h; u1, . . . , uh)×
g(xσ1(l1+1),1, . . . , xσ1(l1+l′1),1; . . . ; xσh(lh+1),h, . . . , xσh(lh+l′h),h; u
(τ)
1 , . . . , u
(τ)
h )× (2)
∏
16i,j6h,
16α6li,
lj+16β6lj+l
′
j
θ(xσi(α),i − xσj(β),j − (δi, δj)τ)
θ(xσi(α),i − xσj(β),j)
Here u
(τ)
i = ui − 2(l, δi)τ for 1 6 i 6 h.
Proposition 1. The formula (2) defines in the space F∆(E , τ) =
⊕
l∈L+
Fl the
structure of the associative algebra.
Proof. By direct calculation.
Remarks. 1. Let τ = 0. In this case the algebra F∆(E , 0) is commutative and
does not depend on E . The formula for f ∗ g takes such a form:
f ∗ g(x1,1, . . . , xl1+l′1,1; . . . ; x1,h, . . . , xlh+l′h,h; u1, . . . , uh) =
1
l1!l′1! . . . lh!l
′
h!
∑
σ1∈Sl1+l′1
...............
σh∈Slh+l
′
h
f(xσ1(1),1, . . . , xσ1(l1),1; . . . ; xσh(1),h, . . . , xσh(lh),h; u1, . . . , uh)×
g(xσ1(l1+1),1, . . . , xσ1(l1+l′1),1; . . . ; xσh(lh+1),h, . . . , xσh(lh+l′h),h; u1, . . . , uh) (3)
Let Pl ⊂ Fl be a space of functions which does not depend on {u1, . . . , uh} and
are polynomials in variables {xα,i; 1 6 i 6 h, 1 6 α 6 li}. It is clear that P =⊕
l∈L+
Pl is subalgebra in F∆(E , 0). We have: Pl = S
l1Pδ1 ⊗S
l2Pδ2 ⊗ . . .⊗S
lhPδh , so
P = S∗Pδ1⊗S
∗Pδ2⊗ . . .⊗S
∗Pδh . Here Pδi is a space of polynomials in one variable.
The formula (3) defines the usual product in this tensor product of symmetric
algebras.
52. By definition F0 is a space of all meromorphic functions in variables {u1, . . . , uh}.
For f, g ∈ F0 we have (see (2)) f ∗ g = fg. It is the usual product of functions. So
F0 is a field. We have F0 ∗ Fl ⊂ Fl and Fl ∗ F0 ⊂ Fl so we have two structures of
a F0-vector space on Fl. These two structures are connected by the following: for
f ∈ F0 and g ∈ Fl we have: g∗f(u1, . . . , uh) = f(u1−2(l, δ1)τ, . . . , uh−2(l, δh)τ)∗g
(see (2)). For τ = 0, the algebra F∆(E , 0) is a F0-algebra.
1.3. Algebra Qn,∆(E , τ). For every linear form n : L→ Z we will construct a
subalgebra Qn,∆(E , τ) in the algebra F∆(E , τ). By definition Qn,∆(E , τ) =
⊕
l∈L+
Ql,
here Ql ⊂ Fl is a space of functions satisfied following conditions:
1. f(x1,1, . . . , xlh,h; u1, . . . , uh) as a function in variables {x1,1, . . . , xlh,h} is holo-
morphic outside the divisors {xα,i − xβ,j = 0; i 6= j, (δi, δj) 6= 0} and has a pole of
order 6 1 on these divisors.
2. For each xα,i, 1 6 i 6 h, 1 6 α 6 li f satisfies (1) for m = ni, c = ui− (δi, l)τ
as a function in xα,i. Here ni = n(δi). So we have:
f(x1,1, . . . , xα,i + 1, . . . , xlh,h; u1, . . . , uh) = f(x1,1, . . . , xlh,h; u1, . . . , uh);
f(x1,1, . . . , xα,i + η, . . . , xlh,h; u1, . . . , uh) =
e−2pii(nixα,i+ui−(δi,l)τ)f(x1,1, . . . , xlh,h; u1, . . . , uh)
3. Let 1 6 i, j 6 h such that ai,j < 0. Let 1 6 α1, . . . , α−ai,j+1 6 li, 1 6 β 6 lj .
Then f(x1,1, . . . , uh) = 0 on the affine subspace of codimension −ai,j + 1 defined
by the following relations:
xα1,i−xα2,i = (δi, δi)τ, xα2,i−xα3,i = (δi, δi)τ, . . . , xα−ai,j ,i−xα−ai,j+1,i = (δi, δi)τ,
xα−ai,j+1,i − xβ,j = (δi, δj)τ, xβ,j − xα1,i = (δi, δj)τ.
4. Let {δi1 , . . . , δip} generates an irreducible component of the root system ∆;
µ1, . . . , µh;λ1, . . . , λh; ν ∈ C and µj = λj = 0 if j /∈ {i1, . . . , ip}, µiα = −ν,
λiα = niαν for 1 6 α 6 p. Then f(x1,1+µ1, . . . , xl1,1+µ1; . . . ; x1,h+µh, . . . , xlh,h+
µh; u1 + λ1, . . . , uh + λh) = f(x1,1, . . . , uh).
Proposition 2. The space Qn,∆(E , τ) is closed with respect to the product ∗
defined by (2). So Qn,∆(E , τ) is a subalgebra of the algebra F∆(E , τ).
Proof. By direct calculation it is easy to see that the product ∗ preserves each
of the properties 1-4.
Proposition 3. Let ∆1 ⊂ ∆ is a root subsystem generated by some subset
of {δ1, . . . , δh}. Then F∆1(E , τ) ⊂ F∆(E , τ), Qm,∆1(E , τ) ⊂ Qn,∆(E , τ) as graded
subalgebras. Here m is a restriction of n to the sublattice generated by ∆1.
Proof. It is evident from the definitions.
6Remarks. 1. Q0 is a field of meromorphic functions f(u1, . . . , uh) satisfying
the property 4.
2. We have Q0 ∗ Ql ⊂ Ql and Ql ∗ Q0 ⊂ Ql so Ql has two structures of a Q0-
vector space. These two structures are connected in the following way: for f ∈ Q0
and g ∈ Ql we have; g ∗ f(u1, . . . , uh) = f(u1 − 2(l, δ1)τ, . . . , uh − 2(l, δh)τ) ∗ g (see
(2)), so the dimension of these spaces is the same.
3. From the properties 1 and 2 of the elements from the space Ql it follows that
dimQ0Ql is finite for each l ∈ L
+.
4. For τ = 0 the algebra Qn,∆(E , τ) is a commutative Q0-algebra.
5. Qδi consists of the functions f(x; u1, . . . , uh) which are holomorphic with
respect to x and satisfy the properties 2 and 4. So dimQ0Qδi = ni if ni > 0 and
Qδi = 0 if ni 6 0.
6. Qαδi consists of the functions f(x1, . . . , xα; u1, . . . , uh) which are holomorphic
and symmetric with respect to {x1, . . . , xα} and satisfy the properties 2 and 4. It
is clear that dimQ0Qαδi =
ni(ni+1)...(ni+α−1)
α! if ni > 0 and Qαδi = 0 if ni 6 0.
7. If (δi, δj) = 0 then Qαδi+βδj
∼= Qαδi ⊗Q0 Qβδj .
8. If (δi, δj) 6= 0 (and i 6= j), than Qδi+δj becomes bigger then Qδi ⊗Q0 Qδj
because of the pole part of the functions from Qδi+δj . So we have: dimQ0Qδi+δj =
ninj + ni + nj , if ni, nj > 0. If ni or nj < 0, then Qδi+δj = 0.
7§2. Representations of the algebras Qn,∆(E , τ).
Let p ∈ L+, p = p1δ1 + . . .+ phδh. Let Ap,∆(E , τ) be the algebra generated by
{eα,i, e
−1
α,i; 1 6 i 6 h, 1 6 α 6 pi} and {ϕ(y1,1, . . . , yp1,1; . . . ; y1,h, . . . , yph,h; u1, . . . , uh)},
where ϕ is any meromorphic function in variables {yα,i, ui; 1 6 i 6 h, 1 6 α 6 pi}
such that as a function of {yα,i} it has poles only on the divisors of the form
{yα,i − yβ,j − (δi, δj)τ + µ(δi, δi)τ − ν(δj , δj)τ = 0;µ, ν ∈ Z, (δi, δj) 6= 0}. We
assume such the following relations hold:
eα,ieβ,j = −e
2pii(yβ,j−yα,i)
θ(yα,i − yβ,j − (δi, δj)τ)
θ(yβ,j − yα,i − (δi, δj)τ)
eβ,jeα,i (4)
eα,iyβ,j = yβ,jeα,i, here i 6= j or α 6= β;
eα,ie
−1
α,i = 1, eα,iyα,i = (yα,i + (δi, δi)τ)eα,i, eα,iuj = (uj − 2(δi, δj)τ)eα,i;
[yα,i, yβ,j] = [yα,i, uj] = [ui, uj] = 0.
Let us define the map x : Qn,∆(E , τ)→ Ap,∆(E , τ) by the following. For f ∈ Q0, we
put x(f) = f . Recall that Q0 ⊂ Ap,∆(E , τ) by definition. For f(x; u1, . . . , uh) ∈ Qδi
(if ni > 0 ), we put x(f) =
∑
16α6pi
f(yα,i; u1, . . . , uh)eα,i. In general case for
f(x1,1, . . . , xlh,h; u1, . . . , uh) ∈ Ql, l = l1δ1 + . . .+ lhδh, we define:
x(f) =
∑
ϕ1,1,...,ϕph,h>0,
ϕ1,i+...+ϕpi,i=li for each 16i6h
Bϕ1,1,...,ϕph,he
ϕ1,1
1,1 . . . e
ϕp1,1
p1,1
. . . e
ϕ1,h
1,h . . . e
ϕph,h
ph,h
(5)
Here Bϕ1,1,...,ϕph,h is a function in variables {yα,i, ui},
Bϕ1,1,...,ϕph,h =
f(y1,1, y1,1 + (δ1, δ1)τ, . . . , y1,1 + (ϕ1,1 − 1)(δ1, δ1)τ, . . . ,
yph,h, yph,h + (δh, δh)τ, . . . , yph,h + (ϕph,h − 1)(δh, δh)τ ; u1, . . . , uh)×
∏
16i,j6h,
16α6pi,16β6pj ,
06µ6ϕα,i−1,06ν6ϕβ,j−1;
i6j; if i=j, then α6β;
if i=j,α=β, then µ<ν
θ(yα,i + µ(δi, δi)τ − yβ,j − ν(δj , δj)τ)
θ(yα,i + µ(δi, δi)τ − yβ,j − ν(δj , δj)τ − (δi, δj)τ)
Proposition 4. x is homomorphism of algebras.
Proof. It is direct checking using the formulas (2) and (4).
8Remarks. 1. If ϕα,i = 0 for some α and i, then f does not contain variable
yα,i in corresponding part of the formula (5). For ϕα,i > 0, f contains variables
yα,i + µ(δi, δi)τ for 0 6 µ 6 ϕα,i − 1.
2. It is possible to construct representations of the algebra Qn,∆(E , τ) using
homomorphism x. For this let us construct the representation of the algebra
Ap,∆(E , τ) with diagonal action of the elements {yα,i, ui}. The basis of this rep-
resentation consists of monomials of the elements {eα,i}. The homomorphism x
defines the representation of the algebra Qn,∆(E , τ) in this space.
9§3. Intertwining operators.
In this paragraph we assume that ∆ is a root system of the finite dimension
Lie algebra. The intertwining operators for the representations of the algebra
Qn,∆(E , τ) are constructed in the following way (see also [6], §3). Let σ be an
automorphism of the algebra Ap,∆(E , τ). We say that an element C ∈ Ap,∆(E , τ)
σ-commutes with the image x(Qn,∆(E , τ)), if for each element f ∈ Qn,∆(E , τ) we
have: Cx(f) = (σx(f))C in the algebra Ap,∆(E , τ). Let pi be some representa-
tion of the algebra Qn,∆(E , τ) constructed by the homomorphism x (see remark
2 in §2). It is clear that C defines the intertwining operator between the repre-
sentations pi and piσ of the algebra Qn,∆(E , τ). Let C1 ∈ Ap,∆(E , τ) σ1-commutes
and C2 ∈ Ap,∆(E , τ) σ2-commutes with x(Qn,∆(E , τ)). It is clear that (σ2C1)C2
σ2σ1-commutes with x(Qn,∆(E , τ)). This product coincides with the product of the
intertwining operators.
Let LC = L ⊗Z C be a C-vector space with a basis {δ1, . . . , δh}. Let µ ∈ LC,
µ = µ1δ1+ . . .+µhδh. Let us define an automorphism Tµ of the algebra Ap,∆(E , τ)
by the following: Tµ(eα,i) = eα,i, Tµ(yα,i) = yα,i, Tµ(ui) = ui+µi. We will look for
the elements of the algebra Ap,∆(E , τ) that Tµ-commutes with x(Qn,∆(E , τ)). The
algebra Ap,∆(E , τ) is L-graded, if we assume deg yα,i = deg ui = 0, deg eα,i = δi for
each 1 6 i 6 h, 1 6 α 6 pi. It is clear that Ap,∆(E , τ) =
⊕
l∈L
Al, here Al is the
space of elements of degree l and AlAl′ ⊂ Al+l′ in the algebra Ap,∆(E , τ). It is clear
that the homomorphism x preserves the grading, so x(Ql) ⊂ Al. Let ω : L → LC
be a homomorphism of abelian groups. We denote by Aωp,∆(E , τ) the associative
algebra such that as a linear space it is isomorphic to Ap,∆(E , τ) and the product
◦ is defined by the following: C1 ◦C2 = (Tω(l2)C1)C2. Here C1 ∈ Al1 , C2 ∈ Al2 and
◦ is the product in the algebra Aωp,∆(E , τ). We will construct a homomorphism
y : Qn′,∆(E ,−τ)→ A
ω
p,∆(E , τ)
for some n′ and ω such that for each elements f ∈ Qn,∆(E , τ), g ∈ Qn′,∆(E ,−τ) we
will have:
y(g)x(f) = (T−ω(l)x(f))y(g)
in the algebra Ap,∆(E , τ). Here g ∈ Q
′
l, Qn′,∆(E ,−τ) =
⊕
l∈L+
Q′l is the decomposi-
tion of Qn′,∆(E ,−τ) for L
+-grading. We will have y(Q′l) ⊂ A−l.
Let n′ : L→ Z be such homomorphism that
n′(δi) =
∑
16j6h
aj,ipj − n(δi)
We denote n′i = n
′(δi) for all 1 6 i 6 h.
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Let A′p,∆(E ,−τ) be the algebra with generators {e
′
α,i, e
′−1
α,i ; 1 6 i 6 h, 1 6 α 6 pi}
and {ϕ(y′1,1, . . . , y
′
p1,1
; . . . ; y′1,h, . . . , y
′
ph,h
; u′1, . . . , u
′
h)}, where ϕ are meromorphic
functions. We assume the the relations are as in (4), with τ replaced by −τ and
eα,i, yα,i, ui replaced by e
′
α,i, y
′
α,i, u
′
i respectively. It is clear, that there is a ho-
momorphism x′ : Qn′,∆(E ,−τ) → A
′
p,∆(E ,−τ) defined by (5), where Qn,∆(E , τ)
is replaced by Qn′,∆(E ,−τ) and Ap,∆(E , τ) is replaced by A
′
p,∆(E ,−τ). Here Q
′
0
consists of meromorphic functions in variables {u′1, . . . , u
′
h}.
Let ω : L→ LC be such homomorphism that
ω(δi) = −
∑
16j6h
2(δi, δj)τ · δj
Proposition 5. Following formulas define the homomorphism of the algebras
κ : A′p,∆(E ,−τ)→ A
ω
p,∆(E , τ):
κ(y′α,i) = yα,i
κ(u′i) = −ui −
∑
16j6h,
16β6pj
aj,iyβ,j (6)
κ(e′α,i) =
∏
j 6=i,16j6h,
16β6pj ,06δ6−aj,i−1
(θ(yα,i−yβ,j − ((δi, δj)+ (δi, δi)+ δ(δj , δj))τ)e
piiyβ,j )×
∏
16β6pi
β 6=α
e−2piiyβ,i
θ(yα,i − yβ,i − (δi, δi)τ)θ(yα,i − yβ,i)
· e−1α,i
Proof. It is a direct checking of the relations (4).
Let T ′µ be an automorphism of the algebra A
′
p,∆(E ,−τ) such that T
′
µe
′
α,i = e
′
α,i,
T ′µy
′
α,i = y
′
α,i, T
′
µu
′
i = u
′
i + µi. Here µ ∈ LC, µ = µ1δ1 + . . .+ µhδh. We put:
µi = (−(n
′
i + 3)(δi, δi) + (δi, p))τ +
1
2
∑
16j6h
aj,ipj
Proposition 6. Let y : Qn′,∆(E ,−τ) → A
ω
p,∆(E , τ) be the composition of
the homomorphisms x′, T ′µ and κ, so y(g) = κT
′
µx
′(g) for g ∈ Qn′,∆(E ,−τ).
Then for each g ∈ Qn′,∆(E ,−τ), f ∈ Qn,∆(E , τ) there is a relation y(g)x(f) =
(T−ω(l)x(f))y(g) in the algebra Ap,∆(E , τ). Here g ∈ Q
′
l.
Proof. See [6], §3 for the case of strict dominant n and n′ (this means n(δi) > 0
and n′(δi) > 0). In general case the proof is similar.
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Remarks. 1. This construction for the case of strict dominant n and n′ was
done in [6], §3, propositions 3 and 4. We have extended this construction for general
case above.
2. In [6], §3, Proposition 5 we have constructed another elementsKd ∈ Ap,∆(E , τ)
that Tν -commute with x(Qn,∆(E , τ)). Here d is such that
d
(δi,δi)
∈ N for each
1 6 i 6 h, ν = −dτ(n′1δ1 + . . .+ n
′
hδh). In [6] we considered only the case of strict
dominant n and n′, but it is clear that the Proposition 5 holds for general case.
3. In [6] we used slightly different notations (compare [6], §1 and §1 of this
paper). In notations of [6] we had to divide by ni (see for example [6], formula (1))
but it is not good if we want to consider the case ni = 0 for some i. So we have to
change the notations.
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§4. Examples and applications.
4.1. Case of finite root system ∆ and dominant n.
This case was studied in [6]. We remind the main result about the structure of
the algebra Qn,∆(E , τ).
Let g = g− ⊕ h ⊕ g+ be the Cartan decomposition, {gγ; γ ∈ ∆
+} be a basis in
g+, ϕγ1,γ2 ∈ C be the structure constants, so [gγ1 , gγ2 ] = ϕγ1,γ2gγ1+γ2 . We denote
by ĝ+(E , n) the following L+-graded Lie algebra over field Q0:
ĝ+(E , n) =
⊕
γ∈∆+
Θn(γ),u(γ)(Γ)
as a linear space. Here u(γ) = u1γ1 + . . . + uhγh for γ = γ1δ1 + . . . + γhδh.
The commutator for µ ∈ Θn(γ),u(γ)(Γ), λ ∈ Θn(γ′),u(γ′)(Γ) is by definition [µ, λ] =
ϕγ,γ′µ ·λ. Here µ ·λ is the usual product of functions. We remind that by definition
Θn(γ),u(γ)(Γ) = 0 if n(γ) = 0 (see §1.1). It is clear that ĝ+(E , n) is a subalgebra of
the current algebra of g+ over field Q0.
Proposition 7. The algebra Qn,∆(E , τ), defined for finite root system ∆ and
dominant n is a deformation of the universal enveloping algebra U(ĝ+(E , n)) in the
class of L+-graded associative algebras.
Remark. From this proposition it follows that the Hilbert function of the
algebra Qn,∆(E , τ) for finite ∆ and dominant n is
∑
l∈L+
dimQ0Qlw
l =
∏
δ∈∆+
(1− wδ)−n(δ)
Here wl = wl11 . . .w
lh
h for l = l1δ1 + . . .+ lhδh; w1, . . . , wh are formal parameters.
4.2. The Zamolodchikove algebra for the elliptic Belavin R-matrix.
Let ∆ be root system Ah, so (δi, δi) = 2, 1 6 i 6 h; (δi, δi+1) = −1, 1 6 i < h;
(δi, δj) = 0 if |i− j| > 1. Let n(δ1) = m > 0, n(δ2) = . . . = n(δh) = 0. The Hilbert
function of the algebra Qn,∆(E , τ) has a form (see §4.1):
∏
γ∈∆+
(1 − wγ)−n(γ) =
(1 − w1)
−m(1 − w1w2)
−m . . . (1 − w1 . . .wh)
−m. So the algebra Qn,∆(E , τ) is a
deformation of the polynomial ring in hm variables: m variables of degree δ1+. . .+δi
for each 1 6 i 6 h. It is easy to check that the space Qδ1+...+δi consists of functions
of the form:
f(x1,1; . . . ; x1,i; u1, . . . , uh) =
∏
16α<i
θ(x1,α − x1,α+1 −
∑
α<ν6i
uν + τ)
∏
16α<i
θ(x1,α − x1,α+1)
ϕ(x1,1),
where ϕ(x) ∈ Θm,u1+...+ui(Γ).
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Proposition 8. The space Qδ1+...+δi generates the algebra Qm(E ,
2
m
τ) for each
1 6 i 6 h. The commutation relations between Qδ1+...+δi and Qδ1+...+δj , i 6= j,
1 6 i, j 6 h are defined by the elliptic R-matrix Rm(E ,
2
m
τ) (for the definitions of
Qm(E , τ) and Rm(E , τ) see [1]).
Proof. It is enough to proof the proposition for the image of the homomorphism
x : Qn,∆(E , τ)→ Ap,∆(E , τ), because for large {pi} this homomorphism is injection.
Let us denote by zϕ,i the image of the element from the space Qδ1+...+δi for a
function ϕ(x) ∈ Θm,u1+...+ui(Γ). We denote by vi = u1 + . . . + ui for 1 6 i 6 h.
The formula (5) gives us the following expression for zϕ,i ∈ Ap,∆(E , τ):
zϕ,i =
∑
16α16p1
............
16αi6pi
∏
16ν<i
θ(yαν ,ν − yαν+1,ν+1 + vν − vi + τ)
∏
16ν<i
θ(yαν ,ν − yαν+1,ν+1 + τ)
ϕ(yα1,1)eα1,1eα2,2 . . . eαi,i
(7)
Let
fα1,i =
∑
16α26p2
............
16αi6pi
∏
16ν<i
θ(yαν ,ν − yαν+1,ν+1 + vν − vi + τ)
∏
16ν<i
θ(yαν ,ν − yαν+1,ν+1 + τ)
eα1,1eα2,2 . . . eαi,i (8)
From (7) and (8) we have:
zϕ,i =
∑
16α6p1
ϕ(yα,1)fα,i (9)
Using (4) it is easy to check the following relations between {fα,i, yα,1, vi; 1 6 α 6
p1; 1 6 i 6 h}:
fα,ifβ,j =
e2piiτθ(vi − vj)θ(yα,1 − yβ,1 − 2τ)
θ(vi − vj + 2τ)θ(yα,1 − yβ,1)
fβ,jfα,i+
e2pii(vi−vj−τ)θ(2τ)θ(yα,1 − yβ,1 + vj − vi)
θ(vi − vj + 2τ)θ(yα,1 − yβ,1)
fα,jfβ,i, here α 6= β, i < j; (10)
fα,ifβ,i = −e
2pii(yβ,1−yα,1)
θ(yα,1 − yβ,1 − 2τ)
θ(yβ,1 − yα,1 − 2τ)
fβ,ifα,i, here α 6= β;
fα,jfα,i = e
2piiτfα,ifα,j, here i < j;
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fα,iyβ,1 = yβ,1fα,i, here α 6= β; fα,iyα,1 = (yα,1 + 2τ)fα,i;
fα,ivj = (vj − 2τ)fα,i, here i 6= j; fα,ivi = (vi − 4τ)fα,i;
[yα,1, yβ,1] = [yα,1, vi] = [vi, vj] = 0.
The proposition follows from the relations (10), the formula (9) and the results of
[2].
4.3. The elliptic deformation of the algebra functions on Grassman-
nian.
Let us set ∆ = Ah, (δi, δi) = 2, 1 6 i 6 h; (δi, δi+1) = −1, 1 6 i < h; (δi, δj) = 0
if |i− j| > 1 as above. Let n(δ1) = −1, n(δi) = 0 for 2 6 i 6 h− 1, n(δh) = m > 0.
The space Qδ1+2δ2+...+hδh consists of the following functions:
f(x1,1; x1,2, x2,2; . . . ; x1,h, . . . , xh,h; u1, . . . , uh) =
∏
16i<h
θ(
∑
16α6i
xα,i −
∑
16α6i+1
xα,i+1 +
∑
16α6i
uα)
∏
16i6h,
16α 6=β6i
θ(xα,i − xβ,i − τ)
∏
16i<h,
16α6i,16β6i+1
θ(xα,i − xβ,i+1)
× (11)
ϕ(x1,h, . . . , xh,h; u1, . . . , uh)
Here ϕ(x1, . . . , xh; u1, . . . , uh) is holomorphic and symmetric in the variables
{x1, . . . , xh} and satisfies relations:
ϕ(x1 + 1, x2, . . . , xh; u1, . . . , uh) = ϕ(x1, . . . , xh; u1, . . . , uh)
ϕ(x1 + η, x2, . . . , xh; u1, . . . , uh) =
e−2pii((m−2h+2)x1+x2+...+xh+u1+...+uh)ϕ(x1, . . . , xh; u1, . . . , uh)
It is easy to check that the space of such functions is isomorphic to ΛhΘm−h+1,u1+...+uh(Γ).
Proposition 9. For τ = 0 the subalgebra
⊕
α>1
Qα(δ1+2δ2+...+hδh) of the algebra
Qn,∆(E , τ) is an algebra of functions on the manifold of h-dimensional subspaces in
m−h+1-dimensional vector space. This means that the algebra is commutative and
generated by Qδ1+2δ2+...+hδh
∼= ΛhΘm−h+1,u1+...+uh(Γ) and the Plucker relations.
For generic τ the algebra
⊕
α>1
Qα(δ1+2δ2+...+hδh) is a flat deformation of the algebra
of functions on the Grassmannian Gr(h,m− h+ 1).
Proof. For τ = 0 the proof is similar to the proof of proposition 8. From our
definitions it follows that dimQ0Qα(δ1+2δ2+...+hδh) does not depend on τ . So this
dimension is the same as for τ = 0.
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4.4. Algebra Qhm+1,h(E , τ).
Let ∆ = Ah, (δi, δi) = 2, 1 6 i 6 h; (δi, δi+1) = −1, 1 6 i < h; (δi, δj) = 0 if
|i−j| > 1 as above. Let n(δ1) = 1, n(δi) = 0 for 2 6 i 6 h−1, n(δh) = m > 0. From
the proposition 7 it follows that the algebra Qn,∆(E , 0) is the algebra of polynomials
in h(m + 1) variables: one variable of degree δ1 + . . . + δi for each 1 6 i < h, m
variables of degree δi + . . . + δh for each 1 < i 6 h and m + 1 variables of degree
δ1 + . . . + δh. It is easy to see from this that the subalgebra
⊕
α>1
Qα(δ1+...+δh) of
the algebra Qn,∆(E , 0) is the algebra of polynomials in hm + 1 variables of degree
δ1+ . . .+ δh. So the subalgebra
⊕
α>1
Qα(δ1+...+δh) of the algebra Qn,∆(E , τ) is a flat
deformation of the algebra of polynomials in hm+1 variables. The Hilbert function
is 1 +
∑
α>1
dimQ0Qα(δ1+...+δh)w
α = (1− w)−(hm+1).
Proposition 10. The subalgebra
⊕
α>1
Qα(δ1+...+δh) of the algebra Qn,∆(E , τ) is
isomorphic to Qhm+1,h(E ,
2
hm+1τ).
Proof. The proof is similar to the proof of proposition 8, using the construction
of the algebras Qn,k(E , τ) (see [2]).
4.5. Generalized elliptic R-matrix.
Let ∆ = Ah, (δi, δi) = 2, 1 6 i 6 h; (δi, δi+1) = −1, 1 6 i < h; (δi, δj) = 0 if
|i− j| > 1 as above. We fix ν, 1 < ν < h. Let n(δν) = 1, n(δi) = 0 for 1 6 i 6 h,
i 6= ν. According to the proposition 7 the algebra Qn,∆(E , 0) is the algebra of
polynomials in ν(h− ν + 1) variables: one variable of degree δi1 + δi1+1 + . . .+ δi2
for each i1, i2 such that 1 6 i1 6 ν 6 i2 6 h. The algebra Qn,∆(E , τ) is a flat
deformation of this polynomial ring. It is clear that in the algebra Qn,∆(E , τ)
we have dimQ0Qδi1+...+δi2 = 1 for 1 6 i1 6 ν 6 i2 6 h, Qδi1+...+δi2 = 0 for
ν < i1 or i2 < ν. Let ei1,i2 be a nonzero element from Qδi1+δi1+1+...+δi2 (for
1 6 i1 6 ν 6 i2 6 h). It is easy to check that we can choose ei1,i2 in such a form:
ei1,i2 =
∏
i16ϕ<ν
θ(x1,ϕ − x1,ϕ+1 +
∑
i16α6ϕ
uα − τ)
∏
ν6ψ<i2
θ(x1,ψ − x1,ψ+1 −
∑
ψ<α6i2
uα + τ)
∏
i16p<i2
θ(x1,p − x1,p+1)
×
(12)
θ(x1,ν +
∑
i16α6i2
uα − 2τ)
Let us denote vi = ui+ui+1+ . . .+uν for 1 6 i 6 ν and wi = uν+uν+1+ . . .+ui
for ν 6 i 6 h. We denote q(j, j′) = e2piiτ for j < j′, q(j, j′) = e−2piiτ for j > j′,
q(j, j) = 1.
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Proposition 11. The elements {ei1,i2 , vi1 , wi2 ; 1 6 i1 6 ν 6 i2 6 h} satisfy
following commutation relations:
ei1,i2ei′1,i′2 =
θ(vi1 − vi′1 − 2τ)θ(wi′2 − wi2)q(i
′
1, i1)q(i
′
2, i2)
θ(vi1 − vi′1)θ(wi′2 − wi2 − 2τ)
ei′1,i′2ei1,i2+ (13)
θ(−2τ)q(i′2, i2)θ(wi′2 − wi2 − vi1 + vi′1)
θ(vi′1 − vi1)θ(wi′2 − wi2 − 2τ)
ei1,i′2ei′1,i2 , for i1 6= i
′
1, i2 6= i
′
2;
ei1,i2ei′1,i2 = q(i
′
1, i1)ei′1,i2ei1,i2 ; ei1,i2ei1,i′2 = q(i
′
2, i2)ei1,i′2ei1,i2 ;
ei1,i2vi′1 = vi′1ei1,i2 for i1 6= i
′
1; ei1,i2wi′2 = wi′2ei1,i2 for i2 6= i
′
2;
ei1,i2vi1 = (vi1 − 2τ)ei1,i2 ; ei1,i2wi2 = (wi2 − 2τ)ei1,i2 ;
[vi1 , vi′1 ] = [wi2 , wi′2 ] = [vi1 , wi2 ] = 0
Proof. It is clear that
ei1,i2ei′1,i′2 , ei′1,i′2ei1,i2 , ei1,i′2ei′1,i2 ∈ Qδi1+δi1+1+...+δi2+δi′1+δi′1+1+...+δi′2
but dimQ0Qδi1+...+δi2+δi′1+...+δi′2
= 2, so there is a linear relation between these
elements. It is easy to find the coefficients of this relation using (2). Another
relations in (13) are easy to check directly.
Remark. If we put n(δν) = m > 0 instead of n(δν) = 1, then we will have an
algebra that is a deformation of the polynomial ring in mν(h− ν +1) variables: m
variables of degree δi1 + δi1+1 + . . .+ δi2 for each 1 6 i1 6 ν 6 i2 6 h. It is clear
that dimQ0Qδi1+...+δi2 = m for 1 6 i1 6 ν 6 i2 6 h, Qδi1+...+δi2 = 0 for i1 > ν
or i2 < ν and dimQ0Qδi1+...+δi2+δi′
1
+...+δi′
2
= 2m2 for 1 6 i1, i
′
1 6 ν 6 i2, i
′
2 6 h.
So the elements from the product Qδi1+...+δi2 ∗Qδi′1+...+δi′2
are uniquely expressed
as linear combination of the elements from the space Qδi′
1
+...+δi′
2
∗ Qδi1+...+δi2 ⊕
Qδi1+...+δi′2
∗Qδi′
1
+...+δi2
. So we have a map
Qδi1+...+δi2 ⊗Qδi′
1
+...+δi′
2
→ Qδi′
1
+...+δi′
2
⊗Qδi1+...+δi2 ⊕Qδi1+...+δi′
2
⊗Qδi′
1
+...+δi2
It is clear that this map satisfies the Yang-Baxter equations.
17
§5. Case of affine root system.
A family of commuting elements.
Let ∆ be the root system of the Lie algebra ŝlh. So (δi, δi) = 2, (δi, δi+1) = −1
and (δi, δj) = 0 otherwise. Here we assume that i ∈ Zh. It is possible to prove that
for dominant n the Hilbert function of Qn,∆(E , τ) is equal to
∏
γ∈∆+
(1− wγ)−n(γ)k(γ)
∏
α>µ
(1− wα(δ1+...+δh))−αn(δ1+...+δh)
Here k(γ) is a multiplicity of the root γ in the algebra ŝlh, µ = 2 for h = 2 and µ = 1
for h > 2. So the algebra Qn,∆(E , τ) is bigger then in the finite dimensional case.
Note that the element u1 + . . . + uh is central in the algebra Qn,∆(E , τ), because
the root δ1+ . . .+ δh is imaginary. We denote by Qn,∆,c(E , τ) (for c ∈ C) the factor
algebra of Qn,∆(E , τ) by the relation u1 + . . .+ uh = c. If n is dominant and n 6= 0
then the Hilbert function of the algebra Qn,∆,c(E , τ) is the same as for the algebra
Qn,∆(E , τ) and does not depend on c. Let us n = 0. The Hilbert function of the
algebra Q0,∆,c(E , τ) is equal to 1 if c /∈ Γ and is equal to
∏
α>1
(1− wα(δ1+...+δh))−h
for h > 2 and (1− w1w2)
−1
∏
α>2
(1− wα1w
α
2 )
−2 for h = 2 if c ∈ Γ.
Proposition 12. Let c ∈ Γ. The algebra Q0,∆,c(E , τ) is commutative for each
τ ∈ E and isomorphic to polynomials in infinite number of variables. Namely, for
h > 2 it is the algebra of polynomials in h variables of degree α(δ1 + . . .+ δh) for
each α > 1 and for h = 2 it is the algebra of polynomials in one variable of degree
δ1 + δ2 and two variables of degree α(δ1 + δ2) for each α > 2.
Proof. Let c = 0. Firstly we consider the case h > 2. Let g(z1, . . . , zh) be the
holomorphic function in variables {zj ; j ∈ Zh} that satisfies the relations:
g(z1, . . . , zj + 1, . . . , zh) = g(z1, . . . , zh),
g(z1, . . . , zj+η, . . . , zh) = e
−2pii(2zj−zj−1−zj+1−η+uj)g(z1, . . . , zh) for each j ∈ Zh.
It is easy to see that the space of such functions is h-dimensional (over field of
functions in variables {uj}) and g(z1+p, . . . , zh+p) = g(z1, . . . , zh) for each p ∈ C.
Let Kα,g be the following element of the space Qα(δ1+...+δh):
Kα,g =
∏
i∈Zh,
16µ,ν6α
θ(xµ,i − xν,i − 2τ) · g(x1,1 + . . .+ xα,1, . . . , x1,h + . . .+ xα,h)
∏
i∈Zh,
16µ,ν6α
θ(xµ,i − xν,i+1)
(14)
One can check by direct calculation that Kα1,g1 ∗Kα2,g2 = Kα2,g2 ∗Kα1,g1 for
each α1, α2; g1, g2.
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For h = 2 the elements Kα,g defined by (14) commute also, but in this case
Kα,g /∈ Qα(δ1+δ2) because Kα,g has a pole of order 2. In this case the algebra
Q0,∆,0(E , τ) is a subalgebra of the algebra generated by {Kα,g}.
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§6. Elliptic deformation of the Poison algebra.
Another family of commuting elements.
Let τ1, τ2, τ3 ∈ E , τ1+τ2+τ3 = 0 and m ∈ N. We define an associative N-graded
algebra Hm(E , τ1, τ2, τ3) by the following: as a linear space Hm(E , τ1, τ2, τ3) =
F1⊕F2⊕F3⊕. . . , where Fα∗Fβ ⊂ Fα+β and Fα is a space of functions f(x1, . . . , xα)
on Cα that satisfies the properties:
1. f(x1, . . . , xα) is symmetric by x1, . . . , xα.
2. f(x1, . . . , xα) is holomorphic outside the divisors {xµ − xν = 0} and has a
pole of order 6 2 on these divisors.
3. For α > 3 we have:
f(x, x+ τ1, x+ τ1 + τ2, x4, . . . , xα) = 0
f(x, x+ τ2, x+ τ2 + τ1, x4, . . . , xα) = 0
4. f(x1 + 1, x2, . . . , xα) = f(x1, . . . , xα),
f(x1 + η, x2, . . . , xα) = e
−2pii(mx1+c)f(x1, . . . , xα), here c ∈ C is fixed.
We define the product ∗ in the algebra Hm(E , τ1, τ2, τ3) by the following rule:
for f ∈ Fα, g ∈ Fβ we set:
f ∗ g(x1, . . . , xα+β) =
1
α!β!
∑
σ∈Sα+β
f(xσ1 , . . . , xσα)g(xσα+1 , . . . , xσα+β )
∏
16µ6α,
α+16ν6α+β
λ(xσµ , xσν ),
here λ(x, y) = θ(x−y−τ1)θ(x−y−τ2)θ(x−y−τ3)
θ(x−y)3 .
It is clear that for m > 0 the algebra Hm(E , τ1, τ2, τ3) does not depend on
c. It is possible to proof that for m > 0 the algebra Hm(E , τ1, τ2, τ3) is a defor-
mation in class of N-graded associative algebras of the universal enveloping alge-
bra of the following N-graded Lie algebra hm,c(E): as a vector space, hm,c(E) =
Θm,c(Γ)⊕Θ2m,2c(Γ)⊕ . . . and for ϕ ∈ Θαm,αc(Γ), ψ ∈ Θβm,βc(Γ), the commutator
[ϕ, ψ] = βϕ′ψ − αψ′ϕ ∈ Θ(α+β)m,(α+β)c(Γ). The Hilbert function of the algebra
Hm(E , τ1, τ2, τ3) is 1 +
∑
α>1
dimFαw
α =
∏
α>1
(1− wα)−mα (see also [5]).
Now let us apply this construction to the case m = 0. For c /∈ Γ we have
H0(E , τ1, τ2, τ3) = 0. For c ∈ Γ the Hilbert function of the algebra H0(E , τ1, τ2, τ3)
is equal to
∏
α>1
(1−wα)−1. In this case the algebra H0(E , τ1, τ2, τ3) is commutative
for each τ1, τ2, τ3 ∈ C, τ1+ τ2+ τ3 = 0 and isomorphic to the polynomial algebra in
infinite number of variables: one variable of degree α for each α > 1. Let us c = 0.
We define the elements Kα ∈ Fα by the formula:
Kα(x1, . . . , xα) =
∏
16µ<ν6α
θ(xµ − xν − τ1)θ(xµ − xν + τ1)
θ(xµ − xν)2
for α > 1,
20
K1(x1) = 1
It is easy to check by direct calculation that Kα ∗ Kβ = Kβ ∗ Kα for each α,
β ∈ N (see for details [5]).
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