Abstract Artificial neural network (ANN) models provide huge potential for simulating nonlinear behaviour of hydrological systems. However, the potential of ANN is yet to be fully exploited due to the problems associated with improving the model generalization performance. Generalization refers to the ability of a neural network to correctly process input data that have not been used for calibrating the neural network model. In the hydrological context, better generalization performance implies higher precision of forecasting. The primary objectives of this study are to explore new measures for improving the generalization performance of an ANN-based rainfallrunoff model, and to evaluate the applicability of the new measures. A modified neural network model (entitled goal programming (GP) neural network) for modelling the rainfall-runoff process has been developed, in which three enhancements are made as compared to the widely-used backpropagation (BP) network. The three enhancements are (a) explicit integration of hydrological prior knowledge into the neural network learning; (b) incorporation of a modified training objective function; and (c) reduction of network sensitivity to input errors. Seven watersheds across a range of climatic conditions and watershed areas in China were selected for examining the alternative networks. The results demonstrate that the GP consistently outperformed the BP both in the calibration and verification periods and three proposed measures yielded improvement of performance.
INTRODUCTION
The last few years have witnessed an increasing interest in exploring the potential of artificial neural networks (ANNs) for modelling rainfall-runoff (RR) transformation. A number of comparisons of prediction accuracy between rainfall-runoff neural network (RRNN) models and conventional hydrological models confirmed that the ANN-based approach is an effective alternative to conventional techniques for modelling the RR process (ASCE Task Committee on Artificial Neural Networks in Hydrology, 2000a,b; Maier & Dandy, 2000; Cigizoglu, 2003) . Additionally, intensive research efforts have been made to identify optimal network structures, find appropriate training algorithms, and select proper training patterns for improving runoff prediction accuracy (Dawson & Wilby, 2001; Campolo et al., 2003; Solomatine et al., 2003) .
In addition to the widely used trial-and-error procedure in optimal structure identification, other algorithms investigated in modelling the RR process are the Akaike's Information Criterion (AIC) (Hsu et al., 1995; Dawson & Wilby, 2001 ) and the cascade-correlation algorithm (Karunanithi et al., 1994; Imrie et al., 2000) , which was developed by Fahlman & Lebiere (1991) . The cascade-correlation algorithm combines the idea of incremental architecture and learning in its training procedure, and constructively builds the network by adding one hidden unit at a time. Moreover, modular neural networks and range-dependent neural networks were examined by Zhang & Govindaraju (2000) and (Hu et al., 2001) , respectively, since the hydrological rules for generating runoff are apparently different for low, medium and high magnitudes of streamflow. However, little attempt was made by the hydrological community to find an optimum network geometry using pruning algorithms, which progressively reduce the number of neurons in the hidden layer of an ANN.
Regarding the training algorithms, most experiments in the ANN-based hydrology modelling have used the multilayer feed-forward neural network (MLFNN) as trained by the backpropagation (BP) algorithm (Coulibaly et al., 2000) . Other training algorithms examined for improving the model performance are the linear least squares simplex (LLSSIM) method (Hsu et al., 1995) , the Levenberg-Marquardt backpropagation with the early stopped training approach (Coulibaly et al., 2000) , and the conjugate gradient descent method (Shamseldin, 1997) . Unfortunately, little has been published on exploring the potential of applying global optimization techniques in improving the RRNN model performance so far.
Training pattern selection is a crucial step in ANN implementation. Tokar & Johnson (1999) observed that networks trained using data that include "wet and dry" or "wet and average" years had the highest prediction accuracy compared with networks trained by using a combination of "dry and average" years in their RR relationship modelling, which suggests that "wet" years are more likely to activate different hydrological pathways and system thresholds than "dry" years. It was found by Luk et al. (2000) that the ANNs provided the most accurate rainfall predictions when an optimum number of spatial inputs was included in the network, and the network with lower lags consistently produced better performance. Sajikumar & Thandaveswara (1999) demonstrated that the results of comparable accuracy and consistency could still be achieved with the MLFNN, even when the lengths of calibration data are relatively shorter.
Despite the encouraging results (Raman & Sunilkumar, 1995; Minns & Hall, 1996; Shamseldin et al., 1997; Wilby et al., 2003) , one important problem requiring further investigation concerns the improvement of generalization performance of the RRNNs because of increasing demand for accurate streamflow prediction in the practice of hydrological forecasting. Generalization refers to the ability of a neural network to correctly process input data that have not been used for calibrating the neural network model. In the hydrological context, better generalization performance implies higher precision of forecasting.
The primary objective of the present work is to examine the potential of the three proposed measures in improving the generalization performance of the RRNN model, which are (a) explicit exploitation of prior knowledge pertaining to the effect of the degree of watershed wetness on the generation of runoff; (b) modification of the generally used objective function; and (c) the reduction of network sensitivity to input errors. These measures are seldom considered for improving the generalization performance in the context of the application of neural networks to the RR process. Consideration of the three measures was made available through a constrained optimization technique by increasing the number of constraints and modifying the training objective function of the original unconstrained optimization problem using BP. The newly generated optimization problem is referred as the Goal Programming (GP) neural network because of the similarity of the forms between GP models and the generated optimization problem.
THE PROPOSED GP NEURAL NETWORK MODEL
Generally, modelling the RR process using neural networks is based on the hypothesis that the runoff output R(t) is related to precipitation, runoff and other runoff affecting factors such as watershed wetness:
where
is the unknown nonlinear relationship inherent in the RR process intended to be approximated by neural networks, API(t) is the antecedent precipitation index and e(t) is the mapping error to be minimized (Hsu et al., 1995) . The minimization of e(t) can be solved with the following nonlinear constrained optimization problem in the BP neural network:
where N 1, N 2 , N 3 are the numbers of neurons in the input layer, the hidden layer and the output layer, respectively; H O , ji kj w w are the connection strengths (weights) between neuron k of the output layer and neuron j of the hidden layer, and between neuron j of the hidden layer and neuron i of the input layer, respectively;
are the bias of the neuron k and j; OO pk , OH pj , OI pi are the output of the neuron k, j, i for the pth input pattern. The term I pi is the ith input in the input layer for the pth input pattern. The goal of the BP network training is to minimize the sum of the squares of the errors between the modelled outputs (OO pk ) and the target outputs (TO pk ). The term f(•) is the neuron activation function. The sigmoid function was adopted in this investigation.
The motivation for introducing three measures intended for improving the generalization and the development of the GP neural network are described in the following section. The GP model was developed through modifying the objective function and incorporating additional constraints to the above optimization problems.
Exploitation of prior knowledge regarding the RR process
Conventional neural network learning algorithms are based solely on the available data examples, which take the form of input-output data pairs, therefore obviating further need for prior knowledge governing the physical processes being studied. Recently, theoretical analysis and empirical studies have shown that exploitation of prior knowledge can improve generalization ability, reduce the number of required data sets and speed up the learning process (Abu-Mostafa, 1994; Barber & Saad, 1996; Pedroza & Pedreira, 1999; Krüger, 2001) . Therefore, the transfer of prior knowledge (hints), which is not included in the usual data format, into neural networks is currently receiving increasing attention. The success with which hints have been exploited for improved model performance in other fields of science and engineering suggests that exploitation of prior knowledge may prove to be an effective and efficient way to model the RR process since a substantial amount of a priori knowledge about the behaviour of the RR process does exist.
Regarding the degree of watershed wetness, it is well known that the wetter the watershed, the greater the runoff generated by a given watershed and a given spatial and temporal distribution of rainfall. For illustration, this simple monotonicity hint was used as the a priori knowledge in this study, which is explicitly exploited by incorporating additional constraints to the optimization problem as specified in equation (2). The knowledge can be expressed by the following inequality as:
where R denotes the runoff and W represents an index of the degree of watershed wetness. The antecedent precipitation index (API) was used as an index of the degree of watershed wetness, which is given by:
where P(i) is the precipitation occurring on the ith day. The recession coefficients, K, for the seven watersheds are listed in Table 1 (Saxton & Lentz, 1967) ; they are related to potential evaporation and soil moisture (Choudhury & Blanchard, 1983) . More complex indices of watershed wetness have not been explored in this study. Suppose that a three-layer feed-forward network with one output neuron denoting runoff and first input neuron corresponding to the degree of watershed wetness was used for modelling the RR process; therefore, equation (3) can be rewritten as follows:
net are the net income of the neuron k of the output layer and the neuron j of the hidden layer, respectively; and f′(•) is the derivative of the activation function. Therefore, the training of the feed-forward neural network could be changed into solving equation (2) with the additional constraint (inequality (5)).
Modification of the objective function
Minimization of the sum of the squares of the errors (SSE) or the mean squared errors (MSE) between the estimated and the observed flows is generally used as the objective function for training neural networks. The use of SSE/MSE in data modelling is commonly known as the least mean squares (LMS) method. However, supervised learning algorithms that use the LMS method make implicit assumptions such as normality and independence about the error, which is doubtful in modelling the RR process. In addition, in the presence of outliers, the resulting neural network model can differ significantly from the underlying system that generates the data (Liano, 1996) . Moreover, an uneven distribution of error size across the entire flow range was found with this criterion and the generalization capacity for the test patterns when flow is very small or very large was found to be less accurate than that of other test patterns (Karunaithi et al., 1994; Hsu et al., 1995; Hu, 1997; Campolo et al., 1999; Jain et al., 1999; Zealand et al., 1999) .
In this connection, Ooyen & Nichhuis (1992) suggested an alternative objective function for this case. Hsu et al. (1995) suggested that the fitting criterion used to calibrate the model should be based on matching the logarithms of the flows. Liano (1996) recommended the use of the mean log squared error (MLSE) as the objective function. When the measurement or observation errors do not follow a Gaussian distribution or when little is known about the system, using the sum of the least absolute deviations (LAD) between the estimated and the observed flows as the objective function is a more appropriate choice (Bos, 1989) . In particular, and as is already well known, LAD is less sensitive to the presence of outliers than ordinary least squares (Saerens, 2000) .
Based on these arguments, the weighted sum of the absolute deviations of the outputs of the network from the desired outputs is adopted as the objective function instead of using the objective function as specified in equation (2). Thus, the optimization problem for training the MLFNN can be represented by the following nonlinear goal-programming problem:
where the weight vector WT is defined as follows:
Reduction of network sensitivity to input errors
The problem of high sensitivity in modelling is well known. Input noise or small perturbations in neural network parameters may results in large, undesired changes in the model behaviour due to the presence of large number of local optima (Choi & Choi, 1992; Drucker & Cun,1992; Oh & Lee, 1995; Back & Tsoi, 1998; Conti et al., 2000) . In the context of the RR modelling, the existence of input errors in the preparation of hydrological and meteorological input data have been widely acknowledged because of many uncertainties involved in the process of data acquisition, preprocessing and editing, etc. In this regard, it is important to choose the parameter configuration that presents the highest noise immunity and best generalization ability among the different candidates in the RR modelling. In order to improve the network performance, there have been considerable efforts to derive formulas for measuring the sensitivities of the neural networks, and to reduce the network sensitivity to input errors and weight perturbations. A number of sensitivity studies have been carried out ranging from differential to Monte Carlo analysis, response surface methodology, and the Fourier amplitude sensitivity test (Hu, 1997) . Drucker & Cun (1992) developed the Double BP training algorithm for improving generalization performance by forcing the output to be insensitive to incremental changes in the input. For robust classifications the low input-to-output mapping sensitivity was enforced by an additional cost term with the first-order derivatives of the sigmoid activation functions at hidden neurons (Jeong & Lee, 1996) . Conti et al. (2000) proposed a learning algorithm that takes weight tolerances into account, which results in a lower sensitivity. Nevertheless, little has been published on the hydrological application of neural networks accounting network sensitivity.
In this study, a measure of network sensitivity to input errors is developed, which is incorporated into the neural network learning framework (see Appendix). The reduction of network sensitivity to input errors is achieved by imposing the following inequalities on the optimization problem as specified in equation (2) 
where S H , S O are the pre-specified network sensitivity tolerance values. The values of S H and S O were initially set as the values which are derived from the solution of the BP, and then decreased gradually until no more improvement could be observed in the following experimental studies. The role of imposing these two constraints is similar to that of the well-established algorithm of using a regularizer to enhance the generalization ability, fault tolerance or noise immunity of neural networks. Moreover, it is also similar to the role of applying noise to the training set to improve generalization performance, since Bishop (1995) has theoretically proved that the error term induced by training noise corresponds to a class of generalized Tikhonov regularizers. Finally, based on the three enhancements mentioned above, the GP neural network model could be expressed by the following nonlinear goal-programming model, in which the objective function for training is revised and two kinds of inequalities are incorporated in the basic form of the MLFNN: Instead of using the gradient descent algorithm for the training of the GP, a successive linear programming method was proposed for the training due to the difficulty of transforming the GP into an unconstrained optimization problem and the advantage of the derivative of the sigmoid function being less than 0.25. Readers are referred to Hu (1997) for the details of solution procedure for the successive linear programming method.
APPLICATION OF THE GP NEURAL NETWORK MODEL

Description of the study area
China is now considering a large-scale, inter-basin, water transfer plan, entitled the South-to-North Scheme. The scheme is a strategic means to solve the water resources shortage in north China and enable advances in productivity in areas now frequently plagued by droughts. The water transfer scheme includes three projects, the West, Middle and East Routes, each of which has different serving areas. Precipitation prediction and RR modelling are crucial to the planning and proper management of such a large water resources system across a range of different climatic conditions and watershed areas.
The synchronous daily rainfall and discharge data of seven watersheds (subwatersheds) from different climatic and geographical regions within the area of the Middle Route of the South-to-North Scheme were chosen for examining the GP model. Figure 1 (2b), (2c) and (5) Successive linear programming algorithm MLFNNOF Equation (6a) Equations (6b) and (6c) Successive linear programming algorithm MLFNNS Equation (2a) Equations (2b), (2c), (8) and (9) Successive linear programming algorithm GP Equation (10a) Equations (10b), (10c), (10d), (10e) and (10f) Successive linear programming algorithm watersheds, including the names and lengths of chosen calibration and verification periods, is presented in Table 1 . The calibration periods for all the seven watersheds were chosen to start from the same date, 1 May 1985, without biasing the training sets in favour of both the flood and drought events. The length of the training sets is almost the same as, or one year shorter than that of the verification sets.
Description of the experiments
In order to provide a better insight into the effects of the various measures on the performances of the models, three additional forms of neural networks (also shown in Table 2 ) were also tested on the rainfall and discharge data, in addition to the BP and the GP neural network. The notions of the three additional neural networks are the MLFNNPK, MLFNNOF and MLFNNS, in which PK stands for prior knowledge, OF for training objective function and S for sensitivity reduction. Each of these three approaches evolved from the basic form of the MLFNN as specified in equation (2) but with one additional constraint or objective function being revised. Furthermore, simple linear regression (LR) models with the same input were developed for the purpose of comparison. The successive linear programming algorithm was used for solving the four remaining optimization problems. The performance of the five neural networks was compared in both calibration and testing periods. In developing the different forms of neural network, the ANNs were trained to the optimal level to achieve good generalization of data.
ANN model identification
The three-layer feed-forward neural network with one hidden layer was selected on the basis of the experimental evidence that improvements in forecasting results were only marginal by increasing the number of hidden layers beyond one in most of the watersheds; also, the additional time and effort may not be justified. A trial-and-error procedure was used for identifying the number of neurons in the hidden layer, as no general guidelines were applicable for the identification of ANN structure in any specific applications, despite the fact that many criteria, such as AIC and BIC information criteria, have been proposed. Precipitation, discharge and the degree of watershed wetness were the inputs to all neural network models. In this investigation, correlation analyses between precipita-tion and the discharge were performed to identify the appropriate number of antecedent rainfall values as inputs. Further, the autocorrelation analysis of runoff was made to suggest an appropriate number of preceding runoff ordinates. The final choice of inputs to the five neural networks suggested by the results of correlation analysis is shown in Table 1 . For example, for Gushitan, the previous four days of precipitation and runoff at the watershed outlet were selected as the network inputs along with the API, resulting in nine input neurons.
Input and output data pre-processing is also important for the model performance. The following standardization formula of input data is used:
where x′ is the standardized value of input data such as precipitation, discharge and the API; x is the original input data; and µ, σ are the mean and standard deviation of the input data. The parameter γ controls the mapping range. About 95% of the input variables map to the range (-1,1) when the input variable follows normal distribution and γ is 1.96. In this study, the output data are linearly scaled to lie within the range of (0.1, 0.9) for the sigmoid activation function. It makes the extrapolation of discharge possible and eases the tension of slow convergence to some extent.
Model evaluation criteria
A variety of verification criteria could be used for evaluation of the proposed neural network models. However, owing to the difference in availability of hydrological data length, the prediction accuracy was quantified by the established R is less than 0, however, it implies the forecast is worse than the long-term observed mean. The second performance indicator is the absolute relative error (ARE):
Here, a value of 0 for the ARE implies a perfect forecast. Therefore the lower the values for the ARE, the better the forecasting accuracy. In line with the objective function used for training the neural networks and in order to give a quantitative indication of the model error in terms of a dimensioned quantity, the mean absolute error (MAE) is used, given by: (14) which describes the difference between the model simulations and observations in the units of the variable (Legates & McCabe, 1999) .
RESULTS AND DISCUSSION
The five different forms of neural network were applied to the seven watersheds, selected from the South-to-North Project of China (the Middle Route), to test their performance in daily RR modelling. The BP network and LR model were used as a basis for comparing the other four networks. Summaries of the training and testing results in terms of R 2 , ARE and the MAE for the five networks over the seven watersheds are shown in Tables 3-5 and Figs 2-7.
Comparisons of the MLFNNPK results with those of the BP reveal that the MLFNNPK consistently outperformed the BP in all of the seven watersheds in the verification period both in terms of the model efficiency R 2 and the MAE. The improvements vary from watershed to watershed, with R 2 ranging from 0.12 to 44.96% (see Table 3 ) and the MAE ranging from 0.07 to 0.49 mm (see Table 4 ). These observations suggest the necessity to incorporate input variables, such as the API, representing the state of soil moisture of watersheds in modelling the RR process, and the importance of incorporating the constraints into the model. The two highest increases, in terms of R 2 , occurred in the case of Xiaonanhai and Yuqiao watersheds, which are the two most arid watersheds investigated in this study. This may indicate that the watershed wetness affects the RR relationship considerably more in arid watersheds than in humid watersheds. Furthermore, the lower the R Table 3 Summary of the calibration and verification results of the five neural networks and the linear regression models, in terms of R 2 . Table 5 Comparison of the error size distributions before and after the modification of the objective function, in terms of R 2 and MAE.
The BP network: The MLFNNOF network: The GP network: value is the highest among the seven watersheds. However, a similar conclusion could not be reached from the results in the calibration period, because the R 2 difference was not significant between the BP and the MLFNNPK models in the Yuqiao watershed, where the BP performed the worst among the seven watersheds. Likewise, in terms of R 2 , when the verification results of the MLFNNOF are compared with those of the BP, it seems that there is no clear indication that the generalization performance of the MLFNNOF is better than those of the BP in five of the seven watersheds; the exceptions were the Yahekou and Yuqiao, where substantial improvements were observed. Nevertheless, the MLFNNOF was able to predict a smaller MAE than the BP in all of the seven watersheds, indicating the difference in objective functions and in performance criteria. This difference can be further demonstrated by the better ranking status of the MLFNNOF in terms of MAE, as shown in Table 4 , where the MLFNNOF performed next to best in four of the seven watersheds. To further examine the results, Table 5 presents the R 2 and MAE computed separately for the low flows (being less than 20% of the maximum of the historical flows), the medium flows (within the range of 20-80% of the maximum of the historical flows) and the high flows (greater than 80%), respectively. As previously discussed, the model performance of both the BP and the MLFNNOF for the low and high flows was found to be consistently less accurate than that for the medium flows, especially during the drought seasons, with the two lowest R 2 values of -26.6 and -11.5% for the Yuechen and Xiaonanhai watersheds, respectively. This may be attributed to the higher nonlinearity inherent in the low and high flows than in medium flows and the imbalanced training patterns for the medium flows and the low/high flows, thereby resulting in lower R 2 values for the low and high flows in general. Additionally, comparison of the results of the BP with those of the MLFNNOF and the GP indicates that improvements were made for the low and high flows because of the modification of the objective function, without sacrificing the prediction precision for the medium flow, which led to a relatively more even distribution of error size across the entire flow range. Nevertheless, the results in Table 5 still show some central tendency in the distribution of network skill, although this is somewhat lower in the GP model except for the Xioaonanhai and Yuqiao watersheds, which may be partly explained by their semiarid hydroclimatology.
Similarly, in terms of R 2 , the comparison of the verification results of the MLFNNS and the BP shows that imposing the additional sensitivity constraints has generally improved the model performance as the MLFNNS performed better than the BP in six of the seven watersheds, with only one exception in the Besha watershed, where the R 2 value of the MLFNNS was just marginally lower than that of the BP. Similar results are shown in Table 4 , in which the MLFNNS have better results than those of the BP in five of the seven watersheds, except the Besha and Gushitan. Surprisingly, the BP performed better than the MLFNNS in three of the seven watersheds during the calibration period, namely, the Gushitan, Linchen and Xiaonanhai watersheds, indicating that higher R 2 values in calibration do not necessarily lead to higher R 2 values in verification (Table 3) . Similar results could also be found with the MLFNNPK and MLFNNOF network in the case of the Linchen and Xiaonanhai watersheds, where the BP ranks second according to its learning performance while it performed worst during the verification period as shown in columns 11 and 13 of Table 3 .
The results in Tables 4 and 5 suggest that, in the verification period, the GP was the best model in all of the seven watersheds, and the GP had the highest R 2 value in five of the seven watersheds during the calibration period, except in the case of the Besha and Yuchen. The increase in R 2 values of the GP, as compared to that of the BP, ranged from 2.12 to 46.61%. Moreover, better generalization performance and relatively more even error distribution were found in the GP as compared to the BP in six out of the seven watersheds, with only one exception in the Yuqiao watershed, where the GP only reached higher R 2 value (Table 5 ). These numerical results indicated that simultaneous integration of the three measures proposed in this study could significantly improve the model performance as compared to the BP. For illustration, selective hydrograph comparisons using the BP(9,5,1) and the GP(9,5,1) (S H = 266, S O = 20) for the Gushitan watershed in 1990 are shown in Figs 2 and 3 , respectively. The integer numbers in brackets denote the numbers of neurons in the input, hidden and output layers, respectively. In order to give further indications of the performance comparisons between the BP(9,5,1) and the GP(9,5,1), corresponding scatterplots of observed vs simulated flows in the Gushitan watershed are shown in Figs 4 and 5, respectively. In addition, the corresponding ARE distributions across the entire flow range forecast by the BP(9,5,1) and the GP(9,5,1) (S H = 266, S O = 20) are shown in the Figs 6 and 7, respectively. Notice that the GP shows closer matching of simulated and observed flows and relatively more even ARE distribution over the entire flow range as compared to the BP. Comparison of hydrographs and scatterplots for other watersheds are not included for brevity.
CONCLUSIONS
Modelling the RR process by ANN-based techniques is far more complicated than just using a general purpose commercial software package with hydrological training data. The prediction accuracy of the ANN-based techniques is highly dependent on many issues associated with network structure identification and the network parameter optimization. This paper aims to improve model performance by explicitly incorporating hydrological a priori knowledge, reducing network sensitivity to input errors and modifying the training objective function. The results of this study, as demonstrated in the seven watersheds under examination, were encouraging.
Firstly, merging prior hydrological knowledge with the neural network learning algorithm is highly recommended instead of using neural networks as a black-box model for transformation of rainfall into runoff-consistent improvements were achieved in all of the seven watersheds. Secondly, modifying the training objective function presents variable results, although improved model performance for the high flows and low flows was observed. Finally, imposing additional sensitivity constraints to reduce network sensitivity to input errors improves the network performance. However, it does not play as important role in improving prediction accuracy as could be expected, even though the R 2 efficiency performance of the MLFNNS was better than that of the BP in six out of seven watersheds.
Within the range of empirical model options (i.e. the BP, the MLFNNPK, the MLFNNS, the MLFNNOF and the GP) considered in this study, the GP outperformed the other four options in all of the seven watersheds during the verification period, suggesting that the GP provided a superior alternative to the generally used BP in modelling the RR relationship for the watersheds under study. This feature may be attributed to the interactions of the three enhancements as proposed in this study.
However, it is not the intention of the authors to advocate that the GP is the ultimate form of the MLFNN, even for the seven watersheds examined, mainly due to the existence of many other factors affecting the performance of the neural networks in the hydrological modelling. The quest for improving neural model performance and especially generalization features, should continue. The study has only explored one form of prior knowledge for improving model performance. Other kinds of hydrological prior knowledge (e.g. water balance constraints and stability constraints) and alternative expressions for merging the prior knowledge with neural networks are being investigated and will be reported in due course. )
