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Conductance fluctuations produced by the presence of disorder in zigzag and armchair graphene
nanoribbons are studied. We show that quantum transport in zigzag nanoribbons takes place via
edge states which are exponentially localized, as in the standard Anderson localization problem,
whereas for armchair nanoribbons the symmetry of the graphene sublattices produces anomalous
localization, or delocalization. We show that these two different electron localizations lead to sig-
nificant differences of the conductance statistics between zigzag and armchair nanoribbons. In
particular, armchair nanoribbons show nonconventional large conductance fluctuations relative to
those of Anderson-localized electrons. We calculate analytically the complete distribution of conduc-
tances for both types of ribbons. Without free fitting parameters, we verify our theoretical results by
performing numerical simulations of disordered zigzag and armchair nanoribbons of experimentally
achievable lengths and widths.
PACS numbers: 72.80.Vp, 72.10.-d,73.20.Fz, 73.20.Jc
I. INTRODUCTION
Graphene remains one of the most studied materials
since the experimental isolation of its two-dimensional
honeycomb lattice from graphite.1 The singular proper-
ties of graphene have attracted such an interest, from
fundamental and application points of view, that nowa-
days an extensive literature exists on different physical
phenomena occurring in this material.2 The honeycomb
arrangement of carbon atoms in graphene provides two
relevant ingredients to electronic transport: a sublattice
(chiral) symmetry and a linear dispersion relation. The
latter, valid at low energies,3 has attracted a lot of atten-
tion since it allows an analogy with relativistic massless
particles described by the Dirac equation. However, the
sublattice symmetry is perhaps a feature of more fun-
damental importance. The lattice structure of graphene
is described by two identical interconnected sublattices,
such that the sites of one sublattice are connected only to
the sites of the other one, i.e., the lattice of graphene is bi-
partite resulting in a symmetric energy spectrum around
the Fermi energy. The sublattice symmetry, also known
as chiral symmetry, has deep consequences on different
electronic properties, as has been shown in the past,4–6
although, there is a revived interest in the context of su-
perconducting quasiparticles, topological insulators, and
superconductors.7–9
Electronic properties of pristine graphene structures
have been extensively studied. However, real graphene-
based devices can be affected by the presence of disor-
der, as any other mesoscopic material. Different sources
of disorder can be found in graphene. For instance, dis-
tortion of the lattice like ripples can appear by interac-
tions with the substrate.10,11 Experiments have been per-
formed using suspended graphene structures to avoid ef-
fects of the substrate,12,13 but even in this case graphene
samples are not free of defects. Also, experimental evi-
dence of short range disorder in graphene has been found
in Refs. 14 and 15. Despite the fact that disorder is
generally considered as an ingredient to be avoided, one
might take advantage of it. For instance, electronic prop-
erties of graphene can be manipulated by doping a sample
or by replacing carbon atoms.16–18
Disorder plays a central role in the problem of quantum
transport and therefore its effects have been widely stud-
ied. For instance, it is known that in one-dimensional
(1D) systems, the presence of any small amount of disor-
der leads to exponential localization of electron wave-
functions (Anderson localization) with the distance r:
|ψ| ∼ e−γr. This exponential decay has been experi-
mentally and theoretically studied in different disordered
systems.19 The inverse of the localization length γ is of
fundamental importance for the description of statistical
properties of transport within the scaling approach to
localization.20 However, electron wavefunctions are not
always exponentially (Anderson) localized; it has been
shown that the wavefunction decays as |ψ| ∼ e−γ
√
r at
the band center of 1D systems with random hopping
between neighboring lattice sites (off-diagonal disorder),
i.e., electrons are less localized (delocalized) than in the
standard Anderson problem.4,6
Several models have been used to describe different
effects of disorder in graphene. The literature is very ex-
tensive and we turn the attention of the reader to Ref.
21 for a review of the topic (see also Refs. 2, 22–33).
For example, effective Hamiltonians (Dirac Hamiltoni-
ans) valid in the continuum low-energy limit and tight-
binding models have been introduced to study statistical
properties of conductance fluctuations, such as the den-
sity of transmission eigenvalues.2,22–31 Most of the theo-
retical works, however, deal with effects produced by the
2standard Anderson-localization of electrons.
For finite-size graphene structures like nanoribbons,
an additional element has to be considered in the study
of quantum transport, namely, the sample terminations
or edges. There are two different basic graphene edges:
zigzag and armchair, which affect the electronic proper-
ties of nanoribbons. For example, the band structure is
completely different for each termination (e.g., Fig. 1,
bottom panels). Also, the existence of edge states in
clean zigzag nanoribbons has been shown,34,35 whereas
in armchair nanoribbons those states are absent.
Detailed experimental investigations on the effects of
graphene edges on quantum transport have been re-
stricted by technological limitations on controlling the
edge of graphene samples. Nowadays a precise manipu-
lation of graphene terminations is still a challenge, but
recent experiments have shown a high control of the
nanoribbon edges.36 In fact, transport experiments have
been performed with an accurate control of the nanorib-
bon terminations.37
Therefore, understanding the role of the edge morphol-
ogy in nanoribbons as well as the effects of disorder in
graphene-based devices is of interest from a fundamental
point of view and relevant to future experimental inves-
tigations.
In this work, the effects of both disorder and edges
on the conductance fluctuations of graphene nanorib-
bons are studied. We calculate the conductance distribu-
tion of disordered zigzag and armchair graphene nanorib-
bons. As we show below, electronic transport in zigzag
nanoribbons takes place via standard exponentially lo-
calized states (Anderson localization), which allows us to
study the conductance statistics within a conventional
approach to localization. For armchair nanoribbons,
however, electrons are delocalized and we require an ex-
tension of the standard localization approach. Thus, the
conductance statistics is affected significatively by the
nanoribbon edges.
II. NUMERICAL AND THEORETICAL
MODELS
Concerning the numerical results, we use a standard
tight-binding Hamiltonian model to describe the arm-
chair and zigzag graphene nanoribbons:
H =
∑
〈i,j〉
ti,j(c
†
i cj + c
†
jci), (1)
where i and j are nearest neighbors and c†i (ci) is the cre-
ation (annihilation) operator for spinless fermions. Dis-
order is introduced via random hopping elements ti,j con-
necting the two sublattices. This type of short-range dis-
order models the presence of distortions in graphene sam-
ples and preserves the symmetry of the graphene lattice.
The ti,j ’s are sampled from the distribution p(t) = 1/wt
with exp(−w/2) ≤ t ≤ exp(w/2), where w denotes the
FIG. 1. Top: Graphene nanoribbons with zigzag (left) and
armchair (right) edges with disordered regions (shaded areas)
of length L and width W attached to perfect leads. Bottom:
Band structures calculated for the clean zigzag (left) and arm-
chair (right) graphene nanoribbons of widthW = 11a/
√
3 and
5a, respectively.
strength of the disorder (we fix w = 1). Our numerical
calculations are performed at the low energy E = 10−6
(in units of the hopping energy of the perfect leads). The
length L and width W of the nanoribbons are reported
in units of the lattice constant a ≃ 2.46A˚. We have fixed
W = 11a/
√
3 for zigzag nanoribbons in our simulations,
which corresponds to eight zigzag chains, while for arm-
chair ribbons W = 5a. The conductance G (in units of
the conductance quantum 2e2/h) is calculated by attach-
ing perfect metallic graphene leads to the left and right
side of the disordered ribbons (top panels in Fig. 1). We
use a recursive Green’s function method38 to calculate
the conductance within the Landauer-Bu¨ttiker approach.
The conductance statistics is obtained by collecting data
over an ensemble of 2× 104 disorder realizations.
A. Disordered zigzag-nanoribbons
From the band structure of pristine zigzag nanorib-
bons (bottom-left panel in Fig. 1), we see that only one
channel is open at low energies (E . 0.5). On the other
hand, it is known that edge states are present in per-
fect graphene samples with zigzag terminations.34 When
disorder is introduced, those states living at the border
of the nanoribbon become exponentially localized. As
an illustration of those edge localized states, in Fig. 2
(a) we show the modulus squared of the wavefunction
for one realization of the disorder; we can see that the
wavefunction is located on the border slightly penetrat-
ing the ribbon. In the Anderson localization problem, it
is known that the conductance decays exponentially with
the length L and a signature of (Anderson) localization
is the linear behavior of the average 〈lnG〉 with L. We
have obtained numerically such a linear relation, as can
be seen in Fig. 2 (b).
The exponential localization of electrons for zigzag
3nanoribbons simplifies our analysis since, within a scal-
ing theory of Anderson localization, the conductance dis-
tribution Ps(G) is determined completely by the ratio
s ≡ L/l, l being the mean free path.20,39,40 The exact ex-
pression for Ps(G) is given in terms of quadratures. Here
we provide a simpler expression:
Ps(G) = C
[
acosh(1/
√
G)
]1/2
G3/2(1 −G)1/4 e
−(1/s)acosh2(1/√G), (2)
where C is a normalization constant. Equation (2) is an
approximation to the exact solution of Mel’nikov equa-
tion (see the Appendix) and is useful for any practical
value of s. The value of s can be determined numerically
through the relation 〈− lnG〉 = L/l.41
We now compare some results from our expression Eq.
(2) with numerical simulations of zigzag nanoribbons. In
Fig. 2 (bottom) we show two numerical distributions
(histograms) and the corresponding theoretical predic-
tions (solid lines). The value of s in Eq. (2) is extracted
from our simulations [Fig. 2](b)]. We present two cases
with very different average conductance: for Figs. 2(c)
and (d), 〈G〉=0.46 and 〈G〉 = 0.04, respectively. Note
that, while in Fig. 2(c) we show Ps(G), in Fig. 2 (d)
Ps(lnG) is plotted instead, as for small values of 〈G〉, the
distribution Ps(G) is very sharp. An excellent agreement
between simulations and theory is seen in both panels (c)
and (d) in Fig. 2.
B. Disordered armchair nanoribbons
We observe from the band structure in Fig. 1 (bottom-
right) that only one channel contributes to the transport
near the Fermi energy, as in the case of zigzag nanorib-
bons. Now, however, anomalous localization of electrons
takes place. A signature of such delocalization is the
nonlinear dependence of 〈lnG〉 versus the length L. We
illustrate this behavior in our armchair nanoribbons in
Fig. 3(a), where a power-law dependence of 〈lnG〉 with
L is shown. One might contrast this result with the lin-
ear dependence of 〈lnG〉 with L for zigzag nanoribbons
[Fig. 2(b)].
Therefore anomalous localization is present in our arm-
chair nanoribbons and we cannot study the electronic
transport within the standard scaling approach of local-
ization, Eq. (2).
A model to describe the statistical properties of trans-
port when electron wavefunctions are anomalously lo-
calized has been proposed.42,43 Within that model, the
knowledge of just two quantities: the average 〈lnG〉 and
the exponent α in 〈lnG〉 ∝ Lα, is enough to calculate
the complete distribution of conductances. Physically, α
might be considered a measure of the strength of the elec-
tron localization: the localization becomes weaker as α
decreases. With the above information, the conductance
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FIG. 2. (Color online) (a) Modulus squared of the wavefunc-
tion of a zigzag nanoribbon sample. We can see that the
wavefunction is concentrated along the border of the sample.
According to the conductance fluctuations these edge states
are exponentially (Anderson) localized. (b) The linear de-
pendence of 〈lnG〉 with L for zigzag nanoribbons. The solid
line is a linear fitting of the numerical data (dots). (c) Nu-
merical (histogram) and theoretical (solid line) conductance
distributions for 〈G〉 = 0.46 (〈− lnG〉 = 1.03). (d) Numer-
ical (histogram) and theoretical (solid line) distributions of
the logarithm of the conductance for the case 〈G〉 = 0.04
(〈− lnG〉 = 6.21). A good agreement is seen between nu-
merical and theoretical distributions, in both panels (c) and
(d).
distribution Pξ,α(G) can be obtained from
Pξ,α(G) =
∫ ∞
0
Ps(α,ξ,z)(g)qα,1(z)dz, (3)
where we have defined ξ = 〈lnG〉. Ps(α,ξ,z)(G) is given
by Eq. (2), s being now a function defined as s(α, ξ, z) =
ξ/(2zαIα), where Iα = 1/2
∫∞
0 z
−αqα,1dz. The function
qα,1(z) is the probability density of the so-called α-stable
distributions (α < 1) supported in the positive semiaxis.
No analytical expressions for α-stable distributions ex-
ist, except for few special values of α. We thus obtain
Pξ,α(G) by numerical integration.
As we pointed out, our theoretical model depends on α
and 〈lnG〉, which are extracted from the numerical sim-
ulations and then plugged into Eq. (3). From Fig. 3 we
have extracted the value of α = 0.69. This value does
not depend on the length, width, and degree of disorder,
according to our numerical simulations; in this sense it is
universal for graphene nanoribbons with off-diagonal dis-
order, at the band center.44 Thus, in Figs. 3 (b) and 3(c)
we compare the numerical (histograms) and theoretical
(solid lines) distributions for two different conductance
averages. In Fig. 3(b) we show P (G) for a case with
〈G〉 = 0.46, while in Fig. 3(c), 〈G〉 = 0.15. Note that in
the latter case we plot P (lnG) for convenience, as we pre-
viously explained. Thus, we see that our model describes
the trend of the complete conductance distributions.
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FIG. 3. Color online (a) The nonlinear dependence of the
average 〈lnG〉 with L for armchair nanoribbons. The solid
line is obtained by fitting: 〈lnG〉 ∝ Lα with α = 0.69. Inset:
the power-law dependence is valid at all nanoribbon lengths,
as shown by the single straight line obtained when plotting
the data in log-log scale. (b) Numerical (histogram) and the-
oretical (solid line) distributions for armchair ribbons with
〈G〉 = 0.46 (〈− lnG = 1.37〉). (c) Numerical (histogram) and
theoretical (solid line) distributions P (lnG) for armchair rib-
bons with 〈G〉 = 0.15 (〈− lnG〉 = 6.37). In both panels (b)
and (c) a good agreement is seen. (d) Comparison of the
conductance distributions for armchair (solid line) and zigzag
(dashed line) nanoribbons with the same average 〈G〉 = 0.46.
In order to remark the differences in the conduc-
tance fluctuations between zigzag and armchair disor-
dered nanoribbons, we plot in Fig. 3(d) the distributions
for both edge terminations with the same conductance
average 〈G〉 = 0.46. We see that distributions are very
different. We notice, for instance, that small conduc-
tances (G ∼ 0) are suppressed for zigzag nanoribbons,
in contrast to the case of armchair nanoribbons whose
conductance distribution has a peak. In addition, large
values of conductance (G ∼ 1) are favored in armchair
nanoribbons, in relation to the zigzag case.
III. SUMMARY AND DISCUSSION
We have studied the quantum conductance fluctua-
tions of disordered zigzag and armchair nanoribbons. For
both ribbon edges, we provide analytical expressions of
the conductance distributions which are determined by
the average 〈lnG〉 and the exponent α of its power-law
decay with the system length. To our knowledge, there
is no other theoretical framework that provides the com-
plete conductance distribution. Without free parameters,
the theoretical predictions have been confirmed by nu-
merical simulations of graphene nanoribbons. The simu-
lations have been performed using a tight-binding model
with random hopping elements which preserves the chiral
symmetry on the graphene lattice.
Our results show significant differences between the
conductance statistics of armchair and zigzag nanorib-
bons. Essentially, this is a consequence of the differ-
ent way that electrons become localized in each type of
nanoribbon.
We have found that electrons in zigzag ribbons are
more localized than in armchair ribbons: while in zigzag
nanoribbons electrons are exponentially localized, as in
the standard Anderson localization, in armchair nanorib-
bons electrons are anomalously localized (delocalized).
The strength of delocalization (measured by α) does not
depend on the length, width, or disorder degree of the
armchair ribbon, it rather being fundamentally an ef-
fect of the chirality of the honeycomb lattice. Electronic
transport in zigzag nanoribbons takes place via states lo-
cated at the border of the ribbons which correspond to a
flat band at low energies (Fig. 1 bottom left). We have
shown that under the presence of disorder, those edge
states become exponentially localized. In contrast, elec-
trons in armchair nanoribbons follow a linear dispersion
relation (Fig. 1, bottom right), as in other disordered
systems that exhibit delocalization effects (e.g., Refs. 45
and 46).
We remark that our model is valid for 1D systems
(one channel) while nanoribbons are 2D structures. The
metallic bands (Fig. 1) show that transport occurs ef-
fectively through one single channel, near the Fermi
energy. On the other hand, first-principle calcula-
tions have shown that band structures of armchair and
zigzag nanoribbons always have an energy gap.47,48 The
band structures, however, become similar to those con-
sidered here for slightly wider nanoribbons, near the
band gap. We thus expect to observe similar localiza-
tion/delocalization effects to those studied here.
Concerning the experimental observability of our re-
sults, we point out that the effects of delocalization on the
conductance statistics depend on the conservation of the
chiral symmetry of the graphene sublattices. Chiral sym-
metry can be broken by different sources; for instance,
by the presence of lattice deformations like the so-called
Stone-Wales defects,49–51 which lead to the formation of
pentagons and heptagons on the honeycomb lattice of
graphene. The presence of this kind of defect in armchair
ribbons might prevent delocalization of electrons, but de-
localization effects would be gradually washed out as the
number of those defects are increased and, eventually,
standard Anderson localization would take place. An-
other issue is the effect of Coulomb interactions,52 which
we have neglected. Coulomb interactions break the chi-
ral symmetry while they become more important in sus-
pended graphene samples, since no substrate can screen
the electromagnetic fields. Recent calculations, however,
have shown the restoration of the chiral symmetry by
lattice distortions, like the so-called Kekule´ distortion.53
To conclude, we have assumed well defined nanoribbon
edges, zigzag or armchair, which highlights the relevance
of edges to electronic transport. Nanoribbons with mixed
edges can be analyzed within our framework; in this case,
we expect to observe intermediate conductance fluctua-
5tions between those studied here. Nonetheless, the ob-
servability of our findings depends on the control of the
nanoribbon edges. Recent advances36,37,54 indicate that
in the near future experiments will be performed allow-
ing full control of the nanoribbon terminations. Thus,
we hope that our results motivate further experimental
investigations and lead to a better understanding of the
central role that disorder and symmetries play on quan-
tum electronic transport through graphene nanoribbons.
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Appendix: Derivation of Eq. (2)
Within a scaling approach to localization,20,39,40 the
distribution of the dimensionless conductance Ps(G) is
determined by the solution of a Fokker-Planck equation
(Mel’nikov equation), which is an evolution equation for
Ps(G) as a function of the length L of the disordered
system. For one channel, such an evolution equation is
usually written in terms of the variable λ as
∂ps(λ)
∂s
=
∂
∂λ
[
λ(1 + λ)
λps(λ)
∂λ
]
, (A.1)
where s = L/l, l being the mean free path. The variable
λ (0 < λ <∞) is related to the conductance by
λ = (1 −G)/G. (A.2)
The solution to the differential equation (A.1) is known in
terms of quadratures.55 We notice that the distribution
of λ, and therefore the distribution of G, depends only
on the parameter s.
For convenience, we rewrite Eq. (A.1) in terms of the
variable x, where λ = sinh2 x. After some algebra we
obtain
∂ps(x)
∂s
=
1
4
∂
∂x
[
∂ps(x)
∂x
− 2 coth(2x)ps(x)
]
. (A.3)
The solution ps(x) of this partial differential equation is
given by
ps(x) =
1√
pi
(
1
2s
)3/2
e−s/4 sinh(2x)I(x), (A.4)
where we have defined
I(x) =
∫ ∞
x
dy
yey
2/s√
cosh(2y)− cosh(2x) . (A.5)
Now, the main contribution to the integral I(x) comes
from values y ≈ x. We thus expand the integrand around
y = x:
yey
2/s√
cosh(2y)− cosh(2x) ≈
1√
2
xe−x
2/s√
sinh(2x)
1√
y − x
+O[√y − x]. (A.6)
Plugin the first term of this expansion to I(x), Eq. (A.5),
and restricting the upper limit of the integral to keep
valid our first order approximation, we find that
I(x) ≈
√
x
2 sinh(2x)
e−x
2/s. (A.7)
Thus, substituting Eq. (A.7) into Eq. (A.4), we obtain
ps(x) = Cs
√
x sinh(2x)e−x
2/s, (A.8)
where we have defined the normalization constant Cs,
which depends on the parameter s.
We now write our expression for ps(x), Eq. (A.8), in
terms of the conductance G. From Eq. (A.2) and using
that λ = sinh2 x, we have that G = 1/ cosh2 x. The
distribution of conductances is thus given by Ps(G) =
|dx/dG| ps(x). After some algebraic simplifications, we
finally obtain
Ps(G) = C
[
acosh(1/
√
G)
]1/2
G3/2(1−G)1/4 e
−(1/s)acosh2(1/√G), (A.9)
which is the expression for the conductance distribution
shown in the main text.
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