Abstract. We consider a Berkson model of logistic regression with a single regressor and normally distributed homoscedastic errors in the regressor (the so-called Berkson model). The variance of the errors is assumed to be known. Sufficient conditions for the uniqueness of a solution of the limit estimating equation in the structural model, and sufficient conditions for the strong consistency of the maximum likelihood estimator are found in the paper.
Introduction
Statistical model. Consider the Berkson model of logistic regression with a single regressor. Let X obs be an observed value of the regressor. The true value of the regressor X tr given X obs has the normal distribution,
The response Y assumes only the values 0 or 1 and let (2) P Y =1 | X obs , X tr = e β 0 +β 1 X tr 1 + e β 0 +β 1 X tr . We further assume that the variance τ 2 is the same for different observations; that is, the error is homoscedastic; the parameter τ 2 is supposed to be known. We study the structural model for which the observed values of the regressor X A survey of the literature. The Berkson model for the binary regression is studied in the paper [2] . In fact, [2] deals with the probit-regression, while the logistic regression is not studied there.
A model with the classical error in variables is considered in [4, 7] . Different methods of estimation are described in [4] . It is shown in [7] that the model with a single regressor is identifiable if the error is classical, if it has a normal distribution, and if the coefficient of X differs from 0.
Main result. We find conditions for the maximum likelihood estimator to be strongly consistent. We prove that if the estimator is defined as a point of maximum of the likelihood function in a compact set for which the true value of the parameter is an interior point, then the strong consistence follows if the distribution of X obs is not concentrated at a single point and E |X obs | < ∞. Under the above conditions, the model is identifiable (this is one of the assumptions for the consistence of the maximum likelihood estimator). We also prove that the same conditions imply that the limit equation E β S(b) = 0 has exactly one solution in R 2 , namely b = β (here S(b) means the gradient of the logarithm of the likelihood function).
Organization of the paper. Various inequalities for the convolution of the logistic and normal densities, its antiderivative, and its derivatives are obtained in Section 2. The likelihood function and the corresponding estimating equation are given in Section 3. In Section 4, we study the limit equation E β S(b) = 0. The main result, the strong consistence of the maximum likelihood estimator, is proved in Section 5.
2. The convolution of the logistic and the normal distributions
2 ) and its derivatives. We say that a random variable λ has the logistic distribution if
Note that the density of the logistic distribution is equal to
Consider the sum of independent random variables λ + ξ, where λ has the logistic distribution and ξ is a normal random variable; that is, ξ ∼ N (0, σ 2 ), where σ 2 ≥ 0 (we do not exclude the case of σ 2 = 0). The distribution function of the random variable
Differentiating under the sign of the expectation we get
is increasing in the strict sense with respect to the argument x. The distribution of the sum ξ + λ is symmetric, whence we conclude that
Since the derivatives of the function Using equality (3) with k = 2 we obtain
This result without proof is given in [5] with a different notation. Differentiating equality (4) with respect to x, we get
Lemma 2.1. Let ξ and η be independent random variables and let ξ ∼ N (0, 1). Let ζ = ξ + η. Denote the density of ζ by p ζ (z). Then
where Var[η | ζ=z] denotes the conditional variance of the random variable η given ζ = z.
Proof. The density of ζ is equal to
Then we find the derivatives
If the density of η is denoted by p η (y), then the density of the conditional distribution of η given ζ=z is equal to
The above results hold also in the case where the distribution of η is not absolutely continuous. The proof is the same but one can use the density dP η|ζ=z /dP η with respect to the probability measure of the marginal distribution of η instead of the density p η|ζ=z with respect to the Lebesgue measure.
Thus
Equalities (7) and (8) imply (6).
Corollary 2.2. Let ξ and η be independent random variables such that ξ has a normal
Consider the sum ζ = ξ + η and we let p ζ (z) denote the density of ζ. Then
In particular,
The inequality becomes an equality if and only if the distribution of η is concentrated at a single point.
This result without proof is given in [7] ; the general case is considered in [1, Section 2.5]. Applying Corollary 2.2, we see that (9) becomes an equality,
is the density of the sum of two independent random variables, where one of these random variables has the logistic distribution and the other one has the normal distribution N (0, σ 2 ). By Corollary 2.2,
Since L 1 (x, σ 2 ) > 0, inequality (10) can be rewritten as follows:
In contrast to (10), inequality (11) holds also for the case of σ 2 = 0.
Lower bound for
. We prove the following inequality:
and inequality (12) is satisfied.
and inequality (12) follows. Inequality (12) becomes an inequality if x = 0.
The latter inequality becomes an equality if σ 2 = 0.
Proof. can be checked directly. It becomes an equality if ξ = η (this is the only case where the above inequality becomes an equality). Then we take the expectation of both sides of the latter inequality assuming that ξ and η are independent normal random variables, that is,
This inequality becomes an equality if ξ = η almost surely; that is, if
2 ) follows by passing to the expectations in the inequality
where ξ ∼ N (x, σ 2 ).
Maximum likelihood estimator
Consider a regression Y with respect to X obs :
The maximum likelihood estimator is defined as a point of maximum in the set of parameters Θ of the functional (13)
where N is the number of observations and where b = (b 0 , b 1 ) is the variable used to maximize the functional. Differentiating the left-hand side of (13) and performing some simple algebra, we obtain the system of equations for the estimator (under the assumption that the estimator is an interior point of the parametric set):
where L 0 , L 1 , and L 2 are considered at the point β 0 +β 1 X obs n ,β 
Note that μ(β 1 ) = β 0 + β 1 x 1 and μ(γ 1 ) = γ 0 + γ 1 x 1 . The derivative μ (b 1 ) exists by the implicit function theorem. The derivative is found from the equation
Now we determine the sign of the derivative
The latter inequality follows from (10) rewritten in the form
Here L 1 , L 2 , and L 3 are considered at the point μ(b 1 ),b 
.
This completes the proof of inequality (16). Thus the derivative of the continuous function
is positive at the points where the above function is equal to 0. We complete the proof by observing that such a function may equal 0 at most at one point. 
and where L 0 , L 1 , and L 2 are considered at the point (b 0 + b 1 x, b 2 1 τ 2 ). Next we consider the conditional expectation
where L 1 and L 2 are considered at the point (
Throughout this section, β denotes the true value of the regression parameter. We do not indicate in the notation that s 0 (x; b) depends on the real regression parameter β; we rather assume that β is fixed. It is obvious that ∀x ∈ R : s 0 (x; β) = 0.
Lemma 4.2. For every
for all x 0 ∈ R. Moreover, the inequality becomes an equality for at most one point x 0 .
The result of the lemma can be rewritten as follows: First we treat the case where the equation has no solution. In this case, the values of the expression 
> 0 (see Section 2.1), the lemma is proved. Now we consider the case where equation (19) has a unique solution. We take this solution as x 1 . According to Remark 4.1,
, where
and consider the function
Then f (x 1 ) = 0 and
that is, we prove that the values of the derivative of the function f (x) are of the same sign at the points where f (x) = 0. Indeed, if f (x) = 0, then
The expression for f (x) with this θ 1 reduces to
whence relation (22) follows by the inequalities
A continuous function that satisfies (22) may equal 0 at a single point at most. Since f (x 1 ) = 0, we obtain
whence the system of inequalities (18) Proof. According to Lemma 2.3, the coordinates of the vector s(X obs , Y ; b) are bounded from above by some integrable random variables, namely 
Consistency of the maximum likelihood estimator
In order to apply the theorem on the consistency of the maximum likelihood estimator for the vector parameter, we assume that the distribution P X obs of the regressor X obs is known. The maximum likelihood estimator of the parameter β does not depend on whether or not we know the distribution of X obs . Then we take the product measure ν = P X obs ⊗ (δ 0 + δ 1 ) as a majorizing measure for the distribution of the pair (X obs , Y ). Here δ 0 and δ 1 are degenerate probability measures in {0, 1} whose full mass is concentrated at the points 0 and 1, respectively. This allows one to omit the factor p X obs (x) in the expression for the likelihood function.
Proposition 5.1. Assume that the set of parameters Θ ⊂ R 2 for the structural model is closed, bounded, and that the true value of the parameter β is an interior point of the set Θ. Letβ Proof. We apply the theorem on the consistency of the maximum likelihood estimator in [6] . The likelihood function for a single observation is equal to
Now we check the conditions of the theorem mentioned above. 
Conclusion
The strong consistence of the maximum likelihood estimator in the structural Berkson model of the logistic regression is proved in the paper.
Consider the structural model of the logistic regression with a single normal regressor and with the classical error. Making the linear change of the independent variable, this model reduces to the Berkson model [3, Section 2.2.3]. Applying Proposition 4.4 for the model with the changed variable, one can check that the logistic regression with the classical error satisfies condition (vii) of the paper [8] .
Several particular cases suggest the following conjecture.
Conjecture.
If not all X obs n are identical, then the system of equations (14) for the maximum likelihood estimator has at most one solution in R 2 .
If this conjecture is true, then the construction of the maximum likelihood estimator becomes simpler. First, one can drop the assumption that the set of parameters Θ is bounded. Second, a stationary point of the likelihood function automatically is the point of its global maximum.
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