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Abstract
New Neoclassical Synthesis models, also called Dynamic Stochastic General Equi-
librium (DSGE) models, as described by Goodfriend and King (1997), Woodford (2003),
or Clarida et al. (1999), emerged in the 1990s as a result of the combination of elements
from the Real Business Cycles (RBC) school and New Keynesian school. This synthe-
sis incorporated the prominent role of expectations from the New Classical school, the
intertemporal optimising dynamic framework of RBC theory, but also distortions arising
from New Keynesian real and nominal rigidities. By being based on microeconomic
foundations, and as such seen as less subject to Lucas’ critique, these models are useful
for, and increasingly used in policy analysis and in economic forecasting tools. Their
analytic solution is, however, only possible in certain strict and simpler cases, and as
such it is common to resort to approximations instead.
This present work aims to contribute to the literature of New Neoclassical Synthesis and
DSGE modelling, focusing on numerical solution methods, which allow approximate
solutions to more complex models, namely by applying one of the referred methods, the
projection method, to a DSGE model without and with staggered prices.
JEL codes: E30 (Prices, Business Fluctuations, and Cycles), F41 (Open Economy
Macroeconomics), C63 (Computational Techniques, SimulationModelling), C69 (Math-
ematical methods).
Key words: New neoclassical synthesis; open economy; DSGE; numerical methods;
simulation; projection method;
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1 Introduction
New Neoclassical Synthesis models, as described by Goodfriend and King (1997), Woodford
(2003), or Clarida et al. (1999), emerged in the 1990s as a result of the combination of
elements from the Real Business Cycles (RBC) school and New Keynesian school.
From the RBC school, NNS models inherited its dynamic and stochastic framework,
which on its turn was based on the standard neoclassical growth model. Using that frame-
work, RBC models featured economic cycles which arose both from microeconomic deci-
sions of intertemporal profit or utility maximisation from representative agents, and from
stochastic behaviour of real variables such as productivity. This intertemporal maximisation
depended not only on the expected result of agent’s own actions, but also on the expected be-
haviour of other agents, namely fiscal or monetary authorities modelled in the form of policy
rules.
On top of this mathematical framework, some authors began incorporating Keynesian
and New Keynesian features, including nominal rigidities such as imperfect competition, or
real rigidities such as staggered or sticky price and wage setting. These additions were seen
as necessary to improve how these models reflected real data, and to restore a degree of
effectiveness to monetary policy, seen by the RBC school as having little or no effect.
In the context of the New Classical school, Lucas (1976) argued against models estimated
from historical statistical data as tools for forecasting the effect of economic policies. To
support this criticism, Lucas cited the lack of consideration, in the referred practice, for the
role of the change of agents’ expectations when faced with a given policy, in estimating the
outcome of that same policy. In this context, RBC models’ microeconomic foundations were
seen as making them less subject to Luca’s critique. By incorporating the expected actions of
authorities into the way how representative agents acted, any possible change in the former’s
behaviour would already be reflected in the later’s current decisions.
This perceived robustness was inherited by NNS models, which had incorporated the
referred Keynesian rigidities as deriving, too, from microeconomic behaviour of households
and firms. This, together with the added realism from the referred rigidities, turned them into
popular tools of policy analysis and economic forecasting.
Dynamic Stochastic General Equilibriummodels, which include the NNS, however, don’t
always have analytic solutions, except in the case of smaller models or in the presence of
certain function specifications. Nevertheless, numerical methods, in this particular case, but
also in economics generally, allow obtaining approximate answers to large dimensional and
more complex problems. Most of the literature of this school, then, relies on numerical
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approximation techniques.
The solution to Dynamic General Equilibrium models is usually defined either by a set of
Euler equations, resulting from the application of the Lagrange multipliers method, or a pol-
icy function, resulting from the use of dynamic programming. Numerical solution methods
can be categorised by the kind of solution definition they apply to, that is, the type of function
they attempt to approximate: Euler equations or policy function. A second categorisation of
methods can be made based on whether the approximation is local (only valid near a point)
or global (valid in the whole domain).
One of the most widely used approximations is the family of perturbation methods, which
rely on Taylor series expansions of different orders of the problem’s Euler equations around
a point, usually its steady-state. Often a single Taylor expansion is used, as in the case of
linearisation or log-linearisation – two particular applications of this family of methods –
which may exclude important features of the original problems. For this reason, second and
higher order have been proposed and are applied. These techniques are faster than most, but
their locality precludes the analysis of larger shocks that imply bigger deviations from the
point of approximation.
Discrete State Space methods, on the other hand, are global methods that can be applied
to policy function problems. They involve approximating the referred function through a
recursive iterative process, called policy function iteration, after imposing a fixed grid of pos-
sible values for its variables. Although global and always converging to the true function with
enough iterations, this method can become too computationally intensive with an increase of
the complexity of the problem, or when finer grids are employed.
This work applies a third solution option, consisting of the Projection method, a global
method with similarities to regression that applies to functional problems, such as those de-
fined by either policy function or Euler equations (Judd, 1998). This method starts with the
choice of a generic approximation function, such as Chebychev polynomials or Artificial
Neural Networks, which is meant to replace the unknown of the functional problem. Then, a
measure of distance between the approximated and the true function, or a residual function,
is found. Finally, a method of parameterising the generic function in order to minimise the
referred residual is chosen, such as the Least squares method, Chebychev, Galerkin or other
collocation method. Being a global method, the projection method doesn’t preclude the anal-
ysis of larger shocks. Additionally, depending on the used approximation function, the full
nonlinearities of the problem can be preserved. However, the larger the model or the number
of approximation function parameters to be calculated, the higher its computational cost.
We start, then, with a model based on Lim and McNelis (2008), similar to the standard
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NNS or New Keyensian model, which is subsequently extended with staggered adjustment
of prices. At each step the projection method is used, and the necessary changes to the
solution method in the different model versions explained. Finally, a set of simulations and
impulse-response shocks are used to showcase the model, extension, method and application.
In the next chapter, a literature review on the New Neoclassical Synthesis and DSGE
models is presented, and numerical solution methods explored, not neglecting some analytic
approaches.
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2 Literature review
2.1 New Neoclassical Synthesis
The original Neoclassical Synthesis, first described by Paul Samuelson, as cited by Blanchard
(2008), and typified in models such as IS/LM (Hicks, 1937), conciliated the Keynesian and
New Classical views, with sticky prices in the short term causing imbalances that could be
fought with the adequate monetary and fiscal policies, and flexible prices in the long term.
This synthesis, with the arrival of the rational expectations in the 70s, was followed by
the New Classical school. Assuming fully flexible prices, and the idea that agents utilise
in a perfectly rational way all available information, reflecting it in their expectations, this
last school criticised the former and emphasised, instead, the role of imperfect availability
of information on the departure of economies from equilibrium. This assumption of rational
expectations came as a response to Lucas (1976), who argued against the use of models
with parameters estimated from historical data as forecasting instruments. This criticism
rested on the observation of the fact that those models did not take into account the agents’
expectations and behaviour changes, when faced with policy changes, while testing the effect
of those same policies.
The New Keynesian school, emerged in the 80s, tried, on its turn, to simultaneously
accept and incorporate New Classical school critiques to the original neoclassical synthesis,
namely Lucas’ critique and rational expectations. At the same time, it sought to reintroduce
Keynesian elements, namely sticky prices and wages, perceived as more realist assumptions.
This was achieved, at first, by the inclusion of real rigidities, such as imperfect competition.
While not a source of price stickiness by itself, by providing agents a measure of market
power, the imperfect competition framework turned them into price-setters, deciding based
on costs and profits, contrasting with the price-takers of the New Classical school. This
addition, on the other hand, allowed the introduction of nominal rigidities in price adjustment
mechanisms, such as frictions in price and wage setting requiring agents to set prices only in
certain conditions (Goodfriend and King, 1997).
The reintroduced imperfect price adjustment was modelled initially as being sourced in
small menu costs (costs associated with changes and announcements of new prices)(Akerlof
and Yellen, 1985; Mankiw, 1985). Later, in the context of dynamic models, wage adjustment
mechanisms were introduced, such as that proposed by Taylor (1979), where different groups
of workers saw their wage updated in given fixed intervals and distinctly for each group.
Additionally, staggered price adjustment mechanisms were introduced, such as that proposed
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by Calvo (1983), which made prices fixed for limited but random periods of time.
Parallel to those developments, and framed within the context of the New Classical
school, the Real Business Cycle (RBC) school and models arose, with the initial contribution
of Kydland and Prescott (1982). In that work, its authors repurposed one of the standard mod-
els of neoclassical growth theory, the Ramsey-Cass-Koopmans model (Ramsey, 1928; Cass,
1965; Koopmans, 1965), for the study of economic cycles. Inheriting that model’s structure,
RBC models derived the behaviour of the economy from the behaviour of utility maximising
representative agents. Subject to the available technology, budget constraints, and their own
preferences, those same agents chose between consumption or leisure and investment, in a
dynamic framework in which each decision affected current and future payoffs. Since the re-
ferred maximisation involved not only the current but also all discounted future utility, agents
acted in a forward-looking manner. This involved taking into account both their action’s con-
sequences and expected actions of government agents, modelled in the form of policy rules,
responding in this manner to Lucas’ critique (McCandless, 2008).
In respect to the sources of economic cycles, the conclusions of Kydland and Prescott in
the cited article, and in most of the RBC literature, as surveyed by Rebelo (2005), emphasised
the role of real effects such as stochastic technology shocks to productivity, amplified by other
features such as building time of investments or changes in inventory stocks. The subsequent
addition of money or monetary policy to those models, on the other hand, was found to have
little or no effect on generating fluctuations. Complications related to the fit of these models
to the data, which required parameters and shocks of magnitudes on its turn not found in
the data, led to different additions and modifications of the base RBC framework, including
energy prices, fiscal or terms of trade shocks.
In this context, by the end of the 90s, authors like Goodfriend and King (1997), Wood-
ford (2003), or Clarida et al. (1999), began describing a new approach, to which they called
New Neoclassical Synthesis (NNS) or New Keynesian Synthesis. These new models based
themselves on RBC’s optimising representative agents structure, on top of which Keynesian
and New Keynesian elements were introduced. Contrasting with RBC models, where its
representative agents were price takers in perfectly competitive markets, NNS models incor-
porated imperfect competition and price rigidities from the New Keynesian school. Unlike
the original neoclassical synthesis, where price behaviour was linked to measures of market
disequilibrium, here it arose from the representative agent’s microeconomic behaviour, be-
coming less fit for the Lucas’ critique (Woodford, 2003). At the same time, staggered prices
and imperfect competition allowed a degree of effectiveness of monetary policy in affecting
the real economy, contrasting once again with the RBC school. This combination turned
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these models into popular tools for answering questions related to monetary policy and cen-
tral banking1, or fiscal policy2, for example. Furthermore, some authors started using the
NNS model as a basis for larger models, containing a large and diverse number of shocks and
frictions, estimated for existing economies, and with the aim of doing policy analysis, such
as Smets and Wouters (2003).
The model whose numerical solution this work intends to study, described in Lim and
McNelis (2008), can be included on this last school, and will be described further ahead.
2.2 Numerical solution methods
The solution to the underlying optimisation problems of NNS, and Dynamic General Equilib-
rium models in general, is usually obtained via dynamic programming (Stokey and Prescott,
1989) or via application of the Kuhn-Tucker theorem or Lagrange multipliers method (Chow,
1997). Both approaches turn the optimisation problem into a functional one. In the case of dy-
namic programming, its solution is the policy function, which returns the optimising choice
of control variables, for each given value of the state variables. Similarly, the Lagrange
multipliers approach results in one or more Euler equations, forming a system of difference
equations (differential equations, for continuous time) which describe the optimal path taken
by the control variables that solves the optimisation problem.
Regardless of the solution approach, analytic solutions for these models only exist in
certain restrictive conditions, such as certain utility or production function specifications, de-
scribed in Canova (2007) or Heer and Mauß ner (2009), for example. Given the impossibility
or, in certain cases, the difficulty of obtaining such analytic solutions, it is common to resort
to approximation techniques instead.
Heer and Mauß ner (2009) categorise approximation techniques using two types of fea-
tures. The first one is related to the function it tries to approximate: policy function or Euler
equation. The second one is concerned with the kind of approximation, which can be local or
global. Local techniques try to obtain a function that only approximates the true one around a
given point, usually its steady-state, contrasting with global ones, which usually aim to obtain
valid approximations for the whole domain.
Linear approximation is a common local method, which involves turning the original
problem’s first order conditions or constraints into approximate linear substitutes. Different
linearisation techniques exist, including Log-linear and Linear quadratic (LQ) approxima-
1The effectiveness of different monetary rules, for example (Clarida et al., 1999)
2Through the addition or improvement of the base NNS model’s fiscal section (Galí et al., 2007)
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tion. Log-linearisation applies to both the Euler equation and budget constraints, which are
approximated by taking logarithms and first-order Taylor series expansions around the prob-
lem’s steady-state, subsequently solving the resulting linearised system. Uhlig (1995) is an
example of this approach. LQ approximation, on the other hand, consists of quadratic approx-
imations for the problem’s objective function and linear approximations for its constraints,
once again around its steady-state.
These linear approximation methods are included in the larger group of perturbation
methods, which also resort to Taylor expansions of different orders around the problem’s
steady-state. They rest on the assumption that the modelled economy never diverges too far
away from its steady-state, so that higher order members of the Taylor series can be ignored
without severe accuracy loss. These methods are less computationally intensive than others,
and in most cases the assumption is acceptable, and the approximation good enough. As
noted by Kim and Kim (2003), however, although a wide range of the literature involving
DSGE models relies on linear approximations for their solution, their use may result in high
approximation errors and distort the results of their analysis. For this reason, several second
and higher-order perturbation methods and algorithms have been advanced (Swanson et al.,
2005; Schmitt-Grohé and Uribe, 2004).
Another kind of techniques, Discrete State Space methods, also called Discretisation, are
global methods that can be applied to policy function problems. According to Canova (2007),
they generally involve forcing the states and exogenous variables to take values from a fixed
grid of possible values. This, on the other hand, facilitates obtaining the policy function
through a recursive iterative process called policy function iteration. This approach always
converges to the true policy function. However, with an increase of the number of variables
or shocks, the problem may become too highly computationally intensive, in what is known
as the curse of dimensionality. Furthermore, this approach involves a trade-off between speed
and accuracy: the finer the grid, the better the approximation, but the higher the number of
computations involved.
A third alternative, the one applied in this work, are Projection methods. Described in
Judd (1998), these are global methods that apply to problems with solution defined either
by policy function or Euler equations. They involve choosing an approximation function for
each of the decision rules, which in turn is tuned within an iterative process controlled via
a chosen residual function. This way, the functional problem is turned into one of minimis-
ing the residual function. Variations of the method are possible given the different existing
choices of approximating function (Chebychev polynomials or neural networks, for exam-
ple), residual function or minimisation procedure (Least squares, Galerkin method or other
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collocation methods, for example). This approach, like other global methods, does not rely
on the smallness of shocks for a good approximation. Additionally, the validity of the approx-
imation it not restricted to the neighbourhood of the point around which it is made. However,
the better approximation comes with a greater computational cost, especially when a large
number of parameters has to be calculated, such as in the case of higher order polynomials
or more complex neural networks.
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3 Models’ exposition and numerical solution
As previously mentioned, the particular model to be studied in the present work is based
on Lim and McNelis (2008). It consists of a dynamic in discrete time, stochastic general
equilibrium model.
It is constituted by three main sectors in an open economy: households, firms and mon-
etary authorities; and two smaller ones, namely fiscal authorities and rest of the world. The
household sector decides at each time period between consumption and leisure, subject to
a budget constraint. This budget constraint includes, among other items, the firm’s profits,
given that the former are fully owned by households. The price dynamics of the model stem
from production and pricing decisions of the domestic (consumption and intermediate) goods
producing firms, and the monetary authority acts on inflation by setting the interest rate via
a simple Taylor rule. On its turn, the fiscal authority is presented as an exogenously defined
amount of government spending and lump-sum taxes. Finally, capital or producer goods,
which fully depreciate at the end of each time period, are imported by households from the
rest of the world, being subsequently lent to domestic firms.
This section presents the model and its numerical solution in two parts. Firstly, a baseline
version of the model is presented, with fully flexible prices. Secondly, this base model is
modified with the addition of sticky or staggered prices. Every subsection includes the details
of the corresponding numerical solution, namely the modifications required for the referred
addition.
3.1 Standard (flexible-prices) version
3.1.1 Households
The household sector’s choice between consumption and leisure translates, in practice, to an
optimisation problem as follows.
Firstly, the representative household values its present and future consumption according
to the function
V = E0
∞
∑
t=0
β tUt (Ct ,Lt) (3.1)
where its preferences are represented byUt , the utility function, which is of the type
Ut(Ct ,Lt) =
C1−ηt
1−η −
L1+ϖt
1+ϖ
(3.2)
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Value function equation (3.1) constitutes the expected present value, given the discount
factor β , for the representative household, of both current and all future utility. This utility, as
seen on equation (3.2), depends positively on the amount of consumption Ct , and negatively
on the amount of labour Lt of the corresponding period.
The utility function is of Constant Relative Risk Aversion type. The measure of the risk
aversion curve, η , is the relative risk aversion coefficient (or elasticity of marginal utility of
consumption), and ϖ the elasticity of marginal disutility of labour.
Ct is an index of consumption goods, given on its turn by
Ct =
[ˆ 1
0
(
C j,t
)(ζ−1)/ζ d j]ζ/(ζ−1) , (3.3)
a Dixit-Stiglitz, or Armington, aggregator (Dixit and Stiglitz, 1977). Here, an infinite number
of goods, indexed by j, become perfect substitutes when ζ , the constant elasticity of substi-
tution coefficient, approaches infinity, and perfect complements when it approaches zero.
The choice that maximises the utility function above is, on other hand, restricted by the
budget constraint
WtLt +Πt +PKt Kt +(1+Rt−1)Bt−1+StFt = PtCt +P
f
t It +Bt +
(
1+R∗t−1+Φt−1
)
StFt−1+Tt
(3.4)
with the variables representing:
• Wt , the wages;
• Πt , the firms’ profits;
• Kt , the stock of capital goods, which fully depreciates at each period, and as such equals
It , the capital imports;
• PKt , the capital goods’ price, charged by households to firms, with the former importing
the same goods for P ft , the imported capital goods’ price;
• Bt , the stock of domestic government bonds bought by households, and Ft , the stock of
bonds issued by households, or external debt;
• St , the exchange rate (expressed in indirect quotation);
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• Φt , a risk premium;
• and Tt , the amount of lump-sum taxes.
The Lagrangian for the maximisation of equation (3.1) with respect to (3.4) is as follows:
L = E0
∞
∑
t=0
β t
{
U (Ct,Lt)−λt
[
PtCt +P
f
t Kt +Bt +
(
1+R∗t−1+Φt−1
)
StFt−1
+Tt−WtLt−Πt−PKt Kt− (1+Rt−1)Bt−1−StFt
]}
Obtaining and solving the first order conditions
• ∂L∂Ct =
∂U
∂Ct −λtPt = 0
• ∂L∂Lt =
∂U
∂Lt +λtWt = 0
• ∂L∂Kt = λtPKt −λtP∗t = 0
• ∂L∂Ft = β tλtSt−β t+1λt+1 [Φ′St+1Ft +(1+R∗t +Φt)St+1] = 0
• ∂L∂Bt =−β tλt +β t+1λt+1 (1+Rt) = 0⇔ βλt+1 (1+Rt) = λt
and rearranging, results in the Euler equations of the problem, describing the path that solves
the intertemporal maximisation problem:
C−ηt
Pt
=
C−ηt+1
Pt+1
β (1+Rt) (3.5)
Wt = Lϖt PtC
η
t (3.6)
P∗t = P
K
t (3.7)
(1+Rt)St =
(
1+R∗t +Φ
′
tFt +Φt
)
St+1 (3.8)
3.1.2 Firms
The production sector is made up of two types of firms: intermediate goods firms, and final
goods firms. The former hire labour and capital goods from households, paying wages and the
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capital rent price in return, combining both into intermediate goods. The later buy the referred
intermediate goods, which are combined into a final good subsequently sold to households.
The production and pricing choices of both kinds of firms will determine the price dynamics
of the model.
Intermediate goods firms Each intermediate goods firm, indexed by j ∈ [0;1], employs,
in each period t, capital goods (Kt) and labour (Lt) as factors of production, producing Yj,t
according to the Constant Elasticity of Substitution production function
Yj,t = Zt
[
(1−α)(L j,t)κ +α(K j,t)κ
]1/κ (3.9)
The transformation 11−κ stands for the elasticity of substitution between the two factors
of production3, and α for the usage share of the same factors4. Zt , on the other hand, is a
random productivity shock, which follows an autoregressive process around its steady-state
value Z, subject to a random disturbance εZt as follows:
ln(Zt) = ρ ln(Zt−1)+(1−ρ) ln
(
Z
)
+ εZt , ε ∼ N
(
0,σ2Z
)
(3.10)
Intermediate goods firms decide as to maximise profits by setting the produced quantity,
given by Yj,t . Profit maximisation implies, on its turn, (constrained) minimisation of total
costs:
min
L j,t ,K j,t
TC j,t =Wj,tL j,t +PKj,tK j,t (3.11)
s.t.(3.9)
Setting up the Lagrangian,
L =Wj,tL j,t +PKj,tK j,t−λ j,t
(
Y j,t−Zt
[
(1−α)(L j,t)κ +α (K j,t)κ]1/κ)
solving and simplifying the first order conditions results into
30< κ < 1
40< α < 1
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∂L
∂L j,t
= 0⇔ Wt
(1−α)Lκ−1j,t
= λtZt
[
(1−α)(L j,t)κ +α (K j,t)κ]1/κ−1
∂L
∂K j,t
= 0⇔ P
K
t
αKκ−1t
= λtZt
[
(1−α)(L j,t)κ +α (K j,t)κ]1/κ−1
which can be rearranged into the optimal factor combination
K j,t =
(
Wt
(1−α) ·
α
PKt
) 1
1−κ
L j,t (3.12)
Combining the above equation with production function (3.9), and solving for L and K,
returns the firm’s conditional demands for labour and capital, respectfully.
L j,t =
(
Yj,t
Zt
)[
(1−α)+α
(
αWt
(1−α)PKt
)κ/(1−κ)]−1/κ
K j,t =
(
Yj,t
Zt
)[
α+(1−α)
(
(1−α)PKt
αWt
)κ/(1−κ)]−1/κ
Finally, the choice of quantity produced can be translated into the optimisation problem:
max
Y j,t
Π j,t = Pj,tYj,t−Wj,tL j,t +PKj,tK j,t
Plugging the conditional demands for labour and capital into the corresponding Lagrangian
of the problem above
L = Pj,tYj,t − Yj,tZt
Wt [(1−α)+α( αWt
(1−α)PKt
)κ/(1−κ)]−1/κ
+PKt
[
α+(1−α)
(
(1−α)PKt
αWt
)κ/(1−κ)]−1/κ
and solving the first order condition, returns the profit maximisation condition:
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Pj,t =
1
Zt
Wt [(1−α)+α( αWt
(1−α)PKt
)κ/(1−κ)]−1/κ
+PKt
[
α+(1−α)
(
(1−α)PKt
αWt
)κ/(1−κ)]−1/κ
(3.13)
The right side of equation (3.13) is the marginal cost of intermediate goods firms5. By
using A j,t to denote it, the profit maximisation condition can be simplified to:
Pj,t = A j,t
Final goods firms. As described previously, the final goods firms take the intermediate
goods as production inputs, transforming them into a single final good, Yt , according to the
aggregating function
Yt =
[ˆ 1
0
(
Yj,t
)(ζ−1)/ζ d j]ζ/(ζ−1) (3.14)
Taking both final good Pt and intermediate goods price Pj,t as given, it maximises profits:
max
Y j,t
PtYt−
ˆ 1
0
Pj,tY j,td j (3.15)
Setting up and solving the first order condition while taking 3.14 into account
∂
∂Yj,t
[
Pt
[ˆ 1
0
(
Yj,t
)(ζ−1)/ζ d j]ζ/(ζ−1)−ˆ 1
0
Pj,tY j,td j
]
= 0
leads to (3.16), which can be seen as the demand faced by intermediate goods firms as the
final goods firm produces Yt :
Y j,t =
[
Pj,t
Pt
]−ζ
Yt (3.16)
3.1.3 Monetary and fiscal authorities
The monetary authority adjusts the interest rate (Rt) partially every period, according to a
Taylor rule that takes into account both inflation (pit) and external interest rate (R∗t ), with
5 ∂TCt
∂Y j,t
= 1Zt
[
Wt
[
(1−α)+α
(
αWt
(1−α)PKt
)κ/(1−κ)]−1/κ
+PKt
[
α+(1−α)
(
(1−α)PKt
αWt
)κ/(1−κ)]−1/κ]
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adjustment parameters φ1 and φ26:
Rt = φ2Rt−1+(1−φ2)(R∗t +φ1pit) (3.17)
Inflation, on its turn, is defined as
pit =
[(
Pt
Pt−1
)4
−1
]
(3.18)
As for the fiscal authority, its role in the model is simplified to a single constant exogenous
variable for public spending, G= G.
3.1.4 Rest of the world
The rest of the world comes into the model both as a producer of capital goods, as an im-
porter and as a lender of one period bonds. Capital goods are imported by households and
subsequently rented to firms. Exports to the rest of the world, on its turn, are introduced via
a constant exogenous variable X = X . The relationship between the trade balance and the
domestic economy’s external debt is described by the equation
PtXt−StPKt Kt =
(
1+R∗t−1+Φt−1
)
StFt−1−StFt (3.19)
meaning that any trade balance7 deficit (superavit) will increase (decrease) the economy’s
external debt (given by StFt).
The interest paid on external debt bonds includes Φt , a risk premium, which increases as
the external financial position, or external debt, increases above its steady-state F (according
to sensitivity parameter ϕ > 0), and is given by
Φt = sign(Ft)×ϕ
[
e
(|Ft |−F)−1] (3.20)
3.1.5 Closing the model
The remaining equation required to complete the model is the aggregate demand, or demand
for final, or consumption, goods:
Yt =Ct +Gt +Xt (3.21)
60< φ1 < 1, 0< φ2 < 1
7the left side of (3.19)
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The above expression, in addition to equations (3.9), (3.12), (3.13), (3.17) and (3.19), and
Euler equations (3.5), (3.6), (3.7) and (3.8) form the full system that describes the model, to
be solved for Ct , St , Rt ,Wt , Lt , PKt , Kt , Pt , Ft and Yt .
3.1.6 Numerical solution
The chosen solution method for the simulation of the model consists of the ProjectionMethod,
as described by Judd (1998) and placed into context earlier in this work. It involves:
• Choosing an approximation function specification for each of the ones to be approxi-
mated;
• Choosing a measure of the approximation error;
• Choosing an optimisation algorithm to iterate until the chosen error is reduced to a
chosen level.
Approximation function. In this case, the functions to be approximated include Euler dif-
ference equations (3.5) and (3.8), which describe the optimal path of Ct and St .
The approximation function specification consists of an artificial neural network, namely
a multilayer perceptron. Each variable is approximated by a single neuron, denoted by n,
with three input nodes z – one for each of the state variables Zt , Ft and Rt , defined as
ni = f
(
j
∑
k=1
wkzk
)
where i is the index of approximated functions, k the index of the neuron’s inputs, and with
activation function f (x) =
1
1+ e−x
. Finally, the approximation is parameterised by weights
w.
Approximation error. The error measures used will be based on the approximated Euler
equations. Rearranging the referred equations, and letting Cˆt and Sˆt denote the approximated
values of Ct and St respectively, results into the Euler errors
εct =
Cˆ−ηt
Pt
[
1
1+Rt
]
−β
[
Cˆ−ηt+1
Pt+1
]
(3.22)
εSt = (1+Rt) Sˆt −
(
1+R∗t +Φ
′
tFt +Φt
)
Sˆt+1 (3.23)
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which measure the distance between the approximated and the true values – those that verify
the optimal path as described by the Euler equations.
Approximation algorithm. The computational implementation of the model is made up
of three separate parts. The first one consists of an algorithm, encapsulated in a MATLAB
function, described below, which simulates the approximated model and returns the simula-
tion’s Euler errors, for any given set of parameters and neural network weights. The second
consists of a MATLAB script that iterates on the referred function, based on an initial guess of
the approximation weights, until the sum of squared Euler errors are minimised, according
to a previously chosen tolerance. Finally, a third script simulates the model as-is, by calling
the model’s simulation function, and where impulse-response shocks, for example, can be
defined.
In all simulations, the initial values of all variables are set to the corresponding steady-
state value. This value, on its turn, is calculated with an helper function, detailed in Appendix
6.1.
Algorithm 1Model simulation function
initialise model parameters, steady-state values and auxiliary variables
for i = 1 to t (number of simulation periods)
draw values for random processes (Zt)
get output of neurons (Cˆt, Sˆt)
numerically solve rest of system using matlab's fsolve, ...
obtaining Yt, Lt, Kt, PKt , Pt, Wt, Rt, and Ft
calculate euler errors (εSt , εCt )
end loop
3.2 Sticky prices version
A modifications is now introduced, designed to allow for staggered, or sticky, behaviour of
prices.
There are several ways by which sticky prices are usually included in NNS models. The
one chosen here is a Calvo rule (Calvo, 1983), which in practice separates, for each time
period, intermediate goods firms into two groups: one allowed to change prices, and another
that is not. Accordingly, firms that can change prices will do so by setting the price that
maximises its present and discounted future profits, taking into account both the demand
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they face and the probability of being able to set prices again in the future. The ability to set
prices, on its turn, arises from the assumption of imperfect competition already introduced in
the baseline version, caused by imperfect substitutability between intermediate goods firms’
differentiated products.
We start by detailing the extension to the baseline version of the model addition by de-
scribing the specific changes to the firm behaviour referred to above.
3.2.1 Firms
As in the first version of the model there are two kinds of firms, intermediate and final goods
producers.
The final goods firm, as before, maximise their profits as given by (3.15), subject to the
aggregator production function (3.14). The solution to this problem, on its turn, returns the
demand for intermediate goods (3.16).
Intermediate goods firms’ intertemporal profit maximisation problem, on the other hand,
starts with the implied cost minimisation. As in the flexible price version, plugging the opti-
mal factor combination (3.12) into total cost equation (3.11) and differentiating with respect
to quantity produced Yj,t returns the intermediate goods firms’ marginal cost, reproduced
again here:
A j,t =
1
Zt
Wt [(1−α)+α( αWt
(1−α)PKt
)κ/(1−κ)]−1/κ
+PKt
[
α+(1−α)
(
(1−α)PKt
αWt
)κ/(1−κ)]−1/κ
Amongst intermediate goods firms, the ones that can change prices do so, as previously
mentioned, by maximising the present value of their profits. With θ being the probability of
a given intermediate goods firm changing its price on a given period, PAj,t its chosen price, and
µ a subsidy which will be explained further ahead, the present value of the firm’s profits is
V = Et
∞
∑
t=0
θ tβ t
(
(1+µ)PAj,tYj,t−A j,tY j,t
)
which by combining with intermediate good’s demand (3.16) becomes
V = Et
∞
∑
t=0
θ tβ t
(1+µ)PAj,t
(
PAj,t
Pt
)−ζ
−A j,t
(
PAj,t
Pt
)−ζYt
Maximising the present value of the firm’s profits above with respect to price PA returns
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the expression for the optimal price:
∂
∂PAj,t
Et ∞∑
t=0
θ tβ t
(1+µ)PAj,t
(
PAj,t
Pt
)−ζ
−At
(
PAj,t
Pt
)−ζYt
= 0
⇔ Et
∞
∑
t=0
θ tβ t
(1+µ)

(
PAj,t
)−ζ
P−ζt
−ζ
(
PAj,t
)−ζ−1
(Pt)
ζ PAj,t
+Atζ (PAj,t)−ζ−1Pζt
Yt = 0
⇔ ζ
ζ −1 ·
1
1+µ
· Et∑
∞
t=0θ tβ tAt(Pt)ζYt
Et∑∞t=0θ tβ t(Pt)ζYt
= PAj,t (3.24)
Here, the previously referred subsidy µ is chosen in order to cancel the effect of ζζ−1 ,
which would otherwise act as a markup over the competitive price, caused by the market
power of intermediate goods firms. This degree of market power is, on its turn, given by
elasticity of substitution in the aggregator production function (3.14).
Having derived the price set by firms that are allowed to do so, one needs to combine it
with the price of the remaining firms to obtain the aggregate price index, which is done using
a Dixit-Stiglitz aggregator as follows:
Pt =
[
θ (Pt−1)1−ζ +(1−θ)
(
PAt
)1−ζ]1/(1−ζ )
(3.25)
Apart from the firms’ section, the rest of the model carries on unmodified to the sticky
price version.
3.2.2 Numerical solution
Solving the model, in comparison to its original version, requires approximating the addi-
tional difference equation (3.25). Both the numerator and denominator of the latter equation
can be rewritten as a recursive relationship by using two auxiliar variables, Ap1t and A
p2
t , de-
fined as
Ap1t = At(Pt)
ζYt +θβAp1t+1
Ap2t = (Pt)
ζYt +θβAp2t+1
This, in turn, allows (3.24) to be rewritten as
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PAt =
Ap1t
Ap2t
(3.26)
For the numerical approximation, two additional neurons will be employed, one for each
of the auxiliar variables above.
Approximation error Using Aˆp1t and Aˆ
p2
t as the approximate versions of A
p1
t and A
p2
t re-
spectively, and optimal price recursive equation (3.26), a new Euler error can be written:
εA =
Aˆp1t
Aˆp2t
− At (Pt)
ζ Yt +θβ Aˆp1t+1
Aˆp2t − (Pt)ζ Yt +θβ Aˆp2t+1
Approximation algorithm Once again, the modified model implies modifications to the
solution algorithm. In the first place, the new aggregate price equation (3.25) is introduced,
replacing the previous pricing rule (3.13). For approximating this new equation, the two
additional neurons need to be calculated in every iteration of the Model simulation function.
Steady-state values, too, need to be recalculated and replaced into the initialisation.
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4 Simulations and results
Having described the base model and its extension, the projection method and its application,
we now aim to show it in practice, simulating two shocks. We start with an impulse-response
shock to productivity, analysing and comparing results between the different versions of the
model. Secondly, an external demand shock is simulated, once again comparing the results
between versions.
The simulation presumes the obtainment of the model’s parameter values, usually done
via calibration as in the RBC tradition, although more recent econometric methods of estimat-
ing dynamic stochastic general equilibrium models have been advanced. This work, however,
relies on the already calibrated values of Lim and McNelis (2008). Additional details on their
values can be found in Appendix (6.1).
4.1 Productivity shock
The productivity shock, or impulse-response, was implemented firstly by starting the simu-
lation with Z in its stationary value, while setting productivity’s disturbance parameter, εZ ,
equal to zero for all periods except for the moment of the shock, where it is given a positive
value. Finally, the rest of the model was simulated, with the results shown in Figure 4.1.
The first result to notice is the direction of the effects being the same for both versions
of the model, although with different magnitudes. The increase in productivity can be seen
as having a corresponding increase in production, real wages and consumption, while both
production factors’ usage decrease and the price level falls. Simultaneously, the economy’s
trade balance and external financial position deteriorate, as the exchange rate appreciates.
Finally, the central bank’s Taylor rule causes an decrease in interest rates, in response to the
drop in prices.
The size of the effects, however, varies between the two versions of the model. Firstly,
the stickiness prevents prices from falling as much as in the flexible prices case, while at
the same time returning faster to steady-state values. Secondly, both the exchange rate and
external indebtedness suffer a slight increase, with the opposite effect on the trade balance.
As expected, the deviation from fully flexible prices seems to impose an efficiency cost on
the economy, as both product and consumption don’t increase as much due to the imperfect
adjustment of prices.
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Figure 4.1: Productivity shock (εZ = 0.1)
4.2 External demand shock
For our second shock, we simulate the result of an increase of external demand, or an in-
crease of exports. Being an exogenous constant variable, manipulating exports is a matter of
setting Xt to the desired value. However, to add a measure of persistence in the shock, the
constant variable is replaced with an autoregressive process tending to the steady-state value
of exports:
ln(Xt) = γ ln(Xt−1)+(1− γ) ln
(
X
)
+ εXt (4.1)
As in the productivity shock, the disturbance εX is set to the chosen value at the moment
of the shock, while Xt is started from its stationary state value.
The results of the shock are shown in Figure 4.2.
First of all, the effect of an increase in external demand is an increase in aggregate de-
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Figure 4.2: External demand increase (εX = 0.1)
mand, Y . In the flexible prices case, despite an increase in capital usage, which is fully im-
ported, the trade balance also increases. Additionally, increases in labour usage, real wages
and consumption can be seen in both versions of the model. As in the case of an productiv-
ity shock, the increase in product and consumption is lower with sticky prices than without,
suggesting an efficiency loss from imperfect price adjustment.
Unlike the productivity shock case, however, the direction of several effects is different
between the two versions of the model, most notably in the case of prices. While with flexible
prices the increase in demand provokes a rise in prices, in the sticky prices version prices fall,
with reflections in an higher increase of labour and wages, an decrease in capital usage, and
exchange rate depreciation. Finally, in both versions the external demand shock results in
an improvement of the external financial position, with households becoming creditors in
respect to the rest of the world.
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5 Conclusion
In the present work a DSGE model of the New Neoclassical Synthesis was derived in two
versions: with and without sticky prices. For the solution of each version a projection method
was employed, using an Artificial Neural Network as the approximation function, and min-
imising the sum of squared Euler errors for each problem. Finally, a set of impulse-response
shocks were simulated on both already approximated versions of the model.
The correct solution of this model with the addition of imperfect competition and stag-
gered prices is an important intermediate step for solving larger DSGE models, and for an-
swering economic questions within their framework, given the prevalence of the referred
extensions in most of the NNS literature. In this respect the projection method, although not
widely used – mainly in favour of perturbation methods of different orders –, is shown to pro-
vide a good approximate solution, both as measured by the Euler errors and impulse-response
results. In comparison to the said methods, the projection has the advantage of providing a
global solution, in addition to fully retaining the nonlinearities of the approximated problem
solution (depending on the applied approximation function).
The main difference between the algorithms used in each of this work’s model versions,
concerns the inclusion of an additional Euler equation to be approximated in the sticky prices
version. This ease of extension exists because of the modularity of the original solution,
which first draws the stochastic shocks and approximation function values, subsequently us-
ing MATLAB’s nonlinear system solver fsolve for obtaining the rest of the variables, and
finally calculating and iterating to minimise Euler errors. This allows any additional exten-
sions to be further included simply by adding the corresponding equations, Euler errors and
additional approximation functions to their respective places, without deep changes to the
algorithm or modifications to the original description of the model.
As for future work, in the Economics front, a large literature on additional frictions and
shocks exists, all trying to improve the fit to real data or the analysis of specific problems, such
as the inclusion of money, consumption habits persistence, financial frictions, heterogeneous
agents, and improved fiscal sections, for example, which could be explored with this method.
In what concerns the application of the method itself, several speed improvements could be
introduced, for example, by removing its nested loops through vectorisation of the MATLAB
code. Finally, although operations within each model simulation are interrelated and not
easily parallelised, iterations of the Monte Carlo method for drawing wealth distributions
and variable correlations, a common practice in the literature, are fully separate from each
other and can be done concurrently.
28
6 Appendices
6.1 Model parameters and steady-state
The model’s parameters used in the simulations shown in this work are taken from Lim and
McNelis (2008), and reproduced in the table below.
η Relative risk aversion coefficient 1.5
ϖ Elasticity of marginal disutility of labour 0.25
β Discount factor 1/1.01
α Production factors usage share 0.15
κ Elasticity of substitution between production factors parameter 0.1
ϕ Risk premium sensitivity 0.1
ρ Productivity shock adjustment factor 0.9
φ1 Taylor rule interest rate adjustment factor 0.9
φ2 Taylor rule inflation sensitivity 1.5
ζ Elasticity of substitution between differentiated consumption / final goods 6
θ Staggered prices adjustment factor 0.85
Table 1: Model parameters
The steady-state of the model is calculated in a separate helper script for the parameters
above, by removing indexes from all its variables, setting the productivity stochastic shock to
a constant value, and solving the resulting system of equations.
6.2 MATLAB source code
In this section, selected parts from the MATLAB source code referred to in this work are
reproduced, including the implementation described in the numerical solution subsections
and used in the simulations of Chapter 4.
6.2.1 Baseline open economy model
1 % open_economy_model .m
2 %
3 % ∗ f u n c t i o n d e s c r i b i n g t h e open economy model , c a l c u l a t i n g C and S
4 % based on an app rox ima t i on
5 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6
7 f unc t i on [ E r ro r , C , F , K, L , P , R , S , W, Pk , Y, Z , t r a d e b a l , . . .
8 err_C , e r r_S , X] = open_economy_model ( omega )
9
29
10 % g l o b a l v a r i a b l e s
11 g l oba l e t a v a r p i b e t a 1 a l pha1 kappa rho ph i2 ph i1 v a r p h i gamma1
12 g l oba l Rs t a r PF
13 g l oba l C_ss F_ss G_ss K_ss L_ss P_ss Pk_ss R_ss S_ss W_ss X_ss Y_ss Z_ss
14 g l oba l n _ i n i T1 T2 zshock n _ s t a t e _ v a r s n_neuron n_ eu l e r _ e q xshock
15
16 % i n i t i a l i s a t i o n s
17
18 % [ mu l t i p l e l i n e s ommited here , mo s t l y c o n s i s t i n g o f pre−a l l o c a t i n g
19 % the d i f f e r e n t a r r a y s used n e x t ]
20
21 j k = n _ s t a t e _ v a r s ∗ n_ eu l e r _ eq ∗n_neuron ;
22 j j = 1 : n _ s t a t e _ v a r s : j k ;
23 kk = n _ s t a t e _ v a r s : n _ s t a t e _ v a r s : j k ;
24
25 % open economy sys tem , t o be s o l v e d w i t h t h e f s o l v e f u n c t i o n
26 % parame t e r s :
27 % x ( 1 ) : Y ; x ( 2 ) : L ; x ( 3 ) : K; x ( 4 ) : Pk ;
28 % x ( 5 ) : P ; x ( 6 ) : W; x ( 7 ) : R ; x ( 8 ) : F ;
29 f unc t i on y = model_sys tem ( x )
30 y ( 1 ) = r e a l ( (C( i , j )^− e t a )∗ x ( 6 ) − ( x ( 2 ) ^ v a r p i )∗ x ( 5 ) ) ;
31 y ( 2 ) = r e a l (Z ( i , j ) ∗ ( ( 1 − a l pha1 )∗ ( x ( 2 ) ^ kappa ) + . . .
32 a l pha1 ∗ ( x ( 3 ) ^ kappa ) ) ^ ( 1 / kappa ) − x ( 1 ) ) ;
33 r i s k ( i , j ) = s i gn ( x ( 8 ) ) ∗ v a r p h i ∗ ( exp ( abs ( x ( 8 ) ) − F_ss ) − 1 ) ;
34 y ( 3 ) = S ( i , j )∗ x ( 8 ) − (1 + R s t a r + . . .
35 r i s k ( i −1, j ) )∗ S ( i , j )∗F ( i −1, j ) − ( S ( i , j )∗PF∗x ( 3 ) − x ( 5 )∗X( i , j ) ) ;
36 y ( 4 ) = x ( 1 ) − C( i , j ) − G_ss − X( i , j ) ;
37 y ( 5 ) = PF∗S ( i , j ) − x ( 4 ) ;
38 i n f l ( i , j ) = 0 . 2 5∗ ( ( x ( 5 ) / P ( i −1, j ) ) ^ 4 −1);
39 y ( 6 ) = ph i2 ∗R( i −1, j ) + (1 − ph i2 )∗ ( R s t a r + ph i1∗ i n f l ( i , j ) ) − x ( 7 ) ;
40 y ( 7 ) = r e a l ( x ( 3 ) − . . .
41 x ( 2 ) ∗ ( x ( 6 )∗ a l pha1 / ( ( 1 − a l pha1 )∗ x ( 4 ) ) ) ^ ( 1 / ( 1 − kappa ) ) ) ;
42 aux1 = r e a l ( x ( 6 ) ∗ ( ( 1 − a l pha1 ) + . . .
43 a l pha1 ∗ ( ( x ( 6 )∗ a l pha1 ) / ( ( 1 − a l pha1 )∗ x ( 4 ) ) ) ^ ( kappa / ( 1 − . . .
44 kappa ) ) ) ^ ( −1 / kappa ) ) ;
45 aux2 = r e a l ( x ( 4 ) ∗ ( a l pha1 + (1 − a l pha1 ) ∗ ( ( x ( 4 )∗ ( 1 − . . .
46 a l pha1 ) ) / ( a l pha1 ∗x ( 6 ) ) ) ^ ( kappa /(1− kappa ) ) ) ^ ( −1 / kappa ) ) ;
47 Mgc = 1 /Z ( i , j )∗ ( aux1 + aux2 ) ;
48 y ( 8 ) = x ( 5 ) − Mgc ;
49 end
50
51 % model s i m u l a t i o n
52 f o r j = 1 : T2 ;
53 f o r i = n _ i n i +1 :T1
54 % gen e r a t i n g t h e p r o d u c t i v i t y shock
55 Zz = rho∗ l og (Z ( i −1, j ))+(1− rho )∗ l og ( Z_ss )+ zshock ( i , j ) ;
56 Z( i , j ) = exp ( Zz ) ;
57
58 % ex p o r t s a d j u s tm en t f u n c t i o n
59 X( i , j ) = gamma1∗ l og (X( i −1, j ) ) + (1−gamma1 )∗ l og ( X_ss ) + xshock ( i , j ) ;
60 X( i , j ) = exp (X( i , j ) ) ;
61
30
62 % c a l c u l a t i n g t h e app rox ima t i on f u n c t i o n / n e u r a l ne twork f o r
63 % ob t a i n i n g C and S
64 ZZ( i , j ) = Z( i , j )−Z_ss ;
65 FF ( i , j ) = F ( i −1, j )−F_ss ;
66 RR( i , j ) = R( i −1, j )−R_ss ;
67 s t a t e v a r s = [ZZ( i , j ) FF ( i , j ) RR( i , j ) ] ;
68
69 f o r nn = 1 : n_ eu l e r _ eq ∗n_neuron ;
70 neuron ( 1 , nn ) = 1 . / ( 1 + exp(−omega ( j j ( nn ) : kk ( nn ) )∗ s t a t e v a r s ’ ) ) −0 . 5 ;
71 end ;
72 aux_C = neuron ( 1 , 1 : n_neuron ) ;
73 aux_S = neuron ( 1 , n_neuron +1:2∗ n_neuron ) ;
74 C( i , j ) = exp ( aux_C )∗ C_ss ;
75 S ( i , j ) = exp ( aux_S )∗ S_ss ;
76
77 % so l v i n g t h e model u s i ng t h e C and S v a l u e s g i v e n by t h e
78 % approx ima t i on
79 s = f s o l v e ( @model_system , [Y( i −1, j ) L ( i −1, j ) K( i −1, j ) Pk ( i −1, j ) P ( i −1, j ) . . .
80 W( i −1, j ) R( i −1, j ) F ( i −1, j ) ] ) ;
81 Y( i , j ) = s ( 1 ) ;
82 L( i , j ) = s ( 2 ) ;
83 K( i , j ) = s ( 3 ) ;
84 Pk ( i , j ) = s ( 4 ) ;
85 P ( i , j ) = s ( 5 ) ;
86 W( i , j ) = s ( 6 ) ;
87 R( i , j ) = s ( 7 ) ;
88 F ( i , j ) = s ( 8 ) ;
89
90 % c a l c u l a t i n g a d d i t i o n a l v a r i a b l e s
91 t r a d e b a l ( i , j ) = P ( i , j )∗X( i , j ) − S ( i , j )∗Pk ( i , j )∗K( i , j ) ;
92
93 % Eule r e r r o r s
94 e r r_C ( i , j ) = r e a l (C( i −1, j )^− e t a ) / P ( i −1, j ) − be t a 1 ∗ ( r e a l (C( i , j )^− e t a ) / P ( i , j ) ) ∗ ( 1 + R( i −1, j ) ) ;
95
96 r i s k d e r i v ( i , j ) = s i gn ( F ( i , j ) )∗ v a r p h i ∗ ( exp ( abs ( F ( i , j ) ) ) ) ;
97 i f i s i n f ( r i s k d e r i v ( i , j ) )
98 r i s k d e r i v ( i , j ) = exp ( 1 0 0 ) ;
99 end
100 e r r _S ( i , j ) = (1 + R s t a r + r i s k ( i −1, j ) + r i s k d e r i v ( i −1, j )∗F ( i −1, j ) )∗ S ( i , j ) / ( ( 1 + R( i −1, j ) )∗ S ( i −1, j ) ) − 1 ;
101 end ;
102 end ;
103
104 e r r 1 = reshape ( err_C , T1∗T2 , 1 ) ;
105 e r r 2 = reshape ( e r r_S , T1∗T2 , 1 ) ;
106 E r r o r = mean ( e r r 1 . ^ 2 ) + mean ( e r r 2 . ^ 2 ) ;
107 end
31
1 % open_economy_approx .m
2 %
3 % ∗ c a l c u l a t e s an app rox ima t i on o f t h e b a s e l i n e model u s i n g t h e
4 % p r o j e c t i o n method
5 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6
7 c l e a r a l l ;
8
9 % name o f t h e f i l e where t o load i n i t i a l s i m u l a t i o n pa rame t e r s from
10 p a r am s _ f i l e = ’ open_economy_params . csv ’ ;
11
12 % g l o b a l v a r i a b l e s
13 g l oba l e t a v a r p i b e t a 1 a l pha1 kappa rho ph i2 ph i1 v a r p h i gamma1
14 g l oba l Rs t a r PF
15 g l oba l C_ss F_ss G_ss K_ss L_ss P_ss Pk_ss R_ss S_ss W_ss X_ss Y_ss
16 g l oba l Z_ss n _ i n i T1 T2 zshock n _ s t a t e _ v a r s n_neuron n_ eu l e r _ eq xshock
17
18 % model pa rame t e r s
19 R s t a r = 0 . 0 1 ;
20 PF = 1 . 0 ;
21 e t a = 1 . 5 ;
22 v a r p i = 0 . 2 5 ;
23 be t a 1 = 1 / 1 . 0 1 ;
24 a l pha1 = 0 . 1 5 ;
25 kappa = 0 . 1 ;
26 v a r p h i = 0 . 1 ;
27 rho = 0 . 9 ;
28 ph i2 = 0 . 9 ;
29 ph i1 = 1 . 5 ;
30 gamma1 = 0 . 9 ;
31
32 % exogenous v a r i a b l e s and s t eady−s t a t e v a l u e s
33 G_ss = 0 ;
34 F_ss = 0 ;
35 P_ss = 1 ;
36 S_ss = 1 ;
37 Z_ss = 1 ;
38
39 Y_ss = 0 .819853987226746 ;
40 L_ss = 1 .140268178925569 ;
41 K_ss = 0 .099605279053161 ;
42 Pk_ss = 1 .000000000000000 ;
43 W_ss = 0 .631648520484300 ;
44 R_ss = 0 .010000000000000 ;
45 C_ss = 0 .720248708173585 ;
46 X_ss = 0 .099605279053161 ;
47
48 % number o f p e r i o d s and s i m u l a t i o n s
49 T1 = 400 ;
50 T2 = 2 ;
51 n _ i n i = 4 ;
52
32
53 % ex p o r t s shock parame te r
54 xshock = zero s ( T1 , T2 ) ;
55
56 % p r o d u c t i v i t y s t o c h a s t i c shock
57 sd_shock = 0 . 0 1 ;
58 zshock = randn ( T1 , T2 )∗ sd_shock ;
59
60 % approx ima t i on f u n c t i o n / n e u r a l ne twork parame t e r s
61 n _ s t a t e _ v a r s = 3 ;
62 n_ eu l e r _ e q = 2 ;
63 n_neuron = 1 ;
64 nparm = n _ s t a t e _ v a r s ∗ n_ eu l e r _ e q ∗n_neuron ;
65
66 % read i ng app rox ima t i on f u n c t i o n i n i t i a l pa rame t e r s
67 omega_params = dlmread ( p a r am s _ f i l e ) ;
68 omega_params = omega_params ( end , : ) ;
69
70 % approx ima t i on f u n c t i o n o p t i m i s a t i o n
71 o p t i o n s = o p t im s e t ( ’ D i s p l a y ’ , ’ i t e r ’ , ’ L a r g eSca l e ’ , ’ o f f ’ ) ;
72 omega_params = fminunc ( @open_economy_model , omega_params , o p t i o n s ) ;
73 di sp ( omega_params ) ;
1 % open_economy_s imul .m
2 %
3 % ∗ d e s c r i b e s t h e imp l emen t a t i o n o f a s e t o f p o s s i b l e impu l se−r e s pon s e shock s
4 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
5
6 % [ i n i t i a l i s a t i o n ommited as i t c o n s i s t s o f t h e same done i n t h e s c r i p t above ]
7
8 %% random p r o d u c t i v i t y shock
9 sd_shock = 0 . 0 1 ;
10 zshock = randn ( T1 , T2 )∗ sd_shock ;
11
12 %% steady−s t a t e
13 zshock = zero s ( T1 , T2 ) ;
14
15 %% p r o d u c t i v i t y impu l se−r e s pon s e
16 zshock = [ zero s ( 2 4 , 1 ) ; 0 . 1 ; zero s ( T1−25 , 1 ) ] ;
17
18 %% e x t e r n a l demand impu l se−r e s pon s e
19 xshock = [ zero s ( 2 4 , 1 ) ; 0 . 1 ; zero s ( T1−25 , 1 ) ] ;
20
21 %% s imu l a t i o n and p l o t
22 [ Er ro r , C , F , K, L , P , R , S , W, Pk , Y, Z , t r a d e b a l , er r_C , e r r _S ] = . . .
23 open_economy_model ( omega_params ) ;
24 f i g u r e ( 1 ) ;
25 subp lo t ( 6 , 2 , 1 ) ; p l o t (Z ) ; t i t l e ( ’Z ’ )
26 subp lo t ( 6 , 2 , 2 ) ; p l o t (C ) ; t i t l e ( ’C ’ )
27 subp lo t ( 6 , 2 , 3 ) ; p l o t ( S ) ; t i t l e ( ’S ’ )
28 subp lo t ( 6 , 2 , 4 ) ; p l o t (Y ) ; t i t l e ( ’Y’ )
33
29 subp lo t ( 6 , 2 , 5 ) ; p l o t (K ) ; t i t l e ( ’K’ )
30 subp lo t ( 6 , 2 , 6 ) ; p l o t (L ) ; t i t l e ( ’L ’ )
31 subp lo t ( 6 , 2 , 7 ) ; p l o t (W. / P ) ; t i t l e ( ’W/ P ’ )
32 subp lo t ( 6 , 2 , 8 ) ; p l o t ( P ) ; t i t l e ( ’P ’ )
33 subp lo t ( 6 , 2 , 9 ) ; p l o t (R ) ; t i t l e ( ’R ’ )
34 subp lo t ( 6 , 2 , 1 0 ) ; p l o t ( F ) ; t i t l e ( ’F ’ )
35 subp lo t ( 6 , 2 , 1 1 ) ; p l o t ( t r a d e b a l ) ; t i t l e ( ’ Trade Bal . ’ ) ;
6.2.2 Staggered prices version
1 % s t a gg e r e d _p r i c e s _mod e l .m
2 %
3 % ∗ f u n c t i o n d e s c r i b i n g t h e s t a g g e r e d p r i c e s model , c a l c u l a t i n g C ,
4 % S and P based on an app rox ima t i on
5 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
6
7 f unc t i on [ E r ro r , C , F , K, L , P , R , S , W, Pk , Y, Z , t r a d e b a l , A_p1 , . . .
8 A_p2 , err_C , e r r_S , err_A , X] = s t a g g e r e d _ p r i c e s _mod e l ( omega )
9
10 % [ most o f t h e i n i t i a l i s a t i o n ommited , e x c e p t f o r a d d i t i o n s or d i f f e r e n c e s from open_economy_model .m ]
11
12 % g l o b a l v a r i a b l e s
13 g l oba l e t a v a r p i b e t a 1 a l pha1 kappa rho ph i2 ph i1 v a r p h i z e t a t h e t a
14 g l oba l Z_ss Ap1_ss Ap2_ss
15
16 % i n i t i a l i s a t i o n s
17 A_p1 = Ap1_ss∗ones ( T1 , T2 ) ;
18 A_p2 = Ap2_ss∗ones ( T1 , T2 ) ;
19 er r_A = zero s ( T1 , T2 ) ;
20
21 % s t agg e r e d p r i c e s model sys tem , t o be s o l v e d w i t h t h e f s o l v e f u n c t i o n
22 % parame t e r s :
23 % x ( 1 ) : Y
24 % x ( 2 ) : L
25 % x ( 3 ) : K
26 % x ( 4 ) : Pk
27 % x ( 5 ) : P
28 % x ( 6 ) : W
29 % x ( 7 ) : R
30 % x ( 8 ) : F
31 f unc t i on y = model_sys tem ( x )
32 y ( 1 ) = r e a l ( (C( i , j )^− e t a )∗ x ( 6 ) − ( x ( 2 ) ^ v a r p i )∗ x ( 5 ) ) ;
33 y ( 2 ) = r e a l (Z ( i , j ) ∗ ( ( 1 − a l pha1 )∗ ( x ( 2 ) ^ kappa ) + . . .
34 a l pha1 ∗ ( x ( 3 ) ^ kappa ) ) ^ ( 1 / kappa ) − x ( 1 ) ) ;
35 r i s k ( i , j ) = s i gn ( x ( 8 ) ) ∗ v a r p h i ∗ ( exp ( abs ( x ( 8 ) ) − F_ss ) − 1 ) ;
36 y ( 3 ) = S ( i , j )∗ x ( 8 ) − (1 + R s t a r + r i s k ( i −1, j ) )∗ S ( i , j )∗F ( i −1, j ) − . . .
37 ( S ( i , j )∗PF∗x ( 3 ) − x ( 5 )∗X( i , j ) ) ;
38 y ( 4 ) = x ( 1 ) − C( i , j ) − G_ss − X( i , j ) ;
39 y ( 5 ) = PF∗S ( i , j ) − x ( 4 ) ;
40 i n f l ( i , j ) = 0 . 2 5∗ ( ( x ( 5 ) / P ( i −1, j ) ) ^ 4 −1);
41 y ( 6 ) = ph i2 ∗R( i −1, j ) + (1 − ph i2 )∗ ( R s t a r + ph i1∗ i n f l ( i , j ) ) − x ( 7 ) ;
42 y ( 7 ) = r e a l ( x ( 3 ) − x ( 2 ) ∗ ( x ( 6 )∗ a l pha1 / ( (1− a l pha1 )∗ x ( 4 ) ) ) ^ ( 1 / ( 1 − kappa ) ) ) ;
43 Pnew = A_p1 ( i , j ) / A_p2 ( i , j ) ;
34
44 y ( 8 ) = r e a l ( x ( 5 ) − ( t h e t a ∗P ( i −1, j ) ^ ( 1 − z e t a ) + (1 − t h e t a )∗Pnew^(1 − . . .
45 z e t a ) ) ^ ( 1 / ( 1 − z e t a ) ) ) ;
46 end
47
48 % model s i m u l a t i o n
49 f o r j = 1 : T2
50 f o r i = n _ i n i : T1
51
52 % [ same as i n open_economy_model .m ]
53
54 f o r nn = 1 : n_ eu l e r _ eq ∗n_neuron
55 neuron ( 1 , nn ) = 1 . / ( 1 + exp(−omega ( j j ( nn ) : kk ( nn ) )∗ s t a t e v a r s ’ ) ) −0 . 5 ;
56 end
57 aux_C = neuron ( 1 , 1 : n_neuron ) ;
58 aux_S = neuron ( 1 , n_neuron +1 : 2∗ n_neuron ) ;
59 aux_Ap1 = neuron ( 1 , n_neuron +2 : 3∗ n_neuron ) ;
60 aux_Ap2 = neuron ( 1 , n_neuron +3 : 4∗ n_neuron ) ;
61 C( i , j ) = exp ( aux_C )∗ C_ss ;
62 S ( i , j ) = exp ( aux_S )∗ S_ss ;
63 A_p1 ( i , j ) = exp ( aux_Ap1 )∗Ap1_ss ;
64 A_p2 ( i , j ) = exp ( aux_Ap2 )∗Ap2_ss ;
65
66 % so l v i n g t h e model u s i ng t h e C , S , Ap1 and Ap2 v a l u e s g i v e n
67 % by t h e app rox ima t i on
68 s = f s o l v e ( @model_system , . . .
69 [Y( i −1, j ) L ( i −1, j ) K( i −1, j ) Pk ( i −1, j ) P ( i −1, j ) W( i −1, j ) R( i −1, j ) F ( i −1, j ) ] ) ;
70
71 % [ same as i n open_economy_model .m ]
72
73 % Eule r e r r o r s
74 e r r_C ( i , j ) = r e a l (C( i −1, j )^− e t a ) / P ( i −1, j ) − . . .
75 b e t a 1 ∗ ( r e a l (C( i , j )^− e t a ) / P ( i , j ) ) ∗ ( 1 + R( i −1, j ) ) ;
76
77 r i s k d e r i v ( i , j ) = s i gn ( F ( i , j ) )∗ v a r p h i ∗ ( exp ( abs ( F ( i , j ) ) ) ) ;
78 i f i s i n f ( r i s k d e r i v ( i , j ) )
79 r i s k d e r i v ( i , j ) = exp ( 1 0 0 ) ;
80 end
81 e r r _S ( i , j ) = (1 + R s t a r + r i s k ( i −1, j ) + . . .
82 r i s k d e r i v ( i −1, j )∗F ( i −1, j ) )∗ S ( i , j ) / ( ( 1 + R( i −1, j ) )∗ S ( i −1, j ) ) − 1 ;
83
84 aux_A1 ( i , j ) = r e a l ( ( 1 − a l pha1 ) + a l pha1 ∗ ( (W( i −1, j )∗ a l pha1 ) / ( ( 1 − . . .
85 a l pha1 )∗Pk ( i −1, j ) ) ) ^ ( kappa / ( 1 − kappa ) ) ) ;
86 aux_A2 ( i , j ) = r e a l ( ( 1 − a l pha1 ) ∗ ( ( Pk ( i −1, j )∗ ( 1 − . . .
87 a l pha1 ) ) / ( a l pha1 ∗W( i −1, j ) ) ) ^ ( kappa / ( 1 − kappa ) ) + a l pha1 ) ;
88 A( i , j ) = r e a l ( ( 1 / Z ( i −1, j ) ) ∗ (W( i −1, j )∗ aux_A1 ( i , j )^ (−1/ kappa ) + . . .
89 Pk ( i −1, j )∗ aux_A2 ( i , j )^ (−1/ kappa ) ) ) ;
90 er r_aux_Ap1 ( i , j ) = r e a l (Y( i −1, j )∗A( i , j )∗P ( i −1, j ) ^ z e t a + be t a 1 ∗ t h e t a ∗A_p1 ( i , j ) ) ;
91 er r_aux_Ap2 ( i , j ) = r e a l (Y( i −1, j )∗P ( i −1, j ) ^ z e t a + be t a 1 ∗ t h e t a ∗A_p2 ( i , j ) ) ;
92 er r_A ( i , j ) = A_p1 ( i −1, j ) / A_p2 ( i −1, j ) − er r_aux_Ap1 ( i , j ) / e r r_aux_Ap2 ( i , j ) ;
93 end
94 end
35
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