Light can change the orientation of a liquid crystal. This is the optical Freedericksz transition, discovered by Saupe. In the Janossy effect, the threshold intensity for the optical Freedericksz transition is dramatically reduced by the additon of a small amount of dye to the sample. This has been interpreted as an optically pumped orientational rachet mechanism, similar to the rachet mechanism in biological molecular motors. To interpret the evolution system proposed for this effect requires an innovative gradient flow. Here we introduce this gradient flow and illustrate how it also provides the boundary conditions, some unusual coupling conditions, between the liquid crystal and the dye. An existence theorem for the evolution problem follows as well. Furthermore, we consider the time independent problem and show its local asymptotic stability. Finally we progress toward showing that the proposed model correctly predicts the onset of the Janossy effect.
Introduction
Light can change the orientation of a liquid crystal. This is the optical Freedericksz transition, discovered by Saupe, [33] . In the Janossy effect, the threshold intensity for the optical Freedericksz transition is dramatically reduced by the addition of a small amount of dye to the sample. In a fascinating series of papers by E, Kosa, and Palffy-Muhoray, the effect has been successfully interpreted as an optically pumped orientational rachet mechanism, similar to the rachet mechanism in biological molecular motors, [18] , [23] , [24] , [25] . To interpret the evolution system proposed for this effect requires an innovative gradient flow. Here we introduce this gradient flow and illustrate how it also provides the boundary conditions, some unusual coupling conditions, between the liquid crystal and the dye. We show existence in the context of mass transport theory, then asymptotic stability of the stationary solution. We are able to make some progress toward understanding the transduction/transport relationship, and in particular, can show that failure of detailed balance is not in itself the cause of the Janossy effect, but many other questions remain open.
The biological molecular motor analogy is discussed at length in the E, Kosa, and Palffy-Muhoray papers cited above. The most well known examples of molecular motors are myosin, responsible for muscle contraction, and kinesin-1, one of the many motors involved in intracellular transport. Although these motors are very different, they both function by employing the energy derived by hydrolizing adenosine triphosphate (ATP) to effect a transport inducing conformational change in the molecule. There are many sources of stochasticity in the complete duty cycle of such a motor, giving rise to the notion of Brownian motor or Brownian rachet. There is a vast literature about this subject, both in cell biology and biophysics, cf. [32] , [34] . Molecular motors have also been discussed recently in [5] , [4] , [16] , [11] , [12] , [27] , [28] .
To begin, we review the interaction energy between the dye and the nematic liquid crystal and the associated field equations, cf. [25] . In the experiment, the liquid crystal is in the region D between two plates and the dye is confined to a thin layer S coating one of the plates. The liquid crystal has director n(ξ), |n(ξ)| = 1. The dye has ground state trans-and excited state cis-isomers with respective densities ρ t and ρ c whose orientation we describe by a unit vector I. The interaction energy of the dye and the nematic in the thin layer is given by the densities U t = U t0 (I · n) 2 and U c = U c0 (I · n) 2 ,
where U t0 and U c0 are scalars. Assuming the single constant approximation for the nematic, this allows us to express the free energy of the system as (1.1) F (ρ t , ρ c , n) = k S (U t ρ t +σρ t log ρ t +U c ρ c +σρ c log ρ c )dI+
Here σ > 0 is a constant. When the optical signal is applied, there are transition rates f t and f c among the isomers. The field equations for this energy are (1.2) ∂ρ t ∂t = div(σ∇ρ t + ∇U t ρ t ) − f t ρ t + f c ρ c ∂ρ c ∂t = div(σ∇ρ c + ∇U c ρ c ) + f t ρ t − f c ρ c γ ∂n ∂t = K∆n + λn λ is a Lagrange multiplier for the constraint on n. We thus have a weakly coupled parabolic system, which looks like some Fokker-Planck Equations coupled at lower order, determining in some way the solution of a standard liquid crystal system. There are, in addition, some boundary conditions which also involve coupling between the dye and the liquid crystal which will be specified later on. How do these equations arise? In what sense is (1.2) the gradient flow of (1.1)? How do the transition rates enter this picture? Does knowing the answer to these questions help us to decipher the Janossy effect? We do not have all the answers to these questions however this paper is an attempt to give partial answers to them. Consider the geometrically simplified situation where the liquid crystal is between two plates at y = 0 and y = 1, with the dye in a thin layer at y = 0. Strong anchoring prevails at y = 1, which translates to a Dirichlet condition for our problem. The dye orientation will be assumed to lie on a circle parametrized by x, 0 x 2π. Set n = (cos θ(y, t), sin θ(y, t)), y ∈ D = (0, 1) and ρ t = ρ 1 (x, t), ρ c = ρ 2 (x, t), x ∈ Ω, Ω = {0 x 2π}. Further set U t = ψ 1 (x, θ) and U c = ψ 2 (x, θ). We now have that
and an expression for the free energy
For clarity, we rewrite the equations (1.2) with the boundary conditions in this reduced setting. We have something of the form (1.4)
We shall now give a single generalized gradient flow for the system which involves ordinary Courant-Friedrichs-Lewy kinetics [6] for the liquid crystal and Monge-Kantorovich-Wasserstein kinetics [15] , [21] , [22] for the dye. This hybrid variational principle is the only way we know to systematically derive the system of equations (1.4) from any free energy. First, we impose conditions on the coupling matrix A = (a ij ) which reflect the form in (1.2):
So for τ small, P = 1 + τ A is a probability matrix. Details about the form of A will be discussed later, at this point we only mention that in general we will allow a ij 's to be functions of (x, t) as well as of the electric field. Let (ρ * , θ * ) denote a prior state and determine the successor state by (1.6)
where
subject to ρ i 0 in Ω and
We are reminded that for a pair of non-negative functions f, f * ∈ L 1 (Ω) with the same mass this metric, their Wasserstein distance, d(f, f * ), is given by
2 dp(x, x ) P = joint distributions p for f, f *
The matrix P in (1.6) may depend on the prior state as well however for notational convenience we will not emphasize this dependence. Finally, we set down the implicit scheme. Given
, the solution of (1.6). Define (ρ τ , θ τ ) by
, and θ τ (y, t) = θ k (y), kτ t < (k + 1)τ.
In the next section we will show that the solution (ρ τ , θ τ ) of the implicit scheme defined above converges weakly to the solution of the evolution problem (1.4). Within the model described here the Janossy effect is attributed to the torque
exerted by the dye on the liquid crystal. Observe that ω depends in general on t, however experiments suggest that the liquid crystal-dye system relaxes quickly to its stationary state. Therefore it is important to find the limiting, i.e. as t → ∞, value of ω (which, with some abuse of notation we will denote by the same symbol), and show that ω = 0. In section 3 we will analyze the time independent version of (1.4) and show that, at least locally, its stationary state solution is asymptotically stable.
Next (section 4), we will study the onset of the Janossy effect. This means that we will assume that the light intensity is small and find conditions under which the torque ω = 0 in equilibrium.
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Derivation of evolution equations
We have two objectives at this point. We wish to establish that the implicit scheme determined by (1.6) and (1.8) converges and to show that this scheme determines the system (1.4). First we derive the weak Euler equation, to check that we are on the right path and in particular that we obtain the coupling condition in (1.4) . For this purpose, we set
Let us set up the well known variation of domain recipe employed to compute the first variation, beginning with the Wasserstein metric. Let ξ 1 (x), ξ 2 (x) and η(y) be smooth functions and consider the equations
and set
We define the variation ρ i to be the push forward of ρ i by φ i ,
Changing variables, we obtain the formula
.
For the pair ρ, ρ * in (1.6), let p i denote the associated joint distributions realizing the Wasserstein metric (1.7), namely,
and define p i by (2.5)
Now the Wasserstein metric realizes the minimum of the expression (1.7) among all joint distributions so
This allows us to write the comparison
which gives after a short manipulation that (2.6)
Determine ζ i by ζ i = ξ i and note that by the Mean Value Theorem with somẽ x we have:
Now recalling that the marginals of p i are ρ i and (P ρ * ) i , we have from (2.6),
where C > 0 does not depend on ζ. As we see in order to pass to the limit in (2.7) we need to estimate the Wasserstein distance between ρ and P ρ * in terms of τ .
Turn now to the variation of F in (2.1). Let
as expected. Note that, with (2.3),
This allows us to compute that
We may combine this with (2.7), the obvious terms from θ in Φ. Add to this that the resulting inequality must hold for both ξ i and −ξ i , η and −η to obtain the general first variation
In (2.8), the quantities ζ 1 , ζ 2 , η and η(0) are independent, so the formal derivation of the equations in (1.4) becomes clear. In terms of (ρ τ , θ τ ) , (1.8), we sum (2.8) from k = 1 . . . N, τ N = T, and multiply by the time step τ . Then, suppressing the subscript τ ,
where the error
Now we describe the estimates used to show that the 'solution' of (2.9), which is determined by the implicit scheme (1.8), converges to a solution of (1.4) as τ → 0, namely how to control E T in (2.10) and the nature of the convergence. Using P ρ * and θ * as variations in (1.6) shows that
Unfortunately, we must replace P ρ * by ρ * on the right hand side of (2.11).. This incurs an error, which may be estimated using that the relative combinatorial entropy which occurs in the functional is decreasing as we step down the chain, an elementary fact about Markov chains (see [7] , [5] ). From this we have that for some M > 0,
The error means that we cannot obtain estimates about the trend to stationarity by this comparison and is the motivation for the later sections of this paper. The estimate we obtain is
We express this in terms of (ρ τ , θ τ ) = (ρ, θ) by summing and multiplying by the time step τ . This gives us that (2.13)
In particular
where C depends on T , the problem parameters and initial conditions and is independent of τ . Hence the error in (2.9) is controlled as τ → 0. Obviously, from (2.13), the {θ τ } and their derivatives are bounded in suitable Hilbert spaces. For {ρ τ } we have a surprising maximum principle, originally in [22] and generalized in [30] .
Lemma 1 Let ρ be the equilibrium solution of the dye free energy functional (2.1) for a given (ρ * , θ
for a constant C > 0 which depends on the matrix A.
Proof. By ρ we mean the function with components
where Z is a suitable normalizing constant. It will be clear that the result does not depend in an essential way on θ, inasmuch as ψ i is uniformly bounded, and we shall take θ * = 0 and suppress it. We may argue componentwise, so fix i and let u = ρ i , u * = (P ρ * ) i , and u = ρ i .
Then the condition |ρ
We may express the i th component of the dye free energy by (2.15)
Let µ ∈ P(u * , u) denote the optimal transfer plan with x−marginal u * and x −marginal u. Our object is to show that
has measure zero. Introduce the auxiliary functions v 0 , v 1 by (2.16)
with 0 α 1, and
Note that (2.17)
We check the marginals of µ λ , i.e., we check that µ λ ∈ P(u * , u). To show that the x−marginal is u * is straightforward. We have that
For the x −marginal, we calculate that
For these measures and their marginals, we check the variational equations. First note that
unless |E| = 0. And thus,
Finally we check that
We shall compute f (λ). With ϕ(t) = σt log t, note that
Now we calculate that
where we have used (2.
This type of maximum principle is a legacy of the weak maximum/minimum principles, also proved variationally, employed by DeGiorgi and Stampacchia in the theory of elliptic equations with bounded measurable coefficients. Its use here, for a mass transport problem, and moreover, for systems, seems new. This provides us with the result:
Theorem 2 Let T be fixed and let (ρ τ , θ τ ) be defined by (1.8) as the solution of the iterative implicit scheme. Then there are constants M > 0 and C > 0, independent of T , such that
CT , x ∈ Ω, 0 < t T.
Theorem 3 Let T be fixed and let (ρ τ , θ τ ) be defined by (1.8) as the solution of the iterative implicit scheme. Then, u to s subsequence, (ρ τ , θ τ ) converge to a solution of (1.4) as τ → 0. As a consequence, (1.4) has a solution defined for all times.
The stationary problem
Our objective now is to consider the time independent version of the problem (1.4) and show that: (1) it has a solution; (2) that this solution is locally asymptotically stable. For simplicity in the section we will assume that matrix (a ij ) i,j=1,2 has form
where functions ν i = ν i (x, t), i = 1, 2 satisfy
where ν i0 ≥ 0 are constants such that ν 10 + ν 20 = 1. This assumption is consistent with the model proposed in [18] , [23] , [24] , [25] .
In the sequel we will denote:
i.e. we set θ(0, t) ≡ 0. Byρ i we will denote the solution of the stationary problem for the dye, which takes form:
with periodic boundary conditions. We have the following existence result:
Proposition 4 There exists a unique, nontrivial, nonnegative periodic solution to (3.2).
The proof of this Proposition relies on the Maximum Principle and the Schauder Fixed Point Theorem following the lines of the proof of Theorem 2.1 proven in [4] , and is omitted here.
We will now solve the stationary problem for the nematic in such a way that it would be consistent with (3. 2) The time independent problem for the nematic becomes:θ
Observe that we haveθ(0) = 0 as needed. Also observe that from now on the anchoring conditionθ(1, t) = ω is fixed by (3.4) .
The main purpose of this section is to show that the stationary solution is locally exponentially asymptotically stable Theorem 5 Let (ρ 1 , ρ 2 , θ) be a solution of (1.4) and let (ρ 10 , ρ 20 , θ 0 ) be its initial data. Let us denote
then we have for all t > 0
with some constant C > 0 independent of ε. Moreover there exist a constant τ > 0 such that
Let us comment on our technical hypothesis. As we will see assuming that K should be taken sufficiently large amounts to the fact that the dye and liquid crystal systems are "relatively" weakly coupled. The condition (3.6) means basically that the intensity of the electric field, measured by the parameter µ is small. To explain this last point we observe that in the model considered in [18, 23, 24 , 25] we haveν
where ν 10 is a small constant and µ stands for the intensity of the applied electric field. When ν 10 = 0 and µ = 0 then we havē
It follows immediately that (3.6) is satisfies as long as ν 10 and µ are small parameters.
Before proving the Theorem we need some preliminary results. Consider the linearization of the system (1.4) around the stationary solution (ρ 1 ,ρ 2 ,θ). If we denote:
then, after simple manipulations we get the following system for (η 1 , η 2 ): (3.10) (ση 1,
where ϕ(0, t) = ϕ 0 (t), and N i = N i (η 1 , η 2 , ϕ 0 ), i = 1, 2, are nonlinear functions of their arguments. For the nematic we get
Kϕ yy − γϕ t = 0, 0 < y < 1,
In (3.11) functions N i , i = 1, . . . , 3 are nonlinear functions of its arguments, such that
We notice also that:
where we have denoted
It follows
To establish the stability result announced above we need some a priori estimates.
Lemma 6 Let ϕ be the solution of the following problem:
Kϕ yy − γϕ t = 0, 0 < y < 1, γ 0 ϕ t − Kϕ y + a 0 ϕ = g(t), y = 0, ϕ = 0, y = 1, ϕ(y, 0) = g 0 (y). We will denote
Let us denote
Then we have the following estimates:
Proof. Let us assume first that g ≡ 0. Then, using a 0 > 0, and ϕ(1, t) = 0 we have the following energy estimate :
hence by Gronwall inequality
Now let us assume that g 0 ≡ 0. We observe that if ϕ + is a supersolution of (3.16) i.e.
then we have ϕ + (y, t) ≥ 0. Direct calculation shows that if K is taken sufficiently large then the function
is a supersolution of (3.16) such that
Using a comparison argument we get
from which the required estimate follows.
We will now work with the linearized dye system of the form:
(3.20)
We observe that since (3.20) is a weakly coupled system we have the comparison principle available to find a priori estimates. To see this let us consider a supersolution (w
(3.21)
We claim that w + i ≥ 0. To see this we extend w + i periodically to the whole real line. We will denote this extension by the same symbol. For any fixed small ε > 0 we let:
Let us fix T > 0. Then for δ sufficiently small and M sufficiently large there exists
is a supersolution of the system considered in (−M 1 , M 1 )×(0, T ) in the sense that v ε i (±M 1 , t) > 0, for t ∈ (0, T ). Since we can assume that M 1 > 2π therefore using the comparison principle for weakly coupled systems under Dirichlet boundary conditions we get
Letting ε → 0 in (3.22) we finish the proof of the claim. We will use the comparison principle we have just described in the proof of the following:
Lemma 7 Let (η 1 (x, t), η 2 (x, t)) be a solution to (3.20) and let us assume that
Then there exist constants τ 1 > 0, M > 0 and c 1 > 0 such that for all (x, t) ∈ Ω × (0, ∞):
Proof. Notice that from (3.23) we get that
To show our estimates we will split the proof into two steps, as in the proof of Lemma 6. Thus we first consider the case h i ≡ 0, i = 1, 2. In this case the method of [4] applies since we have the comparison estimate described above at hand. Following step by step proof of Theorem 5.2 in [4] we then get for certain τ 1 > 0 and c 1 > 0:
Alternatively, one can apply the method based on the semigroup theory employed in the proof of the analogous result (Theorem 4.1) in [11] . Now, let us assume that η i0 ≡ 0. Given t > 0 let us define functions w 
is a supersolution of (3.20) provided that M > 0 is chosen sufficiently large. Using the comparison principle described above we get the required estimate.
Notice that from the proof it follows that we can take
Proof of Theorem 5. Let δ < 1 be a small number to be specified later. We will set
Given ε > 0 we will assume that the initial data satisfy (3.7). Let us define
and
whereM will be specified later. We will denote
The idea of the proof is to estimate R(t), Q(t) and Q 0 (t) on the interval (0, T ε ) using the a priori estimates derived previously. To begin with from Lemma 7 we get for (x, t) ∈ Ω × (0, T ε ):
From Lemma 6 we get
We will take K large so that all terms in (3.27)-(3.29) involving K −1 are small. Likewise we will take ε small, which will make small, in particular, all quadratic terms in R, Q and Q 0 . This will allow for absorption of terms on the right hand side of the inequalities (3.27)-(3.29). For example from (3.28) after taking K sufficiently large, we can absorb Q(t) on the left hand side to get:
hence from (3.27) we get
provided that ε is taken smaller (so that ε(1 + T ) is small) and K is taken larger if necessary. Using this and (3.28), (3.29) we get the first assertion of the lemma with someM independent of K and ε over the interval (0, T ). In particular it follows that T ε = T . Now at t = T we get using (3.31) 32) and combing this with (3.28), (3.29) again we get that at t = T
(3.33)
Repeating now the previous argument we can extend the (3.31) to the interval [T, 2T ). Proceeding inductively we get the first assertion of the lemma in (0, ∞). Exponential decay in time for R(t) follows now from the first inequality in (3.32) and in turn the decay of Q(t), Q 0 (t) can be inferred from (3.28), (3.29) . This ends the proof.
The onset of Janossy effect
Lowering of the threshold intensity for the optical Freedericks transition, which is known as the Janossy effect, can be interpreted within the model considered here by the fact that the dye present in the sample exerts an extra torque on the liquid crystal molecules. The torque ω exerted by the dye on the liquid crystal in the long time limit is defined by
In this section we will analyze the torque of the stationary state solution in the case when the intensity of the electric field measured by the parameter µ is small. Our goal in this section is to explain the role of breaking of the symmetry in achieving a non-zero torque for small electric field intensity. In particular we will give conditions for the onset of Janossy effect.
For simplification we will assume here that
We will also write In terms of (w 1 ,ρ 2 ) system (??)-(??) becomes
with periodic boundary conditions. Observe that (4.1) is now equivalent to
Adding equations (4.4)-(4.5) we get
Integrating (4.7) over (0, 2π) yields
Thus, we only need to find conditions under which we have (4.9) β = 0.
For convenience we set ν 20 = σν > 0. We are dealing now with the following system
(4.10)
In general our idea in what follows is to find the first order expansion for β as a function of µ when µ ≈ 0. Since β(µ) = 0 when µ = 0 therefore to show the onset of Janossy effect when the intensity of the electric field is raised it suffices to show β µ (0) = 0. To carry out this plan we need a simple lemma first:
The periodic solution (w 1 ,ρ 2 ) as well as the constant β are differentiable functions of the coefficient µ.
It can be proven that they are analytic but to make the first step i.e. to show that β = 0 for some µ we only need differentiability at µ = 0.
Notice that differentiating system (4.10) with respect to µ and letting µ = 0 we get the following system (since in this case w 1 ≡ 1,ρ 2 ≡ 0):
(4.11)
We will denote
The above system can be written in the form:
(4.12)
Our goal is to establish conditions under which β 1 = 0. We will need an auxiliary lemma.
Lemma 9 Consider the following system:
where f = f (x), α = const.. System (4.13) has a solution if and only if f (0) = f (2π).
Proof. Denote ν 1/2 = λ. The explicit general solution to this system is:
From the boundary conditions we get the following system for C 1 , C 2
The last equation arising from the condition v (0) = v (2π) is actually identical to the first equation above. It is clear that a solution to this system exists only if f (2π) − f (0) = 0. This ends the proof.
We will now go back to the system (4.12). We want to determine the first order expansions of w 1 and β as µ → 0. We notice that in this case (4.15) f (x) = (E · I(x)) 2 ρ 0 1 (x)/σ, thus f (0) = f (2π), hence this system has a periodic solution. From this we find that
or more specifically,
2(e 2πλ − 1) + β 1 , and with K j given by (4.14). We will denote
. We then have
To obtain the solution to the original system we need w 1 (0) = w 1 (2π) hence β 1 = 0 if and only if Notice that once β 1 is found w 1 (0) is determined uniquely if we impose a normalization condition. Condition (4.16) can be rewritten in a more convenient form. Set
where f is given by (4.15), g = eψ 1 /σ and We can think of Q as a functional with functions f, g as its arguments. We observe that Q(f, A) = 0, for each constant A, and each function f , namely there is no torque for constant potentials. We want to show that there exists ψ and I such that Q(f, g) = 0, where f is given by (4.15) and g = eψ 1 /σ . If we can do that this would mean that β µ (0) = 0, i.e. the torque is non-zero and its magnitude is a first order effect with respect to the parameter µ. For instance, numerical simulation shows that when
, where:
With the same values of parameters as above but with E = (1, −1) we get β µ (0) ≈ −.1096823276, i.e. the direction of transport is exactly reversed as to the sign and equal in the magnitude when the two electric field vectors are orthogonal. See figure 2 where the two effective potentials are plotted. This suggests that the "asymmetry" between f and g may yield transport. We will first analyze the functional Notice that if ψ(s) = cos 2 s, then e ψ(s)/σ − e ψ(s)/σ ∈ E. In general E are functions periodic with period 2π, even with respect to π and with the average 0. We will also define, correspondingly, the set of function that are periodic with period 2π and odd with respect to π O = u ∈ L 2 (0, 2π) | u(s) = u(s + 2π), u(s) = −u(π − s), 2π 0 u(s) = 0 .
We will prove the following:
Lemma 10 Operator J maps E into O. As a consequence β µ (0) = 0 if either E 1 = 0 or E 2 = 0. More generally β µ (0) is an odd function of E 1 E 2 , i.e. the direction of the torque is reversed whenever the sign of E 1 E 2 is changed to its opposite.
Proof. Let g ∈ E. Then g can be represented as a Fourier series of the form:
g n cos(ns).
We also have
cos(ns)](t).
Calculating directly we get J[cos(ns)](t) = − 2n sin(ns) λ 2 + n 2 .
From this it follows that J[g](t) ∈ O. Let now f ∈ L 2 (0, 2π) be given, periodic function. We recall that what we want to compute is Q(f, g) = 2π 0 f (t)J[g](t) dt, with g ∈ E also given. Function f can be written as f (t) = f e (t) + f o (t), f e ∈ E, f o ∈ O, and from the preceding it follows that We will use the above analysis to treat the case at hand i.e.
f (t) = (I · E) 2 e −ψ1(t)/σ /σ, whereψ 1 (t) is a periodic and even function. Notice that in this case f o (t) = E 1 E 2 sin(2t)e −ψ1/σ /σ, hence there is no transport at first order in µ, i.e. β µ (0) = 0 if either e 1 = 0 or e 2 = 0. This ends the proof.
To show that β µ (0) = 0 when E 1 E 2 = 0 is more delicate. We will turn our attention to this issue now. It is convenient to view J[g](t) from somewhat different point of view. To this end let g ∈ E and let u be the unique solution of −u + λ 2 u = −2g, t ∈ (0, 2π), 18) where g = eψ 1/σ . Then it is easy to see that
This formula will be useful in applications (see the Example below). Using this we get the following formula
Summarizing, we have shown:
Lemma 11 Let u be the solution of (4.18) and f 0 (t) be the odd part of f (t) i.e. We will show now an application of the above result.
Example 12
In general it is difficult to show that the expression given by (4.21) is different from 0. Here we will give a simple example that can be computed explicitly.
Let us take σ = 1 andψ 1 (x) = log(2+cos(2x)). Then we have g = 2+cos(2x) and u(t) = −4 − ≈ 0.18E 1 E 2 .
Notice that ψ 1 defined above qualitatively represents the same interactions as the original potential cos 2 (x), for which some numerical calculations were shown previously.
