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Accuracy of acuity predictions based on steady state visual evoked repsonses 
Abstract 
VER amplitude measurements can be used to predict a subject's acuity. The technique involves 
presentation of a series of checkerboard stimuli with supra-threshold check sizes and plotting a best fit 
line for VER amplitudes produced by these stimuli. This line is then extrapolated to zero VER amplitude to 
determine the acuity. Unfortunately, VER amplitude variability can interfere with this procedure and reduce 
acuity measurement accuracy. 
In this study, VER amplitude variability was incorporated into a computer model of the acuity 
measurement technique in order to assess its effect on measurement reliability. For each of several 
different input parameters, the model produced 1,000 acuity measurement simulations and then used the 
standard deviation of these distributions to evaluate reliability. Several factors influencing the technique 
were studied, including signal-to-noise ratios, the number of VERs e.vet-aged per check size, and the 
number of check sizes used to make the prediction. 
The results indicate that for a small percentage of cooperative adult subjects (and if certain 
measurement requirements are met) VER based acuity determinations can be within one Snellen line of 
actual acuity 95% of the time. For average subjects, acuity predictions will be within one Snellen line of 
actual acuity 65% of the time, and, for some subjects with low signal-to-noise ratios, the predicted acuity 
is within one Snellen line only 30% of the time. The important factors which influence acuity measurement 
reliability are the subject's signal-to-noise ratio and the number of VER amplitudes that are averaged at 
each check size before plotting the best fit line. The number of check sizes used in the prediction was 
found to be irrelevant. 
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ACCURACY OF ACUITY PREDICTIONS BASED ON 
STEADY STATE VISUAL EVOKED RESPONSES 
Pacific University College of Optometry 
PA(}fFIC UNIVERSITY UI,!ARY 
PUREST GROVE, ORtGON 
VER amplitude measurements can be used to predict a 
subject's acuity. The technique involves presentaticin of a 
series of checkerboard stimuli with supra-threshold check 
sizes and plotting a best fit line for VER amplitudes 
produced by these stimuli. This line is then extrapolated 
to.zero VER amplitude to determine the acuity. Unfortunate-
ly, VER amplitude variability can interfere with this pro-
cedure and reduce acuity measurement accuracy. 
In this study, VER amplitude variability was incorpor-
ated into a computer model of the acuity measurement tech-
nique in order to assess its effect on measurement reliabil-
ity. For each of several different input parameters, the 
model produced 1,000 acuity measurement simulations and then 
used the standard deviation of these distributions to evalu-
ate reliability~ Several factors influencing the technique 
were studied, including signal-to-noise ratios, the number of 
VERs e.vet-aged per check size, and the number of check sizes 
used to make the prediction. 
The results indicate that for a small percentage of 
cooperative adult subjects Cand if certain measurement 
within one Snellen line of actual acuity 95% of the time. 
For average subjects, acuity predictions will be within one 
Snellen line of actual acuity 65% of the time, and, for some 
subjects with low signal-to-noise ratios, the predicted 
acuity is within one Snellen line only 30% of the time. The 
important factors i-~lhi ch i nf l L~ence acLti ty~ measLtr-ement 
reliablity are the subject's signal-to-noise ratio and the 
number of VER amplitudes that are averaged at each check size 
before plotting the best fit line. The number of check SIZes 
used in the prediction was found to be irrelevant. 
The Visual Evoked Response CVER) is generated primarily 
by neurons in the visual cortex as they respond to a 
transient in visual space. Since VERs can objectively assess 
the visual system, they are often used when verbal communi-
cation is hindered (e.g. autism, infancy, or malingering). 
Generally, when a VER is recorded, two measurements are made: 
latency and amplitude= Latency measurements provide valuable 
data for the early diagnosis of selected neural diseases such 
as multiple sclerosis, while amplitude measurements indicate 
the quality of visual function. 
The amplitude of the VER wave (or waves; has been shown 
to be correlated with several visual stimulus parameters 
including luminance, spatial frequency of a pattern (such as 
a checkerboard>, contrast, and rate of alteration of either 
pattern or brightness components of the stimulus. For 
example, Campbell and Maffei (1) measured VER amplitudes 
produced by stimuli with different contrasts and found that a 
linear relationship existed between VER amplitude and log 
Plotting this relationship and extrapolating to 
the zero VER amplitude value, they were able to calculate a 
contrast value that agreed ~ell with the psychophysically 
measured contrast threshold. The assumption in the extrap-
elation technique is that when contrast (or stimulus detail) 
just reaches the point where it cannot be resolved by 
subject, then the corresponding VER amplitude will be zero. 
For supra-threshold contrast (or detail)~ which the subject 
can easily resolve~ VER amplit~des are greater than zero. 
Visual system functions other than contrast sensitivity 
have also been studied using the extrapolation to zero 
techn i qLte = For example~ investigators have used VER 
amplitude data to measure acuity. Grall, Rigaudiere, 
Delthil, Legargasson, and Sourdille (2) found that they could 
predict a subject's acuity by using an equation based on the 
longest viewing distance from a target that would still 
produce a VER. Towle and Harter (3) also devised an equation 
for predicting acuity from evoked potential data. They found 
a high correlation (r = 0.89) between the smallest stimulus 
detail that would elicit a VER and the actual (psycho-
physically measured) acuity. However, in both of the above 
studies, the techniques used underestimated the subjects~ 
tr-ue acuities. In order to estimate acuity more accurately, 
a regression line can be fit to VER amplitudes obtained by 
presenting checkerboard stimuli with supra-threshold details 
(checks larger than the subject~s minimum angle of resolu-
ti on}= Extrapolating this regression line to zero VER 
amplitude yields a better estimate of the subject's acuity. 
An example of this extrapolation technique is given in 
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Figure 1 - Example of acuity prediction based on VER amplitudes. As 
the check size of the stimulus is decreased, the VER amp-
litude is decreased. A best fit line for the VER ampli-
litude data has been extrap6lated to zero VER amplitude 
to find the subject's acuity. 
Unfortunately, the procedures employed to measure VER 
amplitudes have not reached the level of sophistication 
required to be considered reliable for all subjects. 
Therefore, conclusions based on VER amplitude studies are 
Sokol UP has stated the..t "then? can 
be a great deal of variability in the VEP among subjects and, 
~o a lesser extent, in the same subject at different times of 
recording, even when the stimulus conditions are held 
consta.nt !l! 3 Cappin and Nissim (9) found the VER to be 
"notoriously variable" and Van Brocklin, Hirons, Langfield 
e..nd Yol ton (5} concluded that VER amplitude measurements can 
be quite unreliable. 
Most studies to date have found that amplitude 
variability has been a hindrance to acuity measurement 
accuracy, but its ultimate effect on reliability of the 
acuity predictions has net been assessed. 
Tomlinson (10) conclude that variability of responses limits 
the usefulness of VER based acuity determinations, and Towle 
and Harter (3) found the most accurate acuity predictions 
~..;et-e pr-oduced when they simply made a judgmental decision 
about a VER amplitude change rather than when they relied 
upon a statistically significant change in actual VER 
The degree of VER amplitude variability for a normal 
adult population has been quantified by Yelton, Allen, 
(5} 
Goodson~ Schafer, ~nd Decker (6) and by Fagan and Yelton (7) 
(N = 10 and N = 47, respectively). Two values were used 
extensively in both studies: signal-to-noise ratio and 
variability index. The signal-to-noise ratio was found for 
each subject by measuring ten separate VER amplitudes 
produced by viewing a phase-reversing checkerboard stimulus. 
measurement) by recording the ongoing EEG activity when the 
checkerboard stimulus was not The signal-to-noise 
ratio was then simply the mean of the individual signal-to-
noise ratios (each VER amplitude divided by the corresponding 
noise amplitude). The variability index was computed by 
expressing the standard deviation of the ten VER amplitudes 
of the mean amplitude. For a given subject~ an average 
variability index of 24% was found, and the proportion of 
patients within the normal adult population that have a 
variability index below 5% is less than 5%. These f i rH:ti ngs 
document the fact that VER amplitudes are quite variable. 
The large variation in amplitude measurements raises 
questions about the reliability of acuity predictions based 
on VER amplitude data. 
In this example, the distributions of possible 
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igure 2 - Example of how VER amplitude variability can affect the 
accuracy of the acuity measurement technique. The range 
of VER amplitudes at various check sizes can cause a 
spread in the acuity prediction values. 
supra-threshold checkerboard stimuli. As the check sizes are 
made smaller, the mean VER amplitude decreases (the checks 
around the mean gets larger (as predicted by Yelton, et al. 
(6J and Fagan and Yolton In the actual acuity 
determination process~ one (or more) VER amplitudes are 
obtained at each of several check sizes and used to predict 
acuity by extrapolating the best fit line to zero VER 
The width of the amplitude distributions for the 
different check sizes~ therefore, give an indication of how 
variable the acuity predictions will be. 
In this study, the amount of error associated with VER 
based acuity predictions will be quantified by constructing a 
computer model of the acuity measurement process. 
In the computer model, signal-to-noise ratio, mean VER 
amplitude, and VER amplitude variability (variability index: 
see Footnote page 131 were all specified for a 15 arcminute 
check size (based on data from the previous study by Fagan 
and Yolton). Since an acuity of 20/20 Snellen was assumed, 
the 20/20 acuity point (1 arcminute check size, zero VER 
amplitude) and the mean VER amplitude for a 15 arcminute 
(7) 
st i mc~~l L~s It was then possible to determine 
what the mean VER amplitude should be for each check size 
between these limits~ Next, the signal-to-noise ratio for 
these check sizes was calculated by assuming that the 
amplitude of the EEG noise was independent of the stimulus 
Based on an equation provided by Fagan and 
Yelton (7), these signal-to-noise ratios were then employed 
to determine the amplitude variability for each check size. 
The variability indices were used to establish distri-
butions of possible VER amplitudes for eacn check size (the 
distributions were wider for smaller check sizes). The 
computer then started largest check size and 
amplitude Cat random) from the distribution of possible 
<The probability of a given VER amplitude being 
chosen was determined by its frequency in the normal 
The check SIZe was then decreased and another VER 
amplitude was obtained. This was done at a minimum of three 
check sizes and then the best fit line for the selected 
amplitudes was extrapolated to zero VER amplitude. The check 
size (acuity) which corresponded to this zero value was then 
r-ecorded= The process was repeated 1,000 times and a mean 
The standard deviation provided the measure of 
reliability for the acuity determination procedure. 
This entire process was then repeated with different 
sets of starting parameters: signal-to-noise ratio, VER mean 
amplitude and variability index, how many and which check 
sizes were to be used, and how many random samples were to be 
averaged for each check s1ze before the best fit l.ine was 
cal cL~l ate::::f ~ A f l c:~~~~ chart of is presented 
For each set of starting parame~ers~ 1,000 acuity 
determinations were generated. The mean of these values was 
always 20/20 Snellen (since the program was based on this 
tions varied and provided an indication of the reliabil-
ity of the VER acuity determination procedure. 
The standard deviations expressed as functions of vari-
ous starting parameters are indicated in Table I. High 
signal-to-noise ratios produce more reliable acuity 
measurements, and taking more samples per check size 'J.... 1.'-nen 
averaging) increases reliability, but taking measurements at 
more than three check sizes provides little improvement in 
The prima~y elements ~ffecting the reliability 
of acuity measurements are, therefore, the subject~s signal-
to-noise ratio and the number of samples averaged at each 
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Figure 3 - Flowchart of acui~y measurement computer model. 
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The standard deviation of the acuity prediction 
distribution (in arcminutes) as a function of the 
starting parameters. Note that the standard 
deviation decreases as more samples are averaged 
per check size and as the signal-to-noise ratio 
is in·creased,. 
Figures 4 and 5 show these relationships 
The relevant clinical aspects of this study are sncwn 
Figure 6 (a low reliability example) 
represents a subject from the Fagan and Yelton study (7) 
whose signal-to-noise ratio is 1/2 SD below the population 
If only one VER was measured at each check size, the 
standard deviation of repeated acuity measurements on this 
type of subject is so large (21 arcminutes) that the value of 
the procedure is very doubtful. An acuity prediction within 
one arcminute of the subject~s actual acuity would occur only 
4% of tt-~e time= However, if the subject had a high signal-
to-noise ratio (for example 1 SD above the population mode in 
Fagan and Yelton's study (7)) and multiple VERs were measured 
at each check size (then averaged), considerably more 
reliable acuity measurements can be obtained (see Figure 
Acuity measurements will be within one Snellen line of actual 
acuity 95% of the time. 
For the typical subject with a signal-to-noise ratio 
equal to Fagan and Yelton's (7) population mode value, and 
with a minimum of three VER measurements per check size, the 
expected acuity measurement accuracy is plus or minus one 
lines away from the subject's acuity only 5% of the time (see 
Fi gctre 8) = These degrees of reliability, howe~er, require a 
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Figure 4 - Graph cf acuity measurement standard deviation as a 
function cf the number cf check sizes at which VERS 
are recorded and the number cf VERs averaged per check 
size. See Figure 5 fer continuation of graph. 
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Figure 6 - A low reliability acuity measurement. The standard 
deviation of th~ acuity prediction distribution is so 
large that the predicted acuity cannot be considered 
reliable. 
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the prediction very reliable. For the high signal-to-noise ratio popu-
lation, acuity predictions should be within one Snellen line of the ac-
tual acuity 95% of the time. 
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coopera~1ve, adult subject with relatively normal acuity. 
In this study, the VER based acuity measurement procedure 
was computer modeled to determine its reliability= The 
results indicate that for many adult subjects (and averaging 
a minimum of three VERs per check size) the acuity measure-
ment procedure can produce quite reliable acuity determina-
tions~ 
within one standard deviation (plus and minus 1 arcminute) 
of actual acuity 65% of the time (one line for a 20/20 
subject), but for subjects with low signal-to-noise ratios 
(about 25% of the population), acuity measurements can become 
unreliable (within one Snellen line of actual acuity only 30% 
of the time>= 
The parameters affecting reliability of acuity predic-
tions include the subject's signal-to-noise ratio, the number 
of VERs averaged per stimulus check size, and the number of 
-stirrrr_~lL~S check s.izes at which :vEF~ amplitLtdes. at-e measLtt"'"'ed. 
The most important of these factors was found to be the 
subject~s signal-to-noise ratio; subjects who have high 
si~nal-to-noise ratios also have very reliable acuity 
measurements which can be within one Snellen line of the 
actual acuity as much as 95% of the time. 
Clinically~ VER based acuity measurements are not 
usually used with adults~ but with children whose attention 
and cooperation are critical elements in achieving dependable 
The acuity measurement variability should be higher 
for non-cooperative patients, thus the technique might yeild 
less reliable acuity data than this study predicts especially 
for children (with whom the technique is most often used). 
It should continue to be considered, though~ for non-
communicative patients or others with special needs. 
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In the study by Fagan and Velten (7), 50% of the 
measured VER amplitude variability was found to be due to 
noise (underlying EEG activity at the same frequency as the 
Since other sources of variability can potentially be 
eliminated while the variability produced by noise cannot 
easily be reduced, only the amount of amplitude variability 
due to noise was incorporated into the computer model. 
means that the model assumes that all sources of variability 
beyond noise have been removed and the model will, therefore, 
provide ideal or best possible acuity predictions. 
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ACCURACY OF ACUITY PREDICTIONS BASED ON STEADY STATE VISUAL EVOKED RESPONSES 
JOHN E. FAGAN~ JR.~ B.s.~ O.D. CANDIDATE 
FEBRUAR'-r"' 19E:4 
C.O.P.U. TIME-SHARED BASIC 
COMPUTER CENTER 357-6151 EXT 330 
PUBLIC ACCT: 5252, PASSWORD: STATS 
TEF.:M I NAL ·-;:· 7 0 0 
ACCOUtH? 
PA:~:SI .• .IORD? 
HELLO, JOHN FAGAN 
WELCOME. THE SYSTEM IS NOW FULLY OPERATIONAL~ 
+F<:EADY 
LOADTHE:S: I:~: 
+READY 
LI:~:T 
1 0 OPEti FILE [OJ , "I.•.IAVFLE" 
C::O OPEti FILE [1J, "D5: I.·.IA'·/FLE" 
:::~ 0 D I t'l V2 [3324] 
40 D It-1 R2 [1 OOOJ, F.:3 [1 OOOJ ~ '·/ [20J, ~/1 [20J, A [1 OOOJ, :>::1 [1 OOOJ !> S2 [20J 
'50 GOTO 520 
~.(1 PPitH "PUNNING" 
70 FOR I=1 TO 3324 
BO 
90 
100 
110 
120 
130 
140 
IF I>2000 GOTO 100 
READ FILE[O,IJ,V2[IJ 
IF I<2001 GOTO 130 
LET A=I-2000 
PEAD FILE[1,AJ,V2[IJ 
NEi<:T I 
~:ETUF.:t'! 
150 LET L=O,N=O,t-41=0 
160 GOTO 220 
170 FOR I=1 TO 5 
HHI PRHH " F ... 
' 190 nE><:T I 
;:::00 PRitH 
E:l 0 F'PitH 
220 FOR I=-294 TO 294 STEP 3 
c'3 0-- · - LET ><=I .. ·· 1 0 0 
240 LET F=2.71828A(-.5+XA2)/SQR(2+3.14) 
250 LET F=INT<F+100+.5) 
260 LET n1=Nl+F 
E?O LET t·1=t'!+1 
E'E: 0 L.ET t·1=t"i+F 
290 FOR J=M TO n 
300 LET V[JJ=X 
310 LET K=InT(RND(0)+10000/3) 
320 IF K>3324 GOTO 310 
330 IF K>2000 GOTO 380 
340 READ FILE[O,KJ,V[KJ 
350 IF V[KJ<>O GOTO 310 
360 WRITE FILE[O,KJ,V[JJ 
370 GOTO 420 
3BOLIST 
380 LET K=K-2000 
390 READ FILE[1,KJ,V[KJ 
400 IF VEKJ<>O GOTO 310 
410 WRITE FILE[l,KJ,V[JJ 
42 0 t·~E>::T ._1 
430 I::;OTO 510 
440 PRitH" ";;:-:;; 
450 PRI~H " "; F; 
460 LET L=L+l 
470 IF L<>5 GOTO 510 
4eO LET L=O 
490 PRitH 
':• 0 0 PR I tH 
510 NE:=<T I 
520 PRINT TABC12); 
530 F'RHH "I.•.IHAT IS: THE DRIGHIAL .MEAt"~ '···'EF<: AMPLITUDE VALUE"; 
540 I t"iF'UT M 
550 PRINT TABC15); 
~·6 0 PP I NT "I.~IHAT I:~: THE OF.: I G I HAL :~:I GtiAL. TO t·m I SE PAT I 0"; 
':"·70 INPUT Sl 
580 PPINT TABC19); 
~.90 PRINT "I.,JHAT I:~: THE OR I G H~AL '·,·'AR I AB I L I r-.-· It'! DEi<"; 
t"-::-00 INPUT C 
610 PRINT TABC6); 
E.20 PRitH "HOI.a.l ~1AN\' :~:At'IF'LE:~: Af<:E TO BE TA~:.EN AT EACH CHECI< :~:IZE"; 
t-.:::: 0 INPUT :~:4 
64 0 PR I tH "I.•.! HAT IS THE t'lUMBEP OF CHEO< :~:I ZE:S: USE II FOF<: THE F'RED I CT I ON"; 
65 0 I t·~PUT :~::::: 
660 PRINT TABC5); 
67 0 PF.: I NT "l.a.IHAT ARE THE CHECK :~:I ZE:S: CEt-HEP IN DE:~:CEt--fD I NG ORDER) "; 
680 FOR J=l TO :S:3 
690 INPUT :S:2[JJ; 
7 0 0 r--tEi<T J 
710 PRINT 
72 0 PF.: I NT 
73 0 I::;O:~:UE: 6 0 
740 FOR K=l TO 1000 
75 0 LET t·~=t·1 
760 LET B=C+M/100+.703 
770 FOR I=1 TO S3 
780 LET M3=0 
790 FOR J=l TO S4 
800 LET A=INTCCRNDC0)+10000-27)/3) 
810 IF A<1 GOTO 800 
820 LET V1[JJ=N+CB+V2EAJ) 
830 IF V1[JJ(M/S1 THEN LET V1EJJ=M/S1 
::: 4 o N E::n --' 
850 FOR J=l TO S4 
860 LET M3=M3+Vl[JJ 
::::7 0 NEi<:T ._1 
s:::o LET VEIJ=M3/S4 
890 LET P=S2[1J-S2EI+1J 
900 LET N=M+P+CM-M/:S:l)/-14 
910 LET X=1/(.00234+.00877+S1+N/M) 
920 LET B=X+N/100+.703 
930 t-~E::n I 
94 OL I :~:T _ _ _ _ 
940 LET J1=0~Kl=O~L1=0,M1=U-R~=U 
95 0 LET t-H =:s::;.: 
960 FOR T=l TO S3 
97 0 LET \'='·/ [TJ 
980 LET X1=S2[TJ 
990 LET J1=J1+X1 
1000 LET K1=K1+Y 
1010 LET L1=L1+X1•X1 
102 LET M1=M1+Y•Y 
103 LET R2=R2+Xl•Y 
1 04 t·~E>::T T 
105 LET Bl=CN1•R2-Kl•Jl)/(N1•L1-J1•J1) 
106 LET Al=CK1-B1•J1)/N1 
1 07 _I LET ._11 =B 1• CP2-._11•K 1 . ...-t-11) 
1080 LET M1=M1-CK1•Kl)/t-11 
1090 LET K1=M1-J1 
1100 LET P2=J1/M1 
1110 LET R2[KJ=R2 
1120 LET P3[KJ=SQPCP2) 
113 0 LET \'=t-1.-···:~: 1 
1140 LET X1 [KJ=(Y-Al)/B1 
1150 NEi<T K 
1160 LET M=O,S=O,Q=O,Q1=0 
1170 FOR K=1 TO 1000 
1180 LET M=M+Xl[KJ 
1190 LET Q=Q+P2[KJ 
1200 LET Q1=Q1+R3[KJ 
121 0 t~E::<T K 
122 0 LET t1=f1.···"k: 
12::::0 LET R2=G! . ...-K 
1240 LET R3=Ql/K 
1250 FOR K=1 TO 1000 
126U LET S=S+CX1[KJ-M)•CX1 [KJ-M) 
t270 t~Dn t< 
1280 LET S=SG!R(S/k) 
1290 PRINT TABC34); 
13 0 0 PR I tH "t'1EAt"i ACU I T'l PRE It I CT I ON : "; M 
1310 PRINT TABC29); 
1320 PRitH ":~:TAI'WAPD DE'·..'IATIDt--1 OF ABOVE : "; S 
1330 F'R ItH 
1340 PRINT TABC23); 
135 0 PF-: HH "t1EAN It~ DE>< OF DETEF-:M I NAT I Dt-i (p·····2) : " ; R2 
1360 PRINT TABC21); 
1 ::::7 0 PR I tH "t1EAN COEFF I C I EtH OF CORRELAT I Ot-i CfV : " ; R3 
1380 PRINT 
