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ON GAPS BETWEEN SUMS OF FOUR FOURTH POWERS
LUCA GHIDELLI
Abstract. We prove that for almost all N there is a sum of four fourth powers
in the interval (N − Nγ , N ], for all γ > 4059/16384 = 0.24774...
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1. Introduction
For every n ∈ N there is some natural number x < n1/4 such that n − x4 =
O(x3) = O(n3/4). If we repeat this procedure we find that for all n ∈ N there exist
x1, x2, x3, x4 ∈ N such that x41 + · · · + x44 = n + O(nγ) with γ = (3/4)4 ≈ 0.3164.
In this paper we show that the exponent γ can be reduced if we require the above
statement to hold only for almost all n ∈ N. This is motivated by a forthcoming
article of the author [9], in which we study arithmetic properties of special values of
“cubic” and “biquadratic” theta series. In fact, the arguments of that paper require
that almost all intervals of the form (n−nγ , n], for some γ < 0.25, contain a sum of
four fourth powers. Using the circle method, Daniel [3] studied a similar problem
in regard to sums of three cubes. Following his approach we are able to prove the
following statement.
Theorem 1.1. Define γ0 := 4059/16384 ≈ 0.24774 and let γ > γ0. Then for
almost all n ∈ N (in the sense of natural density) there is a sum of four fourth
powers in the interval (n− nγ , n].
To put this theorem in perspective, we now survey the relevant literature on sums
of four fourth powers and sums of three cubes. First, we know from a paper of
Davenport [4] that there are ≫ Nα4 distinct sums of four fourth powers up to N ,
for α4 := 331/412 ≈ 0.803398: this means that the average gap between sums of
fourth powers is at most of order≪ N1−α4 ≈ N0.197. However, Davenport’s result
does not measure how uniformly the sums of four fourth powers distribute on the
number line, so it does not imply that almost all gaps have at most this size. In
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fact some probabilistic models [5, 7] suggest that the sums of four fourth powers,
and more generally sums of k perfect k-th powers for k ≥ 3, should have positive
natural density. In particular the gaps between these numbers are conjectured to
have bounded average size. However, previous work of the author [8] shows that
there do exist arbitrarily large gaps between numbers that can be written as sums
of four fourth powers. In fact we also showed that a positive proportion of the
intervals (n − ψ(n), n] does not contains sums of fourth powers, if ψ(n) grows to
infinity sufficiently slowly. If we trust the probabilistic models, we should in fact
expect this last statement to hold for ψ(n) ≍ logn/ log logn.
The situation for sums of three cubes is similar, and has been considered more
extensively in the literature. A “greedy argument” as the one in the opening of
this introduction shows that for all n ∈ N there exist x1, x2, x3 ∈ N such that
x31 + x
3
2 + x
3
3 = n + O(n
γ), with γ = 8/27 ≈ 0.296. The aforementioned paper of
Daniel [3] proves instead that almost all gaps between sums of three cubes up to
N have length O(Nγ), for all γ > 17/108 ≈ 0.1574. For the number of sums of
three cubes up to N , the current record is due to Wooley [19], who proves that
there are≫ Nα3 of them, with α3 ≈ 0.916862; this means that on average the gaps
between them have order ≪ N1−α3 ≈ N0.083. As we wrote above, it is expected
on the basis of probabilistic models that the sums of three cubes have positive
density in the set of natural numbers. This expectation is further discussed in [13]
and is supported by numerical results [6]. It is also known that there are ≫ N1−ǫ
sums of three cubes up to N , for every ǫ > 0, conditionally on analytic conjectures
involving certain L-functions [11, 12, 14]. However, if the sums of three cubes have
positive natural density, they do not lie uniformly on the number line. In fact, as we
prove in [8], there exists a constant κ > 0 so that, for ψ(n) := κ
√
logn(log logn)−2,
a positive proportion of the intervals (n − ψ(n), n] does not contain sums of three
cubes. More generally, our result belongs to the vast literature onWaring’s problem,
that is the study of those numbers that can be written as sums of perfect powers.
The interested reader is referred to the survey of Vaughan and Wooley [18].
We now provide some details on the basic ideas of this paper. A classical approach
known as “diminishing ranges” due to Hardy and Littlewood [10], consists in count-
ing those sums x41 + · · · + x44 in an interval (n − Y, n] whose summands have a
prescribed size x4j ≍ P 4j . More precisely, we fix P := (P1, P2, P3, P4, Y ) ∈ R5+ with
P
3/4
j ≤ Pj+1 ≤ Pj (1 ≤ j ≤ 3)(1.1)
and let R(n) = R(n,P) denote the number of solutions to the equation
(1.2) n = x41 + x
4
2 + x
4
3 + x
4
4 + y
subject to
(1.3) 0 < y ≤ Y, 12Pi < xi ≤ Pi (1 ≤ i ≤ 4).
If n ≍ P 41 , say n ∈ (N/2, N ] with N = P 41 , then we expect that, at least on average,
R(n) ≍ Y P−31 P2P3P4, because there are ≍ N choices for the parameter n and
≍ Y P1P2P3P4 choices for the values of the variables of eq. (1.2). In fact, using the
circle method [17] of Hardy and Littlewood we prove the following analog of the
main lemma in [3].
Theorem 1.2. Let γ0 be as in Theorem 1.1 and let γ1 := 4992/16384 ≈ 0.3046.
Given N > 0 and γ0 < γ ≤ γ1, we let Y := Nγ , P = P1 := 4
√
N and Pj+1 = P
13/16
j
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for 1 ≤ j ≤ 3. Then for each ǫ > 0 we have∑
1
2N<n≤N
∣∣R(n)− R¯(n)∣∣2 ≪ǫ Y N1−γ0+ǫ,(1.4)
where the implied constant depends only on ǫ, and R¯(n) := 132Y P2P3P4n
−3/4.
From this quantitative result one may deduce nontrivial moment estimates for the
the size of gaps between sums of four fourth powers, as in [3, Corollary 2] or [2,
Theorem 1.2]. Moreover, as we will show in the next section, Theorem 1.2 implies
Theorem 1.1. We also claim more generally that, with essentially the same strategy
and some more work, one may possibly show that in almost every interval of the
form (N −Nγ , N ] there is a number m = xk1 + · · ·+ xkh that can be written as the
sum of h ≥ 2 perfect k-th powers, provided that k ≥ 3 and γ > γ0(h, k), where
(1.5) γ0(h, k) := 1− 1
k
(1 + θk + θ
2
k + · · ·+ θh−1k ),
with
θk := 1− 1
k
+
1
k2k−2
.
We notice that γ0(4, 4) = 4059/16384 is the exponent that appears in Theorem 1.1
and that θ4 = 13/16 is the exponent we use for diminishing the ranges in The-
orem 1.2. Therefore our result solves the case h = k = 4 while Daniel [3] deals
with the case h = k = 3. Recently, a paper of Brüdern and Wooley [2] has settled
the case h = 2 for all k ≥ 3. Even though the treatment of only two variables
simplifies part of the argument (e.g. the final induction on the number of variables
becomes trivial), the case treated by Brüdern and Wooley should be considered as
the hardest one. In fact their paper introduces some technical modifications to the
original strategy of Daniel, which are unnecessary here.
In addition to the results that we have just mentioned, a few more remarks are in
order with respect to the general claim enunciated above. The first is that stronger
statements are known to be true if h is somewhat larger than k. For example, we
know that all natural numbers can be written as a sum of h k-th powers, if h is
large enough [18]. Secondly the claim is nontrivial in general: in comparison the
greedy argument produces the exponent γ(h, k) = (1− 1/k)h, which is the same as
eq. (1.5), with θk replaced by the smaller θ
′
k := 1−1/k. Finally, the recent progress
on the Vinogradov mean value theorem [1, 15, 20] should make it possible to replace
θk with a larger value, if k is large enough; see the note in the introduction of [2]
for a more precise remark on this matter.
In closing, let us briefly illustrate the main ingredients in the proof of Theorem 1.2.
First the number R(n) is rewritten, by Fourier analysis, as an integral of an expo-
nential sum. Then Bessel’s inequality is used to produce an integral formula that
estimates from above the left-hand side of (1.4). A characterstic feature of Daniel’s
approach is that this part of the proof (sections 3 and 4) is performed in conjunction
with a triple application of the circle method,(1) where only one major arc centered
around the origin is considered. The upper bound that results from this prelimi-
nary phase is then finally estimated using a more classical application of the circle
method and an induction on the number of variables of the underlying diophantine
(1)Corresponding to the three pairs of integrals R ∼ U , S ∼ V and T ∼ W introduced in the
proof.
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equations, to produce the expression in the right-hand side of (1.4). Technically,
the minor arcs are treated with a version [16, Lemma 1] of the Weyl differencing
inequality [17, Lemma 2.4], while the major arcs are treated with classical estimates
mostly due to Vaughan [17, Chapter 4]. In conclusion, we express our contentment
in noticing the fortuitous happenstance: that this approach produces an exponent
γ0 ≈ 0.24774, that is just barely good enough for our original purpose.
Acknowledgements. I would like to thank my supervisor Damien Roy for his
steady encouragement, his careful reading of this manuscript and for his many
comments and suggestions. This work was supported in part by a full International
Scholarship from the Faculty of Graduate and Postdoctoral Studies of the University
of Ottawa and by NSERC.
2. Heuristics and quantitative results
In this section we comment on the statement of Theorem 1.2 and its consequences
regarding the size of gaps between sums of four fourth powers.
2.1. Choice of parameters and notation. In the remainder of the article we
write N = P 4 and Y = P 4γ , where
γ ∈ ( 405916384 , 499216384 ]
and P is some parameter that we let grow to infinity. We also let
P1 = P
4096
4096 P2 = P
3328
4096 P3 = P
2704
4096 P4 = P
2197
4096
as in Theorem 1.2 so that Pj+1 = P
13/16
j for j = 1, 2, 3. The inequality γ >
4059
16384
implies that
N = o(Y P1P2P3P4)
which is crucial in the approach of this paper. The hypothesis γ ≤ 499216384 is imposed
only for technical reasons, as it ensures that
(2.1) Y −2 ≥ P2−3.
In fact the validity of this inequality simplifies some proofs, e.g. that of Proposi-
tion 4.7. We denote P = (P1, P2, P3, P4, Y ) and define R(n) = R(n,P) accordingly,
see section 1. Throughout the paper we make various estimates in terms of the
parameter P , but we also write the results, when possible, in a way that makes
explicit the dependence on the choice of P1, . . . , P4. As usual, the notation A≪ B
means that |A| ≤ cB for some absolute c > 0. The contributions of terms that are
logarithmic in P or anyway asymptotically smaller than any positive power of P
will systematically be collected into a “P ǫ term”. We will write A≪ǫ P ǫB to mean
that |A| ≤ cP ǫB, for every ǫ > 0 and for some c = c(ǫ) > 0 depending only on ǫ.
2.2. The heuristic expected value of R(n). The diminished ranges (1.3) for the
variables of (1.2) reduce the number of sums of fourth powers at our disposal, and
so enlarge the gaps between them. However the advantage is that those particular
sums of powers are more easily controlled, so that it is possible to estimate R(n)
as in Theorem 1.2. The expected average value of R(n), given by the formula
R¯(n) := 132Y P2P3P4n
−3/4
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is heuristically obtained as follows. Suppose that P is large and that n ≍ P 4 is
restricted to an interval n ∈ (n0, n1] with ∆n := n1 − n0 = o(P 41 ) and Y ≤ P 42 =
o(∆n). Then every solution to eq. (1.2), constrained by (1.3), also satisfies
(2.2) n
1/4
1 ≥ x1 > (n0 − 4P 42 )1/4 =: n1/41 −∆x
with ∆x ≈ 14∆n · n−3/4. There are ∆n choices for the parameter n ∈ (n0, n1]
and ≈ 2−3∆xP2P3P4Y choices of xj and y constrained by (1.3) and (2.2), hence
we expect that R(n) ≈ R¯(n) with R¯(n) as above. We notice en passant that
N−3/4P2P3P4 = N
−γ0 , where γ0 = 4059/16384, so
(2.3) R¯(n) ≍ Y N−γ0 .
Therefore we also heuristically expect that a typical n ∈ (N/2, N ] satisfies R(n) ≥ 1,
as soon as Y is somewhat larger than Nγ0 .
2.3. Bounding the number of large gaps. We now show how to prove from
Theorem 1.2 that the gaps of size Nγ with γ > γ0 := 4059/16384 are rare. For
every γ > 0 we denote by K ′(N,Nγ) the number of n ∈ (N/2, N ] with the property
that no element of the interval (n−Nγ , n] is a sum of four fourth powers.
Theorem 2.1. Let γ0 and γ1 be as in Theorem 1.2. Then
(2.4) K ′(N,Nγ)≪ N1−ξ
for every γ > γ0 and all ξ < min{γ1 − γ0, γ − γ0}.
Proof. If γ ≤ γ1 we may apply Theorem 1.2. Let K ′′(N,P) denote the number
of n ∈ (N/2, N ] for which R(n) = R(n,P) = 0. For each of those n we have∣∣R(n)− R¯(n)∣∣ = R¯(n) ≥ R¯(N), hence
(2.5)
∑
1
2N<n≤N
∣∣R(n)− R¯(n)∣∣2 ≫ K ′′(N,P) · R¯(N)2.
It is clear that K ′(N,Nγ) ≤ K ′′(n,P) because whenever the interval (n − Y, n] is
empty of sums of four fourth powers, where Y = Nγ , then R(n) = 0. By eqs. (1.4),
(2.3) and (2.5) we get
K ′(N,Nγ)≪ R¯(N)−2
∑
1
2N<n≤N
∣∣R(n)− R¯(n)∣∣2 ≪ Y −1N1+γ0+ǫ
for every ǫ > 0. This gives eq. (2.4) if γ0 < γ ≤ γ1. If γ > γ1 ≈ 0.3046 then we
simply use the inequality K ′(N,Nγ) ≤ K ′(N,Nγ1). 
We remark that for γ > (3/4)4 ≈ 0.3164 one in fact hasK ′(N,Nγ) = 0 if N ≫ 1, by
the greedy algorithmmentioned in the introduction. We now show that Theorem 1.1
is follows from Theorem 2.1.
Proof of Theorem 1.1. Fix γ > γ0 and letKγ(N) count the natural numbers n ≤ N
such that no element of the interval (n−nγ , n] is a sum of four fourth powers. Take
some γ′ ∈ (γ0, γ) and let N0 be such that Nγ′ ≤ (N/2)γ for all N ≥ N0. Then for
every real number N ≥ N0 we have
Kγ(N) ≤ N0 +
⌊log2 N/N0⌋∑
k=0
K ′(N/2k, (N/2k)γ
′
).
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Then by (2.4) we get
Kγ(N)≪ N1−ξ
∞∑
k=0
(2−(1−ξ))k ≪ξ N1−ξ,
where ξ is any positive number with ξ + γ0 < min{γ1, γ′}. In particular, we have
that Kγ(N) = o(N) as N →∞. 
3. On the expected value of R(n)
In this section we rewrite the number R(n) in a way that makes it amenable to
be studied with analytic methods. Then we give a first estimate of the deviation
R(n)− R¯(n) via a partial application of the circle method, with only one major arc
centered at zero.
3.1. Integral representation and Weyl sums. We denote by e(ξ) := e2πiξ the
normalized complex exponential function, considered as an additive character of
R/Z. By the “orthogonality property” we mean the well-known fact that for all
m ∈ Z we have ∫
R/Z
e(mα)dα =
{
1 if m = 0
0 if m 6= 0.
By orthogonality we can rewrite R(n) = R(n,P) as follows
R(n) :=
∫
R/Z
∑
y,x1,...,x4
1
2Pj<xj≤Pj
0≤y<Y
e((x41 + x
4
2 + x
4
3 + x
4
4 + y − n)α)dα
=
∫
R/Z
f1f2f3f4ge(−nα)dα,(3.1)
where fi = f(α, Pi), g = g(α, Y ) are given by the following Weyl exponential sums
f(α,X) :=
∑
1
2X<x≤X
e(αx4)
g(α, Y ) :=
∑
0≤y<Y
e(αy).
We observe that g(α, Y ) is the sum of a geometric progression, therefore we have
g(α, Y ) =
e(α(Y +O(1)))− 1
e(α)− 1 .
From this formula, we easily get the following estimates for the function g.
Lemma 3.1.
g(α, Y ) ≤ Y for all α,
g(α, Y )≪ ‖α‖−1 for all α,
g(α, Y ) = Y +O(1) if ‖α‖ ≤ Y −2.(3.2)
where ‖α‖ denotes the distance of α ∈ R/Z from 0.
The estimates contained in Lemma 3.1 imply that the integrand in eq. (3.1) is
approximately equal to e(−αn)f1f2f3f4Y when α is close to 0, while it becomes
“small” when α is bounded away from 0.
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3.2. An approximation. Under the assumption α ≈ 0 it is possible to approxi-
mate the Weyl sum f(α,X) with its “mollification”
ν(α,X) :=
∑
1
16X
4<z≤X4
1
4z
−3/4e(αz),
which is a weighted exponential sum that involves linear phases instead of bi-
quadratic ones. From the book of Vaughan [17] we retrieve the following estimates.
Lemma 3.2.
ν(α,X)≪ X for all α,(3.3)
ν(α,X)≪ X−3‖α‖−1 for all α,(3.4)
f(α,X)≪ X for all α,(3.5)
f(α,X) = ν(α,X) +O(1) if ‖α‖ ≤ 18X−3.(3.6)
Proof. The estimates (3.3) and (3.4) are a restatement of [17, Lemma 6.2]. The
estimate (3.5) is trivial because f(α,X) is a sum of O(X) exponentials. Finally,
(3.6) follows from [17, Lemma 6.1] with q = 1. 
Then alongside f1, . . . , f4 we consider the mollified Weyl sums
νj := ν(α, Pj).
From (3.6) we have that the approximation fj ≈ νj is admissible, up to an error of
O(1), on the interval B
(j)
0 ⊆ R/Z given by
B
(j)
0 = {α : ‖α‖ ≤ 18P−3j }.(3.7)
The complement of (3.7) in R/Z will be denoted by B
(j)
1 . In the range of small ‖α‖
we also have g ≈ Y : more precisely by (3.2) and (2.1) we have that g−Y is bounded
by an absolute constant on B
(1)
0 and B
(2)
0 . Then, we consider the following integral
U(n) := Y
∫
R/Z
e(−nα)ν1ν2ν3ν4dα(3.8)
The integrand in eq. (3.8) is approximately equal to e(−αn)f1f2f3f4Y when α is
close to 0, and it is small when α is bounded away from 0. Thus, by what we said at
the end of the previous paragraph, we heuristically expect that U(n) ∼ R(n). We
now show that U(n) is in fact close to the expected value R¯(n), up to an admissible
error.
Proposition 3.3. The following estimate holds uniformly for n ∈ (12N,N ]:
U(n)− R¯(n)≪ Y P−71 P 52P3P4 = Y P−
7131
4096 .
Proof. By the definitions and by orthogonality, we have
(3.9) U(n) = Y
∑
1
16P
4
j <zj≤P
4
j
z1+z2+z3+z4=n
1
256 (z1z2z3z4)
−3/4.
Since Pj = o(P1) for each 2 ≤ j ≤ 4, we have the inequality
P 42 + P
4
3 + P
4
4 <
(
1
2 − 116
)
P 41
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for all P large enough. Since moreover 12P
4
1 < n ≤ P 41 , we have for every n, z2, z3, z4
in the appropriate range that
1
16P
4
1 < n− z2 − z3 − z4 ≤ P 41 .
In other words in (3.9) we can safely express z1 in terms of the other variables:
U(n) = 1256
∑
z2,z3,z4
1
16P
4
j <zj≤P
4
j
(z2z3z4)
−3/4n−3/4
(
1− z2 + z3 + z4
n
)−3/4
.
We observe that z2 + z3 + z4 = O(P
4
2 ) and that
∑
1
16P
4
j
<zj≤P 4j
1
4z
−3/4
j =
∫ P 4j
1
16P
4
j
1
4 t
−3/4dt+O(P−3j ),
which is equal to 12Pj(1 + O(P
−4
j )). Since P
−4
2 ≪ P−43 ≪ P−44 ≪ P 42P−41 we
conclude that
U(n) = 132Y P2P3P4n
−3/4(1 +O(P 42 P
−4
1 )).

3.3. First application of the circle method. For every n ∈ N and every mea-
surable set B ⊆ R/Z (with respect to the natural Lebesgue-Haar measure) we
define
R(n,P,B) :=
∫
B
e(−nα)f1f2f3f4gdα,
U(n,P,B) := Y
∫
B
e(−nα)ν1ν2ν3ν4dα.
Since Y −2 ≥ 18P−32 ≥ 18P−31 by (2.1), the approximations g = Y + O(1) and
fj = νj +O(1) for 1 ≤ j ≤ 4 are valid when α ∈ B(1)0 , where
B
(1)
0 = [− 18P−31 , 18P−31 ].
We define B
(1)
1 to be its complement so that we have a partition R/Z = B
(1)
0 ⊔B(1)1 .
Then we let Ri(n) := R(n,P,B
(1)
i ) for i ∈ {1, 0} so that R(n) = R0(n)+R1(n). In
the remaining part of this section, we are going to prove that
(3.10)
∣∣R(n)− R¯(n)∣∣ ≤ ER + |R1(n)|
where ER is an error term satisfying the following estimate
(3.11) ER ≪ǫ P ǫY P−
5083
4096 ≈ Y P−1.240967.
More precisely, we decompose U(n) = U0(n) + U1(n) as we did for R(n) via
U(n,P,B) and the partition R/Z = B
(1)
0 ⊔B(1)1 . Then by the triangular inequality
(3.10) holds with
ER := |R0(n)− U0(n)|+ |U1(n)|+
∣∣U(n)− R¯(n)∣∣ .
The third absolute value was estimated in Proposition 3.3; the other two terms are
treated in the following propositions.
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Proposition 3.4.
U1(n)≪ Y P−32 P3P4 = Y P−
5083
4096 .(3.12)
Proof. By (3.4) applied to ν1, ν2 and (3.3) applied to ν3, ν4 we have
U1(n)≪ Y P−31 P−32 P3P4
∫
B
(1)
1
‖α‖−2dα
and so (3.12) follows from an elementary computation. 
Proposition 3.5.
R0(n)− U0(n)≪ǫ P ǫY P−32 P3P4 = Y P−
5083
4096 +ǫ.(3.13)
Proof. Since P 3j ≤ P 31 for all j and since Y 2 ≤ 8P 31 , we have by (3.6) and (3.2)
R0(n)− U0(n)≪
∫
B
(1)
0
(µ1µ2µ3µ4 + Y (µ1µ2µ3 + µ1µ2µ4 + µ1µ3µ4 + µ2µ3µ4)) dα,
where µj := max{|νj | , 1}. We use (3.3), i.e the trivial estimate µj ≪ Pj , on the
factors with higher indices, to obtain
R0(n)− U0(n)≪ P2P3P4
(
1 + YP2 +
Y
P3
+ YP4
) ∫
B
(1)
0
µ1dα+ Y P3P4
∫
B
(1)
0
µ2dα.
Since Y ≥ P4 the factor that multiplies the first integral is ≍ Y P2P3. Since µj ≤
|νj |+ 1 we can rewrite the last estimate as
R0(n)− U0(n)≪ Y P2P3 · P−31 + Y P2P3
∫ 1
0
|ν1|dα + Y P3P4
∫ 1
0
|ν2|dα.
Then eq. (3.13) follows from the following lemma, that we state separately for future
reference, and the inequality P2P
−3
1 = P
−
8960
4096 < P
7787
4096 = P4P
−3
2 . 
Lemma 3.6. ∫
R/Z
|νj |dα≪ P−3j logPj .(3.14)
Proof. We estimate νj with
(3.15) νj ≪
{
Pj , if ‖α‖ ≤ P−4j , by (3.3),
P−3j /‖α‖ otherwise, by (3.4).
Then the inequality follows from an elementary computation. 
4. On the mean square deviation of R(n)
In this section we use Bessel’s inequality to find an integral expression that bounds
from above the average value of
∣∣R(n)− R¯(n)∣∣2 for n ∈ (N/2, N ]. We then perform
a change of variables in the underlying arithmetic equation that makes the estimates
on the absolute value of the integrand benefit from the restricted ranges x2, x3, x4 ≤
P2 = o(P1). Finally we use again the circle method to estimate the error introduced
by this change of variables.
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4.1. Bessel’s inequality. From (3.10) and the inequality (A+B)2 ≤ 2(A2 +B2)
we obtain that
(4.1)
∑
1
2N<n≤N
∣∣R(n)− R¯(n)∣∣2 ≤ NE2R + 2 ∑
1
2N<n≤N
|R1(n)|2 .
In order to estimate the sum on the right, we use Bessel’s inequality, as in [3,
eq.(12)], which in this case reveals that
(4.2)
∑
1
2N<n≤N
|R1(n)|2 ≤
∫
B
(1)
1
|f1f2f3f4g|2 dα.
It is natural now to consider, for every measurable set B ⊆ R/Z, the integral
(4.3) S(P,B) :=
∫
B
|f1f2f3f4g|2 dα
and to let S, S0, S1 denote S(P,B) respectively for B = R/Z,B
(1)
0 ,B
(1)
1 . With this
notation, eq. (4.1) and eq. (4.2) can be combined to give the inequality
(4.4)
∑
1
2N<n≤N
∣∣R − R¯∣∣2 ≤ NE2R + 2S1.
We notice that this inequality has an underlying arithmetic meaning. In fact we
have S = S0 + S1 and we observe that S counts the solutions to the equation
(4.5) x41 + · · ·+ x44 + y = x′41 + · · ·+ x′44 + y′
subject to
(4.6) 0 < y, y′ ≤ Y, 12Pi < xi, x′i ≤ Pi (1 ≤ i ≤ 4),
by orthogonality.
4.2. A change of variables. The equation (4.5) can be rewritten in the following
form
(4.7) (x1 + h)
4 − x14 = (x24 − x′24) + (x34 − x′34) + (x44 − x′44) + (y − y′),
where h := x′1 − x1. We now focus only on those solutions, subject to (4.6), for
which h > 0. By orthogonality, their number T is computed by the integral
(4.8) T =
∫
R/Z
H1 |f2f3f4g|2 dα,
where H1 = H(α, P1, 32P
−3
1 P
4
2 ) is an exponential sum associated to the difference
polynomial ∆(x, h) := (x+ h)4 − x4:
(4.9) H(α,X,Z) =
∑
1≤h≤Z
1
2X<x≤X−h
e(α[(x + h)4 − x4]).
Indeed every such solution satisfies
h = x′1 − x1 ≤ (x′14 − x41)x−31 ≤ 4P 42 (12P1)−3
because of eq. (4.7) and the inequalities P 43 , P
4
4 , Y ≤ P 42 . The number S can be
estimated by decomposing it naturally as S = 2T + (S − 2T ). The term S − 2T
accounts for the solutions of eq. (4.7) for which h = 0, i.e. it corresponds to an
equation in fewer variables, since x1 can be eliminated. The term 2T instead is
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computed via the integral (4.8). This is easier to estimate than the integral in
eq. (4.3), because its integrand is an exponential sum with fewer terms. Indeed H1
only has O(P−21 P
4
2 ) = O(P
5/4) summands, which is noticeably less than the O(P 2)
terms of |f1|2. In particular, we record that the trivial estimate
(4.10) H1(α)≪ P−21 P 42
holds uniformly for all α ∈ R/Z.
4.3. A mollified version of |S − 2T | near the origin. Given the output (4.4)
of Bessel’s inequality, we actually need to estimate the term S1, which is a portion
of the integral S = S0 + S1 corresponding to the α that are bounded away from
the origin. The idea is to decompose T somewhat analogously as T0 + T1 and then
estimate S1 as
(4.11) S1 ≤ |S0 − 2T0|+ |2T1|+ |S − 2T | .
Since near the origin we have the estimates g = Y +O(1) and fj = νj +O(1), it is
natural to compare the difference S0−2T0 with its mollified version V −2W , where
V := Y 2
∫
R/Z
|f1ν2ν3ν4|2 dα,
W := Y 2
∫
R/Z
H1 |ν2ν3ν4|2 dα.
Notice that we did not replace f1 with its mollified version because we don’t want
to interfere with the change of variable that relates |f1|2 to H1. In the following
proposition we estimate the difference V −2W by looking at the underlying weighted
diophantine equation.
Proposition 4.1.
V − 2W ≪ Y 2P1P−22 P 23P 24 = Y 2.P
7242
4096(4.12)
Proof. By orthogonality we have that
V = Y 2
∑
n∈Z
r(n)ρ(n)
where r(n) = r(n, P1) is as in (4.17) and
ρ(n) :=
∑
1
16P
4
j <zj ,z
′
j≤P
4
j
z2+z3+z4−z
′
2−z
′
3−z
′
4=n
1
46 (z2z
′
2z3z
′
3z4z
′
4)
−3/4.
Similarly, we have
W = Y 2
∞∑
n=1
r′(n)ρ(n)
where r′(n) is as in (4.26). We notice immediately that
ρ(n) = 0 for |n| > 3P 42 .(4.13)
On the other hand we have
r(n) = 2r′(|n|) for 0 < |n| ≤ 4P 42(4.14)
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because for 12P1 < x, x
′ ≤ P1 the inequality
∣∣∣x′4 − x4∣∣∣ ≤ 4P 42 implies
|x′ − x| ≤ (x′4 − x4)min{x, x′}−3 ≤ 32P−31 P 42 .
In other words by (4.13) and (4.14) we have
V − 2W = Y 2r(0)ρ(0).
Since r(0) = 12P1 +O(1) and
ρ(0)≪ P 42 P 83P 84 (P 82P 83P 84 )−3/4
the proposition is proved. 
4.4. Some useful estimates. Before we proceed to study the difference between
|V − 2W | and “|S0 − 2T0|” (where T0 has yet to be defined rigorously) we need to
collect a few nontrivial estimates on integrals that involve |νj |2, |fj |2 and H1. The
first is similar to the one in Lemma 3.6.
Lemma 4.2. ∫
R/Z
|νj |2 dα≪ P−2j .(4.15)
Proof. We estimate νj as in (3.15), so that the inequality follows from an elementary
computation. 
Lemma 4.3. For every A,B,X we have
(4.16)
∫ A+B
A
|f(α,X)|2 dα≪ BX +X−2 logX.
Proof. The integral (4.16) is estimated as in [3, eq.(17)] as follows. First, |f(α,X)|2 =∑
n∈Z r(n,X)e(αn) where
(4.17) r(n,X) := #
{
(x, x′)
∣∣∣∣ x′4 − x4 = n1
2X < x, x
′ ≤ X
}
.
Therefore
(4.18)
∫ A+B
A
|f(α,X)|2 dα =
∑
n∈Z
r(n,X)
∫ A+B
A
e(αn)dα.
If n 6= 0 the change of variable β = αn gives∫ A+B
A
e(αn)dα =
1
n
∫ nA+nB
nA
e(β)dβ ≤ 2|n| ,
hence
(4.19)
∫ A+B
A
|f(α,X)|2 dα = Br(0, X) +O

∑
n6=0
r(n,X)
|n|

 .
From the definition (4.17) we see that
r(0, X)≪ X,
r(−n,X) = r(n,X) for all n,
r(n,X) = 0 for 0 < |n| ≤ 12X3 or |n| > 1516X4.
ON GAPS BETWEEN SUMS OF FOUR FOURTH POWERS 13
Moreover we have that ∑
C<n≤C+
1
2X
3
r(n,X) ≤ X
for every real C, because for every x ∈ (X/2, X ] there is at most one x′ ∈ (X/2, X ]
with (C + x4) < x′
4 ≤ (C + x4) + 12X3. As a consequence, we have
(4.20)
∑
C<n≤C+D
r(n,X) ≤ 2DX−2 +O(X)
for all C,D,X . Therefore
(4.21)
∑
n6=0
r(n,X)
|n| ≤ 2
⌊log2 X⌋∑
k=−1
1
2kX3
∑
2kX3<n≤2k+1X3
r(n,X)≪ X−2 logX
and (4.16) follows. 
Corollary 4.4. For all 1 ≤ j ≤ 3 we have∫
B
(j)
1
|fj |2 ‖α‖−2dα≪ P 4j logPj .(4.22)
Proof. We divide the interval B
(j)
1 , defined under (3.7), dyadically as follows
(4.23) B
(j)
1 ⊆
⌊3 log2 Pj⌋⋃
k=−3
{α ∈ R/Z : 2kP−3j < ‖α‖ ≤ 2k+1P−3j }
into pairs of intervals of length at most 2kP−3j . Hence by (4.16) we have∫
B
(j)
1
|fj |2 ‖α‖−2dα≪
⌊3 log2 Pj⌋∑
k=−3
P−2j (2
k + logPj)(2
−2kP 6j )
that gives (4.22). 
Lemma 4.5. Let B
(2)
1 := {α ∈ R/Z : ‖α‖ > 18P−32 } as per (3.7), then
(4.24)
∫
B
(2)
1
H1‖α‖−4dα≪ P−21 P 122 logP1.
Proof. We proceed as in the proof of (4.16). First, we notice that for every A,B
(4.25)
∫ A+B
A
H1dα≪ P−21 logP1.
Indeed, H1(α) =
∑∞
n=1 r
′(n)e(αn) where
(4.26) r′(n) := #

(h, x)
∣∣∣∣∣∣
(x+ h)4 − x4 = n
1 ≤ h ≤ 32P−31 P 42
1
2P1 < x, x+ h ≤ P1

 .
Therefore
(4.27)
∫ A+B
A
H1dα =
∞∑
n=1
r′(n)
∫ A+B
A
e(αn)dα≪
∞∑
n=1
r′(n)
n
as in (4.18)-(4.19). It is clear from (4.26) that
r′(n) = 0 for n ≤ 12P 31 or n > 1516P 41
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and arguing as for (4.20) we get
(4.28)
∑
A<n≤A+B
r′(n) ≤ 2BP−21 +O(P1).
Then (4.25) follows from (4.27) and (4.28) as in (4.21). Now we divide B
(2)
1 dyadi-
cally as in (4.23) and we obtain
∫
B
(2)
1
H1‖α‖−4dα≪
⌊3 log2 P2⌋∑
k=−3
P−21 logP1 · 2−4kP 122 .
The estimate (4.24) follows. 
4.5. From S to T , through V and W . For every measurable set B ⊆ R/Z, we
recall the definition of teh integral S(P,B) and we define T (P,B) as follows:
S(P,B) :=
∫
B
|f1f2f3f4g|2 dα,
T (P,B) :=
∫
B
H1 |f2f3f4g|2 dα.
We also recall that S, S0, S1 denote S(P,B) respectively for B = R/Z,B
(1)
0 ,B
(1)
1 .
We define T = T0 + T1 analogously, but for the new partition R/Z = B
(2)
0 ⊔B(2)1 ,
where, as in (3.7):
B
(2)
0 = {α : ‖α‖ ≤ 18P−32 } B
(2)
1 = {α : ‖α‖ > 18P−32 }.
In view of (4.11), the goal of this section is to prove that
|S0 − 2T0| ≪ Y 2P
7242
4096 ≈ Y 2P 1.768.
Notice that B
(1)
0 ⊆ B(2)0 and that the approximations g ≈ Y and fj ≈ νj for
2 ≤ j ≤ 4 are valid on B(2)0 , because Y −2 ≥ 18P−32 by (2.1). We introduce the
following integrals
V (P,B) := Y 2
∫
B
|f1ν2ν3ν4|2 dα,
W (P,B) := Y 2
∫
B
H1 |ν2ν3ν4|2 dα,
then we define V = V0 + V1 (resp. W =W0 +W1) using V (P,B) (resp. W (P,B))
and the partition R/Z = B
(1)
0 ⊔B(1)1 (resp. R/Z = B(2)0 ⊔B(2)1 ). Then we have
|S0 − 2T0| ≤ ES , where
(4.29) ES := |S0 − V0|+ |V1|+ |V − 2W |+ |2W1|+ |2W0 − 2T0| .
We now dive into estimating the above five terms.
Proposition 4.6.
V1 ≪ǫ P ǫY 2P 41P−62 P 23P 24 = Y 2P
6218
4096 +ǫ,(4.30)
W1 ≪ǫ P ǫY 2P−21 P 62P−63 P 24 = Y 2P−
54
4096 +ǫ.(4.31)
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Proof. By (3.4) applied to ν2 and (3.3) applied to ν3, ν4 we have
V1 ≪ Y 2P−62 P 23P 24
∫
B
(1)
1
|f1|2 ‖α‖−2dα.
which gives (4.30) by (4.22). By (3.4) applied to ν2, ν3 and (3.3) for ν4 we have
W1 ≪ Y 2P−62 P−63 P 24
∫
B
(2)
1
|H1| ‖α‖−4dα.
The estimate (4.31) follows by (4.24). 
Proposition 4.7.
S0 − V0 ≪ Y 2P−21 P 22P 23P4 = Y 2P
6069
4096 ,(4.32)
T0 −W0 ≪ǫ P ǫY 2P−21 P 22P 23P4 = Y 2P
6069
4096 +ǫ.(4.33)
Proof. Analogously to the computation in Proposition 3.5, by (3.6) and (3.2) we
have
S0 − V0 ≪
∫
B
(1)
0
(
Y
∣∣f21µ22µ23µ24∣∣+ Y 2 ∣∣f21 ∣∣ (∣∣µ2µ23µ24∣∣+ ∣∣µ22µ3µ24∣∣+ ∣∣µ22µ23µ4∣∣)) dα,
where µj := max{|νj | , 1}. We use the trivial estimate (3.3) for µ2, µ3, µ4 and we
use that f1 ≪ µ1 on B(1)0 , by (3.6), to get
S0 − V0 ≪ Y 2P 22P 23P 24
(
1
Y +
1
P2
+ 1P3 +
1
P4
)∫
B
(1)
0
|µ1|2 dα.
The integral to the right is ≪ P−21 by (4.15) and the fact that
∫
B
(1)
0
1dα ≪ P−31 .
Since moreover Y ≥ P4, (4.32) follows.
Similarly, since P 3j ≤ P 32 for all j ≥ 2 and since Y 2 ≤ 8P 32 , we have by (3.6) and
(3.2)
T0 −W0 ≪
∫
B
(2)
0
(
Y
∣∣H1µ22µ23µ24∣∣+ Y 2 |H1| (∣∣µ2µ23µ24∣∣+ ∣∣µ22µ3µ24∣∣+ ∣∣µ22µ23µ4∣∣)) dα.
We apply (3.3) to µ3, µ4 and (4.10) to H1 to get
T0 −W0 ≪ Y 2P−21 P 42P 23P 24
[(
1
Y +
1
P3
+ 1P4
)∫
B
(2)
0
|µ2|2 dα+
∫
B
(2)
0
|µ2| dα
]
.
The first integral is ≪ P−22 by (4.15) while the second integral is ≪ǫ P ǫP−32 by
(3.14). The expression inside the square brackets is therefore≪ P−22 P−14 , hence we
get (4.33). 
Finally, V − 2W was estimated in eq. (4.12) and it turns out to be the main term
in the right-hand side of (4.29). We conclude that
(4.34) |S0 − 2T0| ≤ ES ≪ Y 2P
7242
4096 .
5. Final estimates via the circle method
In this section we complete the proof of our main quantitative result, with a full
application of the circle method and an induction on the number of variables in the
underlying diophantine equation.
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5.1. Induction on the number of variables. At this point, we still need to
estimate the terms |2T1| and |S − 2T | in (4.11). We already commented briefly on
the fact that S − 2T counts the number of solutions to the equation (4.5), subject
to (4.6), together with x′1 = x1. In particular if by S
(j) we denote the number of
solutions to the equation
(5.1) x4j + · · ·+ x44 + y = x′j4 + · · ·+ x′j4 + y′
subject to
0 < y, y′ ≤ Y, 12Pi < xi, x′i ≤ Pi (j ≤ i ≤ 4),
we have S−2T ≍ P1S(2). Now, eq. (5.1) has at least the “diagonal” solutions given
by y = y′ and xi = x
′
i for j ≤ i ≤ 4, hence
S(j) ≫ Y
4∏
i=j
Pj .
In particular, S − 2T ≫ P1P2P3P4Y and we cannot hope for a better estimate of
this term. In the remainder of the section we will prove, by backward induction on
j, that in fact
(5.2) S(j) ≪ǫ P ǫY
4∏
i=j
Pj
for 2 ≤ j ≤ 4 and then we will show that
(5.3) |2T1|+ |S − 2T | ≪ǫ P ǫP1P2P3P4Y = Y N1−γ0+ǫ/4,
where γ0 = 4059/16384. Since by (4.4) we have∑
1
2N<n≤N
∣∣R(n)− R¯(n)∣∣2 ≤ NE2R + 2 |S0 − 2T0|+ 4 |4T1|+ 2 |S − 2T | ,
we finally get Theorem 1.2 by using (3.11), (4.34) and (5.3). The base step of
induction is the following estimate of S(4).
Proposition 5.1.
S(4) ≪ P4Y.
Proof. The number S(4) counts the solutions to the equation
(5.4) x4 + y = x′
4
+ y′
subject to 12P4 < x, x
′ ≤ P4 and 1 ≤ y, y′ ≤ Y . For every such solution, say with
x ≤ x′, we have that
x′
4 − x4 ≤ Y ≤ 12P 34
and so x′
4 − x4 < (x+ 1)4 − x4. This implies that (5.4) has only the diagonal
solutions x = x′ and y = y′, therefore
S(4) = (12P4 +O(1))(Y +O(1)).

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5.2. Major arcs, central arc and minor arcs. The equation (5.1), for j ≤ 3
is transformed via the substitution x′j = xj + h, like we did in section 4.2. To the
resulting equation
(5.5) (xj + h)
4 − x4j = (x4j+1 − (x′j+1)4) + · · ·+ (x44 − (x′4)4) + (y − y′)
additionally constrained by h > 0, we attach the integrals
(5.6) T (j)(P,B) :=
∫
B
Hj
∣∣∣∣∣∣g
4∏
i=j+1
fi
∣∣∣∣∣∣
2
dα,
where B ⊆ R/Z is a measurable set and where
Hj := H(α, Pj , 32P
−3
j P
4
j+1)
is given by (4.9). The solutions to (5.5) corresponding to h = 0 are counted by
(5.7) S(j) − 2T (j) = (12Pj +O(1))S(j+1).
We are going to estimate the integrals (5.6) with the circle method.
For every 1 ≤ j ≤ 3 and every pair of coprime integers q, a with q ≥ 1 we form
(5.8) M(j)(q, a) := {α ∈ R/Z : ‖α− a/q‖ ≤ q−1PjP−4j+1},
and we define the j-th set of major arcs by
M
(j) :=
Pj⋃
q=2
⋃
a∈(Z/qZ)∗
M
(j)(q, a).
Notice that the intervals in the definition of M(j) are disjoint because for every two
rational numbers a/q, A/Q with denominators q ≤ Q ≤ Pj we have∣∣∣∣AQ − aq
∣∣∣∣ ≥ 1qPj ≥
1
q
PjP
−4
j+1 +
1
Q
PjP
−4
j+1
by (1.1). Notice that in the definition of M(j) we excluded the major arc centered
at zero. For j ∈ {2, 3} we denote the j-th central arc by N(j) := M(j)(1, 0) and
we define the j-th set of minor arcs m(j) so that R/Z = N(j) ⊔M(j) ⊔ m(j) is a
partition. For j = 1 we define the central arc by
(5.9) N(1) := {α : 18P−32 < |α| ≤ P1P−42 } = M(1)(1, 0) ∩B
(2)
1
and consider the partition B
(2)
1 = N
(1) ⊔M(1) ⊔ m(1). For every 1 ≤ j ≤ 3 we let
T
(j)
N
, T
(j)
M
, T
(j)
m denote T
(j)(P,B) respectively for B = N(j),M(j),m(j). Finally, we
define T (1) := T1 and T
(j) := T (j)(P,R/Z) for j ∈ {2, 3}, so that
T (j) = T
(j)
M
+ T
(j)
N
+ T
(j)
m (1 ≤ j ≤ 3).(5.10)
5.3. Estimates for Hj and the minor arc contribution. It turns out that
the minor arc component T
(j)
m is the dominant term in T
(j) for all 1 ≤ j ≤ 3.
Nevertheless, we are going to estimate it crudely for each 1 ≤ j ≤ 3, as follows:
(5.11)
∣∣∣T (j)m ∣∣∣ ≤
(
sup
α∈m(j)
|Hj |
)∫
m(j)
|fj+1 · · · f4g|2 dα ≤
(
sup
α∈m(j)
|Hj |
)
S(j+1).
Thus we now need to bound from above the absolute value of the exponential sum
Hj . Such estimate is proved as in [16, Lemma ] using the Weyl differencing method:
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Lemma 5.2. Let H(α,X,Z) be as in (4.9) with Z ≤ X and |α− a/q| ≤ q−2 for
some integers a, q. Then we have, for all ǫ > 0:
H(α,X,Z)≪ǫ X1+ǫZ(X−1 + q−1 + qX−3Z−1)1/4,
where the implied constant depends only on ǫ.
Since Hj is a sum of terms with absolute value 1, it can be trivially estimated as
Hj(α)≪ P−2j P 4j+1 = P 5/4j
for all α ∈ R/Z and for each 1 ≤ j ≤ 3. From Lemma 5.2 can deduce better
pointwise estimates for Hj in regions of interest to us.
Corollary 5.3. For all 1 ≤ j ≤ 3 and all α ∈M(j)(q, a) with coprime q, a ≤ Pj we
have
Hj(α)≪ǫ P ǫP−2j P 4j+1 · q−1/4.(5.12)
Moreover, for each 1 ≤ j ≤ 3 and all α ∈ m(j) we have
Hj(α)≪ǫ P ǫj P−2j P 4j+1 · P−1/4j = P 1+ǫj .(5.13)
Proof. If α ∈ M(j)(q, a) we apply Lemma 5.2 and we get (5.12) from q ≤ Pj and
(1.1). Dirichlet’s approximation theorem [17, Lemma 2.1] says that for every α ∈ R
and every Q ≥ 1 there are integers a, q with q ≤ Q such that |α− a/q| ≤ 1/(qQ).
If α ∈ m(j) we apply Dirichlet’s theorem with Q = P−1j P 4j+1. The corresponding
fraction a/q satisfies q > Pj by definition of m
(j) and so Lemma 5.2 gives (5.13). 
Remark 5.4. By the same method, applying Dirichlet’s theorem with Q = P 32 , it
is possible to prove that
(5.14) H1(α)≪ǫ P ǫP−21 P 42 · P−1/42
for α ∈ N(1). However, the trivial estimate H1(α) ≪ P−21 P 42 will be sufficient for
us in the treatment of the central arc N(1).
Focusing in particular on the minor arc estimate, for all 1 ≤ j ≤ 3 we get
(5.15) T
(j)
m ≪ǫ P ǫPjS(j+1)
from (5.11) and (5.13). Combining (5.7), (5.10) and (5.15) we deduce that
S(j) ≪ǫ P ǫPjS(j+1) + T (j)M + T (j)N (2 ≤ j ≤ 3),
T1 ≪ǫ P ǫP1S(2) + T (1)M + T (1)N .
This induction scheme, together with (5.7) for j = 1 and the base step (5.1), shows
in particular that
|2T1|+ |S − 2T | ≪ǫ P ǫ(Em + EM + EN),
where
EM :=
∣∣∣T (1)
M
∣∣∣+ P1 ∣∣∣T (2)M ∣∣∣+ P1P2 ∣∣∣T (3)M ∣∣∣ ,
EN :=
∣∣∣T (1)N ∣∣∣+ P1 ∣∣∣T (2)N ∣∣∣+ P1P2 ∣∣∣T (3)N ∣∣∣ ,
Em := Y P1P2P3P4 = Y P
12325
4096 .
Thus to prove the final estimate (5.3), as well as the intermediate claims (5.2), it
is sufficient to prove that EM, EN ≪ Em.
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5.4. Treatment of the central arc. Here we estimate the error terms coming
from the central arcs of T (1), T (2) and T (3). In order to prove that EN ≪ Em it is
enough to show, since Y ≤ P 49924096 by assumption, that EN ≪ Y 2P
7333
16384 .
Proposition 5.5.
T
(1)
N
≪ǫ P ǫY 2P−21 P 82P−63 P 24 = Y 2P
6602
4096 +ǫ,(5.16)
P1T
(2)
N
≪ǫ P ǫY 2P1P−22 P 23P 24 = Y 2P
7242
4096 +ǫ,(5.17)
P1P2T
(3)
N
≪ǫ P ǫY 2P1P2P−13 P4 = Y 2P
6917
4096 +ǫ.(5.18)
Proof. We have
T
(1)
N
≤
(
sup
α∈N(1)
∣∣H1f24 g2∣∣
)∫
N(1)
|f2f3|2 dα.
We also have N(1) ⊆ B(2)1 ∩B(3)0 (see (3.7) and (5.9)) since the inequalities
1
8P
−3
2 < ‖α‖ ≤ P1P−42 ≤ 18P−33
hold for every α ∈ N(1). In particular f3 is well approximated by ν3 on N(1) and
so f3(α)≪ P−33 ‖α‖−1 by (3.6) and (3.4). Therefore∫
N(1)
|f2f3|2 dα≪ P−63
∫
B
(2)
1
|f2|2 ‖α‖−2dα
which is ≪ǫ P ǫP 42P−63 by (4.22). Hence (5.16) follows using the trivial estimates
H1 ≪ P−21 P 42 , g ≪ Y and f4 ≪ P4. (2) We deal with T (2)N similarly:
T
(2)
N
≤
(
sup
α∈N(2)
∣∣H2g2∣∣
) ∫
M(2)(1,0)
|f3f4|2 dα.
We estimate H2 and g trivially as above. To estimate the integral instead, we
observe that M(2)(1, 0) ⊆ B(3)0 ⊔ (B(4)0 \B(3)0 ). On the interval B(3)0 we estimate f4
trivially, while on B
(4)
0 \B(3)0 we proceed as in the previous case, so
(5.19) T
(2)
N
≪ Y 2P−22 P 43
(
P 24
∫
B
(3)
0
|f3|2 dα+ P−64
∫
B
(3)
1
|f3|2 ‖α‖−2dα
)
.
Since onB
(3)
0 the approximation f3 = ν3+O(1) holds, we have |f3|2 = |ν3|2+O(P3)
and so the first integral in (5.19) is estimated as∫
B(3)0
|f3|2 dα≪
∫
R/Z
|ν3|2 dα+ P3 ·
∫
B(3)0
1dα,
which is ≪ P−23 by (4.15). On the other hand the second integral of (5.19) is
≪ P 43 logP3 by and (4.22), so (5.17) follows. Finally (5.18) follows simply from
T
(3)
N
≤
(
sup
α∈N(3)
∣∣H3g2∣∣
) ∫
M(3)(1,0)
|f4|2 dα,
(2)We could have saved P
−1/4
2
by using the more precise estimate (5.14), but this is not much
actually.
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estimating H3 and g trivially and using (4.16) with B = 2P3P
−4
4 to estimate the
integral. 
5.5. Treatment of the major arcs. Here we estimate the error terms coming
from the major arcs in M(j) (which exclude the central one). Since the Weyl sum g
is small away from 0, we are able to estimate it nontrivially on M(j). For example
we have the following proposition, that is obtained, mutatis mutandis, from [3,
Lemma 2].
Proposition 5.6. For all 1 ≤ j ≤ 3 we have, uniformly on q > 1:
(5.20)
∑
a∈(Z/qZ)∗
(
sup
α∈M(j)(q,a)
|g(α, Y )|2
)
≪ qY.
This allows us to save one power of Y in the estimate for EM. We will need also
some estimates for the Weyl sums fj . For this purpose the following result, taken
from the book of Vaughan [17], is very useful.
Lemma 5.7. For every coprime q, a and every ǫ > 0 we have
f(a/q + β,X)≪ q−1/4ν(β,X) + q1/2+ǫ(1 +X4‖β‖)1/2 for all β,(5.21)
f(a/q + β,X)≪ q−1/4ν(β,X) + q1/2+ǫ if ‖β‖ < 1
8qX3
.(5.22)
Proof. The estimates (5.21) and (5.22) follow from [17, Thm 4.1 and Thm 4.2]. 
In our case Lemma 5.7 is used to estimate the fj in absolute value and in mean
square over the major arcs, as in the following two corollaries.
Corollary 5.8. For all 1 ≤ j ≤ 3, all coprime q, a ≤ Pj and all ǫ > 0 we have∫
M(j)(q,a)
|fj+1|2 dα≪ǫ P ǫq−1P 1/2j P−2j+1(5.23)
Proof. By (5.21) and (5.8) we have∫
M(j)(q,a)
|fj+1|2 dα≪ q−1/2
∫
R/Z
|νj+1|2 dα+ qǫPj
∫
M(j)(q,a)
1 dα
and so (5.23) follows by (4.15), (1.1) and q ≤ Pj . 
Corollary 5.9. For all 1 ≤ i, j ≤ 4 with j ≥ i + 2 and all coprime q, a ≤ Pi we
have
(5.24) sup
α∈M(i)(q,a)
|fj(α)| ≪ǫ P ǫq−1/4P 3/4i .
Proof. For α ∈M(i)(q, a) we may estimate |fj(α)| with (5.22) because the inequal-
ity
1
q
PiP
−4
i+1 <
1
8q
P−3j
holds for P large enough. Then (5.24) follows from the trivial estimate ν(β, Pj)≪
Pj and the inequality Pj ≤ P 3/4i . 
We are now ready for the last computations. We recall that in order to have
EM ≪ Em we need to show that EM ≪ Y P
12325
4096 .
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Proposition 5.10.
T
(1)
M
≪ǫ P ǫY P 5/41 P 22 = Y P
11776
4096 +ǫ,(5.25)
P1T
(2)
M
≪ǫ P ǫY P1P 1/42 P 23 = Y P
10328
4096 +ǫ,(5.26)
P1P2T
(3)
M
≪ǫ P ǫY P1P2P−3/43 P 24 = Y P
9790
4096 +ǫ.(5.27)
Proof. From the definitions we have
T
(1)
M
≤
∑
2≤q≤P1
a∈(Z/qZ)∗
sup
α∈M(1)(q,a)
|g|2 ·
(
sup
α∈M(1)(q,a)
∣∣H1f23f24 ∣∣
)∫
M(1)(q,a)
|f2|2 dα.
We apply (5.20) to g, (5.12) to H1 and (5.24) to estimate f3, f4. Together with
(5.23) we get
T
(1)
M
≪ǫ P ǫ
⌊P1⌋∑
q=2
qY · q−1/4P−21 P 42 · q−1/2P 3/21 · q−1/2P 3/21 · q−1P 1/21 P−22
which gives (5.25). Similarly, to estimate T
(2)
M
we apply (5.20) to g, (5.12) to H2,
(5.24) to f4 and (5.23) to f3:
T
(2)
M
≪ǫ P ǫ
⌊P2⌋∑
q=2
qY · q−1/4P−22 P 43 · q−1/2P 3/22 · q−1P 1/22 P−23
that gives (5.26). Finally, again by (5.20), (5.12) and (5.23) we have
T
(3)
M
≪ǫ P ǫ
⌊P3⌋∑
q=2
qY · q−1/4P−23 P 44 · q−1P 1/23 P−24
that gives (5.27). 
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