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Abstract
Semi-infinite programming can be used to model a large variety of
complex optimization problems. The simple description of such prob-
lems comes at a price: semi-infinite problems are often harder to solve
than finite nonlinear problems. In this paper we combine a classical
adaptive discretization method developed by Blankenship and Falk in
[2] and techniques regarding a semi-infinite optimization problem as a
bi-level optimization problem. We develop a new adaptive discretization
method which combines the advantages of both techniques and exhibits
a quadratic rate of convergence. We further show that a limit of the it-
erates is a stationary point, if the iterates are stationary points of the
approximate problems.
Keywords: Semi-infinite programming; Discretization methods; Bi-level op-
timization; Stationary points; Quadratic convergence
1 Introduction
In this paper we consider semi-infinite optimization problems. Therefore, Let
I, J be finite index sets and
f : Rn → R ,
g : Rn × Rm → R|I| ,
v : Rm → R|J|
be twice continuously differentiable functions. We consider throughout this work
the following optimization problem:
SIP : min
x∈Rn
f(x)
s.t. gi(x,y) ≤ 0 for all i ∈ I,y ∈ Y , (1)
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where
Y = {y ∈ Rm | v(y) ≤ 0}
denotes the so-called semi-infinite indexset. The inequalities in (1) are called
semi-infinite constraints. We denote the feasible set of problem SIP by M . An
overview over the theory and numerical methods for semi-infinite optimization
can be found in the overview articles [6, 11] and the books [7, 15].
For every i ∈ I and x ∈ Rn the i-th lower-level problem is denoted by
Qi(x) : max
y∈Rm
gi(x,y)
s.t. vj(y) ≤ 0 for all j ∈ J .
By introducing, for every i ∈ I, the so-called optimal value function ϕi(x) =
maxy∈Y gi(x,y), the feasible set can be described equivalently by
M = {x ∈ Rn | ϕi(x) ≤ 0 for all i ∈ I} .
This bi-level structure is important in the investigation of the structural prop-
erties and the development of algorithms [22]. Using reformulations of convex
lower-level problems, algorithms have been developed. In [23] and [24] the au-
thors used the KKT conditions to replace the lower-level problem. To avoid
complementarity conditions the authors in [3] used the lower-level Wolfe dual-
ity.
In this paper we discuss the solution of semi-infinite problem with the help of
an adaptive discretization methods. To do so we will not solve the original prob-
lem, but a series of finite nonlinear optimization problems which approximate
the semi-infinite problem.
We consider a finite subset Y˙ ⊆ Y . The problem
SIP(Y˙ ) : min
x∈Rn
f(x)
s.t. g(x,y) ≤ 0 for all i ∈ I,y ∈ Y˙ .
is called discretized problem. An overview over classical discretization methods
can be found in [16, 18].
An algorithm which adaptively chooses the discretization points has already
been introduced by Blankenship and Falk in [2]. The algorithm consists in every
iteration k of two steps:
• (Optimization Step) Determine for a current discretization Y k a solution
xk of the discretized problem SIP(Y k).
• (Refinement Step) For every i ∈ I determine the index yi,k which is vio-
lated most, i.e.
gi(x
k,yi,k) = max
y∈Y
gi(x
k,y)
and add these indices to the discretization.
This simple scheme has been revisited multiple times in the literature and mod-
ified versions have been published. Reemtsen used in [16] a fine discretization
and solved the lower-level on this fine discretization. In [26] the authors modified
the algorithm by Blankenship and Falk to obtain feasible points after finitely
2
many steps. Mitsos then used these ideas in [13] to obtain an outer and an inner
approximation for global optimization. In [14] and [4] the ideas are extended
to generalized semi-infinite optimization using a reformulation with disjunctive
constraints. In his PhD-thesis [21] Schwientek used a transformation function
to solve generalized semi-infinite optimization problems more directly with the
Blankenship and Falk algorithm.
Typical convergence results include statements about properties of an accu-
mulation point of the iterates xk. For the original algorithm they can be found
for example in [2] and [17]. In [25] Still investigated the rate of convergence for
a classical discretization methods. He bounded the distance to an optimal solu-
tion of SIP in terms of the mesh-size. To the best of our knowledge there is no
work investigating the rate of convergence of the iterates constructed according
to the Blankenship and Falk algorithm.
In the following we will present and example which shows that in general no
quadratic rate of convergence will hold. The reason lies in the fact, that only
the points in the discretization are considered in the Optimization Step. All
other points in the index-set are not considered. For the ’final’ steps towards a
higher accuracy many iterations are needed. Not only the number of iterations
grows, but also the number of discretization points added. Which increases the
time needed for every iteration. This can make it hard to solve applications to
a high precision.
To overcome this slow convergence, we propose a new adaptive discretization
method having a quadratic rate of convergence. To do this, we consider the Re-
finement Step in which the lower-level problem is solved. Instead of only adding
a global solution to the discretization we also calculate derivatives that describe
the dependence of the solution on the optimization variables. Using this lin-
ear information, we construct an additional constraint that takes into account
the points that have not yet been added to the discretization. While the dis-
cretization points guarantee convergence towards feasibility, the new constraints
guarantee a quadratic rate of convergence.
We explain the new approach in more detail and introduce the algorithm in
Section 2. In the following sections we investigate the new method. In Section 3
we show that if in every iteration a KKT point is calculated, than a limit point
is a stationary point of the semi-infinite problem. We next assume that this
limit point is strongly stable and show in Section 4 that the iterates converge
quadratically. In Section 5 we investigate the quadratic rate of convergence with
a numerical example.
2 A new adaptive discretization method: quADAPT
We begin this chapter with an example which shows that in general no quadratic
rate of convergence can be expected for the adaptive discretization by Blanken-
ship and Falk. As mentioned in the introduction, we want to add more informa-
tion about the lower level problems in the discretized problems. An important
technique will be the well known concept of the so-called Reduction Ansatz (see
for example [7, 8, 9]) We introduce this technique in Subsection 2.1. We then
show how the Reduction Ansatz can be used to also account for all points in
Y which are not yet added the discretization. This considerations lead to Al-
gorithm quADAPT. We end this section by revisiting Example 2.1 and show that
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the new algorithm improves the rate of convergence.
Example 2.1. We consider the following semi-infinite optimization problem:
SIPex : min
x∈Rn
− x1 + 3
2
x2
s.t. − y2 + 2y · x1 − x2 ≤ 0 for all y ∈ [−1, 1] ,
x1, x2 ∈ [−1, 1] .
The solution of the lower level problem is given by by y = x1. This means that
the feasible set is given by M = {x ∈ [−1, 1]2 | x2 ≥ x21}. Using the KKT
conditions the global solution can be calculated and is given by:
x∗ =
(
1
3
,
1
9
)
.
To see that in this example, we do not have a quadratic rate of convergence,
we have to investigate the sequence of iterates constructed according to the
Blankenship and Falk algorithm a bit further. Starting with an empty discretiza-
tion the first iterates and corresponding solution of the lower level problems are
given by
x0 = (1,−1)>, y0 = 1, x1 = (0,−1)>, y1 = 0 .
Using the KKT conditions for the discretized problems, one can see that the
next iterations have the following form, for suitable k1, k2 < k + 1:
xk+11 =
xk11 + x
k2
1
2
, xk+12 = x
k1
1 · xk21 .
It is well known that a bisection has only a linear rate of convergence, if it does
not terminate after finitely many steps. For this example a finite termination is
not possible because of a divisibility argument.
The reason for the linear convergence in this example is due to the strict
separation of lower-level and discretized problem. In every iteration in the
Optimization Step a solution is found which maximizes the violation between
two discretization points. To overcome this strict separation we will use the
Reduction Ansatz.
2.1 The Reduction Ansatz
For a more detailed introduction see for example [7, 8, 9]. For every i ∈ I and
x∗ ∈M we denote the set of active indices by
Y i0 (x
∗) := {y ∈ Y | gi(x∗,y) = 0} .
Every y∗ ∈ Y i0 (x) is a global solution to the lower level problem Qi(x∗). If we
assume that the Linear Independence Constraint Qualification (short: LICQ)
holds, then the global solution is a KKT point (see for example [1]). This means
that for every i ∈ I and y∗ ∈ Y i0 (x∗) there are µ∗ ∈ R|J| satisfying the KKT
conditions, i.e.
D2Li(x∗,y∗,µ∗) = 0 , (2)
µ∗j · vj(y∗) = 0 for all j ∈ J , (3)
µ∗j ≥ 0 for all j ∈ J , (4)
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where, for every i ∈ I the lower-level Lagrange function is denoted by
Li(x∗,y∗,µ∗) = gi(x,y∗)−
∑
j∈J
µ∗j · vj(y∗) .
If in (3) exactly one of the two multipliers is equal to zero, then strict com-
plementary slackness is satisfied. Moreover, assuming that LICQ and strict
complementary slackness are satisfied, we say that the second-order sufficient
condition is satisfied, if the following holds:
d>D22Li(x∗,y∗,µ∗)d > 0 for every d ∈ T (y∗),d 6= 0 ,
where
T (y∗) = {d ∈ Rn |Dvj(y∗)d = 0 for i ∈ i with λi > 0} .
We can recall the following definition.
Definition 2.2. The Reduction Ansatz holds in a point x∗ ∈ M , if for every
i ∈ I and y∗ ∈ Y i0 (x∗), LICQ, strict complementary slackness and the second-
order sufficient condition hold.
It is well known, that under the Reduction Ansatz there are, for every i ∈ I,
only finitely many active indices, i.e.
Y i0 (x
∗) = {yi,l | 1 ≤ l ≤ qi} ,
where ‖·‖ denotes the euclidean norm. We denote the open ball around a vector
x∗ ∈ Rn with radius ε > by
Bε(x
∗) := {x ∈ Rn | ‖x− x∗‖ < ε} .
If the Reduction Ansatz holds, there are δ > 0, ε > 0 and, for every i ∈ I and
l ∈ {1, . . . , qi}, differentiable functions
yi,l : Bδ(x
∗)→ Y , (5)
µi,l : Bδ(x
∗)→ R|J| (6)
such that, for every x ∈ Bδ(x∗), the point yi,l(x) is the unique stationary point
within Bε(y) for the i-th lower-level problem Qi(x) and µi(x) are the unique
Lagrange-multipliers satisfying the KKT conditions. If the describing function
g and v are more then twice continuously differentiable, then the functions yi
and µi are more than once continuously differentiable.
The following local representation is true:
M ∩Bδ(x∗) = {x ∈ Bδ(x∗) | ∀ i ∈ I, 1 ≤ k ≤ qi : gi
(
x,yi,l(x)
) ≤ 0} . (7)
For every i ∈ I and l ∈ {1, . . . qi} the derivative is given by:
Dx˜
[
gi
(
x˜,yi,l(x˜)
)]
x˜=x
= D1gi(x,y
i,l(x)) ,
which is again a differentiable function, which means that the description in
(7) is a local formulation of the problem by finitely many twice continuously
differentiable functions.
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2.2 Approximate problems with linear information
We now show how the Reduction Ansatz can be used to receive linear informa-
tion about the lower-level problems. Using this information we develop a new
adaptive discretization method. In the refinement step in the k-th iteration we
determine, for every i ∈ I, a solution yi,k of the lower-level problem Qi(xk).
In a current iterate we collect all indices for which we can calculate a deriva-
tive of the lower-level solutions. We denote the set of indices by:
I
k
:=
{
i ∈ I
∣∣∣∣∣y
i,k satisfies LICQ, strict complementary slackness and the second-
order sufficient condition for Qi(xk)
}
.
If limk→∞ xk = x∗ and the Reduction Ansatz holds at x∗, we have for suffi-
ciently large k
I
k
= I .
For every i ∈ Ik we have, as in Equations (5) and (6), differentiable functions
describing the locally unique stationary point and the corresponding Lagrange
multipliers satisfying the KKT conditions. Using the implicit function theo-
rem, we can calculate derivatives Dyi(xk) and Dµi(xk). We can develop the
functions linearly:
yi,k(x) :=yi,k +Dyi(xk) · (x− xk) ,
µi,k(x) :=µi,k +Dµi(xk) · (x− xk) .
In contrast to the discretized problem, we now consider a problem where
we add linear information about the lower-level problem. Therefore, we use the
lower-level Lagrange function and let, for i ∈ Ik:
gki (x) := Li
(
x,yi,k(x),µi,k(x)
)
.
One of the important properties of the new constraints is that, for every k ∈ N
and i ∈ I, the following holds analogous to the Reduction Ansatz:
Dgki (x
k) = D1gi(x
k,yi,k) . (8)
To receive the next iterate xk+1, we solve, using a discretization Y k+1, the
following nonlinear optimization problem:
SIP
k
(Y k+1) : min
x∈Rn
f(x)
s.t. gi(x,y) ≤ 0 for all i ∈ I,y ∈ Y k+1 ,
gki (x) ≤ 0 for all i ∈ I
k
.
With the above consideration we obtain the following algorithm:
6
Algorithm 1 Quadratic convergent adaptive discretization method (quADAPT)
1: Input: initial point x0, initial discretization Y 0 ⊆ Y, k = 0.
2: while termination criterion is not met do
3: for i ∈ I do
4: Compute a global solution yi,k and Lagrange multipliers µi,k of Qi(xk).
5: Determine Dyi(xk) and Dµi(xk) if they exist.
6: end for
7: Y k+1 = Y k ∪⋃i∈I{yi,k}.
8: Determine a solution xk+1 of problem SIP
k
(Y k+1).
9: k = k + 1.
10: end while
In the remainder of this paper two central convergence results are shown:
• If every iterate xk is a stationary point of SIPk(Y k+1), then any accumu-
lation point is a stationary point of SIP (Section 3).
• The iterates converge with quadratic rate of convergence (Section 4).
In Section 5 we will present a numerical example and show the improvements
of the quadratic rate of convergence. Before we start to further investigate
the convergence properties of Algorithm quADAPT, we first consider a slightly
modified version of Example 2.1 introduced at the beginning of this section.
This example exhibits a linear rate of convergence, if the Blankenship and Falk
algorithm is used:
Example 2.3. In Example 2.1 replace every x1 by x21. We obtain the following
problem:
SIPex : min − x21 +
3
2
x2
s.t. − y2 + 2y · x21 − x2 ≤ 0 for all y ∈ [−1, 1] ,
x1 ∈ [0, 1], x2 ∈ [−1, 1] .
The solution of the lower-level problem is given by y = x21, which is differentiable.
The first iterates of the modified algorithm can be calculated numerically. They
and their distance to the optimal solution are listed in Table 1. As one can see,
an accuracy of 10−6 is reached in 4 iterations. With the bisection type iterates of
the Blankenship and Falk algorithm, calculated in Example 2.1, approximately
20 iterations are needed to reach the same accuracy. One can clearly see that
the convergence is much faster and the iterates seem to converge quadratically.
Note that the substitution of x1 by x21 does not affect the rate of convergence
for the Blankenship and Falk algorithm. We make this substitution as otherwise
the algorithm with linear information would terminate after a single iteration.
3 Convergence of stationary points
In this section we show that an accumulation point of the iterates is a stationary
point of problem SIP, if the iterates xk are stationary points (KKT points) of
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Table 1: First iterates for Example 2.3 constructed according to Algorithm
quADAPT
Itaration k xk ‖xk − x∗‖
0 (1,−1) 1.1888
1 (0,−1) 1.2522
2 (0.707107, 0) 0.1708
3 (0.573761, 0.108057) 0.0047
4 (0.57735, 0.111111) 2.1979 · 10−07
the approximate problem SIP
k−1
(Y k).
A feasible point, x∗ ∈ M for which the Reduction Ansatz holds, is called
stationary point of SIP, if there is a vector of multipliers λ∗ ≥ 0 such that
0 = Df(x∗) +
∑
i∈I
∑
y∈Y i0 (x∗)
λ∗i,yD1gi(x
∗,y) . (9)
The real numbers λ∗i,y are again called Lagrange multipliers. Note that the
cardinality of Y i0 (x∗) is finite, if the Reduction Ansatz holds.
We will need two constraint qualifications which extend the classical Mangasarian-
Fromovitz Constraint Qualification (short: MFCQ) and LICQ.
• A feasible point, x ∈ M , is said to satisfies the Extended Mangasarian-
Fromovitz Constraint Qualification (short: EMFCQ), if there is a vector
ξ ∈ Rn with
D1gi(x,y)ξ ≤ − 1 for every i ∈ I,y ∈ Y i0 (x) .
• A feasible point, x ∈M , satisfies the Extended Linear Independence Con-
straint Qualification (short: ELICQ) for problem SIP, if the vectors:
D1gi(x,y), i ∈ I,y ∈ Y i0 (x)
are linearly independent.
It is well known that if a point x satisfies ELICQ, it also satisfies EMFCQ.
Moreover, a local minimum x which satisfies EMFCQ is a stationary point (see
for example [11]).
To simplify the exposition of the following statement we make the following
assumption.
Assumption 3.1. Let {xk}k∈N be constructed according to Algorithm quADAPT.
Assume that every xk is a KKT point of the approximate problem SIP
k−1
(Y k)
and there is an x∗ ∈ Rn with
lim
k→∞
xk = x∗ .
Assume that the Reduction Ansatz and holds at x∗. Further assume:
• For every i ∈ I, there is a y ∈ Y with
gi(x
∗,y) = 0 .
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• For every k ∈ N the following holds:
I
k
= I . (10)
This means that all derivatives of the solutions of the lower-level exist.
The assumption that the iterates converge is made to simplify the notation.
For the following proof one can also choose a convergent subsequence. The
last two assumptions are only made to avoid case distinctions in the proofs.
If there is an i ∈ I such that no active index exists, one can simply consider
the problem locally without this semi-infinite constraint. As we assume the
Reduction Ansatz to hold in the limit point x∗, there is a k′ ∈ N such that (10)
holds for all k ≥ k′. If this index is larger than 0 we can start the algorithm
again with the current point and the current discretization as initialization.
We first show that the limit point x∗ is feasible.
Lemma 3.2. Let Assumption 3.1 hold. The limit point x∗ is feasible.
Proof. By construction of the algorithm, for every k′ ≥ k+1 and i ∈ I, we have
gi(x
k′ ,yi,k) ≤ 0 .
As Y is compact, we can, for every i ∈ I, choose a subsequence {yi,kl}l∈N such
that
lim
l→∞
yi,kl = yi,∗ .
For an arbitrary point y ∈ Y and every i ∈ I, the following holds by continuity:
gi(x
∗,y) = lim
l→∞
gi(x
kl ,y)
≤ lim
l→∞
gi(x
kl ,yi,kl)
= gi( lim
l→∞
xkl , lim
l→∞
yi,kl)
= gi( lim
l→∞
xkl+1 , lim
l→∞
yi,kl)
= lim
l→∞
gi(x
kl+1 ,yi,kl) ≤ 0 .
It is noteworthy that exactly the same proof can be used to show the same
property for the original algorithm by Blankenship and Falk. The additional
constraint is not needed. The feasibility of accumulation points is a global
convergence property that is directly inherited.
To show that the limit point x∗ is a stationary point of SIP we need to find
multipliers satisfying Equation (9). The idea is to construct these multipliers
as limits of the multipliers corresponding to the iterates. For every i ∈ I we
denote the set of active discretization points in the k-th iteration by
Y i,k0 := {y ∈ Y k | gi(xk,y) = 0} .
By assumption there exist, for every k ∈ N, Lagrange multipliers λk ≥ 0 and
λ
k ≥ 0 such that:
0 = Df(xk) +
∑
i∈I
∑
y∈Y i,k0
λki,yD1gi(x
k,y) +
∑
i∈I
λ
k
iDg
k−1
i (x
k) , (11)
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where, for every i ∈ I, the multiplier λki is 0 if gk−1i (xk) < 0.
For the construction of the Lagrange-multipliers in (9) we need to match the
active indices and the additional constraints in a current iteration to the active
indices in the limit. We do this with the next two lemmas, first for the active
indices Y i,k0 (x
k), then for the additional constraints gk−1i (x
k). The proofs of
these technical lemmas can be found in Appendix A.1.
Lemma 3.3. Let Assumption 3.1 be satisfied. For every δ > 0 there is a k′ ∈ N
such that, for all k ≥ k′, i ∈ I and y ∈ Y with
gi(x
k,y) = 0 ,
there is a yi,∗ ∈ Y i0 (x∗) such that
‖yi,∗ − y‖ < δ .
By continuity and the lemma above we can, for every ε > 0, choose a k′ ∈ N
such that, for all k ≥ k′, i ∈ I and y ∈ Y k with
gi(x
k,y) = 0 ,
there is a yi,∗ ∈ Y i0 (x∗) such that
‖D1gi(x∗,yi,∗)−D1gi(xk,y)‖ < ε . (12)
Similarly we can also achieve a bound for the additional constraints:
Lemma 3.4. Let Assumption 3.1 be satisfied. For i ∈ I consider a converging
subsequence {yi,kl}l∈N with
yi,∗ := lim
l→∞
yi,kl .
Then yi,∗ ∈ Y i0 (x∗). Moreover, for every ε > 0, there is an l′ ∈ N such that,
for every l > l′ and i ∈ I, the following holds:
‖D1gi(x∗,yi,∗)−Dgkl−1i (xkl)‖ < ε .
We can now construct multipliers which converge towards the Lagrange mul-
tipliers of x∗. Therefore, choose a δ > 0 such that, for every i ∈ I, the balls
Bδ(y),y ∈ Y i0 (x∗), are disjoint. As xk is a stationary point, there are Lagrange-
multipliers λk ≥ 0 and λk ≥ 0 as in (11).
For every k ∈ N, i ∈ I and y ∈ Y i0 (x∗), let
λˆki,y =
∑
y˙∈Y i,k0 (xk),
‖y˙−y‖<δ
λki,y˙ +
{
λ
k
i if ‖yi,k−1 − y‖ < δ ,
0 otherwise .
(13)
We bound the constructed Lagrange multipliers in the following Lemma. A
proof can be found in Appendix A.1.
Lemma 3.5. Let Assumption 3.1 be satisfied. Assume that, for every k ∈ N,
the current iterate xk is a stationary point of SIP
k−1
(Y k) and that EMFCQ is
satisfied at x∗. There is a constant K > 0 such that, for sufficiently large k, the
following holds: ∑
i∈I
∑
y∈Y i0 (x∗)
λˆki,y ≤ K .
10
We are ready to prove that the limit point is again a stationary point.
Theorem 3.6. Let Assumption 3.1 be satisfied. Assume that, for every k ∈
N, the current iterate xk is a KKT point of SIPk−1(Y k) and that EMFCQ is
satisfied at x∗. Then x∗ is a stationary point of SIP.
Proof. Choose an arbitrary ε > 0 and a δ > 0 such that, for every i ∈ I, the balls
Bδ(y),y ∈ Y i0 (x∗), are disjoint. As we know by Lemma 3.2 that the limit point
x∗ is feasible, it remains to show that we have multipliers satisfying Equation
(9).
By Lemma 3.3 we can choose a k1 ∈ N such that, for every k ≥ k1, i ∈ I and
y ∈ Y i,k0 , there is a yi,∗ ∈ Y i0 (x∗) with
‖y − yi,∗‖ < δ ,
‖D1gi(xk,y)−D1gi(x∗,yi,∗)‖ < ε
2K
,
where K is chosen as in Lemma 3.5. By Lemma 3.4 we can choose k2 ∈ N such
that, for every k ≥ k2 and i ∈ I, there is a yi,∗ ∈ Y i0 (x∗) with:
‖yi,k−1 − yi,∗‖ < δ ,
‖gk−1i (xk)−D1gi(x∗,yi,∗)‖ <
ε
2K
. (14)
Moreover, by the convergence of {xk}k∈N and the continuous differentiability of
the objective, there is a k3 ∈ N such that, for k ≥ k3, the following holds:
‖Df(x∗)−Df(xk)‖ < ε
2
.
Let k′ := max{k1, k2, k3}. Combining, for k ≥ k′, the three inequalities with
the stationary condition for xk (see Equation (11)), the following holds:∥∥Df(x∗) +∑
i∈I
∑
y∈Y i0 (x∗)
λˆki,yDgi(x
∗,y)
∥∥
≤ ‖Df(x∗)−Df(xk)‖
+
∑
i∈I
∑
y∈Y i0 (x∗)
∑
y˙∈Y i,k0
‖y˙−y‖<δ
λki,y˙
∥∥D1gi(x∗,y)−D1gi(xk, y˙)∥∥
+
∑
i∈I
λ
k
i
∥∥D1gi(x∗,yi,∗)−Dgk−1i (xk)∥∥
<
ε
2
+
ε
2K
·
∑
i∈I
∑
y∈Y i0 (x∗)
λˆki,y

≤ ε , (15)
where, for every i ∈ I and k ≥ k, the active index yi,∗ is chosen according to
(14). As, for every i ∈ I and y ∈ Y i0 (x∗), the multiplier λˆki,y are bounded by
Lemma 3.5, we can choose a subsequence {xkl}l∈N such that, for every i ∈ I
and y ∈ Y i0 (x∗):
λ∗i,y := lim
l→∞
λˆkli,y
11
exists. From the inequality in Equation (15) it follows:
Df(x∗) +
∑
i∈I
∑
y∈Y i0 (x∗)
λ∗i,yD1gi(x
∗,y) = 0 .
4 Quadratic rate of convergence
After we have shown that a limit point is a stationary point, we proof now that
the iterates converge with a quadratic rate towards this limit point. One of
the ideas of the proof is to interpret the current iterate as a stationary point
of a permuted semi-infinite optimization problem. A possibility to bound the
distance of stationary point of a permuted problem to a stationary point of the
original problem is the so-called strong stability. This concept was originally
introduced by Kojima in [10] and Robinson in [19] and extended to the case
of semi-infinite problems by Rückmann in [20]. In the first subsection we sum-
marize the concept and formulate two corollaries which we need to proof the
quadratic rate of convergence. In Subsection 4.2 we then use the strong stability
and present a proof for the quadratic rate of convergence.
4.1 Strong stability of stationary points
For a bounded open set, U ⊆ Rn, and twice continuously differentiable functions,
f˜ : Rn → R and g˜ : Rn × Rm → R|I|, we measure the maximal deviation of
these functions by
norm(f˜ , g˜, U) = max

sup
x∈U
max
{|f˜(x)|, ‖Df˜(x)‖, ‖D2f˜(x)‖},
max
i∈I
sup
x∈U
max
y∈Y
max
{|g˜i(x,y)|, ‖Dg˜i(x,y)‖, ‖D2g˜i(x,y)‖}
 .
For δ > 0 let
Fδ(U) :=
(f˜ , g˜)
∣∣∣∣∣∣∣
f˜ : Rn → R twice continuosly differentiable,
g˜ : Rn × Rm → R|I| twice continuously differentiable,
norm(f˜ , g˜, U) < δ
 .
We can define strong stability in the semi-infinite case.
Definition 4.1. (Strong stability for SIP [20]) A stationary point x∗ of SIP
is called strongly stable, if there is a ε∗ > 0 with the property that for every
ε ∈ (0, ε∗] there is a δ > 0 such that, for every (f˜ , g˜) ∈ Fδ(Bε∗(x∗)), the problem
SIP(f˜ , g˜) : min
x∈Rn
f(x) + f˜(x)
s.t. gi(x,y) + g˜i(x,y) ≤ 0 for all i ∈ I,y ∈ Y
has a within Bε∗(x∗) unique stationary point x(f˜ , g˜) and
‖x∗ − x(f˜ , g˜)‖ < ε .
We denote by M(f˜ , g˜) the feasible set of problem SIP(f˜ , g˜).
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We will need two properties which follow from the equivalent characteriza-
tions given by Rückmann in [20]. We will present their proofs in Appendix A.2.
The first statement covers the case if ELICQ is satisfied.
Corollary 4.2. Let x∗ be a strongly stable stationary point of SIP with Lagrange
multipliers λ. Assume ELICQ is satisfied at x∗ and the Reduction Ansatz
holds. Then there are δ > 0, ε > 0 and an L > 0 such that, for every (f˜ , g˜) ∈
Fδ(Bε(x)), the permuted problem, SIP(f˜ , g˜), has a stationary point, x(f˜ , g˜),
with
‖x∗ − x(f˜ , g˜)‖ ≤ L · norm(f˜ , g˜, Bε(x∗)) ,
which is unique within Bε(x∗).
The second statement covers the case if ELICQ is not satisfied but EMFCQ
is satisfied
Corollary 4.3. Let x∗ be a stationary point of SIP. Suppose that the Reduction
Ansatz and EMFCQ are satisfied at x∗ and ELICQ is not satisfied. Then x∗
is a strict local minimum of order two, i.e. there is a ε > 0 and a L > 0 such
that, for every x ∈ Bε(x∗), the following holds:
f(x)− f(x∗) ≥ L‖x− x∗‖2
4.2 General regularity assumption and proof of quadratic
rate of convergence
We have already shown in Section 3 that the limit of stationary points is again
a stationary point. We therefore assume this in the following and show that
the iterates converge with a quadratic rate. The main statement of this section
is the Quadratic Convergence Theorem. We begin by strengthening our previ-
ous assumptions. To prove the quadratic rate of convergence, we assume the
following:
General Regularity Assumptions. Let the describing functions g and v be
three times continuously differentiable and the objective f be twice continuously
differentiable. Let {xk}k∈N be constructed according to Algorithm quADAPT.
Assume that, for every k ∈ N, the point xk is a stationary-point of SIPk−1(Y k).
Assume there is a strongly stable stationary point x∗ ∈M with
lim
k→∞
xk = x∗ .
Moreover assume that x∗ has the following properties:
• The constraint qualification EMFCQ is satisfied.
• The Reduction Ansatz holds at x∗.
• For every i ∈ I, the global solution yi,∗ of the lower-level problem Qi(x∗)
is unique and
gi(x
∗,yi,∗) = 0 . (16)
We finally assume that I
k
= I, for every k ∈ N.
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The last assumption and Equation (16) are, similar to Assumption 3.1, only
added to avoid case distinctions in the proof. While all remaining assumptions
are basic regularity assumptions, the assumption of a unique solution of the
lower-level problem is more restrictive. If there are, for one semi-infinite con-
straint, multiple active indices no quadratic rate can be expected for Algorithm
quADAPT. In this case one has to modify the algorithm and determine in step
4 all local solutions instead of a single global solution. Then again a quadratic
rate of convergence can be expected.
In this section we proof the following statement showing a quadratic rate of
convergence:
Quadratic Convergence Theorem. Let the General Regularity Assumptions
be satisfied. There is a constant L such that, for sufficiently large k, the following
holds:
‖xk+1 − x∗‖ ≤ L · ‖xk − x∗‖2 .
Proof. As xk is a stationary point, we know that there are multipliers λk ≥ 0
and λ
k ≥ 0 such that
0 = Df(xk) +
∑
i∈I
∑
y∈Y i,k0
λki,yD1gi(x
k,y) +
∑
i∈I
λ
k
iDg
k−1
i (x
k) . (17)
The main idea of the proof is to replace, for i ∈ I, every derivative of the
constraints by D1gi(xk,yi,k). Equation (17) will not hold with an equality
anymore, but let for k ∈ N and i ∈ I:
βk := Df(xk) +
∑
i∈I
λˆkiD1gi(x
k,yi,k) , (18)
αki :=
{
max{0, gi(xk,yi,k)} if λˆki = 0 ,
gi(x
k,yi,k) otherwise ,
(19)
where we let for i ∈ I, as in Equation (13) in the previous section:
λˆki := λ
k
i +
∑
y∈Y i,k0
λki,y .
With this definition the current iterate xk is a stationary point of the following
permuted semi-infinite problem:
SIPkmod : min
x∈Rn
f(x)− βk+1 · x
s.t. gi(x,y)− αk+1i ≤ 0 for all i ∈ I,y ∈ Y .
The permutation can be controlled by the parameters αk and βk. In the next
two lemmas we give bounds which will be needed to bound these parameters.
Their proof can be found in Appendix A.3.
Lemma 4.4. Let the General Regularity Assumptions be satisfied.
i) There is a K1 ∈ R such that, for sufficiently large k and i ∈ I, the following
holds:
|gi(xk,yi,k)− gk−1i (xk)| ≤ K1 · ‖xk − xk−1‖4 .
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ii) There is a K2 ∈ R such that, for sufficiently large k and i ∈ I, the following
holds:
‖D1gi(xk,yi,k)−Dgk−1i (xk)‖ ≤ K2‖xk − xk−1‖2 .
If the only active constraints in the stationary conditions (17) are the addi-
tional constraints gk−1i (x
k), then the inequalities derived in the above lemma
would already suffice to bound the parameter βk. But the points in Y k are
needed to guarantee convergence to a feasible point and we cannot exclude the
possibility that some of the constraints
gi(x
k,y) ≤ 0 for all i ∈ I,y ∈ Y k
are active. The following lemma investigates these constraints
Lemma 4.5. Let the General Regularity Assumptions be satisfied. There is a
K3 such that, for sufficiently large k, i ∈ I and a y ∈ Y with gi(xk,y) = 0, the
following holds:
‖yi,k − y‖ ≤ K3‖xk − xk−1‖2 ,
As a direct consequence of this lemma, there is a constant K4 such that, for
sufficiently large k and y ∈ Y i,k0 , the following holds:
‖D1gi(xk,yi,k)−D1gi(xk,y)‖ ≤ K4‖xk − xk−1‖2 . (20)
Continuation of proof of Quadratic Convergence Theorem. We can now bound
the parameters αk and βk. By Equations (17), (18) and the definition of λˆki
the following holds:
‖βk‖ = ‖Df(xk) +
∑
i∈I
λˆkiD1gi(x
k,yi,k)‖
= ‖
∑
i∈I
λ
k
i
(
D1gi(x
k,yi,k)−Dgk−1i (xk)
)
+
∑
i∈I
∑
y∈Y i,k0
λi,ky
(
D1gi(x
k,yi,k)−D1gi(xk,y)
)‖ .
By Lemma 4.4 and the inequality given in Equation (20), the following holds :
‖βk‖ ≤
∑
i∈I
λ
k
i +
∑
i∈I
∑
y∈Y i,k0
λi,ky
max{K2, k4}‖xk − xk−1‖2 .
By Lemma 3.5 the Lagrange multipliers are bounded and there is a K5 > 0 such
that
‖βk‖ ≤ K5‖xk − xk−1‖2 . (21)
To bound the absolute value of αki , for i ∈ I, we have to make a case distinction.
First case: assume that gi(xk,yi,k) ≥ 0. As gki (xk+1) ≤ 0, we have by
Lemma 4.4:
|αki | ≤ K2‖xk − xk−1‖4 . (22)
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Second case: assume that gi(xk,yi,k) < 0. If λˆki = 0, then it holds αki = 0,
by definition (see Equation (19)). If λˆki > 0, then we must have λ
k
i > 0, as no
y ∈ Y k can be active. We have by the complementarity conditions:
gk−1i (x
k) = 0 .
Again, Lemma 4.4 shows the same inequality as in Equation (22).
To use the two corollaries about strong stability, we need to make a case
distinction
First Case: ELICQ is satisfied at x∗. By the strong stability of x∗, we
know using Corollary 4.2 that there is a constant L′ such that, for sufficiently
large k:
‖xk+1 − x∗‖ ≤ L′ · (‖αk+1‖+ ‖βk+1‖) . (23)
Using the inequality given in Equation (23) in combination with the inequal-
ities given in Equations (21) and (22), we receive further, for sufficiently large
k:
‖xk+1 − x∗‖ ≤L′(K5 +K2)‖xk+1 − xk‖2
≤L′(K5 +K2)
(
‖xk+1 − x∗‖2 + 2‖xk+1 − x∗‖ · ‖xk − x∗‖+ ‖xk − x∗‖2
)
≤1
2
‖xk+1 − x∗‖+ L′(K5 +K2)‖xk − x∗‖2 , (24)
where the last inequality holds for sufficiently large k, as the first two terms
converge faster to 0 than ‖xk+1−x∗‖. The claim is shown for L = 2L′(L1+K2).
Second case: ELICQ does not hold at x∗. We first introduce some
neighbourhoods of x∗.
(1) As ELICQ does not hold at x∗, but EMFCQ does, we know from Corol-
lary 4.3 that the limit point x∗ is a local minimum and there is an ε1 > 0 and
an L1 > 0 such that, for all x ∈M ∩Bε1(x∗), the following holds:
f(x)− f(x∗) ≥ L1 · ‖x− x∗‖2 . (25)
(2) We denote the feasible set of problem SIPkmod by Mk. By the strong
stability there is an ε2 > 0 such that, for sufficiently large k, there is an unique
stationary point of SIPkmod within
Mk ∩Bε2(x∗) .
(3) As EMFCQ holds at x∗ for SIP, there is an ξ such that, for every i ∈ I,
we have:
D1gi(x
∗,yi,∗)ξ ≤ −1 .
We can choose an ε3 > 0 and a δ > 0 such that, for all x ∈ Bε3(x∗), i ∈ I and
y ∈ Bδ(yi,∗), the following holds:
D1gi(x,y)ξ ≤ −1
2
. (26)
(4) For every i ∈ I, the set Y i,δ := Y \Bδ(yi,∗) is compact. The maximum
maxy∈Y i,δ gi(x) is attained for every i ∈ I. By continuity we can choose an ε4
such that, for every x ∈ Bε4(x∗), i ∈ I and y ∈ Y i,δ, the following holds:
gi(x,y) ≤ 0 . (27)
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Let ε := min{ε1, ε2, ε3, ε4}. Denote by xˆk ∈Mk ∩Bε/2(x∗) a point with:
f(xˆk) = min
x∈Mk∩Bε/2(x∗)
f(x) ,
where Bε/2(x∗) denotes the closure of Bε/2(x∗). We will see in the following
that xk = xˆk. We first move the constructed point towards feasibility. As
maxi∈I αki converges to 0, we have, for sufficiently large k:
2‖ξ‖max
i∈I
αki < ε/2 . (28)
By (27) and using a first-order Taylor expansion together with (26), the point:
x¯k := xˆk + 2ξmax
i∈I
αki
is, for sufficiently large k, feasible for SIP. By continuity and the inequality given
in (22) there is an L2 > 0 such that, for sufficiently large k:
f(x¯k)− f(xˆk) ≤ L2‖xk − xk−1‖4 .
As by construction f(xˆk) ≤ f(x∗) we obtain using (25), for sufficiently large k:
‖xˆk − x∗‖ ≤
√
L2
L1
‖xk − xk−1‖2 . (29)
This means that, for sufficiently large k, the point xˆk is contained in Bε/2(x∗)
and is a local minimum of SIPkmod. From (26), it follows that EMFCQ holds for
SIPkmod. This means that xˆ
k is a stationary point. By uniqueness we have:
xˆk = xk .
Using Equation (29), the quadratic convergence now follows completely analo-
gous to (24).
5 Numerical example
In the previous two sections we have shown that the limit point is a stationary
point of the semi-infinite problem and that the iterates converge with a quadratic
rate. We now present an easy numerical example which shows that the number
of iterations can be reduced with the new Algorithm. We therefore compare
the algorithm by Blankenship and Falk and the new Algorithm quADAPT. A
detailed numerical comparison using many examples would exceed the scope
of this paper. The main focus of this work are the theoretical convergence
properties shown in the two previous sections. The following example should
only give an impression on how the new algorithm can speed up the convergence.
All implementations were done in MATLAB R© [12]. All finite nonlinear prob-
lems were solved using the SQP method provided by the MATLAB R© function
fmincon (part of MATLAB R© Optimization ToolboxTM). The standard settings
were used. All derivatives were calculated analytically and provided to fmincon
as well as to the calculation of the linearization.
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As a numerical example we consider the embedding of an ellipse into a
triangle. We use the following description of an ellipse:
D(x) :=
{
y ∈ R2 | (y − c(x))> (A(x)A(x)>)−1 (y − c(x)) ≤ 1} ,
where
c(x) =
(
x1
x2
)
and A(x) =
(
x3 x5
0 x4
)
.
As a container we consider the following triangle
C :=
y ∈ R2
∣∣∣∣∣∣∣∣
g1(y) := −y1 − 1 ≤ 0,
g2(y) := −y2 − 1 ≤ 0,
g3(y) :=
1
4
y1 + y2 − 3
4
≤ 0
 .
The design-centering problem consists of the maximization of of the volume
vol(D(x)) under the condition:
D(x) ⊆ C
More details about design-centering problems can for example be found in [22]
and [5]. In this easy case the problem can be solved analytically and its solution
is given by:
x∗ =
(
5
3
,−1
3
,
4
√
3
3
,
2
3
,−4
3
)>
.
The optimal solution is shown in Figure 1.
Figure 1: Largest ellipse in triangle C [light gray - ellipse D(x∗), dark gray -
triangle C].
By letting Y := {y ∈ Rm | y21+y21 ≤ 1} and using t(x,y) = A(x)y+c(x) as a
parametrization of the ellipse, the design-centering problem can be equivalently
described by:
SIPDC : max
x∈Rn
pi · x3 · x4
s.t. gi(t(x,y)) ≤ 0 for all i ∈ {1, 2, 3},y ∈ Y .
As initial point we used x1 = (0, 0, 1, 1, 0)>. We terminated both algorithms
the first time the distance to the optimal solution did fall below 10−4.
The benefit of having access to the analytic solution is, that we can calculate
the distance of the current iterates to a limit point. This distance for the first
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iterates is stated in Table 2. The distance of iterates to the analytic solution are
given in table 2. While the distance is similar for the first iteration in further
iterations the new algorithm quADAPT clearly outperforms the Blankenship and
Falk algorithm (AB&F ) for the iterations 2 and 3. In Iteration 3 the termination
criterion is reached for Algorithm A1 which took 0.74 seconds. The algorithm
of Blankenship and Falk terminates after 14 iteration which took 2.06 seconds.
Table 2: Distances of the iterates to the optimal solution, ‖xk − x∗‖, for the
new algorithm with linear information (Algorithm quADAPT) and the original
Blankenship and Falk algorithm (AB&F ).
Iteration AB&F quADAPT
0 2.5480 2.5480
1 3.4975 2.156
2 0.3374 3.9415 · 10−2
3 0.7586 1.0989 · 10−5
4 0.2543 -
5 6.5553 · 10−2 -
6 2.3665 · 10−2 -
...
...
...
14 4.9865 · 10−5 -
6 Conclusion
We started this paper with an example which shows that the classical discretiza-
tion by Blankenship and Falk does in general not converge with a quadratic
rate of convergence. This observation motivated a new adaptive discretiza-
tion method. Using a linearization, we injected an additional constraint which
accounts for the points not yet added to the discretization. We solve a new
approximate problem on every iteration, having the constraints induced by the
discretization points together with the injected constraint.
We showed two main convergence results. In Section 3 we showed that
iterates that are stationary points of the approximate problems, converge to a
stationary point of the semi-infinite problem. Using strong stability of the limit
point, we proved a quadratic rate of convergence under mild assumptions. In
a numerical example we confirmed the quadratic rate and strongly reduced the
number of iterations.
The smaller number of iterations also reduces the number of discretization
points. As a result, the approximate problems have fewer constraints and are
likely to be solved more quickly. Therefore, we are confident that the new
algorithm will be faster than the classical adaptive discretization by Blankenship
and Falk also in larger examples.
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A Proofs of auxiliary statements
A.1 Lemmas for convergence of stationary points
Proof of Lemma 3.3. Fix throughout the proof an i ∈ I. The set
Y i,δ := Y \
⋃
y∈Y i0 (x∗)
Bδ(y)
is a compact set. Thus the maximum:
max
{
gi(x
∗,y) | y ∈ Y i,δ}
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is attained and is strictly less than 0. Therefore, by continuity there is a k′ such
that, for k ≥ k′ and y ∈ Y i,δ:
gi(x
k,y) < 0 ,
which induces the claim.
Proof of Lemma 3.4. For i ∈ I, consider an arbitrary converging subsequnce
{yi,kl}l∈N. For yi,∗ and y ∈ Y the following holds:
gi(x
∗,yi,∗) = lim
l→∞
gi(x
kl ,yi,kl)
≥ lim
l→∞
gi(x
kl ,y)
= gi(x
∗,y) .
Which means yi,∗ is a global solution of Qi(x∗). As we have assumed to have
at least one active index, we must have yi,∗ ∈ Y i0 (x∗).
We have seen in Equation (8) that, for every i ∈ I and k ∈ N, the following
holds:
Dgki (x
k) = D1g(x
k,yi,k) . (30)
For every ε > 0 we can choose by continuity an l′ ∈ N such that, for every
l > l′ and i ∈ I, we have:
‖D1gi(x∗,yi,∗)−D1gi(xkl−1,yi,kl−1)‖ < ε
2
,
‖Dgkl−1i (xkl−1)−Dgkl−1i (xkl)‖ <
ε
2
.
Combining these inequalities with Equation (30) shows:
‖D1gi(x∗,yi,∗)−Dgkl−1i (xkl)‖
≤ ‖D1gi(x∗,yi,∗)−D1gi(xkl−1,yi,kl−1)‖
+ ‖Dgkl−1i (xkl−1)−Dgkl−1i (xkl)‖
< ε .
Proof of Lemma 3.5. As EMFCQ holds, there is a ξ ∈ Rn such that, for every
i ∈ I,y ∈ Y i0 (x∗):
D1gi(x
∗,y)ξ ≤ −1 .
By Continuity and Lemma 3.4 we can choose a k′ ∈ N such that, for every
k ≥ k′, i ∈ I and y ∈ Y i,k0 , the following is true:
D1gi(x
k,y)ξ ≤ − 0.5 ,
Dgk−1i (x
k)ξ ≤ − 0.5 .
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Multiplying the stationarity condition given in (11) with vector ξ shows, for
k ≥ k′:
0 =
Df(xk) +∑
i∈I
∑
y∈Y i,k0
λki,yD1gi(x
k,y) +
∑
i∈I
λ
k
iDg
k−1
i (x
k)
 · ξ
≤ Df(xk)ξ − 0.5
∑
i∈I
∑
y∈Y i,k0
λki,y − 0.5
∑
i∈I
λ
k
i
= Df(xk)ξ − 0.5
∑
i∈I
∑
y∈Y i0 (x∗)
λˆki,y .
The boundedness now follows directly from the boundedness of Df(xk).
A.2 Corollaries of strong stability
In [20] for both cases (ELICQ holds and ELICQ does not hold, but EMFCQ
does) an equivalent characterization is shown (Theorem 2 and Theorem 3 in
[20]). The corollaries are easy consequences of these equivalent characterizations
and their proofs.
Proof of Corollary 4.2. This is a direct consequence of the proof of Theorem 2
in [20] which gives an equivalent characterization. In this proof the author first
shows that the equivalent characterization induces the Lipschitz invertibility of
a Function which characterizes stationary points. It is further shown that this
invertibility induces a Lipschitz constant with the properties given in Corollary
4.2.
Proof of Corollary 4.3. For x ∈ Rn and λ ≥ 0 let
L(x,λ) = f(x) +
∑
i∈I
qi∑
l=1
λi,l · gi
(
x,yi,l(x)
)
,
where yi,l(x), 1 ≤ l ≤ qi are chosen as for the Reduction Ansatz in Section 2.1.
In [20] the following equivalent characterization is shown: for every choice of
Lagrange multipliers λ ≥ 0 with
D1L(x
∗,λ) = 0 ,
the following holds:
d>D21L(x,λ)d > 0 for all d ∈ R(x∗),d 6= 0 ,
where
R(x∗) :=
{
d ∈ Rn | D1gi
(
x∗,yi,l
)
d = 0 for i ∈ I, 1 ≤ l ≤ qi with λi,l > 0
}
.
This condition is stronger than the second-order sufficient condition given in
[11] (Theorem 5), which induces the claim.
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A.3 Bounds for quadratic rate of convergence
Proof of Lemma 4.4. Consider throughout the proof a fixed index i ∈ I. By the
Reduction Ansatz and the uniqueness of the active index yi,∗, there is a ε > 0
and continuous differentiable functions
yi : Bε(x
∗)→ Rn ,
µi : Bε(x
∗)→ Rn
such that for every x ∈ Bε(x∗) the point yi(x) is the unique global solution
of the lower level problem and µi(x) are the unique corresponding Lagrange
multipliers satisfying the KKT conditions. By the regularity assumptions these
functions are twice continuously differentiable. For sufficiently large k, we thus
have yi,k = yi(xk). By a Taylor expansion of yi(xk) around xk−1, there is an
xˆ = t · xk + (1− t) · xk−1, for an appropriate t ∈ [0, 1], such that
‖yi,k − yi,k−1(xk)‖ = ‖yi(xk)− yi(xk−1)−Dyi(xk−1)(xk − xk−1)‖
=
1
2
‖(xk − xk−1)> ·D2yi(xˆ) · (xk − xk−1)‖ .
Completely analogous the same holds for the Lagrange multipliers µi. By the
continuity of the second derivative there are L1 ≥ 0 such that
‖yi,k − yi,k−1(xk)‖ ≤ L1‖xk − xk−1‖2 , (31)
‖µi,k − µi,k−1(xk)‖ ≤ L1‖xk − xk−1‖2 . (32)
We can now show both assertions:
i) Note that, for every k ∈ N, we have
gi(x
k,yi,k) = Li(xk,yi,k,µi,k) ,
by the complementarity conditions. By definition the following is also
true:
gk−1i (x
k) = Li
(
xk,yi,k−1(xk),µi,k−1(xk)
)
.
By the KKT conditions for the lower-level problem and strict complemen-
tary slackness, we have, for sufficiently large k:
D2Li(xk,yi,k,µi,k) · (yi,k−1(xk)− yi,k) = 0 ,
D3Li(xk,yi,k,µi,k) · (µi,k−1(xk)− µi,k) = 0 .
This means that, for sufficiently large k, by a Taylor expansion in (yi,k,µi,k),
there are
yˆ = t · yi,k−1(xk) + (1− t)yi,k ,
µˆ = t · µi,k−1(xk) + (1− t)µi,k ,
for an appropriate t ∈ [0, 1], such that:
‖gi(xk,yi,k)− gk−1i (xk)‖
= ‖Li(xk,yi,k,µi,k)− Li(xk,yi,k−1(xk),µi,k−1(xk))‖
=
1
2
‖
(
yi,k−1(xk)− yi,k
µi,k−1(xk)− µi,k
)>
·D22,3Li(xk, yˆ, µˆ) ·
(
yi,k−1(xk)− yi,k
µi,k−1(xk)− µi,k
)
‖
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By continuity there is a K ∈ R which bounds the second derivative and
we have together with Equations (31) and (32), for sufficiently large k:
‖gi(xk,yi,k)− gk−1i (xk)‖
≤ 1
2
K · (‖yi,k−1(xk)− yi,k‖2 + ‖µi,k−1(xk)− µi,k‖2)
≤ K · L1 · ‖xk+1 − xk‖4 .
ii) We first bound each term of the derivative and then combine these terms.
Analogous to part i) we have, for sufficiently large k:
D2Li(xk,yi,k,µi,k)Dyi(xk−1) = 0 ,
D3Li(xk,yi,k,µi,k)Dµi(xk−1) = 0 .
As all involved functions are at least twice continuously differentiable,
there is an L2 with
‖D2,3Li(xk,yi,k−1(xk),µi,k−1(xk)) ·
(
Dyi(xk−1)
Dµi(xk−1)
)
‖
≤ L2(‖yi,k−1(xk)− yi,k‖+ ‖µi,k−1(xk)− µi,k‖)
≤ L2 · 2 · L1 · ‖xk − xk−1‖2 ,
where we used Equations (31) and (32) in the last inequality. Analogously
there is also an L3 > 0 such that, for sufficiently large k:
‖D1gi(xk,yi,k)−D1Li(xk,yi,k−1(xk),µi,k−1(xk))‖
=‖D1gi(xk,yi,k)−D1gi(xk,yi,k−1(xk))‖
≤L3 · L1‖xk − xk−1‖2
We can now bound the derivative with the help of the chain-rule and the
above inequalities, for sufficiently large k:
‖D1gi(xk,yi,k)−Dgk−1i (xk)‖
=‖D1gi(xk,yi,k)−D1Li(xk,yi,k−1(xk),µi,k−1(xk))
−D2,3Li(xk,yi,k−1(xk),µi,k−1(xk)) ·
(
Dyi(xk−1)
Dµi(xk−1)
)
‖
≤L2 · 2 · L1‖xk − xk−1‖2 + L3 · L1‖xk − xk−1‖2 .
Letting K2 = (2L2 + L3)L1 the claim follows.
Proof of Lemma 4.5. Again fix throughout the proof an i ∈ I. As we assumed
the Reduction Ansatz to hold in x∗, the global solution yi,∗ is strongly stable
as defined in [10]. By exactly this property there is an ε > 0, an L′ > 0 and
a k′ ∈ N such that, for every 0 ≤ L ≤ L′ and k ≥ k′, there exists a unique
stationary point of
max
y∈Y
gi(x
k,y) + L‖yi,k − y‖2 (33)
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in Bε(yi,∗). For every k ∈ N, the KKT conditions are not affected at the
point yi,k by the added term L‖yi,k − y‖2. This means that this point is still
a stationary point. We need to show that it is still a local maximum. By
compactness the maximum
max
y∈Y
‖y−yi,∗‖=ε
gi(x
∗,y)− gi(x∗,yi,∗)
is attained and is strictly less than 0. We can therefore choose a k′′ and a L′′ > 0
such that, for every k ≥ k′′, 0 ≤ L ≤ L′′ and y ∈ Y with ‖y − yi,∗‖ = ε, the
following holds:
gi(x
k,y) + L‖yi,k − y‖2 < gi(xk,yi,k) .
As, for sufficiently large k, the iterate of the lower-level yi,k lies within Bε(yi,∗),
there must be a local minimum within Bε(yi,∗) ∩ Y for the problem given in
Equation (33). As LICQ holds and by uniqueness of the stationary point, this
point must be, for sufficiently large k, the stationary point yi,k.
For every y ∈ Y ∩Bε(yi,∗) we then have for K := min{L′, L′′}:
gi(x
k,y) +K‖yi,k − y‖2 ≤ gi(xk,yi,k) (34)
If now gi(xk,yi,k) < 0, there cannot be any active y ∈ Y , because yi,k is
the global maximum. For the remainder of the proof we therefore assume
gi(x
k,yi,k) ≥ 0. As xk is feasible for SIPk−1(Y k), we know by Lemma 4.4,
for sufficiently large k:
gi(x
k,yi,k) ≤ K1‖xk − xk−1‖4 .
Combining this inequality with Equation (34) shows, for y ∈ Y with gi(xk,y) =
0 and sufficiently large k:
K1‖xk − xk−1‖4 ≥ gi(xk,yi,k)− gi(xk,y) ≥ K‖yi,k − y‖2 ,
which proves the claim for all y ∈ Y with ‖y − yi,∗‖ < ε.
Note that the set Y iε := {y ∈ Y | ‖y − yi,∗‖ ≥ ε} is compact. Thus the
maximum maxy∈Y iε g(x
∗,y) is attained and is strictly less then 0. By continuity
we have, for sufficiently large k and for all y ∈ Y iε :
gi(x
k,y) < 0 .
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