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CHAPTER 1 OVERVIEW
1.1

Nonlinear phenomena

Many things in nature cannot be explained by a simple relationship between variables.
In many cases, various parts of the system will interfere, compete or cooperate with each
other, and we cannot simply break the system into parts to allow transforming the problem
into a linear one. Thus the system is of nonlinear nature. Many nonlinear phenomena could
be modeled in the form of either nonlinear differential equations or iterated maps [1]. The
first is more widely used and it describes the evolution of the system with time; hence it
will be the focus of our research. Two classes of nonlinear phenomena will be studied in this
thesis: The first one is for pattern forming and ordered systems, including binary colloidal
structure and binary two-dimensional materials. The study of these systems will be based
on the development of a binary phase filed crystal model. The other class involves nonlinear
biomedical systems, with focus on acute cell injury and brain ischemia. These systems will
be studied via nonlinear differential equations and the output is analyzed using the concepts
of stability and bifurcation.

1.1.1

Pattern-forming and ordered systems

Non-equilibrium systems with pattern formation and ordered structures are considered
as one of the most important topics in physics, biology and chemistry. Large amounts
of technological applications utilize the diversity of ordered systems; also biologically, the
theory of life itself can be viewed as starting from a set of chemical compounds driven out
of equilibrium under the condition of sun radiation [2]. Two examples will be introduced
in this section, including pattern formation of colloidal structures and topological defects in
two-dimensional (2D) materials.
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1.1.1.1

Colloidal structures

Colloidal particles range in size from nanometer to micrometer. During the last decades,
the research of colloid fabrication expanded from the assembly of one kind of sphere-shaped
particles with limited types of structure, such as face centered cubic (fcc) or hexagonal closepacked (hcp) structure, to a wide range of binary and ternary colloid structure formation
with a variety of crystalline symmetry such as kagome [3, 4], honeycomb [4], and superlattices
(e.g., LS, LS2 , etc.) [5]. There are many internal (e.g., entropy) and external (e.g., electric
or magnetic field) factors that guide the processes of structural formation, as have been under extensive experimental and theoretical investigation. A large amount of recent research
has been focused on the ”bottom-up” synthesis methods of colloidal systems based on the
self-assembly or directed self-assembly of colloidal particles or building blocks, although it
remains a great challenge to control the structural and dynamic properties of the system.
Many theoretical models have been introduced to study the structure formation in colloidal
materials such as molecular dynamics or Monte Carlo simulations and classical density functional theory. The limitation of these theoretical models has motivated the development of
phase field crystal models that will be introduced below and be used to study the formation
of binary colloidal structure.
1.1.1.2

Two-dimensional materials and topological defects

Since the discovery of graphene which shows extraordinary properties, intensive research efforts have been applied to study graphene-type 2D materials with exceptional electronic, optical, mechanical, and chemical properties [6–9]. Examples of 2D materials beyond graphene include hexagonal boron nitride (h-BN) and transition metal dichalcogenides
(TMDs) M X2 (e.g., M=Mo,W; X=S,Se). For technological purposes, micrometer-size high
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quality single-crystalline sheets are needed; however, it is a challenging task since many
topological defects appear during the growth process, such as grain boundaries and dislocations. Understanding the formation and dynamics of those crystalline defects is crucial
since they are known to alter the optical, electrical and mechanical properties of crystals.
In chapter 3 we will scrutinize the structural properties of binary two-dimensional materials
with honeycomb sublattice ordering.
1.1.1.3

Modeling approach: Phase field crystal models

The phase field crystal (PFC) method [10, 11] is a relatively new approach to bridge the
gap between continuum modeling (e.g., phase field method or continuum elasticity theory)
that captures the long wavelength behaviour of the system but not crystalline details, and
atomistic modeling (e.g., molecular dynamics and monte carlo simulation) that captures
the microscopic details but is usually computationally challenging for large systems. PFC
incorporates the small length scales of crystalline materials and diffusion time scales, as characterized by dissipative dynamics driven by free energy minimization. The PFC free energy
functional is constructed to be minimized by a periodic atomic density field in the solid state,
and directly incorporates elastic and plastic deformation and multiple crystal orientations.
The PFC method has been successfully applied to a variety of nonlinear phenomena such as
quantum dot growth during epitaxy [12, 13], graphene grain boundaries and Moire patterns
[14, 15], colloidal solidification [16], and glass formation [17], among many others. The PFC
models were motivated from the classical density functional theory (CDFT) of freezing [18–
20] by approximating the two-point direct correlation function by truncated Fourier series
and expanding the CDFT free energy up to the fourth order. Although many approximations are needed in the derivation of the PFC model, it provides insights to the model and its
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parameters. Similar to CDFT, PFC is based upon representing the free energy of functional
via an atomic-number-density variation field n to model different crystalline symmetries. A
main difference from CDFT is that CDFT seeks to reproduce the structure of materials as
close as possible. This requires the solution of n to be sharply peaked around the lattice
position in CDFT, while PFC uses smooth sinusoidal profile, allowing the simulation grid
spacing to be at least 10 times larger than that of CDFT. PFC has been successfully adjusted
to match the surface energy, bulk moduli, and miscibility gap in 3D bcc Fe [21]. In the study
of colloidal solidification, Teeffelen and others [16] adopted Smoluchowski equation to derive
a modified PFC model motivated by the dynamical density functional theory to match the
linear velocity of crystal front grown from supersaturated liquid phase. The PFC method
has also been extended to model binary and ternary materials [22–25], with details given in
chapter 2.

1.1.2

Biomedical systems: Acute cell injury and brain ischemia

Many clinically significant injuries that result in the death of cells have resisted attempts
of the developed therapies that prevent cell death. Important examples include stroke,
myocardial infarction, and traumatic brain injury, among many others. Every year nearly
796,000 patients suffer from stroke; 87% of those cases are ischemic and 17% of those patients
do not survive. 359,400 out-of-hospital and 209,000 in-hospital patients suffer from cardiac
arrest with survival rate of 9.5% and 23.9% respectively [26]. According to the World Health
Organization, 30% among those suffer from stroke die [27]. Despite the fact that the criteria
of the Stroke Academic Industry Round table (STAIR) were followed, only 40 % of 160
clinical trials have been completed in 2007 [28]. This failure is due to the use of agents
lacking robust, consistent preclinical efficacy, inability to achieve adequate dosing in humans,
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and suboptimal clinical and statistical design features [28–30]. Although in this study we
focus on the phenomena of brain ischemia, most of the ideas presented here and in chapters
4 and 5 could be applied in any form of acute cell injury.
1.1.2.1

Types of brain ischemia

Brain ischemia, also known as cerebral ischemia, is a condition where the brain is being
deprived from its metabolic need of blood which alters the brain metabolism or causes the
brain tissue to die [31]. There are two classifications of brain ischemia: focal and global brain
ischemia. Global brain ischemia occurs when blood flow to the brain is reduced by cardiac
arrest or vessel occlusion. Depending upon the time of blood flow restoration (i.e., reperfusion) the symptoms might vary from minor to permanent damage [31]. On the other hand,
focal ischemia occurs when the blood flow to the brain is interrupted by vessel occlusion.
When this happens in the brain it is called ischemic stroke.
1.1.2.2

Conventional approach: ischemic cascade

Based on the severity of ischemia the cell fate is determined. For strong ischemia, necrosis
cell death occurs which means cells die and no longer exist [31]. For moderate to low ischemic
insult delayed neuronal death (DND) occurs, which keeps the extent of tissue injury well after
the insult is over [32]. It could take from a few hours to weeks for the damage to develop,
depending upon the ischemic insult and the type of cell suffered from ischemia. Therefore
two types of the therapy exist to overcome the two forms of cell death: reperfusion therapy
and neuroprotection. Reperfusion is the restoration of the blood flow to minimize both
necrosis and DND. This can be done by surgery or using tissue plasminogen activator (tPA)
which is so far the only FDA approved treatment that can help protecting the brain from
further damage as it breaks down blood clots. But due to the limited time available to
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the patient to be treated with tPA (which is less than 4.5 hours) and its side effects, it
administered to less than 5% of stroke patients [29]. Neuroprotection is the aim of inhibiting
DND and has been extensively studied in literature; however, there is still no effective way
to prevent DND [9] although 1026 drugs have been produced up to year 2006 [33]. Most of
these drugs showed a success when tested on animals of different sexes and ages, but 10%
of these that moved forward to human clinical trials failed [29, 33]. Ischemic cascade is the
set of reactions that damage brain cells and start in seconds after ischemia, such as free
radical damage, proteolysis, ion imbalances, pH imbalances, DND damage, lipid damage,
etc. Each of these has been attributed as a cause of cell death, and these are the agents
failed in clinical trials. There are two main problems of ischemic cascade approaches: 1.
They fail to account for expression of stress responses in injured tissue (heat shock, unfolded
protein response, anti-oxidant response). These generally are genetically encoded emergency
response programs. 2. Cell death is multi-factorial. There are so many potential causes
of cell death, and the inductive scheme [34] does not allow assignment of causality. Every
research group focuses on one pathway or cause, and tries to prove that this is what causes
the cell death instead of using the cell as a network [35–38]. The concept of including the
stress response motivated a more systematic direction, that each element of ischemic cascade
should be categorized into either a class of damage mechanisms or a class of stress response.
This will be the first step toward the nonlinear dynamic theory of acute cell injury.
1.1.2.3

Deductive approach of acute cell injury

Due to the failure of the induction approach a deduction method which based on mathematical analysis is needed. The whole idea is based upon two parameters named damage
D which includes all damage mechanisms in the ischemic cascade and stress response S

7

Figure 1.1: All factors known so far to occur in the neurons after ischemia and reperfusion
leading to (Left) cell damage or (Right) cell survival [40] .
containing all genetic encoded emergency response system in the ischemic cascade. D and
S are:
1. Mutually antagonism which mean D tries to suppress S and S tries to inhibit D.
2. If D > S cell dies and if S > D cell survives.
The following diagram, Fig. 1.1, represents Wieloch sandwich model [39] which includes all
factors known to cause cell death, and the model was expanded [40] to include all stress
response factors. The model was the first suggested that all the damage mechanisms can be
added together to give the total damage, which we now call D, with one factor leading to the
other or at least affecting it. In the nonlinear dynamical model all cell damage mechanisms
like excitotoxicity, ATP depletion, etc. were introduced together as the total amount of
damage Dth . If D is higher than the damage threshold Dth the cell dies. This model has
been expanded to include all stress response factors added to the damage threshold Dth , and
in this way Dth (i.e., the ability of the cell to fight death) can be safely replaced by S (i.e.,
the total stress response) [40].
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Figure 1.2: The mutual antagonism of D and S. I positively drives D and negatively drives
S.
The above idea is summarized in the case that the cell was injured with injury intensity
I. This will induce S and D which are mutually antagonistic and I drives them in opposite
directions which can be represented by a Boolean network [41] shown in Fig. 1.2. We
will discuss in more details the original mathematical theory of cell injury introduced by
DeGracia, Huang and Huang [40] that utilizes nonlinear dynamics with an implicit network
interpretation in chapter 4 and then extend the model to study multiple injuries in chapter
5.

1.2

Dissertation outline

In chapter 2, modeling of 2D binary colloidal structures will be presented. We start by
connecting the model and PFC parameters to classical density functional theory and present
the phase diagram calculations and the elastic constants of some ordered phases. Then we
discuss some nonlinear phenomena associated with binary colloidal structures such as phase
transformation, grain nucleation and growth, and some ordered structures emerging from
competing length scales. Our PFC model produces ordered phases observed in experiments
and predicts some new binary ordered structures. In chapter 3, grain boundary structures,
energies, and dynamics of binary two dimensional materials are discussed. We will use the
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PFC model presented in chapter 2 and the associated conserved and nonconserved dynamics.
The model is parameterized to match the ordering, symmetry, energy and length scale of
hexagonal boron nitride (h-BN). We study 4 different setups of symmetrically and asymmetrically tilted grain boundaries and calculate the grain boundary energies across full range
of misorientation angles. These include small-angle GBs that are found to follow the ReadShockley relation for the boundary energies, and the important case of 60◦ inversion domain
boundaries. Our studies reveal some new dislocation core structures for various grain boundaries, in addition to those obtained in previous experiments and first-principles calculations.
We also identify a defect-mediated growth dynamics for inversion domains governed by the
collective atomic migration and defect core transformation at grain boundaries and junctions,
a process that is related to inversion symmetry breaking in binary lattice [42]. In Chapter
4 we present our results for the study of nonlinear phenomena in biomedical systems, with
focus on the phenomenon of brain ischemia. We start this chapter by summarizing the autonomous single injury model (SIM) that describes the dynamics of two variables: damage
and stress response [40]. Experimentally S is measured by microarrays and D is measured
by western blots for two types of neuron cells CA1 and CA3 after sequential reperfusion
time. The fitting of the experimental data motivates the improvement of the model and the
development of non-autonomous version of the SIM model. The Nelder-Mead curve-fitting
algorithm is used to fit the experimental data to the non-autonomous SIM. We then examine
the effects of drugs and pre- or post- conditioning in chapter 5 through the development of
a multiple-injury model [34, 43].
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CHAPTER 2 MODELING OF TWO-DIMENSIONAL
BINARY COLLOIDAL STRUCTURES
2.1

Introduction

The assembly of two-dimensional binary colloidal crystal (BiCC) with sublattice ordering
has been of tremendous interest in various aspects of fundamental research [4, 44–48]. One
example is the formation of metamaterials [49, 50] for which the building components range in
size from nanometers to a few centimeters and are tailored to produce specific functionalities.
Having different spatial arrangements, shapes, and sizes of structure components allows us
to control the propagation of light, sound, and heat. With such control being possible,
materials with extraordinary macroscopic properties could be achieved (e.g., photonics [46]
and semiconductors [51, 52]), in addition to many biological applications (e.g., cell culture
substrates [47, 53] and MRI contrast agents [54]). Many system parameters and growth
or processing conditions, such as entropy [55], temperature [56], isotropic and anisotropic
interparticle interactions, and particularly elasticity and plasticity, control the structural
diversity of the BiCC assembly.
Experimentally, top-down (e.g., lithography) and bottom-up (e.g., self-assembly) are the
two strategies followed to build artificial crystals. Self-assembly techniques have two advantages over lithographic techniques [57–59]: First, self-assembly provides a lower cost to
synthesize the appropriate length scale. The second advantage is the capability to tune
the intrinsic properties through controlling the particle interaction, especially for multicomponent colloidal crystals. Those advantages aid the direct assembly into a variety of
two- and three-dimensional (3D) structures. Many methods are used for assembling binary
and ternary structures, some of which rely on controlled drying by evaporating solutions
[46, 50, 60], while others depend on the self or directed assembly process driven by system
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free energy minimization [61, 62]. The latter could be achieved either by an ionic method
which depends on the presence of particles of different polarities in the solution [61, 63], or
electric and magnetic assembly which is controlled by an external field [4, 64]. Free energy
minimization method is more reliable than drying method to produce the desired structure
due to the various factors (e.g., surface tension and solvent type) on which the drying method
depends to produce certain structure.
One of the key challenges for the understanding of the complex phenomena associated
with colloid assembly is the development of theoretical method that can efficiently model
non-equilibrium phenomena with multiple length scales and diffusive time scales for large
enough systems of experimental relevance. Various theoretical methods have been developed
to study binary colloidal formation and the associated phenomena. For example, Monte
Carlo (MC) simulation was used to predict the structure factor of charged BiCC dispersion
[65] and nanostructure formation during strained film epitaxy. It was also predicted by
molecular dynamics (MD) simulations that two-dimensional (2D) BiCC can only form for
certain particle ratio [66]. Also, MD simulation is used to study the dynamics of defects, such
as grain boundaries and dislocations. However, large computational demands are needed to
access the length and time scales addressed in those models, leading to the necessity to limit
the system size and time range in these atomistic simulations.
A recent progress has been made to account for crystalline ordering in the traditional
phase field methods, leading to the phase field crystal model (PFC) introduced in chapter 1.
Many improvements have been incorporated in the PFC model, including the development
of amplitude representation of the model describing slowly-varying structural amplitude or
envelope of the system [67, 68] while retaining the basis features (that is, plasticity, elasticity,
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defects, and multiple crystal orientations) of the crystalline state. The PFC model can be
derived from classical density functional theory (CDFT) [24, 69, 70]. To model structural
transformations, Greenwood et al. [71, 72] developed structural PFC (XPFC) using a two
point correlation function to allow access to different structural transformation modes. For
the application of PFC method to colloidal systems, most existing studies are limited to
single-component solidification process [16], while the study of binary colloidal systems is
still lacking.
In this chapter we will extend the phase field crystal (PFC) model introduced in chapter 1
to study binary colloidal materials. We will start by developing a binary PFC the model from
the classical density functional theory (DFT), and then we will construct the phase diagram
associated with this model and identify the possible ordered phases that could be obtained.
We will then calculate the elastic constants for some ordered phases. Some applications of
this model, such as phase transformation, grain nucleation and growth, as well as some new
ordered phases as the result of length scales competition, will be presented in this chapter.

2.2

Binary phase field crystal model for sublattice ordering

The PFC equations for binary AB system can be derived from classical dynamic density
functional theory (DDFT), following the procedure described in Ref. [25]. In classical DFT
the free energy functional for a two-component system is expanded as (see, e.g., Ref. [73])
∞
X

 X
1
i
F/kB T = dr
ρi ln ρi /ρl − δρi −
n!
n=2
i
Z
X (n)
× dr1 · · · drn
Ci...j (r1 , · · · , rn )δρi (r1 ) · · · δρj (rn ),

Z

i,...,j

(2.1)
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where δρi = ρi − ρil , ρi=A,B is the local atomic number density of A, B component, ρil is a
(n)

reference-state density of i component, and Ci...j is the n-point direct correlation function
between i, ..., j = A, B. The dynamics of density fields is governed by the DDFT equations
[25, 74, 75]


δF
√
∂ρA /∂t = ∇ · MA ρA ∇
+ ρA ηA ,
δρA


δF
√
+ ρB ηB ,
∂ρB /∂t = ∇ · MB ρB ∇
δρB

(2.2)

where MA(B) is the mobility of A(B) component and ηA(B) is the noise field. Defining the
B
A
B
density variation fields nA = (ρA −ρA
l )/ρl and nB = (ρB −ρl )/ρl (with ρl = ρl +ρl ), keeping
(2)

(3)

only two- and three-point correlations Cij (r1 , r2 ) and Cijk (r1 , r2 , r3 ) (i, j, k = A, B), and
expanding them in Fourier space (with wavenumber q) via
(2)

Ĉij (q) = −Ĉ0ij + Ĉ2ij q 2 − Ĉ4ij q 4 + · · · ,
(3)

(3)

Ĉijk (q, q 0 ) ' Ĉijk (q = q 0 = 0) = −Ĉ0ijk ,

(2.3)

we can rewrite Eq. (2.1) as
∆F
=
ρ l kB T

 



nA
nA
nB
B
dr
1+
ln 1 +
− nA + ∆ρl 1 +
∆ρA
∆ρA
∆ρB
l
l
l




nB
ρl h AA 2
ln 1 +
Ĉ0 nA + nA Ĉ2AA ∇2 + Ĉ4AA ∇4 nA
− nB +
2
∆ρB
l


+Ĉ0BB n2B + nB Ĉ2BB ∇2 + Ĉ4BB ∇4 nB
Z



∆ρA
l



 i

+2Ĉ0AB nA nB + 2nA Ĉ2AB ∇2 + Ĉ4AB ∇4 nB
+

io
ρ2l h AAA 3
Ĉ0 nA + Ĉ0BBB n3B +3Ĉ0AAB n2A nB + 3Ĉ0ABB nA n2B ,
6
A(B)

which is the same as Eq. (A1) in the appendix of Ref. [25], with ∆ρl

A(B)

= ρl

(2.4)

/ρl . Note

that Eqs. (2.3) and (2.4) are based on the assumption of only one characteristic length scale
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(2)

(3)

for either A or B sublattice (as determined by Ĉij ), and the approximation of Ĉijk only by
its zero-wavevector component as used in previous classical DFT work for hard-spheres [76]
and Lennard-Jones [77] binary systems.
Substituting Eq. (2.4) into the DDFT Eqs. (2.2), choosing the same reference state for
B
A and B, i.e., ρA
l = ρl , and keeping only the leading order terms (via scale analysis), we can

derive a new binary PFC model represented by
δF
+ ∇ · ηA ,
δnA
δF
∂nB /∂t = DB ∇2
+ ∇ · ηB ,
δnB
∂nA /∂t = DA ∇2

(2.5)

where the diffusion coefficients DA(B) = MA(B) kB T , and the resulting PFC free energy
functional is given by


Z
F=

2
1
1
1
1
2
∆BA n2A + BAx nA RA
∇2 + 1 nA + ∆BB n2B + BBx nB
2
2
2
2

1
1
1
1
2
2
RB
∇2 + 1 nB − τA n3A + vA n4A − τB n3B + vB n4B + ∆BAB nA nB
3
4
3
4


1
1
2
2
2
x
2
2
+BAB nA RAB ∇ + 1 nB + w0 nA nB + u0 nA nB .
2
2
dr

(2.6)

l
x
l
x
Here ∆BA(B) = BA(B)
−BA(B)
, ∆BAB = BAB
−BAB
, and all the parameters can be expressed

via expansion coefficients of two- and three-point correlation functions in Fourier space, i.e.,
AA
ρA
l Ĉ2

s

2

2Ĉ4AA


ρl  AA
A AAA
Ĉ
+
ρ
Ĉ
0
l
0
2
4Ĉ4AA
Ĉ2AA
s
B
BB 2
ρ2l AAA
ρ
Ĉ
2Ĉ4BB
2
BB
, vA = Ĉ0 , BBx = l BB
Ĉ
,
R
=
, BBl = 1 + ρB
,
B
0
l
3
4Ĉ4
Ĉ2BB

AB 2
ρ2l BBB
ρl  BB
ρA
l Ĉ2
B BBB
x
τB =
Ĉ0 + ρl Ĉ0
, vB = Ĉ0 , BAB =
,
2
3
4Ĉ4AB
s
2Ĉ4AB
AB
AAB
ABB
l
Ĉ
,
R
=
, u0 = ρl ρA
.
(2.7)
BAB
= ρA
, w 0 = ρl ρA
AB
l
0
l Ĉ0
l Ĉ0
Ĉ2AB
BAx =

AA
, BAl = 1 + ρA
l Ĉ0 , RA =

, τA =
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To reduce the number of parameters we can rescale the above PFC equations in terms of A
2
parameters, i.e., via a length scale RA , a time scale RA
/(DA BAx ), and nA(B) → nA(B)

p
vA /BAx ,

leading to
∂nA
δF
= ∇2
+ ∇ · ηA ,
∂t
δnA

∂nB
δF
= mB ∇2
+ ∇ · ηB ,
∂t
δnB

(2.8)

where mB = MB /MA represents a mobility contrast between A and B species, and the
rescaled noise fields satisfy the conditions
hηA i = hηB i = hηA ηB i = 0,
hηiµ (r, t)ηiν (r 0 , t)i = 2Γi kB T δ(r − r 0 )δ(t − t0 )δ µν ,

(2.9)

with i = A, B, µ, ν = x, y for a 2D system, and the rescaled noise amplitudes ΓB /ΓA =
MB /MA = mB . The PFC free energy functional is rescaled as
Z

F=



2
2
1
1
1
1
dr − A n2A + nA ∇2 + qA2 nA − B n2B + βB nB ∇2 + qB2 nB
2
2
2
2
2
1
1
1
1
2
nB
− gA n3A + n4A − gB n3B + vn4B + αAB nA nB + βAB nA ∇2 + qAB
3
4
3
4

1 2
1
2
+ wnA nB + unA nB ,
(2.10)
2
2

where the dimensionless parameters are given by: qA = 1 (due to rescaling), qB = RA /RB ,
x
l
− BA(B)
)/BAx , αAB = ∆BAB /BAx , βAB =
qAB = RA /RAB , A(B) = −∆BA(B) /BAx = (BA(B)

p
p
4
x
), βB = BBx /(BAx qB4 ), gA(B) = τA(B) / BAx vA , v = vB /vA , w = w0 / BAx vA , and
BAB
/(BAx qAB
p
u = u0 / BAx vA .

2.3

Phase diagram calculations and ordered phases

The binary PFC model constructed here [i.e., Eqs. (2.8)–(3.2)], although being only of
one mode for each of the sublattices, can produce a rich variety of ordered structures as well
as their coexistence. For simplicity, in this work we assume equal lattice spacing (or equal
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particle sizes) of A and B sublattices and zero mobility contrast, with qA = qB = qAB = 1
and mB = 1, and use the model parameters of αAB = 0.5, βAB = 0.02, gA = gB = 0.5,
w = u = 0.3, and βB = v = 1. Totally 7 stable phases of 2D binary sublattice ordering have
been identified, with some of their structures and the corresponding diffraction patterns and
circularly averaged structure factors shown in Fig. 2.1. These binary structures or superlattices are basically the combinations of triangular, stripe, inverse triangular (noting that
an inverse triangular lattice is of honeycomb structure), and homogeneous states of A and
B sublattices, and are determined by the coupling between nA and nB density fields. They
include a binary honeycomb (BH) phase with triangular A and B sublattices, a binary stripe
(BS) phase with A and B stripe sublattices, a combination of elongated triangular A (or B)
sublattice and stripe B (or A) sublattice (ETASB or ETBSA), a pattern with triangular A(B)
sublattice but inverse triangular (i.e., honeycomb) structure of B(A) sublattice (TAHB or
TBHA), and a binary homogeneous (BHom) state. Note that the BS and TAHB (or TBHA)
phases have been observed in experiments of 2D binary colloid mixtures [4]. Although to
the best of our knowledge the other phases have not been found in colloidal systems, some
of them were produced in thin film experiments of binary blends of block copolymers (controlled by substrate surface pre-patterning, giving ETASB or ETBSA superlattice) [78] or
correspond to the structure (i.e., BH phase) of binary 2D hexagonal materials such as h-BN
and TMDs.
The corresponding phase diagram of this PFC model can be determined via standard
thermodynamics. The phase boundaries for the coexistence between any two phases 1 and
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Figure 2.1: Ordered phases obtained from PFC simulations, including BH, TBHA, ETASB,
and BS phases and the corresponding diffraction patterns and circularly average structure
factors.
2 are calculated by the conditions

µA1 = µA2 ,

µB1 = µB2 ,

ω1 = ω 2 ,

(2.11)

where µA(B) = ∂f /∂nA(B)0 is the chemical potential for A(B), with f the free energy
density, and ω = f − µA nA0 − µB nB0 is the grand potential density. Given that ω = Ω/V =
−P with the grand potential Ω and pressure P , Eq. (2.11) gives the phase coexisting
conditions of equal chemical potentials and equal pressure, i.e.,
∂f
∂nA0
∂f
∂nB0

∂f
(nA02 , nB02 ) = µA
0,
∂nA0 2
1
∂f
(nA01 , nB01 ) =
(nA02 , nB02 ) = µB
0,
∂n
B0
1
2
(nA01 , nB01 ) =

(2.12)

B
A
B
f 1 − µA
0 nA01 − µ0 nB01 = f2 − µ0 nA02 − µ0 nB02 = −P,

where f1 (nA01 , nB01 ) and f2 (nA02 , nB02 ) are the free energy densities of phase 1 and 2 respectively.
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To obtain the free energy density f (nA0 , nB0 ) for each phase and the corresponding chemical potentials of A and B components, we use the one-mode approximation for each ordered
phase. For the example of binary honeycomb phase, due to the triangular ordering of A and
B sublattices that are shifted by δ = aŷ = (4π/3q)ŷ with respect to each other, we have

nA = nA0 +

3
X

Aj eiqj ·r + c.c.

j=1


i
h
√
3qx/2 cos (qy/2) + cos (qy) ,
= nA0 + 2A0 2 cos
nB = nB0 +

3
X

Bj eiqj ·(r+δ) + c.c.

j=1

h
√

= nB0 + 2B0 2 cos
3qx/2 cos (qy/2 + 2π/3)
+ cos (qy + 4π/3)] .

(2.13)

The one-mode expressions for other 2D ordered phases are also identified, including

• Binary Stripe (BS):

nA = nA0 + A0 eiqy + c.c. = nA0 + 2A0 cos(qy),

(2.14)



nB = nB0 + B0 ei(qy+π) + c.c. = nB0 − 2B0 cos(qy),

• Elongated Triangular A & Stripe B (ETASB):

nA = nA0 +

3
X

Aj eiqj ·r + c.c.

j=1


i
h
√
3qx/2 cos (qy/2) + cos (qy) ,
= nA0 + 2A0 2 cos
nB = nB0 + 2B0 cos(qy + 4π/3),

(2.15)
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• Triangular A & Inverse Triangular B (TAHB):
h

nA = nA0 + 2A0 2 cos
nB = nB0 − 2B0

h

√


i
3qx/2 cos (qy/2) + cos (qy) ,

√

i
2 cos
3qx/2 cos (qy/2) + cos (qy) .

(2.16)

The one-mode results for all other phases can be expressed in a similar way. For each
binary phase the parameters such as q, A0 , B0 can be determined from free energy minimization (after substituting the one-mode expressions of nA and nB into the free energy
functional Eq. (3.2) and integrating over a unit cell), from which we can then derive the
free energy density f (nA0 , nB0 ) for each phase. For the binary honeycomb (BH) phase, substituting Eq. (2.13) into the free energy functional Eq. (3.2) and integrating over a cell of
(0 ≤ x ≤

√
3a, 0 ≤ y ≤ 3a) with a = 4π/3q, we obtain the free energy density as
fBH = f0 + 3a1 A20 + 3b1 B02 + 4a2 A30 + 4b2 B03 +
+

45 4
A
2 0

45 4
vB0 − 3cA0 B0 − 3wA20 B0 − 3uA0 B02 ,
2

(2.17)

where

f0 =



1
1
1
1
1
1
−A + qA4 n2A0 +
−B + βB qB4 n2B0 − gA n3A0 − gB n3B0 + nA0 4 + vnB0 4
2
2
3
3
4
4

1
1
4
(2.18)
+ αAB + βAB qAB
nA0 nB0 + wn2A0 nB0 + unA0 n2B0 ,
2
2
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and
a1 = −A − 2gA nA0 + 3n2A0 + wnB0 + q 2 − qA2

2

,

a2 = −gA + 3nA0 ,
b1 = −B − 2gB nB0 + 3vn2B0 + unA0 + βB q 2 − qB2

2

,

b2 = −gB + 3vnB0 ,
2
c = αAB + wnA0 + unB0 + βAB q 2 − qAB

2

.

(2.19)

The equilibrium state of this binary honeycomb phase is determined by the minimization of
free energy density in terms of wavenumber q and amplitudes A0 and B0 . Minimizing Eq.
(2.17) with respect to q gives
2
qeq
=

2
A0 B0
qA2 A20 + βB qB2 B02 − βAB qAB
.
A20 + βB B02 − βAB A0 B0

(2.20)

2
2
In the A/B symmetric case we have A0 = B0 and thus qeq
= (qA2 + βB qB2 − βAB qAB
)/(1 +

βB − βAB ). Here we consider the simplest scenario of qA = qB = qAB = q0 = 1; thus
qeq = q0 = 1 for any values of A0 and B0 , and Eq. (2.19) becomes a1 = −A − 2gA nA0 +
3n2A0 + wnB0 , a2 = −gA + 3nA0 , b1 = −B − 2gB nB0 + 3vn2B0 + unA0 , b2 = −gB + 3vnB0 , and
c = αAB + wnA0 + unB0 .
Minimizing fBH with respect to amplitudes A0 and B0 leads to
30A30 + 4a2 A20 + 2a1 A0 − 2wA0 B0 − uB02 − cB0 = 0,
30vB03 + 4b2 B02 + 2b1 B0 − 2uA0 B0 − wA20 − cA0 = 0,

(2.21)

eq
with equilibrium amplitudes Aeq
0 and B0 determined by the solution giving minimum fBH

which will then be used in the calculation of chemical potentials and phase diagram (see Eq.
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(2.12)). Similar analysis can be conducted for all other phases.
The resulting phase diagram is multi-dimensional, e.g., in the A –B –nA0 –nB0 parameter
space (with all the other model parameters fixed). For simplicity, here we consider the A/B
symmetric case of A = B = , leading to a 3D –nA0 –nB0 phase diagram. It would be
convenient to first identify the stability diagram showing the phase of lowest free energy in
each regime of the parameter space, with the phase boundaries determined by the solution
of f1 (nA0 , nB0 ) = f2 (nA0 , nB0 ) for any two phases 1 and 2. Some examples of nA0 –nB0 crosssection planes of stability diagram for various values of  and nA0 , nB0 < 0 are given in Fig.
2.2. The corresponding phase diagrams (showing coexistence between 2 or 3 phases) have
also been constructed, with two sample diagrams at  = 0.1 and 0.3 and for both positive
and negative values of nA0 , nB0 shown in Fig. 2.3.

2.4

Elastic properties

The elastic property of an ordered phase can be calculated by imposing a displacement
field u so that nA(B) (r) → nA(B) (r+u). Substituting the corresponding one-mode expressions
[e.g., Eq. (2.13) for binary honeycomb phase] into the PFC free energy functional Eq. (3.2)
and expanding in terms of the linear strain tensor uij = (∂i uj + ∂j ui )/2, in the limit of small
deformation we can write the system elastic energy density as
1
1
Eel = C11 u2xx + C22 u2yy + C12 uxx uyy + 2C44 u2xy ,
2
2

(2.22)
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Figure 2.2: Sample stability diagrams of the binary PFC model in the cross-section plane of
nA0 vs nB0 , for nA0 , nB0 < 0 and different values of A = B = 0.1 − 0.6.
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Figure 2.3: Stability and phase diagrams of the binary PFC model for A = B = 0.1 [(a)
and (c)] and 0.3 [(b) and (d)].
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where Cij (i, j = 1, 2, 4) are the corresponding elastic constants. For the example of binary
honeycomb phase,
C11 = C22 = 9(A20 + βB B02 − βAB A0 B0 ),
C12 = C44 = C11 /3.

(2.23)

Other 2D elastic constants can also be obtained, including bulk modulus B = (C11 +C12 )/2 ≡
α/2, shear modulus µ = C44 = α/4, and Young’s modulus Y2 = 4Bµ/(B + µ) = 2α/3. We
have calculated these elastic constant either (a) through the solutions of A0 and B0 in onemode approximation [using Eq. (2.21)], or (b) by evaluating α from numerically solving the
full PFC equations. The latter is more accurate, and is obtained from the bulk deformation
of a single crystal, with details given in the next chapter. For the model parameters used
here and also A = B = 0.3 and nA0 = nB0 = −0.28, our calculations give α = 1.0755 from
method (a) and A0 = B0 = 0.21925 and α = 1.1421 from method (b).

2.5

Grain nucleation and growth

Below the melting temperature, crystallites can nucleate homogeneously or heterogeneously from the supersaturated homogeneous state. In either case, those nuclei will grow
individually until they merge, which usually leads to the formation of topological defects
such as grain boundaries in the system. Many factors (e.g., temperature and average density
fields) determine the ordered structures and dynamics arising from those nucleation processes. The emergence of multiple coexisting phases can also occur during the nucleation
process due to the phase coexistence as determined in the phase diagram. To examine this
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nucleation process we conducted a series of simulations using the non-conserved dynamics
∂nA /∂t = −δF/δnA + µA ,
∂nB /∂t = −mB (δF/δnB − µB )

(2.24)

where µA(B) is the chemical potential of A(B) component. The process of grain growth is
controlled through tuning the values of µA and µB .

2.5.1

Nucleation and growth of BH grains

In this section we study an example of nucleation of binary honeycomb (BH) phase from a
homogeneous (BHom) state. The formation and nucleation of a binary colloidal system with
honeycomb symmetry, as observed in previous experimental work [79], is examined. Initially
twenty nuclei were placed at random locations in a simulation box, with different orientations.
The nuclei evolve and grow individually until the grains merge and form a binary honeycomb
film. The average densities for BH and BHom states are set as nA0 = nB0 = −0.27 and
nA0 = nB0 = −0.47, respectively. The chemical potential µA = µB is set to be -0.58, larger
than the equilibrium value of -0.61. A portion of the simulation box showing the grain
growth process is giving in Fig. 2.4.

2.5.2

BH-BS phase transformation

Here we present an example of BS phase transformation to BH. We use a similar setup
as in the previous section by placing 20 BS nuclei at random locations and orientations in
coexistence with BH matrix. Fig. 2.5 shows three snapshots at t=1, 100, 270 during the
system evolution where it exhibits phase transformation from BH to BS due to the grain
growth of BS nuclei and the subsequent grain coalescence. The average densities for BH
and BS states are set as nA0 = nB0 = −0.21 and nA0 = nB0 = −0.0739, respectively. The
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Figure 2.4: Grain growth and coarsening process obtained from PFC. The nuclei grow and
impinge to form grain boundaries, with results shown at (a) t=100, (b) t=300, and (c)
t=4000.

Figure 2.5: Honeycomb to stripe phase transformation obtained from PFC. The system
transforms from BH to BS phase as a result of growth and merging of individual BS grains,
with results shown at (a) t=1, (b) t=100, and (c) t=270.
chemical potential µA = µB is set to be -0.35, larger than the equilibrium value of -0.49.

2.6

Ordered binary structures with competing length
scales

Two of the key factors controlling the ordering of BiCC are (1) the coupling among
different length scales, and (2) the average density variation. The effect of different length
scales could be modeled via changing the ratio between qA and qB , and simulating the
emergence of the corresponding BiCC structure from supersaturated homogeneous phase.
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Figure 2.6: Some binary ordered structures predicted by PFC simulation, with qA = 1,
qB =1.62 (a,b,c) or qA = 1, qB =2 (d,e,f). (a) nA = 0.45 and nB = 0.45. (b) nA = −0.15 and
nB = 0.1. (c) nA = 0.4 and nB = 0.4. (d) nA = 0.25 and nB = 0.4. (e) nA = 0.45 and
nB = 0.45. (f) nA = 0.1 and nB = 0.45.
The dynamics is governed by Eq. (2.8), and some of the predicted binary ordered structures
with various qA /qB ratios are shown in Fig. 2.6. In all cases the model parameters are giving
by:  = 0.3, qA 6= qB , mB = 1, αAB = 0.5, βAB = 0, gA = gB = 0.5, w = u = 0.3, and
βB = v = 1.
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CHAPTER 3 GRAIN BOUNDARY STRUCTURES
AND DYNAMICS OF 2D MATERIALS
3.1

Introduction

Topological defects, such as dislocations and grain boundaries (GBs), are known to be
pivotal in controlling material properties. It is challenging to effectively capture the complexity of defects, given the non-equilibrium nature of material growth and evolution processes. Recent progress in the study of two-dimensional (2D) hexagonal materials, such as
graphene, hexagonal boron nitride (h-BN), and transition metal dichalcogenides (TMDs),
provides an excellent platform for the investigation of defect properties and dynamics. This
is driven by the demand for controllable fabrication and synthesis of large-scale, high-quality
samples of these atomically thin systems, which mostly rely on vapor-phase heteroepitaxy
techniques particularly chemical vapor deposition. Such large-area 2D epitaxial films are
usually polycrystalline [80], with various types of defects found in both theoretical [8, 81–
83] and experimental [84–89] studies of 2D materials. Typical examples include penta-hepta
(5|7) defects in graphene [84] and either penta-hepta or square-octagon (4|8) defects in h-BN
[85–87] and TMD [88] sheets.
Compared to 2D single-component materials such as graphene, in binary hexagonal materials (e.g., h-BN and TMDs) the inversion symmetry is broken in the corresponding binary
honeycomb lattice. A much richer variety of GB configurations can be identified, some of
which can significantly alter system electronic properties, as predicted by first-principles
calculations [82, 83] and found in experiments of h-BN [87], MoS2 [88, 90] and MoSe2 [91]
epitaxial monolayers. Of particular interest are the 60◦ GBs [i.e., inversion domain boundaries (IDBs)], a characteristic of inversion symmetry breaking. Depending on the detailed
structures of dislocation cores, these 60◦ boundaries can cause a reduction of band gap (as
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in h-BN [82]), the appearance of mid-gap states (for GBs consisting of 4|8 cores in MoS2
[83, 88]), or a transition from semiconducting to localized metallic modes (for 4|4 or 8|8 cores
in MoS2 [83, 90] and MoSe2 [91]).
It is of great difficulty to effectively track or control the dynamics of defect formation
over the relevant spatial and temporal scales, via either in situ experimental techniques or
simulations. Experimentally the studies of defect dynamics mostly rely on the activation
process of electron irradiation that generates migrating vacancies in the sample [86, 92, 93],
instead of the evolution process during grain nucleation and growth. Most theoretical studies
of 2D materials are based on atomistic methods particularly first-principles density functional
theory (DFT) and molecular dynamics. While large progress has been made for identifying
the lowest-energy defect structures and their electronic properties [8, 80–83], the atomistic
techniques are usually limited by the restrictions of small length and time scales and the preconstructed defect core configurations. It is thus important to develop and apply modeling
methods that are capable of accessing large system sizes and realistic evolution time scales
while still maintaining microscopic spatial resolution.
Here we use such a modeling method based on the phase field crystal (PFC) model
presented in Chapter 2 to study binary 2D materials. The model parameters are chosen
to match the symmetry, sublattice ordering, Young’s modulus, and atomic spacing of hBN. For simplicity, here a 2D planar model is simulated that does not include out-of-plane
deformations, given the constraint of 2D monolayers during epitaxial growth. This model
is used to systematically study GB structures, energies and the spontaneous formation of
defects in systems up to micron size, without any pre-determined setup of the defect cores
This allows us to identify complex defect structures that are absent in previous research,
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and also to predict a growth mechanism of collective dynamics and boundary defect shape
transformation for inversion domains.

3.2

Binary model

We first present the binary PFC model developed in chapter 2. For a binary AB system,
the dimensionless fields nA and nB of atomic number density variation are governed by the
relaxational dynamics, i.e.,
∂nA /∂t = ∇2

δF
,
δnA

∂nB /∂t = mB ∇2

δF
,
δnB

(3.1)

where mB = MB /MA with MA(B) the mobility of A(B) component, and the free energy
functional F is given by
Z



1
1
dr − A n2A + nA
2
2

βB
2
+ nB ∇2 + qB2 nB −
2

1
1 2
2
+ wnA nB + unA nB .
2
2

F =

∇2 + qA2

2

1
1
1
nA − gA n3A + n4A − B n2B
3
4
2

2
1
1
2
gB n3B + vn4B + αAB nA nB + βAB nA ∇2 + qAB
nB
3
4
(3.2)

The rescaled parameters are chosen as A = B = 0.3, qA = qB = qAB = 1, αAB = 0.5,
βAB = 0.02, gA = gB = 0.5, w = u = 0.3, and βB = v = mB = 1. This setup of symmetric
AB parameters (e.g., A = B , gA = gB , w = u, and v = 1) is used for the simulation of h-BN
systems, given the similar roles of B and N components in the formation and dynamics of
binary honeycomb phase. When modeling other materials usually with asymmetric roles of
components, this assumption would no longer apply and different sets of model parameters
should be chosen. This would in principal lead to different phase diagram and structural
properties. In this binary PFC model there are two factors pivotal to the determination of
model parameters and terms: The first one is crystalline symmetry (including lattice length
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scales), while the second one is specific for binary compounds, i.e., the heteroelemental A-B
neighboring (bond) is favored energetically as compared to homoelemental A-A or B-B ones.
In addition, in this 2D study the out-of-plane deformations are not incorporated as they
are assumed to be of secondary effect during epitaxial growth due to the substrate constraint of 2D material monolayers. To estimate the impact of out-of-plane deformations on
our results, we note that even for free-standing monolayers, first-principles DFT calculations
(e.g., Ref. [82] for h-BN and Ref. [8] for graphene) have shown that the degree of such
deformation and buckling is smaller for higher angle grain boundaries of larger dislocation
concentration, with planar 2D structures found for large-angle boundaries. For the case of
epitaxial overlayers, recent experiments showed that despite the weak film-substrate interaction, the substrate is able to effectively constrain the vertical corrugation of monolayer;
for example, the flattening of out-of-plane warping was observed in h-BN sheets grown on
metallic substrate [85]. If considering these small out-of-plane deformations, for not-large
misorientation angles values of grain boundary energy are expected to slightly decrease due
to the relaxation along the vertical direction, while our results for high-angle boundaries,
particularly those of inversion domains, should remain unchanged due to their structure
planarity.

3.3

Model parameterization

All the parameters and variables given above for the PFC model are dimensionless. Thus
the model needs to be parameterized and fitted for real 2D materials like h-BN, so that the
calculated physical quantities can be compared to properties of real materials. As shown
in Eq. (2.7), all the parameters in our PFC model can be connected to and expressed in
terms of two- and three-point direct correlation functions of classical DFT, and thus can
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be connected to AB (or BN) atomic interactions. In principle we can then quantitatively
determine the model parameters by fitting the direct correlation functions calculated from
molecular dynamics (MD). This procedure has been applied to the single-component metallic
system with well-studied MD data. The situation for 2D graphene-type materials is much
more complicated, given that different versions of MD potentials often yield very different
results. For example, a very recent study [94] attempted to quantitatively identify grain
boundary energies and defect core structures of graphene using PFC models, MD, and firstprinciples DFT. The calculations involving 2 different MD potentials (AIREBO vs Tersoff)
and a DFT package produced quite large quantitative deviations of grain boundary energies
although showing similar defect core structures. The quantitative parameterization of PFC
model for 2D materials is then hindered by this discrepancy between outcomes of atomistic
calculations.
Given these constraints, in this study we focus on an alternative way of model parameterization for h-BN, i.e., through first constricting the parameters based on lattice symmetry
and the relation between binary components as described in the previous section, and then
matching to length and energy scales of h-BN. The rationale of this approach can be partially justified by a recent work combining MD and first-principles DFT calculations and
experiments [89], which showed very similar detailed defect core structures and grain boundary behavior for graphene and hexagonal silica although they have very different bonding
characteristics, demonstrating the pivotal role of lattice symmetry.

3.3.1

Elastic properties

We first need to identify the elastic properties of the binary honeycomb phase, which will
be used in parameterizing the PFC model. We follow the standard procedure by expanding
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the PFC free energy functional in terms of the linear strain tensor. In the limit of small
deformation the PFC elastic constants of binary honeycomb phase are given by C11 = C22
and C12 = C44 = C11 /3. This leads to a 2D bulk modulus B = (C11 + C12 )/2 ≡ α/2, shear
modulus µ = C44 = α/4, and Young’s modulus Y2 = 4Bµ/(B + µ) = 2α/3. Values of these
elastic constant can be calculated via determining α from direct numerical simulations of
the full PFC equations. This is based on bulk deformation of a single crystal which gives
the expansion of free energy density f = F/A (with area A) as [11]
f = f0 + αζ 2 + · · · ,

(3.3)

where f0 is the equilibrium free energy density and the strain ζ = (ax − a0 )/a0 , with
ax = 2π/qx (qx =

√

3q/2) and a0 the equilibrium lattice constant. Numerically the bulk

deformation is imposed by changing the numerical grid spacing ∆x and ∆y, while keeping
the constraint of periodic boundary conditions, i.e., the system size lx = Lx ∆x = nx ax
and ly = Ly ∆y = ny ay where nx , ny are integers and ay = 4π/q for the single crystal of
honeycomb lattice. For the model parameters given in Sec. 3.2 and also A = B = 0.3,
nA0 = nB0 = −0.28, our numerical calculations of free energy minimization and the fitting
to Eq. (3.3) give α = 1.0755. Details of minimization process is given in the next subsection.

3.3.2

Minimizing the free energy

Theoretically, inside a periodic box of single crystal two conditions must be satisfied as
follows,
4πnx
Lx∆x = nx ax = √
3q

(3.4)

4πny
q

(3.5)

Ly∆y = ny ay =
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Figure 3.1: Free energy density of the single-crystalline binary honeycomb system as a
function of (a) ∆x and (b) system strain.

Substituting Lx = 512, nx = 56 into Eq. (3.4) and setting q = 1 yield ∆x = 0.7935. Now, we
want to keep nx = ny , ∆x ≈ ∆y, and Eq. (3.5) will yield an even integer value Ly = 886 after
adjusting the value of ∆y to be 0.7942. The value of q = 1 is the one-mode approximation
result, while the accurate result could be found numerically by changing ∆x (and thus q)
and finding the value of ∆x (and q) that minimizes the free energy density as shown in
Figure 3.1a. The model parameters we used to run the simulation were u = v = 0.3,
gA = gB = 0.5, αAB = 0.5, βAB = 0.02, v = 1, βB = 1, qA = qB = qAB = 1, A = B =
0.3, nA0 = nB0 = −0.28. The data are fitted with cubic polynomial, yielding the equilibrium
parameters: ∆x = 0.8035, qx = 0.8552, ∆y = 0.8042, and q = 0.9875. Figure 3.1b shows
the free energy density versus strain, and the corresponding data fitting gives α = 1.0755
which is used to calculate the elastic constants. (Note that if using one mode approximation
described in chapter 2, we have α=C11 + C22 = 1.1421.)
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3.3.3

Parameterization for energy and length scales

In the following process of model parameterization we use the values of model parameters
given above for equilibrium binary honeycomb phase, and label all the dimensional quantities
in real units with superscript “d”. Given the lattice constant ax = 2π/qx in PFC and
ad0 = 2.51 Å for h-BN, a dimensionless length l in 2D PFC is matched to a dimensional one
ld of h-BN material via

ld /l = ad0 /ax = ad0 /(2π/qx ) = 0.342 Å.

(3.6)

Thus in this work the smallest simulation box of Lx × Ly = 512 × 512 corresponds to size
Lx ∆xd × Ly ∆y d = 14.1 nm × 14.1 nm, and the largest simulation size of 32768 × 10010
corresponds to 0.9 µm × 0.3 µm.
To identify the energy scale c0 defined by F d = c0 F, we note from Eq. (3.3) that
f d /f = Y2d /Y2 = Y d adz /Y2 , where adz = 3.33 Å is the vertical layer spacing of h-BN. This
yields Y d adz /Y2 = (F d /Ad )/(F/A) = c0 (ax /ad0 )2 , and thus a PFC energy unit is determined
by

Yd
c0 =
Y2



ad0
ax

2

adz

3Y d
=
2α



ad0
ax

2

adz = 2.74 eV,

(3.7)

given the h-BN parameters of Young’s modulus Y d = 810 GPa [95], lattice constant ad0 , and
adz .
In our grain boundary (GB) simulations, each initial configuration comprises two parallel
interfaces (i.e., GBs) that are perpendicular to the x direction, separating two misoriented
single-crystalline regions. The GB energy (per unit length) is then calculated via
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Figure 3.2: Schematic of initial setups for GBs.

γ=

F − F0
lx
= (f − f0 ),
2ly
2

(3.8)

where F0 is the equilibrium free energy of the corresponding single-crystal system, lx =
Lx ∆x, and ly = Ly ∆y. From Eqs. (3.6) and (3.7), the PFC GB energy unit is given by
c0 ax /ad0 = 8.0 eV/Å for h-BN.

3.4

Grain boundary simulations

In our PFC study four types of GBs are examined (see Fig. 3.2), for two adjoining
grains of orientations θ1 and θ2 with GB misorientation angle θ = θ1 + θ2 . The first two
types correspond to symmetrically tilted GBs with θ1 = θ2 = θ/2, starting either from the
armchair edge (Fig. 3.2a, sym-ac, keeping mirror symmetry between the two grains), or from
the zigzag direction (Fig. 3.2b, sym-zz). Given that polycrystalline samples are featured by
a prevalence of asymmetrically tilted GBs (i.e., θ1 6= θ2 ), we also simulate the configurations
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in the limit of completely asymmetric GBs with θ1 = 0 and θ2 = θ, for grain rotation from
both armchair (Fig. 3.2c, asym-ac) and zigzag (Fig. 3.2d, asym-zz) directions.
The system simulated contains two parallel GBs to satisfy periodic boundary conditions.
The total system size ranges from 14.1 nm × 24.4 nm for large misorientations to 0.9 µm ×
0.3 µm for very small θ (corresponding to 1.3 × 104 to 9.1 × 106 equivalent atomic sites). For
each angle the two misoriented grains are connected initially via a narrow band (around 2-6
grid points) of supersaturated homogeneous phase which spontaneously solidifies, causing the
grains to merge and form a GB that evolves to a steady state. We tested various connection
conditions by varying the relative lattice translation of adjoining grains to obtain the lowest
energy states presented in Fig. 3.3.
Our simulations produce well-stitched GBs consisting of various types of defect rings. At
very small θ the GB dislocation cores are mostly composed of well-separated 5|7, 4|6, or 4|10
pairs, with some examples (5|7 and 4|6) shown in Fig. 3.3b. GB structures of connected
5|7 arrays are found at larger misorientations (Fig. 3.3c), containing either a single type of
homoelemental neighboring, or the alternation of both types of opposite polarity (i.e., alternating A-A and B-B) as observed in experiments of h-BN [85, 87]. Some new lowest-energy
defect structures are also obtained. These include 4|10 pairs comprising heteroelemental
A-B neighboring (at θ = 10.08◦ of sym-zz), 6|8 or 4|6|8 arrays (sym-zz θ = 38.82◦ ), and
an interesting case of GB between armchair and zigzag edges (asym θ = 30◦ ) showing as
a connected 5|7 array mixed by 6|8 “fly-heads”. This “fly-head” configuration is similar to
that obtained in graphene [81] as a result of the release of armchair-zigzag mismatch stress,
although here a new 7|6|8 fly-head structure appears instead of 7|5|7 in graphene, given the
energetically favorable heteroelemental-only neighboring in the 6|8 rings compared to the
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Figure 3.3: (a) GB energy γ as a function of θ. Inset: The fitting to the Read-Shockley
equation at small angles. Also given are sample GB structures for (b) small θ and (c) larger
angles, with A atomic sites shown in red while B in blue.
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unfavorable homoelemental one in 5|7.
We have computed GB energies per unit length, γ, for all four types of GBs setup. For
each setup the lowest-energy results at θ from 0 to 60◦ are given in Fig. 3.3a (noting the full
range of [0, 120◦ ] is symmetric around θ = 60◦ ). All the γ values calculated are within the
range of previous first-principles DFT results [82]. At small θ the γ data are well fitted to
the Read-Shockley equation [96]

γ=

bY2
θ [1 + ln(b/r0 ) − ln(2πθ)] ,
8π

(3.9)

where Y2 is the 2D Young’s modulus (set as 271 N/m for h-BN [95]), b is the magnitude of
the Burgers vector (assumed as b = a0 = 2.51 Å for h-BN, for the shortest Burgers vector),
and r0 is the dislocation core radius. The small-angle γ values for sym-zz and asym-zz cases
are very close due to similar GB structures, giving r0 = 0.54 ± 0.01 Å from the fitting. For
the sym-ac GBs, the fitting yields r0 = 0.90 ± 0.01 Å (in comparison, previous first-principles
calculations [8] gave r0 = 1.2 Å for graphene armchair GBs, while no prior results for h-BN
are available). In contrast, the asymmetric tilting from armchair direction (asym-ac) leads
to more sinuous configurations with non-regular spacing of dislocation cores when compared
to the sym-ac GBs (see Fig. 3.3b). This explains the higher values and larger variation of
small-angle γ for asym-ac GBs. A different value of r0 = 0.60 ± 0.06 Å is also obtained from
fitting.
Large enough system sizes are needed in the grain boundary computation due to artifacts
of finite size effects. The two GBs in a simulation box need to be separated far enough from
each other, to avoid any coupling between them as a result of long-range elastic interaction.
Thus the associated finite size effect would reveal as the decrease of γ value with the increase

40

Figure 3.4: Finite size effects in the GB energy calculation. Left: γ vs lx for θ = 0.54◦
(sym-ac, in both main panel and the inset, with ly = 53 nm) and θ = 0.82◦ (asym-ac, with
ly = 70 nm); Middle: θ = 31.72◦ (sym-ac, with ly = 28.5 nm); Right: 60◦ inversion domain
boundary (IDB, with 4|8 dislocation core structure and ly = 24.4 nm).
of system size lx perpendicular to the GBs, as shown in Fig. 3.4. At low misorientation angles
θ, the range of elastic energy caused by each GB would be longer for smaller angle which
corresponds to larger spacing between dislocation cores along the boundary; thus for too
small lx the value of γ could instead increase with lx due to less cutoff of strain energy, as
demonstrated in the 1st panel of Fig. 3.4. There are rather limited finite size effects along
the GB direction (i.e., for ly ), provided that large enough ly is used to avoid any cutoff of
dislocation core structures particularly for the sinuous, irregularly-spaced defect arrays in
asym-ac GBs.
More sample GB configurations obtained from our PFC simulations are presented in Fig.
3.5, including some examples of symmetrically tilted GBs (from both sym-ac and sym-zz
setups) and asymmetrically tilted armchair GBs (asym-ac) that are of sinuous feature.
For θ approaching 60◦ , 4|8 dislocation cores appear more frequently in low-energy structures. This square-octagon configuration, consisting only of heteroelemental neighboring, is
found to be the lowest energy state of 60◦ IDB, agreeing with the first-principles result for
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Figure 3.5: Sample structures for symmetrically or asymmetrically tilted GBs at various
misorientation angles θ, starting from either armchair (ac) or zigzag (zz) direction.
h-BN [82]. We also identify 6 other IDB structures that possess higher energy (Fig. 3.6),
including arrays of 8|8, 4|4, and tilted 6-membered rings (Z6-I, equivalent to the absence
of one A-atom column in 4|4 structure) for zigzag GBs, arrays of tilted 8-membered (AT8)
or tilted 12-membered (AT12) rings for armchair GBs, and a high-energy state composed
of compressed 6-6 pairs (Z6-II). The stable AT12 structure is obtained at lower densities
nA0 = nB0 = −0.3, but it is unstable (transforming to 4|8) at nA0 = nB0 = −0.28 used in all
other GBs calculations. Among them the 4|4, 8|8, and Z6-I structures, although not being
found in previous h-BN studies, have been obtained in some theoretical [83] and experimental
[90, 91, 97] work of MoS2 and MoSe2 monolayers.

3.5

Grain growth dynamics

To further examine the emergence and dynamics of 60◦ boundaries, we conduct a series
of simulations of grain nucleation and growth from a supersaturated homogeneous phase.
The dynamics is modeled via ∂nA /∂t = −δF/δnA + µA and ∂nB /∂t = −mB (δF/δnB − µB ),
where µA(B) is the chemical potential of A(B) component. We set µA(B) slightly above the
equilibrium value to enable and control the grain growth via a constant flux. Also µA = µB is
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Figure 3.6: Energies and structures of various types of IDBs.
assumed, so that a single grain is of hexagonal shape with both A- and B-terminated zigzag
edges, consistent with some previous experimental [98] and theoretical [99, 100] results for
h-BN.
Figure 3.7a gives a typical simulation setup, starting from four nuclei that are of two
different sizes and 60◦ misorientation. The nuclei evolve to grains of hexagon shape and
grow individually until they merge and form 60◦ IDBs. This grain coalescence leads to the
embedding of polygon-shaped inversion domains within the large grain or matrix and the
subsequent domain shrinking (Fig. 3.7b). The resulting IDBs can be composed not only of
4|8 cores (the lowest-energy type), but also of all other types of defect structure given in Fig.
3.6. Many of them are transients and transform to lower-energy configurations (mostly 4|8,
with some 8|8 or 4|4) during the evolution.
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Figures 3.7d–f show the shrinking process of a typical triangle-shaped inversion domain.
The domain boundary lines consist of connected 4|8 pairs, joined at three junctions via
decagon heart-shaped defect, with all defect cores containing only heteroelemental neighboring. The 3 heart-shaped junctions will finally merge and annihilate. The atomic evolution
around a domain corner is detailed in Fig. 3.7g–i, over a cycle associated with one atomicstep shrinkage. Each cycle starts with the simultaneous displacement of atoms along two
opposite directions (indicated by the arrows in Fig. 3.7g) inside each defect ring labeled
from 1 to 8. This leads to the shape transformation of defect rings at a later time (Fig.
3.7h), e.g., 4 → 8 transformation for ring 1, 2, 5, 7 and 8 → 4 for ring 3, 6, 8, mediated by
the rearrangement of corner decagon (white-dashed heart defect) to two 6-membered rings.
Further atomic displacements inside rings 1-8 lead to further ring shape transformation (Fig.
3.7i), e.g., 8 → 4 for ring 2, 5, 7 and 4 → 8 for ring 4, 6, which are shifted downward in
comparison to their starting locations in Fig. 3.7g. Also the heart-shaped junction is reconstructed at the location of ring 1 which, compared to the junction at the beginning of this
cycle (3.7g, dashed heart), is moved one-step inward of the triangle (of both 1 atomic-row
downward and 1 atomic-column leftward). The whole triangle domain then shrinks one-step
rigidly.
Although similar heart-shaped defect (for h-BN [86]) or triangle inversion domains (for
MoSe2 [92, 93]) have been observed in experiments, they were generated by electron irradiation and thus of qualitatively different structures and dynamics. The 4|8 and heart defects
inside a single domain of irradiated h-BN flakes contained energetically unfavorable homoelemental bonds [86], instead of heteroelemental-only ones obtained here. In exfoliated or
as-grown MoSe2 sheets, irradiation-induced Se vacancies gave rise to small triangle domains
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Figure 3.7: (a)-(f) Grain coalescence and inversion domain dynamics. (c) Atomic site number
N vs t, showing two regimes N = −0.065t + 3.045 × 104 and N = −0.085t + 3.612 × 104
via fitting. (d)-(e) Domain shrinking in the white boxed region of (b). (f) Transient of 3
merging heart-shaped defects before their annihilation. (g)-(i) Time evolution of collective
atomic displacements in the yellow boxed corner of (d).
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with 4|4 defects at both boundaries and junctions, and the expansion, but not shrinking, of
the domain is driven by the new vacancy creation and the triggered atomic motion [92, 93].
In contrast, here polygon-shape domains are formed through coalescing of 60◦ misoriented grains during growth. The subsequent grain dynamics is characterized by the collective atomic displacements and simultaneous shape transformation of defect core rings along
the GBs and junctions, and involves the glide of boundary dislocations but not climb. Also
no net translation, rotation or shear-induced deformation has been observed, a scenario different from the Cahn-Taylor shear driven mechanism with the coupling between normal and
tangential motions [101–103]. Such mechanism originates from the breaking and maintaining of lattice plane continuity across a GB, and would not apply to the case of inversion
domains for which the lattice planes always remain continuous and a 60◦ GB forms purely
due to inversion symmetry breaking in the binary lattice but not lattice sites mismatch.
During grain growth the characteristic grain size was historically expected to follow a
power law L ∝ tα (corresponding to t2α for 2D grain area or atomic site number N ), where
the exponent α = 1/2 for the classical curvature-driven growth [104, 105] but is found to be
< 1/2 and dependent on system temperature, noise strength, and bulk dissipation [106, 107]
and also GBs roughness that affects grain growth stagnation [108]. To quantify the collective
dynamics identified here, we simulate large systems of size 56.2 nm × 97.4 nm (2×105 atomic
sites), with a single triangle inversion domain being initialized in the center and consisting
of 4|8 IDBs and heart-defect junctions. As shown in Fig. 3.7c, two linear regimes of grain
area shrinkage can be identified, for which the crossover to the faster shrinking rate occurs
at a late time stage due to the defect interaction between GBs. The domain shrinking can
be significantly slowed down for some other types of defects (e.g., a mixture of 4|8, 4|4, and
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8|8 cores), leading to the existence of metastable polygon domains in the sample. However,
this still yields two linear regimes of decreasing N (i.e., α = 1/2) before the stagnation of
inversion domain, as shown in Fig. 3.8.
For the domain shrinking dynamics studied here, the growth exponent identified, i.e.,
α = 1/2, is the same as that of purely curvature-driven growth. However, the underlying
mechanism is expected to be different, based on the following 2 reasons: (i) The boundary
lines of the inversion domain examined here are quite straight or weakly curved (mainly
caused by the corners), as seen in Fig. 3.7 and Fig. 3.9 (and the supplemental movies of
Ref. [42]). The motion of boundary lines is rigid and diffusionless, governed by the shape
transformation of boundary defects via collective atomic displacement. (ii) For the cases
of slower shrinking and stagnation of inversion domain with other types of domain boundary defects, we still obtain two regimes of linearly shrinking grain area (i.e., α = 1/2; see
Fig. 3.8) before the process becomes stagnant. This is very different from the previously
studied systems of curved boundaries which yielded α < 1/2 during grain growth and/or
when approaching the grain stagnation regime. On the other hand, the previous results
of α < 1/2 and growth stagnation were mostly for polycrystalline systems with differently
oriented grains, while here only a single grain orientation (i.e., for 60◦ inversion domain) is
examined. Thus the grain growth behavior observed here should be specific for the h-BN
type binary systems with inversion symmetry breaking, particularly for the corresponding
collective atomic-displacement dynamics of inversion domains. Our study for inversion domain growth will be useful for understanding its influence on the more complicated scenario
of multi-grain dynamics in polycrystals of 2D binary materials.
In our study of inversion domain dynamics, although there is no lattice plane misorien-
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Figure 3.8: Atomic site number N as a function of time t, for time evolution of the polygon
inversion domain which becomes stagnant at late time. The result of early-time domain
shrinking is enlarged and presented in the inset, which can be fitted into two linear regimes
N = −0.032t + 2.88 × 103 and N = −0.085t + 4.13 × 103 .
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tation across the inversion domain boundaries, if using the notation in Ref. [83] the Burgers
vector for 4|8 dislocation pairs is always perpendicular to the boundary line during the domain shrinking process of Fig. 3.7. Since the domain boundary motion is collective and
rigidly inward, through the simultaneous evolution and transformation of the boundary defect rings mediated via the corner defects, it involves the process of dislocation glide but
not climb. This dynamic process should then be readily reproduced in MD simulations with
similar system setup.
Note that in our results of Fig. 3.7 showing collective atomic migration along the domain boundaries, the net atomic motion through the junctions is of clockwise direction. The
counterclockwise net atomic migration can also be obtained, simply by reversing grain orientations, as seen in two examples of Fig. 3.9a vs 3.9b. The corresponding grain shrinking
behavior, i.e., N vs t, is almost identical for both cases, as shown in Fig. 3.7c.
More work is needed for further understanding this α = 1/2 growth behavior, which is
important in identifying the growth mechanisms of binary 2D materials that are different
from those of traditional single-component or alloying systems.

3.6

Parameter dependence of results

To further address the reliability of our approach and the degree of parameter independence of our results, we have conducted a large number of additional simulations with varying
model parameters, particularly for high angle boundaries, all of which show similar results.
(i) To systematically investigate the structure and energy of 60◦ inversion domain boundaries (IDBs) which are of current interest, we consider the cases of a) varying values of
A = B (e.g., = 0.1, 0.3, 0.5, similar to temperature effect), b) varying gA = gB values (e.g.,
= 0, 0.5, 1), c) changing values of αAB and w = u, and d) also varying nA0 = nB0 values.
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Figure 3.9: Examples of two shrinking domains, with clockwise (a) and counterclockwise (b)
net atomic motion through the junctions.
All these gave similar results for the defect core structures and grain boundary energy sequence; i.e., 4|8 structure is always the lowest energy state of 60◦ boundary, while for other
higher-energy metastable IDB structures, the γ values for 8|8 and 4|4 structures are usually
quite close to each other. Also at lower (higher) atomic densities nA0 , nB0 while keeping the
other parameters the same, which corresponds to being closer to (further away from) the coexistence between solid and homogeneous states, the defect structures that are vacancy-rich
(e.g., 8|8, Z6-I, AT12) are more (less) easily stabilized as compared to compacted structures
(e.g., 4|4, AT8, Z6-II).
(ii) We have examined the dynamics of grain growth for 60◦ inversion domains for different
sets of model parameters (e.g., varying A = B , varying gA = gB , or varying w = u), with
some results given in Fig. 3.10. The domain evolution and shrinking processes are very
similar to that in Fig. 3.7, all showing the mechanisms of collective atomic dynamics at the
boundaries and junctions and also linear regimes of grain area shrinkage for 4|8 boundaries
as in Fig. 3.7c.
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Figure 3.10: Additional results of inversion domain shrinking, for atomic site number N of
a triangle inversion domain vs time t. Three sets of parameters different from those of the
main text are used: (1) A = B = 0.1, gA = gB = 0.5, αAB = 0.5, w = u = 0.3, (2)
gA = gB = 0, A = B = 0.3, αAB = 0.5, w = u = 0.3, and (3) w = u = 0.5, A = B = 0.3,
gA = gB = 0.5, αAB = 0.5.
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In addition, all the GB energies (γ values in Fig. 3.3) calculated from our PFC model
are within the range of first-principles DFT results [82]. Specifically, for 4|8 60◦ IDB the
DFT calculation yielded γ ∼ 0.43 eV/Å for h-BN [82], while our PFC result (in Fig. 3.6)
gives γ = 0.53 eV/Å. This ∼ 20% difference could be viewed as being in reasonably good
agreement, given that DFT is for zero-temperature calculations and in the case of graphene
the difference between MD and DFT results of γ would be much larger (MD values are
mostly larger than those of DFT [94]).
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CHAPTER 4 ACUTE CELL INJURY:
SINGLE-INJURY MODEL
4.1

Introduction

Dynamical disease is a concept emphasizing the effect of disease that alters the mechanism
and dynamics of the body function [109]. Many models have been proposed to study the
resulting changes using the concepts of nonlinear dynamics. In some models the system is
assumed to show oscillating dynamic behaviour and the disease is acting to change these
regular dynamics or oscillations or halt them. For the case of acute cell injury and brain
ischemia studied in our research, it was first suggested by Peter Lipton [31] that the ischemic
cell death can be explained using a dynamical model. His assumption was based on 3 points:
1. There exists a threshold that is less than 30 minutes subsequent to the cell death.
2. Whether the cell recovers or dies is dependent on how far away it is from its stable
state after being in an early damaged state that continues to 12 hours.
3. The end stages of ischemic damage are metastable. This means unlike normal cell, an
injured cell can remain for a long time in a less stable state.
In 2012, DeGracia et al [40] introduced a nonlinear dynamical model to describe the cell
injury where brain ischemia is a case study. Most ideas presented in this model could be
applied to other forms of acute injury (e.g., heart ischemi, traumatic brain injury, acute
kidney injury, etc.). The model is expressed as a system of nonlinear ordinary differential
equations (ODE). The specific events occurring within the cell are treated in this model
by considering gene regulatory network where discrete binary cell decision is the outcome
[110, 111]. A previous study of cell fate decision of differentiating bipotent progenitors that
have two mutually inhibitory factors [112] was the cornerstone of this model, where the ’on’
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and ’off’ attributes used to represent the cell fate are replaced in this study by ’death’ and
’survive’.

4.2

Autonomous model

The simplest form of the model introduced in reference [40] is given by,

dD
(cD IeIλD )n
=v
− kD
dt
(cD IeIλD )n + S n
(cS Ie−IλS )n
dS
=v
− kS
dt
(cS Ie−IλS )n + Dn

(4.1)

where n is the Hill coefficient, cD is a measure of damage agent toxicity, λD is the change
in toxicity with injury magnitude I, cS is the strength of the intrinsic stress response of the
given cell type, λS is the change in the total induced stress responses with injury magnitude
I, v is the accumulation rate, and k is the decay rate. For simplicity, the last two parameters
were set to equal 1.
The left hand side of Eq. 4.1 is the rate of change and the right hand side represents the
accumulation rate minus decay rate. The accumulation rate representing the inverse relation
between D and S is given by dD/dt ∝ 1/S and dS/dt ∝ 1/D. ΘD = cD IeIλD , the threshold
of D, is a specific amount of D that inhibits S by 50%. ΘS = cS Ie−IλS , the threshold of S,
is a specific amount of S that inhibits D by 50%. In the light of these definitions, we deal
with D and S as concentrations.
One of the most important properties of this model is the occurrence of bistability,
for which the outcome from a competition between a given set of parameters reveals two
attractor and 1 repeller points. We interpret bistable solutions of the model by mapping
them to recovery or death via the inequalities: D∗ > S ∗ leads to dead cell, S ∗ > D∗ yields
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cell recovery. Eq. 4.1 describes the mutual antagonism between stress response and damage,
and is well known to display bistable dynamics [113]. Numerical solutions to this equation
produce four types of injury course: Monostable, where only one attractor point -survival
or death- is presented at each injury magnitude and different initial conditions, and three
different forms of bistability. Those injury courses are determined by the chosen values of the
parameters (cD , λD , cS , λS ). An injury course represents the relation between the attractor
point (S ∗ , D∗ ) and the amount of injury that derives them. A novel output from such injury
course is the ability to determine a value of I on the separatrix line, which is the line on the
phase plane that separates the basin of attraction of the two attractors. It is denoted by Ix
when S ∗ = D∗ :

Ix =

ln(cs ) − ln(cD )
λD + λS

(4.2)

Ix is the tipping point between life and death. If I > Ix the cell dies, and if I < Ix it
survives. This could be implemented in clinical trials in such a way that if I < Ix the cell
will survive and no drugs are needed to be given, but not for I > Ix . One more advantage of
being able to determine Ix is that it is consistent with the different delayed neuronal death
(DND) of different types of cells represented by (cD , λD ) as a damage agent. When varying
(cS , λS ) stress responses corresponding to this cell type will have a different Ix , which means
a different tipping point between life and death. Consequently, the model is generic and
can potentially model any acute injury condition. Figure 4.1 shows a bistable diagram for
one injury magnitude I. The survival, death, and repeller attractors are represented by
the green, red, and blue dots respectively. The black arrow indicates the survival or death
trajectories which depend on the initial conditions of (S, D). This is called preconditioning
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Figure 4.1: The bistable bifurcation diagram where the green dot is the survival attractor,
the blue dot is the repeller attractor, and the red dot represents the death attractor. The
yellow line represents the sepratrix of the curve that is the tipping line which decides the
cells fate. Here I = 2.9, cD = 0.11, λD = 0.1, cS = 2.6, λS = 0.95.

in the biomedical area.
By understanding the model one can figure out what is the initial condition or pretreatment that guarantees the survival of the injured cell even when I > Ix . Figure 4.2 shows
an example of how such difference in initial conditions can result in a different outcome or
trajectory to death or survival attractor.
The solutions of Eq. 4.1 only capture the behaviour of acutely injured cell up to the
attractor points (D∗ , S ∗ ). However, the cell must decay from these attractor states, either
to its initial state (recover) or to death. The decay function was assumed to take the form
of exponential decay seen in Eq. 4.3, and was concatenated to equation Eq. 4.1 to form a
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Figure 4.2: Altering the initial conditions changes the outcomes from death to survival. Here
I = 3, cD = 0.15, λD = 0.1, cS = 3.75, λS = 0.95.
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close trajectory.

D = D∗ e−|D

∗ −S ∗ |t

(4.3)
−|D∗ −S ∗ |t

S = S ∗e

The artificial concatenation to the previous equation motivates the construction of a
non-autonomous theory that is used to develop a mathematical framework to calculate the
closed loop trajectories that model the full sequence of injury and the outcomes.

4.3

Non-autonomous model

In the autonomous model, the accumulation rate v and the decay rate k were assumed
to be constant, which is physically unrealistic. In order to further develop the single injury
model (SIM) model, we hypothesized many different representations for v and k, and found
that defining k as a function of |D − S|, and defining the accumulation rate as a simple decay
function lead to the most simple and realistic representation. The choice of k was discussed
briefly in the previous section, for which |D∗ − S ∗ | provides a realistic injury assessment. In
the case of severe injury (i.e., |D∗ >> S ∗ |), the system decides its fate relatively fast, but in
the case of DND (i.e., D∗ ' S ∗ ), longer time is needed for the cell to decide its fate. Here,
instead of taking the difference only in attractor states, we set k equal to the instantaneous
value of |D − S|. The definitions of v and k are shown in Eqs. 4.4 and 4.5.

kD = kS = c2 t|D − S|

(4.4)

vD = vS = v0 e−c1 t

(4.5)
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where c1 , c2 , and v0 are proportionality constants. Substituting Eq. 4.5 and Eq. 4.4 in Eq.
4.1 gives Eq. 4.6, the non-autonomous theory of cell injury (NAT) of the SIM:

(cD IeIλD )n
dD
= v0 e−c1 t
− c2 t|D − S|D
dt
(cD IeIλD )n + S n
(cS Ie−IλS )n
dS
= v0 e−c1 t
− c2 t|D − S|S
dt
(cS Ie−IλS )n + Dn

(4.6)

Some sample results of D and S time courses obtained from the solution of Eq. 4.6 are
given in Fig. 4.3. There are two main differences between NAT and the original autonomous
model:
1. The slope of the trajectory changes as a function of time in this NAT model, whereas
with an autonomous ODE the slope field is constant in time. Therefore, there is no
slope field that is common to the trajectories in the non-autonomous SIM.
2. Since the end point for each time course in NAT is (0,0), this state is considered the
real time attractor point.
In the effort to interpreting the NAT model, we propose two different methods to find an
analogy to the original model attractor points. In one method, we compare the maximum
values of D and S, i.e., Dmax and Smax , which could occur at either the same time t or
different times. In the other method, we calculate the area under curve (AUC) of D and S
time courses. Comparing the two methods (Fig. 4.4) shows similar behaviour to the original
model under one restriction; that is, the limit of the tested initial condition could not exceed
ΘSmax /2 if the maximum method is used.
However, an attempt to these two methods for the non-autonomous SIM using the same
range of initial conditions with S0 = 0 to 1 and D0 = 0 to 1 and v0 = 100, c1 = 0.01,
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Figure 4.3: Sample results of NAT model, showing D and S versus time. The parameters
used are (cD , λD , cS , λS , c1 , c2 , k)=(0.1, 0.1, 2.5, 0.9, 1, 1, 1), corresponding to Ix = 3.2.
(a) I = 3.4 > Ix and (b) I = 3 < Ix .

and c2 = 0.005 yielded unclear results with difficulty in extracting the information of cell
outcomes, as seen in Fig. 4.5. To overcome the difficulty of analyzing the NAT, we use
a new quantity, i.e, the apparent value of injury I, Iap , in our analysis. Iap is the tipping
point between survival and death for each initial condition (D0 , S0 ), and could be different
from Ix which is determined from (D0 , S0 )=(0,0). An example is shown in Fig 4.6, where
Ix = 3.28 when (D0 , S0 )=(0,0) for the parameters chosen. In Fig 4.6a S0 is fixed at 0 and
D0 takes three values (0, ΘSmax /4, ΘSmax /2). Changing D0 from 0 to (ΘSmax /4 or ΘSmax /2)
decreases the Ix to Iap = 2.46 and Iap = 1.68, respectively. Overall, the system shows bistable
behaviour, but the cell dies at smaller injuries. Similar arguments can be applied when we
fix D0 =0 and assign three values to S0 as (0, ΘSmax /4, ΘSmax /2). Here, when S0 increases,
Iap increases indicting the survival of cell at injury intensity higher than Ix , as shown in Fig.
4.6c. It is also observed that having D0 equals S0 has no effect on Ix (see Fig. 4.6b).
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Figure 4.4: Comparing the SIM time course types obtained from two methods to analyze
the NAT. The first and fourth rows are adopted from Ref. [40], the second and fifth rows are
generated using AUC, and the third and sixth rows are for maximum D and S. Panel a shows
monostable injury course, while b, c, d are the three types of bistable injury courses. The
parameters used for (cD , λD , cS , λS ) are (0.1, 0.1, 100, 0.9), (0.1, 0.1, 2.5, 0.9), (0.075, 0.01,
0.0825, 0.01), (0.1, 0.02, 0.4, 0.19) for a-d respectively. Also the limit of initial conditions of
D0 and S0 values range from 0 to ΘSmax /2
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Figure 4.5: (a)-(h) represents an attempt to analyze the NAT using AUC analysis. Those
figures were generated using the same parameters as those in Fig. 4.4, in addition to setting
v0 = 100, c1 = 0.01, and c2 = 0.005. The initial values of D0 and S0 are set from 0 to 1.
Although a qualitative behaviour of monostable and bistable injury course could be seen, it
is challenging to analyze the results in this manner.

Some results of our analysis using Iap are given in Fig. 4.7, where panels a-d correspond
to four types of injury outcomes (with model parameters the same as those in Fig. 4.5).
In the first column we show a bifurcation phase diagram where we assign a color to each
initial condition as follows: yellow if Iap > Ix (with Ix estimated from Eq. 4.2), which also
gives the protective range (i.e., the cell dies at injury magnitudes higher than Ix , similar to
that indicated in Fig. 4.6c). Magenta area corresponds to Iap < Ix for which the cell dies
at injuries lower than Ix (similar to the effect of Fig. 4.6a), red means the system always
dies, and green means the system always survives. The second column of Fig. 4.7 gives the
values of Iap at each initial condition. The last column is a 2D bifurcation diagram where
the value -1 is assigned if the system dies and the value 1 is assigned if the cell survives,
over all different initial condition for different amount of injury. The last column shows that
the system is almost always bistable, but the range of bistability differs for different system
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Figure 4.6: AUC values of D and S as a function of injury I0 . The parameters used are (cD ,
λD , cS , λS , c1 , c2 , k) = (0.1, 0.1, 2.5, 0.9, 1, 1, 1). (a) S0 = 0 and D0 =(0, ΘSmax /4, ΘSmax /2),
changing the tipping point between live and death (i.e., Ix =3.28 at D0 =0) to Iap =2.46 (at
D0 =ΘSmax /4), and to Iap =1.68 (at D0 =ΘSmax /2). (b) D0 = S0 =(0, ΘSmax /4, ΘSmax /2),
with no change observed in Ix . (c) D0 = 0 and S0 =(0, ΘSmax /4, ΘSmax /2), changing Ix to
Iap =4.03 (at S0 =ΘSmax /4), and to Iap =4.93 (at S0 =ΘSmax /2) and giving the protective range
indicated in the figure.

parameters.

4.4

Experimental data

D and S are markers that provide a global estimate of the total cell damage and the total
amount of cell stress responses, respectively. Protein aggregates (PA) estimate the total
damage D, and are from denatured proteins which represent convergence of many upstream
damage mechanisms [114]. Post-ischemic stress produces changes to gene transcription and
represents a variety of different pathways. Therefore, it is hypothesized to estimate the total
induced stress response S from results of gene transcription [115].

4.4.1

Measuring damage: western blots

Protein aggregates could be detected by ubiquitin Western blot as high molecular weight
(MW) smears between 100-200 kDa [114]. In the work done by Luo et al. [114], the samples
were quantified by densitometry and plotted versus time to estimate the damage in Cornu
Ammonis 1 (CA1) and dentate gyrus (DG), analogous to CA1 and CA3 neuron cells in this
work. D time courses of CA1 and DG are shown in Fig. 4.8.
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Figure 4.7: Results of stability analysis using D and S AUC. Parameters and the range of
initial conditions are the same as those in Fig. 4.5. The first column shows a 2D bifurcation
diagram, where yellow color is assigned if Iap < Ix , magenta assigned if Iap > Ix , red if the
system is monostable and always dies, and green if the system is monostable and always
survives over a range of injury magnitudes. The second column shows Iap value at each
initial condition. The third column shows a 2D phase diagram, where -1 is assigned when
the system dies, and 1 is assigned if the system survives. The shaded blue area indicates the
range of bistability.
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Figure 4.8: Time courses of ubiquitin PA smears for CA1 and DG, used to estimate D time
courses.

4.4.2

Measuring stress response: microarrays

Gene expression is the process of translating the gene into protein [116]. We can measure
the genetic distance between non ischemic, sham-operated controls (NIC) and ischemic cells
in gene space using microarray technology. When genes change, the level of mRNA also
changes for a given gene. The mRNA goes to the ribosomes where it is translated. One
thing that has been experimentally discovered is that the change in mRNA levels (i.e., how
many copies of the mRNA are inside the cell) does not match the number of mRNA copies
that go to the ribosome to get translated into protein [117, 118]. In the extreme case, can
have 100 times more mRNA for a given gene out of which nothing goes to the ribosomes.
However, mRNA is just a blueprint for how to make a specific protein. The protein
is the functional unit in the cell. Unless an mRNA is translated to a protein, it has no
functional effect inside a cell. Therefore, we measure the mRNAs that are actually bound

65

Figure 4.9: (a) First row represents the polysome profile for (NIC) CA1. The reaming rows
represent western blot analyses of fractions for ribosomal proteins S6 and L7a, marking 40S
and 60S subunits, respectively. (b) dB and dU give a representation to bound and unbound
translation distances, respectively.

to the ribosomes inside the cells dissected from the brain tissue. Measuring the individual
proteins would be impossible, but by measuring which mRNAs are on the ribosomes, we
get an estimate of which mRNAs are being translated into proteins. Such estimate is much
more accurate than just measuring the change in mRNA. In a living cell, many ribosomes
ride along a linear mRNA molecular structure called a polysome. Thus, we actually isolate
the polysomes. Figure 4.9a shows an example of isolating the polysomes. The polysomes
correspond to the red box B, (for ’Bound to polysomes’), while the blue box U means
Unbound to polysomes. The B and U are actually liquid solutions to be isolated, from
which the mRNAs are extracted afterwards. The total change in the mRNA comes from
B + U . We are only interested in B, because these are the mRNAs that are actually being
translated into proteins. S is estimated by calculating the state vector for the mRNAs in
the B fraction when we compare the B fraction in control animals to animals that have
undergone various durations of reperfusion. In Fig. 4.9b, the distance is calculated at 8 hr
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after the ischemia and we isolated two different brain regions, CA1 and CA3, where CA1
will die and CA3 will live. Bound distance dB and the unbound distance dU are calculated
from experimental data. They will be added together and this will be the total change in
gene distance in those 8 hrs. S will be estimated by taking the fraction of bound mRNA to
the total change. This fraction is slightly bigger in CA1 (0.57) than CA3 (0.47), suggesting
CA1 is undergoing a slightly larger stress response. This method produces 0 < S < 1, and
we could fit this to the normalized form of the ODEs.
Experimentally, male long Evans rats were given 10 min normthermic global cerebral
ischemia by two- vessel occlusion plus hypertension and reperfused for (0, 8, 16, 24, 48, 72)
hours. Total and polysomal RNA was analyzed on Rat Gene 2.0 ST Arrays (Affymetrix) by
the company Genome Explorations (Memphis, TN) who also performed digital PCR [119].
Digital PCR was used to convert probe sets to copy numbers (CN). Eculidean distance for
each 28,407 probe set was calculated vs. non ischemic control (NIC) to give multidimensional
distance (MDD) at each time point shown in Eq. 4.7.
v
ui=N
uX iexp
|
− 1|2
M DD = t
i
con
i=1

4.5

(4.7)

Data fitting

For data fitting we use the Nelder-Mead algorithm [120], which is also known as the
downhill simplex method [121]. It is a direct search method [122] with unconstrained optimization technique. This method does not require knowing the derivatives of the function
to be fitted, which makes it suitable for problems with non-smooth functions [29]. It was
described as the best method to use if the figure of merit “gets something working quickly”
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for a problem whose computational burden is small [121]. It is also the most widely cited one
among the direct search methods [123]. The method uses the concept of a simplex which is
the geometrical figure consisting of N + 1 points (or vertices) in N dimensions and all their
interconnecting line segments [121, 122]. For instance, if the algorithm starts with 2 values,
a triangle simplex is formed. If it starts with 4 or 5 values, a cell simplex is formed, and so
on. In our case, we are interested only in finding the parameters of Eq. 4.6, thus the function
values needed for the algorithm are the error values between the data obtained from ODEs
solutions and the experimental data.
The searching method specifies four parameters which determine the four main alternations in the simplex. Those parameters are:
1. reflection parameter (%)
2. expansion parameter (χ)
3. contraction parameter (γ)
4. shrinking parameter (σ)
According to the original paper [120], those parameters must meet the following condition:
% > 0, χ > 1, χ > %, 0 < γ < 1 and 0 < σ < 1. Those numbers were chosen as follows:
% = 1, χ = 1/2, γ = 2, σ = 1/2 [120, 121]. The algorithm starts by initiating a simplex
around the initial guess by adding 5% to each one of the vector elements. For instance,
y(0) = (θD , θS , v, c1 , c2 ), y(1) = (θD + 5%θD , θS , v, c1 , c2 ), ... , y(6) = (θD , θS , v, c1 , c2 + 5%c2 )
and this is what forms the simplex. Then it evaluates the error between experimental data
and data obtained from the ode45 solver in MATLAB at each one of (y(1), y(6)) and arranges
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them in increasing order. Following this approach, y (6) becomes the node with highest error
[120]. ode45 is a built-in MATLAB code that uses Runge-Kutta method of the forth order
to numerically solve the differential equations. The equations govern the next point will
be modified from the algorithm and code procedure shown in Fig. 4.10 is: reflected point
I = 2m − y(6); Where m = Σy(i)/n The centroid of all the nodes except for the worst
point; expanded point S = m + 2(m − y(6)), contracted point c = m + (r − m)/2, contracted
inside point is cc = m + (x(n + 1) − m)/2, shrinking procedure is performed as follows
v(i) = x(1) + (x(i) − x(1))/2[120, 121]. The algorithm will be terminated if two conditions
are met:
1. err(y(6)(current iteration)-y(6)(previous iteration)) = 10−12
2. y(6)(current iteration)-y(6)(previous iteration) = 10−12
We used this method that was pre-implemented in MATLAB to fit the experimental data
and Eq. 4.6. The result are shown in Fig. 4.11 which gives S, D of CA1 and CA3 versus
reperfusion time in Fig. 4.11a and Fig. 4.11b respectively. The results clearly indicate that
CA1 dies after 24 hours of ischemia while CA3 survives the injury.
This curve fitting estimates the model parameters for non-autonomous SIM, with fitting
outcomes summarized in the table of Fig. 4.12a. From the parameters, we can reconstruct
the entire nonlinear dynamic time courses for CA1 (Fig. 4.12b) and CA3 (Fig. 4.12c). As a
self consistency check, we calculated Ix for CA1 and obtained a reasonable value of 9.8 min,
compared to the well known value of 10 min in experiments. The fits also predict that CA3
dies at 12.9 min due to the global cerebral ischemia. The reconstructed dynamics serves as
a hypothesis that must be empirically validated in the future research.
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Figure 4.10: A diagram illustrates the fitting procedure.
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Figure 4.11: Curve fits to Eq. 4.6 for our experimentally measured S data shown in green
for CA1 (a) and CA3 (b), and for PA results given in Fig. 4.8 for CA1 (a) and DG (b). Note
that DG is used to approximate CA3 for PA results.

Figure 4.12: (a) The model parameters identified from the fitting to experimental data of D
and S. The reconstructed dynamic time courses for CA1 and CA3 are given in (b) and (c)
respectively.
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CHAPTER 5 ACUTE CELL INJURY:
MULTIPLE-INJURY MODEL
5.1

Multiple injuries

As discussed in Chapter 4, the NAT model overcomes the limitations of the autonomous
theory by representing a closed trajectory which starts and ends at (D, S) = (0,0) state. More
importantly, it accounts for both ischemia preconditioning and postconditioning scenarios
through incorporation of accounting for multiple injuries. Among many ways by which
two simultaneous injuries could be simulated, we choose an interacting form where the
second injury is represented by the mutually antagonizing parameters (S2 , D2 ), which also
antagonize D and S from the first injury represented by (S1 , D1 ). This formalism was
originally adopted by Zhou et al., [124] and a circuit diagram summarizing this interaction
is presented in Fig. 5.1. This diagram could be translated into four coupled nonlinear,
non-autonomous differential equations:

ΘnD
dD1
− kD1
=v n
dt
ΘD + S1n + S2n
dS1
ΘnS
=v n
− kS1
dt
ΘS + D1n + D2n
dD2
ΘnD
=v n
− kD2
dt
ΘD + S1n + S2n

(5.1)

dS2
ΘnS
=v n
− kS2
dt
ΘS + D1n + D2n

where v is as given in Eq. 4.5. The k parameter is modified to account for D and S
interaction as:
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Figure 5.1: Circuit diagram for two interacting injuries.

k = c2 t|(D1 + D2 ) − (S1 + S2 )|

5.2

(5.2)

Model solutions

Three different manifestations of Eq. 5.1 solutions will be presented in the following
sections. Case one will be the study of preconditioning, and Case 2 and Case 3 will be the
simulations of effects of post injury drug treatment. The difference between case 2 and 3 is
that in the former we consider the effect on the injured cell when the time at which the injury
is administered changes, while in the latter, the effect of changing the dose is considered.

5.2.1

Preconditioning

In the case of preconditioning, the same injury mechanism and the same cell type for the
two injuries will be considered. This could be accomplished by setting (cD , λD ) and (cS , λS )
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Figure 5.2: Results of numerical simulations for preconditioning with a sublethal injury being
given before a lethal injury. The time differences between injuries 1 and 2 are (a) 70 hrs, (b)
30 hrs, and (c) 24 hrs.
to be equal for both injuries and changing only the injury intensities I1 and I2 . We simulated
the case where sublethal injury (I1 < Ix ) precedes a lethal injury (I2 > Ix ), which is the
definition of ischemic preconditioning.
Results from solving Eq. 5.1 are given in Fig. 5.2, which shows that the interaction between injuries 1 and 2 increases as the time ∆t between the two sequential injuries decreases.
When ∆t = 70hrs, injury 1 mostly runs its course and a has very limited effect on lethal
injury 2, and hence the system dies (Fig. (5.2)a). On the other hand, when ∆t = 30hrs, the
two injuries interact with each other, but the interaction is not for long enough for injury 1
to salvage injury 2; thus, D exceeds S at large enough time and the system dies (Fig. 5.2b).
However, at ∆t = 24hrs, the excess total stress responses of injury 1 and those of injury
2 are accumulated nonlinearly, as determined by Eq. 5.1, allowing the cell to overcome
total damage and survive (Fig. 5.2c). Therefore, Eq. 5.1 effectively simulates the effect of
ischemic preconditioning.

5.2.2

Post-injury drug treatment

Post injury treatment is modeled via controlling the input parameters of Eq. 5.1, where
I1 is the lethal injury and I2 is the drug treatment, treated as a form of injury. We constrict
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the model to have equal cell characterization parameters (i.e., cS , λS are equal for I1 and
I2 ), and that the Hill coefficients are equal (i.e., n1 = n2 ) for simplicity. In addition, I2 (i.e.,
drug) is weaker than I1 (i.e., the main injury in form of ischemia, trauma, etc.). Therefore,
cD2 = cD1 /100 and λD2 = λD1 /100 were assumed to characterize the intensity of I2 . Also, the
drug acts in a faster way than the main injury I1 leading the velocity parameter (i.e., v0 and
c1 ) and the decay parameter rate (i.e., c2 ) of I2 to be 5-15 times as those of I1 . Applying those
constrains, the model parameters used to run the simulations were cS1 = 0.25, λS1 = 0.9,
n1 = 4, cD1 = 0.1, λD1 = 0.1, Ix = 0.92, v0,1 = 0.1, c1,1 = 0.1, c2,1 = 0.2 for injury 1, and
cS2 = 0.25, λS2 = 0.9, n2 = 4, cD2 = 0.001, λD2 = 0.01, Ix = 6.1, v0,2 = 0.5, c1,2 = 1,
c2,2 = 2 for injury 2. An estimate of the tipping injury magnitude before it becomes lethal
is obtained via Eq. 4.2 for injury 1 and injury 2, and is found to be Ix = 0.92 and Ix = 6.1,
respectively.
In this study, we focus on the effect of two additional parameters: the therapy administration time and therapy dose. The first is controlled by the time between I1 and I2 initiations,
and the latter by controlling the injury intensity. To analyze the outcome, the area under curve analysis introduced in Chapter 4 (i.e., if AU CD > AU CS cell dies, otherwise it
survives) will be used. Fig. 5.3 shows the results of running Eq. 5.1 with the previous
parameters, where Figure 5.3(a) shows the main injury I1 with lethal intensity I = 1 and no
treatment. In this case, AUC(D) = 5.5 > AUC(S) = 3.5 and cell dies. Figures 5.3(b)-(d)
show the effect of altering the therapy administration time. If the drug is given early in the
time course (t = 0.9), this leads to AU C(S) > AU C(D), and the system survives. However,
if the sub-lethal injury (i.e., drug) is given at t = 5 or t = 20, the system dies. This is
consistent with the fact that the drug must be administered within a specific time window
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Figure 5.3: Post-injury simulation. (a) Main injury I1 with lethal intensity I = 1 and no
drug treatment. (b)-(d) Effects of altering the therapy administration time. (e)-(g) Effects
of intensity I2 of the sublethal therapy on the injured cells. Blue arrows in panels (b)-(d)
indicate the time of application of the second, sub-lethal injury.
to be effective at halting cell death. Figures 5.3(e)-(g) show the effect of concentration of
the sub-lethal therapy on the injured cells. Survival of the cell could also be achieved if
sub-lethal therapy of I2 = 1 at t = 0.7 is administered at the indicated time (Fig. 5.3f).
However, if the dose of the therapy is either halved (I2 = 0.5, (Fig. 5.3e)) or doubled (I2 = 2,
(Fig. 5.3e)), damage dominates and the system dies. This result reproduces the notion of
an optimal dose of therapy, which means that small dose will be ineffective and large dose
contributes to lethality.
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These examples show a proof of concept that the non-autonomous theory can simulate
multiple sequential injuries. They illustrate how the non-autonomous theory generalizes the
notion of therapy as a sub-lethal injury, and predicts the dose and time of drug or therapy
administration. As such, the theory provides a novel framework for pharmacodynamics.
It is also noted that this theory is not restricted to two sequential injuries shown in these
examples; instead, it can be applied to model any number of injuries using mechanisms
similar to those described above.
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CHAPTER 6 SUMMARY AND CONCLUSIONS
Through all the previous chapters, we aim to introduce various nonlinear phenomena
that are of tremendous interest in both fundamental research and technological applications.
The phenomena studied in this dissertation could be categorized into two classes. The first
class includes those phenomena associated with pattern forming and ordered systems which
are investigated via the development of a binary phase field crystal (PFC) model. The PFC
approach is a very promising modeling method which has been used in examining a wide
variety of complex various phenomena (not limited to the study of colloidal assembly and
grain boundary structures presented here), giving it capability of accessing multiple time and
length scales. The other class studied in this dissertation includes the phenomena related to
acute cell injury, which is examined by a system of nonlinear ordinary differential equations
(ODEs) that are known to produce bistable solutions. The model maps the bistable solutions
to cell recovery or death. In the following we will summarize the phenomena studied and
discuss the main findings and future work.

6.1

Modeling of two-dimensional binary colloidal structures

In Chapter 2, the self assembly of binary colloids into different ordered structures has
been examined. The ability to tune the system properties to fit into many technological and
biomedical applications motivated the development of novel modeling approaches, including
the phase field crystal model developed here for investigating elastic properties, phase transformation, and grain nucleation and growth of systems that order through self assembly. We
have calculated the phase diagrams at different temperatures in order to determine the parameters and conditions controlling the emergence of different ordered phases and obtain the
suitable parameters of coexistence between them. In addition, elastic constants were calcu-
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lated for some ordered phases. Our PFC model provides a framework for modeling structure
formation of ordered phases observed in experiments and predicts some new binary ordered
structures.
In the future, the role of competing length scales in colloidal pattern forming processes
(including both ordered and quasicrystalline phases) will be further investigated. Although
the PFC model introduced here could access more length and time scales than those of
other atomistic approaches, it needs to be extended to describe slowly varying envelope
or amplitude functions while maintaining the basic features of crystalline states. Hence,
an amplitude representation of this model needs to be developed for binary materials with
sublattice ordering, which is an ongoing research effort.

6.2

Grain boundary structures and dynamics of 2D binary materials

Understanding and controlling the properties and dynamics of two-dimensional binary
materials have motivated the study presented in chapter 3. Grain boundary structures and
dynamics are investigated through the phase field crystal model introduced in chapter 1 and
derived in chapter 2. The model is parameterized for the study of hexagonal boron nitride
monolayers, to identify the angle dependence of grain boundary energy and to pinpoint the
defect structures for both symmetrically and asymmetrically tilt boundaries. Our results
reproduce all types of dislocation cores observed in previous experiments and first-principles
calculations, and predict some new defect structures for various grain boundary misorientations, particularly the 60◦ inversion domain boundaries. In addition, we identify a new
mechanism of grain growth dynamics, as originated from the impinging of the 60-degree
misoriented grains and the subsequent formation of triangle or polygon shaped domains that
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are separated from the surrounding matrix via inversion domain boundaries. The domain
evolution and shrinking processes are governed by the collective atomic displacement of the
connected square-octagon (4|8) pairs along the boundary lines and the heart-shaped defects
at the junctions. These defect-mediated collective dynamics of inversion domains are important for understanding the complex mechanisms of grain growth in binary 2D materials.
In most of our existing study, the grain growth dynamics is simulated for crystals with
components having equal chemical potential. This produced hexagonal shaped crystals. In
the future, we would like to study the coarsening dynamics that arises from the impinging of
other crystal shapes observed in experiments (e.g., stars and triangles crystals), in addition
to studying the grain rotation mechanisms during grain coalescence and growth in twodimensional crystals.

6.3

Acute cell injury

Many clinically important acute injuries have been intractable to treatment, including
stroke and cardiac arrest brain damage. We have attributed this failure to inadequate theoretical understanding of acute cell injury in biological systems. In chapter 4, a nonlinear
dynamical theory of acute cell injury describing a competition between total injury-induced
damage, D, and total injury-induced stress response, S, is developed. We focus on the development of a non-autonomous theory, and identify the criteria for determining the outcome
(i.e., survival vs death) of the model and the corresponding time courses and bistability diagrams. The theory is tested by rodent model of global cerebral ischemia, based on hypothesis
that changes in polysome-bound mRNAs and denatured protein aggregates in injured neurons would estimate S and D, respectively. Experimental data was fitted to the theory
through the Nelder-Mead method. The parameters obtained from data fitting allowed a self-
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consistency check by calculating the injury magnitude at the tipping point between recovery
and death. This value is well-known to be 10 minutes of ischemia for CA1. Our calculations
yielded 9.8 minutes for CA1, and 12.8 minutes for CA3 neurons. The agreement with the
known tipping point of CA1 indicates our markers are reasonable estimates of S and D.
In Chapter 5 we aim to develop a model that includes more than one injuries. The
single-injury model presented in chapter 4 is limited to dealing with pre-treatment only in
the form of manipulating the initial conditions, i.e., pre-conditioning. Here, we modified the
model to include post-treatment cases represented by the majority of patients who reach
the hospital after suffering from an injury. The model is introduced and both preconditiong
and post-injury drug treatment are presented, which generalizes the notion of therapy as
sublethal injury. The therapy (sublethal injury) may be applied before or after the lethal
injury (i.e., pre-conditioning or post-injury therapy), capturing several important empirical
results.
The model provides a framework to develop effective therapies against clinically-important
forms of acute cell injury. In the future work, we aim to enhance the model by linking the
model parameters to real biomedical variables and units. In addition, we plan to introduce
the spatial variation into the SIM model and apply the theory to model cell injury (e.g.,
stroke) in spatially extended organs and tissues.
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ABSTRACT
NONLINEAR DYNAMIC STUDIES OF PATTERN-FORMING AND
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Nonlinear phenomena are ubiquitous in nature and in almost every discipline of science. Various nonlinear dynamic theories are being developed to investigate a wide range
of complex nonlinear systems. In this work, we study two types of nonlinear phenomena.
The first type involves understanding and controlling the properties and dynamics of twodimensional (2D) material systems. We develop a binary phase field crystal (PFC) model
which simultaneously addresses diffusive dynamics of large-scale systems and resolves material microstructures, and apply the model to the study of two material systems. (1) We
use this PFC model to investigate the self assembly of 2D binary colloidal structures with
sublattice ordering. A variety of ordered phases and their coexistence have been identified,
including some structures observed in experiments and our theoretical predictions of some
new phases, as well as the corresponding stability and phase diagrams. Elastic properties,
phase transformation, and grain nucleation and growth of these modulated/ordered phases
have also been examined. (2) The PFC model is parameterized for the study of hexagonal boron nitride monolayers, to identify the structures, energies, and dynamics of both
symmetrically and asymmetrically tilt grain boundaries. Our results reproduce all types of
dislocation cores found in previous experiments and first-principles calculations, and predict
some new defect structures for various boundary misorientations, including the 60◦ inversion
domain boundaries. In addition, we identify a defect-mediated growth dynamics for inver-
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sion domains governed by the collective atomic migration and defect core transformation at
grain boundaries and junctions, a process that is related to inversion symmetry breaking in
binary lattice.
The other type of nonlinear phenomenon studied in this research is related to acute
injuries in biomedical systems. We develop a nonlinear dynamical theory of acute cell injury describing the competition between total injury-induced damage (D) and total injuryinduced stress responses (S). Our theory includes a non-autonomous model that identifies the
dynamic time courses given a single injury, and determines the conditions and bistability diagrams governing the survival vs death outcomes of the cell under different initial conditions
and system parameters. The theory is also extended for the construction of a multi-injury
model that is used to examine the effects of pre- and post-conditioning and post-injury drug
treatment. We test the theory of single injury by using a rodent model of global cerebral
ischemia, and hypothesize that changes in polysome-bound mRNAs and denatured protein
aggregates in injured neurons would estimate S and D, respectively. The experimental data
is fitted to the theory using the Nelder-Mead method. This validation of the model is the
first step towards applying it to develop effective therapies against clinically-important forms
of acute cell injury.
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