We show that the ECM algorithm can always be constructed to converge at the same or approximately the same rate as the EM algorithm. The construction is based on the well-known conjugate directions algorithm. This result both suggests ways of speeding up the convergence of ECM and provides a simple way of identifying cases where the simplicity and stability of ECM over EM is attained at effectively no loss in convergence speed. Three examples are given.
Introduction
The EM algorithm introduced by Dempster, Laird & Rubin (1977) is an elegant and popular algorithm for finding maximum likelihood estimates in missing data situations.
However if the M-step of this algorithm is not in closed form, EM loses some of its attraction. Addressing this problem Meng & Rubin (1993) introduced the ECM algorithm, where the M-step of EM is replaced by a sequence of conditional maximisations, called CM-steps. The motivation is that these CM-steps can often be chosen to have closed-form solutions even when the M-step does not. Furthermore, in situations where the CM-steps are not in closed form ECM may be more stable than EM, since its maximisations are over lower-dimensional spaces.
There is often a price to pay for the added simplicity and stability of the ECM algorithm, since its natural implementation usually converges at a slower rate than EM, see Meng & Rubin (1993) .
Here it is shown that ECM can always be constructed to converge at the same or approximately the same rate as EM. The construction can be carried out by ensuring that the CM-steps fulfil a certain property, which is motivated be the well-known conjugate directions algorithm; see for example Zangwill (1969, pp. 129-32) or Luenberger (1989, pp. 238-41) .
In §2 the EM and ECM algorithms are briefly reviewed and the main results concerning their rates of convergence are stated. In §3 we show how an ECM algorithm can be constructed to converge at the rate of EM. In addition, we discuss how to identify those cases where the aforementioned construction coincides with the natural implementation of ECM. Section 4 concludes illustrating the results via three examples.
The ECM algorithm, and thus the EM algorithm which is presented as a special case of ECM, maximises La by repeating the following steps, given an initial A (O) .
E-step. Compute
(1) This algorithm has, under regularity conditions described in Meng & Rubin (1993) for ECM, and Dempster et al. (1977) and Wu (1983) for EM, the properties that the likelihood is increased with each iteration, and the limit point of the generated parameter sequence corresponds to a stationary point of the likelihood.
The EM algorithm corresponds to choosing g(A) =const., so that the single CM-step maximises Q over the entire parameter space. The most frequently occurring non-trivial choices for the G functions are:
In this case the sth CM-step consists of maximising the Q-function over the subvector As while holding the remaining elements of the parameter vector fixed. Meng & Rubin (1992) term this the PECM-algorithm, with the P meaning 'partitioned'. Without missing data, ECM is a special case of the cyclic coordinate ascent method for function maximisation; see Zangwill (1969, pp. 111-12) .
2 The rate of convergence
Here we follow Meng (1994) . Any iterative algorithm implicitly defines a mapping M, say, from the parameter space to itself, such that M(A.(t)) = ).._(t+l). Supposing M is differentiable, that we are close enough to the limit point A.* of (A. (t) ) 0 , and that we let DM(·) denote the Jacobian of the transformation M. Then which under some regularity conditions, see van Dyk & Meng (1997) , is equal to the largest eigenvalue of DM(A.*). Note that a large rate implies slow convergence. The speed of the algorithm is defined as s = 1 -r. Dempster et al. (1997) Meng (1994) In this section we examine ECM algorithms where in each CM-step, say the sth step following the tth E-step, one maximises Q (-I A. (t) ), defined in ( 1), over a set of vectors in the parameter space; denote these by ds = (d~1) : .. : d~ms)). Here d~i) (i = 1, .. , ms) are column vectors such that ds has rank ms, and are chosen so that (ioj:j; i,jE{1, .. ,S}).
We say that such vectors are Ic-orthogonal. As a result of the Ic-orthogonality of the search vectors corresponding to different CMsteps, we have that
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which implies ( 4) using (2) . D
Usually we have no information about Ic at the outset of the estimation. Thus the search vectors cannot be determined once and for all at the start of the algorithm. These vectors will need to be successively updated with each new element of the parameter sequence generated by the iterative algorithm.
A convenient by-product of using an ECM algorithm as discussed above is that the SECM algorithm is simplified. The SECM algorithm, see van Dyk, Meng & Rubin (1995) , is a method for computing the observed information matrix via the ECM algorithm, and is the counterpart of the SEM algorithm introduced by Meng & Rubin (1991) . The simplification lies in the fact that the elements of the matrix D NJCM, which is defined in van Dyk et al. (1995) , are all equal to zero, and thus need not be computed.
Although we do not know Ic, we do in some situations know something about the structure of this matrix in large samples. For example, when some of the parameters are asymptotically orthogonal in that the corresponding elements of the information matrix are zero. This motivates the following proposition.
PROPOSITION 2. Suppose the vectors that are searched over in each CM-step are asymptotically Ic-orthogonal; that is, for j -
in probability as n ---+ oo, where n denotes the number of observations and IJn) is the Ic matrix with n observations, evaluated at the maximum likelihood estimate derived from these observations. Then
in probability as n ---+ oo.
Proof. The proof follows the same lines as the proof for Proposition 1. D
From a practical point of view, the most important case of asymptotic Ic-orthogonality occurs when n-1 IJn) converges to a block-diagonal matrix. Since it is reasonable to expect that n-1 IJn) approaches the expected information matrix i(>..) in the complete-data model, the block-diagonality of the limit of n-1 IJn) can be inferred from that of i(>..).
The block diagonality means by definition that the parameters corresponding to different blocks are orthogonal in the complete-data situation. In such cases it is natural to let each ds ( s = 1, .. , S) consist of the subset of the standard basis vectors that span the rows corresponding to the sth block of i(>..). This is therefore the ECM algorithm that in each CM-step maximises the Q-function in (1) over a subset of the parameter vector that is orthogonal, in the complete-data situation, to the parameters being held fixed.
Although JJnl in (5) is not the observed information matrix in the complete-data situation but the expectation of this matrix, conditional on Y0 , one might expect as pointed out above that n-1 IJn) converges to i(>..). Thus, under appropriate conditions, the property dji(>..)dk = 0 will imply (5). We now discuss briefly conditions under which this implication is true.
For example, suppose that
in L 1 as n ---+ oo, where (>..n)~=O here is any sequence converging to the true parameter vector, here denoted by A. Further, suppose that
in probability as n-----+ oo, where DijQ(AIA) denotes that Q(AIA) has been differentiated i times with respect to the first argument and j times with respect to the second argument.
Then by an application of the triangle inequality one can verify that these conditions are sufficient for (5) provided that dJi(A)dk = 0, j =I= k. The purpose of condition (6) is that it implies that (8) in probability as n -----+ oo, which sometimes is easier to verify directly.
As an example consider an ( m, p )-curved exponential family. Then Lc (A) may be 
Examples
Here we give three examples of the situation discussed in §3. Suppose the complete data consist of n independent observations from the k-dimensional
where Xi is the (k x p) design matrix for the ith observation, {3 is a (p x 1) vector of unknown regression coefficients, and ~ is a ( k x k) unknown covariance matrix. Meng & Rubin (1993) point out that, by specifying different structures on {3 and~' many important complete-data models fall within the general sturcture of (11), including general repeated measures ( Jennrich & Schluchter, 1986 ) and seemingly unrelated regressions ( Zellner, 1962) .
The maximum likelihood estimation of The EM algorithm was implemented by simply iterating, in between each E-step, the CM-steps in ECM until a convergence criteria was met. This implementation may require more CPU time than using, say, Newton-Raphson in the M-step, but it will not affect the number of iterations required by EM. Averaged results from 30 repetitions are shown in Fig. 1(a) . In addition, Fig. 1(b) shows the averaged rates of convergence of the ECM algorithm.
Note that the trace from the second parameter set, which leads to relatively more censored values, converges more quickly towards zero. This seems to be a general phenomenon, resulting from the increased number of values being replaced by their conditional expectations. Note also that the magnitudes of the rates of convergence are fairly constant over the different sample sizes.
We also recorded the number of iterations and the CPU time used by these two algorithms. Such measures are more direct indicators of the actual speed of the algorithms;
the differences between the algorithms turned out to be negligible. 
E-step.
To find the Q(-l>.(t)) function here we need to calculate the so-called smoothed transition probabilities, see Hamilton (1993) , namely pr(s 1 _1 = i, Sj = kiYa; _\(t)) = pj(i, k), say, for j = 1, .. , nand k, i = 1, 2.
CM-steps. The two steps give
The E-step requires considerably more computer time than the two CM-steps, and one might be lead to iterate the CM-steps several times in between each E-step. While this strategy may work well in other models, here ¢ and {L here are orthogonal, so iterating the CM-steps will not lead to large increases in Q(-1>. (8) and (10). However because of the complicated structure of the smoothed transition probabilities, pr(sj-l = i, Sj = kiYa; >.),we do not attempt this here, though it should be true under fairly weak assumptions.!
We have simulated series with ¢ = 0.7 and¢= -0.7 and J.L2 = 3 in each case. For each series the parameters were estimated with the above algorithm ECM1, say, and with an algorithm ECM50 that iterates the CM-steps 50 times following each E-step. For each series length, 100 series were simulated, and the average value of lrEcM 1 -rEcMso I was calculated. The first series length is n = 30 and n is then increased by increments of 60.
The results are plotted in Fig. 1(c) and (d) .
We see that the negative correlation between successive values in the series makes ElrEcM 1 -rEcMsol approach zero more quickly, which is not surprising. Note also that the estimated value of ElrEcM 1 -rEcMsol is small for all n. As with Example 1, we see that the decreasing in the difference of the rates of convergence is not due to decreasing magnitudes of the rates themselves.
The numbers of iterations and CPU times used by the two algorithms were also recorded. For the parameter set with ¢ = 0. 7 and n = 30 the ECM1 algorithm used on average 15.6 iterations with average CPU time of 2.8 seconds, while the ECM50 algorithm used 15 iterations and CPU time of 4. 7 seconds. The larger CPU time of the ECM50 algorithm reflects the fact that iterating the CM-steps 50 times is rather excessive. As n increased the the difference in the numbers of iterations decreased slightly. The picture was similar for the simulations based on ¢ = -0. 7.
Example 3 : A gamma model with incomplete data. If the parameters that naturally belong to different CM-steps are not orthogonal, then it may still be possible to achieve orthogonality by reparameterisation; see Barndorff-Nielsen & Cox (1994, Ch. 2). We illustrate this idea in this example which was also used by Meng & Rubin (1993) to motivate ECM.
Here the complete data are a random sample from the gamma density
The ECM algorithm presented by Meng & Rubin (1993) , which will be referred to as ECM(r), is as follows.
E-step. Compute zi(t)
1, .. ,n.
CM-steps. Calculate
where w(x) = f'(x)/f(x). The second CM-step is solved for example by one-dimensional Newton-Raphson.
For complete data it is not difficult to show that the large sample convergence rate of the CM algorithm, that is the ECM algorithm without the E-step, is
This is a monotonically increasing function of a, which indicates that for larger a values the above ECM algorithm may converge substantially more slowly than the corresponding EM algorithm. For a= 2, {aw'(a)}-1 = 0.76.
One way of trying to increase the speed of convergence of this algorithm, is to replace the second CM-step in the above algorithm with a step that seeks a maximum of Q(-1>-(t)), with A = ({3, a), along the vector d 2 = (a, 1) passing through the point (f3(t+ 1 ), a(tl), where
The vector d2 is Ic-orthogonal to the search vector d1 = (1, 0) in the first CM-step.
By Proposition 1, this algorithm will converge at the rate of an EM algorithm applied to this model. Thus we have constructed an algorithm that maintains the simplicity of the first CM-step, and we have replaced the one dimensional numerical optimisation of the second CM-step with another one dimensional numerical optimisation, thereby maintaining stability, but without loss of convergence speed compared to EM. This algorithm will be referred to as ECM(cd).
In this model it is, however, also possible to orthogonalise the parameters. 3.4 4.9 12.3 32.5
