In this paper, we analyze the stability of the fourth order RungeKutta method for integrating semi-discrete approximations of timedependent partial differential equations. Our study focuses on linear problems and covers general semi-bounded spatial discretizations. A counter example is given to show that the classical fourstage fourth order Runge-Kutta method can not preserve the onestep strong stability, even though the ordinary differential equation system is energy-decaying. But with an energy argument, we show that the strong stability property holds in two steps under an appropriate time step constraint. Based on this fact, the stability extends to general well-posed linear systems. As an application, we utilize the results to examine the stability of the fourth order Runge-Kutta approximations of several specific method of lines schemes for hyperbolic problems, including the spectral Galerkin method and the discontinuous Galerkin method.
Introduction
In common practice, the method of lines for solving time-dependent partial differential equations (PDEs) starts with a spatial discretization to reduce the problem to an ordinary differential equation (ODE) system solely dependent on time, then a suitable ODE solver is used for the time integration. The issue of stability arises from such a procedure, whether a stable semidiscrete scheme will still be stable after coupling with the time discretization. In this paper, we focus on the stability of the fourth order Runge-Kutta (RK) method in this context.
The model problem for stability analysis is usually chosen as a wellposed linear system ∂ t u = L(x, t, ∂ x )u. But firstly, let us consider a simpler problem ∂ t u = L(x, ∂ x )u with L + L ≤ 0. (Here the superscript stands for the adjoint, to be distinguished from T , which stands for the transpose. But for matrices, they are the same under the usual dot product in R m .) Its semi-discrete scheme corresponds to an autonomous ODE system
Here L N is a constant matrix and the parameter N relates with the degree of freedom in the spatial discretization. Suppose L N inherits the seminegativity L N +L N ≤ 0. Then
≤ 0, where we temporarily assume (·, ·) to be the usual dot product and · to be the induced norm. Therefore the solution to the semi-discrete scheme is strongly stable. We are interested in whether this strong stability will be preserved after the four-stage fourth order RK time discretization. In other words, with τ being the time step and
we wonder whether u n+1 N ≤ u n N , or equivalently, whether the operator norm of P 4 (τ L N ) is bounded by 1. If this is true, the stability extends to general semi-bounded systems ∂ t u = L(x, t, ∂ x )u by using a standard argument.
For L N being a scalar and τ being sufficiently small, the proposition above can be justified by analyzing the region of absolute stability, see Chapter IV.2 in [15] , for example. A natural attempt is to apply the eigenvalue analysis to extend the result to systems. However, this technique can only be used for normal matrices L N , namely L N L N = L N L N . If re-norming is allowed, the method also covers diagonalizable L N . (But it would still be useless if the diagonalizing matrix is ill-conditioned, see [10] .) While for general systems, the naive eigenvalue analysis may not be sufficient. We refer to Chapter 17.1 in [8] for a specific example.
The analysis for the general systems initiates from the coercive problems, namely L N +L N ≤ −ηL N L N for some positive constant η. In [10] , Levy and Tadmor used the energy method to prove the strong stability of the third order and the fourth order RK schemes under the coercivity condition and the time step constraint τ ≤ cη, where c = authors in [6] pointed out that the coercivity condition implies the strong stability of the forward Euler scheme when τ ≤ η. The strong stability of the high order RK schemes follows from the fact that they can be rewritten as convex combinations of the forward Euler steps. These results coincides with the earlier work on contractivity analysis of the numerical solutions to ODE systems, see [12] and [9] . In their theory for contractivity, or strong stability in our context, a circle condition is assumed, which is essentially equivalent to the strong stability assumption for the forward Euler scheme in [6] .
In general, the coercivity condition may not hold for method of lines schemes arising from purely hyperbolic problems. Hence it is still imperative to analyze schemes which only satisfy a semi-negativity condition L N +L N ≤ 0. In [14] , for the third order RK scheme, Tadmor successfully removed the coercivity assumption and proved that the third order RK scheme is strongly stable if L N +L N ≤ 0 and τ L N ≤ 1. But the strong stability for the fourth order RK method remains open, which is the main issue we are concerned with in this paper.
We find that, although the strong stability of the fourth order RK method passes the examination of the scalar equation, and can be extended to normal systems, it does NOT hold in general. More specifically, we have the following counter example in Proposition 1.1, whose proof is given in Appendix A.
Interestingly, despite the negative result on the one-step performance, the strong stability property holds in two time steps. In other words, with the constraint τ L N ≤ c 0 for some positive constant c 0 , P 4 (τ L N ) 2 ≤ 1 and hence u n+2 N ≤ u n N . This is still sufficient to justify the stability after long time integration. It can also be used to obtain the stability u n N ≤ K(t n ) u 0 N for semi-bounded and time-dependent L N . We will apply the results to study the stability of different spatial discretizations coupled with the fourth order RK approximation.
The paper is organized as follows. In Section 2 we exhibit our main results, and prove the stability of the fourth order RK method with seminegative and semi-bounded L N . The case for L N dependent on time is also discussed. In Section 3, we apply our results to several different spatial discretizations. We specifically focus on Galerkin methods as a complemen-tary of [14] , including the spectral Galerkin method and the discontinuous Galerkin method. Finally, we give our concluding remarks in Section 4.
Stability of the fourth order RK method
In this section, we analyze the stability of the fourth order RK schemes. For simplicity, we assume everything to be real, but the approach extends to the complex spaces. To facilitate our later discussion on applications to spatial discretizations based on Galerkin methods, we discuss over a general Hilbert space. We avoid clearly characterizing the method of lines scheme in this general setting. But it will not lead to ambiguities, since it only serves as a motivation to derive the fourth order RK iteration, and will not be used in the stability analysis. To reduce to ODE systems, one simply sets V = R m and (·, ·) to be the usual dot product. We also remark that, by using the inner product (u, v) H = u T Hv with H being a symmetric positive definite matrix,
, which is consistent with the assumption in equation (6) of [14] .
Notations and the main results
We denote by V a real Hilbert space equipped with the inner product (·, ·). The induced norm is defined as · = (·, ·). Consider a method of lines scheme defined on V.
where u N (·, t) ∈ V and L N is a bounded linear operator on V. Suppose L N is independent of t, then the four-stage fourth order RK approximation can be written as (2)
When L N = L N (t) depends on time, we denote by
and the specific form of R τ (t) will be introduced latter. For simplicity, we drop all the subscripts N in the remaining parts of the section.
Given an operator L, the operator norm is defined as L = sup v =1 Lv . We denote by B(V) = {L : L < +∞} the collection of bounded linear op-
is a semi-inner-product, and one has the Cauchy-Schwarz inequality, [w, v] ≤ JwKJvK.
To simplify our notation, we define L = τ L. This notation will be used in the intermediate lemmas and the proofs. For clearness, we restore the notation τ L in our main results.
Here we list our stability results on the fourth order RK approximation. The details will be given in Theorem 2.1, Theorem 2.2, Theorem 2.3, Corollary 2.1 and Corollary 2.2 respectively. In the following statements, c 0 and K refer to some positive real numbers.
Our main theorem states that
As a corollary of (1), the stability for semi-bounded and time-dependent operator L have also been proved by using a perturbation analysis and a frozen-coefficient argument.
(
As we know, according to the eigenvalue analysis, for normal and seminegative L, the one-step strong stability will hold under a proper time-step restriction. We also use the energy argument to prove the one-step results, as corollaries of the two-step stability analysis.
For simplicity, we assume the time steps to be uniform in (i), (ii) and (iii). However, these results are essentially built on the two-step performance of the RK time integrator. One only needs the time steps to be uniform for every two steps, namely, τ 2k+1 = τ 2k+2 . As for (iv) and (v), they fit for general time step sizes.
An energy equality
The first thing we would do is to derive an energy equality, which would be useful in understanding the subtle change of the norm of the solution after one time step. To this end, we introduce several identities in Lemma 2.1, and then use them to derive the equality in Lemma 2.2.
Lemma 2.1.
, where we have used (4) in the last equality. (5) is used in the last equality.
Lemma 2.2 (Energy equality).
where Proof. Taking an inner product of (2) with u n , one has
Applying (4)- (7) with v = u n , we obtain
Using (4)- (6) with v = Lu n , the first two terms on the right can be expanded.
Substitute (10) into (9), one has
Similar as before, one can use (4) and (5) with v = L 2 u n to calculate the difference of square terms on the right.
Once again, we plug (12) into (11) to get
Finally, note that
which can be rewritten as (8).
According to Lemma 2.2, the energy change Q 1 (u n ) consists of two parts, the numerical dissipation
Lu n 2 and the generalized quadratic form τ
When L is skew-symmetric, the quadratic form is simply 0. Hence one can obtain the one-step strong stability.
Stability for semi-negative L
According to Lemma 2.2, for non-skew-symmetric L, we would need to absorb the quadratic form with the help of the numerical dissipation. One can see that the high order terms L i u n with i ≥ 3 are easy to control. But there are no other terms to bound u n , Lu n and L 2 u n . Our only hope is that τ
itself is negative-definite. Lemma 2.3 indicates that, to check the negativity of the generalized quadratic form, one only needs to examine the coefficient matrix, as that for the polynomials. In Lemma 2.4, we prove a sufficient condition for strong stability, once
is negative-definite, the energy change will be non-positive when L is sufficiently small.
Proof. Suppose M = S T ΛS, where S = (s ij ) is an orthogonal matrix and Λ is a diagonal matrix with the diagonal elements Proof. Let −ε be the largest eigenvalue of the matrix A 2 . Then A 2 + εI is semi-negative definite. According to Lemma 2.3,
By Cauchy-Schwartz and the arithmetic-geometric mean inequality,
where we have used the fact JvK 2 ≤ 2 L v 2 in the last inequality, andα i are some non-negative constants depending on ε and α ij . Using (13) and
Since α is negative, Q(u) is non-positive as long as c 0 is sufficiently small. 30128. This motivates us to disprove the strong stability of the fourth order RK method and we end up with the counter example in Proposition 1.1. So we turn to seek the power-boundedness of P 4 (L). Surprisingly, though Q 1 (u n ) itself fails to pass Lemma 2.4,
Hence we obtain the two-step strong stability in Theorem 2.1. 
Substitute (2) into Q 1 (u n+1 ) and rewrite the quadratic form in terms of u n . By direct calculation, one can obtain
The complete coefficient matrixÃ is given in Appendix B. While according to Lemma 2.2,
Hence
where Realizing the fact that, for a normal operator G, G 2 ≤ 1 implies G ≤ 1, we prove the one-step strong stability for normal and semi-negative L. Proof. According to Theorem 2.1, we have
Therefore, under the same constraints, L ≤ c 0 , one has
In other words, 
Stability for semi-bounded L
We then apply the perturbation analysis to obtain the stability for semibounded L. In the following proof, one actually needs to assume the time steps satisfy τ 2k+1 = τ 2k+2 in order to apply Theorem 2.1. For simplicity, we use a uniform time stepping, namely τ k = τ . The same assumption will be used in Section 2.5.
L +μ for some constant c 0 . Here K(t n ) is a constant depending on μ and t n .
Proof. Note that
L +μ , one also has 
and
which prove the stability.
Stability for semi-bounded and time-dependent L
We conclude this section by extending the results to L dependent on time.
One should note in this case, the fourth order RK scheme can no longer be written as the truncated exponential in (2) . Also different fourth order RK time integrators are no longer equivalent. One can use the classical four-stage fourth order RK scheme in (15) as an example for our stability analysis. However, our proof does not rely on this specific form and can be used for general cases. The classical four-stage fourth order RK scheme is
where t
As a short hand notation, let us denote by
where
The two-step approximation can be written as
We also assume that L satisfies the Lipschitz continuity condition
with sup t L(t) ≤ η < +∞ for some constant η.
Proof. We prove by induction. According to assumption (17), the lemma holds for m = 1. Suppose it holds for m, then
where we have used the inductive assumption and η > sup t L(t) in the second last line. Hence the lemma holds for any positive integer m.
Theorem 2.3. Suppose L = L(t) and L + L ≤ 2μI for some positive number μ. L satisfies the Lipschitz continuity condition (17). Then the fourstage fourth order RK approximation (15) to the method of lines scheme
η+μ . Here K(t n ) is some constant depending on μ and t n .
Proof.
And
with 
On the other hand,
As we have done in Theorem 2.2, one can prove 
Applications to hyperbolic problems
In this section, we apply the previous results to several semi-discrete approximations of hyperbolic problems, and justify their stability after coupling with the fourth order RK time integrator. The time step restriction is also referred as the CFL condition in this context. In [14] , Tadmor has provided detailed examples for spatial discretization based on the nodal-value formulation, including the finite difference method and spectral collocation method. Complementary to [14] , we will mainly focus on Galerkin methods, including the global approach, the spectral Galerkin method, and the local approach, the finite element discontinuous Galerkin method.
The Galerkin methods are spatial discretization techniques based on the weak formulation. Consider the initial value problem,
The Galerkin methods seeks a solution of the form
forms the basis of a finite dimensional space V on Ω, equipped with the inner product (·, ·). In addition, one requires that
Here B is a bilinear form on V with B(u N , v N ) approximating (Lu N , v N ), and P is the projection to V. For spectral Galerkin method, V is chosen as the span of the trigonometric functions or polynomials over the whole domain. Since the functions in V are sufficiently smooth, one can directly set B(u N , v N ) = (Lu N , v N ) . Hence the method can be written as
It suffices to check whether L N = P LP satisfies the conditions in Section 2 and examine L N to obtain the time step constraint.
For discontinuous Galerkin method, V is a piecewise polynomial space based on an appropriate partition of the domain Ω. The associated bilinear form is involved with the so-called numerical flux. We will explain it in the latter part of this section.
Spectral Galerkin method
The following examples are based on Example 3.8 and Example 8.3, 8.4 in [7] . The estimate of L N relies on the inverse inequalities on the finite dimensional trigonometric or polynomial spaces, which we refer to [11] for details. For interested readers, we also refer to the same books [7] and [11] for a systematic setup of the spectral methods.
Fourier method. Consider the linear problem (20)
with periodic boundary conditions. We assume that the coefficients a(x, t) and b(x, t) are smooth in both x and t, and are periodic with respect to x. Under these circumstances, L = a(x, t)∂ x +b(x, t)I. Then for any smooth and periodic functions v(x) and w(x),
In the Fourier Galerkin method, we set V = span{sin(kx), cos(kx)} N k=0 , and choose (·, ·) to be the same L 2 inner product. Noting that P is selfadjoint, one has
and L N is semi-bounded.
On the other hand, by using the inverse inequality for trigonometric functions φ ≤ N φ , ∀φ ∈ V and the fact P ≤ 1, one has
Hence, the Lipschitz condition holds for η = max{sup x,t |a|N + sup x,t |b|, sup x,t |∂ t a|N +sup x,t |∂ t b|}. We obtain the following corollary of Theorem 2.3.
Corollary 3.1. Consider the Fourier Galerkin approximation of the linear problem (20) with the fourth-order RK time discretization,
Here 
with the inflow boundary condition u(1, t) = 0. In the polynomial Galerkin method, we set
The corresponding norm is denoted as · w . We denote by P w the projection to V under (·, ·) w .
Different weight functions w(x) correspond to different polynomial methods in the literature. Let us consider the Jacobi method as an example. Here
w(x) = 1, and the method is also referred as the Legendre method.
It can be shown that L N is semi-negative in this setting. For any
For α > 0 and β < 0,
Similarly, one can prove
Furthermore, we apply the inverse inequality for Jacobi polynomials to obtain L N w ≤ CN 2 for some constant C. (Refer to Theorem 3.34 in [11] .) Therefore, by applying Theorem 2.1, one has the following corollary.
Corollary 3.2. Consider the Jacobi Galerkin approximation of the advection equation (21) with the fourth-order RK time discretization,
This fully-discrete scheme is strongly stable in two steps,
under the CFL condition τ ≤ CN −2 , where C depends on the constant in the inverse inequality.
Discontinuous Galerkin method
A detailed discussion of the example in Section 3.2.1 can be found in [13] . For a systematic setup of the discontinuous Galerkin method for solving conservation laws, one can refer to a series of paper [4] , [3] , [2] , [1] and [5] by Cockburn et al. To be consistent with the past literatures, we switch the subscript N to h in this section, where h corresponds to the mesh size. Also, we will use the bold fonts for vectors and matrices in this section.
Multi-dimensional scalar equation.
Consider the linear scalar conservation law
with the periodic boundary conditions. Here β is a smooth function satisfying the divergence-free condition, ∇ · β(x) = 0. Suppose K = {K} is a quasi-uniform partition of the domain Ω. We denote by h the largest diameter of the elements. The collection of cell interfaces is denoted by E. Let us define V = {v ∈ L 2 (Ω) : v| K ∈ P p (K), ∀K ∈ K}, where P p (K) is the space of polynomials of degree no more than p on K. As for (·, ·), we use the L 2 inner product on Ω.
In discontinuous Galerkin method, one seeks a solution satisfying
where u h is the numerical flux, approximating the trace of u along the edges. A popular choice is to obey the unwinding principle. In our case, that is
to represent the trace of u h from the downwind side. When β(x) is parallel to the cell interfaces, u ± h are not well-defined. But in this case, β(x) · n = 0, hence the value of u ± h will not make any difference.
Let us introduce the short hand notation,
Then the scheme becomes, find u h ∈ V, such that
H + β has the following properties. We refer to [13] for details. Lemma 3.1. For any w h , v h ∈ V, we have
for some constant C depending on β and the constant in the inverse estimate.
we can also rewrite the scheme as
Hence L h is semi-negative and L h ≤ Ch −1 . The stability of the fully discretized scheme now follows as a corollary of Theorem 2.1.
Corollary 3.3. Consider the discontinuous Galerkin approximation of (22) with the fourth-order RK time discretization,
under the CFL condition τ ≤ Ch, where C depends on β and the constant in the inverse estimate.
Multi-dimensional system.
We now consider the symmetric hyperbolic system
where A i are m × m constant real symmetric matrices. For simplicity, we assume Ω to be a hypercube in R d and apply the periodic boundary conditions. Again, we denote by K = {K} a quasi-uniform partition of the domain Ω with the mesh size h. And E is the collection of the cell interfaces. The space V is chosen as
with the inner product (w, v) = K∈K (w, v) K = K∈K K w · vdx and the induced norm · = (·, ·). We also use w, v e = e w · vdl for the integration along the cell interfaces.
To set up the discontinuous Galerkin approximation, we firstly write down the weak formulation of (27)
where n e,K = (n 1 e,K , ..., n d e,K ) is the outward unit normal vector to the edge e in K. Since A i are symmetric, for each e there is an orthogonal matrix S e such that Λ e = diag(λ 1 e , ...,
The numerical scheme can be obtained by applying the upwind flux for each eigen-component, namely
where S e u h = (( S e u h ) 1 , ..., ( S e u h ) m ) T and 
and the same S e should be used on both sides. Then S e u h defined in K and K are the same, and the numerical flux is single-valued on the cell interfaces. Furthermore, for the scalar case, (30) coincides with the previous definition in Section 3.2.1.
As before, we define
H has the following properties, and its proof can be found in Appendix C. With the definition of H, the scheme (29) can be written as
Similar to those in (25) and (26), Lemma 3.2 implies that L h is semi-negative and L h ≤ Ch −1 . Hence, one can use Theorem 2.1 to obtain the following corollary.
Corollary 3.4.
Consider the discontinuous Galerkin approximation of (27) with the fourth-order RK time discretization, 
Concluding remarks
We analyze the stability of the fourth order RK method for integrating method of lines schemes solving the well-posed linear PDE system ∂ t u = L(x, t, ∂ x )u. The issue of strong stability is of special interests. We consider the ODE system When L N is normal, the strong stability of the fourth order RK approximation has already been justified by the scalar eigenvalue analysis. But for non-normal L N , we provide a counter example to show that the strong stability can not be preserved whatever small time step we choose. However, the strong stability can actually be obtained in two steps. We prove u n+2 N ≤ u n N under the time step constraint τ L N ≤ c 0 for some constant c 0 . This can also be interpreted as the strong stability of the eightstage fourth order RK method composed by two steps of the four-stage method. Then, based on this fact, we extend the stability results to general semi-bounded linear systems after using a perturbation analysis and a frozen-coefficient argument. Finally, we apply the results to justify the stability of the fully discretized schemes combining the fourth order RK method and different spatial discretizations, including the spectral Galerkin method and the discontinuous Galerkin method. The corresponding CFL time step restrictions are obtained. Hence, for any sufficiently small τ ,
Note f (λ, τ ) is a polynomial with respect to λ and τ , hence it is continuous. By the intermediate value theorem, there exists λ(τ ) ∈ (1, 2) such that f (λ(τ ), τ) = 0. Therefore 
