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Abstract
Objectives: The weight and volume of battery-powered wireless electroencephalog-
raphy (EEG) systems are dominated by the batteries. Battery dimensions are in
turn determined by the required energy capacity, which is derived from the system
power consumption and required monitoring time. Data reduction may be car-
ried out to reduce the amount of data transmitted and thus proportionally reduce
the power consumption of the wireless transmitter, which dominates system power
consumption. This thesis presents two new data selection algorithms that, in addi-
tion to achieving data reduction, also select EEG containing epileptic seizures and
spikes that are important in diagnosis.
Methods: The algorithms analyse short EEG sections, during monitoring, to
determine the presence of candidate seizures or spikes. Phase information from
different frequency components of the signal are used to detect spikes. For seizure
detection, frequencies below 10 Hz are investigated for a relative increase in fre-
quency and/or amplitude.
Significant attention has also been given to metrics in order to accurately evalu-
ate the performance of these algorithms for practical use in the proposed system.
Additionally, signal processing techniques to emphasize seizures within the EEG
and techniques to correct for broad-level amplitude variation in the EEG have been
investigated.
Results: The spike detection algorithm detected 80% of spikes whilst achieving
50% data reduction, when tested on 992 spikes from 105 hours of 10-channel scalp
EEG data obtained from 25 adults. The seizure detection algorithm identified 94%
of seizures selecting 80% of their duration for transmission and achieving 79% data
reduction. It was tested on 34 seizures with a total duration of 4158 s in a database
of over 168 hours of 16-channel scalp EEG obtained from 21 adults. These algo-
rithms show great potential for longer monitoring times from miniaturised wireless
EEG systems that would improve electroclinical diagnosis of patients.
2
Contents
1. Introduction 19
1.1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2. Thesis structure and contributions . . . . . . . . . . . . . . . . . . . 20
2. Role of wearable EEG systems in the diagnosis of epilepsy 23
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2. Diagnosis of epilepsy . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.2. Initial medical consultation . . . . . . . . . . . . . . . . . . . 24
2.2.3. Investigation of epilepsy-related symptoms . . . . . . . . . . . 25
2.2.4. Seizure management strategies . . . . . . . . . . . . . . . . . 26
2.2.5. Misdiagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3. The role of EEG in diagnosis . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.2. Types of EEG monitoring . . . . . . . . . . . . . . . . . . . . 29
2.3.3. Typical EEG signal patterns . . . . . . . . . . . . . . . . . . 30
2.3.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4. EEG technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.2. Limitations of present EEG systems . . . . . . . . . . . . . . 36
2.4.3. Overcoming these limitations . . . . . . . . . . . . . . . . . . 38
2.4.4. Future wearable EEG system . . . . . . . . . . . . . . . . . . 42
2.4.5. Challenges to overcome in algorithm design . . . . . . . . . . 43
2.4.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3. Proposed algorithm for epileptic spike detection 52
3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2. Motivation for use of phase congruency in spike detection . . . . . . 53
3.2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2.2. Principle of phase congruency . . . . . . . . . . . . . . . . . . 53
3.2.3. Application of phase congruency to EEG signals . . . . . . . 54
3.2.4. Traditional phase congruency . . . . . . . . . . . . . . . . . . 57
3.2.5. Noise from EEG data affecting the calculation . . . . . . . . 57
3.2.6. Modified phase congruency . . . . . . . . . . . . . . . . . . . 59
3
3.2.7. Denoised phase congruency . . . . . . . . . . . . . . . . . . . 60
3.2.8. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3. Novel spike detection algorithm based on phase congruency . . . . . 62
3.3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.2. Proposed algorithm . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.3. Designing the filter bank . . . . . . . . . . . . . . . . . . . . . 65
3.3.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4. Quantitative evaluation of the three phase congruency features for
spike detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.2. Performance metrics . . . . . . . . . . . . . . . . . . . . . . . 70
3.4.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.4. An overall summary of performance . . . . . . . . . . . . . . 74
3.4.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.4.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.5. Performance variability evaluation for fixed-threshold implementa-
tion of the algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5.2. Sources and effects of performance variation . . . . . . . . . . 76
3.5.3. Proposed method to compare two algorithms at a fixed thresh-
old . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.5.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.6. Review of low power spike detection algorithms . . . . . . . . . . . . 83
3.6.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.6.2. Suitability of the proposed algorithm for low power imple-
mentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.6.3. Previous spike detection algorithms . . . . . . . . . . . . . . 84
3.6.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.7. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.8. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4. Optimal features for seizure detection in wearable EEG systems 91
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2. Investigating reusability of previous seizure detection algorithms . . 92
4.2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.2. Variants of seizure detection algorithms . . . . . . . . . . . . 92
4.2.3. Application-specific requirements and assessment criteria . . 94
4.2.4. Performance metrics reported in literature . . . . . . . . . . . 97
4.2.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3. Potential signal processing techniques for the new algorithm . . . . . 99
4.3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4
4.3.2. Review of methods used in literature . . . . . . . . . . . . . . 99
4.3.3. Need for new feature comparison study for online data selection104
4.3.4. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.4. Proposed feature evaluation method . . . . . . . . . . . . . . . . . . 107
4.4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4.2. Simple data selection algorithm . . . . . . . . . . . . . . . . . 107
4.4.3. Test database . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4.4. Performance metrics for evaluating features . . . . . . . . . . 109
4.4.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.4.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.5. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5. Proposed algorithm for epileptic seizure detection 123
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2. Effects of normalisation over time to correct for amplitude variability
in the signal of interest . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.2.2. Analysis methods . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.2.3. Normalisation techniques . . . . . . . . . . . . . . . . . . . . 126
5.2.4. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.5. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.6. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3. Novel data selection algorithm for seizure detection . . . . . . . . . . 133
5.3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3.2. Proposed algorithm . . . . . . . . . . . . . . . . . . . . . . . 134
5.3.3. Results at multiple thresholds . . . . . . . . . . . . . . . . . . 138
5.3.4. Results at a fixed threshold . . . . . . . . . . . . . . . . . . . 143
5.3.5. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.4. Low power implementation of the proposed algorithm . . . . . . . . 148
5.5. Literature review of low power seizure detection algorithms . . . . . 152
5.6. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.7. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6. Conclusions 159
6.1. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.2. Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Appendices 162
A. Databases 162
B. Literature review and features calculation 167
5
C. Performance metrics for assessing seizure detection algorithms 185
D. Distinguishing seizure occurrence detection and data selection:
optimal features for each study 205
E. Optimisation methods for seizure detection algorithms 211
6
List of Tables
3.1. Area under the curve of PC, DPC and MPC features . . . . . . . . . 75
3.2. Performance of DPC and MPC on each record. . . . . . . . . . . . . 81
3.3. Performance comparison with published spike detection algorithms . 85
4.1. Pre-processing methods used in seizure detection literature . . . . . 100
4.2. Features for comparison in this study. . . . . . . . . . . . . . . . . . 103
4.3. Post-processing and classification methods used in seizure detection
literature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.4. Precision derived from the mode of timed simulations across 100 runs.110
4.5. Performance of time domain features. . . . . . . . . . . . . . . . . . 112
4.6. Performance of Fourier Transform based features. . . . . . . . . . . . 113
4.7. Performance of Continuous Wavelet Transform based features. . . . 113
4.8. Performance of Discrete Wavelet Transform based features. . . . . . 115
5.1. Algorithm performance across different epoch durations . . . . . . . 138
5.2. Algorithm performance across different pre-detection durations . . . 142
5.3. Performance comparison with published seizure detection algorithms 154
7
List of Figures
1.1. Block diagram of a generic seizure or spike detection algorithm. . . . 20
2.1. The standard 10-20 electrode setup for scalp EEG monitoring. . . . 29
2.2. An example of normal scalp EEG in an adult patient. . . . . . . . . 31
2.3. An example of an epileptic seizure in an adult patient. . . . . . . . . 33
2.4. An example of interictal epileptiform discharge in an adult patient. . 34
2.5. Basic architecture of a single channel EEG system. . . . . . . . . . . 35
2.6. The current clinical ambulatory EEG system used for long-term
monitoring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.7. The principle of data selection applied to multi-channel EEG data. . 41
2.8. Simplified diagram of a miniaturised wireless EEG system. . . . . . . 42
2.9. The scale of the wearable EEG system . . . . . . . . . . . . . . . . . 43
3.1. Cartesian coordinates explaining the calculation of phase congruency. 54
3.2. Impulse and frequency responses of even and odd-symmetric log-
Gabor wavelet filters. . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3. Motivation for dynamic estimation and correction of high frequency
activity in phase congruency calculation. . . . . . . . . . . . . . . . . 58
3.4. Data selection algorithm to identify interictal spikes. . . . . . . . . . 64
3.5. Magnitude response of the eight Log Gabor wavelet filters. . . . . . . 68
3.6. Performance of three phase congruency based algorithms using time/event
weighted sensitivity metric. . . . . . . . . . . . . . . . . . . . . . . . 72
3.7. Performance of three phase congruency based algorithms using mean-
averaged sensitivity metric. . . . . . . . . . . . . . . . . . . . . . . . 73
3.8. Sensitivity-specificity plot at a fixed threshold for two phase congru-
ency features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1. Flowchart of seizure detection algorithm used to compare features. . 108
4.2. Performance of top four features for online data selection. . . . . . . 116
5.1. Three methods to achieve signal normalisation in seizure detection
algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2. Qualitative results of five different normalisation methods on line
length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.3. Box plots showing distribution of line length and two normalised
features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.4. Box plots showing distribution of three normalised features. . . . . . 131
8
5.5. Bode plot of third order Bessel filter with 10 Hz cut-off frequency. . 134
5.6. Proposed multi-channel seizure detection algorithm. . . . . . . . . . 136
5.7. Event-sensitivity and epoch-sensitivity plotted against specificity at
different thresholds and across multiple epoch durations. . . . . . . . 139
5.8. Effect of changing the detection duration on the area under the curve.141
5.9. Final performance of the seizure detection algorithm in terms of
event and epoch-sensitivity and specificity. . . . . . . . . . . . . . . . 143
5.10. Distribution of sensitivity across 34 records at a fixed threshold. . . 144
5.11. Plot of epoch-sensitivity and specificity of all records containing events.145
5.12. Detection pattern of the algorithm across all seizure events. . . . . . 147
5.13. Sensitivity-specificity plot of algorithm performance on 64-bit float-
ing point Matlab and 16-bit fixed point MCU . . . . . . . . . . . . 151
5.14. Core components of a 12-channel wireless seizure detector illustrat-
ing the dimensions of the required 14 electrodes, microcontroller,
wireless transmitter, battery and a penny for scale. . . . . . . . . . . 152
9
List of publications
The following papers have been published as part of this work.
Journal papers:
• L. Logesparan, A. J. Casson and E. Rodriguez-Villegas, ”Optimal features for
online seizure detection,” Medical & Biological Engineering and Computing,
vol. 50, no. 7, pp.659-669, 2012.
• L. Logesparan and E. Rodriguez-Villegas, ”A novel phase congruency based
algorithm for online data reduction in ambulatory EEG systems,” IEEE
Transactions on Biomedical Engineering, vol. 58, no. 10, pp.2825-2834, 2011.
Peer reviewed conference papers:
• L. Logesparan, A. J. Casson, S. A. Imtiaz and E. Rodriguez-Villegas, ”Dis-
criminating between best performing features for seizure detection and data
selection” accepted for publication in proceedings of the 35th international
conference of the IEEE Engineering in Medicine and Biology Society, Osaka,
Jul. 2013.
• L. Logesparan, A. J. Casson and E. Rodriguez-Villegas, ”Improving seizure
detection performance reporting: analysing the duration needed for a detec-
tion” in proceedings of the 34th international conference of the IEEE Engi-
neering in Medicine and Biology Society, San Diego, Aug. 2012, pp.1069-
1072.
• L. Logesparan, A. J. Casson and E. Rodriguez-Villegas, ”Assessing the impact
of signal normalization: preliminary results on epileptic seizure detection,”
in proceedings of the 33rd international conference of the IEEE Engineering
in Medicine and Biology Society, Boston, Aug. 2011, pp.1439-1442.
• L. Logesparan and E. Rodriguez-Villegas, ”Improving phase congruency for
EEG data reduction,” in proceedings of the 32nd international conference of
the IEEE Engineering in Medicine and Biology Society, Buenos Aires, Aug.
2010, pp.642-645.
10
Conference posters/abstracts:
• L. Logesparan, S. A. Imtiaz, A. J. Casson, E. Aguilar-Pelaez and E. Rodriguez-
Villegas, ”A 1.8 mW 12 channel wireless seizure detector for miniaturized
portable EEG systems” accepted for presentation at the 9th International
Conference on Ubiquitous Healthcare, GyeoungJu, Oct. 2012.
• L. Logesparan, A. J. Casson and E. Rodriguez-Villegas, ”Performance metrics
for characterization of a seizure detection algorithm for oﬄine and online
use” poster at the 5th international workshop on epileptic seizure prediction,
Dresden, Sep. 2011.
• A. J. Casson, L. Logesparan and E. Rodriguez-Villegas, ”An introduction to
future truly wearable medical devices–From application to ASIC” in proceed-
ings of the 32nd international conference of the IEEE Engineering in Medicine
and Biology Society, Buenos Aires, Aug. 2010, pp.3430-3431.
11
Acknowledgements
I would like to thank Esther without whom this work would not have been possible.
Esther has provided constant support and guidance over the years which have been
invaluable, and I have learnt a lot from her during this time. Without her, I would
not have even started my PhD degree at Imperial and for all this, I am truly
grateful.
I would also like to thank Alex for teaching me so much on the job, always being
around to discuss ideas and the countless number of times he has helped me. My
thanks to John, Shelagh and Martin from the Epilepsy Society for providing EEG
data to evaluate this work. I would also like to thank Anas for the timely hardware
implementation; Eduardo for always knowing when I needed a coffee break and the
several good discussions on work or otherwise; and the rest of the team: Richard,
David, Sorsby, Amir, Mohan, Ruchir, Mohammad, George, Saam, Siavash and
Wiesia for putting up with me in the lab.
I would also like to thank Sarthak for the several timely breaks and for motivating
me when I needed it the most. And all my gratitude to God, my parents and my
brother for the many things I cannot even begin to list. Their unwavering support
and guidance means the world to me.
12
Terms and Abbreviations
Term Meaning
β Threshold. Algorithm parameter used to classify epileptiform EEG
and normal EEG.
δ Minimum number of subsequent detections required for the detected
EEG to be classified as seizure.
ǫ Precision of phase congruency calculations.
γ Minimum number of channels detecting the same epoch for the de-
tected EEG to be classified as seizure.
λ Decay constant used in median decaying memory calculation.
µ Mean.
φ(k) Phase at time sample k.
ψ(t) Mother wavelet used in CWT calculation.
Ψ(ω) Fourier transform of mother wavelet used in CWT calculation.
σ Standard deviation.
ξ Noise threshold used in denoised phase congruency calculation.
A5 0 Hz to 3.125 Hz frequency range.
A(k) Amplitude at time sample k.
ADC Analogue-to-digital converter.
AED Anti-epileptic drug.
AEEG Ambulatory electroencephalography (EEG).
Artefact A potential difference recorded on the EEG but caused by extracere-
bral source.
ASIC Application specific integrated circuit.
AUC Area under the curve.
b Time at which CWT or DWT is evaluated.
B Number of background epochs used in median decaying memory cal-
culation.
C Compression factor. Unit of %.
C(e) Sum of detections of the same epoch across channels.
Channel An electrode pair that forms a differential EEG trace.
CWT Continuous wavelet transform.
d Duration of an epoch.
D3 12.5 Hz to 25 Hz frequency range.
D4 6.25 Hz to 12.5 Hz frequency range.
D5 3.125 Hz to 6.25 Hz frequency range.
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Term Meaning
Data reduction Duration of EEG data not selected for transmission divided
by the total EEG duration. Unit of %.
Data transmission Duration of EEG data selected for transmission divided by
the total EEG duration. Unit of %.
DPC Denoised phase congruency.
DR Data reduction.
DSP Digital signal processor.
DWT Discrete wavelet transform.
e Epoch. Short non-overlapping window of EEG data of a
predefined duration.
ED(β) Detection error at a threshold β.
E(k) Local energy function at time sample k.
ECG Electrocardiography.
EEG Electroencephalography.
EMG Electromyography.
Epilepsy A serious neurological condition characterised by debilitat-
ing seizures.
Epileptiform Brain activity denoting the presence of epilepsy.
Epoch Short non-overlapping window of EEG data of a predefined
duration.
Epoch-sensitivity Fraction of correctly marked seizure epochs.
Event An epileptic seizure or spike marked by medical experts.
Event-sensitivity Fraction of correctly marked seizure events.
f Frequency range.
fc Cut-off frequency of filter. Unit of Hz.
F (e), F (k) Feature calculated within epoch e or at time sample k re-
spectively.
fs Sampling frequency. Unit of Hz.
f(t) Impulse reponse of filter.
F (ω) Fourier Transform of the impulse response of filter.
False positive rate Number of incorrect detections of non-events as events,
within a predefined duration. Unit of per minute or per
hour.
Feature Characteristic of the EEG, such as amplitude or power.
FFT Fast Fourier Transform.
fMRI Functional Magnetic Resonance Imaging (MRI).
FN False negative. Incorrect detection of an event as a non-
event.
FOM Figure of merit.
FP False positive. Incorrect detection of a non-event as an
event.
FPR False positive rate. Number of incorrect detections of non-
events as events, within a predefined duration. Unit of per
minute or per hour.
FT Fourier Transform.
g Analysis scale at which CWT is evaluated.
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Term Meaning
h Analysis scale at which CWT is evaluated for modified
phase congruency only.
h(t) Impulse reponse of filter.
H(s) Transfer function of filter.
I Ideal coordinate on sensitivity-data reduction plane.
ictal EEG marked by medical experts as seizure.
interictal EEG data between two ictal sections.
IFCN International Federation of Clinical Neurophysiology.
IFFT Inverse Fast Fourier Transform.
k Index to a time sample of a signal.
K Number of time samples in an epoch.
line length Sum of the absolute value of the gradients of a sampled-
time domain signal.
LSB Least significant bit.
m Frequency bins used in FFT calculation.
MCU Microcontroller.
Mean sensitivity Average of the sensitivity calculated across multiple
data records.
Montage Arrangement of electrodes on the scalp of a patient.
MPC Modified phase congruency.
n Number of EEG channels.
N(e), N(k) Normalised feature evaluated within epoch e or at time
sample k respectively.
ND Non-ideal distance. Distance calculated on sensitivity-
data reduction plane between the achieved perfor-
mance and ideal performance of an algorithm.
Normalisation Method to correct for broad-level amplitude variation
over time in the signal-of-interest.
Online Analysis of data during monitoring, without storage on
non-volatile memory.
Oﬄine Analysis of data after monitoring has been completed
and data has been recorded on non-volatile memory.
P Power consumption. Unit of Watts.
PC Phase congruency.
pD Pre-detection duration. Duration preceding a detec-
tion that is transmitted in addition to detected EEG.
Phase congruency Measure of the phase of different frequency components
in the signal-of-interest.
Post-processing A stage within a seizure or spike detection algorithm
that follows feature extraction and precedes classifica-
tion.
Precision Fraction of detections that are indeed correct detec-
tions of events, given by TP/(TP +FP )×100%. Unit
of %.
Pre-detection duration Duration preceding a detection that is transmitted in
addition to detected EEG.
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Term Meaning
Pre-processing A stage within a seizure or spike detection algorithm
that precedes feature extraction.
r Index to records in the database.
R Number of records in the database.
Recording window Duration of data on either side of the detected EEG
that is selected for transmission.
Relative complexity Time taken to simulate a feature in Matlab divided
by the shortest time taken to simulate another feature
within the same pre-processing group.
S Sensitivity. Fraction of correctly detected events given
by TP/(TP + FN)× 100%. Unit of %.
SD Number of subsequent detections.
Selectivity Fraction of detections that are indeed correct detec-
tions of events, given by TP/(TP +FP )× 100%. Unit
of %.
Sensitivity Fraction of correctly detected events given by
TP/(TP + FN)× 100%. Unit of %.
Specificity Fraction of correctly detected non-events given by
TN/(TN + FP )× 100%. Unit of %.
Spike A high amplitude transient of duration 20 ms to 200 ms
in the EEG. All interictal epileptiform discharges have
been called spikes in this thesis.
STFT Short time Fourier Transform.
T Duration of a record in the database.
Time/event sensitivity Average sensitivity across multiple records weighted by
their duration and number of expert marked events.
TN True negative. Correctly detected non-event.
TP True positive. Correct detected event.
TS Test statistic used in Wilcoxon matched pairs test.
VNS Vagus nerve stimulation.
W Sum of ranks used in Wilcoxon matched pairs test.
Wearable system Miniaturised portable EEG system present only on
the head and allows monitoring, without a change or
recharge of batteries, for weeks or months at a time.
x(k) Sampled-time domain input signal.
xH(k) Hilbert Transform of sampled-time domain input sig-
nal.
X(ω) Fourier transform of input signal.
z(e), z(k) Normalisation parameter calculated within epoch e or
at time sample k.
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1. Introduction
1.1. Overview
Epilepsy is a serious neurological disorder that affects 50 million people world-
wide [1]. It is characterized by spontaneous debilitating seizures that could harm
the individual, deteriorate their quality of life and may even lead to sudden death.
Electroencephalography (EEG) is a key tool for epilepsy diagnosis and measures
the brain’s electrical activity. Individuals suspected to have epilepsy undergo pre-
diagnostic and sometimes post-diagnostic EEG monitoring which could last over
several weeks or even months. However present portable EEG systems only operate
for up to three days from physically large batteries that are bulky and heavy for
the patient to carry around for long periods of time.
In truly wearable systems, these EEG sensors should not restrict patient move-
ment and should be comfortable and aesthetic for the patient to carry around
during routine activities. Such systems would be free from cumbersome wires and
miniaturised to minimise obstruction to the patient during monitoring. These sys-
tems would also be low power to operate for the entire monitoring duration without
the need to recharge or change batteries. However wireless transmission is power
intensive and would dominate the overall system power consumption. Hence intel-
ligent signal processing algorithms could be integrated on to the wearable sensor to
reduce the amount of data selected for transmission and thus decrease the power
consumption of the wireless transmitter [2]. Additionally, the algorithm could pro-
vide diagnostic decision support by selecting only epilepsy-related brain activity
that are pertinent to clinical diagnosis [2]. It should be noted that the algorithm
only pre-selects EEG sections for discontinuous recording. The recorded data will
then be analysed by a neurologist prior to diagnosing the presence or absence of
epilepsy-related brain activity. This maintains the neurologist’s role in diagnosing
the patient whilst reducing the time taken to analyse the recorded EEG and re-
ducing the amount of data transmitted. This thesis proposes two such algorithms
for online data selection that are then demonstrated to be suitable for low power
truly wearable EEG systems. In this work, online algorithms are defined as algo-
rithms that process data during monitoring/sensing the same data, and thus do
not require storage in non-volatile memory.
A generic model of a data selection algorithm to identify epilepsy-related (epilep-
tiform) brain activity, such as seizures or spikes, is shown in Fig. 1.1. The input
EEG signal is measured from multiple positions on the scalp of the patient (n chan-
nels) and fed into the algorithm. The EEG then undergoes four main processing
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Figure 1.1.: Block diagram of a generic seizure or spike detection algorithm.
stages: pre-processing; feature extraction; post-processing and classification; and
finally multi-channel decision making. A feature is a characteristic of the EEG
signal, such as amplitude or power. Any processing before and after feature ex-
traction are referred to as pre-processing and post-processing respectively. Finally,
a decision is made as to whether or not the data contains epilepsy-related brain
activity in the classification stage. The multi-channel decision block is important
for algorithms that process EEG data in each channel independently. In this block,
the results from all channels are combined to determine whether the present section
of EEG data contains a seizure or a spike.
1.2. Thesis structure and contributions
This thesis consists of four technical chapters. An overview of each chapter is given
below.
Chapter 2 – Role of wearable EEG systems in the diagnosis of epilepsy
The clinical protocol for diagnosing epilepsy is presented here with an emphasis
on the role of EEG. The thesis highlights the limitations of present EEG systems
in terms of monitoring duration, weight and volume. It then describes a potential
miniaturised portable wireless EEG system that could be developed to overcome
these limitations [2]. This system contains a data selection algorithm to achieve
online data reduction whilst providing diagnostic decision support to medical pro-
fessionals by selecting epilepsy-related brain activity (spikes and seizures). Finally,
a discussion of the challenges in designing algorithms to achieve high detection
accuracy within the strict power budget of the wearable system is presented here.
Chapter 3 – Proposed algorithm for epileptic spike detection
A new algorithm to identify epileptic spikes from non-epileptiform (background
or normal) EEG is proposed here. It is based on modifying phase congruency
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feature– a measure of phase information across multiple frequency components of
the EEG signal – to incorporate non-stationary noise present in the EEG signal.
The algorithm is evaluated using appropriate metrics on real EEG data obtained
from adult patients and it detects 80% of spikes and achieves 50% data reduction.
This modified phase congruency feature has also been shown to outperform the
traditional and the most-cited calculations of phase congruency (traditional and
denoised phase congruency respectively) and be comparable to the performance of
the state-of-the-art algorithm for epileptic spike detection in wearable systems.
Having derived an average figure of the algorithm’s performance, a new method
based on the Wilcoxon matched pairs statistical test is proposed for incorporating
performance variability in the comparison of algorithm performance, when two
algorithms are tested on the same database at a fixed threshold. This method
removes variation in performance arising from poor EEG quality and determines
the likelihood of one algorithm outperforming the other. The proposed modified
phase congruency feature is shown to achieve better performance than the most-
cited phase congruency calculation (denoised phase congruency), 99.5% of the time.
Chapter 4 – Optimal features for seizure detection in wearable EEG
systems
The variants of seizure detection algorithms reported in previous work and their
respective applications are highlighted in this chapter. Based on the requirements
of each application, appropriate performance metrics to assess the utility of the
algorithm for the respective application have been selected. Using these metrics,
previously reported seizure detection algorithms are analysed to determine whether
any of these algorithms have been evaluated for the application considered here. It
is then shown that none of these algorithms are suitable for the wearable system
and hence a new algorithm should be developed for the selection of epileptic seizures
from normal EEG.
Prior to designing a seizure detection algorithm, 65 different features character-
istic of epileptic seizures have been evaluated to determine which feature would
achieve the best performance for detecting seizures and rejecting normal EEG with
minimum computational complexity (and thus minimum power consumption). Us-
ing previously selected performance metrics, line length (calculated as the sum of
gradients of the time domain signal) is shown to achieve the best performance, by
detecting 100% of seizures and 80% of their total duration whilst achieving 54%
data reduction.
Chapter 5 – Proposed algorithm for epileptic seizure detection
Having identified the best characteristic feature to distinguish between seizures and
non-seizure EEG, the next stage of the signal processing chain (post-processing) is
investigated here.
Normalisation, a common post-processing technique, is used in seizure detection
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algorithms to correct for broad-level amplitude variations in the EEG over time
and amongst patients. Some seizures are also associated with large deviations in
amplitude and hence normalisation of the EEG over time should not affect the
emphasis of seizure sections that has been achieved by the feature (in this case,
line length). This thesis develops a new framework for qualitative and quantitative
evaluation of the effect of normalisation over time, on the ability to discriminate
seizure data from background EEG. When these techniques were applied to five
normalisation methods reported in literature, median decaying memory based nor-
malisation of the line length feature proved the best by correcting for broad-level
amplitude changes across three patients whilst improving the distinction between
seizures and background EEG.
Hence line length and median decaying memory based normalisation are used as
the basis of a new data selection algorithm to detect seizures. The proposed algo-
rithm detects 94% of seizures and 80% of their total duration whilst achieving 79%
data reduction. This algorithm is then adapted for implementation on a low-power
commercially available microcontroller (MCU) by a colleague at Imperial College,
to investigate its power consumption and seizure detection accuracy. The hard-
ware implementation of the adapted algorithm detected 94% of seizures and 55%
of their total duration whilst achieving 89% data reduction. The measured average
power consumption of the MCU implementation of the algorithm was 140 µW per
channel in a 12-channel system.
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2. Role of wearable EEG systems in
the diagnosis of epilepsy
2.1. Introduction
Epilepsy is a common neurological condition that affects almost 1% of the popu-
lation of the UK [1]. It is characterised by spontaneous debilitating seizures with
possible behavioural manifestations such as involuntary muscle movement or loss
of consciousness. Such high incidence inevitably stretches the resources available
to treat patients. In Europe, the prevalence of the condition was estimated at 0.4-
0.7% and the total cost of healthcare, including inpatient and outpatient facilities,
medication, social services and the indirect cost of sick leave, accounted to 15.5
billion Euros in 2004 [2]. The equivalent cost to the UK was estimated at £1.8
billion in 1998 [3].
Aside from the financial implications of the disease, epilepsy affects the daily
lives of individuals suffering from the condition in many ways. The spontaneous
occurrence of an epileptic seizure could harm the patient, for example, involuntarily
muscle movement may cause them to hit their hands and/or legs on hard surfaces.
If the patient becomes unconscious whilst driving a vehicle or handling a sharp
instrument then his/her life may be at risk. To avoid life threatening incidents,
in certain countries patients diagnosed with epilepsy are not allowed to drive ve-
hicles. Some epileptic patients suffer from reduced academic performance, lack of
employment or social anxiety. In some patients, severe epilepsy has lead to sudden
unexpected death [4]. Thus individuals are advised to seek medical advice on the
occurrence of the first seizure so that they may be treated to completely cure the
condition or reduce the frequency of seizure recurrence.
The mean age at first seizure is reported to be 25.1 years [5], however, over the
past 30 years the demographic of the population of epileptic patients has changed,
with increased incidence in the elderly [4]. The mean duration to seizure remission
is reported to be 19.7 years [5] and it is undoubtedly influenced by the medication
and treatment available to the individual. Hence the procedure of diagnosing a
patient with epilepsy is important as it would determine both the quality of life in
the forthcoming years and the pertinent treatment for the condition.
This chapter outlines the clinical guidelines for diagnosing a patient with epilepsy
in Section 2.2. Electroencephalography is a key tool in epilepsy diagnosis and
hence its role is explained in Section 2.3 followed by the limitations and proposed
improvement to present EEG technology in Section 2.4.
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2.2. Diagnosis of epilepsy
2.2.1. Introduction
The etiology of epilepsy is much debated but the general cause of the condition
may be classified into two main groups: genetic origin, or caused by scarring,
tumour or structural abnormalities of the brain [6]. This sometimes leads to ab-
normal excessive firing of groups of neurones in one or both cerebral hemispheres
of the brain affecting different brain functions such as consciousness, behaviour,
emotion, memory and voluntary motor control [6]. Excessive firing of neurones
may cause temporary behavioural changes such as a blackout or convulsions, and
this behavioural manifestation is called a clinical seizure. A patient is diagnosed
with epilepsy only if he/she has experienced two or more seizures more than 1 day
apart. A patient is considered to have active epilepsy if he/she has had one or
more seizures within the past 5 years.
This section describes the diagnostic procedure that a patient can expect to
follow from initial consultation, to investigation and diagnosis of epilepsy, and
finally treatment and management of seizures. The implications of incorrectly
diagnosing an individual (misdiagnosis) have also been discussed in this section.
2.2.2. Initial medical consultation
When an individual experiences a blackout or convulsions and suspects it to be
an epileptic seizure, he/she is advised to consult their general practitioner or a
specialist to discuss the fit or presumed seizure. On initial medical consultation,
the doctor asks about [6]:
• The first seizure: how the patient felt before, during and after the blackout or
convulsions, what he/she remembers of the events and any warning symptoms
prior to the event.
• Behaviour during seizure: a bystander is asked to describe the same event,
the time and date of the presumed seizure and any provoking factors.
• History: any previous seizure-like episodes, their dates and relevant medica-
tion are noted. Information on febrile convulsions or brain damage suffered
by the individual are also important in diagnosis.
• Family history: certain seizure types have been reported to be genetic and
thus noting down family history of epilepsy could aid in diagnosing the patient
with the respective seizure type.
Once the above information has been collected, the doctor may decide to carry
out a physical examination that includes: searching for scars on the scalp to indicate
possible structural deformation of the brain; measuring heart rate and rhythm
to rule out cardiac blockage or heart-related events that may have caused the
blackout; and the patient’s eye movement and vision are examined for neurological
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impairment of the visual cortex. Carrying out such an examination could aid
the doctor in deciding whether the blackout or convulsions are indeed related to
epilepsy and if so, determine the type of epilepsy.
Following this examination, if the individual has experienced their first seizure,
he/she is sometimes sent home to wait for a recurrent seizure and placed under the
constant supervision of a relative or friend. Recurrent seizures often provide vital
information in accurately diagnosing the type of epilepsy and may thus alter the
strategy taken to manage the condition. There are 27 types of epileptic seizures [7]
(excluding seizures in neonates) and the classification of the type of seizure is crucial
in diagnosing the type of epilepsy.
2.2.3. Investigation of epilepsy-related symptoms
A recording of the electrical activity of the brain, using electroencephalography, is
a key investigative method in epilepsy diagnosis. It could potentially answer the
following questions:
• Are there epilepsy-related abnormalities in the brain’s electrical activity?
This is called epileptiform activity.
• What is the duration of the seizure event? What are the temporal and spatial
characteristics of the epileptiform activity? This information could aid in
identifying the seizure type.
• Does the epileptiform activity occur at a specific location in the brain? Or
does it originate from a specific location and then spread to both cerebral
hemispheres of the brain? Alternatively, does the seizure commence in both
hemispheres at the same time? In the first two cases, the epilepsy would be
considered focal whilst the latter would indicate generalised epilepsy.
For a significant number of patients, the EEG recording of a seizure (called ictal
EEG) is required for definitive diagnosis [8]. However, two-thirds of individuals
with active epilepsy have less than 12 seizures a year [9]. Thus to capture the EEG
during a seizure, one of the following methods is adopted:
• Routine monitoring – a 20-30 minute EEG monitoring is carried out in a spe-
cialist clinic with the aim of recording an epileptic seizure. In some sessions,
seizures may be provoked by making the patient undergo hyperventilation or
intermittent photic stimulation. A video recording is also carried out during
this monitoring session to record the patient’s behaviour during a seizure,
should it occur.
• Prolonged monitoring – if the patient does not present with a seizure during
the routine monitoring, a longer 4-8 hour monitoring is carried out using
similar equipment to routine EEG monitoring sessions.
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• Long-term monitoring – long-term monitoring is necessary for patients that
have infrequent seizures, for example a seizure every few weeks or months.
This monitoring can be carried out either in a specialised clinic or in the
comfort of the patient’s home. Ambulatory EEG systems (AEEG) without
accompanied video recording is generally used for long-term monitoring.
Another tool used in diagnosis is functional magnetic resonance imaging (fMRI).
fMRI shows the state of oxygenation of parts of the brain to determine brain
activation (and thus functionality) [6]. It is primarily used in pre-surgical evaluation
to predict the impact of removing epileptogenic tissue on language, behaviour and
other brain functionality.
2.2.4. Seizure management strategies
On diagnosis of a specific type of epilepsy, patients are initially given a single oral
anti-epileptic drug (AED) for daily use. The frequency of seizures whilst on med-
ication is then monitored, in addition to the duration of each seizure event, how
the patient felt and reacted during the seizure, and any side-effects of the drug.
If the frequency of seizures and/or their duration appears to be unaffected by the
medication, the dosage may be increased or an alternative AED or a combination of
AEDs may be prescribed. In about 70% of patients [10], AEDs result in seizure re-
mission. In patients where three different anti-epileptic drugs have failed to control
the condition, the patient may be referred for an alternative seizure management
strategy. This is the clinical definition of refractory epilepsy.
For patients clinically diagnosed with refractory epilepsy, two main forms of
treatment are considered. If the patient suffers from focal epilepsy, epilepsy surgery
is an option. Here the epileptic foci and surrounding brain tissue are removed
following careful investigation into the possible effects of such removal. Prior to
such resective surgery, the electrical activity of the epileptogenic tissue is monitored
using EEG electrodes (small metal disk shaped contacts) placed on the scalp of the
patient. Sometimes invasive monitoring (electrodes placed on the surface of the
brain or needle like EEG electrodes placed deep within the brain) is necessary
to accurately locate the epileptogenic tissue prior to its removal. This is only
carried out once scalp-based EEG monitoring has provided sufficient information to
roughly locate the region of the brain that is affected, to subsequently place these
invasive electrodes. Unlike AEDs that aim to reduce seizure frequency, epilepsy
surgery could completely cure the patient if the entire epileptogenic tissue has
been removed. However it should be noted that surgery cannot guarantee that the
patient will be cured of epilepsy and there may be unforeseen consequences as a
result of the procedure.
An alternative form of treatment is vagus nerve stimulation (VNS). VNS targets
seizure control. In this method, an electric current is applied to the left vagus
nerve in the neck by a programmable signal generator implanted in the patient’s
chest. Commercial VNS devices apply an impulse at a pre-programmed amplitude
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and frequency 24 hours a day [11]. This has been shown to reduce about 50% of
seizures presenting in 30-50% of patients [6]. Some researchers [12, 13] are currently
investigating seizure detection or warning algorithms that could be used to develop
closed-loop systems that apply an electrical impulse only when a seizure is detected
and would thus prevent an impending seizure or reduce the duration of a currently
occuring seizure.
2.2.5. Misdiagnosis
Using the investigative methods described above, a neurologist would be able to
decide whether the patient has epilepsy and if so, the specific type of epilepsy.
If the patient is diagnosed with epilepsy, then he/she will undertake a pertinent
seizure management strategy which could last for several years.
In 1999, a survey of 184 patients referred to a consultant neurologist [3] re-
ported that 26% of patients had been misdiagnosed with either an incorrect type
of epilepsy or patients diagnosed with epilepsy were suffering from non-epileptic
attacks. An incorrect diagnosis of epilepsy for an individual that does not actually
have the condition may have serious consequences such as the side-effects of long-
term treatment for the non-existent condition, restricted driving priviledges, social
anxiety and similar. For individuals that actually have the condition but have not
been diagnosed with epilepsy or have been diagnosed with the incorrect type of
epilepsy, the lack of treatment could lead to more serious health complications in
the future.
Misdiagnosis also adds to the burden to the health service, both financially and
in terms of resources, that could be better utilised. The direct cost of misdiagnosis
to the UK economy is estimated to be £140 million which includes unemployment,
excess mortality and other such factors [14].
The cause for such high misdiagnosis rates has been reported to be: incomplete
history taking by the medical practitioner [3], absence of an eye-witness during
a seizure, misinterpretation of EEG trace between seizures or lack of correlation
with EEG recording [3]. Another cause for high misdiagnosis is that in 44% of
EEG departments in Britain, the EEG recording of patients is analysed by only
one doctor [15] and different doctors may not always agree on the frequency and
duration of seizures in the recorded EEG.
To reduce the misdiagnosis rate the following measures could be adopted: two
medical practitioners could analyse the EEG of a patient monitored in their EEG
department; a video monitoring of the patient during a seizure could provide a de-
tailed account of the incident so that the neurologist is not limited to a bystander’s
account of the event; and prolonged EEG recordings have been suggested to in-
crease the chances of capturing an ictal EEG. However, there are issues with the
recommended approach: cross-marking an EEG recording would double the anal-
ysis time for neurologists. Furthermore prolonged 4-8 hour monitoring does not
guarantee recording an epileptic seizure.
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Certain measures could be adopted to increase the monitoring time and thus
increase the chances of capturing ictal EEG without a proportional increase in the
neurologist’s workload. But prior to discussing this, it is necessary to discuss the
role of EEG in epilepsy diagnosis.
2.2.6. Summary
Epilepsy is a common neurological disorder affecting 50 million people worldwide.
To aid in diagnosis and treatment of the condition, the electrical activity of the
brain should be monitored during a seizure. In certain patients, seizures may occur
once every few days, weeks or even months. This, in addition to unsatisfactory
history taking and EEG marking by neurologists, has led to 1 in every 4 patients
being misdiagnosed. Misdiagnosis does not only impact the patients themselves,
but also stretches resources available to treat patients actually suffering from the
condition.
To reduce misdiagnosis, prolonged EEG monitoring has been recommended as
it would increase the chances of recording the brain’s electrical activity during a
seizure. Furthermore, it has been suggested that two neurologists should analyse
EEG recordings to reduce errors in marking epileptiform activity. But this would
double the workload of current medical professionals which is also a limited re-
source in the short term. It may be possible to meet these recommendations with
minimum discomfort to the patient during longer-term monitoring whilst reducing
the neurologist’s workload. But prior to discussing this, it is necessary to discuss
the role of the EEG and epileptiform activity in clinical diagnosis.
2.3. The role of EEG in diagnosis
2.3.1. Introduction
From initial medical consultation to treatment, the brain’s electrical activity is
monitoring using electroencephalography at multiple instances.
• Initial consultation – EEG electrodes are placed on the scalp to determine
whether the cause of the seizure was due to brain abnormalities and provide
information on the type of epileptic seizure.
• In pre-surgical assessment – scalp EEG is monitored to locate the seizure foci
for resection surgery.
• For closed loop systems – there has been recent research on monitoring the
EEG on the surface of the brain to detect seizures or warn of impending
seizures prior to applying an electrical impulse to reduce seizure duration or
prevent seizure occurrence.
As the electroencephalogram is widely used at different stages of epilepsy diag-
nosis, it is necessary to discuss what the EEG measures and how it may be used
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Figure 2.1.: The standard 10-20 electrode setup for scalp EEG monitoring [16].
to distinguish between normal and epileptiform brain activity.
2.3.2. Types of EEG monitoring
The EEG is a tool to measure the difference in electrical potential between two
positions on, for example the scalp. The measured potential difference is a weighted
sum of the electrical activity of large groups of neurones in the brain. The two
electrodes between which the potential difference is measured is referred to as an
EEG channel. The placement of electrodes can be broadly classified into non-
invasive (on the scalp) and invasive (using surgically inserted electrodes below the
skull).
Scalp (non-invasive) EEG monitoring
Scalp EEG is often recorded using 16 to 21 electrodes at the positions shown
in Fig. 2.1 to provide spatio-temporal information of brain activity. In battery-
powered portable EEG systems, up to 16 channels are often used to reduce dis-
comfort to the patient and increase the life time of the battery.
Signals recorded on the scalp provide a good coverage of a large area of the brain.
Other characteristics of scalp EEG are:
• signals have amplitudes in the order of 20-150 µVpp [17], due to the low
conductivity of the scalp.
• scalp EEG may be contaminated by electrical activity generated by eye move-
ment, eye blinks, cranio-facial muscle movement and power supply noise
which are collectively called artefacts.
• scalp EEG has higher amplitudes at frequencies below 60 Hz [17], as the
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skull acts as a low-pass filter that attenuates high frequency components of
the signal.
Due to this, the measured scalp EEG should be amplified and artefacts may need
to be removed prior to analysing the electrical activity generated by the neurones
in the brain.
Invasive monitoring
Invasive EEG monitoring could be carried out using different electrode configura-
tions. The two most common types of monitoring are on the surface or deep inside
the brain. In the former, narrow strip or 2-dimensional grids of closely spaced
electrodes are surgically placed on the surface of the brain. This is called elec-
trocorticography. In depth-EEG, needle-like electrodes are used to penetrate the
brain surface to provide good contact with the suspected epileptogenic tissue.
Invasive monitoring has three main advantages over scalp EEG.
• larger amplitudes in the order of milli-Volts [17] can be recorded.
• the recorded electrical activity is not affected by artefacts such as eye move-
ment and muscle activity.
• the electrodes are placed in direct contact with a small section of the brain
and thus invasive monitoring has better spatial resolution (very localised)
than scalp EEG.
• avoids the filtering effect of the skull and scalp.
The main drawback of invasive monitoring is that it requires surgical drilling
through the skull to place the electrodes at their respective locations. The surgery
is carried out under anesthetic and the effects of anesthetic on brain activity have
not yet been fully understood. Furthermore electrodes are connected through wires
to external recording equipment which requires the skull and scalp to be kept open
during the entire monitoring session. This open wound could get infected. These
disadvantages often outweigh the advantages of invasive monitoring hence such
recordings are only advised for patients selected for resection surgery, which are
only patients with refractory focal epilepsy. Thus any reference to ”EEG” hereon
refers to scalp based monitoring unless otherwise specified. The work presented in
this thesis has been carried out on scalp EEG as it is most common form of EEG
monitoring.
2.3.3. Typical EEG signal patterns
Normal EEG
Whilst scalp EEG has a bandwidth up to 60 Hz [17], only frequencies up to 25 Hz
have been traditionally used in clinical diagnosis [18]. These frequencies are divided
into four bands [17]:
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Figure 2.2.: An example of normal scalp EEG of an adult human recorded across 8
channels whilst the patient was awake. EEG data courtesy of Epilepsy
Society, UK [1].
• Delta: less than 4 Hz
• Theta: between 4 and 8 Hz
• Alpha: between 8 and 13 Hz
• Beta: greater than 13 Hz
When an individual is asleep, alpha rhythms are pre-dominant and is clearly vis-
ible in the scalp EEG. When an individual is awake there are no clear predominant
frequencies and the temporal and spectral characteristics of the non-stationary sig-
nal changes with brain functionality. The EEG varies for the same individual [6]:
over time and across different parts of the head; and also varies between different
individuals and age groups. An example of background EEG measured across 8
channels on the scalp of an adult patient is shown in Fig. 2.2.
Ictal activity
Ictal activity generally refers to the ”excessive synchronous neuronal discharge” [19]
associated with behavioural changes (such as black-out or convulsions). However,
seizures can occur only in the EEG without associated behavioural changes and
these are called sub-clinical seizures. Alternatively, there may be seizure-like be-
haviour but no abnormality in the scalp EEG due to inadequate spatial resolution
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which means that subtle changes in neuronal activity cannot be measured by the
electrodes. In most seizures, changes in the EEG occur together with behavioural
manifestations in the patient [19] and this is called a clinical seizure.
To be more precise, it is an EEG seizure that is defined as ”excessive synchronous
neuronal discharge” visible in the EEG with or without behavioural manifesta-
tions [19]. Here, the term excessive is relative to the patient’s normal brain ac-
tivity. Synchronous refers to a higher level of synchrony amongst neurones. As
the EEG measures the weighted-sum of the electrical activity of multiple neurones,
synchronous activity is visible in the EEG as increased or decreased amplitude in
comparison to normal brain activity. Based on this definition it is clear that the
brain activity during an EEG seizure would differ amongst patients. The frequency
of seizure occurrence is also patient-dependent. Furthermore, the 27 seizure types
have different EEG patterns and duration, generally lasting from 3 s to more than
1 minute [19].
A further complication in visualising an EEG seizure is in defining the start and
end of the event. In most seizures, the brain activity gradually changes (or builds)
from normal to ictal EEG. This is called the pre-ictal phase. Similarly, at the end
of the seizure the brain activity does not instantaneously return to normal but
gradually changes (or dies) over time. This is called the post-ictal phase. The start
of the pre-ictal phase is well-known to be difficult for neurologists to accurately
mark and thus neurologists sometimes combine the preictal and ictal phases. On
the other hand, the post-ictal phase is easier to distinguish because of an increased
periodic activity when compared to seizure and background activity. The duration
of pre-ictal and post-ictal phases are not fixed and can last from a few seconds to
a few hours.
Even though seizure patterns in the EEG are very varied, it is nevertheless
interesting to see one such pattern in Fig. 2.3. This was recorded using a scalp
electrode placed at position C3 of an adult patient and the two vertical dashed
lines denote the start and end of the seizure as marked by medical experts at the
Epilepsy Society, UK. Here an increase in amplitude can be clearly seen within the
start and end markers of the seizure. In Fig. 2.3 the start of the pre-ictal phase
cannot be easily distinguished but periodic activity in the post-ictal phase is clearly
visible.
Interictal activity
In many patients, seizures occur infrequently and are thus hard to capture during
EEG monitoring. Hence it is also important to medical practitioners to analyse
epileptiform activity between seizures, called interictal epileptiform discharges. In-
terictal activity is more frequent than ictal activity with 50% of patients with
epilepsy presenting with interictal discharges in their first routine 20-30 minute
EEG monitoring session [20]. Although interictal spikes do not strongly discrim-
inate between patients with and without epilepsy, the EEG recording during in-
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Figure 2.3.: An example of an epileptic seizure in a single EEG channel (C3-FCZ).
The start and end of the epileptic seizure have been marked by vertical
dashed lines. EEG data courtesy of Epilepsy Society, UK [1].
terictal activity is sought after by the medical community because it can provide
information on:
• the location of the epileptic brain tissue [17] and thus type of epilepsy,
• and possibly indicates the likelihood of seizure recurrence [21].
Interictal epileptiform discharges can be broadly classified into [22]:
• Spike: ”a transient, clearly distinguished from background activity, with pointed
peak...and a duration from 20 to under 70 ms...Main component is generally
negative relative to other areas. Amplitude varies.”
• Sharp wave: similar to spike but with a ”duration of 70-200ms”
• Spike-and-slow-wave: ”A pattern consisting of a spike followed by a slow
wave”, where slow-wave is defined as: ”Wave with duration longer than alpha
waves, i.e. over 1/8 s”
Hereon, all types of interictal epileptiform discharges are collectively referred to as
spikes.
Two interictal spikes marked by medical experts at the Epilepsy Society UK are
shown in Fig. 2.4 amongst almost 50 s of background data from an electrode placed
on channel F7. From Fig. 2.4, it is apparent that distinguishing these spikes from
background EEG is not trivial.
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Figure 2.4.: Two interictal epileptiform spikes are shown marked by vertical dashed
lines amongst background EEG in a single channel (F7-FCZ). EEG
data courtesy of Epilepsy Society, UK [1].
Artefacts
Scalp EEG is highly prone to recording electrical activity from sources other than
the brain such as:
• Electrical activity of cranio-facial muscles – for example, movement of the
jaw when chewing or gritting teeth could be recorded on the scalp EEG.
The electrical activity of these muscles (generally called electromyography
(EMG)) is visible as high amplitude across multiple channels and across all
frequencies, with more power at frequencies above 15 Hz [23, 24].
• Eye movement – such as eye blink or rotation of the eye ball can be identi-
fied in scalp EEG as a large amplitude deviation prior to returning to base
amplitude after 77 ms to 125 ms [25]. Such exemplary eye blinks are mostly
recorded in FP1 and FP2 channels due to their close proximity to the eyes.
Eye movement can also be recorded in other channels usually as smaller volt-
age deviation.
• Electrode connection – electrodes are generally connected via long wires to
recording equipment to allow unrestrained movement of the head during mon-
itoring. Tugging on these long cables introduces large temporary amplitude
deviations in the measured EEG. Alternatively, electrodes may be discon-
nected by tugging on cables and thus no signal recorded.
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• Power supply noise – the long cables also pick up electromagnetic fields from
the mains supply that may be removed in a two-step process. Majority of the
noise component is common to the two electrodes that form the EEG channel
and measuring the difference between these electrode potentials would remove
the common noise. Any residual noise is removed by applying a notch filter
at the frequency of the noise source (50 Hz in the UK).
2.3.4. Summary
Electroencephalography has many important roles in the diagnosis and treatment
of epilepsy. Both invasive and scalp-based non-invasive monitoring are necessary in
epilepsy diagnosis and treatment. But scalp recording is the most common form of
EEG monitoring during pre-diagnosis and post-diagnosis of patients. Scalp EEG
is used to record epileptic seizures and interictal spikes to aid electroclinical diag-
nosis of the patient. Interictal spikes have a short duration (20-200 ms) and can be
categorised into three main types, each with a characteristic pattern. On the other
hand, epileptic seizures have a duration typically ranging from a few seconds to
more than 1 minute, and may be associated with large deviations in amplitude and
are dependent on the patient, type of seizure and region of epileptic tissue. Seizure
EEG can be divided into pre-ictal, ictal and post-ictal phases that categorise the
initial build-up, ictal activity that is often accompanied by behavioural manifesta-
tions and the gradual return to normal EEG respectively. The transitions between
these phases are unclear and different medical practitioners may mark them at
different positions on the EEG.
2.4. EEG technology
2.4.1. Introduction
The basic architecture of a single channel EEG system is shown in Fig. 2.5. It
consists of two electrodes placed on the scalp of a patient to record the microVolt-
sized potential difference. The single channel EEG signal is then amplified and
stored for analysis later on by a neurologist (oﬄine analysis).
Electrode
Head
Differential amplifier
V
out = Gain(V1 - V2)
1 EEG channel Storage 
deviceV1
V2 GND
Figure 2.5.: Basic architecture of a single channel EEG system [14].
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The standards for digital EEG equipment have been defined by the International
Federation of Clinical Neurophysiology (IFCN) and are as follows [26]:
• at least 24 channel recording,
• at ≥200 Hz sampling frequency.
• A high pass filter with ≤ 0.16 Hz cut-off frequency is required to remove
the large dc offset arising from the half-cell potential caused by the electrode
interacting with sweat on the skin.
• The system should also have a notch filter at 50 Hz/60 Hz to remove power
supply noise, although this filter is not always used in practice.
• A 12-bit analogue-to-digital converter (ADC) with minimum resolution of
0.5 µV is required,
• and an electrode impedance of less than 5 kOhm is recommended for a good
electrode-to-scalp connection.
Other standards for digital EEG equipment in [26] are not required for the following
discussion.
2.4.2. Limitations of present EEG systems
EEG systems can be broadly classified into: portable (ambulatory) EEG systems
that are battery-powered and bedside monitoring stations that are non-portable.
Ambulatory EEG (AEEG) systems are more comfortable as they allow the patient
to walk and to be monitored in their own environment, for example at home or
work. This could expose the patient to stimuli that could have provoked the initial
seizure. This would in turn speed-up the time to record the EEG of a recurrent
seizure and subsequently diagnose the condition. AEEG systems are thus used in
long-term monitoring, where recording the awake and sleep EEG is estimated to
be clinically useful in 75% of patients [11]. AEEG systems do not generally have
video recording.
Bedside non-ambulatory monitoring systems are accompanied by video record-
ing. Such sessions are primarily carried out in specialist clinics and hence patients
are selected for monitoring based on the availability of specially equipped mon-
itoring rooms. Due of this requirement, ambulatory EEG monitoring during a
24 hour period is approximately 50% cheaper than 24 hour inpatient (bedside)
monitoring [11]. Hence ambulatory monitoring has become increasingly popular.
In the UK, the Stellate Aria-E ambulatory recording system [27] shown in Fig. 2.6
is used by medical practitioners. In Fig. 2.6, silver-silver chloride electrodes are
placed on the scalp of the patient and connected via long wires to a recording
unit and battery pack (within the bag shown in Fig. 2.6). The recording unit
would typically contain an amplifier, high pass filter, low pass anti-aliasing filter,
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Figure 2.6.: The current clinical ambulatory EEG system (Stellate Aria-E ambu-
latory [27]) used for long-term monitoring. Courtesy of the Epilepsy
Society, UK [1].
ADC and non-volatile memory for storing the monitored EEG. In present battery-
powered EEG systems, the dimensions of the recording unit and battery pack are
dominated by the volume of the battery [14].
There are several limitations of current AEEG systems:
• Wet electrode/hair – to ensure good connection with impedances of less than
5 kOhm [26] between the electrode and the scalp, a water-soluble conductive
gel is applied on the scalp during setup which creates an effect of ”wet hair”.
When the conductive gel dries out over time, the impedance between the elec-
trode and scalp increases causing the recorded voltages to gradually decrease
in amplitude until no signal is recorded. Recently, there has been signifi-
cant progress on the development of dry electrodes which could alleviate this
problem, and this will be discussed later on.
• Electrode disconnection – the patient may disconnect an electrode by tug-
ging on the long cables that connect the electrode to the recording unit. A
disconnected electrode will not record any signal and could lead to a loss of
diagnostically useful data. To alleviate this problem, EEG technicians rec-
ommend patients to visit the clinic every 24 hours to check the electrode
connection and re-connect electrodes if required.
• Weight and volume – these EEG systems are bulky and can weigh up to
500 g [14]. They are thus heavy for the patient to carry during routine
activities that majority of patients prefer to stay at a specialist clinic or
remain at home during monitoring.
• Recording duration – AEEG systems can record up to 72 hours (3 days) of
continuous EEG data. The recording time is limited by the energy capacity of
the battery and the amount of non-volatile memory. Every 24 hours of record-
ing generates about 1 GB of data for storage [14]. Although recent storage
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devices, such as microSD cards, have been developed with higher memory ca-
pacity to allow monitoring for up to 2 months, writing to non-volatile memory
is very power consuming. Thus patients that require long-term monitoring
over weeks or months are often monitored in specialised clinics if such fa-
cilities are available. Otherwise, patients are monitored at home and asked
to visit the clinic every day to recharge the battery, sometimes retrieve the
stored data and check the electrode connection.
• Analysis time – Neurologists and EEG technicians take about 2 hours to anal-
yse 24 hours of EEG recording [18]. Hence, analysis of long-term monitoring
records would take proportionally longer time.
2.4.3. Overcoming these limitations
A recent study [28] recommended wireless transmission of the monitored EEG from
the electrode to a separate recording unit to overcome electrode disconnection
caused by tugging on long cables. This would create two separate units: head-
mounted monitoring unit and a recording unit. The head-mounted unit has to
be compact and would consist of integrated circuits (such as the amplifier, ADC
and transmitter) and a power source, such as a small battery, mounted on to the
electrode. The separate recording unit could be a base station such as a computer
or mobile phone, which would relax specifications on dimensions, weight and power
consumption of the recording device.
This wireless EEG system could overcome the limitations of present EEG systems
and the methods to achieve this will be discussed below.
Electrode technology
Electrode disconnection caused by tugging on long wires could be mitigated by a
wireless EEG system. Removing these long cables would also reduce power supply
interference in the recording. To further reduce the possibility of electrode discon-
nection, an aesthetic cap/hat can be placed on the head to secure the electrodes
but it would need to remain intact constantly. An additional measure to reduce
electrode disconnection problems is to routinely check the impedance of each elec-
trode as the EEG data can be accessed real-time [29]. This would allow the system
to alert the patient if there is an electrode disconnection and the patient could then
visit a clinic to reconnect the electrode(s).
There is still a problem of conductive gel drying out over time which would reduce
the quality of the measured signal in long-term monitoring. To overcome this issue,
researchers have made significant progress on the development of dry electrodes,
for example, [30] reported stainless steel electrodes using capacitive coupling and
[31] developed hybrid resistive-capacitive coupling electrodes. These electrodes do
not require addition of any conductive gel but can be simply placed on the head
without any preparation.
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Battery technology
Another limitation of present EEG systems is the weight and volume of the battery
used in monitoring. To overcome this, a physically smaller and lighter battery could
be selected but this will come at the cost of lower energy capacity [32]. Here the
energy capacity of the battery mounted on the EEG sensor is determined by:
• the power consumption of the integrated circuits,
• the required monitoring time, in this case, 30-day operation is targeted to
increase the chance of capturing ictal EEG.
More specifically, a battery would typically have an energy density of 200Wh/l [14]
which for an EEG system of volume 1 cm3 with half of its dimensions occupied by a
battery, would provide 100 mWh. In order to achieve 30 day operation, the power
consumption of the entire head-mounted system should be less than 140 µW [14].
The most obvious approach to increasing monitoring time is to use rechargeable
batteries. But it is well-known that patients can not be expected to regularly
charge batteries. Hence the selected power source should provide the required
monitoring time without user intervention. Alternatively up to 100 µ W could be
harvested from body heat or movement [14] but this would not be constant and is
thus unreliable.
Hence the wireless EEG system is restricted to using commercially available
batteries. The selected battery has to be physically unobtrusive (about 0.5 cm3)
whilst allowing the entire EEG system to operate for 30 days with a maximum
power consumption of 140 µW. The required operational lifetime for this wearable
EEG system can be compared to state-of-the-art commercially available wireless
systems developed for non-clinical use:
• the 14-channel Emotiv EPOC headset developed by IMEC [33] has an oper-
ational lifetime of 12 hours,
• the 24-channel B-Alert X24 developed by Advanced Brain Monitoring [34] has
a battery lifetime of 8 hours (power consumption of 259mW from 2 Lithium
Ion batteries),
• and an 8-channel wireless system consuming 6 mW has been reported in
academic literature [35]. This system would be able to operate for about
17 hours using a typical 0.5 cm3 battery with 100 mWh energy capacity.
It is clear that these state-of-the-art wireless EEG systems have a short operational
lifetime of less than 1 day and thus do not meet the requirements of the wearable
EEG system discussed in this work. The power consumption of B-Alert X-24 and
8-channel system in [35] is orders of magnitude above the required 140 µW while
the power consumption of the Emotiv EPOC headset has not been reported. Hence
the power consumption of a typical wireless EEG system will be next discussed in
order to appreciate the challenges that must be overcome in the design of the new
wearable EEG system.
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Power consumption of the wearable EEG system
The overall power consumption of the monitoring unit Psys for an n channel EEG
system [32] is given by
Psys = nPamp + nPADC + Pt (2.1)
where the power consumption of the amplifier, ADC and wireless transmitter are
listed as Pamp, PADC and Pt respectively.
Of these three key components, the front-end amplifier and ADC have been
reported in [36] to consume 25 µ W . A commercially available low power wireless
transmitter would require typically 50 nJ/b [14]. This translates to 120 µ W per
channel for an EEG signal sampled at 200 Hz and quantised to 12-bit (300 B/s).
This does not include protocol overheads in wireless transmission which would
marginally increase the estimated power consumption. The battery described above
would thus be sufficient to operate only a single EEG channel for 30 days.
Since the power consumption of the wireless transmitter dominates the system
power consumption, reducing the power consumption of the wireless transmitter
would significantly reduce the power consumption of the overall system. The power
consumption of the wireless transmitter is directly proportional to the amount
of data transmitted (data rate), where the latter is equal to the number of bits
per second multiplied by the sampling frequency. Hence a reduction in power
consumption of the wireless transmitter could be achieved by reducing the data
rate. The power consumption of the new system would thus be [32]
ˆPsys = nPamp + nPADC + CPt + PC (2.2)
where C is the data reduction factor and PC is the power consumption of the
selected data reduction technique. To reduce the power consumption of the overall
system, CPt + PC < Pt.
Data reduction
There are three common methods [28] to reduce the amount of data transmitted:
• Reducing the number of channels or bits – this would reduce the information
transmitted (lossy) and thus the data rate.
• Compression – the signal could be compressed using a lossless technique (such
as Huffman coding [37]) to keep all the information whilst reducing the data
rate, or using lossy compression such as compressive sensing to reduce the
effective sampling rate of the EEG signal [38].
• Data selection – only interesting sections of the EEG could be selected for
transmission and the uninteresting sections would be rejected. This would
reduce the duration of data selected for transmission and thus the data rate.
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Figure 2.7.: The principle of data selection applied to multi-channel EEG data [14].
Here, the interesting EEG sections would encompass all epileptiform activity
and the uninteresting data would be background EEG and sections contam-
inated with artefacts.
Of the three methods described above, reducing the number of channels or bits
could lead to the loss of information important for diagnosis. Furthermore, IFCN
standards for digital EEG equipment limit the minimum number of channels and
the number of bits required for clinical EEG systems to 24 channels and 12 bit res-
olution respectively [26]. However the advantage of this method is that there would
be no additional power consumption due to the chosen data reduction technique,
PC = 0.
Both data compression and data selection would require online processing of the
monitored data and thus the power consumption of this additional processing PC
should also be considered. Data compression using non-lossy methods could re-
duce the data rate whilst keeping all information relevant for diagnosis. However,
this method does not reduce the analysis time for the neurologist as the entire
monitoring duration will still be recorded for analysis. In contrast, data selection
would reduce the duration of data recorded and thus the analysis time for neurol-
ogists. Hence the neurologist would carry out a review of the discontinuous EEG
which has been reported [39, 40] to not substantially alter the final electroclinical
diagnosis of the patient.
Fig. 2.7 [14] illustrates the principle of data selection. In Fig. 2.7, short sections of
candidate interictal activity have been identified by a data selection algorithm and
only data within a short pre-defined window before and after the marked epilepti-
form activity (recording window) will be selected for transmission and subsequently
recorded. Hence, the wireless transmitter could be turned off when EEG has been
discarded as non-epileptiform activity and only turned on when candidate events
are selected for transmission. Duty-cycling the wireless transmitter in this manner
would reduce the average power consumption of the transmitter and thus the over-
all power consumption of the system. A reduction in system power consumption
would in turn increase the lifetime of the battery and thus the monitoring duration.
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Using this approach, the data reduction factor C of an ideal data selection al-
gorithm will be dependent on the duration of epileptiform activity present in the
monitored EEG as it would select for transmission all epileptiform activity and
reject all background data. Hence high data reduction could be achieved in pa-
tients with rare epileptiform discharges. This would increase the battery life of the
wearable system leading to longer monitoring times, which would in turn increase
the chance of capturing these rare events. On the other hand, if the patient has
frequent epileptiform discharges then the wireless transmitter will be on most of
the time and the monitoring time and battery lifetime will be reduced. In such pa-
tients it would take less time to capture diagnostically relevant information, such as
frequently occurring seizures, and hence it is not necessary to have long monitoring
times.
2.4.4. Future wearable EEG system
The wireless EEG system proposed in [28] is shown in Fig. 2.8. The simplified
diagram shows a processing system mounted on electrodes placed on the head. It
is wirelessly linked to a base station for recording and analysis. The processing
system consists of a low power detection unit that contains an algorithm to select
epileptiform activity prior to wireless transmission by the high power transmission
unit.
Figure 2.8.: Simplified diagram of miniaturised wireless EEG system proposed
in [28].
The scale of the solution proposed in [14] is shown in Fig. 2.9. It illustrates the
dimensions of the integrated circuit, electrode and a small coin cell battery, with
a penny for scale. It offers a compact light-weight solution that could be easily
concealed within a cap making it more aesthetic and comfortable for patients to
carry-around on a daily basis whilst performing routine activities.
To understand whether the end-solution would be acceptable to medical profes-
sionals, a survey on present and future EEG systems was carried out in [41]. The
majority of the twenty-one neurologists that participated in this study agreed that
current AEEG systems are useful but a wearable EEG system (miniaturised and
portable) would be a significant improvement for them and their patients. More
than half of these neurologists would not trust an automatic diagnosis system that
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Figure 2.9.: The scale of end-solution, illustrating the dimensions of the integrated
circuit, battery and an EEG electrode, with a penny for scale [14].
would automatically diagnose the presence or absence of epileptiform activity with
no manual interference by medical doctors. Hence it is important that this new
system does not provide automatic diagnosis but would only select candidate epilep-
tiform activity to be later reviewed by the neurologist. This would not replace their
role in the review of the EEG and the electroclinical diagnosis of the patient, but
would reduce the amount of data available for neurologists to review in the interest
of reducing their workload.
2.4.5. Challenges to overcome in algorithm design
The design of a data selection algorithm that meets the requirements of the wear-
able EEG system is very challenging because:
• the EEG differs between patients and over time in the same patient. The
algorithm must correct for such variation so that the same algorithm may be
used on all patients.
• there are practical limitations, such as patient-specific EEG may be unavail-
able for training the algorithm prior to use. Additionally, the algorithm
should be designed such that it does not increase the time taken to setup the
EEG system.
• medical experts may not always agree on the position of an epileptic seizure
or spike on the recorded EEG. Thus comparing the detections made by the
algorithm to this expert marked EEG may not be representative of its true
performance.
• an ideal data selection algorithm must detect all seizures and spikes and no
background data, and be implementable within the power constraints of the
wearable system. Here the power budget specified for the algorithm would
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severely limit the signal processing techniques used, to computationally simple
methods, which may have an adverse effect on the algorithm’s performance.
Since these factors affect the design and evaluation of the data selection algorithm,
they have been discussed in more detail here.
EEG variability
The electroencephalogram varies across different parameters [6]:
• Amongst age groups [42] – neonatal EEG differs from adolescence and adult
EEG. Signal processing algorithms developed for EEG-based epilepsy moni-
toring should be targeted to one of these age groups. This thesis will focus
on adults (patients above 18 years at time of monitoring). This is the most-
common form of EEG monitoring because average patient age at first seizure
is 25.1 years and recently there has been increased incidence in the elderly.
• Between individuals [43, 44] – the data selection algorithm should correct for
patient-dependent EEG variations.
• In the same individual over time and across EEG channels – due to changes in
brain functionality/state over time, artefacts and change in electrode-to-scalp
impedance. The data selection algorithm should account for these spatio-
temporal changes.
• Amongst epileptiform activity - there are several different characteristic pat-
terns of epileptic seizures and spikes [7]. Seizure EEG differs between patients
even for the same type of epilepsy. As epileptic spikes differ significantly from
seizures, seizures and spikes will have to be detected separately, prior to com-
bining the detection decision (for example, using a logical OR) to determine
which sections of EEG should be selected for transmission.
Practical limitations affecting algorithm design
As the brain’s electrical activity varies due to many factors, it would be ideal if the
data selection algorithm could be trained, via supervised or unsupervised learning
algorithms, on epileptiform activity from a specific individual, in order to accurately
detect the same characteristic epileptiform activity in the same individual.
This would not be possible in the proposed system as an ideal wearable EEG
system should have minimal setup time and be easy to setup by simply placing it
on the head. Training the algorithm on every patient would increase the setup time
and possibly change the current setup practice. This would necessitate additional
equipment-specific training for EEG technicians which could be expensive.
Another problem with patient-specific training is that pre-recorded EEG may not
always be readily available for training, for example, in pre-diagnostic monitoring
where AEEG is often used. Thus the patient would need to have an additional
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monitoring session to collect data for training the algorithm. Furthermore there is
also no guarantee that epileptiform activity will be captured in this initial mon-
itoring session and thus multiple recordings may be required to simply train the
data selection algorithm.
To overcome these problems, the data selection algorithm designed for the wear-
able EEG system should not require any training (patient-specific or otherwise). It
should be patient-independent and should simply work when placed on the head.
Inconsistency in expert marking of spikes and seizures
To evaluate the performance of the data selection algorithm, the scalp EEG used
for testing the algorithm should be marked for epileptiform activity by neurologists
or EEG technicians. The detections made by the algorithm can then be compared
to the expert marking to evaluate algorithm performance. However there are in-
consistencies amongst medical experts in marking epileptiform activity.
[45] reported that medical experts are in agreement over the presence and/or
specific position of spikes on the recorded EEG between 0% and 90% of the time.
Another issue is that neurologists do not mark out all spikes in a record but instead
a representative subset is often marked [46]. Manual marking of the recorded EEG
by a medical expert is, however, the current gold standard and thus the performance
of the algorithm will be limited by the accuracy of the expert marked data.
For seizure activity, a study of 4 experts tasked to mark 80 hours of EEG resulted
in a number of marked seizures ranging from 57 to 77 [46]. Only 82% of seizure
duration was overlapping in these markings [46]. In seizure markings, there are
more inconsistencies at the start and end of the seizure due to unclear transition
from pre-ictal to ictal phase and then to post-ictal phase [46]. This discrepancy
could lead to development of a seizure detection algorithm that detects seizures in
adherence to the markings on the test database and the specific medical expert,
but would be considered incorrect by another medical professional.
To mitigate this problem, the algorithm should be developed to detect short
sections (less than 20 s) of data as seizure or non-seizure activity across the en-
tire recording. Since medical experts may disagree on the exact start and end of
the seizure, this algorithm will be developed to ensure maximum overlap over the
seizure duration in contrast to high accuracy in detecting seizure onset and termi-
nation. The algorithm will not detect preictal and postictal phases as the start and
end of these phases respectively are not normally marked by neurologists. Thus
there is no equivalent standard against which to compare the detections made by
the algorithm.
It is important to emphasize here that the data selection algorithm for both
spike and seizure detection would only provide data sections containing candidate
epileptiform activity. Thus the review of the discontinuous recording and the sub-
sequent diagnosis of the patient would still be the role of the neurologist. Hence
the exact start and end of seizures or presence of seizures or spikes would still be
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the opinion of the neurologist that reviews the discontinuous recording provided
by the algorithm.
Another limitation in comparing expert marking to the detections of the algo-
rithm is the number of sensors providing data to neurologists or EEG technicians
when marking the EEG. For data obtained from bedside monitoring sessions, video
recording is often viewed together with the EEG. This would allow clinicians to
determine the time at which the patient shows behavioural changes caused by the
seizure and thus mark the EEG appropriately even though changes in the EEG at
the time of the seizure may be unclear. Electrocardiography (ECG) sensors are also
included in some non-ambulatory EEG systems and could provide information on
heart rate changes during seizures. Video and ECG data will not be available to the
algorithm when making a decision on the presence or absence of seizures, as AEEG
systems do not contain video and ECG sensors. Furthermore, expert marking is
carried out oﬄine. Oﬄine analysis of EEG data allows clinicians to view sections
of data after the seizure has occurred (going forward in time) prior to marking the
seizure. This would not be possible in the online system where the data available
for analysis at any one time is limited to the currently sensed EEG data and a
short duration (few seconds) before the current data. Hence the development of a
data selection algorithm to match expert marked data is challenging.
Detection accuracy traded-off with low power implementation
An ideal data selection algorithm would detect 100% of epileptiform activity and
0% background data. Hence the duration of data transmitted would be equal to the
duration of epileptiform activity present in the monitoring. In practice, the data
selection algorithm may not detect all events and may incorrectly detect sections
of background data as epileptiform activity. Hence the actual data selected for
transmission may be more or less than the total duration of epileptiform activity.
As epileptiform activity is infrequent in patients undergoing long-term monitoring,
reducing the number of incorrect detections of background EEG would proportion-
ally reduce the amount of data transmitted. Thus a good data selection algorithm
would maximise the number of seizure and spike events detected and minimise
incorrect detections of background data to maximise detection accuracy.
In addition to detection accuracy, the data selection algorithm designed for this
purpose should be implementable in hardware with low power consumption, where
the maximum power consumption of the algorithm would be dependent on the
percentage of data reduction achieved. If 50% data reduction is achieved by the
data selection algorithm then the power saving from reduced data transmission
would be approximately 60 µW per channel as the wireless transmitter would be
turned off 50% of the time. Thus the power consumption of a single channel data
selection algorithm should be less than 60 µW to achieve an overall reduction in
system power consumption.
Generally more complex signal processing techniques, such as machine learning
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algorithms, achieve better classification accuracy at the cost of higher computa-
tional complexity. Higher computational complexity translates to higher power
consumption and such techniques are thus not readily used in battery-powered de-
vices. Hence the choice of signal processing techniques to achieve high detection
accuracy will inevitably be limited by the strict power budget for the hardware
implementation of the data selection algorithm.
2.4.6. Summary
A miniaturised portable wireless EEG system has been recommended as a means
to overcome limitations in present EEG systems in terms of power consumption,
battery weight and volume, monitoring time and electrode disconnection. Reduc-
ing the power consumption of the overall system would allow the use of physically
unobtrusive batteries or provide longer monitoring time from the same battery. In
the new system, the power consumption of the wireless transmitter dominates the
power consumption of the overall system. The wireless transmission power con-
sumption could be reduced by reducing the amount of data transmitted. To do
this, a data selection algorithm could be introduced prior to wireless transmission
to select only epileptiform activity for transmission. Thus two data selection al-
gorithms for – seizure detection and spike detection – will be developed to detect
these epileptiform activity separately prior to combining the detection decisions.
The algorithms designed for this purpose will focus only on scalp-EEG from adult
humans. They should achieve high detection accuracy by detecting a maximum
number/duration of seizure and spike events and minimum duration of background
data. It should also be implementable within the given power budget.
2.5. Summary
Epilepsy affects the daily life of millions of patients worldwide. To diagnose the
condition, neurologists often need to analyse the electrical activity of the brain, via
electroencephalography, during an epileptic seizure. Currently 1 in every 4 patients
are misdiagnosed, partly due to the lack of seizure EEG recordings. Thus long-
term EEG monitoring over 30 days has been suggested to increase the chances of
recording epileptiform activity, particularly because patients with active epilepsy
have about 12 seizures a year. As seizures are infrequent, neurologists also analyse
spike-like activity between seizures. This interictal activity could aid diagnosis by
providing information on the location of the epileptic brain tissue.
Current ambulatory EEG systems used to monitor long-term EEG can only
operate for up to 3 days. These systems are also bulky and heavy for patients
to carry while performing routine activities. The weight and volume of the EEG
system is dominated by the battery, where larger batteries have higher energy
capacity. Thus reducing the power consumption of the system would allow the
use of physically unobtrusive batteries or provide longer monitoring time from
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the same battery. To achieve this, a wireless EEG system with integrated data
reduction has been recommended. This new wireless EEG system consists of a
head-mounted monitoring unit consisting primarily of an amplifier, ADC, data
selection algorithm and wireless transmitter. The transmitted data is received by
a base station such as a computer or mobile phone and stored for later analysis by
a neurologist.
In this system, the data selection algorithm intelligently selects EEG sections
containing epileptiform activity and rejects background data. This would reduce
the amount of data transmitted and subsequently reduce the power consumption
of the wireless transmitter and the overall head-mounted monitoring unit. For this,
two online algorithms should be developed to detect spikes and seizures separately,
prior to combining the detection decisions, to determine which sections of data
should be selected for transmission.
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3. Proposed algorithm for epileptic
spike detection
3.1. Introduction
An algorithm to select candidate interictal spikes and reject background sections
of scalp EEG of adult patients is proposed in this chapter. The new data selection
algorithm is based on phase congruency, an image processing technique used to
detect edges and lines [1, 2]. Recently, phase congruency has also been applied to
epileptic seizure detection on EEG signals [3]. The principle that forms the basis
of phase congruency is that at a peak or sharp transient (such as edge or line in an
image), different frequency components are in-phase [4]. Thus phase information
from different frequency components of an input signal could be extracted to de-
termine at which time instances these frequencies are in-phase. These are the time
instance at which edges or line occur in the signal.
Phase congruency was initially proposed in [4]. Recently a modification of this
traditional phase congruency calculation was reported in [5] to denoise the calcula-
tion. Denoising in this context refers to the removal of any form of interference that
obscures the wanted characteristic feature (such as an edge, line or spike). This
most-cited denoising method (denoised phase congruency DPC) is now widely used
in image processing but has been shown in this chapter to be sub-optimal for EEG
processing. Thus a new denoising method for phase congruency calculations is
proposed here and will be called modified phase congruency (MPC).
These three phase congruency calculations are the features used to extract spikes
from background EEG. Hence each of these features will be incorporated in turn
into a new data selection algorithm and the performance achieved by these features
will be reported. Furthermore a new method to statistically validate the difference
in performance of the top two features incorporated in the spike algorithm and
tested on the same database is also proposed here.
This chapter is structured as follows. The three features: traditional phase
congruency, the most-cited denoising method and the proposed modified phase
congruency are presented in Section 3.2. The data selection algorithm proposed in
this study is described in Section 3.3.2 and evaluated on a comprehensive database
of scalp EEG data obtained from adult humans. Metrics used to assess the per-
formance of these three phase congruency features are listed in Section 3.4.2. Sec-
tion 3.5.3 then describes a new method to compare and statistically validate the
performance of two algorithms tested on the same database. This technique has
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been applied to the two best performing features, to decide which feature (within
the algorithm) would have better performance when implemented in hardware. Fi-
nally, the performance of the data selection algorithm with the best performing
feature is compared to previously published spike detection algorithms that are
suitable for low power implementation in hardware.
3.2. Motivation for use of phase congruency in spike
detection
3.2.1. Introduction
Phase congruency is a dimensionless measure of the phase of different frequency
components that constitute the signal of interest. Taking the square wave as an
example, it is well-known that a square wave is composed of sine waves of different
amplitudes and frequencies. At the step of the square wave, the sine waves are
in phase at either 0 or 180 degrees for upward and downward transitions respec-
tively [5]. Similarly for a triangular wave, the Fourier components are maximally
in-phase, or phase congruent, at the peaks. This principle has been applied to
detect edges and lines, through calculating the phase congruence at that point,
within noisy images [5].
In this study it is hypothesized that the phase congruence of an interictal spike
would be higher than background EEG, as an interictal spike has been defined as a
transient that can be visually identified from background EEG [6], with a duration
ranging from 20 ms to 200 ms [7]. This difference in phase congruency could then
be exploited to develop a data selection algorithm that distinguishes candidate
spikes from background EEG.
3.2.2. Principle of phase congruency
To extract phase information from each frequency component of the input signal,
the input signal can be convolved with multiple bandpass filters over the wanted fre-
quency range [5]. Then phase congruency is calculated as the local energy function
E(k) across all frequencies at a sample in time k divided by the sum of ampli-
tudes Ag(k) across g frequencies (or scales that correspond to the filter’s centre
frequencies) [4]
PC(k) =
E(k)∑
g Ag(k)
(3.1)
The Cartesian coordinates in Fig. 3.1 explain the relationship between E(k)
and Ag(k) of a signal at a sample in time k [5].The amplitude of each frequency
component Ag(k) has been plotted as a complex vector with the head of one vector
touching the tail of another. Each complex vector Ag(k) can be mapped to its real
component given by Ag(k)cos(φg(k)) and imaginary component Ag(k)sin(φg(k))
where φg(k) is the angle between the vector and the real axis. Thus the sum of the
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Figure 3.1.: Cartesian coordinates of the relationship between the local energy func-
tion and amplitude [5].
real components and imaginary components of these complex vectors are labeled
as L(k) and M(k) respectively.
E(k) is the magnitude of the local energy function that connects the same origin
and end point as the sum of all Ag(k). Thus,
E(k) =
√
L(k)2 +M(k)2 (3.2)
When all vector components Ag(k) are in phase, they will form a straight line
along E(k) in Fig. 3.1 and thus E(k) will be equal to the sum of Ag(k). In this
case, PC(k) will be equal to one in (3.1). When the vector components are out of
phase with one another, phase congruency PC(k) will be close to zero.
3.2.3. Application of phase congruency to EEG signals
To calculate the amplitudes Ag(k) and the respective phase φg(k) from the real-
valued EEG signal x(k), it is necessary to first derive the analytical form of the
input signal by removing negative frequency components,
xˆ(k) = x(k) + ixH(k) (3.3)
where i is the imaginary component of the analytical signal and xH(k) is the Hilbert
transform of the input signal.
Now to extract band-limited amplitude and phase information, band-pass filters
should be applied to the analytical signal xˆ(k). These filters will remove any d.c
54
offset present in the EEG and are also required to have linear phase in order to
preserve the phase information of the input signal [5]. Linear phase filters have
a real even-symmetric impulse response f(k) where even-symmetry is given by
f(k) = f(−k) about a time sample k [8](see Fig. 3.2(a)). Using the symmetric
property of the Fourier Transform, the frequency response of these filters will also
be real and symmetric thus F (ω) = F (−ω) as shown in Fig. 3.2(c). Thus even-
symmetric bandpass filters with impulse response fg(k) are convolved (denoted by
*) with the analytical signal xˆ(k),
xˆg(k) = xˆ(k) ∗ fg(k) (3.4)
= (x(k) + ixH(k)) ∗ fg(k) (3.5)
= x(k) ∗ fg(k) + ixH(k) ∗ fg(k) (3.6)
= x(k) ∗ (fg(k) + ifHg(k)) (3.7)
where fHg(k) is the Hilbert transform of the impulse response of the even-symmetric
filter fg(k) (also referred to as quadrature filter). fHg(k) is thus referred to as the
anti-symmetric (or odd-symmetric) filter as its imaginary frequency response has
the following property, F (ω) = −F (−ω), as shown in Fig. 3.2(d) and its impulse
response has the same property (see Fig. 3.2(b)) [5].
Thus to calculate Ag(k), separate even and odd-symmetric filters at all g scales
can be directly applied to the input signal x(k) to give the same even and odd-
symmetric filter outputs:
[xg(k), xHg(k)] = [x(k) ∗ fg(k), x(k) ∗ fHg(k)] (3.8)
These outputs are the real and imaginary components of the complex vectors shown
in Fig. 3.1 and can be used to calculate Ag(k) as
∑
g
Ag(k) ≃
∑
g
√
xg(k)2 + xHg(k)2, (3.9)
and the phase of the complex vector in Fig. 3.1 can be calculated as
φg(k) = arctan(xg(k), xHg(k)), (3.10)
and E(k) can be calculated using (3.2) and
L(k) ≃
∑
g
xg(k) (3.11)
M(k) ≃
∑
g
xHg(k) (3.12)
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Figure 3.2.: Impulse and frequency responses of even and odd-symmetric log-Gabor wavelet filters [9] a) even-symmetric impulse response b) odd-
symmetric impulse response c) even-symmetric frequency response and d) odd-symmetric frequency response.
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3.2.4. Traditional phase congruency
Traditional phase congruency is then defined as in (3.1) but with a minor modifi-
cation,
PC(k) =
E(k)∑
g Ag(k) + ǫ
(3.13)
where ǫ is a small value to prevent divide by zero errors in computation. A value
of 0.0001 is recommended for ǫ in [5].
To qualitatively assess the effect of calculating traditional phase congruency on
an input EEG signal, a 45 s scalp EEG segment containing a single expert marked
interictal spike at 42 s is shown in Fig. 3.3(a). The high amplitude seen in the
first 10 s of the signal is caused by muscle activity. Traditional phase congruency
as described above, has been calculated for the same EEG segment and is shown
in Fig. 3.3(b). The presence of the interictal spike cannot be easily distinguished
in the calculated feature. This is because the phase congruence of the EEG signal
when a spike is not present, is also high. These sources of high phase congruence
could be referred to as interference or noise in the input signal. As such noise
affects the calculated phase congruency, signal processing techniques could be used
to estimate and remove their effect from the phase congruency calculation. This
will be discussed next.
3.2.5. Noise from EEG data affecting the calculation
For the sake of clarity within the context of this study, we will differentiate between
two main sources of noise from EEG signals that would prevent clear distinction
of interictal spikes in the phase congruency calculation. The sources of noise are:
background activity; and artefacts such as the ones caused by the activity of cranio-
facial muscles.
In the case of background activity, it is generally understood that an ideal data
selection algorithm should identify and select for transmission all interictal activ-
ity whilst rejecting all background data. However, a small amount of background
data is known to be not only useful but in some cases necessary for neurologists
to accurately diagnose the presence of interictal spikes from the candidate events
selected by the algorithm. Thus the amount of background data selected for trans-
mission should be reduced in the interest of reducing power consumption, but it
is not crucial to reject all of it. On the other hand, artefacts such as those caused
by muscle activity, obscure the recorded scalp EEG making it unworthy to the
neurologist. Hence data sections contaminated with artefacts should be removed
prior to transmission.
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Figure 3.3.: Motivation for dynamic estimation and correction of high frequency activity in the calculation of phase congruency. High frequency
muscle activity compensation in modified phase congruency allows the use of a threshold to differentiate the spike from artefacts and
background activity. The threshold is represented by a dashed horizontal line in (d). (a) Scalp EEG signal with expert marked spike at
42s. (b) Traditional phase congruency. (c) Time-frequency spectrogram of signal in (a). (d) Modified phase congruency. Data courtesy
of Epilepsy Society.
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Artefacts caused by the contraction and expansion of cranio-facial muscles are
reported to be
• present across all frequencies,
• have more power at frequencies above 15 Hz [10, 11]. Frontal and temporal
muscle activities have maximum power between 20 Hz to 30 Hz and 40 Hz
to 89 Hz [12],
• and their power spectrum varies with time.
Such muscle activity can be seen in the spectrogram of the raw EEG signal in
Fig. 3.3(c) as high power across all frequencies in the first 10 s of the signal and
increased power between about 40 Hz and 60 Hz.
Two methods could be used to remove this muscle activity: the raw EEG signal
could be thresholded for high amplitude artefacts; or an estimate of the muscle
activity could be incorporated into the phase congruency calculation. The problem
with applying a fixed threshold to either the raw or the traditional phase congru-
ency signals, as shown in Fig. 3.3(a) and Fig. 3.3(b), would either be the very poor
performance of the method in eliminating the artefact related sections, or the unde-
sired rejection of interictal spikes. On the other hand if the second method is used,
it is crucial to guarantee that incorporating an estimate of muscle activity into
the phase congruency calculation is not detrimental to the detection of candidate
events.
From the spectrogram in Fig. 3.3(c) it can be seen that there is more power at
high frequencies until 10 s (during muscle activity), and similar lower power at
high and low frequencies thereon until about 40 s. At the location of the spike the
power increases, but not as uniformly within the frequency spectrum, being mostly
concentrated at the low frequencies. Based on this, a hypothesis that estimating
high frequency activity may not only improve phase congruency by removing sec-
tions with muscle activity, but also improve the detection of candidate spikes by
reducing the phase congruence of background activity is proposed. This estimation
of high frequency activity will be described next.
3.2.6. Modified phase congruency
To estimate muscle activity present in the input scalp EEG signal, bandpass filters
spanning a wide range of frequencies between 15 Hz and 89 Hz (scales h) should
be applied to the input EEG signal. The estimate of muscle activity can now
be incorporated in the phase congruency calculation in such a way that phase
congruency is reduced at time instances where muscle activity is high. Hence,
the amplitude of muscle activity at scales h, Ah(k), is calculated as in (3.9) and
incorporated in the traditional phase congruency calculation to give the modified
phase congruency
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MPC(k) =
E(k)∑
g Ag(k) + ǫ+
∑
hAh(k)
(3.14)
Modified phase congruency is plotted in Fig. 3.3(d) for the same 45 s EEG
segment as Fig. 3.3(b) with an expert marked spike at 42 s. In Fig. 3.3(d) it is
clear that the spike has a higher phase congruence than the surrounding background
data and can be distinguished by applying a fixed threshold at 0.8. In addition,
it can be seen that muscle activity between 0 s and 10 s has the lowest MPC,
and will thus be rejected prior to transmission. A data selection algorithm could
now be designed to exploit this difference in modified phase congruency to identify
candidate interictal activity. Prior to this, the most cited denoising method for the
phase congruency calculation is described here for comparison with the modified
phase congruency feature.
3.2.7. Denoised phase congruency
The most-cited method to denoise phase congruency is described in [5, 9] and
has been tested on edge detection in images. As it was developed for denoising
images, assumptions made on image noise may not be ideal for denoising EEG
signals. To the best of the author’s knowledge, no work has been done on denoising
phase congruency for EEG signals hence this study is constraint to comparing the
proposed feature with this image denoising technique.
The method to estimate the noise level in [5] is based on a number of assumptions
that can still be considered valid in the case of EEG signals:
• Noise is additive – electrical activity generated by the cranio-facial muscles
at different positions on the patient’s head would be added to the brain’s
electrical activity when recorded using scalp electrodes.
• Noise has a constant power spectrum – within a short time window, the power
spectrum due to muscle interference may be assumed constant.
• Edges/spikes occur at isolated positions – this assumption is valid if the num-
ber of interictal spikes and their respective duration is small in comparison
to the duration of the window.
However, denoised phase congruency in [5, 9] is applied to the entire image and
not short sections of it. To ensure the above assumptions are valid, the re-
implementation of DPC in this chapter uses a fixed short window of EEG data.
The traditional phase congruency calculation in (3.1) is now modified to remove
a fixed noise threshold ξ, giving denoised phase congruency [5]
DPC(k) =
⌊E(k) − ξ⌋∑
g Ag(k) + ǫ
(3.15)
To calculate ξ, the expected noise response at the output of the bandpass filters
must be analysed in more detail. For now, it is sufficient to know that the filter
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bank consists of two bandpass filters at each centre frequency (given by scale g) to
extract the band-limited real xg(k) and imaginary xHg(k) components of the input
EEG signal x(k). The sum of the individual frequency response of the filters within
the bank ensure uniform gain over the wanted frequency range. Furthermore,
in this implementation higher frequency filters have smaller scales g and larger
bandwidths than their lower frequency equivalent. A detailed explanation of the
filter bank could be found in Section 3.3.3.
Hence assuming the noise is white Gaussian with random phase, the filters’ re-
sponse is the sum of two independent normally distributed vectors whose magnitude
is given by (3.2) and forms a Rayleigh distribution with mean µR [5] given by [9]
µR = σG
√
π
2
(3.16)
To estimate the noise response of the sum of the filters σG, it is assumed that
the highest centre frequency filter mainly detects noise [5]. There are two reasons
to make this assumption: firstly, artefacts are present at higher frequencies than
epileptiform activity and second, this filter has the largest bandwidth which means
that it has the strongest noise response, as spikes are rare. The noise response of
the smallest scale (highest frequency) filter gmin [9] is given by,
∆ =
median(Agmin)√
ln(4)
(3.17)
Thus the overall noise response of the filter bank is the sum of the individual
noise contributions of each filter. As noise is present across all frequencies, their
relative noise contribution could be approximated to scale with the bandwidth of
that filter where wider bandwidth filters contribute more noise [9]. The bandwidth
in turn scales with the centre frequency of successive filters (their ratio is given
by c) across P number of centre frequencies. Thus the total noise contribution of
these filters can be approximated to the following geometric sum [9],
σG =
∆(1− (1c )P )
1− (1c )
(3.18)
Using the properties of the filter bank, (3.17) and (3.18), it is possible to com-
pute the mean in (3.16) and also calculate the standard deviation of the Rayleigh
distribution [9],
σ2R = (
4− π
2
)σ2G (3.19)
Then the estimated noise threshold ξ is calculated as [5, 9]
ξ = µR + 2σR (3.20)
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3.2.8. Summary
Phase congruency is a well-established technique for detecting edges and lines in
image processing applications. A hypothesis that the phase congruency feature
could be used to distinguish interictal spikes from background EEG is examined
in this chapter. However when the traditional calculation of the feature was ap-
plied to scalp EEG, the interictal spike could not be visually distinguished from
normal EEG. A similar problem has been previously encountered in image process-
ing and thus signal processing methods have been developed to correct for such
interference/noise in phase congruency calculated on images. Unlike image noise,
interference in EEG signals has a varying power spectrum over time. Thus methods
for estimating and removing noise with a constant power spectrum (such as DPC)
may not be optimal for denoising phase congruency calculations on EEG signals.
Therefore a new method has been proposed for denoising phase congruency for
EEG signals and is based on approximating and removing high frequency noise
caused by cranio-facial muscle activity.
The three features – traditional, denoised and modified phase congruency –
should now be applied to the detection of interictal spikes in scalp EEG data
to determine which feature best discriminates interictal spikes from background
EEG.
3.3. Novel spike detection algorithm based on phase
congruency
3.3.1. Introduction
Based on the above phase congruency features, a data selection algorithm is devel-
oped to distinguish between interictal spikes and background data. This algorithm
is then used to evaluate the performance of modified phase congruency and com-
pare this performance to traditional phase congruency and the most cited denoised
phase congruency. Section 3.3.2 described the proposed algorithm and Section 3.3.3
explains the design procedure of the filter bank recommended in [9] for calculating
the phase congruency features.
3.3.2. Proposed algorithm
The data selection algorithm developed for this purpose analyses each EEG channel
separately. When an interictal spike is detected in a single channel, a short duration
of data before and after the detected spike, called the recording window, is selected
for transmission. The additional background data on either side of the candidate
spike is useful for neurologists to diagnose an interictal spike from the transmitted
candidate events.
On detection in a single channel, this recording window of data is selected for
transmission across all channels. When there are no detections in any channel,
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no data will be transmitted. Using this implementation, the information across
different channels is utilised without biasing the algorithm towards the location
and montage of the channels and furthermore, an electrode disconnection in a
single channel would have a minimal effect on the output of the algorithm.
A flowchart of the proposed data selection algorithm is shown in Fig. 3.4. Ini-
tially, the input EEG is fed sample-by-sample into a buffer of duration equal to
half the recording window. Hence, if the current sample is detected as a candidate
event, half the recording window of data before the candidate event is available
for transmission and the transmitter would remain on for a further half recording
window duration. The duration of the recording window should ideally be selected
by a neurologist. For analysis, 1 s, 2.5 s, 5 s and 10 s windows have been simulated
in this study. Note that the recording window of data is selected after a detection
has occurred, hence all calculations are on a sample-by-sample basis.
Simultaneously, the input EEG signal is filtered using a first order high pass
filter with a cut-off frequency fc at 0.16 Hz (as recommended in [13]). In most
EEG systems [14] [15], a first order filter is implemented to ac couple the input
signal. Thus the filter implemented here replicates this hardware filter for signals
obtained from dc coupled EEG systems and has the following transfer function,
H(s) =
s
s+ 2πfc
(3.21)
The high pass filtered time domain signal is then passed through the filter bank
of scales g (as described above) and phase congruency (either traditional, DPC
or MPC) is then calculated for every time sample k. Three additional filters at
scales h are required for calculating MPC. For calculating ξ for DPC in (3.20), non-
overlapping windows of the same duration as the recording window are considered.
As discussed before, spikes are expected to have higher phase congruency than
background. Hence a fixed threshold is applied as the last step of the algorithm to
distinguish between them.
Prior to thresholding, the calculated phase congruency feature F (k) must be nor-
malised such that a fixed value of the threshold will distinguish between spikes and
background in all recordings. Whilst F (k) is always between {0,1}, certain record-
ings may have less pronounced phase congruence across the entire EEG record than
others. This difference is corrected by applying a peak detector to the calculated
feature F (k). At the start of each recording, the peak detector is set to the initial
value of the feature F (1) at a time sample k = 1 and stores this value as z(k). At
a later time sample k, if F (k) exceeds z(k − 1), then z(k) is updated to have the
value of the former (z(k) = F (k)). Otherwise, z(k) = z(k − 1). The calculated
feature F (k) is then divided by z(k) and the result is thresholded. This normal-
isation method has two main advantages: firstly, the normalisation does not use
the raw EEG signal, reducing any errors caused by high amplitude artefacts; and
second, as the maximum is calculated over time the normalised feature will never
exceed one.
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Figure 3.4.: Data selection algorithm to identify interictal spikes.
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If the normalised feature exceeds the threshold β, a detection occurs and the
recording window of data is selected as a candidate spike event. Otherwise, there
is no detection. The detections are then compared to markings by a medical expert
to decide whether the detection contains an interictal spike.
3.3.3. Designing the filter bank
Requirements
To design the filter bank it is necessary to look at the frequency domain charac-
teristics of the even-symmetric and odd-symmetric filters. The frequency domain
representation of the analytical signal is given by,
Xˆ(ω) = F xˆ(k)
= F(x(k) + ixH(k)) (3.22)
where F denotes the Fourier transform and ω = 2πf for frequencies f .
The Hilbert transform is given by
H(ω) = −isignum(ω) (3.23)
where
signum = 1, ω > 0
= 0, ω = 0
= −1, ω < 0 (3.24)
and thus utilising the linearity of the Fourier transform (F(A+B) = F(A)+F(B)),
Xˆ(ω) = F(x(k)) + iF(xH (k)) (3.25)
= X(ω)− i(isignum(ω)X(ω))
= X(ω)(1 − i2signum(ω))
= X(ω)(1 + signum(ω)) (3.26)
Hence the resulting frequency response would be
Xˆ(ω) = 2X(ω), for ω > 0
= X(ω), for ω = 0
= 0, for ω < 0 (3.27)
The sum of the even and odd-symmetric quadrature pair of bandpass filters
should have this frequency response. The filters should also have a linear phase
(constant group delay) in order to preserve the phase information of the signal.
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Utilising Log-Gabor wavelet filters
Log Gabor wavelet filters have been recommended for the phase congruency calcu-
lation in [5]. Prior to introducing the log Gabor wavelet, it is necessary to mention
the continuous wavelet transform (CWT). The CWT is a signal processing tech-
nique for mapping between the time and frequency domains. Traditionally the
Fourier transform was used for this purpose but it is only applicable to stationary
signals, where the frequencies present in the signal are constant over time. For
non-stationary signals, the Fourier transform is applied using a short windowing
function, to give the Short Time Fourier Transform (STFT), and the signal is
assumed to be stationary within this windowing function.
The CWT is an extension of the STFT and allows the use of any windowing
function (or mother wavelet),
C(g, b) =
1√
g
∫
∞
−∞
x(t)ψ∗
(
t− b
g
)
dt (3.28)
for a time-domain input signal x(t) at time t and the mother wavelet ψ(t).The
mother wavelet can be translated (shifted in time) by parameter b and scaled
(dilated or compressed) by parameter g. When the mother wavelet is dilated, lower
frequencies can be extracted using long time windows. On compression, shorter
time windows are used to extract higher frequency components of the signal.
The CWT is thus equal to a time domain convolution,
x(t) ∗ h(t) =
∫
∞
−∞
x(τ)h∗ (t− τ) dτ (3.29)
if
h(t) =
1√
g
ψ
(−t
g
)
(3.30)
Thus the CWT in the frequency domain is a simple multiplication of the Fourier
Transform of the signal X(ω) with the Fourier Transform of the mother wavelet at
a pre-selected scale Ψ(ω). The log Gabor mother wavelet is defined as [9]
Ψ(ω) = e
−
(
log
e
( ωωo
)
)2
2
(
log
e
(
ζ
ωo
)
)2
(3.31)
where ωo = 2πfo and fo is the centre frequency of the wavelet corresponding to
the analysis scale g and ζ/ωo determines the bandwidth of the filter. Different
ratios for ζ/ωo will alter the bandwidth of the filter by changing the sharpness of
its impulse response [9].
In the frequency domain, the log-Gabor wavelet filter is an exponential function
(as given by 3.31) and would thus be an exponential in the time domain too. Hence
the impulse response of the log-Gabor wavelet filters constitutes a cosine (real)
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and sine (imaginary) components that form the even and odd-symmetric filter
impulse responses respectively (see Fig. 3.2(a) and 3.2(b)). They are inherently in
quadrature as they are the Hilbert transform of one another. From Fig. 3.2, it is
noted that multiplying the imaginary frequency response by i and adding it to the
real frequency response would give the same result as (3.27). Log-Gabor wavelet
filters have linear phase [5] and a Gaussian response on the log frequency axis [5]
as shown in Fig. 3.2(c) and 3.2(d) and are thus suitable for the phase congruency
calculation.
The other commonly reported [16, 17] wavelet filter that would satisfy the filter
requirements is the Gabor wavelet filter. Gabor filters have a Gaussian response on
the linear frequency axis. In contrast to Gabor filters, log-Gabor wavelet filters have
zero dc component as loge(0) is a singularity point. This overcomes the problem of
overlap between the positive and negative frequency components in large bandwidth
low frequency even-symmetric filters that could cause low frequencies to be over-
represented [5].
Properties of the filter bank
In designing filters for the calculation of phase congruency, it is important to retain
a wide range of frequencies to measure phase congruence. To retain a wide range of
frequencies, fewer filters with wide bandwidth or several filters with narrow band-
width could be selected. The former has been chosen in the interest of reducing
the power consumption of the algorithm and maximising the frequency span over
the frequencies of interest of epileptiform activity. Thus five log Gabor wavelet
filter pairs were designed to extract 1.5 Hz to 15.5 Hz from the input EEG signal
(corresponding to scales g). A further three frequency bands using 3 additional
pairs of symmetric/antisymmetric log Gabor wavelet filters are used for MPC cal-
culation (corresponding to scales h) and represents frequencies between 15.5 Hz to
64 Hz. The frequency range was chosen to maximise the frequencies where muscle
artefacts are present whilst minimising the number of filters required in order to
minimise the potential power consumption.
Fig. 3.5 shows the magnitude response of the sum of the even and odd log Gabor
filters which includes five filters at the low frequencies and three additional high
frequency filters required for modified phase congruency only. A constant ratio of
1.6 is maintained between the centre frequencies of subsequent filters to ensure that
the -3dB cut-off point of subsequent filters overlap within the frequency band and
thus the sum of the frequency response of these filters will provide fairly uniform
gain over the wanted frequency range. In Fig. 3.5, the lowest frequency filter has a
centre frequency of 1.8 Hz and high frequency -3dB cut-off at 2.35 Hz. The second
lowest frequency filter has a low frequency -3dB cut off frequency at 2.35 Hz. Thus
the sum of these filters behave like a single filter with a -3dB ripple in the 1.5 Hz
to 64 Hz passband.
67
Frequency (Hz)
M
ag
n
it
u
d
e
(d
B
)
100 101 102
-20
-18
-16
-14
-12
-10
-8
-6
-4
-2
0
Figure 3.5.: Frequency response of the eight Log Gabor wavelet filters. Three high-
est frequency filters are only used for modified phase congruency. A
dashed horizontal line has been plotted at -3dB to show the cut-off
frequency of each filter.
Implementation of the filter bank
The algorithm and thus the filter bank are implemented in Matlab. As the log
Gabor wavelet filter is mathematically modelled in the frequency domain, theMat-
lab implementation of the filtering operation is also carried out in the frequency
domain. For this, the Fast Fourier Transform (FFT) of the entire duration of the
time domain single channel EEG is first calculated. The resulting signal, X(ω), is
multiplied by the wavelet at a pre-selected scale Ψ(ω) and the inverse FFT (IFFT)
is applied to generate the time domain filtered coefficients.
When the filter bank is implemented in hardware, there would be no need to
perform the FFT and IFFT. Hence the Matlab implementation should not in-
troduce errors that would skew the performance of the algorithm. To determine
whether the process of computing the FFT and IFFT of a signal in Matlab alters
the precision of the filtering operation, the following steps were initially carried
out.
• FFT of a time domain signal x(k) is calculated to give X(ω),
• then the IFFT is taken to give x`(k).
• the difference between the two signals, d(k)= x(k) - x`(k).
• The FFT of d(k) is taken and gives D(ω),
• and the signal-to-noise ratio, X(ω) divided by D(ω), is calculated.
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• Finally, the number of bits corresponding to this ratio (approximately 6 dB
per bit) is calculated.
There was an insignificant difference in the absolute values between the original
signal x(k) and x`(k). The error from these calculations is approximately at the 52nd
least significant bit (LSB). For these calculations, 64-bit floating point precision has
been used in Matlab. This representation has 52-bit mantissa, 11-bit exponent
and 1 sign bit. Hence an average error in the calculation at the 52nd LSB is expected
due to rounding up errors in the mantissa.
An additional consideration in the implementation of the filter bank is the dif-
ference in delay introduced by the different CWT scales. As the impulse response
of the log Gabor wavelet is symmetric about t = 0, this Matlab implementation
adds a fixed delay to all scales such that the highest scale (lowest frequency) wavelet
has a causal impulse response.
3.3.4. Summary
The proposed algorithm for spike detection uses Log Gabor wavelet filters in
symmetric/anti-symmetric pairs in the 1.5 Hz to 64 Hz frequency range to cal-
culate modified phase congruency. Denoised and traditional phase congruency do
not use the 3 higher frequency filter pairs and thus only analyses the 1.5 Hz to
15.5 Hz frequency components. The three phase congruency features described
above will now be incorporated in the new data selection algorithm described in
this section to evaluate the performance of each feature in distinguishing interictal
spikes from scalp EEG data.
3.4. Quantitative evaluation of the three phase
congruency features for spike detection
3.4.1. Introduction
The phase congruency features have been evaluated on a database of 992 interictal
spikes in over 105 hours of EEG data obtained from 25 adult patients. This scalp
EEG data has been split into 40 recordings. More details on the EEG database can
be found in Appendix A.1. The metrics to assess the performance of these phase
congruency features are described in Section 3.4.2. The results obtained from this
study are presented in Section 3.4.3.
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3.4.2. Performance metrics
The performance of the three phase congruency features incorporated in the new
data selection algorithm has been evaluated in terms of the following metrics.
Mean sensitivity
Sensitivity is defined as the number of correctly detected events or true positives
TPr in a record r, divided by the total number of interictal spikes (events) marked
by a medical expert on the same record. The total number of expert marked events
is the sum of correctly detected events (true positives TPr) and missed event (or
false negatives FNr). Thus the arithmetic mean of the sensitivity [18] across R
records is given by
Mean sensitivity =
1
R
R∑
r=1
TPr
TPr + FNr
× 100% (3.32)
Time/event sensitivity
Calculating the arithmetic mean of the individual sensitivity values does not ac-
count for the difference in the number of spikes between records or the duration of
each record. These two factors should be considered because certain patients have
frequent spikes whilst others have interictal spikes less often. Thus if a patient has
infrequent spikes then it is crucial to correctly detect these spikes as opposed to
patients that present with frequent spikes where missing a few events is less critical.
The duration of each recording is also important as patients with infrequent epilep-
tiform activity generally undergo longer term monitoring and thus the algorithm
should perform well in records with longer duration.
In this test database, the number of events in each record vary between 0 and
644 and the records vary in duration from less than 1 hour to almost 23 hour
recordings (see Appendix A.1 for more details). To incorporate this difference in
the sensitivity calculation, [18] recommends weighting the sensitivity of a record
r by its duration Tr and the number of expert marked spikes Er. This weight
emphasizes the importance of detecting events in long-duration recordings with
only a few expert marked spikes. Thus the time/event sensitivity is given by [18]
Time/event sensitivity =
1∑R
r=1
Tr
Er
R∑
r=1
TPr
TPr + FNr
Tr
Er
× 100% (3.33)
Data reduction
It is imperative that 100% sensitivity is achieved when the entire duration of anal-
ysed data is selected for transmission. Meanwhile, if the algorithm does not se-
lect any data for transmission whilst spikes occur during recording, this would
mean that the sensitivity is zero. Hence it is important to consider data reduction
achieved by the algorithm as a trade-off with its sensitivity in selecting interictal
70
spikes. The percentage data reduction is defined as the duration rejected (not de-
tected) divided by the total duration of the record. The total duration detected
is equal to the recording window duration multiplied by the number of detections
assuming detections are spaced out within the record. Thus the arithmetic mean of
the data reduction is calculated across R records to show how much of unnecessary
data has been removed from the recording.
3.4.3. Results
The data selection algorithm in Fig. 3.4 is simulated for a range of thresholds β
between (0,1) to obtain different percentage sensitivity and percentage data reduc-
tion values. When β = 1, no events will be detected hence the sensitivity will be
zero and data reduction will be 100%. When β is set to zero, every sample will be
detected giving 100% sensitivity and 0% data reduction. The threshold is varied
in steps of 0.05 to obtain the trade-off points in-between.
This pair of values for each pre-selected threshold β can then be plotted as a
sensitivity-data reduction curve. The curves for traditional (PC), denoised (DPC)
and modified phase congruency (MPC) algorithms are shown in Fig. 3.6 and
Fig. 3.7. For each phase congruency feature, time/event sensitivity (Fig. 3.6) and
mean sensitivity (Fig. 3.7) have been plotted against the mean data reduction.
Ideally, the curves should be in the top right hand corner of the plot, close to 100%
sensitivity and data reduction. From these figures, the following initial conclusions
can be obtained:
Traditional phase congruency
From Fig. 3.6(a) and Fig. 3.7(a), the mean sensitivity of the PC feature shows
better performance than the time/event sensitivity for most recording windows.
Comparing the two sensitivity metrics suggests that records with fewer spikes or
long duration (corresponding to a higher time/event weighting) perform worse than
the other records. The time/event sensitivity of the 10 s recording window is
much better than that of the other recording windows. This can be attributed
to the sharp increase in sensitivity from 12% and 40% for a 5% change in data
reduction. This sudden increase in time/event sensitivity is due to the detection
of a single spike within a long record (more than 2 hours) that contains only one
event. The high time/event weighting of this record heavily biases the performance
in Fig. 3.6(a). It is thus inferred that such detections or lack of detection of a few
events could lead to a drastic change in the time/event sensitivity hence the mean
sensitivity should also be reported.
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Figure 3.6.: Performance of a) traditional, b) denoised and c) modified phase congruency when computed using time/event sensitivity across 4
recording windows: 1 s (♦), 2.5 s (o), 5 s (x) and 10 s (△).
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Figure 3.7.: Performance of a) traditional, b) denoised and c) modified phase congruency when computed using mean sensitivity across 4 recording
windows: 1 s (♦), 2.5 s (o), 5 s (x) and 10 s (△).
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Denoised phase congruency
With reference to Fig. 3.6(b) and 3.7(b) , it is clear that denoised phase con-
gruency performs better than traditional phase congruency. At 80% time/event
sensitivity, more than 45% data reduction can be achieved. Higher sensitivity of
90% can be achieved for a lower data reduction of 34%. The performance mea-
sured in terms of mean sensitivity is worse, with 30% to 40% data reduction at
80% sensitivity.
Modified phase congruency
Fig. 3.6(c) and Fig. 3.7(c) show that 50% data reduction can be achieved for more
than 80% time/event sensitivity and mean sensitivity across 1 s, 2.5 s and 5 s
recording windows. For the same recording windows, 90% sensitivity would de-
crease the data reduction to about 40%.
Both sensitivity metrics show better performance for MPC than denoised phase
congruency. There is an average improvement over DPC of about 4% data reduc-
tion for time/event sensitivity values above 50%. For mean sensitivity values above
50%, there is an average improvement over DPC of about 13% data reduction.
3.4.4. An overall summary of performance
To compare the overall performance of these curves, the area under the sensitivity-
data reduction curve (AUC) is often calculated [19, 20, 21]. AUC is a single calcu-
lated summary of the performance of an algorithm. The area under the curve can
also be thought to be the average sensitivity for all values of data reduction or vice
versa [19]. This value can be compared to an ideal data selection algorithm which
would have an AUC = 1. Thus an algorithm with higher AUC will have an overall
better performance than an algorithm with lower AUC.
Table 3.1 shows the area under the time/event sensitivity and mean sensitivity
curves calculated using trapezoidal estimation. In trapezoidal estimation, the area
is calculated in two steps: firstly, the area under two adjacent (x,y) coordinates
that are connected together is calculated by assuming it fits a trapezoid where the
two y coordinates form the length and the difference between x coordinates is the
height of the trapezoid; second, the area of all trapezoids are summed.
When only time/event sensitivity is considered in Table 3.1, traditional phase
congruency has the worst performance amongst all three phase congruency based
features. When comparing DPC and MPC, for smaller recording windows MPC
performs better than DPC while for larger windows (5 s and 10 s) DPC has the best
performance. Looking at mean sensitivity for all three features, MPC outperforms
the other two features across all recording windows.
When comparing the AUC achieved for the same feature across the two sensi-
tivity metrics, it is interesting to note that for PC, mean sensitivity shows better
performance than time/event sensitivity whilst it is the opposite for DPC. On the
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Table 3.1.: Area under the curve of PC, DPC and MPC features
Recording Time/Event Sensitivity (%) Mean Sensitivity (%)
window (s) PC DPC MPC PC DPC MPC
1 0.32 0.73 0.75 0.42 0.65 0.74
2.5 0.35 0.74 0.76 0.44 0.65 0.75
5 0.39 0.74 0.73 0.48 0.64 0.73
10 0.57 0.73 0.68 0.54 0.64 0.69
other hand, MPC is robust to a change in performance metric and is thus more
likely to depict the true performance of the MPC feature incorporated in the data
selection algorithm.
3.4.5. Discussion
The performance of the three phase congruency features have been compared across
all thresholds using the area under the sensitivity-data reduction curve to show
that in most cases MPC has the best performance. Whilst the AUC provides a
rough indication of which algorithm performs better it should be noted that the
precision of AUC to 2 decimal places may not always be accurate. An ideal AUC is
calculated using an infinite number of thresholds to sample the curve. In practice,
the number of thresholds is finite and an increase in the number of thresholds will
increase computation time. Thus the position of these (x,y) coordinates on the two
dimensional space (corresponding to different β values) would limit the precision of
AUC. It is not possible to pre-determine the (x,y) coordinates that corresponds to
each threshold and thus thresholds have been chosen to ensure sufficient coverage
of the axes to obtain comparable results.
With respect to the choice of thresholds, it is important to note that when the
algorithm is implemented in hardware, the operating point of the algorithm is at a
pre-selected fixed threshold. The ideal operating point of any such algorithm would
be the highest sensitivity for the highest data reduction which is the top right hand
corner of the sensitivity-data reduction curve. Alternatively, the operating point
could be selected to meet the required minimum sensitivity or data reduction (and
subsequently minimum monitoring time) set by the neurologist or EEG technician.
If the threshold is pre-selected to achieve the required sensitivity or data reduction,
it would undoubtedly be trade-off based where higher sensitivities will come at the
cost of decreased data reduction. Hence it would be interesting to compare the
performance of each phase congruency feature at specific thresholds as this would
be a better indicator of which feature (within the algorithm) would perform better
when it is implemented in hardware. This will be discussed in the next section.
3.4.6. Summary
Modified phase congruency outperformed traditional and denoised phase congru-
ency for identifying interictal spikes from background EEG. The three phase con-
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gruency features were assessed using time/event sensitivity, mean sensitivity and
mean data reduction for multiple values of the threshold β. The best performer,
MPC, achieved 50% data reduction for more than 80% time/event sensitivity and
mean sensitivity. When assessed using the area under the sensitivity-data reduction
curve, MPC performed the best across a majority of recording windows.
3.5. Performance variability evaluation for
fixed-threshold implementation of the algorithm
3.5.1. Introduction
This section initially discusses the utility of an averaged performance metric (often
the only reported metric) and its implication of the actual performance achieved by
the algorithm. This discussion will illustrate the expected variation in algorithm
performance between different EEG recordings and thus the necessity to include
this variation when reporting the headline performance of the algorithm.
Next, a methodology to compare the performance of two algorithms tested on the
same database and at a pre-selected threshold is proposed, such that performance
variation across records may be incorporated in the algorithm comparison. The
top two phase congruency features (DPC and MPC) will be evaluated using this
new methodology to determine which algorithm has the best performance at the
pre-selected threshold.
3.5.2. Sources and effects of performance variation
Prior to comparing the performance of the two phase congruency features, it is
necessary to understand the sources of performance variation. When an algorithm
is tested on a database of EEG signals, the algorithm performance is first evaluated
on each record and then an averaging method is applied to find the performance
across all records (such as mean or time/event weighted average). Thus the per-
formance of the algorithm in terms of mean sensitivity or mean data reduction is
actually an average figure of the actual algorithm performance. When the algo-
rithm is tested on any one record within the same database or evaluated on an
untested record, the performance achieved would differ from the reported average
values. This difference can be attributed to the following,
• difference in brain activity between patients,
• change in brain function over time in the same patient,
• interference due to muscle activity, power supply noise or electrode discon-
nection,
• incorrect marking of interictal spikes by the neurologist.
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Some researchers [22] have reported patient-specific performance to overcome inter-
patient variation. Similarly, other factors that affect the averaged performance
should also be incorporated in the reported performance when comparing the per-
formance of multiple features/algorithms.
To analyse the performance variation, the sensitivity and data reduction of MPC
and DPC features at thresholds βM and βD respectively will be considered here.
These thresholds have been selected to achieve about 80% mean sensitivity for
a 5 s recording window. The corresponding sensitivities and data reduction are:
84.02% mean sensitivity for 47.81% data reduction for MPC and 84.29% mean
sensitivity for 30.91% data reduction for DPC. At these thresholds, the sensitivity
and data transmitted of the individual records containing interictal spikes have
been plotted in Fig. 3.8. Each record is plotted as a coordinate (DR(r), S(r))
where DR(r) is the data reduction for a record r and S(r) is the corresponding
sensitivity. A maximum-minimum contour has also been drawn for each algorithm
to show the bounds of its performance.
A significant variation in the performance of the algorithm across different records
can be seen in Fig. 3.8. For MPC, a minimum sensitivity of about 35% and max-
imum of 100% is achieved at the cost of 5% to 75% data reduction across the 26
records containing spike events. For DPC, sensitivity ranges from about 25% to
100% while data reduction varies between 5% to 85% across these records. The
range of sensitivity and data reduction values is smaller for MPC, making MPC
more robust in terms of achieving the reported average performance at this specific
threshold. It is also interesting to note that DPC and MPC do not have overlap-
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Figure 3.8.: Plot of sensitivity and data reduction for each record for denoised phase
congruency and modified phase congruency features.
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ping coordinates in Fig. 3.8 which shows that both algorithms function differently
in terms of identification of spikes and rejection of background.
This performance variation across recordings raises questions when comparing
two features/algorithms at a specific threshold,
• should an averaged performance metric be used and if so, what averaging
method should be selected: mean, time/event weighted or an alternative
method?
• is it possible to determine whether one algorithm outperforms the other in
most recordings or whether its average performance is better by a large mar-
gin in few recordings?
• would it be possible to correct for noisy records that skew the reported per-
formance?
• should algorithms be compared using a common sensitivity or data reduction?
For example at 80% sensitivity, what data reduction is achieved by each
algorithm?
• and finally, is there a statistically significant difference between denoised and
modified phase congruency at this selected threshold?
It should be noted that it is not trivial to obtain a common sensitivity or data
reduction. To do this, the threshold β can be swept in smaller steps to increase the
chances of achieving the same sensitivity or data reduction across both algorithms.
However, this poses two problems: finer β values take longer to process and do not
guarantee a common point; and only comparing this common value would not give
any information on the performance variation across different records.
3.5.3. Proposed method to compare two algorithms at a fixed
threshold
To incorporate performance variation between records and include noise in record-
ings, it is necessary to carry out a record-specific comparison of the performance
of the two algorithms. To evaluate statistical significance in the difference be-
tween these features (and thus algorithms), a pertinent statistical method should
be included in this comparison.
The performance of these spike detection algorithms at a specific threshold has
been presented in this chapter using two metrics (sensitivity and data reduction)
that are traded off with one another, and evaluated on records with and without
events. Thus the first step for performance comparison is proposed to be a simpli-
fication of the performance metrics to a new single metric that could be calculated
for records with and without events, whilst retaining the performance variation
between records. Then the Wilcoxon ranked sum statistical method could be ap-
plied to the new performance values of each algorithm. The statistical method was
chosen as it is [23],
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• Non-parametric – the performance of these features do not need to fit a
standard distribution (such as a normal distribution).
• For paired results – there is a direct correspondence between the performance
of the two algorithms as they were tested on the same database.
• For pairwise comparison – only two algorithms are being compared.
The Wilcoxon matched pairs test determines the probability of one feature outper-
forming another, and carries out a record-specific difference in performance of the
two features. This would also remove any record-specific interference that would
deteriorate the performance of both features, such as muscle activity, power supply
noise or even incorrect marking by the neurologist, allowing for a like-for-like com-
parison of only the ability of the feature to discriminate between interictal spikes
and background EEG.
To elaborate on the procedure, the first step is to simplify the performance
coordinate (DR(r), S(r)) into a single value, hereon referred to as the non-ideal
distance (ND(r)). This is the minimum distance between (DR(r), S(r)) and the
ideal transmission coordinate (Ix, Iy). The ideal transmission (Ix, Iy) for a record
containing spikes would be 100% sensitivity and 100% data reduction assuming
events are rare, giving coordinate (100,100). Ideal transmission for a record without
events would be 0% sensitivity for 100% data reduction and would give (100,0).
Consequently, a good data selection algorithm will minimise the distance to the
ideal transmission coordinate,
ND(r) =
√
(Iy − S(r))2 + (Ix −DR(r))2 (3.34)
From Section 3.4.3, it is known that MPC performs better overall than DPC.
Hence it can be predicted that the non-ideal distance for many records analysed
using DPC (NDD) would be longer than the corresponding MPC result (NDM).
To conclude whether there is a significant different between the two algorithms
at the pre-selected threshold, the non-parametric Wilcoxon ranked sum statistical
method for paired samples is applied to test the following null hypothesis:
”There is no tendency for NDD to exceed NDM”
Using the above hypothesis, the Wilcoxon test calculates the difference between
matched pairs (NDD and NDM). The difference (NDD-NDM) is then ranked accord-
ing to its magnitude and the ranks classified as a negative or positive difference [23].
The sum of the ranks (W ) is then calculated.
If the two pairs (NDD and NDM) were assumed to come from the same distribu-
tion, and a set of values were drawn repeatedly from the same distribution then the
distribution of the sum of ranks (W ) would be close to a normal distribution [23].
Then the test statistic TS may be calculated as
TS =
W
σW
(3.35)
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where σW is the standard deviation of W [23],
σW =
√
R(R+ 1)(2R + 1)
6
(3.36)
and R is the number of records in the database, to compare the rank sum W to
a normal distribution with mean 0 and variance 1. The calculated test statistic
TS can be compared to the normal distribution to find a significant probability
p and the corresponding critical value TScrit at which the null hypothesis may be
evaluated [23].
3.5.4. Results
The Wilcoxon ranks for the matched pairs (NDD and NDM) across 40 records
(R = 40) have been calculated in Table 3.2 for the same thresholds βM and βD.
A rank sum W = 554 has been computed together with a standard deviation
σW = 148.80. Therefore TS = 3.72. For a one-tailed distribution, at significant
probability p = 0.005, the corresponding critical value is TScrit=2.576 [23]. As
TS is greater than TScrit, the null hypothesis is rejected. It is hence concluded
that the non-ideal distance NDD exceeds NDM at a test significance of 0.5%. This
means that at about 80% mean sensitivity, there is less than 0.5% possibility of
NDD being less than NDM and subsequently DPC outperforming MPC.
The test methodology may then be applied to other recording windows and
different thresholds. For 2.5 s recording window, two thresholds were selected to
give approximately 50% mean data reduction. This corresponds to 67.10% mean
sensitivity for 47.03% data reduction for DPC and 83.21% mean sensitivity and
51.92% data reduction for MPC. Here, there is no common sensitivity or data
reduction and thus a direct comparison of averaged performance metrics is not
possible. When the algorithm comparison methodology described above is applied
at these thresholds, a rank sum of 446 is obtained which corresponds to TS = 3.01.
Once again, TS exceeds TScrit at a test significance of 0.5% and the null hypothesis
is rejected.
3.5.5. Discussion
The proposed algorithm comparison methodology has enabled the comparison of
any two features/algorithms that are characterised using two or more performance
metrics – as the non-ideal distance ND can be extrapolated to incorporated three
or more dimensional performance metrics – at a specific configuration (or thresh-
old) and tested on the same database. This characterisation can be important
when dealing with strict power budgets in an optimised hardware implementa-
tion, because generally the threshold will have to be pre-selected to achieve the
required sensitivity or data reduction. The commonly used method to compare
algorithms based on reporting the area under the curve or mean sensitivity and
data reduction is inadequate to quantify differences between algorithms because it
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Table 3.2.: Performance of DPC and MPC on each record. Records marked with *
do not contain events.
Record DPC(NDD) (%) MPC(NDM) (%) NDD-NDM (%) Rank
1 52.77 52.86 -0.09 -1
2 95.56 95.46 0.10 2
3 88.25 84.45 3.80 3
4* 30.17 26.00 4.17 4
5 62.61 58.20 4.41 5
6 67.80 63.07 4.73 6
7 79.07 84.68 -5.61 -7
8 84.95 91.25 -6.30 -8
9 76.93 70.29 6.64 9
10 77.61 70.49 7.12 10
11 60.15 67.90 -7.75 -11
12 81.79 73.41 8.38 12
13* 63.63 72.05 -8.42 -13
14 89.28 78.82 10.46 14
15 44.68 56.01 -11.33 -15
16 94.07 79.74 14.33 16
17 73.03 58.64 14.39 17
18 51.60 35.08 16.52 18
19* 44.66 62.55 -17.89 -19
20 69.15 48.81 20.34 20
21* 64.19 43.56 20.63 21
22 86.14 65.48 20.66 22
23* 24.37 03.67 20.70 23
24* 86.17 61.62 24.55 24
25 55.54 81.72 -26.18 -25
26 92.72 66.44 26.28 26
27 81.70 55.05 26.65 27
28 82.88 55.31 27.57 28
29* 69.80 37.12 32.68 29
30 64.03 29.23 34.80 30
31* 96.90 58.70 38.20 31
32 96.73 58.43 38.30 32
33* 93.98 52.23 41.75 33
34 30.62 72.81 -42.19 -34
35* 99.06 51.57 47.49 35
36* 94.97 44.79 50.18 36
37* 66.21 15.37 50.84 37
38 95.81 37.53 58.28 38
39* 67.31 05.72 61.59 39
40* 98.15 04.22 93.93 40
Rank sum(W) 554
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represents an average value of performance. As illustrated in Fig. 3.8, for EEG
signals there is a significant performance variation across records and across pa-
tients. Hence it would be more useful to know when selecting an algorithm for
hardware implementation, how often algorithm A outperforms algorithm B at the
pre-selected threshold (as given by the proposed comparison method) rather than
which algorithm has a better mean performance on a specific test database. The
proposed method incorporates this variation in performance across records by using
the Wilcoxon matched pairs test to analyse the non-ideal distances (derived from
the sensitivity and data reduction) of each record across both algorithms. Thus,
for two algorithms A and B, the Wilcoxon rank sum is weighted according to the
number of times A outperforms B (or vice versa), and the absolute difference of
their non-ideal distances at each record. This means that for algorithm A to be sig-
nificantly better than algorithm B, A should perform better than B in most records
and by a large margin. However, it is also worth noticing that, should configurable
thresholds be an option in implementation, the proposed method should be used
in addition to comparing the overall performance using, for example, area under a
small section of the curve (partial AUC).
Utilising the Wilcoxon matched pairs test to compare algorithms has the obvious
disadvantage that the test significance is heavily dependent on the precision of the
calculation. The above calculations are accurate to 2 decimal places (d.p). If non-
ideal distance ND and subsequent calculations were to zero decimal place precision,
then the calculated rank sum W in Table 3.2 would be 509 – as opposed to 554 for
2 d.p calculation. However even at zero d.p precision the test significance remains
unchanged.
3.5.6. Summary
A new methodology to compare two algorithms at a pre-selected threshold and
evaluated on the same test database is proposed here. The method summarises the
threshold-specific performance of each record into a new metric, non-ideal distance,
and utilises the Wilcoxon matched pairs test to test a null hypothesis (for example,
algorithm A outperforms algorithm B).
Denoised and modified phase congruency were evaluated using the proposed
methodology to determine which feature (and algorithm) performed better at two
sets of thresholds: mean sensitivity of about 80% or mean data reduction of about
50%. At both thresholds, there is less than 0.5% possibility of DPC outperforming
MPC. These results, in addition to the area under the sensitivity-data reduction
curves, validate that the proposed modification to phase congruency best discrim-
inates between interictal spikes and background EEG.
82
3.6. Review of low power spike detection algorithms
3.6.1. Introduction
The modified phase congruency based data selection algorithm has been proven to
outperform the state-of-the-art denoised phase congruency feature incorporated in
the same algorithm, when used to identify interictal spikes in EEG signals. Hence
the next step would be to evaluate the suitability of the MPC algorithm for low
power hardware implementation. Once its suitability for low power implementation
has been established, its spike detection performance could be compared to low
power spike detection algorithms previously reported in literature.
3.6.2. Suitability of the proposed algorithm for low power
implementation
For the modified phase congruency algorithm to be suitable for the wearable EEG
system, it should be implementable in hardware within the power budget defined
in Section 2.4.3. To recap, the maximum power consumption of the algorithm
should be 120 µW per channel if 100% data reduction has been achieved. However
the MPC algorithm only achieves data reduction of 50% (for over 80% sensitivity)
which would reduce the wireless transmission power consumption to 60 µW per
channel. Hence an overall reduction in system power consumption can be achieved
if the data selection algorithm can be implemented in less than 60 µW per channel.
To estimate the power consumption of the MPC algorithm in hardware, the
algorithm is first divided into individual blocks. The single channel algorithm
comprises of: a first order high pass filter; 16 log Gabor wavelet filters; peak
detector; comparator and other basic operators (5 additions, 4 square functions, 2
square root, 1 multiplication and 1 division). These blocks can be designed using
either an analogue, digital or a mixed-signal approach. Some specific comments on
the power consumption of the core blocks for a custom analogue implementation
are given below.
• First order high pass filter – is simply a resistor-capacitor filter often in-
corporated within the front-end amplifier of EEG systems. Thus the power
consumption can be ignored when considering only the power consumption
of the spike detection algorithm.
• Log Gabor filters – the frequency range required for this application (1.5 Hz to
64 Hz) is very low which translates to low passbands for these wavelet filters
and hence lower biasing currents and power consumption. Recent circuit
design techniques have proven that if an analogue based design approach is
chosen to implement bandpass filters with similar specifications, power levels
are within the nanoWatt range [24, 25, 26, 27] or could be as low as 60 pW
per wavelet filter [24].
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• Peak detector – [28] reports a measured power consumption of 140 nW for a
peak detector with similar specifications, but designed for hearing aids.
• Comparator – [29] estimates 20 nW power consumption for clocking down
the comparator in [30] (designed in [30] at 11 MHz clock frequency with a
measured power consumption of 6.5 µW).
These application-specific integrated circuits (ASICs) have been developed for
biomedical applications but not necessarily for scalp EEG based monitoring. Thus
these circuits are expected to have similar specifications to the proposed wearable
EEG system. With the exception of the basic operators, an optimistic estimate of
the power consumption of the algorithm would be less than 200 nW per channel,
which is within the budget of 60 µW per channel.
3.6.3. Previous spike detection algorithms
The performance of the modified phase congruency based algorithm is compared to
published spike detection algorithms from other research groups in Table 3.3. The
mean sensitivity and false positive rate have been chosen to be the metrics used to
compare algorithm performance as these are the most common metrics reported
in previous publications [31]. The false positive rate is defined as the number of
incorrect detections of background EEG sections per minute. In this definition,
the duration of each detection is undefined and the rate may be calculated on each
minute of background data or on all data (including spikes). False positive rate is
thus not a reliable metric as a change in the duration of the recording window could
substantially alter the false positive rate reported (see Appendix C.3). However,
no other cost metric has been reported as often as the false positive rate and thus
it is used as the basis for comparing the performance of the proposed algorithm to
previous work.
To generate this table, all the algorithms listed in the most comprehensive and
up-to-date review paper of spike detection algorithms published in 2009 [31] to-
gether with algorithms published since then (until 2011) have been considered. A
list of publications on spike detection algorithms for scalp EEG based monitoring
of adult humans was generated by searching Google Scholar and IEEExplore for
the key terms ’spike AND detect’, ’epileptiform’, ’interictal’, ’epilepsy OR epileptic
AND spike’ in the title of the article. Publications for which insufficient informa-
tion had been reported to compute the sensitivity and false positives per minute
have been excluded. Furthermore, as the proposed algorithm has been designed
for a low power implementation, published algorithms based on neural networks,
template matching and computationally complex expert systems and association
rule based classifiers have also been excluded.
Based on these criteria, it can be seen in Table 3.3 that the proposed method
outperforms comparable previously published spike detection algorithms. How-
ever, it is worth stressing that these algorithms were tested on different databases
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Table 3.3.: Performance comparison with published spike detection algorithms
Reference EEG duration No. of events Sensitivity FP
(mins) (%) per min
[32] 100 1393 76 5.20
[33] 10 982 86 6.80
[34] 278 298 84 6.59
[35] 8 77 37 16.00
[36] 121 - 65 6.00
Proposed method 6319 992 80 3.20
which would undoubtedly affect the reported performance. The performance of
the proposed algorithm was evaluated using mean-sensitivity and the false positive
rate for the 10 s recording window. In Table 3.3, the modified phase congruency
algorithm has been tested on a comprehensive database consisting of the longest
duration of EEG data and the second largest number of events. Hence the results
for the MPC algorithm is more likely to be insensitive to changes in the test data,
than the other algorithms listed in the table.
The modified phase congruency based algorithm presented in this chapter com-
pliments previous work at the circuits and systems research group at Imperial Col-
lege [20] on using wavelet power to identify interictal spikes in scalp EEG signals.
It achieved comparable performance in terms of sensitivity and data reduction, but
has not been included in Table 3.3 as the false positive rate of this algorithm has
not been reported. As both algorithms extract different features for spike detection,
it may be possible to combine both algorithms in the future in order to achieve
superior performance. However it is essential to first carry out a customised low
power implementation of both algorithms to measure their respective power con-
sumption before combing these methods (or adding further complexity) to improve
sensitivity and/or data reduction.
3.6.4. Summary
The modified phase congruency algorithm has been demonstrated to be suitable
for custom analogue implementation within the power budget of the wearable EEG
system. The suitability was determined by splitting the algorithm into key func-
tional blocks for which the power consumption was estimated based on previously
published analogue integrated circuits with similar specifications. The spike de-
tection performance of the algorithm was better than published low power spike
detection algorithms from other research groups and comparable to previous work
using wavelet power at Imperial College. Hence a customised low power implemen-
tation of the MPC and wavelet power algorithms should be carried out as future
work to measure their power consumption.
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3.7. Discussion
The performance of DPC and MPC features incorporated in the data selection al-
gorithm have so far been evaluated using: averaged sensitivity and data reduction
metrics evaluated at multiple thresholds; area under the curve across all thresh-
olds and finally the statistical methodology outlined above. All three methods
demonstrated that the MPC feature outperformed DPC. In the first evaluation, a
performance improvement of 4% data reduction was seen in MPC over DPC feature
(for time/event sensitivity above 50%). This suggests that MPC has marginally
better performance than DPC. When analysing the same thresholds using mean
sensitivity, a more substantial improvement of about 13% data reduction is seen.
Next, the area under the entire sensitivity-data reduction curve also showed
marginal improvement using time/event sensitivity metrics and a more substan-
tial improvement using mean sensitivity metrics. Finally, the proposed statistical
methodology concluded that at the chosen thresholds, there is less than 0.5% pos-
sibility of DPC outperforming MPC which means that modified phase congruency
would perform significantly better than denoised phase congruency when imple-
mented in hardware. The first two evaluation methods did not show as significant
a performance improvement as the statistical method. This is because the different
evaluation methods assess different aspects of the algorithm performance such as:
use of multiple thresholds versus single fixed threshold, variation in performance
with duration of record or number of events, presence of artefacts and similar.
These different aspects of performance evaluation should ideally be combined to
generate a comprehensive framework for assessing data selection algorithms for
interictal spike detection. However this is not within the scope of this work.
3.8. Summary
A data selection algorithm based on modified phase congruency has been pro-
posed for identifying interictal spikes in scalp EEG data. The traditional method
to calculate phase congruency has been implemented but performs worse than
the most-cited DPC and the proposed MPC features. The DPC feature achieved
80% mean sensitivity for about 30%-40% data reduction depending on the duration
of the recording window. The proposed technique to denoise phase congruency by
dynamically estimating and compensating for muscle activity in the EEG, when
incorporated in the data selection algorithm, achieved 80% mean sensitivity for
more than 50% data reduction across 1 s, 2.5 s and 5 s recording windows.
Both phase congruency features were then compared using the area under the
curve, together with a new statistical validation method based on using theWilcoxon
matched pairs test. The statistical algorithm comparison methodology proposed
in this work, incorporates performance variation across different data sections at a
fixed threshold and helps to better understand the expected behavior of the data
selection algorithm when implemented in hardware. Finally, the proposed data
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selection algorithm using MPC has been shown to be suitable for implementation
within the power budget of the wearable EEG system. MPC also outperform pre-
vious low power spike detection algorithms and has comparable performance to
the wavelet power based algorithm developed at Imperial College. Thus it would
be possible to combine both spike detection methods to improve performance but
prior to this, a customised low power implementation of these algorithms must be
carried out.
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4. Optimal features for seizure
detection in wearable EEG systems
4.1. Introduction
Seizure detection is intuitively more complicated than interictal spike detection
as seizures have longer duration (more than 1 minute) than spikes (maximum
200 ms). Within this time duration, the seizure evolves, often starting in one area
of the brain and spreading to the surrounding areas. The ictal EEG pattern may
also change during seizure evolution. Thus a data selection algorithm for detecting
epileptic seizures should emphasise and subsequently detect the entire duration of
the seizure based on this multi-channel non-stationary EEG that evolves over an
undefined seizure duration.
The design of this data selection algorithm to detect seizures has been split
across two chapters. This chapter covers two main aspects of algorithm design: the
performance metrics to evaluate the true ability of the algorithm to discriminate
between seizures and background EEG; and second, characteristic features of ictal
EEG that may be used to distinguish them from background EEG. Chapter 5
then describes optimisation and performance evaluation of the final data selection
algorithm to detect candidate seizures and a prototype implementation of this
algorithm on a low power commericially available microcontroller.
This chapter is structured as follows: Section 4.2 analyses the performance met-
rics utilised in previously published seizure detection algorithms and selects appro-
priate metrics for the proposed application (online data selection). These metrics
are then used to determine whether any previously published algorithm would be
suitable for the wearable EEG system. Having established that no previously pub-
lished algorithm meets the requirements of the wearable EEG system, previously
published features that emphasise ictal EEG sections amongst background data
are shortlisted in Section 4.3. These features are then incorporated into a simple
seizure detection algorithm developed for this purpose in Section 4.4 to determine
which feature(s) would be optimal for online data selection. They are then eval-
uated using pertinent performance metrics already selected in Section 4.2, on a
comprehensive database of adult scalp EEG data containing seizure events. Be-
ing the largest systematic study of seizure detection features, the results of this
study (given in Section 4.5) will aid future researchers in selecting optimal features
for online seizure detection in scalp EEG based systems with low computational
complexity (and thus low power consumption).
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4.2. Investigating reusability of previous seizure
detection algorithms
4.2.1. Introduction
Algorithms have been developed and applied to solve different seizure detection
problems. Thus seizure detection has many variants including: seizure occurrence
detection [1], discontinuous seizure recording/data selection [2], seizure onset detec-
tion [3], seizure termination detection [4] and seizure prediction [5]. Thus previously
published algorithms have been evaluated using different performance assessment
criteria (metrics) to assess their suitability for their respective variant of seizure
detection. In most cases, the specific variant for which the algorithm has been
developed is not been reported.
This section investigates the possibility to reuse an existing seizure detection
algorithm – without a reduction in the reported performance – for online data
selection. To select an algorithm for reuse in the wearable system, the performance
of the algorithm for online data selection should be known. Thus the algorithm
should have been evaluated using performance metrics that are appropriate for
online data selection. Algorithms developed for any of the other variants of seizure
detection or evaluated using performance metrics suitable for the other variants,
would be futile for this work.
For this purpose, performance metrics to accurately evaluate online data selection
algorithms must be first derived. Next, previous publications could be reviewed
to determine which algorithms, if any, have been evaluated using the same perfor-
mance metrics. If any algorithms are shortlisted, then the performance achieved by
the algorithm and their suitability for low power implementation would be studied.
4.2.2. Variants of seizure detection algorithms
Seizure occurrence detection
There are two common uses of seizure occurrence detection algorithms. Tradi-
tionally, seizure occurrence detection algorithms were developed to automatically
generate a diary of seizure activity and thus calculate the frequency of seizure oc-
currence. Such a diary is useful for monitoring the effect of anti-epileptic drugs or
brain surgery on the frequency of seizure occurence [6]. However, the presence of
false detections limits the utility of these diaries.
Ordinarily, without the use of a seizure detection algorithm, a human would
analyse a complete EEG recording and attempt to identify seizure activity. How-
ever, the analysis of EEG traces by a human to determine the presence of seizures
is time consuming, taking approximately 2 hours per 24 hour recording [7]. The
interpretation is also subject to variations between different markers [8].
Instead, if the algorithm is used in diagnostic decision support systems, the
seizure detection algorithm would generate a list of potentially interesting sections
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of EEG to review. A human still needs to analyse these data sections to deter-
mine whether any seizure activity is actually present. Here, the seizure detection
algorithm marks out sections of the EEG that it detects as a seizure event for the
neurologist to later review the marked sections. In a classical EEG review, the
EEG technician or neurologist would automatically zoom to the candidate seizure
sections and view the 10 s of EEG data encompassing the candidate seizure section.
If necessary, the reviewer would analyse the 10 s window of data before and after
the current window, prior to deciding whether or not a seizure has occurred in the
marked EEG section.
Selecting out such candidate sections eliminates the need for the human to scroll
through the full EEG recording, thus reducing the time taken to review the entire
record. Such reviews have two potential drawbacks: firstly, if any seizure sections
have been missed then it would not be reviewed by the human; and second, EEG
sections that have been incorrectly marked as seizures will be reviewed unnecessar-
ily but intrinsically this is not more cumbersome than inspecting the entire record.
For evaluating this diagnostic use of algorithms it is essential to note that only
one detection during a seizure event is required for that seizure to be correctly
detected: one detection any time during the seizure will allow the human to zoom
to the data section highlighted and investigate whether a seizure is present. When
testing an algorithm for this purpose, every detection outside of an expert marked
seizure is counted as a false detection while every detection within a marked seizure
indicates that the entire seizure has been detected.
Data selection
For seizure detection algorithms to be used in discontinuous recorders (such as on-
line diagnostic decision support systems), the requirements are slightly different:
sections of EEG data that are not detected as candidate seizures are not transmit-
ted/recorded for further analysis by a human. For successful operation it is thus
necessary for all parts of the seizure, not just any one section of the seizure, to be
correctly detected.
Here, EEG traces are analysed in short non-overlapping windows of data, called
epochs, for three reasons:
• the maximum duration of a seizure cannot be predetermined and thus the
duration of the buffer (volatile memory to store raw EEG data prior to trans-
mission) cannot be selected to encapsulate the entire seizure duration,
• short data sections require shorter duration buffers to store data and these
would subsequently have lower power consumption than longer duration buffers,
• the non-overlapping nature of these epochs reduces the number of compu-
tations and would thus reduce the power consumption of processing each
epoch.
93
Subsequently the expert marked seizure event will also be divided into short epochs
and thus a good data selection algorithm would detect all these segmented seizure
sections and reject all background epochs.
Other variants
For the sake of comparison, the other common variants are discussed here. Seizure
onset and termination algorithms are used to instigate closed-loop control of seizures.
Here an electrical impulse or drug is applied to the epileptogenic brain tissue on de-
tection of seizure onset and is stopped when seizure termination has been detected.
On the other hand, prediction algorithms are used for seizure warning. Such al-
gorithms detect an impending seizure and raise an alarm to warn the patient and
bystander, such that the patient would have the necessary (medical) attention at
the required time. Intuitively, these applications require a single detection within a
predetermined duration before seizure onset (or termination) in order to instigate
the necessary treatment or warning.
Discussion
To appreciate the difference between the five seizure detection variants, consider
an example seizure marked by experts in an EEG recording with onset at 50 s and
termination at 200 s from the start of the record. If a seizure occurrence detection
algorithm that analyses the recording in 10 s epochs is applied to the EEG section,
then any 10 s detection between 50 s and 200 s is sufficient for the entire seizure to be
considered detected. Similarly, seizure onset detection, termination detection and
prediction all require a single 10 s epoch to be detected within a specified window
encompassing the start, end or preictal phase of the seizure respectively. Meanwhile
an online data selection algorithm is required to detect the entire duration of 150 s
between the onset and termination markers but in predefined short 10 s epochs of
data.
Of these five variants, seizure occurrence detection was the initial application
of seizure detection algorithms and is also the most common application to date.
Thus seizure occurrence detection will be discussed in more detail and contrasted
with the proposed application (online data selection).
4.2.3. Application-specific requirements and assessment criteria
Commonly reported metrics across all variants of seizure detection algorithms are
assessed in this section on their utility to evaluate online data selection algorithms
and seizure occurrence detection algorithms. Not surprisingly, both variants would
require different performance metrics to accurately measure their performance and
thus application-specific metrics will be proposed here for both variants.
Some previously reported performance metrics for seizure detection have been
defined below and split into two categories: detection and cost. These metrics are
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defined assuming that the seizure detection algorithm analyses non-overlapping
epochs of EEG data such that each epoch can be labeled as either: a true positive
detection (TP ); a false positive detection (FP ); a true negative detection (TN);
or a false negative detection (FN).
Detection metric: Epoch-sensitivity
Epoch-sensitivity is a measure of the percentage of seizure epochs correctly de-
tected:
Epoch-sensitivity =
1
R
R∑
r=1
TPr
TPr + FNr
× 100% (4.1)
where R is the number of EEG records containing seizures and r is an index to the
current record. This quantifies the percentage of the total seizure duration that has
been correctly detected but it does not indicate how many different seizures have
been detected. This metric has also been called recall [9], integral-overlap [10], or
more generally sensitivity [2].
Applicability : This is an essential metric for discontinuous seizure recording/data
selection where only short sections of interesting EEG are recorded. High epoch-
sensitivities show that the interesting data sections have been successfully selected.
For seizure occurrence detection to assist in the oﬄine review of data, the metric
is less pertinent. If 10 s of EEG are displayed at a time during review, data before
and after the seizure marker are naturally displayed to the neurologist regardless
of whether the algorithm identifies all of the data as seizure.
Detection metric: Event-sensitivity
This is the percentage of seizure events that are correctly detected, and has also
been called average percentage seizures detected [11], good detection rate [9], any-
overlap [10], and sensitivity. To achieve 100% event-sensitivity only a single detec-
tion in every seizure is required, whereas for 100% epoch-sensitivity all epochs in
all seizures must be detected. It is thus generally possible to have better appearing
results when considering only event-sensitivity.
Applicability : This is an essential metric for all variants of seizure detection, to
show the fraction of seizure events that have been detected.
Cost metric: Specificity
Specificity is defined as the percentage of non-seizure epochs correctly identified:
Specificity =
1
R
R∑
r=1
TNr
TNr + FPr
× 100%. (4.2)
Specificity is a common cost metric although it can be weighted by imbalanced
datasets. As seizure events are rare, any comprehensive test database for evalu-
ating the performance of a seizure detection algorithm would be imbalanced (dif-
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ferent duration of seizure and background data). In most cases, it would contain
significantly longer duration of background EEG than ictal EEG. Hence 50% epoch-
sensitivity and 50% specificity would correspond to vastly different duration of data
selected for transmission. Thus high specificity could correspond to a high number
of false positives which would not be practical for daily use. If the duration of ex-
pert marked seizures is insignificant in comparison to the duration of background
EEG, specificity is approximately equal to percentage data reduction.
Applicability : Specificity is an appropriate metric for both data selection and
seizure occurrence detection as it is a measure of the percentage of non-seizure
data (100%− specificity) that the neurologist will unnecessarily review.
Cost metric: False positive rate & Duration under false positive
False positive rate is the number of epochs incorrectly detected as seizure epochs,
normalised by non-seizure duration, and often reported on an hourly basis. [9] sug-
gested modifying this to be the total time duration of false positive epochs per hour
to account for different methods of grouping closely spaced false positives. If no
grouping of false detections is done, with non-overlapping epochs the two metrics
are proportional.
Applicability : False positive rate is applicable to algorithms that raise an alarm
for intervention. For non-overlapping epochs, duration under false positive is math-
ematically equal to (100%−specificity) × 3600 (s) and can be reported as an alter-
native to specificity.
Cost metric: Precision
Precision is defined as the fraction of all detections that are correct seizure detec-
tions:
Precision =
1
R
R∑
r=1
TPr
TPr + FPr
× 100% (4.3)
and is also known as selectivity [12]. Precision overcomes the imbalance issue of
specificity but it has its own limitations. Precision only applies to records that
contain seizure events and thus the performance of records without seizures would
have to be evaluated by an alternative metric. Additionally, algorithms tested with
short duration of non-seizure data will inevitably have high precision as the number
of false positives possible will be low. Hence precision cannot be used to accurately
measure algorithm performance without correction for these parameters.
Applicability : Precision is particularly pertinent for applications that provide
diagnostic decision support where the neurologist will review every detection made
by the algorithm. However the limitations of this metric make it an unpopular
choice for performance evaluation.
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Discussion
Based on the above, it is possible to select appropriate metrics for:
• Seizure occurrence detection: event-sensitivity and false positive rate/specificity.
• Data selection: event-sensitivity, epoch-sensitivity and specificity.
Thus previously published algorithms that have been evaluated using the above
metrics would be suitable for data selection, provided the algorithm achieves good
seizure detection performance and can be implemented within the power constraints
of the wearable EEG system. Next, a review of performance metrics used in pre-
vious publications of seizure detection algorithms will be carried out to determine
which, if any, have been evaluated on the appropriate performance metrics to be
considered suitable for the proposed application.
4.2.4. Performance metrics reported in literature
A detailed review of performance metrics utilised in the evaluation of scalp EEG
based seizure detection algorithm can be found in Appendix C.2. Only a few
specific comments on the results of that study are given here.
Of the 124 papers reviewed in the study, only 40 journals and 41 conference
proceedings reported a classified performance for seizure and non-seizure segments
(and thus a metric). Of these, seizure detection performance was characterised
using event-sensitivity by the majority of publications. Fifty papers reported event-
sensitivity including 21 papers that do not state the type of sensitivity but can be
assumed to be event-sensitivity. Only 5 papers reported epoch-sensitivity of which
only 3 reported both sensitivity metrics. With regard to the cost metric, the most
popular metrics were specificity (30 papers) and false positive rate (18 papers).
A third category of metrics was also considered. These metrics measure a com-
bination of detection and cost. The most popular combined metric was accuracy.
Accuracy has two common definitions: (TP+TN)/(TP+FP+TN+FN) [13, 14] and
0.5(sensitivity+specificity) [15, 16]. In most publications accuracy was undefined
and is thus avoided in this work. In the latter definition, accuracy, like area under
the curve, is biased by the choice of event-sensitivity or epoch-sensitivity as the
detection metric. However the area under the curve measures the performance
across multiple thresholds while accuracy is restricted to a single threshold.
Only one publication [17] reported all the appropriate metrics for online data
selection (event-sensitivity, epoch-sensitivity and specificity). In [17], the perfor-
mance of four algorithms – Autolearn, Reveal, CNET and Sensa – have been
evaluated. The former three algorithms utilise neural networks for classification
which has been reported [18] to be extremely computationally intensive. On the
other hand, sufficient information is not available on the specific signal processing
techniques used in the remaining algorithm (Sensa). Additionally, Sensa achieves
the worst performance amongst the four tested algorithms (event-sensitivity =
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56.1%/58.4%, epoch-sensitivity = 23.1%/27% and specificity= 99.3%/98.6% on two
databases). It should be noted that on both databases reporting event-sensitivity
makes the performance appear better than reporting epoch-sensitivity.
To recap, the performance of all algorithms, expect the four algorithms reported
in [17], for online data selection is unknown. Algorithms in [17] have been shown to
be unsuitable for replication in this work. Hence no previously published algorithm
could be selected for re-implementation without significant re-work or performance
re-evaluation.
4.2.5. Summary
To investigate the reusability of previously published seizure detection algorithms
for online data selection, the different variants of seizure detection algorithms and
their respective applications have been discussed. Taking two specific variants –
seizure occurrence detection (the most common) and online data selection (pro-
posed application) – application-specific performance metrics have been selected
to meet the requirements of each application. Of the previously reported per-
formance metrics, event-sensitivity and false positive rate or specificity are most
relevant for seizure occurrence detection while event-sensitivity, epoch-sensitivity
and specificity are pertinent for online data selection. False positive rate, duration
under false positive and specificity are easily calculable from one another if non-
overlapping epochs are used and the duration of the epoch is reported. Thus these
metrics may be reported interchangeably.
To select a previously reported algorithm that achieves good performance for
online data selection, the performance metrics used to characterise 124 previously
published algorithms tested on scalp EEG were reviewed. Of these, 4 algorithms
report metrics pertinent to online data selection (event-sensitivity, epoch-sensitivity
and specificity) but were shown to be unsuitable for the wearable EEG system.
Hence it is not possible to select a previously reported algorithm that meets the
design criteria without significant time spent on intuitively selecting and evaluating
multiple algorithms using new metrics. Thus the next section will discuss the first
steps taken to design a new data selection algorithm to identify epileptic seizures
within the constraints of the low power wireless EEG system.
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4.3. Potential signal processing techniques for the new
algorithm
4.3.1. Introduction
Seizure detection algorithms reported in literature have used different methods
for each stage of the signal processing chain – pre-processing; feature extraction;
post-processing and classification; and multi-channel decision making. In these
processes, feature extraction is most important as the feature selected should clearly
discriminate between background EEG and epileptic seizures. The pre-processing
and post-processing stages condition the signal or feature respectively for the next
process or correct for systematic variations in the EEG.
Thus prior to designing a new data selection algorithm for identifying seizures
in scalp EEG, it would be useful to understand which signal processing methods
have been utilised in previous algorithms and subsequently compare these methods
(especially features) to determine which method(s) provide the best discrimination
between seizure and background. The best feature(s) can then be used to develop
the new data selection algorithm with the aim of achieving high sensitivity and
specificity.
4.3.2. Review of methods used in literature
Since the last such review on seizure detection algorithms [7] there have been 54
journal and 70 conference publications on seizure detection algorithms tested on
scalp EEG data obtained from adult patients. These publications were short-listed
by searching IEEExplore and Google Scholar for articles published between 2000
and 2011 which contain the following words in the title: ‘ictal’, ‘seizure’ or ‘EEG’
and did not contain the terms: ‘neonatal’, ‘child’, ‘animal’, ‘onset’ or ‘predict’.
Returned articles were reviewed to ensure that only seizure detection algorithms
tested on scalp EEG recordings, and not tested solely on neonatal or pediatric
patients, were included. It should be noted that several publications do not specify
the age group of the patients, and such publications have been included here if
their test database contains scalp EEG records. Full details on the 124 short-listed
publications are given in Appendix B.1.
Based upon these 124 publications, each seizure detection algorithm is broken
down into pre-processing, feature extraction and post-processing and classification.
These three stages are now considered in turn, and in particular the pre-processing
methods are evaluated in terms of their popularity and possible low power hardware
implementation.
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Pre-processing
Pre-processing methods reported in more than one of the 124 publications studied
have been summarised in Table 4.1. It shows that basic filtering techniques (low
pass and band pass in particular) are exceptionally popular. This is mainly due
to the presence of high frequency artefacts in scalp EEG signals, and restricting
the frequencies present to those principally of interest for epileptiform activity
(0–25 Hz, [19]) can help alleviate their impact. High pass and notch filters are
less common, possibly because such filters are often incorporated into the EEG
recording hardware itself [20, 21].
It is also clear that other spectral estimation methods, artefact rejection tech-
niques and blind source separation have also been popular, although these cate-
gories encompass a wide variety of techniques that have been grouped together
here. In contrast, the Fourier Transform (FT) and the Discrete Wavelet Transform
(DWT) are also popular and more specific. These transforms, in addition to the
Continuous Wavelet Transform (CWT), have been previously implemented as low
power dedicated circuits: the FT [22]; the CWT [23, 24, 25]; and the DWT [26, 27].
This makes them particularly suitable pre-processing techniques for the proposed
application. Given this, the characteristic features to be considered for the new
data selection algorithm are restricted to those based upon the raw time domain
signal, FT, CWT, and DWT of the EEG signal.
Table 4.1.: Pre-processing methods used in more than one of the 124 publications
considered.
Category Method Number of papers
Filtering Band pass filter 32
High pass filter 6
Low pass filter 24
Notch/band stop filter 5
Transforms Continuous Wavelet Transform (CWT) 4
Discrete Wavelet Transform (DWT) 26
Fourier Transform (FT) 19
Hilbert Transform 5
Wavelet Packet Transform 4
Other spectral estimation method 14
Time series manipulation Mean correction 2
Re-montaging 5
Windowing 2
Others Artefact rejection 12
Auto-regressive modelling 8
Blind source separation 13
Empirical mode decomposition 5
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Feature extraction
Considering features derived from the raw time domain EEG signal, FT, CWT, or
DWT of the EEG signal, 65 features have been selected to have low-computational
complexity and thus are suitable for comparison. All features are listed in Table 4.2
and a few comments on the difference between these three pre-processing methods
are given below.
• FT calculation: the Discrete Fourier transform is a well-known method to
generate the frequency representation of a time-domain signal and has been
used to calculate the FT based features. It is given by,
S(m) =
K−1∑
k=0
x(k)e
−i2pimk
K (4.4)
where S(m) is the Fourier coefficient in frequency bin m of the input EEG
signal x(k). In all cases the DFT is obtained by applying a 512-point Fast
Fourier Transform (FFT) in Matlab to each non-overlapping epoch of the
raw EEG data.
• CWT calculation: the continuous wavelet transform is given by:
C(g, b) =
1√
g
∫
∞
−∞
x(t)ψ∗
(
t− b
g
)
dt (4.5)
for a time-domain input signal x(t) and the mother wavelet ψ(t) translated
(shifted in time) by parameter b and scaled (dilated or compressed) by pa-
rameter g. The dilation and compression of the wavelet samples the time-
frequency space with longer time windows for low frequencies and shorter time
windows for high frequencies, thus accommodating for the non-stationarity
of the EEG signal. The CWT function in Matlab computes the sampled
version of the CWT described here.
• DWT calculation: initially the discretised continuous wavelet transform was
developed as a sampled version of the CWT. Although it allowed computers to
process the continuous wavelet transform, it was computationally intensive.
Hence the discrete wavelet transform (DWT) was developed. It uses half-
band digital filters with a cut off frequency at half of the sampling rate of
the input signal to calculate the wavelet transform with fewer computations.
The input signal is applied to two half-band filters that extract high and low
frequency information separately. The resulting signal is then downsampled
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in accordance with the Nyquist theorem. This can be written as
yH(b) =
K∑
k=0
x(k)h(2b − k)
yL(b) =
K∑
k=0
x(k)g(2b − k) (4.6)
where yH are the resulting high frequency components and yL are the re-
sulting low frequency components of applying the half-band high pass filter
h(k) and low pass filter g(k) respectively to the input signal x(k). Each de-
composition level gives low frequency approximation coefficients (labeled as
A followed by a number to denote the level of decomposition) and high fre-
quency detail coefficients (labeled as D followed by a number to denote the
level of decomposition). The low frequency approximation coefficients may
then be further decomposed using high and low pass half-band filters. All
DWT based features are calculated usingMatlab’s DWT function using the
commonly reported Daubechies-4 wavelet.
Table 4.2 lists the 65 features investigated in this study. Thirty-five core features
are present and then the DWT features and the FT power and FT spectral entropy
features are calculated multiple times, based upon using different frequency bands
from the time-frequency transformation. For the DWT, these frequency bands
result from a standard five scale decomposition of the input EEG signal (sampled
at 200 Hz). To match the frequencies of interest for epileptiform activity, only the
frequency bands below 25 Hz (on or after the third decomposition level) are used
for analysis:
• D3: 12.5 – 25 Hz.
• D4: 6.25 – 12.5 Hz.
• D5: 3.125 – 6.25 Hz.
• A5: 0 – 3.125 Hz.
The same frequency bands are used for the two FT features which are calculated
multiple times using different frequency bands. The full calculation of each feature
is given in Appendix B.2.
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Table 4.2.: Features for comparison. Features marked with † are calculated across
frequency bands D3, D4, D5 and A5.
Category Feature Number of papers
Time domain Complexity 4
Energy/power 4
Fractal dimension 4
Kurtosis 6
Line length 3
Maximum 2
Mean 3
Minimum 2
Mobility 3
Non-linear energy 2
Relative derivative 2
Shannon entropy 6
Skewness 5
Total maxima and minima 3
Variance/standard deviation 16
Zero crossing 5
Zero crossing of first derivative 2
FT Median frequency 2
Peak frequency 4
Power † 6
Spectral edge frequency 3
Spectral entropy † 7
Total spectral power 4
CWT Coefficient z-score 1
Energy 2
Entropy 1
Standard deviation of energy 1
DWT Bounded variation † 2
Coefficients † 6
Energy † 7
Entropy † 6
Relative bounded variation † 2
Relative power † 2
Relative scale energy † 2
Variance/standard deviation † 9
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Post-processing and classification
After feature extraction, the aim of a detection algorithm is to use the information
generated to mark the current section of EEG data as either ictal or background
EEG. Prior to classification however, many papers make use of additional post-
processing stages where the calculated features are modified, for example to remove
discrepancies caused by artefacts, or remove transient oscillations such as noise, or
to correct for patient-dependent amplitude variations by adding a normalisation
stage.
The post-processing techniques reported in more than one of the 124 publica-
tions considered here, are listed in Table 4.3. The classification methods are also
listed. Neural network techniques are the most popular followed by the use of
thresholds. It is interesting to note that a fixed threshold is the most simple bi-
nary classification while neural network techniques are generally known for having
a high computational complexity [18], as are support vector machines, the next
most popular technique for classification.
Table 4.3.: Post-processing and classification methods used in more than one of the
124 publications considered.
Category Method Number of papers
Post-processing Artefact rejection 3
Mean 3
Moving average filter 2
Normalisation 5
Variance or standard deviation 4
Windowed detections 3
Classification Bayesian classifier 5
Fuzzy inference 2
Genetic algorithm 6
Linear discriminant analysis 5
Fisher discriminant analysis 2
Logistic regression 2
Neural networks 36
Principle component analysis 6
Quadratic discriminant analysis 2
Support vector machine 15
Threshold 22
Other linear classifiers 5
4.3.3. Need for new feature comparison study for online data
selection
To improve the performance of seizure detection algorithms many researchers [28,
10, 29, 30, 31, 32, 33, 34, 2, 35, 36, 37, 38, 39, 40, 41, 42, 43, 15] have compared dif-
ferent characteristic features of seizure and non-seizure EEG sections to determine
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which features can be used to best separate ictal and background EEG. The most
comprehensive feature comparison paper [2] investigated 21 features comparing the
epoch-sensitivity, specificity and the area under the epoch-sensitivity-specificity
trade-off curve for neonatal seizure detection. The features were characterised on
50 artefact free one minute seizure and non-seizure EEG segments. It is well known
that neonatal EEG have different characteristics to adult EEG data [44] and thus
the results of this study cannot be used to guide the choice of features for on-
line data selection from adult patients. Considering only adult, scalp EEG based
seizure detection, the most comprehensive feature comparison studies to-date are:
[36, 38] which compare nine features and [29] which compares 16 features.
These feature comparison studies only evaluate the utility of different charac-
teristic features in terms of their performance for separating ictal and background
activity: in terms of sensitivity, specificity, false positive rate, and the area under
the performance trade-off curve. For low-power online data selection algorithms,
the computational complexity required to generate each feature is also an essential
comparison point. Traditionally, when an algorithm is implemented oﬄine using a
standard computer, algorithms with higher computational complexity can be ex-
pected to have longer simulation times, but this is not a critical factor using modern
systems. On the other hand, in battery-powered ambulatory EEG systems, compu-
tationally complex algorithms can be expected to have higher power consumption
due to the increased number of processing stages (additions, multiplications and
similar) required.
A recent study [43] aimed to investigate both detection performance and hard-
ware limitations (such as power consumption) comparing six features tested on
invasive EEG recordings of five kainate-treated female rats. Whilst this study
gave some insight into the two-way trade-off of detection accuracy and hardware
limitations, there are few disadvantages to the proposed method. Firstly, power
consumption of each feature was measured on a specific hardware architecture and
the power consumption would significantly differ on alternative architectures. For
example, an analogue filter may have a different power consumption to its digital
equivalent. Second, expanding this study to include more features would be de-
pendent on the knowledge of the author in implementing these features and would
in addition take a significant amount of time to implement several features, thus
limiting the maximum number of features compared.
Hence there are multiple reasons why it is not possible to determine which fea-
ture(s) would perform well for online data selection and would thus be suitable for
the new algorithm,
• Majority of previous feature comparison studies have not been performed on
adult scalp EEG. Hence the results of these studies are irrelevant.
• Whilst hundreds of different signal processing methods have been reported
for seizure detection, previous feature comparison studies on scalp EEG data
have been limited to a maximum of 16 features. Hence only the performance
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of the selected subset of features is known.
• The only publication to consider computational complexity (in terms of power
consumption) of implementing these features in hardware was: limited to 6
features; tested on invasive recordings from rats that is well-known to differ
from scalp EEG of adult humans; and implemented on a specific hardware
architecture which limits the utility to this study to the chosen hardware.
• As discussed in Section 4.2.3, the appropriate performance metrics for evalu-
ating an online data selection algorithm differs from that of a seizure occur-
rence detection algorithm. Majority of previous work do not clarify the exact
definition of the performance metrics used to evaluate features. Since the
majority of research in this area is aimed at seizure occurrence detection, it
is highly likely that the reported features were evaluated on metrics suitable
for the same application. Hence the detection accuracy of these features for
online data selection is not known.
Thus there is a need for a new feature comparison study on adult scalp EEG
that compares the seizure detection performance of features using epoch-based
performance metrics, and an appropriate measure of computational complexity for
hardware implementation. The features selected for the new study have been listed
in Table 4.2 and the method to evaluate the performance of these features will be
discussed in the next section.
4.3.4. Summary
This section discussed the signal processing methods that are commonly utilised
in seizure detection algorithms aimed at adult human EEG monitoring, in order
to determine which method(s) are popular and promising for online data selection.
Based on a review of 124 publications on seizure detection algorithms, features
suitable for data selection were selected in terms of their computational complex-
ity. The seizure detection performance of these features is not known as previous
work on feature comparison have not explicitly evaluated all these features using
epoch based performance metrics. Furthermore, previous feature comparison stud-
ies do not consider the computational complexity of implementing these features
in hardware, which is a crucial parameter for selecting features for low power wear-
able EEG systems. It is thus necessary to compare previously reported features to
determine which of these, if any, can achieve good seizure detection performance
and low computational complexity such that it would suitable for use in the new
data selection algorithm.
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4.4. Proposed feature evaluation method
4.4.1. Introduction
This section outlines the proposed methodology to effectively compare between
features in Table 4.2 in terms of their ability to discriminate seizures and back-
ground EEG with minimum computational complexity. For this, a new and simple
seizure detection algorithm is first developed to provide a framework for comparing
features. Each feature is then tested in turn on a comprehensive database of adult
scalp EEG and the detections of the algorithm are then compared to expert mark-
ings. The performance of each feature incorporated in the simple seizure detection
algorithm is then reported using the performance metrics selected in Section 4.2.3.
4.4.2. Simple data selection algorithm
To investigate the performance of each individual feature, the simple seizure de-
tection algorithm illustrated in Fig. 4.1 is used with each feature from Table 4.2 in
turn.
The core operation of this algorithm is follows. First input EEG data is split
into non-overlapping short epochs of 2 s duration and the feature vector F (e)
calculated for each epoch. To distinguish between seizure and non-seizure epochs
based upon F (e), a fixed threshold β is used. When F (e) > β an epoch is marked
as ictal, otherwise it is background. This provides the output to be compared to
expert markings present in pre-recorded EEG signals. Note that for features that
are expected to reduce during a seizure, a detection will occur if the normalised
feature falls below β. The use of a simple threshold allows the performance of each
feature to be investigated in turn, and by running the algorithm multiple times
with different values for the detection threshold β the trade-off between correct
detections and incorrect detections for the feature can also be investigated.
As the aim here is to investigate the performance of each feature in turn, the pre-
processing and post-processing used are kept to a minimum. For pre-processing,
the recorded EEG data is high pass filtered using a first order analogue filter with
a cut-off frequency of 0.16 Hz [45]. For post-processing, prior to applying the
threshold, the calculated feature in each epoch F (e) is normalised to restrict its
value between (0,1) and correct for different amplitudes of the input EEG data.
This normalisation is done using a peak detector to find the maximum value z(e)
of the feature F (e) over time and using this value to divide F (e). The resulting
normalised featureN(e) is the value actually compared to the detection threshold β.
In cases where the calculated feature is always negative, the feature is multiplied by
−1 prior to normalisation. To generate the final detection decision, the algorithm
is applied to each channel of EEG data separately and when a detection occurs in
a single channel, then the detected epoch is marked as a seizure event across all
channels.
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Figure 4.1.: Flowchart of seizure detection algorithm used to compare features.
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4.4.3. Test database
The database used to test the features contains 34 seizure events (4158s seizure
duration in total) and over 168 hours of non-seizure data. The 16 channel EEG
data is obtained from 21 adult patients. More details on the database can be found
in Appendix A.2.
In this algorithm the data is split into non-overlapping epochs, hence there are
special cases where an epoch contains the start or end of an expert marked seizure
in addition to non-seizure data. These epochs are classified as seizure epochs as
such epochs are deemed to contain ictal information which is of medical interest.
All epochs that do not contain seizure sections are marked as background epochs.
4.4.4. Performance metrics for evaluating features
As discussed above, the appropriate performance metrics for online data selection
are event-sensitivity, epoch-sensitivity and specificity. As these three metrics can
only be evaluated at a fixed threshold and the choice of threshold could alter
the ranking of these features, three additional metrics have been defined below to
simplify the feature comparison across thresholds.
Area under sensitivity-specificity curve
Inevitably there is a trade-off between sensitivity and specificity. High sensitiv-
ity can be achieved for low specificity and vice versa. This can be plotted as a
sensitivity-specificity trade-off curve for different values of the detection threshold
β. The area under the curve is a good indicator of the overall performance of the
feature across all thresholds. A similar curve and AUC is used in Chapter 3 to
evaluate the performance of the interictal spike detection algorithm. In this study,
the AUC is calculated using epoch-sensitivity and specificity, and event-sensitivity
is not considered.
Relative complexity
In addition to the above metrics which quantify the detection performance of a fea-
ture, for online data selection algorithms it is essential to choose features that not
only have high sensitivity and specificity but also have minimal computational com-
plexity. The computational complexity of a feature can be related to the number of
operations required and thus the time taken to simulate the feature in Matlab as
features with more processing stages (for example, additions or subtractions) would
take longer to calculate in comparison to features with less processing stages. To
quantify this, the relative complexity of each feature is calculated. This is found
from the simulation time required to generate F (e) and gives a discriminating
measure of the computational complexity that is not specific to a particular im-
plementation architecture. As the pre-processing techniques used (time domain,
DWT, CWT, FT) will heavily bias the total simulation time, the computational
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Table 4.4.: Precision derived from the mode of timed simulations across 100 runs.
Time of day Precision (% runs in error)
10 µs 2 µs
t1 20 (1%) 18 (3%)
t2 20 (3%) 22 (3%)
t3 20 (2%) 22 (2%)
t4 20 (1%) 18 (4%)
t5 20 (1%) 18 (3%)
complexity is not compared across the different pre-processing groups. Instead,
relative complexity is calculated as a relative measure within each category by di-
viding the simulation time for the current feature by the minimum simulation time
achieved by any feature within the current group.
The time taken to simulate each feature has been calculated for every 2 s epoch
of EEG data across the entire database (over 168 hours across 16 channels). Almost
4.8 million epochs of 2 s duration have thus been simulated on a standard desktop
computer with a 2.4 GHz processor and 2 GB RAM running Matlab version
2010b. The mode of the simulation times is used to calculate relative complexity.
All times used to calculate relative complexity have been rounded to the nearest
10 µs although Matlab precision of these simulation times allows for calculations
down to the nearest 2 µs. This time precision for relative complexity was deter-
mined by repeatedly calculating a single feature (non-linear energy) within a single
2 s epoch 100 times and at 5 different times of the day to ensure that the measured
time is repeatable. The simulation time achieved for each run, and the percentage
of epochs that took more or less time than the mode simulation time are listed in
Table 4.4. For 2 µs accuracy, the time taken to simulate non-linear energy varied
from 18 µs to 22 µs at 5 different times of the day. For 10 µs precision, the mode of
the distribution was consistent at all times and with a low error rate (less than 3%
of epochs that did not have the same simulation time as the mode of the distribu-
tion). Hence 10 µs precision was selected as the resolution for relative complexity
simulations.
Figure-Of-Merit
Finally, to allow ease of comparison between features, a Figure-Of-Merit (FOM)
has been defined as:
FOM =
AUC
Relative complexity
. (4.7)
As the maximum AUC and the minimum relative complexity are 1, FOM is limited
to values between (0,1) and higher numbers represent better overall performance.
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4.4.5. Discussion
Whilst Matlab simulation time provide a good generic measure of the relative
computational complexity of these features, it is important to note that the metric
has two limitations. Firstly, an implementation of any two features in hardware
may not have the same ratio in terms of their power consumption as the reported
relative complexity, because certain features may be implemented with lower power
consumption on certain hardware platforms whilst other features would require a
different hardware platform for comparably low power consumption. Any differ-
ence in the relative complexity arising from this problem has been minimised by
limiting relative complexity comparisons to each pre-processing group. A second
limitation is that the Matlab simulation time may be biased by the knowledge
of the programmer. To reduce this dependency, Matlab built-in functions have
been utilised to calculate these features.
4.4.6. Summary
The data selection algorithm and test database used to evaluate the performance of
each feature have been described here. The standard performance metrics for data
selection – epoch-sensitivity, event-sensitivity and specificity – have been selected
for feature comparison at a specific threshold. In addition, three threshold inde-
pendent metrics, area under the epoch-sensitivity curve, relative computational
complexity and figure of merit, will be used to evaluate the overall performance of
each feature.
4.5. Results
The performance of all 65 features implemented and compared here are listed
in: Table 4.5 for features calculated directly from the time domain EEG signal;
Table 4.6 for features with FT based pre-processing; Table 4.7 for features with
CWT pre-processing and Table 4.8 for features requiring DWT pre-processing. The
epoch-based sensitivity and specificity are given for each feature at the threshold
β for which at least one epoch in each of the 34 seizures is correctly detected (in
other words, at 100% event-sensitivity). The relative complexity and overall FOM,
which do not vary with β, and the area under the epoch-based sensitivity-specificity
trade-off curve are also reported. In these tables, features are sorted from highest
to lowest FOM and features marked with an asterisk (*) are those that are expected
to decrease during a seizure and thus have been calculated using N(e) < β in
Fig. 4.1. Some specific comments on the results in each feature group are given
here.
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Time domain features
From the AUC values listed in Table 4.5, the largest area under the sensitivity-
specificity trade-off curve is achieved by the line length of the EEG signal and
closely followed by non-linear energy, variance, energy and maximum. The lowest
relative complexity is achieved by line length, energy, maximum, minimum, total
maximum and minimum, and mean. All six features were simulated in 10 µs, the
resolution of the simulation time in the study and hence have been taken as the
baseline for relative complexity.
Overall, the line length has the largest FOM as it has both maximum AUC and
minimum relative complexity. The worst performer is Shannon entropy as it has
the highest relative complexity, although other features have lower AUC. While the
difference between maximum AUC (0.75) and minimum AUC (0.53) is noticeable,
the spread of relative complexity is largely the deciding factor for the FOM in
Table 4.5.
Table 4.5.: Performance of time domain features. Features expected to decrease
during a seizure are marked with *.
Feature Sensitivity (%) Specificity (%) β AUC Relative
com-
plexity
FOM
For ≥1 epoch detected per seizure
Line length 80.47 53.62 0.40 0.75 1.0 0.75
Energy/power 92.25 16.83 0.02 0.72 1.0 0.72
Maximum 83.88 29.36 0.20 0.71 1.0 0.71
Minimum 87.10 14.35 0.02 0.63 1.0 0.63
Total minima and 97.37 00.32 0.55 0.62 1.0 0.62
maxima
Mean 44.50 77.73 0.35 0.65 1.0 0.65
Non-linear energy 79.68 52.37 0.15 0.74 2.0 0.37
Fractal dimension* 92.07 06.32 0.80 0.52 4.0 0.13
Zero crossing 56.46 55.76 0.80 0.59 5.0 0.12
Zero crossing of 62.90 34.30 0.92 0.55 5.0 0.11
first derivative
Variance 94.19 16.10 0.02 0.73 7.0 0.10
Relative derivative 82.65 20.17 0.10 0.66 12.0 0.06
Mobility 40.77 78.51 0.90 0.62 14.0 0.04
Skewness 89.34 11.03 0.10 0.54 14.0 0.04
Kurtosis 85.19 12.47 0.01 0.53 14.0 0.04
Complexity 56.44 53.85 0.45 0.59 20.0 0.03
Shannon entropy* 92.74 12.98 0.75 0.68 31.0 0.02
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FT based features
Table 4.6 shows that spectral entropy (in D3 and D5), power (in D3 and D5)
and total spectral power perform well. Looking at relative complexity, all features
except spectral edge frequency perform identically—any difference has been limited
by the precision of the relative complexity calculation. Consequently the spectral
entropy (D3) has the highest FOM and is followed closely by power (D3).
It should be noted that there is no difference in the simulation time across dif-
ferent frequency ranges. This is because a 512-point Fast Fourier Transform is
calculated giving information in all frequency ranges at the same time.
Table 4.6.: Performance of Fourier Transform based features.
Feature Freq. Sensitivity Specificity β AUC Rel. FOM
range (%) (%) compl.
For ≥1 epoch detected per seizure
Spectral entropy D3 86.24 33.21 0.02 0.74 1.0 0.74
Power D3 88.41 19.98 0.06 0.73 1.0 0.73
Spectral entropy D5 77.74 40.14 0.06 0.71 1.0 0.71
Power D5 82.76 33.32 0.08 0.71 1.0 0.71
Total spectral – 86.10 24.36 0.06 0.71 1.0 0.71
power
Spectral entropy A5 84.66 34.94 0.02 0.69 1.0 0.69
Power A5 82.42 37.86 0.04 0.68 1.0 0.68
Spectral entropy D4 90.80 18.66 0.02 0.67 1.0 0.67
Power D4 88.84 18.52 0.06 0.67 1.0 0.67
Median frequency – 64.25 55.57 0.35 0.62 1.0 0.62
Peak frequency – 66.66 48.40 0.35 0.61 1.0 0.61
Spectral edge – 35.40 71.10 0.90 0.53 7.8 0.07
frequency
CWT based features
Table 4.7 shows that the highest AUC is achieved by energy and standard deviation
of the energy. The energy feature also has the lowest relative complexity and hence
highest FOM.
Table 4.7.: Performance of Continuous Wavelet Transform based features.
Feature Sensitivity (%) Specificity (%) β AUC Relative FOM
For ≥1 epoch detected per seizure complexity
Energy 78.98 37.67 0.10 0.71 1.00 0.71
Standard deviation 80.90 29.95 0.06 0.68 1.03 0.66
of energy
Coefficient z-score 78.99 40.34 0.15 0.68 1.06 0.64
Entropy 59.90 59.12 0.85 0.63 1.56 0.40
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DWT based features
Table 4.8 shows the performance of the eight DWT features evaluated in each of the
four frequency ranges (D3: 12.5–25 Hz; D4: 6.25–12.5 Hz; D5: 3.125–6.25 Hz; A5:
0–3.125 Hz). Looking at only the AUC value it is clear that the relative power in
the D3 and D5 frequency ranges gives the best detection performance. Having an
AUC> 0.8, these features have noticeably better seizure detection accuracy than
all other features studied here. It can also be seen that within each feature, the
highest performance is consistently obtained by D5 frequencies.
When the relative complexity is analysed separately, a clear divide between the
different frequency ranges can be seen. Features in the D3 frequency range have
the lowest relative complexity. This is to be expected, as the DWT is a multi-
scale analysis and so components in the D3 12.5–25 Hz must be calculated prior
to further decomposition to the D4 frequency band and additional processing to
generate the other features. Similarly, it is clear that features calculated in the D4
frequency range have lower relative complexity than those requiring a further level
of decomposition to D5 and A5. Within features evaluated for the same frequency
range, such as D3, the raw coefficients have the lowest relative complexity, followed
by energy, variances and entropy; and then bounded variation, relative bounded
variation and finally, relative power. Relative Scale Energy (RSE) is a special case
in terms of relative complexity, as the calculation of RSE in any frequency range
requires energy in all the frequency bands to be computed. Hence the relative
complexity of RSE in any frequency range is similar to features in the maximum
decomposition stage (D5 and A5 frequencies).
Across all DWT based features, the relative power in the D3 (12.5–25 Hz) fre-
quency range has the highest FOM. There is a 6.5% drop in FOM between this
feature and the runner-up: energy (D3).
Overall performance
To illustrate the full trade-off in performance, the two sensitivities and specificity
are plotted in Fig. 4.2 for the highest performing feature in terms of FOM, from
each of the pre-processing categories. Both sensitivity metrics demonstrate that
the DWT relative power in the D3 12.5–25 Hz range achieves the best detection
performance. Here, 80% epoch-sensitivity is achieved for about 70% specificity
whilst detecting a short section of every seizure (100% event-sensitivity). For other
features, 80% epoch based sensitivity is achieved at about 55% specificity for line
length, 45% specificity for FT based spectral entropy in the D3 range and 35%
specificity for CWT energy.
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Table 4.8.: Performance of DWT based features. Features expected to decrease
during a seizure are marked with *.
Feature Freq. Sensitivity Specificity β AUC Rel. FOM
range (%) (%) compl.
For ≥1 epoch detected per seizure
Relative power D3 63.30 80.84 0.02 0.80 1.04 0.77
Energy D3 87.44 22.16 0.08 0.72 1.01 0.72
Entropy D3 86.84 24.61 0.06 0.71 1.01 0.70
Coefficients D3 52.44 75.21 0.45 0.67 1.00 0.67
Variance D3 87.55 22.11 0.08 0.72 1.04 0.69
Relative power D4 66.30 77.69 0.02 0.78 1.35 0.58
Bounded variation* D3 64.24 43.80 0.45 0.55 1.02 0.54
Relative bounded D3 57.84 49.24 0.40 0.55 1.03 0.53
variation*
Energy D4 91.94 12.99 0.04 0.69 1.34 0.52
Entropy D4 94.37 10.73 0.02 0.69 1.34 0.52
Variance D4 91.89 12.98 0.04 0.69 1.34 0.51
Coefficients D4 45.61 77.06 0.50 0.65 1.33 0.49
Relative power D5 56.81 85.45 0.04 0.81 1.68 0.48
Energy D5 85.27 33.30 0.08 0.75 1.66 0.45
Variance D5 85.19 33.54 0.08 0.75 1.66 0.45
Entropy D5 85.62 32.92 0.06 0.75 1.66 0.45
Bounded variation D4 45.92 66.29 0.85 0.59 1.35 0.44
Relative bounded D4 39.30 71.77 0.85 0.59 1.36 0.43
variation
Variance A5 94.97 13.88 0.01 0.71 1.66 0.43
Entropy A5 92.53 17.87 0.01 0.71 1.66 0.43
Energy A5 94.09 13.66 0.01 0.71 1.66 0.43
Coefficients A5 50.14 77.12 0.35 0.68 1.65 0.41
Relative power A5 76.73 45.39 0.01 0.65 1.68 0.39
Bounded variation A5 42.67 80.09 0.85 0.65 1.68 0.39
Coefficients D5 39.13 82.02 0.55 0.65 1.65 0.39
Relative scale energy D5 40.24 77.87 0.65 0.65 1.66 0.39
Relative bounded A5 49.27 74.30 0.80 0.64 1.69 0.38
variation
Bounded variation D5 24.22 89.73 0.95 0.63 1.68 0.38
Relative bounded D5 42.14 75.57 0.85 0.63 1.69 0.37
variation
Relative scale energy* A5 55.17 60.72 0.60 0.61 1.67 0.37
Relative scale energy D3 48.59 65.60 0.35 0.60 1.66 0.36
Relative scale energy D4 61.56 52.65 0.35 0.60 1.66 0.36
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Figure 4.2.: Sensitivity-specificity trade-off curves as the detection threshold β is varied. Curves are plotted for the best performing feature (in
terms of FOM) from each of the feature groups a) Line length (time domain), b) FT Spectral entropy (D3), c) CWT energy and d)
DWT relative power (D3)).
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Discussion
Provided the DWT can be implemented within the power constraints of the wear-
able EEG system (see [26, 27] for low power DWT implementations), DWT rela-
tive power (D3) is the best choice for both seizure detection performance and low
computational complexity. However, it should be noted that the computational
complexity of implementing a time domain feature with low relative complexity,
will nevertheless be lower than features from other feature groups, as time domain
features do not require an extra pre-processing stage. Given this, the line length
also has a very high AUC (0.75). Comparing the best CWT and FT features to
the line length, the best features in these feature categories have both a lower
AUC than line length and require an additional pre-processing stage and would
thus not be an optimal choice. Thus it can be extrapolated to say that a system
with stringent requirements on power consumption would be better suited using
line length, while a system that has more stringent seizure detection performance
criteria should choose relative power (D3).
4.6. Summary
This chapter initially investigated the potential to reuse previously published seizure
detection algorithms for the wearable EEG system. For this purpose, performance
metrics were selected to accurately measure the performance of an algorithm for
the proposed application (online data selection) and this was contrasted to the
performance metrics pertinent for seizure occurrence detection – the most common
variant of seizure detection algorithms. A review of scalp EEG based algorithms
published between 2000 and 2011, showed that only 4 algorithms were evaluated
using performance metrics that are suitable for online data selection. Thus the
performance of all other previously published algorithms for online data selection
is unknown. Of these four algorithms, three were too computationally complex
for the power budget of the proposed system and the remaining algorithm did
not achieve sufficient seizure detection performance. Thus a new data selection
algorithm should be designed to meet the specifications outlined in Chapter 2.
Prior to designing a new data selection algorithm to identify epileptic seizures, it
is necessary to determine which characteristics of the EEG change during a seizure.
These features can then be compared to determine the best performers for use in
the new data selection algorithm. Hence this chapter investigated the performance
of 65 features characteristic of ictal activity in the human scalp EEG for their ability
to discriminate between seizure and non-seizure EEG. The features were evaluated
for online data selection using appropriate performance metrics to match the re-
quirements of this application. Seizure detection performance was measured using
epoch-sensitivity, event-sensitivity and specificity at a specific threshold and the
area under the epoch-sensitivity-specificity curve was used to determine the best
performance across all thresholds. Computational complexity, an essential criteria
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to assess during the development of future online seizure detection algorithms, was
introduced here and assessed for online data selection. In this study line length
of the time domain signal and DWT based relative power (D3) achieved the best
performance. Line length will thus be the best choice for low-computational com-
plexity systems whilst relative power is more pertinent for systems with stringent
seizure detection performance criteria. This study of the performance of 65 features
in terms of their sensitivity, specificity, area under the sensitivity-specificity trade-
off curve and relative computational complexity will aid researchers in their choice
of which feature(s) to incorporate in the design of future data selection algorithms
for online analysis in long-term portable EEG monitoring systems.
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5. Proposed algorithm for epileptic
seizure detection
5.1. Introduction
In Chapter 4, the best characteristic feature to distinguish epileptic seizures from
normal scalp EEG data with minimal computational complexity was identified as
line length. This chapter uses line length as the basis to develop a new seizure
detection algorithm in Section 5.3. Prior to this, five methods to correct for broad-
level amplitude variations in the EEG, over time and amongst different patients, are
evaluated in Section 5.2. The best performing method is then incorporated into the
new seizure detection algorithm in Section 5.3. The performance of this algorithm
is then evaluated on a comprehensive database of scalp EEG data and the utility of
the new algorithm for data reduction (and thus increase the battery lifetime) and
accuracy of selecting epileptic seizures has been investigated. Finally, the algorithm
is implemented on a low power microcontroller in Section 5.4, by a colleague at
Imperial College, to evaluate its suitability for reducing the power consumption of
the wireless EEG system. This allows us to measure the power consumption of the
algorithm for that specific hardware implementation and compare both detection
performance and power consumption to previously published low power seizure
detection algorithms in Section 5.5.
5.2. Effects of normalisation over time to correct for
amplitude variability in the signal of interest
5.2.1. Introduction
Signal normalisation is an essential part of patient independent algorithms that
automatically detect features and salient points. In scalp EEG, the absolute value
of the EEG signal can vary widely [1]: with age; between different people; between
different parts of the head; and between different subjects states, such as being
asleep or awake and during epileptic seizures. Moreover absolute EEG values could
vary over time due to changes in the electrical activity of the brain and also due to
the varying quality (for example, change in impedance) of the electrode connection
to the scalp.
To correct for these changes, automated analysis algorithms must utilise nor-
malised, or relative, amplitude values. Here the raw EEG or extracted feature is
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corrected by an estimate of background EEG so that a fixed threshold can be ap-
plied during signal classification. There are of course multiple different methods by
which the required normalisation can be provided. Different techniques can vary
in terms of:
• The mathematical function (such as the mean or median) used to calculate
the normalisation.
• The amount of memory present, that is, the amount of background data used
to calculate the normalisation.
• Where in the signal processing chain the normalisation is applied.
This last option is illustrated in Fig. 5.1. It illustrates a generalised signal pro-
cessing algorithm with a not-normalised route and three routes in which normal-
isation may be carried out. On the top, not-normalised route, input data x is
passed to a feature extraction stage which emphasises the features of interest. The
generated signal F is then passed to a classifier such that thresholds can be applied
to separate the interesting and non-interesting sections. To generate a normalised
signal N there is then a choice over whether the normalisation factor (z) is calcu-
lated using the input signal (x) or the feature (F ), and whether this factor is used
to normalise x or F , illustrated as Routes A, B, and C in Fig. 5.1.
Regardless of the precise technique used, the key requirement for the normalisa-
tion is that the raw data is modified to correct for broad level amplitude changes,
and that doing this has a minimal effect on the overall algorithm performance. For
seizure detection algorithms, F should be large when a seizure is present and small
when no seizure is present. However, some seizures are associated with larger raw
EEG amplitudes [1]. If the normalisation factor z also increases during the seizure,
the effect of calculating a normalisation F/z is that z reduces the effective value
of F . Thus, rather than aiding, normalisation makes seizure detection more diffi-
cult. [2] suggested using median based normalisation to overcome this. However no
systematic investigation into the impact of multiple different techniques has been
considered previously in the literature.
Hence this section presents such an investigation for five different normalisation
techniques applied on the optimal feature for online data selection, line length. The
investigation presented is inevitably preliminary only: there are numerous different
normalisation methods which could be investigated, and the assessment method-
ology required is not obvious a priori. Here preliminary work for establishing a
suitable analysis framework is presented and initial results generated.
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Figure 5.1.: Signal normalisation can be provided with topologies A, B, or C: there is a choice over whether the normalisation factor (z) is calculated
using the input signal (x) or the feature (F ), and whether this is used to normalise x or F .
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5.2.2. Analysis methods
The feature F to be normalised has been selected as line length of a sampled signal
x(k) and is calculated as the sum of the instantaneous gradient of the signal [3]:
F (e) =
K∑
k=2
|x(k − 1)− x(k)| (5.1)
where k is the sample number within a short epoch of data, and e is the epoch
being analysed. Here, each epoch is generated as a non-overlapping 2 s section of
EEG data.
Fig. 5.2(a) shows the calculated feature F from 1800 epochs of scalp EEG data
across a single channel C3. An expert marked seizure is present between epochs
1644 and 1800. As expected, line length increases in these epochs when compared
to non-seizure epochs. The feature has thus successfully emphasised the seizure to
be detected.
The aim now is to qualitatively and quantitatively assess the impact of different
normalisation techniques on the line length seizure emphasis shown in Fig. 5.2(a).
Qualitative results are generated by plotting the signal N(e) resulting from nor-
malisation of line length given in Fig. 5.2(a). A quantitative comparison is then
provided by calculating N(e) for EEG recordings obtained from 3 patients with
each recording containing one expert marked seizure. These records were selected
from the test database in Appendix A.2 to contain visibly clear seizure sections in
the feature domain so that the effect of the normalisation could be visualised. Two
of these records have a duration of 1 hour and the third record is only 20 minutes
long. N(e) is calculated separately for each of the 16 channels present in the record-
ings for each patient and the resulting distribution of all N(e) values in seizure and
non-seizure epochs then found.
5.2.3. Normalisation techniques
In this study five different normalisation techniques, based upon methods previ-
ously reported in the literature, are investigated. These five methods are defined
as follows.
Median decaying memory [4, 5, 6]
It is calculated here as NA = F/z where
z(e) =(1− λ)median{F (e − 1) · · ·F (e− 120)} + λz(e− 1) (5.2)
and λ = 0.99923 [4, 5] with initial conditions of z(1) = F (1). For the first 120
epochs, the median is calculated on all available previous epochs.
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Figure 5.2.: 1800 epochs of analysed scalp EEG data showing the line length feature normalised by three different methods. The two dashed vertical
lines show the start and end of an expert marked seizure.
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Mean memory [3]
It is calculated here as NA = F − z where
z(e) = mean{F (e− 1) · · ·F (e− 120)} (5.3)
For the first 120 epochs, the mean is calculated on all available previous epochs.
Standard deviation memory [4, 5]
It is calculated here as NA = F/z where z is the standard deviation of 30 s (15
epochs) of F ending one minute (30 epochs) before the current epoch:
z(e) = σ{F (e − 31) · · ·F (e− 46)} (5.4)
For the first 16 epochs, the standard deviation is calculated across all available
previous epochs. From the 16th epoch until the 45th epoch, the standard deviation
is calculated on epochs 1 to 15. After the 45th epoch, (5.4) has been used for
calculating standard deviation memory.
Peak detector [7]
It is calculated here as NA = F/z where
z(e) =

F (e) if F (e) > z(e− 1),z(e− 1) if F (e) ≤ z(e− 1). (5.5)
with initial conditions of z(1) = F (1).
Signal range [4, 5]
It is calculated here as NC = F/z where
z(e) = max
e
{x(k)} − min
e
{x(k)}. (5.6)
5.2.4. Results
Qualitative results
Fig. 5.2 (b)-(f) show how the normalised line length (N(e)) varies for the five nor-
malisation methods used. The median decaying memory (Fig. 5.2(b)) is seen to
preserve the emphasis of the seizure with essentially just a change in the ampli-
tude value being provided. In contrast, the mean memory (Fig. 5.2(c)) preserves
the emphasis at the start of the seizure, but towards epoch 1800 the values are
decreased, making it more difficult to detect the end of the seizure. The standard
deviation memory (Fig. 5.2(d)) acts similarly although it also modifies the arte-
facts present: the artefact seen in the line length at epoch 750 is more significant
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here in addition to other smaller artefacts present in line length. Both the peak
detector (Fig. 5.2(e)) and signal range (Fig. 5.2(f)) perform relatively poorly, re-
moving the emphasis of the seizure provided by line length. In these cases it would
not be possible to threshold the normalised feature to uniquely detect the epileptic
seizure. However, both peak detection and signal range methods guarantee that
the normalised feature can only take values within a bounded region—(0,1) for the
peak detector. With the other methods described here, the normalised values can
still in principle take on any value.
Quantitative results
Fig. 5.3 and Fig. 5.4 shows box plots demonstrating the distribution of N(e) be-
tween seizure epochs (shaded) and non-seizure epochs (non-shaded) for three EEG
recordings from different subjects (marked using an asterisk * in Appendix A.2).
The boxes represent the 25th percentile (bottom line), median (middle line) and
75th percentile (top line) of the distribution with the maximum and minimum val-
ues also shown. The general trend for the feature (or normalised feature) is for
higher values in seizure epochs than non-seizure epochs.
Ideally, there should be no overlap between the normalised featureN(e) in seizure
and non-seizure epochs, allowing them to be completely separated for 100% classi-
fication accuracy. This is not possible for any of the plots, and instead a trade-off
between the sensitivity and specificity must be accepted. Two possible positions
for a fixed detection threshold determining this trade-off are shown in Fig. 5.3.
Firstly, the blue dotted detect line is drawn at the lowest percentile of the seizure
epochs across patients and indicates a threshold that would ensure that at least
75% sensitivity is achieved for all subjects. The red dashed reject line is drawn
at the highest percentile for the non-seizure epochs across patients and indicates a
threshold that would ensure that at least 75% specificity is achieved for all subjects.
Ideally the red reject line would be below the blue detect line showing that at least
75% can be achieved for both sensitivity and specificity.
This is only achieved in the median decaying memory in Fig. 5.3(b). This method
thus provides both normalisation and enhances the detection performance when
compared to just thresholding the raw feature. Whilst the other four methods
provide normalisation, the distance between the detect and reject lines overlap
more in these normalised features in comparison to line length. This indicates
that a worse trade-off between sensitivity and specificity will be obtained for the
other four normalisation methods when using any fixed threshold. Signal range
normalisation achieves the worst detection performance as shown by the largest
overlap between the detect and reject lines where choosing the reject line as the
fixed threshold would allow more than 50% of seizure epochs to be incorrectly
rejected in subjects 1 and 3, and almost 75% of seizure epochs will be incorrectly
rejected in subject 2. On the other hand, Fig. 5.4(c) also shows that choosing
the detect line as the fixed threshold would allow almost 50% of non-seizure epochs
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Figure 5.3.: Box plots showing the distribution of the feature and normalised features in seizure (shaded) and non-seizure (non-shaded) epochs from
three subjects. The blue dotted detect line and the red dashed reject line indicates a fixed detection threshold that could be used to
ensure that at least 75% sensitivity and 75% specificity is achieved respectively across all subjects. Asterisk (*) numbers indicate the
maximum or minimum value of the box plot where it cannot be drawn directly for scaling reasons.
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Figure 5.4.: Box plots showing the distribution of the normalised features in seizure (shaded) and non-seizure (non-shaded) epochs from three
subjects. The blue dotted detect line and the red dashed reject line indicates a fixed detection threshold that could be used to ensure
that at least 75% sensitivity and 75% specificity is achieved respectively across all subjects. Asterisk (*) numbers indicate the maximum
or minimum value of the box plot where it cannot be drawn directly for scaling reasons.
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across subjects 2 and 3 to be incorrectly detected and more than 50% of non-seizure
epochs from subject 1 to be incorrectly detected. Choosing any threshold between
these two lines would give trade-off points in between.
5.2.5. Discussion
Median decaying memory achieves the best performance amongst the five compared
normalisation methods as it provides both normalisation and aids the separation
of seizure and non-seizure epochs. It is noted, however, that although the median
decaying memory only needs 120 epochs for it to be calculable, the constant λ
in (5.2) controls how long previous values of z affect the current calculation. λ =
0.99923 corresponds to a memory half-life of longer than 30 minutes. Hence if z(1) is
set to an arbitrary constant, such as zero or one, there will be a long ramp-up phase
during which the estimate of background z will be significantly lower than the range
of feature values F . Hence depending on the choice of the initial value of z, it could
be several hours for z to reach a steady-state value. In this study z(1) = F (1) in
order to mitigate this issue but this could lead to significant bias in the background
estimate, especially if F (1) is an erroneous value. Hence optimal parameters and
initial conditions for median decaying memory should be investigated. The other
normalisation methods compared here do not include similar long transient effects:
they have a maximal 120 epoch transient response.
When only the effect of normalisation on feature emphasis during seizure is con-
sidered, it is possible to alter the normalisation methods to mitigate such effects
during the seizure itself (for example, N(e) reduction using mean memory towards
the end of seizure). Standard deviation memory does this by introducing a one
minute delay in feature values that are considered for estimating background. By
varying these memory factors, for example the delay could be made longer than
the duration of a typical seizure, it may be possible to postpone changes to the
normalisation factor z. The large amplitude changes during seizures would still af-
fect the selected normalisation but not during the seizure itself, potentially making
their impact less critical. Such changes to the memory of the normalisation method
are akin to investigating entirely different normalisation techniques and again it is
noted that it is not possible to consider all such possibilities in this preliminary
work. For example, it would also be of interest to investigate other normalisation
methods such as the envelope detector [8] and to assess the impact on non-linear
signal emphasis features such as those considered in [9].
Overall, the results here clearly indicate that choices are available with regards
to the normalisation utilised, but normalisation methods are not all equal. Most
seizure detection algorithms dedicate significant attention to the feature extraction
used (in this case, line length). For example they may consider multiple different
transforms or calculations (such as power, entropy and similar) as shown in Chap-
ter 4. The results here demonstrate that for optimal algorithm performance similar
attention needs to be given to the normalisation used within the algorithm.
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5.2.6. Summary
Normalisation is an essential tool for correcting broad level amplitude changes in
recorded signals, for example between different patients and over time in the same
patient, to allow patient independent classification. This study has systematically
investigated five previously reported normalisation techniques in terms of their
impact on the performance of a promising feature for online data selection. All five
methods provide signal normalisation, but the mean memory, standard deviation
memory, peak detector and signal range methods did this at the cost of reducing the
seizure detection performance. In contrast, the median decaying memory actually
improved the differentiation between seizure and non-seizure epochs.
It is thus clear that in addition to selecting suitable signal processing bases
for algorithm development, significant attention must also be given to selecting a
suitable signal normalisation basis. Preliminary directions for doing this have been
provided here, however further work is necessary to determine the effect on a wider
subset of normalisation techniques at different stages within the signal processing
chain.
5.3. Novel data selection algorithm for seizure
detection
5.3.1. Introduction
The best performing feature (line length) and normalisation method (median de-
caying memory) have been used as the basis for developing a new seizure detection
algorithm in Appendix E, and subsequently optimising its performance on the de-
velopment database in Appendix A.3. This development database is exclusive to
the test database considered until now. The final algorithm is described here in
Section 5.3.2.
In this section, the final algorithm is evaluated on the comprehensive test database
using additional performance metrics to those considered for algorithm develop-
ment in Appendix E. The performance analysis in this section is split into two
parts: across multiple thresholds and at a fixed threshold. In the former, the results
are discussed using the following metrics: event-sensitivity, epoch-sensitivity, speci-
ficity and area under the sensitivity-specificity curve. Details on the calculation of
each metric can be found in Section 4.2.3. In the second part, a fixed threshold is
selected for evaluation of algorithm performance between different records present
in the test database. As a fixed threshold would be selected when the algorithm
is implemented in hardware, the latter section demonstrates the true utility of the
algorithm for data reduction and potentially reducing EEG analysis time for the
neurologist.
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5.3.2. Proposed algorithm
The proposed multi-channel seizure detection algorithm is illustrated in Fig. 5.6.
The algorithm contains two parts: channel specific processing and collating in-
formation across channels. The channel-specific algorithm is identical across all
channels and contains a first order high pass filter with a cut-off frequency of
0.16 Hz, followed by a Bessel 3rd order low pass filter with a cut-off frequency of
10 Hz with the following transfer function:
H(s) =
1
4.03 × 10−6s3 + 6.16 × 10−4s2 + 3.93× 10−2s+ 1 (5.7)
The magnitude and phase response of the third order Bessel filter is shown in
Fig. 5.5. It highlights the linear phase characteristic of the filter from 0 Hz to the
cut-off frequency of 10 Hz.
The resulting time domain signal is then down-sampled to 20 Hz and split into d s
non-overlapping epochs, each indexed by e. Next, line length is calculated within
each epoch as given in (5.1) and the calculated feature is then used to estimate a
normalisation parameter z(e) as
z(e) =(1− λ)median{L(e− 1) · · ·L(e−B)}+ λz(e− 1) (5.8)
where B is the number of epochs preceding the current epoch that is used to
estimate background activity and λ is a decay constant.
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Figure 5.5.: Bode plot of third order Bessel filter with 10 Hz cut-off frequency
showing the magnitude response (top) and linear phase characteristics
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Here, B is set to (120/d)−2 such that the background estimate z(e) has reached
a steady state within 120 s (2 minutes). The maximum transient or ramp-up time
of the background estimate has been selected as 2 minutes to ensure that z(e)
has reached steady-state when analysing seizures and in the test database, several
recordings have a seizure commencing 2 minutes from the start of the recording.
Furthermore, the transient time should be selected to be less than the time taken for
an EEG technician to setup a typical EEG system. The normalisation parameters
selected for this simulation have been discussed in more detail later on.
Line length is then divided by the normalisation parameter to restrict the range
of values prior to applying a fixed threshold β. If the normalised feature N(e)
exceeds the threshold, then a flag is set to one. If not, the flag is set to zero. The
channel-specific processing has now ended and information in the same epoch but
across all n-channels can be analysed. The flags across n-channels are summed and
compared to γ (the minimum number of channels required for a seizure detection)
to see how many channels have detected the presence of abnormal activity within
the same epoch. If the sum of flags C(e) exceeds the pre-selected minimum number
of channels, then it is considered a candidate seizure detection and the number of
subsequent detection SD is incremented. If not, then there is no detection and there
are no subsequent detections SD, so SD is reset to zero. If there is a detection,
then the incremented value of SD is compared to a pre-selected minimum number
of subsequent detections δ. If it exceeds δ, then the buffered EEG data is selected
for transmission.
The duration of raw EEG data stored in the buffer D is given by
D = dnpDδ (5.9)
where the symbols have their usual meaning and pD is the pre-detection duration,
in other words, a short duration of data prior to the current epoch that has been
buffered and will be transmitted if the current epoch is detected.
The pre-detection duration pD is useful,
• if a detection occurs at the start of the seizure – the pre-detection buffer of
data will contain pre-ictal data that would be useful in diagnosis.
• if a detection occurs within or at the end of a seizure – this buffered data
would compensate for gaps between correct seizure detections.
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Figure 5.6.: Proposed multi-channel seizure detection algorithm.
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Normalisation parameters
For the initial simulation, the above described algorithm is characterised for epoch
duration d = 1 s, 2 s, 5 s and 10 s. The normalisation in (5.8) is carried out
in two stages – the first transient phase is where the normalisation ramps-up to
reach a steady-state value of the background estimate z(e), whence begins the
second phase. The initial transient state which lasts 2 minutes uses: z(1) = 0 and
λ = 0.92 for 1 or 2 s epochs. For 5 s and 10 s epochs, λ is set to 0.8 and 0.6
respectively. The different simulation values for λ is to ensure that z(e) reaches
the same range of values as F (e) within the 2 minute transient time. The choice of
these parameters is explained in detail in Appendix E.2. In steady-state, λ = 0.99
for all epoch durations.
Other algorithm parameters
The threshold β is varied from 0 to 20 to obtain a range of sensitivity and specificity
values.
The minimum number of channels γ is set to 4 out of a maximum of 16 channels
across all records in the test database. The optimum number of channels in the
training database (see Appendix E.3.3) was 6 out of mostly 23 channel recordings.
Hence the number of channels was scaled to match the test database. Further-
more, the performance of the algorithm did not change significantly on the training
database when γ was varied from 3 to 8 channels, and thus γ = 4 is considered a
reasonable choice for characterising algorithm performance. Ideally the number of
channels should be selected by the EEG technician when placing the electrodes on
the patient, as the minimum number of channels required for a correct detection
would be biased by the location of the channels and the type of epilepsy, such
as focal versus generalised epilepsy. For example, if the patient suffers from focal
epilepsy then γ will be decreased for channels that are sparsely distributed across
the scalp. However if more channels were placed near the epileptic region of the
brain then γ should be high.
The number of subsequent detections required for a candidate seizure detection
δ is set to 4 (the optimal value from the training database in Appendix E.3.4). The
pre-detection duration pD is chosen to be 5 s for the initial simulation. Different
values for the pre-detection duration will be simulated later on, to select an optimal
value.
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5.3.3. Results at multiple thresholds
Performance variation with epoch duration
The event based sensitivity-specificity curves and epoch based sensitivity-specificity
curves for the four pre-selected epoch durations have been plotted in Fig. 5.7. The
area under these curves are listed in Table 5.1. In the event-sensitivity curves in
Fig. 5.7, all except 10 s epoch duration achieve about 80% event sensitivity for
more than 95% specificity. For 80% epoch-sensitivity, only 60-70% specificity is
achieved across all epoch durations. This difference can also been seen in the area
under the sensitivity-specificity curves in Table 5.1 where the epoch based AUC is
consistently less than the event based AUC. This effect was expected as it is harder
to detect all epochs within every seizure (as measured using epoch-sensitivity) than
detecting a single epoch within all seizures (as measured using event-sensitivity).
Table 5.1 also shows that event-sensitivity constantly decreases for longer dura-
tion epochs. This is because longer sections of data should be detected when using
longer epochs which is intuitively harder than detecting short explicit sections of
seizure data. In contrast, an increase in epoch duration from 1 s to 5 s improves
epoch-sensitivity. However AUC for the epoch-based metric reduced to its lowest
value for the longest epoch duration. The increase in epoch-sensitivity from 1 s to
5 s epochs is because single epoch detections now correspond to a higher percent-
age of the seizure duration. When the epoch duration is increased further, explicit
short seizure sections that may have been detected using smaller epochs are now
averaged-out by data on either side of the explicit section, decreasing the number
of correct detections made by the algorithm and thus the sensitivity.
Table 5.1.: Algorithm performance across different epoch durations
Epoch Area under the curve (AUC)
duration (s) Event-based Epoch-based
1 0.96 0.82
2 0.96 0.84
5 0.93 0.84
10 0.90 0.81
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Figure 5.7.: a)Event-sensitivity and b)epoch-sensitivity plotted against specificity at different thresholds and across multiple epoch durations.
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Performance variation with detection duration
The area under the sensitivity-specificity curves for event-sensitivity and epoch-
sensitivity for a change in the number of subsequent detections required δ is shown
in Fig. 5.8. The number of subsequent detections is increased from 1 to 10 and
the effect on the AUC is plotted. For event-sensitivity, there is a general trend for
AUC to decrease when the number of subsequent detections is increased and this
is prominent for 5 s and 10 s epochs. The maximum AUC of 0.97 is reached by 1 s
epoch when δ = 5, furthermore shorter duration epochs perform better than the
longer (d=5 or 10 s) epochs which is consistent with the results shown in Table 5.1.
Meanwhile AUC calculated for epoch-sensitivity increased when the epoch du-
ration was increased from 1 s to 5 s. The 10 s epoch shows an increase in AUC
with a peak at δ = 3 after which AUC continues to drop. Maximum area of 0.85
is achieved by 2 s epochs when δ is set to any value between 5 and 8, or for 5 s
epochs when δ = 7.
It is interesting to note that even when the duration selected for transmission
is kept constant, there is a difference in algorithm performance. Ignoring the pre-
detection duration, a 10 s duration of data will be transmitted if one 10 s epoch or
five 2 s epochs or two 5 s epochs are detected, however the AUC (event-sensitivity)
will be 0.94, 0.95 and 0.96 respectively while the area under epoch-sensitivity-
specificity curve will be 0.8, 0.83 or 0.85 respectively.
So far, only the effect on the seizure detection performance when the epoch dura-
tion and/or subsequent detection collar are changed, has been discussed. However
it is important to remember that long epoch duration and/or long detection collars
would require long duration buffer to store the raw EEG data for transmission,
should a detection occur. This would intrinsically require higher power consump-
tion than shorter duration buffers and introduce additional delays in detecting an
event. Based on these factors, the 2 s epoch duration with 5 subsequent detections,
to give a total of 10 s per detection has been selected to maximise AUC(epoch-
based) whilst keeping buffer duration to a minimum.
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Figure 5.8.: Effect of changing the detection duration on the area under the curve calculated using metrics a) event-sensitivity and b) epoch-
sensitivity.
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Performance variation with pre-detection duration
The final parameter to be selected is the pre-detection duration pD. The area
under event and epoch-sensitivity curves have been listed in Table 5.2 for varying
pre-detection duration from 0 s to 20 s in steps of 5 s. Table 5.2 shows a significant
increase in epoch-sensitivity AUC for an increase in pre-detection duration, while
event-sensitivity AUC marginally decreases. The increase in epoch-sensitivity is
expected as any detection within a seizure will now have a longer duration, and
thus calculating the percentage of seizure duration detected (via epoch-sensitivity)
will undoubtedly increase with an increase in pre-detection duration. On the other
hand, the specificity has been calculated here using the percentage duration of
background data incorrectly selected for transmission. Hence the specificity would
reduce for an increase in pD. If the absolute number of correct detections had
been considered for the specificity calculation, then the specificity would remain
constant. Thus the specificity of the algorithm reduces, while epoch-sensitivity
increases and event-sensitivity remains constant. This leads to a significant increase
in the AUC for epoch-sensitivity (as the increase in epoch-sensitivity outweighs the
reduction in specificity) and a marginal reduction in AUC calculated using event-
sensitivity.
The maximum AUC(epoch-sensitivity) is achieved for pre-detection duration in
excess of 10 s. Thus in the interest of minimising buffer duration whilst maximising
seizure detection performance, pre-detection duration of 10 s is used hereon.
Table 5.2.: Algorithm performance across different pre-detection durations
Pre-detection Area under the curve (AUC)
duration (s) Event-based Epoch-based
0 0.97 0.80
5 0.96 0.85
10 0.96 0.88
15 0.95 0.88
20 0.95 0.88
Final performance
The performance of the algorithm for optimum parameters (γ=4 channels; sub-
sequent detections δ=5 ; pre-detection duration pD=10 s; epoch duration d=2 s)
is shown in Fig. 5.9. The algorithm achieves 78.69% specificity for 80.1% epoch-
sensitivity and 94.12% event-sensitivity. In other words, 32 out of 34 seizure events
have been correctly detected with about 80% of the total seizure duration being
selected for transmission in addition to about 21% of background data.
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Figure 5.9.: Final performance of the seizure detection algorithm in terms of event
and epoch-sensitivity and specificity.
5.3.4. Results at a fixed threshold
The performance of the algorithm has so far been quantified for a range of thresh-
olds. Ideally, a neurologist or EEG technician would select a fixed threshold
based on the required sensitivity or specificity. For analysis, a fixed threshold
has been selected here. The threshold that achieves 80.1% epoch-sensitivity is se-
lected (β = 1.27) and it gives specificity=78.69% and event-sensitivity=94.12%.
At this threshold, the distribution of specificity across 181 records and sensitivity
across the 34 records that contain seizure events have been plotted in Fig. 5.10.
Impact on system power consumption
The specificity of the algorithm across 181 records is approximately normally dis-
tributed with 78.69% mean specificity and a standard deviation of 9.6% and median
of 80.1%. Only two records have a specificity below 50% and only 1 record has speci-
ficity above 95%. Thus in terms of data reduction, about 10-30% of background
data would be selected for transmission in the majority of recordings. Hence the
wireless transmitter would be turned off 70-90% of the time which would translate
to a reduction of 70-90% in transmission power consumption. Thus an overall power
saving can be achieved if the power reduction in wireless transmission exceeds the
power consumption of the hardware implementation of the proposed algorithm.
When analysing the impact of the algorithm on the system power consumption,
the sensitivity of the algorithm towards detecting seizures has not been considered
because only 34 out of 181 records in the test database contain seizures. Hence in
most records, the sensitivity metric is irrelevant. Even in the 34 seizure recordings,
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Figure 5.10.: Variation in a) sensitivity across 34 records in the test database at threshold β = 1.27. It shows sensitivity with mean 80.1%, median of
91.7% and standard deviation of 27.8%. b) specificity across all 181 records with specificity of 78.69%, median of 80.1% and standard
deviation of 9.6%
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the duration of background EEG significantly exceeds the total duration of seizures
and thus specificity is also important in these records. This imbalance in seizure
and non-seizure data is required to model a realistic monitoring session where only
patients with rare epileptic events would be selected for long-term monitoring using
portable EEG systems. Thus the majority of the recording duration would indeed
be background data.
Utility to neurologists
Whilst data reduction is important for miniaturisation of the wireless EEG system,
data reduction can only be achieved as a trade-off of the sensitivity of detecting
epileptic events. Hence the variation in sensitivity across records containing seizures
is plotted in Fig. 5.10 at the same threshold as the distribution of specificity values
considered above. The algorithm achieves a mean epoch-sensitivity of 80.1% (stan-
dard deviation of 27.8% and median of 91.7%). Of the 34 events, 13 seizures have
been completely detected and 27 seizures have more then 70% of their duration
marked for transmission. A further 2 out of 34 seizures have less than 50% of their
duration transmitted and only two seizures have not been detected.
To understand the trade-off between sensitivity and specificity in records con-
taining events, the sensitivity and specificity achieved in each recording has been
plotted in Fig. 5.11. It shows that records with high sensitivity also achieve high
specificity. Only one record has specificity less than 30% but achieves 100% sen-
sitivity. All other records attain more than 50% specificity. This is a good result
as it shows that the algorithm is selective towards seizure sections in records that
contains seizures and is thus well-designed for its purpose.
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Figure 5.11.: Plot of epoch-sensitivity and specificity of all records containing
events.
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As the data selection algorithm selects short sections of EEG data for analysis
and subsequently wireless transmission and recording, the pattern of detections
within each seizure at the same threshold is also important. This has been plotted in
Fig. 5.12. The start and end of each epileptic seizure has been marked by a medical
expert and the expert marked duration has been plotted on the x-axis against an
index to refer to each seizure. The shaded sections within the expert marked seizure
duration are epochs that have been correctly detected by the algorithm.
In Fig. 5.12, a higher percentage of the seizure has been detected amongst short
seizures (duration less than 150 s). Seizure termination has been clearly detected in
26 out of 34 seizures and only 19 records have detected seizure onset (time = 0 s).
The inability of automated algorithms to accurately detect seizure onset is a well-
known problem and mirrors the inconsistency between medical practitioners at
marking seizure onset. Fig. 5.12 also allows us to visualise the effect of the pre-
detection buffer in remediating the problem with seizure onset detection. In 21
records, the pre-detection buffer attempts to capture the start of the epileptic
seizure that has not been detected by the algorithm. In every detected seizure,
the pre-detection buffer covers gaps between correct seizure detections that would
otherwise have been rejected as background.
Aside from the pattern of seizure detections, the duration of background data
incorrectly detected is also of interest to neurologist as it corresponds to the time
spent reviewing data sections that are not necessary for diagnosis. Typically a
neurologist or EEG technician takes 2 hours to analyze 24 hours of EEG record-
ings [10]. Hence a reduction in the amount of background data recorded by about
79% would reduce the time taken for the neurologist to review the data by approx-
imately 79%. This assumes that the duration of seizures recorded for later analysis
by the neurologist is insignificant in comparison to the duration of background
data, which is a valid assumption for this test database. Whilst the analysis time
has been reduced to a fifth of the time taken to analyse the continuous recording,
the algorithm only misses 2 seizures and captures 80% of the seizure data required
for analysis.
5.3.5. Summary
A new data selection algorithm has been been proposed for detecting epileptic
seizures and rejecting background EEG. The proposed algorithm achieved 80.1%
epoch-sensitivity, 94.12% event-sensitivity and 78.69% specificity. Utilising this
algorithm in a portable EEG system would enable 94% of seizures to be detected
with about 80% of their duration selected for transmission and later analysis by a
medical professional. Meanwhile only 21% of background data will be recorded for
analysis which would in turn reduce the time taken by neurologists to analyse this
discontinuous recording, to about a fifth of the time taken to analyse the entire
continuous recording. In terms of power consumption, the algorithm would allow
the wireless transmitter to be turned off approximately 80% of the time and thus
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Figure 5.12.: Pattern of detections made by the algorithm across all 34 seizures at threshold β = 1.27. The blue shaded regions are correctly detected
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reduce its power consumption to about a fifth.
It may be possible to achieve higher sensitivity and data reduction by introducing
further complexity to the data selection algorithm. However the algorithm should
be first implemented on suitable low power hardware to characterise its power
consumption prior to adding further complexity.
5.4. Low power implementation of the proposed
algorithm
The hardware implementation of the algorithm presented in this section is work
done by a colleague at Imperial College London. It was implemented on Texas
Instrument’s ultra low power MSP430F5438A micro-controller (MCU) since it is a
popular choice for low power wearable sensors [11, 12]. The micro-controller has
16kB RAM, 16-bit reduced-instruction-set-computing (RISC) CPU, 16-bit registers
and a 32-bit hardware multiplier. It can operate at low supply voltages of 1.8-3.6V
drawing only 30 µA in stand-by mode at 16MHz clock frequency.
The seizure detection algorithm was adapted for the MCU implementation from
the original Matlab design. Some specific comments on the changes to the seizure
detection algorithm are given below.
Reduced precision
The 64-bit floating point representation used for all calculations within the algo-
rithm inMatlab is now carried out in 16-bit fixed point format in the MCU. There
are two exceptions to this: filters coefficients were represented as 32-bit fixed point
numbers and will be discussed in more detail below. The EEG data has been sam-
pled at 200 Hz and fed into the microcontroller in 12-bit fixed point format to avoid
errors caused by overflows in 16-bit calculations, if the data was also represented
in the same format. However the raw EEG data buffered for transmission has been
represented as 16-bit fixed point numbers since there are no calculations performed
on this data.
Fixed point calculations were selected as a means to reduce the number of clock
cycles required for each computation and thus reduce the power consumption of the
hardware implementation. However this change in format gives rise to quantisation
errors which could affect the seizure detection performance of the algorithm and
this will be evaluated later on.
Filter conversion
Analogue high pass and low pass filters used in the algorithm in Fig. 5.6 have been
converted to their digital equivalent Infinite Impulse Response (IIR) filters using
the bilinear transformation. The bilinear transformation sets the s parameters of
the analogue filter to 2fs
z−1
z+1 , where fs is the sampling frequency, to calculate the
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coefficients of the equivalent digital IIR filter. The resulting first order high pass
filter has the following difference equation for an input EEG signal x[k]:
u[k] = 0.9975x[k] − 0.9975x[k − 1] + 0.995u[k − 1] (5.10)
and the third order low pass filter has been divided into a first order filter concate-
nated with a second order filter with the following transfer functions:
v[k] = 0.1u[k] + 0.1u[k − 1] + 0.7423v[k − 1] (5.11)
w[k] = 0.1v[k] + 0.1999v[k − 1] + 0.0999v[k − 2] + 1.5452w[k − 1]
−0.6283w[k − 2] (5.12)
and the output of the filters w[k] is multiplied by a constant gain of 0.2679.
Memory constraints
There are two forms of memory available on the MSP430 development board:
16kB RAM and 256kB flash memory. To minimise delay and power consumption
in calculations, only RAM is utilised for buffering raw EEG data and storing and
retrieving temporary variables generated during processing. This limits the max-
imum amount of raw EEG data that can be buffered at any one time to about
10kB. For 16-bit EEG data at 200 Hz, it can store about 24 s of data across a
single channel. Most ambulatory EEG systems use 12 to 16 channels and hence
a 12 channel implementation was selected with only 2 s of data per channel (2 s
epochs) available for processing at any one time.
Going back to Fig. 5.6, the buffered EEG has a duration of 2 s across 12 channels
with no pre-detection data stored. The minimum number of subsequent detections
δ is set to one, or in other words, no subsequent detection is required for transmis-
sion.
These changes to algorithm parameters from 2 s epoch, 5 subsequent detections
and 10 s pre-detection duration for the proposed algorithm to the limited mem-
ory implementation parameters listed here would undoubtedly have a substantial
impact on the sensitivity and specificity of the algorithm, so this will be discussed
next. Furthermore the algorithm in Fig. 5.6 was evaluated across 16 channel data
while the current MCU implementation is limited to 12 channel data.
Results on detection accuracy and power consumption
The seizure detection algorithm was simulated on the test database in Appendix
A.2 usingMatlab 64-bit floating point calculations for the same simulation param-
eters as the MCU implementation but using analogue filters. Only the following 12
channels were simulated from the test database: C3, C4, CZ, F3, F4, FZ, O1, O2,
T3, T4, T5 and T6. The minimum number of channels detected γ was selected as 4
however this parameter does not affect the power consumption and can be changed
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to optimise detection performance. The results obtained by theMatlab and MCU
implementations are shown in Fig. 5.13. The results of the MCU implementation
were also simulated in Matlab but using the correct fixed point representation at
each stage of the algorithm and the digital filters described above. Fig. 5.13 shows
that there is an insignificant difference in the overall performance of the algorithm
even though the MCU implementation has reduced precision and digital IIR filters
have been used as opposed to analogue filters in the Matlab model.
When comparing the performance of the proposed algorithm in Fig. 5.9 to the
results of the MCU implementation, the performance of epoch-sensitivity in the
latter has drastically reduced. This is due to the removal of the subsequent de-
tection collar and the pre-detection duration buffer. In the MCU implementation,
94.12% event-sensitivity is achieved for 55.16% epoch-sensitivity and 89.19% speci-
ficity, while the proposed algorithm in Fig. 5.9 achieves the same event-sensitivity
for 80.1% epoch-sensitivity and 78.69% specificity.
The microcontroller implementation also allows us to measure the power con-
sumption of the algorithm. The microcontroller operates in active mode drawing
230 µA of current for only 20% of the time and the remaining duration is spent
on low power stand-by mode drawing 30 µA. Thus the worst-case average current
drawn is 70 µA per channel of EEG data from the 2V power supply. Hence the
single channel algorithm has a power consumption of 140 µW per channel and the
12-channel seizure detector would require 1.7 mW.
Implementation of a wireless seizure detector
To understand the utility of the data selection algorithm to detect seizures, the
power consumption for continuous wireless transmission and discontinuous wireless
transmission using the data selection algorithm were measured. For this purpose,
the ultra-low power Nordic Semiconductor nRF2401+ transceiver was setup by
a colleague at Imperial College, with transmit power of 0dBm (highest available
transmit power for this transmitter) and over-the-air data rate of 2Mbps. The
Nordic Shockburst protocol was then used for transmission and had 32B payload
on each transmit cycle. Encryption was not carried out on the data transmitted.
A receiver was setup to cross-check the data transmitted with the data received to
ensure that the transmitter was setup correctly.
For continuous wireless transmission of 200 Hz 16-bit fixed point single channel
EEG without the data selection algorithm, the transmitter consumed 65 µA from a
2V supply which corresponds to 130 µW per channel. This is similar to the power
consumption of the wireless transmitter estimated at 120 µW per channel without
transmission overheads in Section 2.4.3. When the data selection algorithm was
turned on, the power consumption of the wireless transmitter fell to 14 µW. The
combined power consumption of the algorithm and wireless transmitter is thus
154 µW per channel, or 1.85 mW for the 12-channel system.
The dimensions of this wireless seizure detector are shown in Fig. 5.14. It shows
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Figure 5.13.: Sensitivity-specificity plot of algorithm performance on 64-bit floating point Matlab and 16-bit fixed point MCU using a) event-
sensitivity and b) epoch-sensitivity.
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Figure 5.14.: Core components of a 12-channel wireless seizure detector illustrating
the dimensions of the required 14 electrodes, microcontroller, wireless
transmitter, battery and a penny for scale.
the 14 electrodes necessary for the 12-channel system (12 sensors, 1 reference and
1 ground), MSP430 microcontroller, Nordic transmitter development board and a
single lithium coin cell battery (Renata CR2430) from which this 12-channel sys-
tem could operate for over 19 days. It should be noted that these figures do not
include the power consumption of the input amplifier, ADC and other required cir-
cuitry (such as a voltage regulator) which would undoubtedly reduce the calculated
monitoring time.
5.5. Literature review of low power seizure detection
algorithms
A review on previously published low power seizure detection algorithms was car-
ried out by searching ”IEEExplore” for the articles published between 2001 and
2011 with the following terms in the title of the document: ”seizure” OR ”ictal”
OR ”EEG” OR ”electroencephalography” OR ”electroencephalogram”. A more
limited search was carried out on ”Sciencedirect” for articles published between
2001 and 2011 with the following terms in the title of the document: ”seizure”
AND ”power”, ”EEG” AND ”power”, ”EEG” AND ”seizure”. The returned arti-
cles were screened to remove all publications that were tested only on a computer
or only parts of the algorithm were implemented in any hardware other than a com-
puter. Algorithms that were not tested on adult human data were also discarded
but articles that did not mention the type of data set were not removed. Finally,
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algorithms that have been developed for another variant of seizure detection – such
as prediction, warning, onset or termination – were also discarded. The remaining
algorithms have been developed for either data selection or their application is un-
specified. These publications were not screened to remove algorithms developed for
invasive monitoring as this is the most common form of low power seizure detection
algorithms and would provide a good basis to compare this work.
The remaining articles are listed in Table 5.3 in addition to the performance
achieved by the proposed algorithm. At first glance it is obvious that only [15] has
been evaluated on non-invasive EEG. The seizure detection performance achieved
in this study is significantly better than the proposed method but at the cost of very
high power consumption due to the use of an artificial neural network classifier, in
what appears to be a single-channel algorithm. The database used to evaluate the
performance of this algorithm is also very limited and may not be representative
of the algorithm’s performance on new data, for example when monitoring on a
new patient. The non-invasive data used in [15] did not contain seizures within its
100 single channel 23.6 s sections obtained from 5 individuals. Seizures are present
in the invasive data which has the same duration as the non-invasive data present
in the combined database.
In Table 5.3, [16] does not provide any information on the human data used for
testing the algorithm but it is most-likely invasive data for two reasons: low power
seizure detection algorithms are more common in invasive data and this publication
also evaluates the performance of the algorithm on invasive animal recordings where
the latter is often used as a model of invasive human EEG. The algorithm imple-
mentation on digital ASIC achieves extremely low power consumption of 1.1 µW
per channel with detection performance of 70% true positive rate (TPR) and 0.67
false positives per hour. While TPR appears to be the same as event-sensitivity, it
has not been defined in this work. The duration of each false positive is also unre-
ported and hence cannot be compared with the proposed algorithm (see Appendix
C.3 for more details on the effect of detection duration on false positive rate).
The remaining two algorithms [13] and [14] have been tested on invasive EEG
data. Invasive recordings do not contain artefacts which would typically lead to
false detections in non-invasive monitoring. Hence the performance of these algo-
rithms can be expected to be worse for non-invasive EEG monitoring. [13] achieves
very low power consumption on the digital signal processor (DSP) and digital ASIC
implementations at the cost of low specificity. The type of sensitivity in [13] has
not been specified and is thus most likely event-sensitivity. If so, the seizure detec-
tion performance of this algorithm is worse than the proposed algorithm but the
power consumption is significantly better. On the other hand, the hardware imple-
mentation of [14] has a significantly higher power consumption than the proposed
algorithm but it achieves better seizure detection performance.
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Table 5.3.: Performance comparison with published seizure detection algorithms
Reference Year Database Performance Power consumption Hardware architecture
[13] 2009 Invasive adult Sensitivity = 90.4% Specificity = 55.4% 20.2 µW per channel DSP
Sensitivity = 91.5% Specificity = 50.5% 2.7 µW per channel digital ASIC
[14] 2010 Invasive adult AUC(epoch) = 0.94 300 mW minimum Blackfin DSP
[15] 2010 Invasive and Sensitivity > 98% Specificity > 97% 1.62 – 4.3mW for Field Progammable Gate
Non-invasive different optimizations Array (FPGA)
[16] 2011 - TPR = 70% FPR = 0.67/hr 1.1 µW per channel digital ASIC
Proposed 2012 Non-invasive adult Event-sensitivity = 94.12% 140 µW per channel TI’s MSP430F5438A
method Epoch-sensitivity = 55.16% Specificity=89.19% MCU
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Overall, the proposed method is the first complete algorithm implementation
to be reported for seizure detection on non-invasive scalp EEG of adult patients.
Non-invasive adult EEG is the most common form of monitoring since invasive
recordings are only carried out prior to resection surgery. However when considering
non-invasive data, complete algorithm implementations have been reported but
have traded-off seizure detection performance for lower power consumption [13, 16]
or traded-off power consumption for better seizure detection [15, 14]. None of these
systems can be directly compared with the proposed work since their performance
has been evaluated on invasive data (or unknown) and there is no clear definition
of the performance metrics (especially sensitivity) to directly compare with this
work.
5.6. Discussion
The proposed data selection algorithm has been implemented on a commercially
available low power microcontroller TI’s MSP430F5438A with a power consump-
tion of 140 µW per channel in a 12-channel system. This power consumption is
undoubtedly higher than continuous wireless transmission which was measured at
130 µW per channel. In the data selection approach, 94.12% of seizures were de-
tected with 55.16% of the duration selected for transmission and a reduction in
transmission power by 89.19% to 14 µW per channel. The overall power consump-
tion of the wireless seizure detector has thus increased to 154 µW per channel as
opposed to 130 µW per channel for continuous wireless transmission.
This does not mean that the development of the data selection algorithm has been
futile. The measured power consumption of wireless transmission did not account
for the power consumption of encrypting the data prior to transmission, which is
an essential requirement for wireless medical systems. The power consumption of
encryption would also increase with the amount of data encrypted/transmitted and
hence data reduction would be useful to reduce this power consumption as well.
Furthermore, in truly wearable systems the wireless receiver and storage device
could also be miniaturised to allow patients to leave the remit of their home/work
during monitoring. In such systems, the power consumption of the wireless receiver
would be similar to that of the transmitter. Thus data reduction could allow us
to duty-cycle the wireless receiver to reduce its power consumption. The same
principle applies to data storage where lesser data that has to be written to non-
volatile memory would mean lower power consumption for writing to memory.
Hence the data reduction of the algorithm would significantly reduce the power
consumption of a portable wireless receiver and data storage unit as well.
Additionally, the adapted seizure detection algorithm reduces the time taken
by the neurologist to review the data by about 90% which would not be possi-
ble with continuous transmission. Furthermore, the measured power consumption
of the seizure detection algorithm is hardware-dependant. Hence an alternative
hardware architecture could be selected for implementation but it should be noted
155
that the selected hardware may also require adaptation/approximation of the al-
gorithm. The most promising option would be a custom analogue, digital or mixed
signal ASIC design of the algorithm, since similar signal processing methods for
seizure onset detection have been previously implemented in such ASICs within
the nano-Watt range [17, 18]. Alternatively, a commercially available low power
DSP implementation of the algorithm is also expected to reduce the algorithm’s
power consumption [13] and would have a quicker turn-around time than custom
ASIC design.
5.7. Summary
A novel data selection algorithm to detect seizures in adult scalp EEG is presented
here. The proposed algorithm detects 94% of seizure events and selects 80% of
their duration for transmission whilst reducing the amount of background data
transmitted to 21%. An adaptation of this algorithm was implemented on a low
power microcontroller and requires 1.7 mW for a 12-channel system. This hardware
implementation was able to detect 94% of seizure selecting only 55% of their dura-
tion for transmission whilst reducing the amount of background data transmitted
to 11%. To the author’s knowledge, this is the first complete low power hardware
implementation of an algorithm for seizure detection in non-invasive EEG of adult
patients.
Although the seizure detection performance and power consumption measured
on the microcontroller is competitive to previous work on invasive EEG based
seizure detection, the power consumption of the algorithm could be further reduced
through custom analogue, digital or mixed signal ASIC design of the algorithm in
the future.
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6. Conclusions
6.1. Contributions
This thesis presents two new data selection algorithms for long-term monitoring
of epileptic patients using miniaturised portable wireless EEG systems. Present
portable EEG systems are too heavy and bulky to be comfortable and aesthetic
for patients to carry around when undergoing monitoring for days, weeks or even
months. Previous work has demonstrated that the weight and volume of these
systems are dominated by the battery which is, in turn, determined by the power
consumption and required monitoring time of the wearable system. Hence reducing
the power consumption of the system would allow the use of physically unobtrusive
batteries or increase the monitoring time from the same battery. For this, a data
selection algorithm could be integrated on to the wearable sensor to reduce the
amount of data selected for transmission and proportionately reduce the power
consumption of the wireless transmitter where the latter dominates the overall
system power consumption.
Chapter 2 reviews the utility and specifications of the miniaturised portable EEG
system for long-term monitoring of epileptic patients. In addition to being comfort-
able and aesthetic, such systems could be designed to aid epilepsy diagnosis. The
data selection algorithm could select sections of EEG that are relevant for diagno-
sis, such as seizures and spikes. This would provide diagnostic decision support by
recording only the data sections selected by the algorithm for later review by the
neurologist, and thus reducing the time taken by the neurologist to review these
discontinuous recordings. This would reduce the doctor’s workload whilst retaining
their role in the diagnosis of the patient. The data selection algorithm designed
for detecting seizures and spikes does not need to be 100% accurate but has to
maximise the detection of epileptiform activity and minimise incorrect detection
of background data in order to be useful to the neurologist whilst reducing the
system power consumption through data reduction. The data selection algorithm
would only be useful in reducing the overall power consumption of the wearable
system, if the power consumed by the hardware implementation of the algorithm
is less than the power saving from reduced wireless transmission (where continuous
wireless transmission would require about 120 µW per EEG channel).
Based on these specifications, Chapter 3 presents a new data selection algorithm
for spike detection. The proposed algorithm is based on phase congruency which
has been modified here to correct for noise in the EEG caused by cranio-facial mus-
cle activity. This modified phase congruency algorithm detects 80% of spikes and
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achieves 50% data reduction which is comparable to the state-of-the-art algorithm
for spike detection in low power wearable systems. The proposed algorithm has
also been shown to be suitable for implementation within the power budget of the
miniaturised wireless EEG system. The proposed modification to the phase con-
gruency feature also improved the spike detection performance of the algorithm in
comparison to two other phase congruency calculations (traditional and denoised
phase congruency). This chapter also proposes a new methodology for incorpo-
rating performance variability in the evaluation of two algorithms tested on the
same database at a fixed threshold. The method calculates the error in detection
performance and applies the Wilcoxon matched pairs test on this record-specific
detection error to determine the probability of one algorithm outperforming the
other. In contrast to generally reported average figures of algorithm performance,
this method removes performance variation arising from data-specific sources such
as, EMG artefacts or electrode impedance.
Chapter 4 and Chapter 5 focus on developing and evaluating a new data se-
lection algorithm for seizure detection. Chapter 4 describes the requirements for
the data selection algorithm and based on this, selects pertinent performance met-
rics to evaluate the utility of an algorithm for online data selection. Using these
application-specific performance metrics, it has been demonstrated that only 4 pre-
viously published seizure detection algorithms have been developed for the same
application and none of these algorithms are suitable for the wearable EEG sys-
tem. Thus a new algorithm must be developed to meet the specifications of the
wearable EEG system. For this, 65 features characteristic of epileptic seizures have
been evaluated using the selected performance metrics for their ability to discrim-
inate seizure from normal EEG with minimal computational complexity. To the
author’s knowledge, this is the largest systematic study of characteristic features
for seizure detection. The results of this study showed that line length achieved
the best performance of 54% data reduction whilst detecting all seizures and 80%
of their total duration with minimal computation complexity.
Chapter 5 discusses the next stage of the seizure detection algorithm, post-
processing. More specifically, this chapter investigates the effect of normalisation
over time on the seizure detection performance of the algorithm. Normalisation
over time is used to correct for broad-level changes in amplitude of the EEG sig-
nal over time and across patients. As some seizures are also associated with large
deviation in amplitude, a good normalisation method should not affect the em-
phasis of seizures achieved by the feature (in this case, line length). This is the
first study on the effect of normalisation techniques on seizure detection perfor-
mance and establishes a new analysis framework for qualitative and quantitative
evaluation of normalisation techniques. The results of evaluating 5 normalisation
methods showed that applying a median decaying memory to the line length fea-
ture to normalise the feature itself could correct for broad-level amplitude changes
whilst improving the distinction between seizure and normal EEG. Hence, the best
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performing feature (line length) and normalisation (median decaying memory) are
used as the basis to develop a new data selection algorithm for seizure detection.
The new algorithm detects 94% of seizures and 80% of their total duration with
79% data reduction. An adaptation of this algorithm was then implemented on a
low-power microcontroller by a colleague and the combined power consumption of
the algorithm and wireless transmission was 154 µW per channel. Although the
power consumption is higher than the initial power budget of 120 µW per EEG
channel, it should be noted that the power budget did not include other data-
linked factors such as transmission overheads and data encryption. The power
consumption for these factors is inversely proportional to data reduction and thus
incorporating this into the power budget would lead to a power saving when using
the proposed data selection algorithm. Irrespective of the actual power consump-
tion of the implementation, it has been shown that the data selection algorithm
is suitable for low power implementation and hence further work could be done to
reduce the power consumption of the hardware implementation and thus achieve
significant reduction in the overall system power consumption.
6.2. Future Work
The obvious future work would be the custom application specific integrated circuit
(ASIC) design of the data selection algorithm for both spike and seizure detection
to meet the power budget of the wearable EEG system. If the measured power
consumption of this ASIC is below the predefined power budget, then further com-
plexity could be introduced to the algorithm to improve the accuracy of detecting
seizures and spikes. This iterative process would continue until the algorithm is
optimised on both fronts.
Furthermore, performance metrics to evaluate both spike and seizure detection
algorithms could be improved to incorporate variation across patients, records,
number of events, duration needed for detection and imbalanced databases to gen-
erate a comprehensive application-specific framework for evaluating spike detection
algorithms or different classes of seizure detection algorithms. Additional work is
also required to truly understand the effect on spike and seizure detection of a va-
riety of techniques to normalise the EEG/feature over time. This work would aim
to find a method that corrects for broad-level amplitude changes with no effect on
seizure and/or spike detection across large volumes of data obtained from multiple
patients.
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A. Databases
To evaluate the performance of spike and seizure detection algorithms for EEG
monitoring, the algorithms must be evaluated on EEG data obtained from human
patients. This data must also be marked by medical practitioners to denote time
instances where spikes and seizures occur, so that the detections made by the
algorithm can be compared to these markings. To this end, a generalised database
of scalp EEG data available to all researchers would be ideal, as it would allow
comparison between this work and previously published algorithms. An European
EEG database [1] has been recently launched for this purpose, but has not been
widely adopted due to the high one-off cost for accessing data. The most common
database used by previous publications [2] is freely available online and consists
of both intracranial and scalp EEG recordings. It contains 100 single channel
EEG recordings of 23.6 s duration each, which is insufficient to assess the true
performance of data selection algorithms for long-term monitoring over several
weeks or months.
Hence anonymised scalp EEG data recorded at multiple clinics - the Epilepsy So-
ciety UK, Katholieke Universiteit Leuven (Belgium) [3, 4] and Freiburg University
Hospital (Germany) - was obtained for evaluation of the data selection algorithm
developed in this work. In these databases, EEG channels were recorded from scalp
EEG electrodes setup in a referential montage and have been analyzed in the same
montage. The referential montage takes a single electrode as a reference and the
potential difference between an electrode and this common reference electrode is
measured. The data has been sampled at or above 200 Hz and recorded during
routine, long term and ambulatory monitoring sessions. Artefacts have not been
removed from the data, hence the database contains not only muscle artefacts but
many others caused by eye blink and eye movement, walking, mouth and limb
movement, calibration, fixing electrodes and line noise. Artefact-prone data has
not been removed from the test database in order to test the algorithm on data
similar to what may be expected in a clinical or ambulatory monitoring session.
A.1 Spike test database
The database consists of 40 records across 10 EEG channels common to all records:
F7, F8, FP1, FP2, O1, O2, T3, T4, T5 and T6. The total duration of the data
was over 105 hours and contained 992 expert marked interictal spikes from 25
adults. These records do not contain any discontinuities. Interictal spikes have been
marked by neurologists and EEG technicians at their respective clinics. All records
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were screened to select only those that had a duration longer than 10 minutes.
Most recordings have a duration of 2 hours and there are two long recordings of
over 21 hours. Table A.1 lists patient-specific information about the test database,
including the number of spikes, recordings and duration tested on each of the 25
subjects considered in this study.
Table A.1: Records present in the spike test database
Subject Age Sex Total duration Spikes Non-spikes
(HH:MM:SS) Records Events Records
1 - - 00:36:55 1 644 0
2 25 M 03:58:15 3 49 0
3 47 F 04:00:22 1 7 1
4 34 F 06:00:33 3 52 0
5 52 F 04:00:22 2 12 0
6 23 F 04:00:22 2 11 0
7 45 F 00:46:19 0 0 2
8 43 M 00:33:45 1 2 1
9 47 M 04:00:22 1 26 1
10 46 M 04:00:22 2 30 0
11 24 F 04:00:22 2 45 0
12 53 F 04:00:22 1 8 1
13 28 F 02:00:22 0 0 1
14 22 F 02:00:12 1 12 0
15 33 M 00:10:53 1 1 0
16 - - 22:57:05 1 28 0
17 - - 21:05:43 1 40 0
18 60 M 02:00:11 0 0 1
19 33 M 04:00:32 0 0 2
20 34 M 02:00:11 0 0 1
21 24 F 02:00:11 1 3 0
22 - M 04:00:22 0 0 2
23 - - 02:00:11 1 17 0
24 42 F 00:23:58 1 5 0
25 22 F 00:43:23 0 0 1
Total 105:19:35 26 992 14
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A.2 Seizure test database
The seizure test database contains adult scalp EEG signals with a total duration
of over 168 hours obtained from 21 adults. A total of 34 seizures have been marked
by medical experts for seizure start and end. The duration of recordings and the
number of expert marked seizure events are shown in Table A.2 categorised by
patient (subject). The data constitutes 16 channels common to all records: C3,
C4, CZ, F3, F4, FZ, F7, F8, FP1, FP2, O1, O2, T3, T4, T5 and T6. Data has been
sampled at or above 200 Hz and has been re-sampled to 200 Hz prior to testing.
Records were screened to select only those that:
• did not contain discontinuities,
• did not contain expert marked interictal spikes,
• had 16 channels in common with other records
• where the equipment was not in test mode, since this could have sections
with ADC clipping that could make the data unreliable.
Not all records were explicitly marked for the presence of interictal activity and
thus some records may contain unmarked interictal spikes. The recordings have
not been screened to remove pre-ictal and post-ictal discharges in order to test the
algorithm on data similar to what may be expected in a clinical or ambulatory
monitoring session.
In Table A.2, all records that contain an expert marked seizure also contain non-
seizure data. There is only a single seizure in each seizure record. Non-seizure data
include background data and may include pre-ictal data, post-ictal data, interictal
spikes and/or artefacts. Subjects marked with an asterisk (*) in Table A.2 are used
for the normalisation study in Section 5.2.4.
A.3 Seizure development Database
The database used to test the optimisation methods in Appendix D is limited in
terms of the number of patients, records and seizures as it has to be exclusive to
the seizure test database described above. A different database has been selected
in order to ensure that the algorithm has not been overly fitted (optimised) to
the test database such that the performance of the algorithm in the test database
would not be representative of its performance on untested (new) data.
The development database consists of records that do not satisfy the criteria
listed above, to be included in the test database and hence the number of events
and duration of records in this database are limited. It consists of more than 14
hours of scalp EEG data across 19-30 channels obtained from 6 patients. Of the
17 records present in the database and listed in Table A.3, most records contain
23 EEG channels and some channels are not common to all records. The database
contains 4 expert marked seizures that span 252 s per channel.
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Table A.2: Records present in the seizure test database
Subject Age Sex Total duration Seizure Non-seizure
(HH:MM:SS) Records Duration(s) Records Duration(s)
1* 53 F 02:20:50 1 118 1 8332
2 33 F 34:02:07 3 293 39 122234
3* 56 F 66:59:38 7 827 78 240351
4* 41 F 19:54:17 5 2029 16 69628
5 35 M 10:45:20 1 75 0 38645
6 35 M 12:04:50 1 102 0 43388
7 60 M 03:23:44 1 45 1 12179
8 33 M 04:08:57 1 97 2 14840
9 23 F 01:08:00 1 38 0 4042
10 34 M 02:00:11 0 0 1 7211
11 - M 04:00:22 0 0 2 14422
12 22 F 00:49:59 1 94 1 2905
13 35 F 00:31:55 6 109 0 1806
14 46 F 00:06:12 1 148 0 224
15 - - 00:26:42 3 98 0 1504
16 - F 00:21:39 2 85 0 1214
17 47 F 02:00:11 0 0 1 7211
18 45 F 00:46:19 0 0 2 2779
19 43 M 00:15:15 0 0 1 915
20 47 M 02:00:11 0 0 1 7211
21 28 F 02:00:11 0 0 1 7211
Total 168:57:31 34 4158 147 608252
Table A.3: Records present in the seizure development database
Subject Age Sex Total duration Seizure Non-seizure
(HH:MM:SS) Records Duration(s) Records Duration(s)
1 - - 01:22:04 0 0 3 4924
2 33 F 01:38:07 1 126 1 5761
3 56 F 06:54:34 0 0 8 24874
4 41 F 02:00:00 1 107 1 7093
5 23 F 00:12:29 1 12 0 737
6 - F 02:00:21 1 7 0 7214
Total 14:07:35 4 252 13 50603
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B. Literature review and features
calculation
B.1 Literature review
One hundred and twenty-four publications on seizure detection algorithms for scalp
EEG monitoring of adults patients were short-listed for selecting the features to
investigate in Chapter 4. These publications were short-listed by searching IEE-
Explore and Google Scholar for articles published between 2000 and 2011 which
contain the following words in the title of the article: ‘ictal’, ‘seizure’ or ‘EEG’
and did not contain the terms: ‘neonatal’, ‘child’, ‘animal’, ‘onset’ or ‘predict’.
Returned articles were screened to ensure that only seizure detection algorithms
tested on scalp EEG recordings and not tested solely on neonatal or pediatric pa-
tients were included. It should be noted that many publications do not specify the
age group of the patients and such publications have been included here if their test
EEG database contains scalp EEG records. There are 54 journal publications and
70 conference publications. Full details of the 124 publications are given below.
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B.2 Features calculations
From the 124 short-listed adult, scalp EEG seizure detection publications, a total of
65 features were selected for investigation in terms of their detection performance
(sensitivity, specificity, area under the sensitivity-specificity trade-off curve) and
relative complexity. Full details on the calculations used to generate each of these
features are given below. The features have been split into their pre-processing
categories: time domain, Fourier Transform (FT), Continuous Wavelet Transform
(CWT) and Discrete Wavelet Transform (DWT). All features are calculated on
non-overlapping 2 s epochs of EEG data.
B.2.1 Time domain features
These features were calculated on the raw input EEG signal. Here the input signal
is denoted x(k) where k is the sample number in time. K is the total number of
samples in an epoch.
• Complexity [78, 88, 89, 90] and defined here as
F =
σx′′
σx′
/
σx′
σx
, (B.1)
where σ denotes the standard deviation of the signal x, x′ is the first derivative
of the input signal and x′′ is the second derivative.
• Energy/power [91, 92, 93, 94] and defined here as
F =
1
K
K∑
k=1
x(k)2. (B.2)
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• Fractal dimension [56, 88, 95, 96] and defined here using Katz’s algorithm as
F =
log10 L
log10 d
, (B.3)
where d is the maximum of all points x(k) minus the starting value x(1)
within an epoch. L is the absolute sum of distances between adjacent points.
• Kurtosis [4, 21, 34, 90, 94, 97] and defined here as
F =
1
K
K∑
k=1
(x(k)− µx)4
/{
1
K
K∑
k=1
(x(k)− µx)2
}2
− 3, (B.4)
where µx is the mean of the input signal within the epoch.
• Line length [47, 90, 98] and defined here as
F =
K∑
k=2
|x(k − 1)− x(k)|. (B.5)
• Maximum [99, 100] and defined here as the largest value within an epoch
F = max(|x(k)|). (B.6)
• Mean [61, 99, 101] and defined here as
F =
1
K
K∑
k=1
x(k). (B.7)
• Minimum [99, 100] and defined here as the absolute value of the smallest
value of x(k) within an epoch
F = min(|x(k)|). (B.8)
• Mobility [78, 88, 90] and defined here as
F =
σx′
σx
, (B.9)
where σ denotes the standard deviation of the signal x and x′ is the first
derivative of the input signal.
• Non-linear energy [90, 96] and defined here as
F =
1
K − 2
K−1∑
k=2
x(k)2 − x(k + 1)x(k − 1). (B.10)
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• Relative derivative [102, 103] and defined here by initially calculating the
absolute derivative within the epoch
d(k) =
∣∣∣∣x(k)− x(k − 1)△k
∣∣∣∣, (B.11)
where
△k = 1
Sampling frequency
. (B.12)
To generate the feature F the mean of the absolute derivative d(k) within the
current epoch is divided by the standard deviation of d(k) over 30 s ending
1 minute prior to last epoch.
• Shannon entropy [10, 94, 90, 97, 104, 105] and defined here as
F = −
K∑
k=1
pk(x)
2 log2(pk(x))
2, (B.13)
where pk(x) is the probability of x(k) occurring within an epoch of K values.
For example, if x(k) = {1, 1, 3, 5, 6...} then the probability of 1 occurring is
2/K.
• Skewness [4, 21, 34, 90, 97] and defined here as
F =
1
K
K∑
k=1
(x(k) − µx)3
/{
1
K
K∑
k=1
(x(k) − µx)2
}3/2
, (B.14)
where µx is the mean of the input signal within the epoch.
• Total minima and maxima [34, 90, 101] and defined here as F is the total
number of local maxima and minima within an epoch. A local maxima or
minima occurs when
∂x(k)
∂k
< 0.01. (B.15)
• Variance/standard deviation [4, 10, 61, 78, 88, 89, 90, 93, 97, 99, 100, 106,
107, 108, 109, 110] and variance has been defined here as
F =
1
K
K∑
k=1
(x(k) − µx)2, (B.16)
where µx is the mean of the input signal within the epoch.
• Zero crossing [34, 90, 100, 101, 106] and calculated here by initially subtract-
ing the mean of the input EEG x(k) within an epoch
x˜(k) = x(k)− µx. (B.17)
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The feature F is then given by the total number of positive going zero cross-
ings within the epoch where a positive going zero crossing is defined as
x˜(k) < η and x˜(k + 5) > η, (B.18)
where η = 0.01 µV.
• Zero crossing of first derivative [90, 93] and defined here as above for the zero
crossing, but calculated on the first derivative of the input signal x′.
B.2.4 Fourier transform-based features
The Fourier transform
In all FT-based features a 512-point Fast Fourier Transform (FFT) is applied in
Matlab to each epoch of the raw EEG data. The resulting Fourier coefficients
S(m) in frequency bins m are used in the following calculations. Alternatively, the
spectral power in frequency bin m denoted by pm and given by |S(m)|2 is used in
the calculation.
Features
• Median frequency [88, 110] and defined here as
F = medianm(pm). (B.19)
That is, the frequency at which the power pm is approximately equal to 50%
of the maximum power.
• Peak frequency [34, 90, 94, 96] and defined here as the frequency at which
the maximum power occurs
F = max
m
(pm). (B.20)
• Power [34, 48, 78, 90, 108, 111] and defined here as
Ff =
∑
pm, (B.21)
where pm is summed into the four different frequency ranges f , as used with
the DWT features above.
• Spectral edge frequency [34, 78, 90] and defined here as the frequency below
which 90% of the total spectral power in the 2–20Hz frequency band lies.
• Spectral entropy [88, 90, 96, 110, 112, 113, 114] and defined here as
Ff = −
∑
pm log2 pm, (B.22)
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where pm is summed for the four different frequency ranges f , as used with
the DWT features above.
• Total spectral power [34, 90, 96, 110] and defined here as the sum of pm within
the 2–20 Hz region.
B.2.3 Continuous Wavelet Transform-based features
The Continuous wavelet transform
All features are calculated using the CWT function inMatlab for different mother
wavelets as specified below. At each frequency (scale g), the mother wavelet is
shifted from k = 1 to length of input signal k = K to give coefficients Ck.
Features
• Coefficient z-score [115] and defined here by initially calculating the CWT
using the Symlet5 wavelet centred at 4.2 Hz. The coefficient z-score is then
calculated as
F =
1
K
K∑
k=1
Ck − µC
σC
, (B.23)
where µC is the mean of the CWT coefficients and σC is their standard
deviation.
• Energy [93, 115] and is calculated here using the Symlet5 wavelet centred at
4.2 Hz as
F =
1
K
K∑
k=1
C2k . (B.24)
• Entropy [114] and calculated here using the Mexican hat wavelet centred at
scale g. Firstly the CWT is performed at G scales/centre frequencies, with
the centre frequencies spanning the frequency band f (the same frequency
bands used for DWT based features.) This is used to give the energy in the
frequency band f
Ef =
G∑
g=1
K∑
k=1
|Cgk|2. (B.25)
Then the CWT is performed at a total of T scales covering the 0.5–50 Hz
frequency band and the sum of the energy across all frequency ranges f found
ET =
T∑
f=1
Ef . (B.26)
Finally, the entropy is calculated as
F = −
T∑
f=1
Ef
ET
log2
Ef
ET
. (B.27)
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• Standard deviation of energy [115] and calculated here using Symlet5 wavelet
centred at 4.2 Hz. The feature F is computed as the standard deviation of
the coefficients Ck.
B.2.2 Discrete wavelet transform-based features
The Discrete wavelet transform
The following features are calculated using Matlab’s Discrete Wavelet Transform
function with the commonly used Daubechies-4 wavelet. The features are computed
only for frequencies below 25 Hz to match the frequencies of interest for epileptiform
activity. To do this, the input EEG signal x(k) is decomposed into five levels of
details coefficients and one level approximation coefficient covering the frequency
ranges
• D3: 12.5 – 25 Hz.
• D4: 6.25 – 12.5 Hz.
• D5: 3.125 – 6.25 Hz.
• A5: 0 – 3.125 Hz.
Each of the basic features defined below is calculated separately in each one of
these frequency bands.
The feature definitions below use the terminology that there are M frequency
ranges (M = 4) and current frequency range is f . At each frequency range, a total
of L wavelet coefficients have been produced with l indexing a particular coefficient.
Features
• Bounded variation [102, 103] and defined here as
Ff =
∑L
l=2 |Df (l)−Df (l − 1)|
maxLDf −minLDf
. (B.28)
• Coefficients [50, 54, 96, 116, 117, 118] and defined here as
Ff =
1
L
L∑
l=1
Df (l). (B.29)
• Energy [45, 65, 90, 110, 116, 119, 120] and defined here as
Ff =
1
L
L∑
l=1
Df (l)
2. (B.30)
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• Entropy [56, 65, 96, 121, 112, 113] and defined here as
Ff = −
L∑
l=1
Df (l)
2 log2(Df (l)
2). (B.31)
• Relative bounded variation [102, 103] and defined here such that the bounded
variation in the current epoch is found as given above. The feature Ff is then
generated by dividing the bounded variation by the mean of the bounded
variation over a 30 s period ending 1 minute prior to the last epoch.
• Relative power [102, 103] and defined here by first calculating the foreground
power in the current epoch e
FGf (e) = median{D2f}. (B.32)
The background power is then the foreground power tracked over the past
120 epochs using a decaying memory with constant λ = 0.99923
BGf (e) = (1−λ)median{FGf (e−1) · · ·FGf (e−120)}+λBGf (e−1). (B.33)
Finally the relative power is the ratio of foreground to background power
Ff =
FGf (e)
BGf (e)
. (B.34)
• Relative scale energy [102, 103] and defined here by initially calculating the
energy in frequency band f
Ef =
L∑
l=1
Df (l)
2K
L
, (B.35)
where K is the number of samples in an epoch of the time domain signal.
The relative scale energy is then calculated as the energy in frequency band
f as a fraction of the total energy in the 0–25 Hz frequency range
Ff =
Ef∑
M Ef
. (B.36)
• Variance/standard deviation [45, 50, 54, 65, 96, 116, 122, 123, 124] and vari-
ance is defined here as
Ff =
1
L
L∑
l=1
(Df (l)− µD)2, (B.37)
where µD is the mean of the wavelet coefficients in the frequency range f .
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C. Performance metrics for assessing
seizure detection algorithms
C.1 Introduction
To aid in diagnosis and treatment there has long been an interest in the development
of automated seizure detection algorithms [1, 2, 3]. However, obtaining completely
accurate detection is very challenging and is still an active research topic. Histor-
ically, the focus for algorithm improvement has been the investigation of different
techniques for feature extraction and classification. Many algorithms have been
reported, however the wide variety of performance metrics and methodologies used
has made fair comparisons between different techniques extremely problematic.
There is therefore now an increasing interest in re-visiting how algorithm per-
formance is assessed to give researchers better and fairer tools for understanding
the true algorithm operation [4, 5, 6]. Recent studies have investigated a number
of test methodology factors and their effect on the reported performance:
• The inter-patient variation [1].
• The record duration and number of events [5].
• The time collar around each detection [4].
• The imbalance in the test data (where there is significantly more non-seizure
data than seizure data) [6].
Without correction, factors such as these can have a substantial impact on the
reported performance level even though the same algorithm may be used in all
cases.
To investigate this bias, performance metrics that are commonly reported in
literature have been first reviewed in Section C.2. Some of these metrics are then
used to evaluate the performance of an algorithm to determine which metrics are
robust (insensitive) to a specific high level design parameter – the duration needed
for a seizure detection. Like the other factors listed above, the duration needed for
a detection is a parameter that differs between previous work and it is necessary to
better understand its effect on reported performance for fairer comparison between
seizure detection algorithms.
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C.2 Metrics utilised in previous work
C.2.1 Introduction
Appendix B.1 contains a list of references to previous work on seizure detection
based on scalp EEG of adult patients. Metrics used for performance evaluation in
the short-listed 124 publications in Appendix B.1 have been reviewed here.
C.2.2 Metrics
Seizure detection metrics can be broadly classified into: detection, cost and com-
bined (detection & cost) metrics. Frequently reported detection metrics include:
• Event-sensitivity – the fraction of seizure events correctly detected.
• Epoch-sensitivity – the fraction of seizure epochs (short sections of data)
correctly detected.
• TP – number of true positives (correctly detected seizures).
Cost metrics include:
• Specificity – the fraction of background epochs correctly detected.
• Precision – the fraction of total detections that are correct seizure detections.
• False positive rate (FPR) – the number of incorrect detections of background
epochs within a specified duration, often reported per hour of data.
• FP – number of false positives (incorrectly detected background data).
• False alarm rate (FAR) – it differs from false positive rate as an alarm is often
the concatenation of multiple false positives.
• Delay – time difference between expert marked seizure onset and the first
correct detection of the same seizure by the algorithm.
• Computation time - time taken to run the algorithm on a specified hardware
architecture.
Combined metrics that are reported:
• AUC – area under the sensitivity-specificity curve across all thresholds. Ei-
ther event or epoch-based sensitivity may be used here.
• Accuracy – has two reported definitions. Accuracy has been defined at a
specific threshold as [7, 8],
Accuracy =
TP + TN
TP + FP + TN + FN
, (C.1)
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and [9, 10]
Accuracy =
1
2
× (Sensitivity + Specificity) (C.2)
Again, event or epoch-based sensitivity may be used in the calculation.
Other metrics have been reported less frequently and are often not clearly defined.
Their definitions are not important for the purpose of this work.
C.2.3 Review of metrics
Of the 124 papers, not all publications classify seizure and non-seizure segments
and thus report metrics for seizure detection. Of the 50 journals shortlisted in
Appendix B.1, only 40 reported metrics for seizure detection. Of 74 conference
proceedings, only 41 reported performance metrics. These publications and their
respective performance metrics are listed in Table C.1a, Table C.1b, Table C.2a
and Table C.2b.
Looking specifically at detection metrics, sensitivity proved to be the most com-
monly reported metric and appears in 50 publications. Of these, only 5 algo-
rithms were evaluated on epoch-sensitivity, 3 algorithms on both event and epoch-
sensitivity and all others were either event-sensitivity alone or the type of sensitivity
was undefined. The term sensitivity is mostly used to refer to event-sensitivity as it
was the original definition of sensitivity and thus any undefined type of sensitivity
can be assumed to be event-sensitivity.
The common cost metrics were specificity (30 papers) and false positive rate (18
papers). When looking at combined detection and cost metrics, the most common
metric is accuracy which appears in 41 publications. However accuracy has not
been defined in most of these studies and hence it is not possible to know what
accuracy measures in these publications.
It is clear that there are no standard metrics against which all algorithms have
been evaluated. The most common combination of metrics is event-sensitivity,
specificity and accuracy. An interesting trend to note is that recent publications are
more likely to report sensitivity, specificity and accuracy than publications before
2011. Whilst event-sensitivity and specificity have strict definitions, accuracy is not
as well defined. Hence event-sensitivity and specificity should be used for evaluating
seizure detection algorithms in this study to allow for comparison with previous
work.
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Table C.1a: Performance metrics used for seizure detection in journals published between 2000-2011
Reference Year Detection metrics Cost metrics Detection & cost metrics
[11] 2001 Sensitivity (unknown) Specificity
[12] 2003 TP FP
[13] 2003 Sensitivity (Epoch) Specificity Test efficacy
[14] 2004 Sensitivity (unknown) Specificity
[15] 2004 Sensitivity (Event & Epoch) FPR
[16] 2005 Sensitivity (Event), Correctly classified Specificity AUC
[17] 2005 Sensitivity (Event), Correctly classified Specificity AUC
[18] 2005 Sensitivity (Epoch) FAR
[19] 2006 Sensitivity (Event), Correctly classified Specificity
[20] 2006 AUC
[21] 2006 Sensitivity (Event & Epoch) Specificity, FPR Correlation (Event & Epoch), Error
[22] 2007 Sensitivity (Event) FPR, Delay
[23] 2007 Sensitivity (Event), Correctly classified Specificity
[24] 2007 Accuracy
[25] 2008 Sensitivity (Event) FAR
[26] 2008 Accuracy
[27] 2009 Sensitivity (Event) Specificity, Computation time Error
[28] 2009 Accuracy
[29] 2009 Sensitivity (Event) Precision Accuracy
[30] 2009 Sensitivity (Event & Epoch) FPR, Delay
[31] 2009 Error
[32] 2009 Sensitivity (unknown) FPR
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Table C.1b: Performance metrics used for seizure detection in journals published between 2000-2011
Reference Year Detection metrics Cost metrics Detection & cost metrics
[33] 2010 Sensitivity (unknown) Specificity Accuracy
[34] 2010 Sensitivity (Event) FPR, Delay
[35] 2010 Accuracy
[36] 2010 Sensitivity (unknown) Specificity
[37] 2010 Sensitivity (Event) FPR
[38] 2010 Sensitivity (unknown) FPR, Delay
[39] 2010 Sensitivity (Event) Specificity Accuracy
[40] 2010 Sensitivity (Event) Specificity Accuracy
[41] 2010 Sensitivity (unknown) Specificity Accuracy
[42] 2010 Accuracy
[43] 2010 Sensitivity (Event) Specificity Accuracy
[44] 2010 Sensitivity (Event) 1-Precision Accuracy
[45] 2010 Sensitivity (Event) FPR
[46] 2011 Sensitivity (unknown) Specificity Accuracy
[47] 2011 Accuracy
[48] 2011 Sensitivity (unknown) FPR
[49] 2011 Sensitivity (unknown) Specificity Accuracy
[50] 2011 Sensitivity (unknown) Specificity Accuracy
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Table C.2a: Performance metrics used for seizure detection in conference proceedings published between 2000-2011
Reference Year Detection metrics Cost metrics Detection & cost metrics
[51] 2001 Sensitivity (Event) FPR, Precision
[52] 2003 Sensitivity (unknown) Specificity
[53] 2006 Sensitivity (Event) FPR
[54] 2006 Accuracy
[55] 2006 Correctly classified
[54] 2006 Accuracy
[56] 2006 Accuracy
[57] 2006 Accuracy
[58] 2007 TPR (True Positive Rate) FPR
[59] 2007 Accuracy
[60] 2007 Accuracy
[61] 2007 Sensitivity (Event) Specificity
[62] 2007 Sensitivity (Event) FP
[63] 2007 FPR Accuracy
[64] 2008 Sensitivity (unknown) FPR
[65] 2008 Accuracy
[66] 2008 Accuracy
[67] 2008 Accuracy
[68] 2008 Correct classification
[69] 2009 Error
[70] 2009 Sensitivity (unknown), Average detection rate Specificity Accuracy
[71] 2010 Sensitivity (unknown) Specificity Accuracy
[72] 2010 Sensitivity (unknown) Specificity Accuracy
[73] 2010 Sensitivity (unknown) FPR
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Table C.2b: Performance metrics used for seizure detection in conference proceedings published between 2000-2011
Reference Year Detection metrics Cost metrics Detection & cost metrics
[74] 2010 Accuracy
[75] 2010 Accuracy
[76] 2010 t-student statistical test probability-value
[77] 2010 Accuracy
[78] 2010 False detection probability, Delay Accuracy
[79] 2010 Sensitivity (Event) FPR
[76] 2010 t-student statistical test probability-value
[80] 2010 Detection rate FDR (False Detection Rate)
[81] 2011 Sensitivity (Event) Specificity Accuracy
[7] 2011 Sensitivity (Event) Specificity Accuracy
[9] 2011 Sensitivity (Event) Specificity Accuracy
[10] 2011 Sensitivity (unknown) Specificity Accuracy
[82] 2011 Detection yield
[83] 2011 Classification performance
[8] 2011 Sensitivity (unknown) Specificity Accuracy
[84] 2011 Sensitivity (Event) FAR
[85] 2011 Computation time Accuracy
[86] 2011 Delay, FP
[87] 2011 Accuracy
[88] 2011 Sensitivity (unknown) Specificity Total classification
[89] 2011 Accuracy
[90] 2011 TPR (True Positive Rate) FPR
[91] 2011 Sensitivity (unknown) Specificity, Computation time
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C.3 Improving performance reporting: analysing the
duration needed for a detection
C.3.1 Introduction
This section evaluates the difference in reported seizure detection performance when
using different metrics and how these metrics are affected by a critical factor: how
long a candidate detection needs to last before an actual detection is made. Metrics
that can be used to accurately compare algorithms must be insensitive to this high
level choice in the algorithm design.
The metrics considered here are event-sensitivity, epoch-sensitivity, specificity,
precision, false positive rate and duration under false positive. For more details
on the calculation of each metric see Section 4.2.3. Here, the fixed output of a
seizure detection algorithm (described in Section 5.3) is used to investigate the
impact of the required detection duration by changing how the selected metrics
are calculated. These results are then utilised to determine which metrics are
more robust to changes in the algorithm’s high-level design parameters and thus
demonstrate the true performance of the algorithm.
C.3.2 Detection duration impact
Previous work on seizure detection has used differing duration of non-overlapping
analysis epochs typically from 1 s to 20 s [3, 92] and metrics that can accurately
compare algorithms must be insensitive to this high level choice in the algorithm
design. To investigate this, the seizure detection algorithm in Fig. 5.6 has been
evaluated on 16-channel EEG data using short 1 s epochs. The channel collar
γ has been set to 1 and the pre-detection buffer duration is set to 0 s to avoid
these two parameters affecting the detection duration. The output of the seizure
detection algorithm is then post-processed so that 1 s, 2 s, 5 s, 10 s and 20 s
sections of data must be continuously marked by the algorithm as seizure activity
before a candidate seizure detection is made, in other words δ=1, 2, 5, 10 or 20 in
Fig. 5.6. The impact of this duration on the performance metrics is then plotted.
The algorithm has been tested on the imbalanced database described in Appendix
A.2.
Impact on detection metrics
The detection algorithm is simulated at decision thresholds β ranging from 1 to 20
to generate a pair of epoch-sensitivity and event-sensitivity values. Fig. C.1 plots
these sensitivity pairs for 1 s, 2 s, 5 s, 10 s and 20 s of data needed to be identified
as seizure in order to make an overall detection. As expected, event-sensitivity
consistently reports better appearing results than epoch-sensitivity. The difference
between the two is small when both sensitivities are very high or very low, and
the effect is reduced as larger durations are required for detection. Inspection of
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Figure C.1: Epoch-sensitivity and event-sensitivity at different thresholds as the
required detection duration is varied.
the changes show that epoch-sensitivity is approximately constant with detection
duration; the differences arise due to substantial changes in event-sensitivity.
Impact on cost metrics
Fig. C.2 demonstrates the variance of the four cost metrics with the required de-
tection duration. The metrics are plotted against epoch-sensitivity; results against
event-sensitivity can be found by comparing with Fig. C.1.
Both specificity (Fig. C.2(a)) and duration under false positive (Fig. C.2(b)) are
very robust, showing little variation as the required detection duration changes.
Whilst the duration under false positive remains insensitive, the same is not true
for false positive rate (Fig. C.2(c)). As the short 1 s analysis epochs are grouped
into larger epochs for decision making, the absolute number of false positives must
inevitably reduce as the number of time instances at which a false positive can be
detected is reduced. This effect also manifests in the precision (Fig. C.2(d)). At low
sensitivities the number of true positives (TP ) is low, and the absolute number of
false positives (FP ) has an appreciable effect on the calculation (TP/(TP +FP )).
At higher sensitivities the precision is more independent of the detection duration.
C.3.3 Discussion and Summary
Comparison of the epoch-sensitivity and event-sensitivity curve in Fig. C.1 shows
that the event-sensitivity consistently reports higher values for the same algorithm
output. It is also more affected by changes in the required detection duration. This
is reinforced by the results of Fig. C.2 where plotting cost against epoch-sensitivity
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Figure C.2: Effect of variation in the required detection duration on (a) specificity, (b) duration under false positive, (c) false positive rate and (d)
precision.
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shows little vertical change in epoch-sensitivity, all shifts are in the horizontal cost
direction. Epoch-sensitivity can therefore be robustly compared between different
algorithms. However algorithms that report only event-sensitivity may not be
directly compared if they use different detection durations. From the literature
review above, it is clear that event-sensitivity is more popular than epoch-sensitivity
and many algorithms do not report the detection duration. Hence it is not possible
to compare the detection performance of these different algorithms.
Similarly, from Fig. C.2 specificity and duration under false positive are insensi-
tive to changes in detection duration. As both the number of true negatives (TN)
and false positives (FP ) are inversely proportional to detection duration, the speci-
ficity calculation (TN/(TN + FP )) is independent. Some small deviations in the
calculated values are present in Fig. C.2, and these are due to the change in the
absolute number of TN and FP present in each case, affecting the mathematical
accuracy of the specificity calculation. As a result, algorithms that use specificity
or duration under false positive as their cost metric can be accurately directly com-
pared. Ones using the precision metric cannot. However, precision is an important
metric to report for future algorithms [4] as it is the only metric to measure the
proportion of detections that are correct seizure detections. Thus weighting of the
precision by the detection duration and amount of non-seizure data analysed should
be accounted for and controlled if possible. Furthermore, reporting the duration
under false positive should be preferred to reporting the raw false positive rate.
Additionally, comparing the specificity performance curve (Fig. C.2(a)) with the
precision performance curve (Fig. C.2(d)) reveals very different pictures of under-
lying algorithm performance. Depending on the pertinence of the metrics for the
specific seizure detection application as discussed in Section 4.2.3, this can have a
substantial impact on the applicable algorithm performance.
Overall, for ease of comparison between the performance of different seizure
detection algorithms it is necessary to use metrics that are independent of high-
level algorithm design choices which would be tailored to the needs of the specific
detection application. Section 4.2.3 outlined six metrics giving particular attention
to their utility in different specific applications. These metrics have been assessed
here for their independence to the amount of data needed to be detected in order
to make a seizure detection. The impact of this has been demonstrated in this
section and these results allow more accurate and reliable comparisons between
reported algorithm performances. Inevitably there will be other important factors
affecting truly fair comparisons, such as record duration, the number of events in
the database and patient-dependence. An effort to combine these and develop a
conclusive framework for performance evaluation of seizure detection algorithms
will offer significant improvements to future seizure detection algorithms that goes
beyond only attempting to develop new signal processing techniques.
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D. Distinguishing seizure occurrence
detection and data selection:
optimal features for each study
D.1 Introduction
Section 4.2.2 described the difference between seizure occurrence detection, the
most common application of seizure detection algorithms, and data selection. Ap-
propriate performance metrics were also selected for each application in that chap-
ter. This section evaluates the performance of all 65 features in Appendix B.2 for
seizure occurrence detection and uses this to investigate whether the same features
can indeed be used for both applications. If the same features perform well for
both applications then it may be possible to reuse algorithms developed for seizure
occurrence detection for data selection. If different features are optimal for each ap-
plication, then it conclusively demonstrates that different algorithms should indeed
be developed to achieve good performance in their respective applications.
D.2 Results for seizure occurrence detection
To evaluate the performance of the features for seizure occurrence detection, event-
sensitivity, specificity and area under the event-sensitivity-specificity curve have
been used, where all metrics have their usual meaning. The algorithm, database
and features considered here are identical to those in Chapter 4. The results have
been discussed in four parts: time domain features are listed in Table D.1, FT
based features in Table D.2, CWT based features in Table D.3 and DWT based
features in Table D.4.
Each table contains features sorted from highest to lowest in terms of the area
under the sensitivity-specificity trade-off curve, and each feature has also been
evaluated in terms of event-based sensitivity and specificity at a specific threshold
β. The threshold has been selected to minimise the detection error, where the
latter is defined as:
ED(β) = min
(√(
(Iy − S(β))2 + (Ix −DR(β))2
))
(D.1)
where Iy is event-sensitivity and Ix is specificity of an ideal seizure detection al-
gorithm (both equal to 100%), and S(β) and DR(β) are the event-sensitivity and
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specificity achieved by the algorithm respectively at a specific threshold β. Some
comments on the features within each feature group are given below.
D.2.1 Time domain features
From Table D.1 it can be seen that the mean of the time domain signal calcu-
lated within an epoch achieves the highest AUC of 0.95, with both sensitivity and
specificity above 90% at the optimal threshold. Line length and zero-crossing also
perform well with AUC=0.93. The lowest area under the curve is achieved by
fractal dimension. A spread of AUC=0.15 can be seen between the best and worst
performing time domain features.
Table D.1: Performance of time domain features. Features expected to decrease
during a seizure are marked with *.
Feature Sensitivity (%) Specificity (%) β AUC
At optimal threshold
Mean 99.24 90.04 0.60 0.95
Line length 85.29 89.75 0.90 0.93
Zero crossing 91.18 86.53 0.98 0.93
Total minima and minima 88.23 90.46 0.995 0.92
Variance 91.18 83.68 0.45 0.91
Energy/power 91.18 84.11 0.45 0.91
Non-linear energy 82.35 85.29 0.65 0.91
Skewness 88.24 82.79 0.70 0.91
Mobility 91.18 84.42 0.95 0.91
Maximum 82.35 93.95 0.90 0.90
Kurtosis 85.29 89.78 0.65 0.90
Complexity 85.29 83.89 0.75 0.90
Minimum 76.47 87.16 0.55 0.89
Relative derivative 76.47 95.34 0.95 0.89
Shannon entropy* 76.47 95.34 0.95 0.89
Zero crossing of first derivative 76.47 90.69 0.999 0.88
Fractal dimension* 76.47 71.65 0.55 0.80
D.2.2 FT based features
Of the FT based features in Table D.2, spectral entropy and power in the A5
frequency band have the highest AUC of 0.94. Power and spectral entropy in the
D3 and A5 frequency ranges also perform well. The worst performers are median
and peak frequency, and these features lag behind spectral entropy (D5) by an area
under the curve of 0.09.
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Table D.2: Performance of FT based features.
Feature Frequency range Sensitivity (%) Specificity (%) β AUC
At optimal threshold
Spectral entropy A5 88.24 86.04 0.40 0.94
Power A5 94.12 83.79 0.30 0.94
Power D5 85.29 92.67 0.65 0.93
Power D3 85.29 93.05 0.65 0.93
Spectral entropy D5 85.29 93.42 0.75 0.92
Spectral entropy D3 85.29 92.50 0.75 0.91
Total spectral
power
- 88.24 91.07 0.65 0.91
Power D4 88.24 82.86 0.45 0.90
Spectral edge fre-
quency
- 94.12 82.51 0.95 0.90
Spectral entropy D4 79.41 91.42 0.75 0.89
Median frequency - 94.12 72.78 0.95 0.85
Peak frequency - 94.12 72.52 0.95 0.85
D.2.3 CWT based features
Table D.3 shows that wavelet coefficient z-score has the highest AUC when com-
pared to other CWT based features, and entropy has the lowest AUC, lagging
behind by 0.05.
Table D.3: Performance of CWT based features.
Feature Sensitivity (%) Specificity (%) β AUC
At optimal threshold
Coefficient z-score 94.12 88.22 0.60 0.95
Energy 88.24 91.26 0.65 0.93
Standard deviation of energy 88.24 84.96 0.50 0.91
Entropy 94.12 83.17 0.95 0.90
D.2.4 DWT based features
The DWT based features are listed in Table D.4 and of these features, DWT
coefficients in the D4 and D5 frequency bands perform the best with AUC=0.97.
Relative power in the D5 frequency band also achieves the same performance of
AUC=0.97. The area under the curve achieved by these features is the highest
amongst features across all pre-processing groups. The wavelet coefficients perform
well across all 4 frequency bands by coming within the top 5 DWT based features.
Across all DWT based features, the D5 (3.125–6.25 Hz) frequency bands perform
better than the other frequency bands and this can be especially seen in relative
power, energy, entropy and variance.
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Table D.4: Performance of DWT based features. Features expected to decrease
during a seizure are marked with *.
Feature Frequency range Sensitivity (%) Specificity (%) β AUC
At optimal threshold
Coefficients D4 94.12 94.16 0.90 0.97
Coefficients D5 97.06 92.52 0.80 0.97
Relative power D5 100.00 85.45 0.04 0.97
Coefficients D3 97.06 92.80 0.85 0.96
Coefficients A5 88.24 92.72 0.70 0.96
Relative power D3 91.18 89.58 0.04 0.96
Relative power D4 85.29 87.98 0.04 0.96
Relative scale en-
ergy
D5 94.12 91.14 0.85 0.96
Relative scale en-
ergy
D3 88.24 89.76 0.75 0.95
Bounded varia-
tion
D5 100 89.73 0.95 0.95
Bounded varia-
tion
A5 94.12 91.56 0.95 0.95
Relative scale en-
ergy *
A5 91.18 81.90 0.45 0.94
Energy D5 91.18 93.80 0.75 0.94
Entropy D5 91.18 93.24 0.70 0.94
Relative bounded
variation
D4 94.12 89.00 0.95 0.94
Relative bounded
variation
D5 91.18 89.95 0.95 0.94
Relative bounded
variation
A5 91.18 87.50 0.90 0.94
Variance D5 91.18 93.87 0.75 0.94
Energy D3 88.24 90.57 0.70 0.93
Variance A5 88.24 91.86 0.60 0.93
Variance D3 88.24 90.59 0.70 0.93
Energy A5 88.24 91.91 0.65 0.93
Entropy A5 88.24 93.16 0.65 0.93
Entropy D3 88.24 90.24 0.65 0.93
Bounded varia-
tion *
D3 88.23 87.59 0.30 0.93
Relative scale en-
ergy
D4 85.29 89.45 0.80 0.93
Relative bounded
variation*
D3 91.18 81.10 0.30 0.93
Bounded varia-
tion
D4 85.29 88.45 0.95 0.92
Relative power A5 82.35 80.09 0.06 0.91
Variance D4 88.24 90.22 0.70 0.91
Energy D4 88.24 90.19 0.70 0.91
Entropy D4 88.24 87.45 0.60 0.91
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D.2.5 Overall performance
The sensitivity-specificity trade-off curves for the best features have been plotted
in Fig. D.1. Across all feature groups, DWT coefficients (D4 and D5) and relative
power (D5) perform the best with an area under the curve of 0.97. DWT coefficients
also have more than 90% sensitivity and specificity at the optimum threshold while
relative power (D5) achieves 100% sensitivity at the optimum threshold for lower
specificity (85%).
When features that achieve AUC≥ 0.95 were selected, only the best feature
satisfied the criteria amongst time domain and CWT features, and no FFT feature
achieved the required AUC. However, 11 DWT based features achieve the required
performance. Even though the number of DWT features tested in this study exceed
the other feature groups, it is evident that DWT features perform better than the
other feature groups overall.
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Figure D.1: Sensitivity-specificity trade-off curves as the detection threshold β is
varied.
D.3 Comparison of results to online data selection
Section 4.5 presents the results of the feature comparison study for online data
selection using the same 65 features. Looking specifically at each feature group for
online data selection, the best features were: line length, FT based spectral entropy
(D3), CWT based energy and DWT based relative power (D3). In contrast, the
best features for seizure occurrence detection were: mean of the time domain signal,
FT based spectral entropy (A5), CWT coefficient z-score and DWT coefficients (D4
and D5) and DWT based relative power (D5). However line length, CWT based
energy and DWT based relative power (D3) were the second highest performers for
seizure occurrence detection in their respective categories. In both applications,
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DWT features perform the best overall even though ranking of any specific DWT
based feature may be different.
When comparing these results to those of online data selection, it is important
to note the difference between the performance metrics used for each application.
Features for seizure occurrence detection have been ranked in terms of the area
under the event-sensitivity-specificity curve. For online data selection, features
have been ranked in terms of figure-of-merit that is calculated as the area under
the epoch-sensitivity-specificity curve divided by the relative complexity (a measure
of time taken to simulate that feature in comparison to other features within the
same feature group). Hence a difference in the performance of the same feature
evaluated for these two applications is not surprising.
As epoch-sensitivity (for online data selection) measures the percentage of all
seizures correctly detected, it is intuitively expected to be harder than detecting
any section of the seizure (as measured by event-sensitivity for seizure occurrence
detection). Looking at the results for the area under event versus epoch-sensitivity
curves, it can be seen that all features have a higher AUC when considering event-
sensitivity (and thus seizure occurrence detection) as opposed to epoch-sensitivity
for online data selection. This study clearly demonstrates that any feature – and
subsequently algorithm – tested for seizure occurrence detection cannot be reused
for online data selection without a difference (most likely a reduction) in seizure
detection performance, as different metrics are appropriate for investigating the
utility of these algorithms for their respective applications.
D.4 Summary
The seizure detection performance of the 65 features for seizure occurrence de-
tection has been evaluated in this section and the DWT-based features proved to
have the best performance in comparison to other feature groups. Amongst the
DWT-based features, DWT coefficients (D4 and D5) and DWT relative power in
the D5 frequency band achieved the highest area under event-sensitivity-specificity
trade-off curve (AUC = 0.97) and subsequently these features are the best perform-
ers across all feature groups. Furthermore, features calculated in the D5 (3.125-
6.25 Hz) frequency band perform better than the other frequency ranges in most
DWT-based features.
When comparing these results to the feature comparison study for online data
selection, it is evident that the optimal features are different for both applications.
Furthermore, the area under the event-sensitivity-specificity curves of all features
are higher than that of epoch-sensitivity. As the two sensitivity types are pertinent
to different applications, algorithms developed for seizure occurrence detection –
the most common form of seizure detection – would most likely have better appear-
ing seizure detection performance (measured by event-sensitivity) and use different
features in comparison to online data selection algorithms (using epoch-sensitivity).
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E. Optimisation methods for seizure
detection algorithms
E.1 Introduction
The best feature and normalisation method for distinguishing seizures from scalp
EEG data were determined to be line length and median decaying memory in
Section 4.5 and Section 5.2 respectively. This section uses line length and me-
dian decaying memory as the basis of a simple seizure detection algorithm. The
algorithm is composed of the following 5 stages:
1. Pre-processing - the single channel input EEG signal is initially high pass
filtered using a first order filter with a cut-off frequency of 0.16Hz.
2. Feature extraction - the high pass filtered signal is then split into 2 s non-
overlapping epochs and line length is calculated within each epoch.
3. Post-processing - the calculated feature (line length) is then divided by the
background estimate (calculated using median decaying memory) to nor-
malise the feature.
4. Classification - the normalised feature is then compared with a fixed thresh-
old. If the feature exceeds the threshold, the epoch is considered to be de-
tected.
5. Multi-channel decision - if an epoch in any channel is detected, then that
epoch is considered a candidate seizure event. The same window of raw EEG
data across all channels is then selected for transmission.
Next, the best parameters for practical use and robust testing of the chosen
normalisation method will be investigated. Finally the algorithm is modified to
include each of the following four methods:
• low pass filters - to remove high frequency muscle artefacts that may obscure
seizure or background activity.
• a collar on the minimum number of channels required for a detection - cur-
rently a detection in a single channel leads to a multi-channel detection. This
modification would set the minimum number of channels that should detect
the same epoch, for the epoch to be classified as a candidate seizure detec-
tion. This may reduce incorrect detections of artefacts that occur in 1 or
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2 channels but may also inhibit detection of seizures that originate from a
small area of the brain and is monitored by 1-2 channels.
• a collar on the minimum duration required for a detection - currently a 2 s
epoch is used to determine whether a seizure occurs in that duration. In this
modification, a detection occurs only when more than one epochs (in other
words, subsequent epochs) are detected. This may reduce incorrect detection
of artefacts (such as eye blink or muscle activity) that have shorter duration
than epileptic seizures.
• a combination of two time domain features - a second feature from the list of
top 5 time domain features in Table 4.5 will combined with line length, and
the performance achieved by the two feature algorithm will be evaluated.
The best performing methods will then to combined to generate the final data
selection algorithm.
E.2 Selecting normalisation parameters
The estimate of background activity as calculated by the median decaying memory
is given by
z(e) = (1− λ)median{F (e − 1) · · ·F (e−B)}+ λz(e− 1) (E.1)
where F (e) is the calculated feature for each epoch e, B is the number of background
epochs, λ is the decay constant and z(e− 1) is the background estimate calculated
for the previous epoch.
Previous work [1, 2] have utilised certain values for the above defined parameters.
In [2], λ = 0.99923 and B = 240s (120 epochs) and the value of z(e) for the first
120 epochs have not been stated nor has the initial value z(1) been defined. In [1],
λ = 0.999807, B = 240s and the initial conditions are undefined as well. Thus
to select an optimal set of parameters for the normalisation, the effect of each
parameter on the background estimate and subsequently on the normalised feature
must be initially analysed.
Decay constant λ
The decay constant λ has two effects on the background estimate z(e): 1) it deter-
mines how long the effect of z(e− 1) will last and 2) it determines the effect of any
new value calculated via the median of the feature over the last B epochs. The
former argument predominantly affects the choice of z(1) as the larger the value
of λ, the longer the effect of z(1) will last. Consequently, the median of B feature
values will have less of an effect on z(e). For example, if λ = 0.9 then for e = 2,
only 10% of z(2) will be from the median of previous feature values and 90% will
be z(1). Similarly for e = 3, z(3) will have 81% from z(1) and the remainder will
be from the median of previous values and so on.
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Number of background epochs B
On the other hand, the number of background epochs B determines the dura-
tion of past feature values that could affect the background estimate. Ideally, B
should be much larger than the seizure duration in every record so that the back-
ground estimate is not skewed by the presence of a seizure within the previous
B epochs. However more background epochs would mean longer duration buffers
and increased computational complexity of the median calculation which would
translate to higher power consumption.
Initial conditions
During the start-up phase of the algorithm, there are two parameters to be selected.
Firstly, the duration of background epochs utilised in the median calculation prior
to reaching B epochs should be determined. The simplest solution is to set the
value of B to be equal to e until the required number of epochs has been reached.
Once the required number of epochs is reached, the algorithm will use a fixed value
of B.
Second, the initial background estimate z(1) should be set. There are two obvious
options: it can be a pre-selected constant (such as 0 or 1) or it could be equal to
F (1). The latter choice would reduce the time taken for z(e) to reach the same
range of values as the feature F (e). However it would skew the normalisation
estimate if F (1) was erroneous and thus bias the normalisation by a factor λ. On
the other hand, a pre-selected constant may require a significant ramp-up time
until z(e) reaches a similar range of value as F (e). During this ramp-up phase,
z(e) will be influenced by each value of (1-λ)median(F (e− 1) · · ·F (e−B)), where
the effect of each value on z(e) will be dependent on the selected λ.
Based on this, a pre-selected constant is chosen for the normalisation which
introduces three distinct phases to the normalisation: transient, steady-state and
the transition from transient to steady-state. As the name suggests, the transient
phase is the short duration during which the background estimate ramps-up to
reach a similar range of values as the feature to be normalised. From then on,
the normalisation is in steady-state. Hence it is important to ensure that the
performance of the algorithm is tested in steady-state as seizures would most-likely
occur in this state. The transient time should be selected to be in the order of a
few minutes so that the EEG technician setting up the equipment can ensure that
the algorithm is in steady-state and thus ready-to-use, prior to sending the patient
home for ambulatory monitoring.
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Splitting the normalisation into three phases
Taking these into consideration, two sets of parameters are selected for the tran-
sient and steady-state phases. The transition between transient and steady-state
will be discussed later. To select the transient decay constant λT , the maximum
allowable transient duration is determined from the test database. In order to have
a sufficiently large test database for characterising the seizure detection algorithm,
the algorithm must be in steady-state when the seizure commences, which in most
records in the test database is 2 minutes from the start of the record. In the tran-
sient phase, B is set to the number of current epochs e and thus B increases for
each additional epoch. In steady state, B should be ≤ 60 for 2 s epochs.
From this and selecting an initial value z(1) = 0, it is possible to plot z(e)
for a range of different values for λ whilst keeping median(F (e − 1) · · ·F (e − B))
constant. This can then be used to determine how many background epochs B
would be required to obtain a reliable estimate of the range of values of F (e). The
median of the feature F (e) over B values is fixed at 1 so that a clear ramp-up from
z(1) = 0 to 1 can be plotted as shown in Fig. E.1.
Fig. E.1 shows the effect on z(e) of different λT values ranging from 0.9 to 0.99 in
steps of 0.01 (left to right). Two additional curves have been plotted for λT=0.999
and 0.99923. As λT increases, more background epochs are required to reach the
steady-state value of 1 and thus more F (e) values will influence the steady-state
value reached at the end of the transient phase. Furthermore, the initial value z(1)
has a longer lasting effect on z(e). To ensure that z(e) reaches the same range of
values as F (e) within the 2 minute transient time, the number of epochs required
should be less than 120/d where d is the epoch duration. For 2s epochs, λT ≤ 0.92
to ensure z(e) reaches less than 1% of the final value by the 60th epoch (see Fig. E.1).
For longer epoch durations, the transient decay constant should be changed if the
percentage error of the final value is to be kept constant. Alternatively, if a larger
error is permissible then the selected λT can be kept constant for longer epochs.
Thus for 2s epochs, λT is set to 0.92 to allow more F (e) values to have less of an
impact on z(e).
Looking specifically at the transition between the transient and steady-state
phase for non-overlapping 2s epochs, the final value should be reached by the end
of the 58th epoch. This will ensure that the steady-state parameters are utilised
from the 59th epoch onwards and thus the seizures starting on the 60th epoch will be
in steady-state. In steady-state, B = 58 and the steady-state value of λ (λS) may
now be chosen. A large value of λS , or smaller (1−λS), should be selected to ensure
a smaller effect of erroneous values of median(F (e−1) · · ·F (e−B)) possibly caused
by the presence of a seizure. However if λS is too large then the effect of newer
median(F (e − 1) · · ·F (e − B)) will be insignificant. As a reasonable compromise,
λS is set to 0.99 such that the effect of any newer median(F (e − 1) · · · F (e − B))
decays to 1% in about 15 minutes, which is a reasonable lifetime considering the
majority of records in the test database have a duration of more than 1 hour.
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Figure E.1: Change in normalisation parameter z(e) for a change in decay constant λ in steps of 0.01 from 0.9 to 0.99 (increasing from left to right).
Two additional curves for λ = 0.999 and 0.99923 have also been plotted. The horizontal dashed line illustrates the point at which each curve is
within 1% error of the final value.
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E.3 Algorithm development
E.3.1 Prototype algorithm
Using the above mentioned transient and steady-state normalisation parameters,
the simple seizure detection algorithm was tested on the development database
where the latter is described in detail in Appendix A.3. The database contains 4
expert marked seizures (252 s total seizure duration) in over 14 hours of scalp EEG
data. The data was obtained from 6 adult patients and is split into 17 records.
The performance of the algorithm on the development database will be evaluated
using the area under the epoch-sensitivity-specificity curve because the area under
the curve gives a good overall measure of performance prior to selecting a specific
threshold for evaluation. Epoch-sensitivity has been chosen over event-sensitivity as
there are insufficient events in the database (only 4) to provide a reliable measure
of event-sensitivity while the number of seizure epochs exceeds 125 2 s epochs
and thus provides a more reliable measure of performance using epoch-sensitivity.
Furthermore, the performance of all features in Section 4.5 is in fact limited by
epoch-sensitivity and not event-sensitivity.
The performance of the prototype algorithm described in Appendix E.1 is shown
in Fig. E.2 for threshold β ranging from 0 to 20. It achieves about 78% epoch-
sensitivity for about 80% specificity and the area under the curve is 0.83. For 100%
epoch-sensitivity, only 25% specificity can be obtained and thus 75% of background
data will be selected for transmission.
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Figure E.2: Epoch-sensitivity traded-off with the specificity of the prototype algo-
rithm.
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The top right-hand corner of the plot depicts ideal operation (100% sensitivity
and specificity) and hence it is clear from Fig. E.2 that there is significant room
for improvement. The next section will discuss four optimisation techniques that
could emphasise characteristics of epileptic seizures or de-emphasise background
and/or artefacts to improve sensitivity and specificity respectively.
E.3.2 Low pass filters
It is well-known that epileptiform activity is predominant in frequencies less than
25 Hz and that the electrical activity recorded on the scalp is corrupted by artefacts
with larger amplitudes (and power) above 15 Hz [3, 4]. Considering this, it is hy-
pothesised that removing high frequency information from the recorded EEG may
improve seizure detection performance by reducing interference caused by artefacts
(such as the electrical activity of cranio-facial muscles and power supply noise). To
test this hypothesis, a low pass filter may be introduced prior to calculating line
length in the prototype algorithm.
Filter order
Four topologies of analogue low pass filters – Butterworth, Bessel, Chebyshev I and
Chebyshev II – have been selected to test this hypothesis. Each filter is evaluated
across different orders and cut-off frequencies. Filters of order 3,4 and 5 have
been selected as lower filter orders can generally be implemented with lower power
consumption. Power consumption is however traded-off with pass-to-stop band
roll-off which is calculated as 20 dB per decade multiplied by the order of the filer.
Thus higher order filters have sharper high frequency roll-off (better rejection of
high frequencies) but have increasingly longer group delays that could vary with
frequency (introducing distortion).
The range of cut-off frequencies have been selected to be above 10 Hz as 3.125-
6.25 Hz frequencies performed the best in the feature comparison study in Chapter
4. It should also be less than 50 Hz to allow for all epileptiform activity to be
captured whilst removing mains noise (which is at 50 Hz in the UK). Hence cut-
off frequencies between 10-45 Hz have been tested in steps of 5 Hz. It should be
noted here that although there are alternative topologies of analogue filters, it is
not possible to cover all topologies and combinations (in terms of filter order, cut-
off frequency, pass-band ripple and stop-band attenuation where appropriate) and
thus this study has been limited to these combinations.
Filter topologies
The frequency response of the 3rd order Butterworth, Bessel, Chebyshev I and
Chebyshev II with 10 Hz cut-off frequency is plotted in Fig. E.3. It can be seen
that the Butterworth, Bessel and Chebyshev II filters have constant gain in the
pass band whilst the chosen Chebyshev I filter has a pass band ripple of 0.5 dB.
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Figure E.3: Magnitude response of third order low pass Butterworth, Bessel,
Chebyshev I (0.5dB ripple) and Chebyshev II (40 dB stop band attenuation) with
10 Hz cut-off frequency
The Chebyshev II filter has a stop-band attenuation of 40 dB. It must be empha-
sized here that the selected passband ripple and stop-band attenuation for the two
Chebyshev filters will affect the performance of the algorithm and different val-
ues for these parameters may alter algorithm performance. However a reasonable
value has been selected for the purpose of this study to allow for limited comparison
between these topologies.
The phase response of these filters have not been plotted here but is worth
a mention. Butterworth and Chebyshev filters have non-linear phase response
and thus introduces group delays that vary with frequency introducing distortion.
Bessel filters have a linear phase response and thus a constant group delay.
Results
The area under the epoch-sensitivity-specificity curves have been listed in: Ta-
ble E.1 for Butterworth filters, Table E.2 for Bessel filters, Table E.3 for Chebyshev
I with 0.5 dB pass band ripple and Table E.4 for Chebyshev II with 40 dB stop
band attenuation. These areas must be compared with the baseline performance
of the prototype algorithm (AUC=0.83) to determine whether an improvement in
performance can be achieved by using an additional low pass filter prior to feature
extraction.
Overall, an improvement in the area under the curve is seen across all filter
topologies but not for all filter orders or cut-off frequencies. More specifically, filters
with lower cut-off frequencies perform better than higher cut-off frequencies across
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Table E.1: Area under the curve achieved using Butterworth filters
Order Cut-off frequency (Hz)
10 15 20 25 30 35 40 45
3 0.86 0.85 0.85 0.85 0.84 0.83 0.83 0.83
4 0.86 0.85 0.85 0.84 0.84 0.84 0.83 0.83
5 0.85 0.86 0.85 0.84 0.84 0.84 0.83 0.83
Table E.2: Area under the curve achieved using Bessel filters
Order Cut-off frequency (Hz)
10 15 20 25 30 35 40 45
3 0.86 0.86 0.85 0.85 0.85 0.84 0.84 0.84
4 0.86 0.86 0.85 0.85 0.85 0.85 0.84 0.84
5 0.85 0.86 0.85 0.85 0.85 0.85 0.84 0.84
Table E.3: Area under the curve achieved using Chebyshev I filters
Order Cut-off frequency (Hz)
10 15 20 25 30 35 40 45
3 0.86 0.85 0.84 0.84 0.84 0.83 0.83 0.83
4 0.86 0.85 0.84 0.84 0.84 0.84 0.83 0.83
5 0.85 0.86 0.85 0.84 0.84 0.84 0.83 0.83
Table E.4: Area under the curve achieved using Chebyshev II filters
Order Cut-off frequency (Hz)
10 15 20 25 30 35 40 45
3 0.83 0.85 0.85 0.85 0.86 0.86 0.85 0.85
4 0.85 0.85 0.86 0.86 0.85 0.85 0.85 0.84
5 0.85 0.85 0.86 0.86 0.85 0.84 0.84 0.84
all topologies except Chebyshev II. In Chebyshev II filters, the best performance
is achieved around 20-30Hz and lower or higher cut-off frequencies do not perform
as well. This could be related to the magnitude of the filter response at the cut-off
frequency across different topologies shown in Fig. E.3. For Butterworth filters, the
cut-off frequency is the frequency at which the magnitude of the filter is equal to
-3 dB. For low-pass Bessel filters, the cut-off frequency is the maximum frequency
until which the phase response is linear and increasing filter orders have higher
gain attenuation at the selected cut-off frequency. For Chebyshev filters, the cut-
off frequency is related to the pass band ripple or stop band attenuation. For
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Chebyshev I filters, the maximum frequency at which the magnitude is equal to
the pass band ripple (-0.5dB) is the cut-off frequency. While for Chebyshev II
filters, it is the minimum frequency at which the stop-band attenuation (-40dB) is
reached. Thus in the latter filter, frequencies in the pass band could be attenuated
up to -40dB. This can be seen in Fig. E.3 where a 10 Hz cut-off frequency for a
third order Chebyshev II filter shows attenuation at frequencies above 5 Hz.
Across all four filter topologies, the maximum area under the curve is 0.86. This
can be achieved using any of the four topologies. However a Bessel filter is selected
for further analysis for two reasons: firstly, it has a maximally flat passband which
causes minimum gain distortion at frequencies within the pass band of the filter; and
second, it is the only filter compared here that has a constant group delay (linear
phase) which further reduces any distortion at the frequencies of interest. Amongst
Bessel filters in Table E.2, the lowest filter order to achieve maximum AUC is the
3rd order filter with cut-off frequency at either 10 Hz or 15 Hz. Hence a 3rd order
Bessel filter with 10 Hz cut-off frequency will be used for further optimisation of the
algorithm as lower cut-off frequencies have consistently shown better performance
across the different filter topologies described here and there is scope to downsample
the filtered signal to further reduce computational complexity.
E.3.3 Minimum number of channels
So far, the algorithm has been applied to single channel EEG data and a detection
in a single channel causes raw EEG data from all channels within the same time
window to be marked as candidate epileptic seizures and thus selected for transmis-
sion. However, epileptic seizures are not single channel events but originate from
one or more locations on the patient’s brain and then spread to a wider area of
the brain. This spread of epileptiform activity may be visible in different electrode
channels placed on the scalp of the patient. In contrast, artefacts such as eye blinks
are pronounced in channels FP1 and FP2 that are closer to the eye.
Hence a restriction on the minimum number of channels detecting the same epoch
prior to selecting the epoch for wireless transmission, could reject such single or
dual channel artefacts and improve the performance of the algorithm. A collar on
the minimum number of channels is applied at the multi-channel decision stage
and the collar duration is varied from 1 to 8. The effect on AUC of applying
such a collar is shown in Table E.5. As expected, an increase in the minimum
number of channels required for a seizure detection increases the area under the
curve until more than six channels are required for a detection. Increasing the
number of channels required above six causes AUC to decrease. However AUC for
8 channels required for detection is still higher than the single channel algorithm.
The decrease in AUC for 7 or 8 channels can be attributed to reduced sensitivity
as seizure activity that has only been measured by a few channels, is now being
rejected.
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Table E.5: Minimum number of channels detected
Number of channels AUC
1 0.83
2 0.84
3 0.85
4 0.85
5 0.85
6 0.86
7 0.85
8 0.85
E.3.4 Minimum number of subsequent detections
The seizure detection algorithm has been applied to 2 s epochs of the sampled
EEG data. However seizures often last longer than 2 s [5] and thus it is expected
that extending the duration over which detections may occur, could reduce the
number of false positives generated by short-time events (such as eye blink and
EMG artefacts). To test this, a collar is applied on subsequent epochs such that a
minimum number of subsequent epochs must be detected in the n EEG channels
in order for these epochs and any subsequently detected epochs to be marked as a
candidate seizure event.
Table E.6: Minimum number of subsequent detections
Subsequent detections AUC
1 0.83
2 0.84
3 0.84
4 0.85
5 0.84
6 0.82
7 0.81
8 0.75
The minimum number of adjacent detections has been increased from 1 to 8 and
the area under the epoch-sensitivity-specificity curve achieved by the algorithm is
listed in Table E.6. The results show that increasing the number of subsequent de-
tections required for a candidate seizure event from 1 to 4 improves the detection
performance, after which the performance rapidly declines. This is not surprising
as lower number of subsequent detections would improve the specificity of the algo-
rithm by reducing the number of false positives (short artefacts) detected. When a
longer collar is required for an event to be detected, this reduces the sensitivity of
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the algorithm since the algorithm should now detect up to 16 s (collar=8) of contin-
uous seizure data to be marked as a detection. Hence short explicit seizure sections
would no longer be easily detected which would lead to decreased sensitivity and
thus decreased AUC.
E.3.5 Combination of features
This section investigates whether combining two features would improve the per-
formance of the prototype algorithm. The features considered here have been
restricted to the 5 best performing time domain features in Table 4.5. The re-
striction on time domain features is because the main feature considered in this
algorithm is a time domain feature (line length) and thus incorporating another
time domain feature would keep the computational complexity to a minimum. Fur-
thermore if a DWT, CWT or FT feature is considered in addition to line length
it broadens the scope of feature combinations to be tested making it a separate
extensive study since the DWT, CWT or FT coefficients will now be available for
further calculation.
In reality, only four features are combined with line length as combining line
length with itself will give not change the area under the epoch-sensitivity-specificity
curve. The features (F2) included in the algorithm are listed in Table E.7 and have
been combined with line length using three different methods within each EEG
channel:
• Multiply - line length is multiplied by F2 prior to normalisation.
• OR - line length and F2 are calculated, normalised and thresholded separately
and a detection occurs when either feature exceeds the same threshold within
the same epoch.
• AND - similar to OR but a detection occurs only when both of the normalised
features exceed the same threshold within the same epoch.
Table E.7: Combining time domain features with line length
Feature Multiply OR AND
Energy/power 0.81 0.80 0.82
Maximum 0.83 0.82 0.85
Minimum 0.78 0.74 0.84
Total maxima & minima 0.82 0.82 0.49
Looking at the results in Table E.7 and comparing it with the area under the
curve of extracting only line length (AUC = 0.83) it is can be seen that any com-
bination of energy or total maxima & minima would depreciate the performance
of the algorithm. Alternatively, using the AND operator with the maximum or
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minimum feature would improve the performance by 0.02 and 0.01 respectively.
The combination of line length AND maximum gives the best performance and
will thus be considered for the final optimised algorithm.
E.3.6 Combining optimisation methods
Prior to combining the best optimisation methods discussed in the above sections,
a summary of the performance of these methods is provided here. Four optimisa-
tion methods were considered above: low pass filtering prior to feature extraction;
collar on epochs across channels; collar on subsequent epochs within a channel; and
combining line length with one of the top 5 time domain features. All four opti-
misation methods individually improved the performance in comparison to that of
the prototype algorithm.
To combine these optimisation methods, first the two collars are applied to the
prototype algorithm and its performance evaluated. Combining the two collars
improved the algorithm performance to AUC=0.88, which is better than the best
performing individual collar (6 channel collar gave AUC=0.86, and collar across 4
subsequent detections gave AUC=0.85).
Next, line length and maximum of the absolute value of the time domain signal
was combined using an AND operator and incorporated into the algorithm with
two collars. This led to no change in the area under curve (AUC=0.88). As this
gives no improvement in performance but an increase in computational complexity,
this feature combination was discarded.
Then a 3rd order Bessel low pass filter with 10 Hz cut-off frequency is incorporated
into the algorithm with channel and detection collars. The AUC improved to
0.89. Hence this method will be included in the optimised algorithm. To further
reduce computational complexity, the algorithm can be downsampled after the
low-pass filter, to a Nyquist frequeuncy of 20 Hz. This will reduce the number of
operations required for the successive stages of the algorithm if a digital hardware
implementation is adopted in the future and thus the computational complexity of
the algorithm.
E.4 Summary
Four optimisation techniques for the simple seizure detection algorithm in Ap-
pendix E.1 have been examined here in an attempt to improve the seizure detection
performance of the algorithm. Of these, three methods have been inspired from
inherent properties of seizures and artefacts in scalp EEG. Incorporating these fac-
tors into the seizure detection algorithm improved its performance. Combining line
length with another promising time-domain feature using multiplication, AND and
OR logical operators also showed an improvement in performance.
However, the best combination of optimisation techniques was a 3rd order Bessel
filter with a cut-off frequency of 10 Hz (in the pre-processing stage) and subsequent
223
detection collar (4 epochs) and channel collar (6 epochs) in the multi-channel de-
cision making stage. The low pass filtered signal can be downsampled to 20 Hz to
reduce the computational complexity of this algorithm and thus its potential power
consumption in a digital hardware implementation.
The algorithm has thus far been evaluated on a development database with a
limited number of seizures and background EEG. The performance of the optimised
algorithm is evaluated in Section 5.3 on a comprehensive test database that is
exclusive to the development database used here.
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