Application of the MEBDFV solver to dynamic simulation of some specific multibody systems: an example of a cervical spine model by unknown
Int. J. Dynam. Control (2015) 3:17–30
DOI 10.1007/s40435-014-0076-7
Application of the MEBDFV solver to dynamic simulation of some
specific multibody systems: an example of a cervical spine model
Paweł Fritzkowski · Tomasz Walczak
Received: 14 January 2014 / Revised: 12 February 2014 / Accepted: 27 February 2014 / Published online: 22 March 2014
© The Author(s) 2014. This article is published with open access at Springerlink.com
Abstract Application of the MEBDFV code in multibody
dynamics is discussed. The solver is based on the modi-
fied extended backward differentiation formulae of Cash. It
is especially suited for the solution of differential-algebraic
equations with time- and state-dependent mass matrix. Such
a case can occur when motion of a multibody open-chain sys-
tem is described within the classical Lagrangian formalism,
which still has some advantages. An outline of the numer-
ical algorithm is given. As an example, a simplified math-
ematical model of the human head-cervical spine system
is presented. In a numerical experiment the model is used
to analyze motion of the head–neck during rear-end impact
which may lead to whiplash injury. The obtained results are
compared to literature data. Performance of the MEBDFV
solver is examined in terms of algorithmic energy conserva-
tion. The test is based on an appropriately formulated ‘kinetic
energy–work’ relation.
Keywords Multibody dynamics · Lagrangian formalism ·
Discrete model · Implicit ordinary differential equations ·
Cervical spine · Whiplash
1 Introduction
Multibody dynamics is one of the most rapidly developing
branches of computational mechanics. The specific area is
strictly based on well-known concepts of classical and ana-
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lytical mechanics such as D’Alembert’s principle, Newton–
Euler equations, Lagrangian formalism, etc. As an extension
of these approaches some generalized methodologies for for-
mulating dynamic equations have appeared over the past few
decades. These modern techniques are especially suitable for
computer implementation and can be applied to a vast class
of multibody systems. In general there are two basic formu-
lations which are widely used: the embedding techniques and
the augmented formulation [1,2]. Both of them have adavan-
tages and disadvantages related to computational issues like
number of equations, their nonlinearity and complexity. Usu-
ally the techniques involve applying the free body principle
in order to obtain the equations of motion.
However, in some cases purely analytical methods seem
to be preferable. The typical examples are conventional and
inverted multiple pendula which over the last few decades
have been the subject of theoretical and experimental studies
mainly from the viewpoint of nonlinear dynamics and con-
trol theory (see e.g. [3–10]). In general, multibody systems
with a chain topology are especially likely to be modelled
via the standard Lagrangian formulation. Basically, by the
term ‘standard formulation’ the authors mean applying the
Lagrange’s equations of the second kind, where all the gen-
eralized coordinates are independent and the dynamic equa-
tions do not involve constraint forces, e.g. the ones which act
at the joints connecting rigid members. In such a case the
standard approach can be regarded as an embedding tech-
nique. However, if some additional geometric constraints are
imposed on the system (for instance, the other end of the chain
is fixed), the former equations of motion are still useful. In
the method of Lagrange multipliers, for example, the primary
model can be extended by introducing constraints equations
and undetermined multipliers which are related just to the
new reaction forces [11,12]. This procedure, in turn, corre-
sponds to the augmented formulation.
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There are some advantages of the standard approach to the
open-chain systems. Firstly, minimal or almost minimal (if
the additional constraints exist) set of coordinates is used to
describe a system. Moreover, the internal (connection) forces
are not included in the dynamic equations. Both the factors
reduce the problem dimensionality. Secondly, the equations
of motion can be derived from a few scalar quantities specific
for a certain system: the kinetic energy, potential energy and
dissipation function. This feature is crucial especially when
dealing with a system of bodies interconnected by many cou-
pling elements like springs, dampers and actuators.
Nevertheless, there is one significant drawback of the dis-
cussed approach: high complexity of the dynamic equations.
It can be regarded as the well-known side effect of the selec-
tion of a small number of coordinates [1]. In case of the
open-chain systems, when the small vibrations assumption
is not made, the mathematical model is given by the set of
implicit differential equations (IDEs):
M(q) q¨ = f(t, q, q˙) , (1)
where q is the vector of generalized coordinates. Clearly,
the left-hand side matrix M (usually called the mass matrix)
is indirectly time-dependent, for it depends on the general-
ized coordinates explicitly. Numerical solving of the prob-
lem may be a cumbersome task, particularly for mechanical
systems with many degrees of freedom. Indeed, the basic,
widely known numerical methods are designed for ODEs
in the normal (explicit) form [13,14]. Using them for time
integration of the system (1) requires inversion of the non-
constant matrix M, which is numerically expensive.
Although rarely described, among commonly available
IVP solvers there are a few which are suited for solving
IDEs [15]. In this paper the code MEBDFV designed by
T.J. Abdulla and J.R. Cash is employed. We discuss its appli-
cation to computer simulation of the open-chain multibody
systems. In particular, we consider a simplified mathematical
model of the human head-cervical spine system. The aim of
this paper is to show that equations of motion in the implicit
form can be solved satisfactorily and the standard Lagrangian
approach, readily used in the field of theoretical mechanics,
is not doomed to failure.
2 The MEBDFV code for multibody dynamics problems
2.1 General form of dynamic equations and a numerical
model
Assume that equations of motion of a given multibody system
have the implicit form (1). For numerical integration they are
rearranged and written as


















In the above formulae I denotes an identity matrix and
u = q˙ is the vector of generalized velocities. To find a
unique solution to the dynamic equations, a set of initial
conditions has to be defined. Using the state vector X asso-
ciated to positions and velocities of the rigid bodies, one can
write
X(t0) = X0 (4)
If additional geometric constraints are imposed on the
mechanical system
(t, q) = 0 , (5)
a full description of its dynamics is given by
M(q) q¨ = f(t, q, q˙) − Tq (t, q)λ
(t, q) = 0 (6)
where
q = ∂(t, q)
∂q
(7)
and λ is the vector of undetermined Lagrange multipliers.
In the simplest, straightforward way the resulting system of
differential-algebraic equations (DAEs) can be written as in
(2) but the matrices have the augmented form:
Mˆ =
⎡
⎣ I 0 00 M 0
0 0 0
⎤





⎦ , fˆ =
⎡





In such a case the initial conditions (4) refer to the multipliers
λ too.
2.2 The origins of the modified extended BDF
As can be seen, the system of IDEs (3) is a special case of
DAEs (8). Nevertheless, the problems that involve both dif-
ferential and algebraic equations are more demanding numer-
ically. Similar to the case of stiff systems of ODEs, meth-
ods used for DAEs have to satisfy rigorous stability require-
ments. Other difficulties are related to error estimation and
convergence, which enforces more sophisticated strategies
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in comparison to the methods intended for standard ODEs
[16].
Generally, complexity of a problem increases with an
index of DAEs, iD . For example, DAEs (6) are of index 3
for most constrained multibody systems; in the case of ODEs
(Mˆ = I) and IDEs (Mˆ = I and det(Mˆ) = 0), in turn, iD = 0.
For more details on the concept of DAEs index the reader is
referred to [17,18].
Majority of the codes originated in the 1980’s and 1990’s
have been restricted to iD ≤ 3 (e.g. DASSL, LSODI,
GAMD). Therefore, many methods have been developed to
reduce the problem index, e.g. the GGL formulation, the
Baumgarte’s technique [18]. Today there are several solvers
commonly used for the solution of DAEs of higher index.
However, not all of them are suited to the DAE systems with
non-constant mass matrix (2) or the unstructured ones (e.g.
BiMD or RADAU5) [15].
The MEBDFV solver is suitable for the numerical solu-
tion of DAEs with index iD ≤ 3, given in the form (2). The
code is based on the modified extended backward differen-
tition formulae (MEBDF) of Cash. In 80’s the researcher
proposed a separate class of numerical methods, clearly dif-
ferent from both the standard backward differentition for-
mulae (BDF) and the widely used Runge–Kutta (RK) type
methods [19,20]. The new approach resulted in very effi-
cient schemes with extremely good stability properties. Thus,
the MEBDF formulae can be regarded as a third path, aside
(i) linear multistep methods, which are cheap to implement
but, due to the famous Dahlquist’s barrier, at higher orders
have pure stability, and (ii) implicit Runge–Kutta methods
with potentially excellent stability but expensive implemen-
tation. The origins of the new approach were described by
Cash [21].
Like other codes based on MEBDF, designed for initial
value problems in ODEs and DAEs of various forms, the
MEBDFV solver is available on the Internet [22]. As usual,
the code contains a brief description of input and output para-
meters as well as the subroutines which must be supplied
by a user. Needless to say, the information does not give a
detailed insight into mechanisms of the numerical integra-
tion.
Treated as fundamentals of numerical methods for dif-
ferential equations, the BDF and RK formulae have been
discussed in many books, e.g. [13,14,23–25]. The MEBDF
approach, in turn, has not become commonly known as
yet. Moreover, issues related to IDEs or DAEs are covered
in literature very rarely. Taking into account their impor-
tance to computational dynamics and capabilities of the
MEBDFV solver, we feel that the MEBDF approach in
application to DAEs of the form (2) merits further atten-
tion.
2.3 MEBDFV from the inside
This section does not contain a deep analysis of implemen-
tation details of the MEBDF. From practical point of view,
however, it is important to generally understand computa-
tional ideas associated with the code MEBDFV, which pre-
vents from using it in a black-box manner.
Assume that approximate solutions X1, X2, . . . , Xi−1
have been computed at the corresponding step points t1,
t2, . . . , ti−1. The key idea of the MEBDF approach is to
find Xi by using not only the previous values of X and
X˙, but also their approximations at the superfuture point
ti+1.
For convenience sake, let us write the fully implicit form
of DAE system (2):
Fˆ(t, X, X˙) = 0 , (9)
where
Fˆ(t, X, X˙) = Mˆ(X) X˙ − Fˆ(t, X) . (10)
Furthermore, in the formulae used below w˜ denotes an ini-
tial approximation (prediction) of a given vector function w,
whereas w∗ is the value corrected due to an iterative process;
h denotes the current stepsize. Now, an outline of the com-
putational algorithm can be given in a form of the following
three stages:
1. First BDF step
Given the predicted value X˜i , use a standard k-step BDF




α j Xi− j = hβ0˜˙Xi . (11)
Note that ˜˙Xi is expressed in terms of X˜i , thus, now (9)
becomes a nonlinear algebraic system where Xi is the
only unknown. Find an approximate solution X∗i and use
formula (11) to recompute the derivative, i.e. to obtain
X˙∗i .
2. Second BDF step
Predict the superfuture value X˜i+1 and use the same BDF
as before, but go one step further, i.e. evaluate ˜˙Xi+1:
X˜i+1 + α1X∗i +
k−1∑
j=1
α j Xi− j = hβ0˜˙Xi+1 . (12)
Insert X˜i+1 and ˜˙Xi+1 to (9) and find X∗i+1. Use formula
(12) again to compute a new value X˙∗i+1.
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3. MEBDF step
Use both X∗i , X˙∗i and X∗i+1, X˙∗i+1 to compute a corrected




α¯ j Xi− j
= h [β¯1X˙∗i+1 + β0X˙i + (β¯0 − β0)X˙∗i ] . (13)
One more time solve the system of nonlinear equations
(9). The found solution Xi is the final result of the time
integration process.
It can be proven that, although the conventional BDF (11)
and (12) have order k, the scheme (13) is of order (k + 1)
[19]. All the coefficients α j , β j , α¯ j , β¯ j are listed in papers
[19,20]. Some computational aspects of the outlined stages
require further explanation.
Firstly, it should be noted that a fully adaptive algorithm
is implemented inside MEBDFV: time stepsize h as well
as order k are adjusted automatically. The user, however, can
specify the minimal stepsize and the maximal order. Changes
in h slightly complicate managing the past data involved
in the schemes. Normally, MEBDFV uses the history array
based on backward differences:
Hi =
[




∇Xi ≡ Xi − Xi−1 ,
∇ j Xi = ∇ j−1Xi − ∇ j−1Xi−1 , j = 2, 3, . . . , k .
If h is changed (e.g. after unsuccessful computation), the
history array is rescaled appropriately [20,26].
When considering the three stages, estimation of the initial
approximations may seem troublesome. However, given the




Hi−1, j , (15)
where Hi−1, j denotes the j th item of Hi−1. In fact, this
formula is applied mainly for stage (2). If h has not been
changed, stage (1) can use the corrected superfuture value
X∗i+1 from stage (2) of the previous time step. Stage (3), in
turn, naturally starts with the solution X∗i corrected at stage
(1) of the current step.
It is the solution of the nonlinear algebraic system which
is crucial to the overall computational effort. Let us consider
Eq. (9) in case of the first stage. After using the BDF, deriv-
ative X˙i is regarded as a function of Xi and the resulting
nonlinear set of equations takes the form
Fˆ(t, Xi ) = 0 . (16)
As with many solvers based on implicit formulae, the code
MEBDFV implements the modified Newton method. Thus,
the iteration scheme can be written as
X(p+1)i = X(p)i + δi . (17)
The correction δi is obtained by solving the linear algebraic
system
Jδi = −Fˆ(t, X(p)i ) , (18)



















For the whole iterative process the vector X˜i plays a role
of the start point:
X(0)i = X˜i . (21)
Scheme (17) is iterated to convergence. Consequently, suc-
cessive approximations X(p)i for p = 1, 2, . . . , N are gen-
erated and eventually X∗i = X(N )i . Analogous procedure is
performed at the stages (2) and (3).
It should be emphasized that J is kept fixed for all
N iterations. What is more, a specific construction of the
method allows to use the same Jacobian matrix at each of
the stages (1–3). It considerably reduces the computational
effort related to evaluation and factorization of J. In addition,
the first and third stages are usually provided with excellent
approximations as mentioned before. Therefore, only a few
iterations are needed to reach convergence [20,26].
The discussed implementation of MEBDF goes even fur-
ther. Indeed, Abdulla and Cash adopted the strategy of updat-
ing the Jacobian matrix only when it is indispensable. Thus,
an old matrix J is used for many time steps, as long as no ‘ill
effects’ arise. If convergence is not achieved, for example, the
Jacobian is re-evaluated and Newton iterations are retried; if
still computation fails, the stepsize is halved [20,26].
Of course, the code MEBDFV employs numerous other
techniques and strategies related to such issues as: select-
ing optimal stepsize, maintaining good convergence of the
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Newton scheme, estimating the convergence rate, controlling
local errors, etc. Nevertheless, these aspects refer to detailed
numerical analysis, which goes beyond the overview neces-
sary to comprehend main concepts of the MEBDF imple-
mentation.
At the end of this section it is worth noting that, basically,
the user supplies the routines which compute the matrix Mˆ
(banded or full), the right-hand side vector Fˆ and J (banded
or full). If the matrix of partial derivatives J is to be evaluated
numerically, a routine computing the residual delta Fˆ should
be specified instead.
3 Biomechanical system and equations of motion
3.1 Human cervical spine and its models
The cervical spine consists of seven vertebrae (denoted by
C1–C7); each of them has different shape and geometric para-
meters. The main role of this spine column is to carry the
weight of a head and ensure its appropriate mobility. For
every vertebra (excluding C1), a vertebral body is the part
responsible for carrying load resulting from muscles and the
head. Between adjacent vertebral bodies (excluding C1–C2)
there is an intervertebral disc which, thanks to its flexibility,
stabilizes them and responds to compressive forces. Addi-
tionally, unproper mobility of the particular parts is restricted
by ligaments which couple the adjacent vertebrae [27,28].
Since it is difficult to precisely describe mechanical prop-
erties of bone tissue and soft tissues, one can find vari-
ous mechanical models of certain segments of the spine.
One of the earliest models of the head/neck system based
on multibody dynamics was proposed by Deng and Gold-
smith [29]. The authors modeled vertebrae as rigid bodies
and included intervertebral connections, muscles and liga-
ments with nonlinear characteristics. They studied dynamics
of the system during road accidents. Dauvilliersa et al. [30]
proposed a model with linear charactristics of ligaments and
elastic, isotrophic intervertebral discs. De Jager et al. [31,32]
developed the model of Deng and Goldsmith by assumption
that the head and vertebrae are rigid members but discs are
represented through viscoelastic joints with nonlinear char-
acteristics determined experimentally. Yang et al. [33] ana-
lyzed motion of the cervical spine in sagittal plane leading
to spinal injuries. In this model both elastic and viscoelastic
nature of the ligaments was considered. Van der Horst [34]
extended the de Jager’s model by describing the discs and
ligaments as viscoelastic nonlinear elements. Van Lopik and
Acar [35] presented a three-dimensional multibody model of
the head and neck for the analysis of whiplash motion. Apart
from the discs and ligaments they took into account facet
joints too.
In many classical models of the human spine, different
approaches to modeling of bone tissue and soft tissue were
used. In study of the cervical spine dynamics usually verte-
brae are treated as rigid bodies. Where it comes to ligaments,
one can find numerous models. The simpliest way to reflect
the ligaments character is to assume that they are two- [36]
or three-dimensional [37] linear elements. In more advanced
approaches the ligaments were considered to be linear elastic
elements with the same value of Poisson’s ratio and diverse
stiffness coefficient [38]. Dauvillers et al. [30], in turn, mod-
eled the ligaments as linearly elastic elements with damping
and used identical stiffness constant for all of them. Some
authors proposed nonlinear models [39–41]. Due to com-
mon use of the finite element method in numerical simula-
tions, shell and beam models [33] as well as the spring and
axial (link) ones [42] have become popular.
Similar to the ligaments, the intervertebral discs are
described in diverse manner. In problems related to cervi-
cal spine biomechanics, solid models are widely applied.
It is assumed that a disc is a homogenuous elastic body
with known Young’s modulus and Poisson’s ratio [38,39,43].
In order to take into account the acting loads, the discs
were divided into three parts: annulus, annulus fibrosus and
nucleus pulposus. In [33,37] authors proposed discs com-
prised of two bodies representing the annulus and nucleus.
Goel et al. [44] additionally applied a beam model for the
annulus fibrosus. In turn, de Jager et al. [40] used viscoelas-
tic linear elements to represent the annulus and nucleus.
Kumeresan et al. [42] employed a solid model of the annu-
lus, beam model of the annulus fibrosus; the nucleus was
treated as incompressible liquid. In the model of van Lopik
and Acar [35] the discs were represented by non-linear vis-
coelastic ‘bushing’ constraints.
3.2 Multibody model of cervical spine
It is not the purpose of this section to present a novel and
complete (in some measure) model of the cervical spine.
Actually, the multibody system discussed below has a two-
dimensional, simplified nature. However, despite its limited
complexity, the model is a good example of application of the
standard Lagrangian approach leading to a system of IDEs.
Consider the head–neck system. The presented model is
based on the following assumptions:
– For the sake of simplicity, analysis is restricted to plane
motion of the system, i.e. its motion in the midsagittal
plane.
– The head (H) and seven vertebrae (C1–C7) are treated as
rigid bodies connected by joints.
– The torso (with the Th1 vertebra of the thoracic spine)
plays a role of a base for the system.
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Fig. 1 A multibody model of the cervical spine: a the whole system,
b a clipped view of the couplings between selected members
– The ligaments are represented by elastic-dissipative ele-
ments of known characteristics.
– Effect of musculature on the system motion is neglected.
– Geometric and inertial properties of the members as well
as attachement points of the elastic-dissipative elements
are given.
Figure 1 shows a physical model of the biomechanical
system. Naturally, the rigid members are interconnected via
joints, however, their character is assumed to be non-ideal.
Since we do not directly include the intervertebral discs in
the model, we use nonlinear spring-damper elements of rota-
tional nature located in the joints. Additionally, couplings
between particular vertebrae are reflected by Kelvin–Voight
spring-damper elements. They can be regarded as a model
of the anterior longitudinal ligaments and the interspinous
Fig. 2 Characteristic points of a single member
ones. In the same way connections at H-C1 and C7-Th1 are
introduced too. Although the upper cervical spine differs in
structure from the lower segment (e.g. the atlas (C1) does not
have a body and the atlanto-axial joints (C1–C2) are more
complex [27]), all the vertebrae are treated uniformly.
In mathematical description of the system we apply index-
ing of the members which is reverse to the numbers of verte-
brae. Namely, the C7 vertebra has index i = 1, while i = 8
for the head. Now, consider a simple representation of the i th
body. As can be seen in Fig. 2, there are several characteristic
points selected: the pivot Oi , the mass center Si , the poste-
rior and arterior attachement points for the spring-damper
elements denoted by A′i , A′′i and B ′i , B ′′i , respectively. In a
local coordinate system position of an arbitrary point P asso-
ciated to the i th member can be specified by values xP and
yP (positive or negative). Similarly, xi and yi determine
position of Oi+1 with respect to Oi .
The discussed mechanical system has n = 8 degrees of
freedom and the angular variables ϕi , i = 1, 2, . . . , n can
serve as the generalized coordinates (see Fig. 3). For the sake
of generality, assume that the base point O1 can move and
its position is given by the explicit functions of time:
xO1 = xO1(t) , yO1 = yO1(t) . (22)
Positions of the pivots Oi in the global Cartesian system can
be expressed in terms of the generalized coordinates:




y j sin ϕ j + x j cos ϕ j
)
,








Now, global coordinates of the point P belonging to the i th
member can be written as
xP = xOi + yP sin ϕi + xP cos ϕi ,
yP = yOi + yP cos ϕi − xP sin ϕi . (24)
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Fig. 3 Geometrical relations for two adjacent members
Particularly, coordinates of the mass centers Si are given by
xSi = xOi + ySi sin ϕi + xSi cos ϕi ,
ySi = yOi + ySi cos ϕi − xSi sin ϕi . (25)








Si + ISi ϕ˙2i
)
, (26)
where vSi is velocity of the i th mass center:
vSi =
√
x˙2Si + y˙2Si , (27)
while mi denotes mass of the member and ISi is its moment






U Gi + U SAi + U SBi + U SOi
)
. (28)
Each of the above components are briefly described below:
– U Gi is the gravitational potential energy of the i th mem-
ber:
U Gi = mi gySi (29)
– U SAi is the potential energy of the spring that connects





where kAi denotes the stiffness coefficient of the spring
and ξAi is the distance between A′′i−1 and A′i :
ξAi =
√
(xA′i − xA′′i−1)2 + (yA′i − yA′′i−1)2 (31)
– U SBi is the potential energy of the spring that connects





where kBi denotes the stiffness coefficient of the spring
and ξBi is the distance between B ′′i−1 and B ′i :
ξBi =
√
(xB′i − xB′′i−1)2 + (yB′i − yB′′i−1)2 (33)
– U SOi is the potential energy of the torsional spring located
in the pivot Oi . Much information on determining stiff-
ness of the intervertebral joints of the upper and lower cer-
vical spine was presented by de Jager [32], who derived
strongly nonlinear load-displacement curves from exper-
imental data. Therefore, instead of defining the energy




in the following form [8]:
QSOi =
{−MOi + MOi+1 if i = 1, 2, . . . , n − 1
−MOi if i = n
(34)
where
MOi = kOi tan(θi/2)
cos(θi/2)
(35)
is the elastic moment arising in i th joint; kOi denotes the
stiffness coefficient of the spring and θi is the relative
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Fig. 4 Nonlinear elastic characteristics of the intervertebral joints
angular coordinate given by
θi =
{
ϕi if i = 1
ϕi − ϕi−1 if i = 2, 3, . . . , n (36)
The resulting characteristics of the intervertebral joints
is shown in Fig. 4.
Using the formula (24), one can express the Cartesian
coordinates of A′′i−1, A′i , B ′′i−1, B ′i in terms of the generalized
coordinates. Note that the points A′′0 and B ′′0 are located at
the base of the system (the Th1 vertebra), whereas A′8 and
B ′8 belong to the head.
To mathematically describe damping effects, let us intro-




(RAi + RBi + ROi ) . (37)
By analogy to U SAi and U
S
Bi , all the components of R are
specified in a quadratic manner:
RAi = 12cAi ξ˙
2












where cAi , cBi , cOi denote the damping coefficients of the
particular dissipative elements and ξ˙Ai , ξ˙Bi , θ˙i are velocities
of their deformation.
Equations of motion for the system can be derived from









= Q pi +Qnpi , i = 1, 2, . . . , n. (39)
On the right-hand side the following terms are considered:
– the generalized potential force Q pi given by




which has the two basic components:
Q pi = QGi + QSi , (41)
where QGi results from gravity and QSi is the generalized
elastic force including the term (34)
– the generalized nonpotential force Qnpi which is a sum
of the two components: the dissipative force




and a generalized external force Qexti applied to the mem-
ber
After determining all the derivatives of T , U and R which




ai j ϕ¨ j +
n∑
j=1
a′i j ϕ˙2j + γi (t, ϕi , ϕ˙i )
= QGi + QSi + Q Ri + Qexti , i = 1, 2, . . . , n . (43)











ASi j cos θi j − BSi j sin θi j
)
if j < i ,
mi Aii + mi ASSii + ISi if j = i ,
m j
(




ASji cos θ j i − BSji sin θ j i
)
if i < j < n ,
m j
(
ASji cos θ j i − BSji sin θ j i
)









m j , θi j = ϕi − ϕ j (44)
and
Ai j = xix j + yiy j , Bi j = xiy j − yix j ,
ASi j = xSix j + ySiy j , BSi j = xSiy j − ySix j ,
ASSi j = xSixSj + ySiySj .
In turn, the function γ is given by
γi (t, ϕi , ϕ˙i )=mi (x¨O1ψ ′Si − y¨O1ψSi )+mi (x¨O1ψ ′i − y¨O1ψi ) ,
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where








Ultimately, the generalized forces are determined as
QGi = mi gψSi + mi gψi ,
QSi = QSOi − (kAi f Ai − kAi+1 f Ai+1)
− (kBi fBi − kBi+1 fBi+1) ,
Q Ri = −(cAi h Ai +cBi hBi −cOi )ϕ˙i−1−(cAi G Ai +cBi G Bi
+ cAi+1 HAi + cBi+1 HBi + cOi + cOi+1)ϕ˙i
− (cAi+1h Ai+1 + cBi+1hBi+1 − cOi+1)ϕ˙i+1 ,
where the following functions are introduced:
f Ai = E Ai cos θi − FAi sin θi ,
h Ai = E Ai sin θi + FAi cos θi , (45)
and the constants can be written as
E Ai = yA′i (xi−1 − xA′′i−1)
− xA′i (yi−1 − yA′′i−1) ,
FAi = yA′i (yi−1 − yA′′i−1)
+ xA′i (xi−1 − xA′′i−1) ,
G Ai = x2A′i + y2A′i ,
HAi = (xi − xA′′i )2 + (yi − yA′′i )2 .
(46)
The same relations involving points B ′i and B ′′i−1 can be spec-
ified simply by replacing A with B in formulae (45) and (46).
As can be seen, the equations of motion (43) can be
rearranged and presented in the matrix form (1), where
q = [ϕ1, ϕ2, . . . , ϕn]T (47)
and the matrix M consists of the coefficients ai j .
4 Numerical experiment
In order to present numerical perfomance of the MEBDFV
code in dynamic simulations based on the discussed model,
whiplash motion of the head–neck system is analyzed. The
term ‘whiplash’ is related to one of the most frequent cer-
vical spine injuries which occur mainly in automobile acci-
dents and lead to significaant societal costs. Such an injury
results from a sudden, excessive movement of the head
with respect to torso, which produces soft tissue damage
in the neck. Despite lots of various hypotheses, there is
a
b
Fig. 5 Kinematic excitation of Th1 for whiplash simulation: a hori-
zontal acceleration profile, b horizontal translation
no definitive explanation of the mechanisms leading to the
whiplash trauma. Dynamics of the head–neck system during
impacts is still studied both experimentally and computation-
ally [35,45].
Although whiplash motion can be generated in all impact
configurations, usually it is a consequence of rear-end colli-
sions. Panjabi and co-workers [45,46] used isolated cervical
spine specimens and a bench-top sled apparatus to perform
rear-impact simulation. The base of a specimen was subject
to horizontal acceleration of 3.5, 5, 6.5 and 8g. The phenom-
enon was analyzed numerically by van Lopik and Acar [35]
who studied peak accelerations of 2.5, 4.5, 6.5 and 8.5g.
Let the acceleration profile have the form of a triangular
pulse, lasting t2 = 105 ms with a peak value amax = 8.5g at
t1 = t2/2 (see Fig. 5a). To realize such a kinematic excitation
of the system, the following Th1 horizontal translation should






t3 if t ≤ t1
− amax
6(t2 − t1) (t − t2)
3 if t1 < t ≤ t2
0 if t > t2
(48)
For purposes of our simulations geometric data for planar
models of vertebrae is taken from a radiograph of a healthy
volunteer. As illustrated in Fig. 6, shape representation of
every body is based on eight characteristic points. Similar to
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Fig. 6 Assumed characteristic points of a vertebra for a simple mid-
saggital geometric representation
Table 1 Stiffness and damping coefficients of the spring-damper ele-
ments for i = 1, 2, . . . , n
Quantity Unit Value
Translational stiffness, kAi N/m 104
Translational stiffness, kBi N/m 3 × 104
Rotational stiffness, kOi Nm/rad 600.0
Translational damping, cAi Ns/m 10.0
Translational damping, cBi Ns/m 10.0
Rotational damping, cOi Nm·s/rad 1.0
the models described in [46,47], the center of mass is posi-
tioned at the center of the segment connecting the corners
P1 and P6 of the vertebral body. It is assumed that point P5
of the i th member and P2 of the next one are coupled by
a link rigidly connected with the lower body, and the pivot
Oi+1 is located in the point P2. Points P3, P4, P7, P8 corre-
spond to the ligaments attachment points: B ′′, B ′, A′ and A′′,
respectively. The center of mass of the head is located near
the sella turcica. However, geometric representation of the
skull is used mainly for visual purposes. Inertial properties
of the vertebrae and head are adapted from [32,47]. Values of
the elastic-dissipative parameters have been selected by trial
and error. For simplicity, the stiffness and damping coeffi-
cients are supposed to be uniform along the cervical spine
(see Table 1).
Initial configuration of the system q(0) is specified accord-
ing to the radiograph. Generalized velocities, in turn, are set
to zero: q˙(0) = 0.
Figure 7 displays time history of the head–neck response
to 8.5g rear-end impact (g = 9.81 m/s2). The results are very
similar to the ones reported in [35]. Head translations in the
global coordinate system and head velocity are presented in
Fig. 8 against the background of the imposed excitation. As
can be seen, in the nonzero acceleration interval the head is
displaced posteriorly and inferiorly. This motion corresponds
to a gradual development of spinal extension. However, the
numerical and experimental results indicated that initially
just the lower levels of the spine are extended while the upper
levels are subjected to flexion [35,45]. It leads to a specific S-
shape curvature of the spine. At the later stage of the whiplash
the whole cervical spine becomes extended and a C-shape
curvature is formed. Such an effect can be observed in the
current simulation too. Figure 9 shows graphs of ligaments
forces caused by the impact, i.e. the forces exerted on the
rigid bodies by the spring-damper elements. The quantities
are calculated by taking changes of the couplers lengths:
F SAi (t) = kAi [ξAi (t) − ξAi (0)] + cAi ξ˙Ai (t) ,
F SBi (t) = kBi [ξBi (t) − ξBi (0)] + cBi ξ˙Bi (t) .
The negative values related to the anterior ligaments at C1–
C2, C2–C3 and C3–C4 as well as the positive forces in the
interspinous ligaments at the same levels indicate slight flex-
ion of the upper spine segment. Transition from S- to C-shape
phase occurs over the 50–75 ms time period, earlier than in
Fig. 7 Response of the head–neck system to 8.5 g rear-end impact
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a
b
Fig. 8 Head motion during the rear-end impact: a head translations
versus time, b head velocity components versus time. Results for the
center of mass of the head
the experiments [45]. On the other hand, maximum extension
of the head–neck system arises near t = 140 ms, that is too
soon when compared to the results reported in [35,45]. The
peak force value is approximately equal to 45 N (C4–C5).
It is worth noting that average values of the force at failure
for the mentioned ligaments vary from 26 to 207 N depend-
ing on spinal level [48]. Additionally, there are considerable
deviations of the forces resulting from individual differences.
Obviously, better agreement between the simulation and
the results presented by other authors requires more complete
head–neck model and its validation. Nevertheless, the aim
goes beyond the scope of this paper.
From the computational point of view, performance of the
solver is essential. It can be examined in many ways, not only
by measuring CPU time related to numerical integration of
dynamical equations. In case of mechanical systems, the test
criterion can be based naturally on the so-called algorithmic
energy conservation. It is commonly known that in simula-
tion the given system may artificially gain or loose energy
due to numerical inaccuracy. Very often the energy decreases
which is referred to as ‘numerical dissipation’. The problem
appears in dynamics of rigid bodies and multibody systems
a
b
Fig. 9 Ligaments forces due to the rear-end impact: a forces in the
anterior longitudinal ligaments, b forces in the interspinous ligaments.
Positive values indicate tension while the negative ones mean compres-
sion
modeled via various approaches, even if a set of DAEs with
a constant mass matrix is obtained. Hence, many researchers
apply certain formulations and/or design specific time inte-
gration schemes, which leads to good conservation properties
of the resulting algorithm [49–52].
If the analyzed system is conservative, the solver assess-
ment is straightforward: relates to theoretically constant total
energy E = T + U . In the given example, however, E fluc-
tuates (see Fig. 10). It is not only because of the damping,
but also due to the kinematic excitation. Unlike the former
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Fig. 10 Mechanical energy of the head–neck model
one, the latter factor entails energy growth. In such a case, the
energy-based test should employ more complicated physical
principle. One of the applicable methods is described below.
As it is known the kinetic energy of mechanical systems
can always be defined as the sum of three functions [12,53]:
T = T0 + T1 + T2 , (49)
where T0 is independent on the generalized velocities, T1
depends on them linearly, and T2 is a homogeneous quadratic
form of the generalized velocities. Only if the system is scle-
ronomic, T0 and T1 vanish, and the system is called ‘natural’.
The term T2 is referred to as ‘relative kinetic energy’ [54].
Indeed, if the system is rheonomic, T2 represents the kinetic
energy with respect to the moving (non-inertial) reference
frame fixed to the system.
Generally, the given multibody model is rheonomic
because the transformation Eqs. (25) and (23) involve time
explicitly via xO1(t) and yO1(t). The two functions are a
source of the term γi , included in the equations of motion
(43) and strictly connected to T0 and T1. The additional quan-
tity sets up the i th ‘transport inertia force’ arising from the
imposed motion of the base (the torso) and reference frame
(x1 O1 y1) [54]:
Q∗i = −γi (t, ϕi , ϕ˙i ) . (50)
Now, the ‘kinetic energy–work’ principle may be formulated
as follows [7]:
T2 = W . (51)
Here, T2 denotes a change of the relative kinetic energy






(Q pi + Qnpi + Q∗i ) dϕi , (52)
Fig. 11 Relative error based on the ’kinetic energy – work’ relation
where S is the configuration path of the dynamical system.
Considering that T2(0) = 0, the relation (51) can be rewritten
in the form







(Q pi + Qnpi + Q∗i ) dϕi (54)
Hence, one can define a relative error as
eR(t) = |T2(t) − W (t)|T2 max , 0 ≤ t ≤ tmax , (55)
where T2 max denotes the maximal value of T2 in the given
time interval.
A graph of the error in the time interval 0 ≤ t ≤ 5 s
is presented in Fig. 11. As can be seen, eR fluctuates and
stabilizes in response to vibration decay and stabilization of
the entire mechanical system. The maximal value is equal
to 0.0103. Presumably, it is an effect of the triangular accel-
eration impulse and the rapid velocity change imposed on
the system’s base. Of course, using the formula (54) requires
numerical integration of the generalized forces. The results
have been obtained by applying the extended trapezoidal rule
for t = 5 × 10−5 s. No significant differences are noticed
after reducing the stepsize.
5 Conclusions
In this paper we have discussed application of the MEBDFV
solver to dynamic simulation of multibody systems. The code
is particularly useful for open-chain systems modeled via the
classical Lagrangian formulation, since such an approach
leads to a set of implicit differential equations or DAEs
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with non-constant mass-matrix. The most important con-
cepts of the numerical algorithm have been outlined. As it
has been shown, the solver does not use the explicit form of
DAEs, thus, when the imposed constraints require the use of
Lagrange multipliers, singularity of the mass matrix does not
constitute any numerical problem.
As an example, a two-dimensional multibody model of
the cervical spine has been considered. The proposed sys-
tem includes bone tissue, intervertebral discs and selected
ligaments. The equations of motion have been derived in
the framework of the Lagrangian formalism. This approach
allows to take into account various models of interactions
between spinal vertebrae and skull. Also kinematical exci-
tation of the system may be considered. Consequently, one
can deal with some important biomechanical problems like
the whiplash trauma. In the numerical experiment we have
especially focused on the ligaments forces and their values at
failure. Although the presented model is incomplete and its
validation has not been conducted, the obtained results are
qualitatively similar to the ones reported in other works.
Moreover, the MEBDFV solver performance has been
evaluated in terms of the algorithmic energy conservation.
Since the system is subjected to rheonomic constraints, the
‘kinetic energy–work’ relation has been applied in an appro-
priate form, including the relative kinetic energy and the
transport inertia forces. The numerical experiment indicates
that the solver provides satisfactory results, with low energy
inconsistency. Furthermore, it can be easily checked that
in case of different test problems the computation process
is time-efficient compared to well-known, two-dimensional
dynamic simulation environments such as Working Model
2D.
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