Abstract. We investigate some properties of American option prices in the setting of time and level-dependent volatility. The properties under consideration are convexity in the underlying stock price when the contract function is convex, monotonicity and continuity in the volatility and time decay. Some properties are direct consequences of the corresponding properties of European option prices that are already known, and some follow by writing solutions of different stochastic differential equations as time-changes of the same Brownian motion. We also discuss monotonicity in the volatility for American options written on several independent underlying assets.
INTRODUCTION
This thesis contains three papers:
(1) Properties of American option prices, (2) The perpetual American put option in a level-dependent volatility model, (3) Russian options with a finite time horizon. The first paper deals with properties of American option prices in a very general setting. These properties include for instance monotonicity of the price in the volatility. In the second paper the value of a perpetual put option in the constant variance of elasticity model is explicitly found. We also illustrate some of the results of the first paper through explicit calculations. The third paper deals with Russian options with finite time horizon. These options are very natural instruments and have earlier been studied only in the perpetual case. We show that they share many properties with American options. Below we describe the three papers in some detail.
When pricing options, a standard approach in mathematical finance is to consider a given model of an underlying stock market as the correct one and then perform analysis within this model. Using standard arbitrage arguments, equivalent changes of measures and martingale representation theorems one can, within the model, price options written on the underlying stocks and determine how to hedge a given option. The price and the hedge do of course depend heavily upon the correctness of the given model. The purpose of the first paper in this thesis is to, within a rather general framework of possible models for the stock prices, investigate the prices of American options. Our framework only requires the stock price to be the solution to a stochastic differential equation driven by a standard Brownian motion, and the volatility to be some deterministic function of time and the current stock price. Thus we allow for stochastic volatilities in the sense that the volatility may depend on the stochastic stock value. In this setting it is known that the price of a European option with a convex contract function is convex in the underlying stock price and monotonically increasing in the deterministic volatility function. For European options it is essential that the contract function is convex for these results to hold, but it turns out that the situation is different for American options. Indeed, it is easy to check that an American option with a concave contract function should be exercised immediately, and thus the price is independent of the volatility. The main theorem in this paper gives a condition on the contract function which is sufficient to guarantee option price monotonicity in the volatility function. Moreover, an example is provided which shows that option price monotonicity does not hold for general contract functions. The paper also deals with some other properties, such as convexity in the underlying stock price when the contract function is convex, time-decay of option prices and continuity in the volatility function. The continuity result states that if a sequence of volatility functions converges pointwise, then the corresponding American 1 INTRODUCTION option prices converge (to the right limit). To prove this we use a technique of writing a solution to a stochastic differential equation as a time-changed Brownian motion, and we show that the time-change maps stopping times with respect to one filtration to stopping times with respect to the other filtration. This is also the technique used to prove the monotonicity result.
In the second paper the perpetual put option is priced explicitly for a model of constant variance of elasticity. In general it is very hard to find an explicit formula for the value of an American option with finite time horizon (as the ones studied in the first paper). For example, there is no known closed formula for the value of the American put option, not even in the standard Black and Scholes model. If, however, one deals with perpetual options, i.e. options with no bound on the possible exercise times, then the value of the put option in that model is well-known. The reason is that the value of an American option is essentially a solution to a parabolic freeboundary problem (which is hard to solve), whereas the perpetual value can be found by solving an ordinary differential equation (of free-boundary type). In the second paper we determine the value of the perpetual put in a model which generalizes the ordinary Black and Scholes market. This model allows for high volatilities (compared to the usual Black and Scholes model) when the stock value is low, and vice versa. The motivation is that such phenomena have been observed in real market data. Some of the properties proven for American options with a finite time horizon in the first paper carry over to perpetual options, and in the second paper we can use the put option as an example to explicitly show that the price is convex in the underlying stock price and monotone and continuous in the volatility.
A Russian option is an option similar to an American option, but at the time of exercise (which is chosen by the option holder) the owner receives the supremum of the stock during the contract period. Therefore the Russian option offers "reduced regret" in the sense that the holder does not have to regret that he did not exercise the option at an earlier time (except for discounting). In the existing literature the perpetual version of the Russian option is studied, and in that case it is possible to price the option explicitly (at least in the standard Black and Scholes model). In the third paper of this thesis the Russian option with a finite time horizon is studied, i.e. the option is required to be exercised before some finite time horizon T . There are two main results: First it is shown that the value of the option is a solution to a certain parabolic boundary value problem, where the boundary is the optimal stopping boundary. Second the asymptotic behavior of the optimal stopping boundary near T is found.
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Introduction
We consider a market consisting of a risk-free asset, a bond, the price of which grows deterministically according to
and a traded asset with risk neutral price process S satisfying dS = rS dt + α(S, t) dB t .
HereB is a Brownian motion on some complete filtered probability space (Ω, F, F, P ), where F = (F t ) 0≤t≤T is the augmentation under P of the filtration generated byB, and the risk-free rate of return r is for simplicity assumed to be a non-negative constant (generalizations to the case of a deterministic interest rate r(t) are straightforward). The exercise time T ∈ (0, ∞) is assumed to be a constant, and α is a deterministic function, i.e. the only source of randomness in the volatility is in the dependence of the current price of the stock. Notice that the dynamics of S already are given under a risk neutral probability measure, so when pricing derivatives written on the underlying S there will be no need of changing measures, compare [Bl-Sch] .
In the present paper we are interested in the prices of American options. Recall that an American option gives the holder the right to exercise the option at any time t before the time of maturity T , giving the holder the amount g(S t ), where g, the contract function or the pay-off function, is a given continuous and non-negative function. If S t = s, standard theory (see for example [K] ) gives the unique arbitrage free price at time t of an American option as
where the indices indicate that S t = s and where we have used the convention that FA is the set of F-stopping times taking values in A ⊆ R + . In [J-T] a notion of volatility time, which in a certain sense is nothing but the quadratic variation of S, is introduced. The same time-change is also used in [H] . [J-T] find general conditions for the volatility time to exist uniquely, and some general properties of European option prices are deduced. In this paper we use the same time-change to show some corresponding properties in the American option case. The general idea is to write solutions of different stochastic differential equations as timechanges of the same Brownian motion. This provides means to compare the solutions efficiently. Both [J-T] and [H] use the technique to write discounted stock price processes as time-changed Brownian motions, i.e. they assume that r = 0. This can not be done (without loss of generality) in the same way for American options. In American option pricing, the discounting factor e −r(γ−t) in (1) depends upon γ, i.e. upon the option holder's choice of exercise policy, whereas in the European option case the discounting factor equals e −r(T −t) , a constant.
The paper is organized as follows. In section 2 we show that in the case of a convex pay-off function, monotonicity in the volatility and convexity of American option prices follows from the corresponding properties of European option prices. To see this we recall that a Bermudan option is almost as an American option, but the owner has the right to exercise the option only at some predetermined times 0 = t 0 < t 1 < t 2 < ... < t M = T . By the dynamical programming principle, a Bermudan option is nothing but a sequence of European options (with different pay-off functions). Both convexity and monotonicity in the volatility follows since the price of a Bermudan option converges to the price of an American option when the length between the possible exercise times tends to zero.
In section 3 we present the notion of volatility time as presented in [J-T], and we also provide a lemma relating stopping times of different filtrations. This enables us in section 4 to prove option price monotonicity in the volatility when the pay-off function satisfies a certain growth condition which in particular is satisfied by all decreasing pay-off functions. We thereby provide examples of not necessarily convex pay-off functions such that the corresponding American option prices increase monotonically in the volatility. Another positive result is that within the class of models with constant volatility (the standard Black and Scholes market), prices of perpetual options are non-decreasing in the volatility. In the non-perpetual case, however, we provide an example which shows that monotonicity in the volatility is not to expect for general contract functions except in the very special case of r = 0. In that case we also prove time-decay, i.e. for fixed s the function P (s, t) is non-increasing in t. Moreover, using the notion of volatility time, we show that pointwise convergence of the volatility implies convergence of the corresponding option prices. Finally we discuss American options written on several underlying assets. We provide an example showing that even in the case of r = 0 and independent assets, option price monotonicity can not be proven.
Convexity in the stock price
We start with a definition.
Since we are interested in option pricing we restrict our attention to nonnegative processes S for which 0 is an absorbing state in the sense that if S t = 0 for some t, then the process remains 0 forever. We work throughout this paper under the following assumptions.
, and α is locally Hölder( 1 2 ) in the first variable on (0, ∞) × [t 0 , ∞). Moreover, α(0, t) = 0 for all t ≥ t 0 , and there exists a constant C such that
for all t ≥ t 0 .
The hypotheses on α guarantee pathwise uniqueness and thus uniqueness in law for the solutions to the stochastic differential equation
We also assume the following:
Hypothesis 2.3. The pay-off function g is continuous, non-negative and satisfies
for any choice of starting point S 0 = s.
then the European option price
is convex in x provided g is convex. They also show price monotonicity in the volatility: If |α 1 (x, t)| ≤ |α 2 (x, t)| for all x and t, then F (x, t 0 ; α 1 ) ≤ F (x, t 0 ; α 2 ). If the underlying stock price grows according to (4) instead of (6), then it is easily seen that the discounted process X t := e −rt S t satisfies (6) with β(x, t) := e −rt α(xe rt , t) instead of α. Observe that β satisfies the assumptions on α in Hypothesis 2.2 if and only if α does. If h(x) := e −rT g(e rT x), then h is convex (provided g is convex) and
showing that for European option prices both convexity and monotonicity in the volatility hold also if the underlying stock grows according to (4).
Remark When dealing with stock prices it is customary to use volatilities σ as in dS t = rS t dt + σ(S t , t)S t dB t instead of α(s, t) = sσ(s, t). Note that α is locally Hölder( 1 2 ) in the first variable on (0, ∞) × [t 0 , ∞) if and only if σ is, and the bound (3) holds if and only if σ(x, t) ≤ C(1 + x −1 ).
Also note that the local Hölder( 1 2 ) condition is weaker than the more commonly used Lipschitz condition, and that no continuity in t is assumed.
Consider a Bermudan option with pay-off function g. The Bermudan option is like an American option, but the owner has the right to exercise the option only at some predetermined times 0 = t 0 < t 1 < t 2 < ... < t M = T . The price of a Bermudan option is B(s, 0) := sup
Using the dynamic programming principle, the price also can be calculated as follows:
(2) Given the price B( . , t m ), the price at t m−1 is
In other words, the price B(s, t m−1 ) of a Bermudan option at t = t m−1 can be calculated inductively as the maximum of g(s) and the price of a European option with expiry t m and contract function B(s, t m ). Since European option prices are convex in the underlying asset provided the contract function is convex (see [J-T] ), and since the maximum of two convex functions is again a convex function, the following lemma is immediate.
Lemma 2.4. If g is a convex contract function, then the Bermudan option price B(s, t) is convex in the underlying s for any fixed t.
In this section we derive convexity in the underlying for American option prices by regarding them as limits of Bermudan option prices. Let
and let
Lemma 2.5. As the possible exercise times of the Bermudan option gets denser, the Bermudan option price converges to the corresponding American option price, i.e. B N (s, 0) → P (s, 0)
as N → ∞.
Proof. Given a stopping time γ ∈ F[0, T ], let
Then γ N ∈ FA N , and γ N → γ almost surely as N → ∞. Therefore, by dominated convergence,
Remark When calculating American option prices numerically, one may employ the fact that Bermudan option prices converge to American option prices. The above scheme is however not sufficient to prove numerical convergence. One also has to take into account the errors arising when estimating the European option prices in each step.
The following corollaries were proven in [EK-JP-S] and in [H] under somewhat different conditions. Corollary 2.6. In addition to Hypotheses 2.2 and 2.3, assume that the payoff function g is convex. Then the American option price P (s, t) is convex in the underlying s.
Proof. Since the pointwise limit of a convergent sequence of convex functions is again convex, the Corollary follows from Lemma 2.4 and Lemma 2.5.
Corollary 2.7. Let g be a convex pay-off function, and suppose that α i , i = 1, 2, both are as in Hypothesis 2.2 and that |α 1 (s, t)| ≤ |α 2 (s, t)| for all s and t. Then P (s, 0; α 1 ) ≤ P (s, 0; α 2 ).
Proof. First observe that B N (s, 0; α 1 ) ≤ B N (s, 0; α 2 ). This follows from the monotonicity in the volatility for European options (see [J-T] ) and the fact that European option prices are increasing in the contract function. Hence
Volatility Time
In this section we introduce the notion of volatility time as presented in [J-T] and some results about stopping times with respect to different filtrations are formulated. We start with some definitions.
Definition 3.1. Let X be a solution to the stochastic differential equation
with initial conditon X t 0 = x 0 , whereB is a Brownian motion. Then the volatility time τ (t) of X is the quadratic variation of X, i.e.
It is known that a continuous local martingale M can be represented as M t = B <M,M >t for some Brownian motion B (possibly defined on a larger probability space) [R-Y, section V.I]. The idea in [J-T] is, given a specific Brownian motion B with B 0 = x 0 , to find a time change τ (t) so that X t := B τ (t) is a solution to
for some Brownian motionB. For the rather technical proof of the following result we refer to that paper.
Theorem 3.2. Given a Brownian motion B with B 0 = x 0 , there exists a unique (up to indistinguishability) solution τ to the pathwise stochastic differential equation
is a stopping time with respect to the completion of the filtration generated by B, and X t := B τ (t) is a solution to
for some Brownian motionB.
We will also make use of Lemma 10 and Lemma 9 in [J-T]:
Lemma 3.3. Let α i , i = 1, 2, be as in Hypothesis 2.2, and assume that |α 1 (x, t)| ≤ |α 2 (x, t)| for all x and t. If B is a Brownian motion and if τ i are the stopping time solutions to
Lemma 3.4. Let α and α 1 , α 2 ,... satisfy the conditions of Hypothesis 2.2 uniformly, i.e. with the same constants C K and C in (2) and (3). Suppose that α n (x, t) → α(x, t) as n tends to infinity for all x and t. If B is a Brownian motion with B t 0 ≥ 0, and if τ , τ 1 , τ 2 , ... are the stopping-time solutions to
almost surely as n tends to infinity for every t ≥ t 0 .
Below we work with some different filtrations. We let
be the completions of the filtrations generated by B and X, respectively, where B and X are those processes appearing in Theorem 3.2. We define τ −1 (t), the inverse of τ , as
with the usual understanding that inf ∅ = ∞. Then τ −1 (t) is a H-stopping time for every t. Moreover, since τ is continuous, τ (τ −1 (t)) = t ∧ τ (∞).
Lemma 3.5. Let τ t be the stopping time solution to (7) for some Brownian motion B. Then
Remark Intuitively, the lemma is clear. Since τ is increasing and continuous, H t and G τt both contain all information about the Brownian motion B up to time τ t .
Proof. We know that
To get the other inclusion we recall (see [S-V] , Lemma 1.3.3, p. 33) that
Lemma 3.6. Let τ t be the stopping time solution to (7) for some Brownian motion B. Then τ (γ) is a G-stopping time for every H-stopping time γ. Conversely, every G-stopping time ρ ≤ τ (∞) is of this form, i.e. ρ = τ (γ) for some H-stopping time γ. More specifically, γ can be defined as γ := inf{u; τ (u) ≥ ρ}, i.e. γ is the smallest possible random variable satisfying ρ = τ (γ).
Proof. The first part of the lemma follows from
As for the second part, define
Then τ (γ) = ρ, and
showing that γ is a (H s )-stopping time.
Properties of American Option Prices
From the general theory of optimal stopping (see [F1] , Appendix D in [K-S-2] or [EK] ) we know that (5) implies that
is an optimal stopping time, i.e.
It is clear that γ * is a stopping time not only with respect to the filtration generated by the background driving Wiener process, but also with respect to the smaller filtration generated by S itself. For future reference we state this as a lemma.
Lemma 4.1. LetĤ be the filtration generated by S, where S is given by (4). Then
4.1. Monotonicity in the volatility. Recall that in the famous Black and Scholes formula, the price of a European call (or put) option is increasing in the volatility. More generally, if the stock price S is governed by (4) and the pay-off at T of a European option is a convex function of S T , then the price at time 0 is monotonically increasing in the deteministic volatility function α in the sense that if α 1 (s, t) ≤ α 2 (s, t) for all s ≥ 0 and 0 ≤ t ≤ T , then the corresponding prices satisfy the same inequality. Moreover, a convex pay-off is essential for this monotonicity result to hold. In the case of an American option the situation changes. As has been seen earlier (Corollary 2.7), a convex contract function g ensures monotonicity in α, but this is no longer the only way to guarantee monotonicity in the volatility. For example, if the discounted stock price e −rt S t is a martingale and if the contract function g is concave, then the option should be exercised immediately (see Remark 4.1 below), and so the price is independent of the volatility (and in particular non-decreasing in the volatility). The main result in this section is Theorem 4.2 which guarantees monotonicity in the volatility α for another class of contract functions. Given T > 0 and a pay-off function g(s) we denote by
(or P (t 0 , s; α) if we want to emphasize the dependence on the volatility) the price at time t 0 of an American option on a stock with risk neutral price process S given by
Recall that P is given by equation (1).
Theorem 4.2. Suppose that α i , i = 1, 2, are as in Hypothesis 2.2 and that |α 1 (s, t)| ≤ |α 2 (s, t)| for all s ≥ 0 and for all t 0 ≤ t ≤ T . Moreover, suppose that either • the interest rate r is zero or
• the contract function g satisfies (9) g(as) ≤ ag(s), for all a ≥ 1 and for all s,
Remark Note that the condition (9) on the contract function holds if and only if for every point s the straight line through (s, g(s)) and the origin lines entirely below the graph of g. Thus the monotonicity result is true for example if g is concave or if g is decreasing. In the concave case, however, the result is not very exciting as the following calculation shows. Assume that S is such that e −rt S t is a martingale and that g is concave. Then, if u > t,
where we have used that g(s) ≥ g(as) a for all a ≥ 1 and Jensen's inequality. Thus e −rt S t is a supermartingale and the Optional Sampling Theorem yields that immediate exercise of the option is always optimal. Therefore the value of an American option with concave pay-off is g(s) if the stock price is s. This value is of course independent of the volatility.
Also note that when the stock price follows a geometric Brownian motion it is easy to show that (9) is sufficient to guarantee option price monotonicity (within the class of geometric Brownian motions). Moreover, the statement in this case can be sharpened as follows: Let σ 2 > σ 1 > 0, and let P (x, σ, T ) := sup 0≤γ≤T Ee −rγ g(X γ ), where X is a geometric Brownian motion with drift r and volatility σ, and the supremum is taken over all stopping times γ with respect to the filtration generated by X. Then (not only P (x, σ 1 , T ) ≤ P (x, σ 2 , T ) but also)
if g satisfies (9). We leave the proof of this; it can be proved by letting the first of the geometric Brownian motions be driven by W t and the other one by the Brownian motion
Proof. For simplicity we prove the theorem for t 0 = 0. We begin with the case r = 0. Let B be a Brownian motion with B 0 = s and let τ i , i = 1, 2, be the stopping time solutions to
Observe that Lemma 3.3 tells us that τ 1 (t) ≤ τ 2 (t) for all t ≥ 0. LetB (i) be Brownian motions such that X (i)
be the completions of the five filtrations generated byB (i) , X (i) and B, respectively. Lemma 4.1 yields that
Let γ 1 ∈ H 1 [0, T ] be optimal (recall that due to the assumption (5) such optimal stopping times exist). Then, according to Lemma 3.6, there exists some H 2 -stopping time γ 2 such that τ 1 (γ 1 ) = τ 2 (γ 2 ). Since τ 1 (t) ≤ τ 2 (t) almost surely for every t, and since both τ 1 and τ 2 are continuous, we know that τ 1 (t) ≤ τ 2 (t) for all t almost surely. Therefore γ 1 ≥ γ 2 (recall that γ 2 can be defined as the smallest random variable satisfying
Now we remove the condition that r = 0, and instead we impose the condition that g(as) ≤ ag(s), for all a ≥ 1 and for all s.
Instead of considering S we can (and will) work with the normalized process
At = e −rt S t , which follows the stochastic differential equation
where (10) β(x, t) := e −rt α(xe rt , t).
Note that the filtration generated by S and the one generated by X coincide. Again, let B be a Brownian motion with B 0 = s and let τ i , i = 1, 2, be the stopping time solutions to
As above, τ 1 (t) ≤ τ 2 (t) for all t almost surely. Let
Then, according to Lemma 3.6 there exists
where we in the first inequality used (9) with a = e r(γ 1 −γ 2 ) .
Note that the method of writing solutions of different stochastic differential equations as time-changes of the same Brownian motion does not directly yield the wanted monotonicity in the case of a general convex payoff function (For the case of convex pay-off function, see section 2). Recall that in the case of European options, monotonicity in the volatility for option prices is intimately connected with the convexity of the pay-off function (see [B-G-W] , [EK-JP-S] , [H] and [J-T] ). This is however not the case in the American option case, as Theorem 4.2 shows. The intuitive explanation would be that an increase in the volatility implies a higher degree of freedom when choosing exercise policy, and therefore an increase in the price. However, monotonicity does not hold for general pay-off functions as the next example shows.
Example (Monotonicity in the volatility is not to expect for general contract functions.) Consider a digital option, i.e. define the contract function g by g(s) = 1 {s≥s 0 e rT } for some s 0 , T, r > 0. Note that g is neither convex nor satisfies the condition (9). (Actually, g is not continuous as we usually require, but this does not make a significant difference.)
Let α 1 (s, t) ≡ 0 for all s, t, and let α 2 (s, t) = σs, where σ := √ 2r. Then a stock with α 1 as volatility grows deterministically (S 1 t = s 0 e rt ), and a stock with volatility α 2 grows according to a geometric Brownian motion (S 2 t = s 0 e σWt for some Brownian motion W ). It is easy to see that
Moreover, if γ := inf{u; s 0 e σWu ≥ s 0 e rT } = inf{u; W u ≥ rT σ }, then γ ∧ T is clearly an optimal stopping time, so
and (see for example [K-S-1] , Remark 2.8.3)
It is easy to see that
may happen if the constants in the model are chosen correctly (choose for example the constants so that T = 1 and σ = 1/2).
4.1.1. Perpetual options. The above example actually fails in the case of perpetual options (T = ∞). It is straightforward (using the density of the passage time of a Brownian motion with drift, see [K-S-1] ) to check that the price of a perpetual version of the above digital option is P (s) = e −rT regardless of the size of the constant volatility σ ≥ 0. More generally, if the stock price evolves according to geometric Brownian motion and the contract function is such that the optimal strategy is to sell as soon as the stock is worth more than some fixed value b, then the value of the perpetual option is independent of the volatility σ for any initial stock value s ≤ b.
We have not found an example of a perpetual American option such that the price is not monotonically increasing in the volatility. Of course the condition (9) or the convexity of the contract function g are both enough to guarantee option price monotonicity also for perpetual options. Moreover, there are some additional special cases in which it is possible to show some monotonicity results. Example Assume that α 1 (s, t) ≤ α 2 (s, t) for all s and t. Also assume that if S 1 is the solution to (4) with α(s, t) = α 1 (s, t), then γ 1 := inf{t; S 1 t ≤ a}, the first hitting time of a < s, is an optimal stopping time in the sense that
(optimal stopping times of that form may appear if the diffusion S 1 is timeindependent). Then choosing a Brownian motion B with B 0 = s and forming the stopping time solutions τ i (t) to (7) with α(x, t) := e −rt α i (e rt s, t) we have that S i t := e rt B τ i (t) are solutions to (4) with α(s, t) = α i (s, t). Therefore, if
Our next result states that as long as the stock price follows a geometric Brownian, the perpetual option price is non-decreasing in the volatility. In other words, within the class of constant volatilities, the price of a perpetual option is monotonically increasing in the volatility. Let
where
is a geometric Brownian motion and the supremum is taken over stopping times γ with respect to the filtration generated by the Brownian motion W . Fix σ 2 ≥ σ 1 > 0 and let S 2 and S 1 be the corresponding geometric Brownian motions (with drift r as in (11)). Assume that
(we only need (12) for the stock with the lower volatility).
Theorem 4.3. In the class of stock prices governed by geometric Brownian motions, i.e. α(s, t) = σs where σ is a constant, the value of a perpetual option is increasing in the volatility σ. More precisely, with notations as above, and if (12) holds, then
Proof. It is enough to consider stock values s in the continuation region for the optimal stopping problem with S 1 , i.e. values such that P (s; σ 1 ) > g(s).
From the theory of optimal stopping (see for example [K-S-2] , Appendix D) we know that the condition (12) guarantees that P (s; σ 1 ) = Ee −rγ 1 g(S γ 1 ) where γ 1 is the first exit time from the continuation region. Since the setting is time-independent, the optimal stopping time has to be of one of the following three sorts: the first hitting time of some upper barrier b > s, the first hitting time of some lower barrier a < s or the first exit time from some interval (a, b) constaining s. If γ 1 is of the first kind, say
γ 2 := inf{t; S 2 t ≥ b}. Using well-known formulas for stopping a Brownian motion with drift at first hitting time, see [Bo-Sa] , it is straightforward to check that
γ 2 ) ≤ P (s; σ 2 ). Similarly, if γ 1 is of the second kind, that is γ 1 := inf{t; S 1 t ≤ a}, then define γ 2 := inf{t; S 2 t ≤ a}. One can check that
γ 2 ) ≤ P (s; σ 2 ). Finally we examine the hardest case, i.e. when the optimal stopping time γ 1 has the form γ 1 = inf{t; S 1 t / ∈ (a, b)}. Without loss of generality we assume that a < 1 = s < b. Using standard formulas we find that . By differentiating with respect to y we see that
Since a is in the stopping region for S 1 we must have that g(a) = P (a; σ 1 ). Moreover, P (a; σ 1 ) ≥ E a e −rγ g(S 1 γ ) for every stopping time γ, where the index a indicates that S 0 = a. Therefore choosing γ to be the first hitting time of b we find that g(a) ≥ a b g(b) (compare the first kind of optimal stopping time). Thus we only need to check that
if a < 1, b > 1 and y > 0, and this is easily done.
4.2. Time-decay of option prices. It is obvious that the American option price is an increasing function of T (since when increasing T , the set of possible stopping times to exercise the option increases). In the famous Black and Scholes formula, the dependence of time is through the quantity T −t, the remaining time to maturity. The same holds of course for American option prices in a time-homogenous model, i.e. when the volatility σ = σ(s) is time-independent. When dealing with time-inhomogenous models (as we do), matters are not quite as simple. The question we ask is if decreasing t 0 , the present, necessarily implies an increase in the American option price. It is rather easy to see that the answer is negative in general, but in the special case when the interest rate r is 0, the answer is affirmative.
Example (Option prices are not always decreasing in time.) We only outline the example. Define
where 0 < T 0 < T and σ > 0, and let S be defined by
Let P (s, t) be the price of an American put option with pay-off function g(s) = (K − s) + written on S. Now it can be shown that
Theorem 4.4. Suppose that the interest rate r = 0 or that the pay-off function g is such that the American option price P (s, t; α) is monotone in α (it suffices that g is convex or satisfies (9)). Then for any
Observe that if S satisfies dS = rS dt + α 0 (S t , t) dB S 0 = s, then S grows deterministically in the time interval [0, T 0 ]. It follows that P (s, 0; α 0 ) ≥ e −rT 0 P (se rT 0 , T 0 ; α 0 ). Therefore, using the monotonicity we get
Remark Note that in the case of r = 0, we have time-decay of option prices. That case can also be derived in a similar way as Theorem 4.2 using volatility times and Lemma 7 in [J-T]. Note also that under some regularity assumptions on α and g, the option price is known to satisfy
for all (s, t) ∈ C := {(s, t) : P (s, t) > g(s)}. Theorem 4.4 implies that
= e r P (se −r , t) − P (s, t) + P (s, t) e r − 1 .
Taking limits we obtain
i.e. in the continuation region C the option price satisfies
In [EK-JP-S] it is shown that convexity in s implies monotonicity in the volatility (both for European and American options). Since a similar result as in Theorem 4.4 holds for European options, and since the Black and Scholes equation (13) holds for all points (s, t) in that case, the above calculations shows that monotonicity in the volatility implies convexity in s for European options. For American options, however, one can only conclude convexity locally in the continuation region. This is however enough to conclude that a hedger who underestimates the volatility will subreplicate an American option, for details see [EK-JP-S] .
4.3. Continuity in the volatility. Convergence of American option prices have been studied in [L-P] and [M-P] , see also [A-K] . In this section we prove that American option prices are continuous in the volatility. More precisely, we assume that α and α 1 , α 2 , ... satisfy the conditions of Hypothesis 2.2 uniformly, i.e. with the same constants C K and C in (2) and (3), and that α n converges to α pointwise as n → ∞. When proving lower semi-continuity of the prices in the volatility we need the following easy result.
Lemma 4.5. Let f, f n : [0, T 0 ] → R be increasing, continuous functions with f (0) = f n (0) = 0. Furthermore we assume that f is strictly increasing, and that f n converges pointwise to f . For a given point t ∈ [0, T 0 ), define
Then t n → t as n tends to infinity.
Proof. For t = 0 there is nothing to prove. Let t ∈ (0, T 0 ), and choose an 0 < < min{T 0 − t, t}. Since f is strictly increasing there is a δ > 0 such that
Taking n so large that |f n (t ± ) − f (t ± )| < δ we find that f n (t − ) < f (t) < f n (t + ) which implies that t − < t n < t + . Since was arbitrary, the lemma is proved.
Theorem 4.6. Suppose that α and α 1 , α 2 , ... satisfy the conditions of Hypothesis 2.2 uniformly, g(x) ≤ C 1 (1 + x) k for some C 1 > 0, k > 0 and that α n (s, t) → α(s, t) as n → ∞ for all s and t. Moreover, suppose that α(x, t) > 0 for all x > 0. Then
Proof. Let B be a Brownian motion with B 0 = s, define β and β n in accordance with (10) and let τ and τ n , n = 1, 2, ..., be the stopping time solutions to
respectively. By Lemma 3.4 we have that τ n (t) → τ (t) almost surely for every t. Since τ and τ n are continuous, this means that τ n (t) → τ (t) for all t almost surely. As usual we let
be the completions of the filtrations generated by the stochastic processes X (n) t := B τn(t) , X t := B τ (t) and B, respectively. Due to the strict positivity of α, τ (t) is strictly increasing as long as B τ (t) is strictly positive. If τ is constant in some interval [t, t+ ) (and hence in [t, T ]), then X equals zero in that interval. Therefore, for such t we also have S t = e rt X t = e rt B τ (t) = 0, so when forming the supremum
it suffices (due to the discounting) to consider H-stopping times γ ≤ inf{u ∈ [0, T ] : τ (u) = τ (∞)} ∧ T . We would like to define H n -stopping times γ n such that τ n (γ n ) = τ (γ), but a problem arises if τ n (T ) < τ (T ), which is fully possible. Instead we deal with -optimal stopping times. Let
The continuity of P (see [Kr] , Theorem 3.1.8) and the continuity of g ensure that γ is strictly less than the optimal stopping time γ (unless γ=0). Therefore γ is a point of strict increase of τ (or γ = 0). Moreover, γ is -optimal in the sense that Ee −rγ g(e rγ B τ (γ ) ) ≥ P (s, 0; α) − , see [F1] . Next, define
Then γ n ≤ T is a H n -stopping time by Lemma 3.6, γ n → γ almost surely by lemma 4.5, and
almost surely as n → ∞. Therefore
almost surely. Next, defineα(x, t) = C(1 + x) (where C is the constant in (3)) and letτ be the stopping time solution tõ
whereβ(x, t) = e −rt α(xe rt , t) as in (10). Then, by Lemma 3.3, τ n (t) ≤τ (t) and thus
where B * t := sup{|B u |; 0 ≤ u ≤ t}. By the Burkholder-Davis-Gundys inequalities (see for example [K-S-1], Theorem 3.3.28, p.166) and Remark 3 in [J-T]
Therefore, since P (s, 0; α n ) ≥ Ee −rγ n g(e rγ n B τn(γ n ) ), dominated convergence yields lim inf n→∞ P (s, 0; α n ) ≥ P (s, 0; α) − , and since was arbitrary the theorem follows.
Theorem 4.7. Let α, α n and g be as in Theorem 4.6. Further assume that α is such that X never reaches 0 and that g is Hölder(p)-continuous for some p > 0. Then lim n→∞ P (s, 0; α n ) = P (s, 0; α).
Proof. Let γ n ∈ H n [0, T ] be a sequence of optimal stopping times for P (s, 0; α n ). Define
which tends to 0 since τ n (T ) → τ (T ) and thus τ n (γ n ) − τ (γ n ) → 0 almost surely as n → ∞. Moreover, To see this we write for > 0
If lim sup n→∞ τ −1 (τ n (t)) > t + a for some a > 0, then this means that τ (t + a) ≤ τ n (t), and since τ is strictly increasing we find τ (t) < τ (t+a) ≤ τ n (t) which is a contradiction since τ n (t) → τ (t) as n → ∞. Thus lim sup n→∞ τ −1 (τ n (t)) ≤ t. Similarly, if lim inf n→∞ τ −1 (τ n (t)) < t − a for some a > 0, then τ (t) > τ (t − a) > τ n (t), again a contradiction. Thus lim inf n→∞ τ −1 (τ n (t)) ≥ t, and we find lim n→∞ τ −1 (τ n (t)) = t for every t ≤ T − . By the increasing property of τ −1 (τ n (t)) we find that sup 0≤t≤T − |τ −1 (τ n (t)) − t| → 0 as n → ∞. From this (15) follows. Now
We deal with I 1 and I 2 separately:
where we have used that g is Hölder(p)-continuous and that almost every Brownian path is Hölder(
4 )-continuous (see for example [K-S-1]). We also have
showing that |e −rγn g(e rγn B τn(γn) ) − e −rγ n g(e rγ n B τ (γ n ) )| → 0. As in the previous proof, e −rγn g(e rγn B τn(γn) ) and e −rγ n g(e rγ n B τ (γ n ) ) are both bounded (uniformly in n) by C 1 (1 + e rT B * τ (T ) ) k , which is integrable, and so by dominated convergence P (s, 0; α n ) − P (s, 0; α) ≤ Ee −rγn g(e rγn B τn(γn) ) − e −rγ n g(e rγ n B τ (γ n ) ) → 0, i.e. lim sup n→∞ P (s, 0; α n ) ≤ P (s, 0; α). Considering Theorem 4.6 we are done.
Several underlying assets.
If the contract function g depends on several underlying assets S 1 , ..., S 2 , then the situation changes. If g is convex, and if the underlying asset prices are independent, then it is possible to prove option price monotonicity in the volatility for European options. However, it is easy to find examples where the convexity of g is not preserved, so monotonicity and convexity for American option prices can not be shown by viewing American options as limits of Bermudan options (as in the onedimensional case). Let
whereB 1 andB 2 are two independent Brownian motions. As before we assume that the contract function g = g(s 1 , s 2 ) is non-negative and continuous. Define the European option price as Proof. Let B i , i = 1, 2 be two Brownian motions such that B i 0 = s i . Define τ i to be the stopping time solutions to
Stopping time solution here refers to τ i (t) being a stopping time with respect to G i , the filtration generated by B i . Now, if |α i (s, t)| ≤ |α i (x, t)| for all x and t, and ifτ i is the stopping time solution tõ
then τ i (T ) ≤τ i (T ) almost surely according to Lemma 3.3. Thus an application of the two-dimensional Jensen's inequality for independent random variables yield
Naturally, since an American option written on one underlying asset can be seen as an American option written on several underlying assets (with dependence only upon one of them), monotonicity is not to expect for general contract functions. However, unlike the case of one underlying asset, r = 0 is not sufficient to guarantee monotonicity for general contract functions of several independent assets.
Example (Monotonicity is not to expect even if r = 0.) Let g = g(x, y) be such that g(x, y) < g(x 0 , y) for all x and y for some x 0 . Now, if X i , i = 1, 2 and Y are defined by
t+σVt and
t+σWt where V and W are two Brownian motions, then
Moreover, it is easy to see that strict inequality can be attained by choosing g properly.
Introduction and the value of the put option
In this paper we investigate the price and the optimal stopping boundary of an American perpetual put option in a level-dependent volatility model. We consider a model where the stock price follows the stochastic differential equation
where 0 ≤ γ < 1, the constant interest rate r > 0, and W is a Brownian motion. This model was first studied in [C-R] , and is called the constant elasticity of variance model. In comparison to the standard Black and Scholes market, in which the stock price grows according to a geometric Brownian motion (γ = 1), the volatility is high when the stock value is low and vice versa, and this is in accordance with observations from real market data. To avoid negative stock prices (in the case of γ = 0), we assume that 0 is an absorbing barrier. Recall that the price of the perpetual put when the stock price follows a geometric Brownian motion has already been found, see [McK] or [K-S-2] . According to standard arbitrage theory it is reasonable to define the value of the perpetual put option to be
where X t = X x t is defined by (1), and the supremum is taken over all random variables γ that are stopping times with respect to the filtration generated by the Brownian motion W (we use the convention that Ee −rτ (K − X τ ) + = Ee −rτ (K − X τ ) + 1 {τ <∞ ). Note that the discounting factor r in (2) is the same as in the drift term in (1), i.e. we assume that we are working under a risk-neutral probability measure. We will find a rather explicit formula for the value V . First consider the following function:
It is easy to check that f (0+) = 0 and f (0+) < 0. Since f (b) is clearly positive if b ≥ K, f has at least one zero. Moreover, since
and using
we find that f (b) ≥ 0. Thus f has a unique zero, say b. Next, define the constant D by
and the function v by
is the value of the American perpetual put option in the constant elasticity of variance model. Moreover,
is an optimal stopping time in the sense that
for all x > b. Moreover, F (b) = −1, so F is continuously differentiable and F exists everywhere except at x = b. Let X = X x t be the solution to (1), and define
Using Ito's formula for convex functions (see [K-S-1] , Theorem 3.6.22 and problem 3.6.7(i)), we get
is a local martingale and
is a non-decreasing process. Note that since 0 ≤ Y t ≤ Ke −rt and 0
Moreover, if we define
But using that Y t∧τ b is a martingale we find that
and when t → ∞, the last expected value tends to zero, so
Combining (7) and (9) we find that V (x) ≥ F (x). For the reversed inequality, note that since Y is a supermartingale for 0 ≤ t < ∞ we also have that Y is a supermartingale is a supermartingale for 0 ≤ t ≤ ∞ if we set Y ∞ = 0 (see [K-S- 
Taking the supremum over all τ we find that V (x) ≤ F (x). Note that the calculations also show that τ b is an optimal stopping time.
Remark As is common in optimal stopping, the above proof is not very revealing. We show that a given candidate F indeed equals the right value V of the option, but how did we find our candidate? The answer is that to find the right candidate F we made a smooth fit guess. It is easy to check that the function F defined by (6) together with the optimal stopping boundary b defined as the unique zero to f in (3) is the unique solution (F, b) to
such that the smooth fit condition (see for example [G-S])
is fulfilled.
Properties of the value function
Define c := 2rK 2r+σ 2 and let
Then P (x) is the value of the perpetual American put option in the standard Black and Scholes model (i.e. when γ = 1), and c is the optimal stopping boundary (see [McK] and [K-S-2] ). The formula (10) is of course easy to deal with; for example it is straightforward to check that the price P (x) is increasing in the volatility σ and convex in the underlying x. Next we show that also the price F (x) in the constant elasticity of variance model is increasing in the volatility and convex in the underlying.
Proposition 2.1. The optimal stopping boundary b is decreasing and the perpetual put option price F is increasing in the volatity σ.
Proof. It is easy to see that the function
is the unique zero of f and that f (0+) = 0, f (0+) < 0, we have that b is decreasing in σ.
Regarding b = b(s) as a function of s := σ 2 we can differentiate the equality
implicit with respect to s to find that Proof. It is straightforward to check that
Remark The monotonicity in the volatility and the convexity result (Propositions 2.2 and 2.1) are both easy consequences of the results in [E] , [H] or [EK-JP-S] . In these references such results are proven for non-perpetual options, but the corresponding results for perpetual options follow easily by letting the time T to maturity tend to infinity. In the case of American options with finite time horizon, option prices are continuous in the volatility, see [E] . This result, however, we do not know if it is necessarily valid also for perpetual options. In the setting of the present paper it is possible to show that the price F (x) is continuous in the volatility in the sense that as γ tends to 1, F (x) tends to P (x). Proposition 2.3. As the model converges to the standard Black and Scholes model, the optimal exercise boundary and the option value converge to the "right" limits. More precisely,
Proof. First we show that the optimal stopping boundary b = b γ converges to c = 2rK σ 2 +2r as γ → 1. It suffices to show that the convex function
This follows by dominated convergence:
Next note that b γ → c as γ → 1 implies that
→ ln y c + 0 = ln y c as γ → 1. Therefore, if x > c and if γ is close to 1, then
where we have used dominated convergence.
Introduction
A Russian option, as introduced and presented by A.N. Shiryaev and L. Shepp, see [S-S-1] and [S-S-2], gives the owner the right to exercise the option at any time τ , giving the holder the supremum of the stock value until time τ . Since they allow for arbitrarily large exercise times τ , the problem of pricing such an option reduces (after a smooth fit guess and a condition of normal reflection) to a problem of solving an ordinary differential equation with unknown boundary. In that way they arrive at a possible candidate for the value of the option, and then it can be verified using martingale theory that this candidate indeed equals the value of the option. They also show that the optimal stopping time is given as the first time the quotient between the current stock price and the maximum of the stock price during the contract period is less than a certain constant (the constant depending on the parameters of the model). The optimal stopping time is thus unbounded, and the expected value of the optimal stopping time can be very large (Actually, the expected value can be calculated explicitly, see [G-P-1]).
In the present paper we deal with Russian options with finite time horizon, i.e. the time τ to be chosen has to satisfy τ ≤ T for some finite time T . The problem now have a strong dependence on time, i.e. on the time left to maturity, and so the problem turns into a parabolic one instead. The difference between the Russian option with finite time horizon and the "perpetual" Russian option (as in [S-S-1] and [S-S-2]) is very similar to the difference between the American put option and the perpetual American put option. Recall that a perpetual American put option can be priced explicitly and that the optimal stopping strategy is to exercise the option as soon as the stock price falls below some known constant, whereas all attempts to explicitly find the value of an American put option with a finite time horizon have been unsuccessful so far. Also the optimal stopping boundary has not been found. The situation with the Russian option with finite time horizon appears to be the same. Due to the parabolic nature of the problem, it seems difficult to find the value in closed form. Instead, following the existing theory about the American put option, we show the existence of an optimal stopping boundary for the Russian option, and we show that the value of the option is the solution to a certain parabolic boundary value problem. Moreover, precisely as in the American put option case, it turns out that it is possible to use this result to determine the asymptotic behavior of the optimal stopping boundary as the remaining time to maturity tends to 0. The result states that the behavior of the optimal stopping boundary for the Russian option is the same near the time horizon T as the behavior of the optimal stopping boundary for the American put option.
The value of the Russian option and the optimal stopping boundary
In this section we investigate the price function V of a Russian option with finite time horizon, and we show the existence of an optimal stopping boundary. As described earlier, a perpetual Russian option is optimally exercised as soon as the quotient X t /S t of the stock price and the supremum of the stock price so far is below some constant α < 1. We show that the Russian option with finite time horizon similarly is optimally exercised as soon as the quotient X t /S t is below some time-dependent constant α t < 1 (with the notations below, α t = 1/a t ). The main result, however, is Theorem 2.6 which states that the value of the Russian option is a solution to a certain parabolic boundary value problem. First we introduce the stock price
where µ and σ are constants and W is a Brownian motion, and we denote by H the help function
so that X t = xH t . The supremum process is defined by S t := xH * t ∨ s, where a ∨ b := max{a, b}, H * t := max{H u ; u ≤ t} and s ≥ x. Now, given a finite time horiozon T > 0 and an interest rate r > 0 we introduce for t ≤ T and for 0 ≤ x ≤ s the value function V = V (x, s, t) defined by (1) V (x, s, t) := sup
When dealing with perpetual Russian options, one has to require that µ < r to have a finite value function V (compare [S-S-1]). For the Russian option with a finite time horizon T > 0, this is no longer needed. As usual in risk-neutral valuation, the case µ = r is the most interesting one from a financial point of view, whereas the case µ < r corresponds to the case of a stock paying a continuous dividend yield r − µ. The case µ > r has no reasonable financial interpretation, but may be regarded as a pure optimal stopping problem. For a financial justification of the results by Shepp and Shiryaev, see [D-H] . It is clear from (1) that the dependence in V on time is only through the remaining time T − t to maturity. For notational convenience we in some proofs below fix the present time t = 0 and let instead the time horizon T be the varying variable.
Proposition 2.1. The value function V = V (x, s, t) of the Russian option with finite time horizon is continuous.
Proof. From (1) it is clear that V is non-decreasing in x. Therefore, if x 1 ≤ x 2 and τ ≤ T − t is such that V (x 2 , s, t) = Ee −rτ (xH * τ ∨ s) (such an optimal stopping time exists, see below), then
Since V is uniformly continuous in x, s and t separately, V is also continuous as a function of three variables.
From (1) it is clear that V (x, s, t) ≥ s (choose τ = 0). It is straightforward to check that EH * T < ∞, and therefore the theory of optimal stopping (see [EK] or [K-S-2] , Appendix D) gives that
u ∨ s} is an optimal stopping time in the sense that
As is customary in the theory of optimal stopping we introduce the continuation region as C := {(x, s, t); V (x, s, t) > s}. Then C is open (since V is continuous) and
Lemma 2.2. There exists a function b = b(s, t) with 0 ≤ b(s, t) ≤ s such that the continuation region is given by
Moreover, t → b(s, t) is non-decreasing.
Proof. First note that since V is continuous, the set
is open in [0, s] for any fixed s, t. Therefore it is enough (for the existence of b) to show that (x, s, t) ∈ C implies that (y, s, t) ∈ C for all y satisfying x ≤ y ≤ s. But this is clear since V is non-decreasing in x. The nondecreasing property follows from the fact that V is non-increasing in t.
From the definition (1) of the value V it is clear that
This implies that a t b(s, t) = s for some time-dependent constant a = a t . The lemma tells us that a is non-increasing in t. For a given t < T , the continuation region is the cone in the xs-plane between the lines s = x and s = a t x (the line s = x is included in the continuation region, whereas the line s = a t x is not). As time goes by, a t decreases and so the cone narrows, see Figure 1 . Proposition 2.3. The slope a t of the optimal stopping boundary s = a t x is non-increasing and lower semicontinuous, and therefore also right continuous.
Proof. We already know that a t is non-increasing. Let t n → t be such that a tn → a for some a. Fix s > 0. Then ( s at n , s, t n ) / ∈ C and since C is open we necessarily have ( The right continuity follows since a t is non-increasing.
It is reasonable to believe that the cone collapses into the line s = x as t approaches T , and the next proposition tells us that this is also the case. Proposition 2.4. If x < s, then there exists a time t < T such that the point (x, s, t) / ∈ C. This can equivalently be expressed as
Proof. Since a t is decreasing, the limit clearly exists. Assume that lim t→T a(t) = 1 + , where > 0. Let 1 < s < 1 + , define
and let γ T := γ 1 ∧ γ 2 ∧ T . Then τ T is optimal in the sense that
since H * γ T ∨ s = s, and where we have used that H "starts afresh" at γ 1 and γ 2 . It is straightforward using the density of passage times of Brownian motion (see [K-S-1] ) to check that
for some constant C > 0 when T > 0 is close to 0. Therefore, since
we find that V (1, s, 0) < s if T is small enough, which is a contradiction.
It is easy to give an upper limit of the speed of the convergence of a t to 1 as t approaches T .
Proposition 2.5. The slope a t of the optimal stopping boundary s = a t x converges to 1 not faster than a constant times √ T − t as t approaches T . More precisely,
Remark As will be seen below in Lemma 3.2, the result in Proposition 2.5 is not sharp.
Proof. For notational convenience we let T tend to zero instead of t to T . Note that
But, using the density of the maximum of a Brownian motion, see [K-S-1] , it is easy to check that
Remark Instead of regarding the continuation region as a narrowing cone in the xs-plane, one might look at a picture in the tx-plane for some fixed s. The optimal stopping boundary is then below the curve
for t close to T , see Figure 2 .
Theorem 2.6. The value V (x, s, t) of the Russian option with finite time horizon is a solution F (x, s, t) = V (x, s, t) to the following boundary value problem:
Figure 2
Proof. Equation (4) is clear. To prove (3) we follow the proof of Theorem 2.7.7 in [K-S-2] . Given (x , s, t ) ∈ C, x < s, choose a rectangle = s = (x 1 , x 2 ) × (t 1 , t 2 ) such that (x , t ) ∈ , x 2 ≤ s and x 1 > 1 a(t 2 ) s (such a rectangle can be chosen since a t is right continuous, see Proposition 2.3). Note that this ensures that (y, s, u) ∈ C for all (y, u) ∈ . Denote by ∂ 0 := ∂ \ [(x 1 , x 2 ) × {t 1 }] the parabolic boundary of . The theory of parabolic boundary value problems (see for example [F] , Chapter 3) guarantees that
has a unique solution f with f x , f xx and f t continuous. If we show that V (x, s, t) = f (x, t) in , then (3) follows. Choose a point (x 0 , t 0 ) ∈ , and define the stochastic process
If we define the stopping time
Ito's rule can be used to show that the process N ( . ∧τ ) is a bounded martingale. Therefore
is the first exit time from the continuation region, (see [K-S-2] , Appendix D), and since τ ≤ τ , the optional sampling theorem yields that
Therefore f (x, t) = V (x, s, t) in s , and thus V x , V xx and V t are continuous and satisfy (3) for arbitrary points (x, s, t) in the continuation region. To show (5), define
Let k be such that 1 a T /2 < k < 1 and define γ := inf{t ≥ 0; H t ≤ k},
as → 0. This proves (5). Now fix x > 0 and let s = a 0 x and τ := inf{t ≥ 0;
If we define γ := inf{t ≥ 0; (x + )H t ≤ x}, γ := inf{t ≥ 0; (x + )H t ≥ s} and τ := γ ∧ γ ∧ T , then
by dominated convergence, finishing the proof of (6).
Finally
, from which (7) follows.
To show that F (x, s, t) = V (x, s, t) is the unique solution to the boundary value problem (3)-(7) we would like to apply Ito's lemma to F . This is however complicated since we do not know the regularity of F . Note that for a fixed s we know that F , F t , F x and F xx exist and are continuous, but we do not know the regularity in the s-variable. The next proposition states that if a solution F to our problem is regular enough, then it is indeed the value function of the Russian option.
Proposition 2.7. Let F = F (x, s, t) be a solution to the parabolic boundary value problem (3)-(7). Moreover, assume that F is twice continuously differentiable away from the set {(x, xa t , t); x > 0, t < T }. Then F (x, s, t) = V (x, s, t), where V is the value of the Russian option.
Proof. Let F (x, s, t) be a solution to the problem (3)- (7), and define
t).
Using Ito's lemma we find that As long as we stay in the continuation region, the first integral vanishes, and since dS vanishes except on the diagonal x = s and since F satisfies (5), also the second integral is zero. Thus, if τ is the first exit time from the continuation region of the process (xH t , xH * t ∨ s, t), then Y t∧τ = F (x, s, 0) + M τ ∧t where
From (7) it follows that F x (x, s, t) is bounded in (0, ∞) × (0, ∞) × [0, T ], so since X u is a geometric Brownian motion, M t is a true martingale. It follows that Y t∧τ is a martingale too. Therefore, since τ is an optimal stopping time we have by optional sampling and by (4) that F (x, s, 0) = EY 0 = EY τ = Ee −rτ F (xH τ , xH * τ ∨ s, τ ) = Ee −rτ (xH * τ ∨ s) = V (x, s, 0), finishing the proof.
Remark Note that if it turns out that the value function V is twice continuously differentiable (away from the optimal stopping boundary), then V is the unique solution to the problem (3)- (7). Theorem 2.6 can be used to investigate the optimal stopping boundary.
Theorem 2.8. If r > µ, then the slope a t of the optimal stopping boundary is continuous.
Proof. We already know that a t is non-increasing and right continuous. Assume that t 0 < T is such that a t 0 − > a t 0 . Choose s > 0 and let x 0 := s at 0 . If t < t 0 , then for x ∈ ( s at , x 0 ) we have that V xx (x, s, t) = 2 σ 2 x 2 (rV (x, s, t) − µxV x (x, s, t) − V t (x, s, t)) ≥ 2 σ 2 x 2 (rV (x, s, t) − µxV x (x, s, t)) ≥ 2 σ 2 x 2 (r − µ)V (x, x, t)
where we have used (3), the time-decay of V , (7) and (2). Thus
V (x 0 , s, t) − s = for t < t 0 , where we in the first equality have used (4) and (6). Now, letting t t 0 and using the continuity of V we have
which is a contradiction to the definition of x 0 .
Remark We do not know if a is continuous when r ≤ µ.
The critical boundary near T
In this section we use Theorem 2.6 to refine our investigation of the behavior of the optimal stopping boundary when t approaches T . Our approach is very similar to the one used in [L] to find the behavior near T of the optimal stopping boundary of an American put option. First introduce the "European-Russian" option price P (x, s, t) := e −r(T −t) E(xH * T −t ∨ s). If T − t is small and s is close to x, then P (x, s, t) > s (this follows from the proof of Proposition 2.5). Since s → P (x, s, t) for s ≥ x is convex, and since P behaves like se −r(T −t) for large s, there exists a unique timedependent constant e = e t > 1 such that P (x, xe t , t) = xe t (at least for t close to T ). From the inequality P (x, s, t) ≤ V (x, s, t) it follows that a t ≥ e t . Reexamining the proof of Proposition 2.5 we find that what we really proved was that (8) a t ≥ e t ≥ 1 + σ 2 π √ T − t + O(T − t). (3), (7), (2) and the fact that t → V (x, s, t) is decreasing to write σ 2 2 ξ 2 V xx (ξ, s, t) = −V t (ξ, s, t) − µξV x (ξ, s, t) + rV (ξ, s, t)
≥ (r − µ)V (ξ, s, t).
Therefore, if we assume that r > µ, then 0 ≤ ( s e t − s a t ) 2 ≤ r(T − t)EH * T −t σ 2 ξ 2 (r − µ) .
Since ξ → 1 (recall that ξ ∈ ( s at , s et )) and EH * T −t → 1 as t → T , we arrive at the following lemma:
Lemma 3.1. If r > µ, then (9) 0 ≤ a t − e t ≤ C √ T − t for some constant C > 0 and for t close to T .
Thus from (8) and (9) we can conclude that if the interest rate r exceeds the appreciation rate µ of the stock, then the behavior of e t and a t near T are more or less the same. Therefore, instead of analysing a t near T we focus on the behavior of the function e t which is easier. The next result shows that the estimate in Proposition 2.5 is not sharp.
Lemma 3.2. The slope e t of the"European-Russian optimal boundary" satisfies where C and D are some constants. Taking logarithms it follows that
and thus e t − 1 ∼ σ (T − t) ln 1 T − t .
Corollary 3.4. If µ < r, then the slope a t of the optimal stopping boundary behaves like
Proof. Combine Lemma 3.1 and Proposition 3.3.
Remark In [G-S] a the problem of optimally stopping a perpetual call option written on the maximum of the underlying stock price is solved. If we instead consider a call option on the maximum process with a finite horizon, then the value is F (x, s, t) := sup 0≤τ ≤T −t E x,s e −rτ (S τ − K) + , and one can show the existence of an optimal stopping boundary as in the Russian option case. If s ≥ K, then
which shows (after taking expected values) that the continuation region of the call option on the maximum is larger than the continuation region of the Russian option (all points where s < K are trivially in the continuation region for the call). Thus our result concerning the behavior of a t also gives an upper limit of the speed for the convergence of the asymptotic (as s → ∞) slope of the optimal stopping boundary in that problem.
