Absrracf-In this paper, we propose a framework to study how to route packets efficiently in multipath communication networks. ' b o trafficcongestion control techniques, namely, Row assignment and packet scheduling, have been investigated. The flow assignment mechanism defines an optimal splitting of data traffic on niultiple disjoint paths. The resequencing delay and the usage of the resequencing buffer can be reduced significantly by properly scheduling the sending order of all packets, say, according to their expected arrival times at the destination. We consider a multiple-node M/Ai'/l tandem network with a delay line as the path model. When end-to-end path delays are ail Gaussian distributed, our analytical results show that the techniques are very effective in reducing the average end-to-end path delay, the average packet resequencing delay, and the average resequencing buffer occupancy for various path configurations. These promising results can form a basis for designing future adaptive multipath protocols.
I. INTRODUCTION
The convergence of the computer, communications, entertainment, and consumer electronics industry is driving an explosive growth in multimedia applications [17] . Recent studies show that multimedia traffic exhibits correlation on various time scales [3] . Such long-range dependence property has a considerable unpleasant impact on queueing performance, and is a dominant characteristic for a number of packet traffic engineering problems [SI.
Multipath routing has recently been found to be an effective method to alleviate the effects of such traffic correlation [9] , [13] . Precisely, multipath routing or spatial trrlffic dispersion [6] , [7] , [9] , [20] , [21] is a load balancing technique in which the total load from a source to a destination is spatially distributed over several paths. To make the scheme viable, there must be a way to allocate a proper portion of traffic to each participating path so as to satisfy the desired objective, like the minimization of the average end-toend path delay. This is known aspow cissignrnent.
Besides, packets which travel along different paths may arrive out of order. Those packets amving out of order may have to be resequenced, i.e. stored in a buffer, called a resequencing buffer, until they can be delivered to the end process in the proper order. To provide better performance, the need for resequencing should be minimized 151.
Cyclic traffic dispersion is a method to evenly distribute packets over all active paths. Many existing traffic dispersion strategies, such as dispersity routing [6] , [20] , [21] , the string-mode protocol [7] , and the vector routing algorithm [15], utilized this idea. The major advantage of this approach is that it is quite simple to implement. However, this method does not take the heterogeneity of these paths into account. With heterogeneous paths, the best way to spread traffic along multiple paths may not be by cyclic dispersion, since it may not achieve the objective, such as minimizing the end-to-end path delay, In addition, it may induce substantial packet resequencing delay when the end-to-end delays are quite different among these paths.
Some adaptive routing schemes [2] , [14] have been proposed to spread packets dynamically over multiple paths according to the network load. These procedures still require some parameters to determine the load distribution. Yet, the calculations of such parameters are either computationally intensive or done in an ad hoc manner. Thus, there is a need for designing new multipath routing schemes that allow a rapid computation of the optimal load distribution parameter.
Since resequencing is due to packets amving out of order at the destination, instead of sending packets from the source according to their sequence numbers, the packet sending order can be scheduled anew to minimize or to reduce the necessity for resequencing.
The objective of this work is to propose a framework to study how to route packets efficiently in multipath communication networks. Two traffic congestion control techniques, namely, flow assignment and packet scheduling, have been investigated. The flow assignment mechanismdefines an optimal splitting of data traffic on multiple disjoint paths, whereas the resequencingdelay and the usage of the resequencingbuffer can be reduced significantly by properly scheduling the sending order of all packets, say, according to their expected amval times at the destination. We will investigate the effectiveness of these control mechanisms for multipath routing by examining three basic questions:
What is the optimal split of traffic to achieve the best performance? How much does the packet scheduling technique improve the performance? Under what circumstances should we employ the optimal split of traffic instead of cyclic traffic dispersion, and the packet scheduling technique, in order to achieve a significant perfor-
This paper is organized as follows. Section I1 gives a flow assignment model to compute an optimal splitting of data traffic on multiple disjoint paths. Section 111 presents a packet scheduling model to find a proper sending schedule so as to reduce the packet resequencing delay and the resequencing buffer occupancy. Section IV develops an end-to-end path delay model for the framework. Section V examines the analytical results derived from the framework and studies the effectiveness of the flow assignment and packet scheduling techniques on multipath routing. Section VI gives some conclusions and discusses some possible extensions to our work. Lemma and theorem proofs are omitted here because of constraints in space.
FLOW ASSIGNMENT MODEL
Our flow model consists of a disordering network connecting the source to the destination, and flows of packets. The disordering network consists of a set of N disjoint paths, namely Path 1, Path 2, ..., Path N, connecting the source to the destination, such that packets may arrive at the destination in a different order as they are sent. We assume the source has an unlimited supply of packets, which are delivered to paths according to deterministic or probabilistic routing. Let Ci (pi) denote the non-negative monotonically increasing cost function of transmitting packets on Path i with the relative loadpt, wherei = 1 , 2 , . . . , N. C, (pl) is well definedforall feasible flow configurations. The notion of 'cost' here is quite general. It can represent any system and user costs, including the average end-to-end path delay, the average packet loss probability, the average total buffer requirement for all nodes along the path, and so on. Hence, the expected cost for multipath routing can be written as:
Let C; ( p l ) be a non-negative monotonically increasing convex function in pi.
Lemma 2: The expected cost E(p) is a convex function in p ,
where p is a feasible flow configuration.
Because the expected cost c ( p ) is a convex function in Eand all feasible flow configurationsp composes the convex set S, C(.) has an unique global minimum on S if S is non-empty [19] . Iterative feasible direction algorithms like the constrained gradient projection method [4] can be adopted to compute the minimum expected cost and the corresponding feasible flow configuration.
To complete our flow assignment model, the cost function 
PACKET SCHEDULING MODEL
In Section 11, we have proposed to employ the flow assignment method to minimize the expected cost for multipath routing. However, this method merely gives the load distributions to N disjoint paths. Given a sequence of W ordered packets to be transmitted, there are many ways to order the sending sequence for these packets from the source. Each order of sending sequence for a set of packets is called a sending schedule. A sending schedule can have very different packet resequencing delay and resequencing buffer distributions when compared with another schedule. This means that care must be taken to determine the best schedule. We propose a packet scheduling mechanism to minimize or to reduce the consumption of the resequencing buffer and the delay on resequencing.
Supposep, is the relative load on Path i, where p , = 1.
To achieve the best system performance, packets are distributed to each path in a cyclical fashion so that the arrival instants of any two packets to each path is as uniform as possible. Algorithms for constructing such routing sequences can be found in [l]. These routing sequences contain subsequences that can be used to re-construct the whole sequence by the repeated applications of the same subsequence.
A round is defined as the minimal subsequence. It is possible to construct a round of length L such that q1 packets are sent on Path i, z = 1 , 2 , . . . , N, in each round, where pr z 2 and L = cl=, q3. Thus, we can denote P,(j) = k as the position of the jth packet in every round to be sent on Path i, and R ( k ) = i. To complete our packet scheduling model, the resequencing cost function R(s) is expressed as:
R ( s ) can be minimized to take on value 0 if it is possible to obtain the optimal sending schedule such that the expected arrival times for all packets are in ascending order of their sequence numbers. Ties are resolved by sending the packet with the smaller sequence number at an earlier sending time. If all packets arrive at their expected arrival times, resequencing is not needed. The task is reduced to searching for such a schedule.
Denote by s(i, r, j ) and A(i, r, j), respectively, the expected sending time of the first bit of the packet at Round r and Position P; ( j ) from the source, and the expected arrival time of the last bit of the packet at the destination. Without loss of generality, the first packet, i.e. at Round 1 and Position 1, is expected to be sent at Time 0. That is,
Thus, the packet at Round r andPosition Pi(j) is expected to be transmitted at:
where x denotes the average inter-packet time, i.e. the mean time between two successive packets to be transmitted from the source.
Suppose the average end-to-end delay for Path a is E. The expected packet amval time can be expressed as:
Packets are scheduled such that a packet with a smaller sequence number O(r1, Pil (jl)) is expected to arrive at the destination no later than one with a larger sequence number O(r2, Pt2 ( j 2 ) ) . This schedule order relationship can be written as:
if and only if
It is time to introduce the theorem that guides the construction of the optimal schedule.
Theorem 1: The sequence number of the packet sent at Round r , r = 1 , 2 ,..., and Position P i ( j ) , i = 1 , 2 ,..., N , j = 1 , 2 , . . . , qt. can be written as: 1, i, 3 ) . By using Theorem 1, it can be shown that:
.#R (l) The determination for the set of b(z, 3 ) characterizes the steady state behavior of the sending schedule, and hence the packet resequencing delay and resequencing buffer occupancy distributions.
IV. END-TO-END PATH DELAY MODEL
The analytical framework proposed in this section is applicable to any distributions of end-to-end path delay. To illustrate our model, we use Gaussian distributed end-to-end path delay. Generally, a path consists of several hops. Traffic measurements on the ARPANET' indicated that two sites were separated by 5.32 hops, on the average. Moreover, the distribution of round-trip delay appeared to be roughly normally distributed [ 121. Modem high speed networks are much more complex in terms of domain architectures and connectivity. Thus, the mean path length between any two sites in a high speed network tends to be higher than the above value.
The central limit theorem [lo] suggests that the end-to-end path delay, which is the sum of a large number of hop delays, is approximately normally distributed. The mean and the variance of the end-to-end path delay provide sufficient information to generate an approximate distribution, which can then be utilized to compute the resequencing delay, the total delay, and the buffer occupancy 
where the utilization of the zth server, pI = %, > 0 when X is evaluated at a value between 0 and pi -b,, is a non-negative monotonically increasing convex function, which can be employed as the cost function to find the unique optimal flow configuration illustrated in Section 11. To evaluate the effectiveness of flow assignment and packet scheduling, we need to calculate the resequencing delay and the resequencing buffer occupancy. Those expressions can be found from our proposed resequencing model in [16] . With the help of some numerical examples, we can illustrate the effectiveness of these control mechanisms for multipath routing by answering the three basic questions posed in Section I. The inter-sending time between any two consecutive packets from the source, denoted as the inter-packet time, is five time units. There are two disjoint paths, namely Path 1 and Path 2, connecting the source to the destination. Packets are routed in a cyclical fashion so that the amval instants of any two packets to each path is as uniform as possible. A path is modeled as a fivenode M/M/l tandem network with a fixed delay line. Its end-toend path delay is assumed to be Gaussian or normally distributed with its mean and variance computed from the path model exhib- The results are provided in two sets. The first set studies the effectiveness of the optimal path-splitting of traffic for multipath routing.
It provides the load distributions to Path 2,pz (wherepl = 1 -pz), and the average end-to-end path delays. The second set studies the effectiveness of the flow assignment and packet scheduling techniques on resequencing. It includes the average resequencing delays for various settings.
We examine the first set of results. Figure 2 shows the load distributions to Path 2 when the background load on Path 2 varies between 0 and l. The load distribution drops from l to 0 as the background load increases from 0 to 1. Initially, the background load on Path 1 is much higher than that on Path 2. It is beneficial to transmit a majority of packets on Path 2 instead of cyclic dispersion in order to take advantage of a much lower average end-to-end delay on Path 2. Its superiority fades as the background load on Path 2 increases. At a certain background load on Path 2, cyclic dispersion becomes the best strategy for traffic splitting. As the background load on Path 2 continues to rise, it is advantageous to distribute a higher load on Path 1 rather than Path 2. Eventually, all packets should be sent on Path 1. Besides, it is always possible to achieve optimal splitting with a higher load distribution on Path 2 with faster transmission links. A faster transmission link means that it can take a higher portion of traffic from the source to get the same offered load, given the total work feeding into the network from the source is fixed. Moreover, a higher propagation delay on Path 2 causes a greater end-to-end path delay, resulting in a reduction in the optimal load distribution on Path 2. Figure 3 exhibits the averageend-to-end path delays for both the optimal split of traffic and cyclic dispersion. At low and moderate background load on Path 2, we see that the optimal split of traffic yields a greater reduction on the average delay when the link service rate for Path 2 becomes higher, since an increase in the link service rate reduces the overall offered load and thus the average end-toend delay on Path 2. In addition, the improvement decreases when the propagation delay on Path 2 is higher, and vice versa.
The second set of results demonstrates the effectiveness of the flow assignment and packet scheduling techniques on resequencing. Our results in Figure 4 show that the optimal flow assignment always yields lower average resequencing delay and lower average resequencing buffer occupancy' than cyclic dispersion of traffic. A further improvement can be obtained by applying the proposed packet scheduling technique. We see that a substantial performance improvement can be achieved for cases where there is a large difference in path delays only when the packet scheduling technique is applied. This means that the packet scheduling mechanism is very effective in providing performance improvement when there is a large difference in path fixed delays.
VI. CONCLUSIONS
In this paper, we propose a framework to study how to route packets efficiently in multipath communication networks. Two traffic congestion control techniques, namely, flow assignment and packet scheduling, have been investigated. The flow assignment mechanism defines an optimal splitting of data traffic on multiple disjoint paths, so as to minimize the average cost for multipath routing, such as the average end-to-end path delay experienced by a packet. Yet, packets may still experience a substantial difference in average path delays if they are sent on different paths. The packet scheduling mechanismcan be utilized to minimize or to reduce the consumption of the resequencing buffer and delay on resequencing by reducing the chance for out of order packet amvals at the destination, say, by scheduling them according to their expected arrival times at the destination. This technique is particularly useful for transmitting archival information, such as stored videos, since all archival packets are available and they can be sent in any desired order.
The end-to-end path delay model with a delay line has been built to allow the queueing model for resequencing to be decoupled from that for a path. This leads to a simple yet general model, which can be used with other measurement-based tools for estimating end-toend path delay distributions to find an optimal split of traffic.
To illustrate our proposed framework, we have considered a multiple-node M I M I 1 tandem network as a path model. When end-to-end path delays are Gaussian distributed, our analytical results show that the techniques are very effective in reducing the average end-to-end path delay, the average packet resequencing delay, and the average resequencing buffer occupancy for various path configurations. These promising results can form a basis for designing future adaptive multipath protocols. There are severalpossibleextensions to our work, someof which are listed below:
devise an adaptive multipath protocols for packet-switching issues.
