Introduction {#s1}
============

Sex requires the fusion of two cells. With few exceptions, the sexual process is asymmetric with partnering cells exhibiting genetic, physiological or behavioral differences. The origins of sexual asymmetry in eukaryotes trace back to unicellular organisms with isogametes lacking any size or mobility difference in the fusing cells ([@bib40]; [@bib2]; [@bib8]; [@bib26]; [@bib43]; [@bib32]). Isogamous organisms are divided into genetically distinct mating types, determined by several mating type specific genes that reside in regions of suppressed recombination ([@bib16]; [@bib1]; [@bib5]; [@bib6]). The morphologically identical gametes mate disassortatively, scarcely ever with members of the same mating type. It follows that only individuals of a different mating type are eligible mating partners. This arrangement poses a paradox as it restricts the pool of potential partners to those of a different mating type, introducing a major cost ([@bib26]).

Several hypotheses have been proposed to explain the evolution of isogamous mating types ([@bib3]; [@bib4]; [@bib41]). Mating types could serve as a restrictive mechanism preventing matings between related individuals thereby avoiding the deleterious consequences of inbreeding ([@bib9]; [@bib50]; [@bib14]). Another idea is that mating types facilitate uniparental inheritance of mitochondria, which leads to improved contribution of the mitochondrial genome to cell fitness ([@bib24]; [@bib28]; [@bib29]; [@bib27]; [@bib18]; [@bib19]; [@bib10]; [@bib11]). Both hypotheses have been studied extensively and offer compelling arguments. Nevertheless, the existence of several species where inbreeding ([@bib3]; [@bib41]) or biparental inheritance of mitochondria ([@bib3]; [@bib53]) are the rule but nonetheless maintain mating types, indicates that these ideas may not alone explain the evolution of mating types.

An alternative hypothesis is that mating types are determined by the molecular system regulating gamete interactions ([@bib26]; [@bib20]; [@bib23]). Such interactions dictate the success of mating by guiding partner attraction and recognition and the process of cell fusion, and have been shown to be more efficient when operating in an asymmetric manner ([@bib20]). For example, diffusible molecules are often employed as signals that guide synchronous entry to gametogenesis or as chemoattractants ([@bib48]; [@bib35]; [@bib30]; [@bib37]). Secreting and sensing the same diffusible molecule impedes the ability of cells to accurately detect external signals and makes partner finding many-fold slower ([@bib20]). In addition, secreting and detecting the same molecule in cell colonies can prevent individuals responding to signals from others ([@bib54]). Our previous review revealed that sexual signaling and communication in isogamous species are universally asymmetric ([@bib23]). This applies throughout the sexual process from signals that lead to gametic differentiation, to attraction via diffusible pheromones and interactions via surface bound molecules during cell fusion ([@bib23]).

In this work we take this analysis further by explicitly considering ligand-receptor interactions between and within cells. We directly follow the dynamics of ligand and receptor molecules that are surface bound and determine the conditions under which the formation of within cell ligand-receptor pairs impedes between cell communication. We use this framework to explore the evolution of gametic interactions and show that asymmetric signaling roles and tight linkage between receptor and ligand loci both evolve due to selection for intercellular communication and quick mating. Our findings demonstrate that the evolution of mating type loci with suppressed recombination can be traced back to the fundamental selection for asymmetric signaling during sex.

Theoretical set-up {#s1-1}
------------------

Consider a population where cells encounter one another at random and can mate when in physical contact. Interactions between cells leading to successful mating are dictated by a ligand-receptor pair. Population wide effects may emerge if the ligand is highly diffusible ([@bib54]; [@bib20]). The employment of membrane bound ligands during sexual signaling is universal, whereas diffusible signals are not ([@bib23]). In this work we therefore assume that the ligand-receptor interactions only operate locally. Receptors remain bound to the cell surface and ligands only undergo localized diffusion ([Figure 1](#fig1){ref-type="fig"}) as is the case in several yeast and other unicellular eukaryotes ([@bib7]; [@bib52]; [@bib42]; [@bib37]). The following equations describe the concentration of free ligand $L$, free receptor $R$ and bound ligand $LR$ within a single cell,$$\frac{d\lbrack L\rbrack}{dt}{= \nu_{L} - k^{+}\lbrack R\rbrack\lbrack L\rbrack + k^{-}\lbrack LR\rbrack - \gamma_{L}\lbrack L\rbrack,}$$$$\frac{d\lbrack R\rbrack}{dt}{= \nu_{R} - k^{+}\lbrack R\rbrack\lbrack L\rbrack + k^{-}\lbrack LR\rbrack - \gamma_{R}\lbrack R\rbrack,}$$$$\frac{d\lbrack LR\rbrack}{dt}{= k^{+}\lbrack R\rbrack\lbrack L\rbrack - k^{-}\lbrack LR\rbrack - \gamma_{LR}\lbrack LR\rbrack.}$$

$\nu_{L}$ and $\nu_{R}$ describe the rate of production of the ligand and receptor respectively. $\gamma_{L}$, $\gamma_{R}$, and $\gamma_{LR}$, are the degradation rate of the ligand, receptor and bound complex respectively. The terms $k^{+}$ and $k^{-}$ are the binding and unbinding rates that determine the affinity of the ligand to its receptor within a single cell. We can solve [Equations (1-3)](#equ1 equ2 equ3){ref-type="disp-formula"} by setting the dynamics to zero to obtain the amount of free ligand, free receptor (${\lbrack L\rbrack}^{*}$, ${\lbrack R\rbrack}^{*}$) and bound complex at steady state (${\lbrack{LR}\rbrack}^{*}$),$${\lbrack L\rbrack}^{*} = \frac{{{k^{+}\gamma_{LR}{({\nu_{L} - \nu_{R}})}} - {k^{-}\gamma_{L}\gamma_{R}} - {\gamma_{L}\gamma_{R}\gamma_{LR}}} + \Delta}{2k^{+}\gamma_{L}\gamma_{LR}}$$$${{\lbrack R\rbrack}^{*} = \frac{{{k^{+}\gamma_{LR}{({\nu_{R} - \nu_{L}})}} - {k^{-}\gamma_{L}\gamma_{R}} - {\gamma_{L}\gamma_{R}\gamma_{LR}}} + \Delta}{2k^{+}\gamma_{R}\gamma_{LR}}},$$$${{\lbrack{LR}\rbrack}^{*} = \frac{{{k^{+}\gamma_{LR}{({\nu_{R} + \nu_{L}})}} + {k^{-}\gamma_{L}\gamma_{R}} + {\gamma_{L}\gamma_{R}\gamma_{LR}}} - \Delta}{2k^{+}\gamma_{LR}^{2}}},$$

Where $\Delta$ is given by,$${\Delta = \sqrt{\left( {{k^{-}\gamma_{L}\gamma_{R}} + {\gamma_{LR}{({{\gamma_{L}\gamma_{R}} + {k^{+}\gamma_{LR}{({\nu_{R} + \nu_{L}})}}})}}} \right)^{2} + {4k^{+}\gamma_{L}\gamma_{R}\gamma_{LR}{({k^{-} + \gamma_{LR}})}\nu_{R}}}}.$$

![Gametes communicate through ligand and receptor molecules.\
The ligand can be either membrane bound or released in the local environment. (**a**) When the interacting cells produce ligand and receptor symmetrically, the ligand will bind to receptors on its own membrane as well as those on the other cell. This may impair intercellular signaling. (**b**) Producing the ligand and receptor in an asymmetric manner resolves this issue.](elife-48239-fig1){#fig1}

We assume that the rates of ligand and receptor production and degradation are associated to timescales that are much shorter than the timescale of interactions between cells. Hence the concentrations of $\lbrack L\rbrack$, $\lbrack R\rbrack$ and $\lbrack{LR}\rbrack$ in individual cells will be at steady state when two cells meet. The likelihood of a successful mating between two cells depends not just on partner signaling levels but also on how accurately the cells can compute the signal produced by their partner. Binding of ligand and receptor originating from the same cell can obstruct this interaction. To capture this, we define the strength of the incoming signal for cell~1~ when it interacts with cell~2~ as,$${W_{12} = {k_{b}{\lbrack L_{2}\rbrack}^{*}{\lbrack R_{1}\rbrack}^{*}\left( {1 - \frac{{\lbrack{LR_{1}}\rbrack}^{*}}{{\lbrack{LR_{1}}\rbrack}^{*} + {k_{b}{\lbrack L_{2}\rbrack}^{*}{\lbrack R_{1}\rbrack}^{*}}}} \right)^{n}}},$$where subscripts denote concentrations in cell~1~ and cell~2~, and the parameter $k_{b}$ determines the affinity of the ligand and receptor between cells. If $k_{b}$ is the same as the affinity of receptor and ligand within cells, then $k_{b} = \frac{k^{+}}{k^{-}}$ . We also consider cases where $k_{b} \neq \frac{k^{+}}{k^{-}}$ , for example, when ligand interacts differently with receptors on the same as opposed to a different cell ([@bib31]; [@bib21]).

The cost of self-signaling is determined by $n$. When $n = 0$, $W_{12}$ reduces to $k_{b}{\lbrack R_{1}\rbrack}^{*}{\lbrack L_{2}\rbrack}^{*}$ with the incoming signal dependent on the concentration of ligand produced by cell~2~ and receptor produced by cell~1~. This corresponds to a case where self-binding does not lead to activation but only causes an indirect cost through the depletion of available ligand and receptor molecules. When $n \geq 1$, binding within a cell leads to some form of activation that interferes with between cell signaling, imposing a cost in evaluating the incoming signal. Higher values for $n$ correspond to more severe costs due to self-binding.

The likelihood that two cells successfully mate ($P$) depends on the quality of their interaction given by,$${P = \frac{W_{12}W_{21}}{K + {W_{12}W_{21}}}}.$$

[Equation (9)](#equ9){ref-type="disp-formula"} transforms the signaling interaction into a mating probability. For the analysis that follows, we choose large values of $K$ so that $P$ is far from saturation and depends almost linearly on the product $W_{12}W_{21}$. In summary, the probability that two cells mate is defined by the production and degradation rates of the ligand and receptor molecules, and the binding affinities between and within cells.

Evolutionary model {#s1-2}
------------------

To explore the evolution of signaling roles, we simplify the model by assuming that the degradation rates $\gamma_{L,}\gamma_{R,}\gamma_{LR}$ are constant and equal to $\gamma$, and investigate mutations that quantitatively modify the ligand and receptor production rates. We consider a finite population of $N$ haploid cells and set $N = 1000$ throughout the analysis unless otherwise stated. Ligand and receptor production are controlled by independent loci with infinite alleles ([@bib47]). The ligand and receptor production rates of cell*~i~* is denoted by $(\nu_{L_{i}},\nu_{R_{i}})$ . We also consider different versions of the ligand and its receptor. Cells have two ligand-receptor pairs, $(L,R)$ and $(l,r)$ which are mutually incompatible, so the binding affinity is zero between $l$ and $R$, and between $L$ and $r$. Each cell has a $(L,R)$ and $(l,r)$ state, which are subject to mutational and evolutionary pressure as described below. $W_{12}$ is re-defined as the summation of the interactions of these two ligand-receptor pairs,$${W_{12} = {{k_{b}{\lbrack L_{2}\rbrack}^{*}{\lbrack R_{1}\rbrack}^{*}\left( {1 - \frac{{\lbrack{LR_{1}}\rbrack}^{*}}{{\lbrack{LR_{1}}\rbrack}^{*} + {k_{b}{\lbrack L_{2}\rbrack}^{*}{\lbrack R_{1}\rbrack}^{*}}}} \right)^{n}} + {k_{b}{\lbrack l_{2}\rbrack}^{*}{\lbrack r_{1}\rbrack}^{*}\left( {1 - \frac{{\lbrack{lr_{1}}\rbrack}^{*}}{{\lbrack{lr_{1}}\rbrack}^{*} + {k_{b}{\lbrack l_{2}\rbrack}^{*}{\lbrack r_{1}\rbrack}^{*}}}} \right)^{n}}}}.$$

Again for the sake of simplicity, the ligand-receptor affinities are set to be the same between and within cells for each ligand-receptor pair (i.e. $k^{+}$, $k^{-}$ and $k_{b}$ are the same for $L - R$ and $l - r$ interactions). A cell undergoes recurrent mutation that changes the production rate for the ligand $L$ so that $\nu_{L_{i}}^{^{\prime}} = {\nu_{L_{i}} + \epsilon}$ with $\epsilon \sim {N{(0,\sigma)}}$ with probability *μ*. The same mutational process occurs for all ligand and receptor production rates. We assume that mutation occurs independently at different loci and that there is a maximum capacity for ligand and receptor production, so that ${\nu_{L} + \nu_{l}} < 1$ and ${\nu_{R} + \nu_{r}} < 1$. It follows that the production rates of the two ligand genes are not independent of one another and similarly for the two receptor genes.

We also consider cases where ${\nu_{L} + \nu_{l}} < \alpha$ and ${\nu_{R} + \nu_{r}} < \alpha$ for $\alpha \neq 1$ to reflect the relative synergy ($\alpha > 1$) or relative competition ($\alpha < 1$) between the production of the two ligands (or receptors). For example, synergy between two ligands (or receptors) could reflect reduced energy expenditure for the cell if the same machinery is used to produce the two molecules. Competition on the other hand could reflect additional costs due to the production of two different ligands (or receptors).

Selection on ligand-receptor production rates is governed by the likelihood that cells pair and produce offspring. We assume that cells enter the sexual phase of their life cycle in synchrony, as is the case in the majority of unicellular eukaryotes ([@bib23]). Pairs of cells are randomly sampled (to reflect random encounters) and mate with probability $P$ defined in [Equation (9)](#equ9){ref-type="disp-formula"}. Cells failing to mate are returned to the pool of unmated individuals. The process is repeated until $M$ cells have mated, giving rise to $M/2$ mated pairs (we set $M < N$, so only some cells mate). Each mated pair produces 2 haploid offspring so the population size shrinks from $N$ to $M$. The population size is restored back to $N$ by sampling with replacement. It follows that [Equations (9) and (10)](#equ9 equ10){ref-type="disp-formula"} together provide a proxy for fitness according to the ligand and receptor production rates of individual cells. Initially, recombination is not allowed between the genes controlling ligand and receptor production but then is considered in a later section.

Results {#s2}
=======

Dependence of gamete interactions on physical parameters {#s2-1}
--------------------------------------------------------

The strength of an incoming signal $W_{12}$ depends on the concentration of free receptor in cell~1~ and free ligand in cell~2~, and the cost of self-binding ($n$) ([Equation (10)](#equ10){ref-type="disp-formula"}). The steady state concentration of $\lbrack L\rbrack$, $\lbrack R\rbrack$ and $\lbrack{LR}\rbrack$ are governed by different production rates ([Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}; details of the derivation can be found in the Materials and methods section). For low degradation rates ($\gamma$ small), the removal of available molecules is dominated by self-binding ($k^{+}$) ([Equations (1) and (2)](#equ1 equ2){ref-type="disp-formula"} and [Figure 2a,b](#fig2){ref-type="fig"}). At the same time, a lower degradation rate leads to higher levels of ligand and receptor ([Figure 2a](#fig2){ref-type="fig"}) even if the relative drop of free ligand and receptor is steeper as $k^{+}$ increases ([Figure 2b](#fig2){ref-type="fig"}). As a consequence, the ability of a cell to generate a strong signal and read incoming signals can change drastically when the pair of interacting cells produce the ligand and receptor in a symmetric manner (e.g. ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,1,0,0)}$ for both cells) rather than in an asymmetric manner (e.g. ${(\nu_{L_{1}},\nu_{R_{1}},\nu_{l_{1}},\nu_{r_{1}})} = {(1,0,0,1)}$ and ${(\nu_{L_{2}},\nu_{R_{2}},\nu_{l_{2}},\nu_{r_{2}})} = {(0,1,1,0)}$). The fold-increase in $W_{12}$ is large even when self-binding confers no cost $({n = 0})$, while larger values for $n$ ramp up the costs ([Figure 2c](#fig2){ref-type="fig"}). If cells produce the ligand and receptor asymmetrically, self-binding ceases to be a problem in receiving incoming signals.

![Signaling interactions between mating cells can be severely impaired due to ligand-receptor interactions in the same cell.\
(**a**) The amount of free ligand in individual cells at steady state ${\lbrack L\rbrack}^{*}$ and (**b**) normalized amount of free ligand at steady state ${\lbrack L\rbrack}^{*}/{\lbrack L\rbrack}_{max}$ varies with the intracellular binding rate $k^{+}$ and degradation rate $\gamma$. (**c**) The relative amount of incoming signal $W_{12}$ for a cell that produces ligand and receptor asymmetrically versus symmetrically decreases with the degradation rate $\gamma$ and values of intracellular binding $k^{+}$. Other parameters used: ${n = 1},{{k^{-} = 1},{k_{b} = 1}}$.](elife-48239-fig2){#fig2}

Although the strength of the signaling interaction between two cells ($W_{12}W_{21}$) may improve when the interacting cells produce the ligand and receptor asymmetrically, this need not be the case. Consider the interaction of a resident cell with production rates ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {(1,1,0,0)}$ with itself and a mutant cell with production rates given by ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {({1 - {dx}},{1 - {dy}},{dx},{dy})}$. For all values of $dx$ and $dy$, ${\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {mut}} - {\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {res}}$ \< 0 ([Figure 3a](#fig3){ref-type="fig"}). It follows that $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1,1,0,0)$ cannot be invaded by any single mutant.

![Fitness advantage of rare mutations conferring signaling asymmetry.\
The fitness of a rare mutant is plotted relative to the resident ${\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {mut}} - {\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {res}}$. The production rate of the mutant cell is $$, where $dx$ and $dy$ are plotted on the $x$ and $y$ axes respectively. The resident production rate ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res}$ is shown as a red dot and varies (**a**) ${(1,1,0,0)}_{res}$, (**b**) ${(1,0.9,0,0.1)}_{res}$, (**c**) ${(0.5,0.5,0.5,0.5)}_{res}$ and (**d**) ${(1,0,0,1)}_{res}$ . The mutant (${dx},{dy}$) with maximum fitness is shown as a black dot. The contour where ${\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {mut}} = {\lbrack{W_{12}W_{21}}\rbrack}_{{res} + {res}}$ is marked by a black dashed line (**b and c**). The fitness difference is always negative in (**a**) and always positive in (**d**). Other parameters used: ${n = 1},{{\gamma = 0.5},{{k^{+} = 1},{{k^{-} = 1},{k_{b} = 1}}}}$.](elife-48239-fig3){#fig3}

However, if the resident is already slightly asymmetric, for example ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {(1,0.9,0,0.1)}$, then a mutant conferring an asymmetry in the opposite direction can be better at interacting with the resident ([Figure 3b](#fig3){ref-type="fig"}). When the resident produces both ligand and receptor equally (e.g. ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {(0.5,0.5,0.5,0.5)}$; [Figure 3c](#fig3){ref-type="fig"}), then most mutants conferring an asymmetry in either ligand or receptor production are favored. The strongest interaction occurs with mutants that produce the ligand or receptor fully asymmetrically (i.e. ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(1,0,0,1)}$ or $(0,1,1,0)$; ([Figure 3c](#fig3){ref-type="fig"})). Finally, when the resident production rates are already strongly asymmetric given by ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {(1,0,0,1)}$, a mutant with an asymmetry in the opposite direction is most strongly favored ([Figure 3d](#fig3){ref-type="fig"}). Note that a population composed only of cells with production rates at ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {(1,0,0,1)}$ is not viable since the probability that two such cells mate is zero. However, this analysis provides insight about how asymmetry in signaling evolves.

Evolution of mating types with asymmetric signaling roles {#s2-2}
---------------------------------------------------------

To explore the evolution of signaling asymmetry, we follow mutations that alter the relative production of two mutually incompatible types of ligand and receptor ($L,R$) and ($l,r$). To ease understanding, the population symmetry $s$ in the production of ligand and receptor is measured,$${s = {1 - {\frac{1}{2N}{\sum\limits_{i = 1}^{N}\left( {{|{\nu_{L_{i}} - \nu_{R_{i}}}|} + {|{\nu_{l_{i}} - \nu_{r_{i}}}|}} \right)}}}}.$$

The population is symmetric ($s = 1$) if cells produce ligand and receptor equally, for both types (i.e. ${(\nu_{R},\nu_{L},}{\nu_{r},\nu_{l})}{= {(a,a,{1 - a},{1 - a})}}$, for constant $a$), and fully asymmetric ($s = 0$) when cells adopt polarized roles (i.e. $(\nu_{L},\nu_{R},\nu_{l},\nu_{r})$ = $(1,0,0,1)$ and $(0,1,1,0)$).

Starting from a population where all cells are symmetric producers of only one ligand and receptor, ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,1,0,0)}$, the population evolves to one of two equilibria ([Figure 4a](#fig4){ref-type="fig"}). $E_{1}$ where $s^{*} \approx 1$ and all cells produce the ligand and receptor symmetrically ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} \approx {(1,1,0,0)}$ or $E_{2}$ where $s^{*} \approx 0$ and the population is divided into ligand and receptor producing cells, with equal frequencies of ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} \approx {(1,0,0,1)}$ and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} \approx {(0,1,1,0)}$ ([Figure 4b,c](#fig4){ref-type="fig"}). Equilibria with intermediate values of $s^{*}$ are not found. The exact production rates at $E_{1}$ and $E_{2}$ exhibit some degree of noise due to mutation and finite population size ([Figure 4b,c](#fig4){ref-type="fig"}). At $E_{2}$, individual cells with high $\nu_{R}$ (and low $\nu_{r}$) have low $\nu_{L}$ (and high $\nu_{l}$), confirming that $s^{*} \approx 0$ captures a fully asymmetric steady state ([Figure 4b,c](#fig4){ref-type="fig"}).

![Evolution of asymmetric signaling.\
(**a**) An example of evolution to the two signaling equilibria, $E_{1}$ ($s = 1$ full symmetry when $k^{+} = 1$) and $E_{2}{(s = 0}$ full asymmetry when $k^{+} = 5$). (**b**) Production rates of individual cells in the population for the receptor-ligand pairs $L - R$ (black) and $l - r$ (red) at $E_{2}$. (**c**) Production rates of individual cells for the two receptor types $R$ and $r$ at $E_{2}$. (**d**) Steady state signaling symmetry $s^{*}$ against the intracellular binding rate ($k^{+}$) for different degradation rates ($\gamma$). (**e**) Threshold value of $k^{+}$, beyond which $E_{2}$ evolves from $E_{1}$, plotted versus the cost of self-binding ($n$). The relationship is shown for different values of strength of between cell signaling ($k_{b}$) relative to strength of within cell signaling ($k^{+}/k^{-}$). Other parameters used in numerical simulations are given in the Supplemental Material.](elife-48239-fig4){#fig4}

Whether $E_{2}$ is reached from $E_{1}$ depends on key parameters that determine the strength of self-binding and signaling interactions between cells. $E_{1}$ persists and no asymmetry evolves when $k^{+}$ (the intracellular ligand-receptor binding coefficient) is small ([Figure 4d](#fig4){ref-type="fig"}). In this case, the concentration of self-bound ligand-receptor complex is small ([Equation (6)](#equ6){ref-type="disp-formula"}) and there is little cost of self-signaling ([Equation (8)](#equ8){ref-type="disp-formula"}), so there is weak selection in favor of asymmetry. When the population is at $E_{1}$, asymmetric mutants are slightly deleterious on their own ([Figure 3a](#fig3){ref-type="fig"}). They are therefore more likely to be lost when $k^{+}$ is small and selection for asymmetric signaling is weak ([Figure 4d](#fig4){ref-type="fig"}). The opposite is true for larger values of $k^{+}$, as self-binding now dominates and restricts between cell signaling, promoting the evolution of asymmetry ([Figure 4d](#fig4){ref-type="fig"}). The transition from $E_{1}$ to $E_{2}$ occurs at a smaller value of $k^{+}$ when the degradation rate ($\gamma$) is decreased ([Figure 4d](#fig4){ref-type="fig"}), as the effective removal of free ligand and receptor depends more strongly on intercellular binding ([Figure 2a,b](#fig2){ref-type="fig"}). Furthermore, the mutation rate affects the value of $k^{+}$ at which the transition from $E_{1}$ to $E_{2}$ occurs. The transition from $E_{1}$ to $E_{2}$ when mutation rates are smaller occurs at larger $k^{+}$ ([Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). We further explore the role of the mutational process below.

Another important consideration is the relative strength of signaling within and between cells, given by $k^{+}/k^{-}$ and $k_{b}$ respectively. For example, the threshold value of the within cell binding rate beyond which symmetric signaling ($E_{1}$) evolves to asymmetric signaling ($E_{2}$, [Figure 4a](#fig4){ref-type="fig"}) increases when $k_{b}$ becomes much larger than $k^{+}/k^{-}$ ([Figure 4e](#fig4){ref-type="fig"}). Furthermore, this threshold value is smaller for larger values of $n$ indicating that asymmetric signaling is more likely to evolve when the cost for self-signaling is higher (larger $n$, [Figure 4e](#fig4){ref-type="fig"}). However, asymmetric signaling can evolve even when self-binding carries no cost $({n = 0})$ as high rates of self-binding can restrict the number of ligand and receptor molecules free for between cell interactions ([Figure 4e](#fig4){ref-type="fig"}).

We also wondered how the relative synergy or competition between the two ligands (or receptors) could affect our results. When the two ligands (or receptors) exhibit synergy so that ${\nu_{L} + \nu_{l}} < \alpha$ and ${\nu_{R} + \nu_{r}} < \alpha$ for $\alpha > 1$, a signaling asymmetry evolves more easily (for smaller values of $k^{+}$, [Figure 4---figure supplement 2](#fig4s2){ref-type="fig"}). Now the second ligand (or receptor) begins to evolve without imposing a cost on the preexisting ligand (or receptor) and can therefore remain present in the population longer until an asymmetry in the opposite direction evolves in other cells. The reverse dynamics are observed when the two ligands (or receptors) compete with one another (${\nu_{L} + \nu_{l}} < \alpha$ and ${\nu_{R} + \nu_{r}} < \alpha$ for $\alpha < 1$ ) ([Figure 4---figure supplement 2](#fig4s2){ref-type="fig"}).

The observations above suggest that both $E_{1}$ and $E_{2}$ are evolutionary stable states and the transition from $E_{1}$ to $E_{2}$ depends on the mutational process, drift and the parameters that determine signaling interactions. To explore this we investigated the stability of $E_{1}$ in response to rare mutations in the receptor and ligand production rates. We assume the population is initially at $E_{1}$ (i.e. ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,1,0,0)}$), introduce mutations in the receptor and ligand loci ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {({1 - {dx}},1,{dx},0)}$ and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,{1 - {dy}},0,{dy})}$ at frequency $p$, and calculate the population symmetry at steady state for different values of $dx$ and $dy$ ([Figure 5](#fig5){ref-type="fig"}). Single mutations never spread (i.e. if ${dx} = 0$ no value of $dy$ allows mutants to spread and vice versa). This is in agreement with the analytical predictions presented in the previous section ([Figure 3a](#fig3){ref-type="fig"}). When both $dx$ and $dy$ are nonzero the population may evolve to $E_{2}$, where the two mutants reach equal frequencies at \~0.5 and replace the resident. The basin of attraction for $E_{2}$ (and so asymmetric signaling roles) is larger when $k^{+}$ and $p$ are high and $\gamma$ is small ([Figure 5a--d](#fig5){ref-type="fig"}), as predicted analytically ([Figures 2](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"}) and in accordance with our findings when mutations were continuous ([Figure 4](#fig4){ref-type="fig"}).

![Invasion of $E_{1}$.\
Contour plots showing the steady state degree of symmetry ($s^{*}$) in a population with resident ${(\nu_{R},\nu_{L},\nu_{r},\nu_{l})} = \left( 1,1,0,0 \right)$. Two mutations are introduced $\left( {1 - {dx}},1,{dx},0 \right)$ and $\left( 1,{1 - {dy}},0,{dy} \right)$ at frequency $p$ and their fate is followed until they reach a stable frequency. No recurrent mutation is assumed. Orange contours inside the dotted line show the region where both mutants are eliminated and the resident persists ($s^{*} = 1$). All other colors indicate that the two mutants spread to equal frequency $0.5$ displacing the resident ($s^{*} < 1$). The degree of signaling symmetry at equilibrium is dictated by the magnitude of the mutations given by $dx$ and $dy$. The different panels show (**a**) between cell signaling $k^{+} = 10$, mutation frequency $p = 0.01$ and degradation rate $\gamma = 0.1$, (**b**) lower mutation frequency $p = 0.001$, (**c**) high degradation rate $\gamma = 0.5$ and (**d**) weaker between cell signaling $k^{+} = 5$. The resident type is marked by a black dot at the origin. The frequency of the resident and two mutants at steady state was recorded and the heat maps show the average steady state value of $s^{*}$ for 20 independent repeats and the population size $N = 10000$. Other parameters used and simulation details are given in the Supplementary Material.](elife-48239-fig5){#fig5}

Note that the initial mutation frequency ($p$) matters in our system. Single mutations are slightly deleterious on their own as predicted analytically ([Figure 3a](#fig3){ref-type="fig"}) and seen here when ${dx} = 0$ or ${dy} = 0$ ([Figure 5](#fig5){ref-type="fig"}). The two mutants, however, can be favored when they are asymmetric in opposite directions (i.e. ${dx} > 0$ and ${dy} > 0$; [Figure 5](#fig5){ref-type="fig"}). When mutants are introduced at a lower frequency (compare [Figure 5a--b](#fig5){ref-type="fig"}), the probability that they meet one another before they are lost by drift increases. This explains why smaller values of $p$ result in narrower basins of attraction for $E_{2}$ ([Figure 5a--b](#fig5){ref-type="fig"}).

We next investigated how mutations invade when the resident already signals asymmetrically (i.e. produces both ligands). The resident was set to ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {({1 - {dx}},1,{dx},0)}$ and a mutant able to produce both receptors ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(1,{1 - {dy}},0,{dy})}$ was introduced. If ${dx} > 0$, a mutant conveying a small asymmetry in receptor production (i.e. ${dy} > 0$) increases in frequency until the population reaches a polymorphic state with the resident and mutant at 50% ([Figure 6a](#fig6){ref-type="fig"}). If ${dx} > 0$ but the mutant only produces one receptor (i.e. ${dy} = 0$), the mutant invades, reaching a low frequency when $dx$ is small and replaces the resident when $dx$ is large. It follows that an asymmetry in both ligand and receptor production is necessary for the evolution of a signaling asymmetry as predicted analytically ([Figure 3a](#fig3){ref-type="fig"}).

![Joint evolution of receptor and ligand asymmetry.\
Contour plots show the equilibrium frequency of the resident ($f_{res}$) following the introduction of a mutatant when (**a**) $(\nu_{L},\nu_{R},\nu_{l},\nu_{r})_{res} = (1 - dx,1,dx,0)$ and, ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(1,{1 - {dy}},0,{dy})}$, and (**b**) $(\nu_{L},\nu_{R},\nu_{l},\nu_{r})_{res} = (0.5 - dx,0.5,0.5 + dx,0.5)$ and $(\nu_{L},\nu_{R},\nu_{l},\nu r)_{mut} = (0.5,0.5 - dy,0.5,0.5 + dy)$. The mutant is introduced at a frequency $p = 0.01$ and no recurrent mutation is assumed. Other parameters used and simulation details are given in the Supplemental Material.](elife-48239-fig6){#fig6}

We also consider a resident type that produces both ligands and both receptors with some degree of asymmetry in ligand production (i.e. ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {({0.5 - {dx}},0.5,{0.5 + {dx}},0.5)}$) and map the spread of a mutant with asymmetry is receptor production ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(0.5,{0.5 - {dy}},0.5,{0.5 + {dy}})}$. The pairwise invasibility plots for values of $dx$ and $dy$ show that signaling asymmetries in opposite directions are favored. These evolve to a polymorphic state with equal frequencies of cells at ${dx} = {dy} = {- 0.5}$ and ${dx} = {dy} = 0.5$ ([Figure 6b](#fig6){ref-type="fig"}). These findings together illustrate how the asymmetric state $E_{2}$ evolves from the symmetric state $E_{1}$.

Effects of recombination {#s2-3}
------------------------

The results above assume that the loci controlling ligand and receptor production are tightly linked which prevents the production of deleterious combinations following meiosis. Recombination is a minor problem at the $E_{1}$ equilibrium which is monomorphic (except for mutational variation). But it is likely to be a problem at the polymorphic $E_{2}$ equilibrium. For example, at $E_{2}$ mating between ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,0,0,1)}$ and $(0,1,1,0)$ cells generates non-asymmetric recombinant ligand-receptor combinations, either $(1,1,0,0)$ or $(0,0,1,1)$. To implement recombination we assume that the two ligands are tightly linked in a single locus and are inherited as a pair (likewise the two receptors), and investigate the effects of recombination between the ligand locus and the receptor locus. Note that if we allow recombination between ligands (or receptors), this would be expected to generate combinations with a similar deleterious impact.

Consider the effect of recombination on a population at $E_{1}$. As before, the population either stays at $E_{1}$ or evolves to $E_{2}$ dependent on parameter values ([Figure 7a](#fig7){ref-type="fig"}). When the population evolves to $E_{2}$, $s^{*}$ becomes larger as the recombination rate, ($\rho$), increases ([Figure 7b](#fig7){ref-type="fig"}). For low recombination rates ($\rho \leq 0.1$), the population largely consists of equal frequencies of $(1,0,0,1)$ and $(0,1,1,0)$ cells, producing the ligand and receptor asymmetrically. A small percentage of recombinant cells produce conspecific pairs of ligand and receptor ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,1,0,0)}$ and $(0,0,1,1)$ ([Figure 7b,c](#fig7){ref-type="fig"}). Recombination in this case creates 'macromutations' where production rates that were 0 become 1 and vice versa. As the recombination rate rises ($\rho \geq 0.2$), the two leading cell types diverge from ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,0,0,1)}$ and $(0,1,1,0)$ towards $(1 - \epsilon_{1},\epsilon_{2},\epsilon_{3},1 - \epsilon_{4})$ and $(\epsilon_{5},1 - \epsilon_{6},1 - \epsilon_{7},\epsilon_{8})$ where the $\epsilon_{i}$ are below $0.5$ but greater than zero [Figure 7d](#fig7){ref-type="fig"}). Higher recombination rates ($\rho \geq 0.3$) push $s^{*} = 0.5$ at $E_{2}$ ([Figure 7b](#fig7){ref-type="fig"}). Ηere, there is a predominance of ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,0.5,0,0.5)}$ and $(0,0.5,1,0.5)$ cells at equal frequencies (or $(0.5,1,0.5,0)$ and $(0.5,0,0.5,1)$ by symmetry). This arrangement is robust to recombination since the receptor locus is fixed at ${(\nu_{R},\nu_{r})} = {(0.5,0.5)}$ and the ligand locus is either at ${(\nu_{L},\nu_{l})} = {(1,0)}$ or $(0,1)$ (or ${(\nu_{L},\nu_{l})} = {(0.5,0.5)}$) and the receptor is either at ${(\nu_{R},\nu_{r})} = {(1,0)}$ or $(0,1)$). So pairing between these two cell types results in $(1,0.5,0,0.5)$ and $(0,0.5,1,0.5)$ offspring, whether recombination occurs or not. Note that this arrangement maintains some degree of asymmetry even with free recombination ($\rho = 0.5$). Even though both cell types produce both receptors, they produce the ligand asymmetrically (or vice versa). Cells on average are more likely to mate successfully between rather than within the two types of cells.

![The effect of recombination on $E_{2}$.\
(**a**) An example of evolution of the two signaling equilibria, $E_{1}$ (for $k^{+} = 1$) and $E_{2}$ (for $k^{+} = 5$) given a fixed recombination rate $\rho = 0.1$. (**b**) Steady state $s^{*}$ varies with the recombination rate. (**c--d**) Production rates of individual cells in the population for receptor-ligand pairs $L - R$ (black) and $l - r$ (red) for recombination rates (**c**) $\rho = 0.1$, (**d**)$\rho = 0.2$ and (**e**) $\rho = 0.4$. (**f**) Contour plot showing the steady state degree of symmetry ($s^{*}$) in a population with resident ${(\nu_{R},\nu_{L},\nu_{r},\nu_{l})} = \left( 1,1,0,0 \right)$, given a recombination rate $\rho = 0.2$. Two mutations are introduced $\left( {1 - {dx}},1,{dx},0 \right)$ and $\left( 1,{1 - {dy}},0,{dy} \right)$ at rate $p$ and their fate is followed until they reach a stable frequency. The population size $N = 1000$ for panels (**a**) - (**e**) and $N = 10000$ for panel (**f**). Other parameters used and simulation details are given in the Supplemental Material.](elife-48239-fig7){#fig7}

Similar to the case of no recombination, the invasion of $E_{1}$ by $E_{2}$ depends on the mutational process and parameter values. [Figure 7f](#fig7){ref-type="fig"} shows the steady state symmetry measure in a population initially at $(\nu_{L},\nu_{R},\nu_{l},\nu_{r})$ = $(1,1,0,0)$ when two mutations $({1 - {dx}},1,{dx},0)$ and $(1,{1 - {dy}},0,{dy})$ are introduced at low frequencies. Whether or not the mutants invade depends on the magnitude of the mutation in a similar way as in the case of no recombination ([Figure 5d](#fig5){ref-type="fig"} versus [Figure 7f](#fig7){ref-type="fig"}). However, the value of $s^{*}$ now diverges from zero reflecting the nonzero rate of recombination.

Evolution of linkage {#s2-4}
--------------------

In the analysis above, recombination between the ligand and receptor loci is fixed. However, the recombination rate itself can evolve. To investigate this, we let the recombination rate $\rho$ undergo recurrent mutation with probability $\mu_{\rho}$ so that the mutant recombination rate becomes $\rho^{\prime} = {\rho + \varepsilon_{\rho}}$ with $\varepsilon_{\rho} \sim {N{(0,\sigma_{\rho})}}$. In a diploid zygote, the rate of recombination is given by the average of the two recombination alleles, $\rho_{1}$ and $\rho_{2}$, carried by the mating cells. In this way, the recombination rate evolves together with the ligand and receptor production rates. We start with maximal recombination rate $\rho = 0.5$ and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,1,0,0)}$ for all cells and allow the recombination rate to evolve by drift for 1000 generation before we introduce mutation in the ligand and receptor loci.

The recombination rate evolves to $\rho^{*} = 0$ whenever $E_{2}$ was reached from $E_{1}$ in the no recombination analysis. Under these conditions, tight linkage between receptor and ligand genes is favored ([Figure 8a](#fig8){ref-type="fig"}). Furthermore, asymmetric signaling roles coevolve together with the recombination rate. The evolved trajectories of $s$ and $\rho$ depend on the strength of selection for asymmetric signaling. For example, when $k^{+}$ is large ($k^{+} = 10$), signal asymmetry rapidly evolves; $s$ moves away from one and this is followed by a sharp drop in the recombination rate ([Figure 8b](#fig8){ref-type="fig"}). Eventually the population evolves asymmetric signaling roles ($s$ in orange, [Figure 8b](#fig8){ref-type="fig"}) and tight linkage ($\rho$ in blue, [Figure 8b](#fig8){ref-type="fig"}). These dynamics are similar when $k^{+}$ is smaller ($k^{+} = 3$, [Figure 8c](#fig8){ref-type="fig"}) and selection for asymmetry is weaker. However, it now takes longer for the asymmetric types to co-evolve ([Figure 8c](#fig8){ref-type="fig"}). When selection for asymmetric signaling is even weaker ($k^{+} = 1$, [Figure 8d](#fig8){ref-type="fig"}), no asymmetry evolves ($s$ remains at 1) and the recombination rate fluctuates randomly between its minimum and maximum value as one would expect in the case of a neutral allele.

![Equilibrium recombination rate $\rho^{*}$.\
(**a**) Averaged across the population, $\rho^{*}$ varies with $k^{+}$ (within cell binding rate) and $n = {0,1,2}$ (cost of self-binding). (**b--d**) Evolution of the recombination rate $\rho$ (blue) and signaling symmetry levels $s$ (orange) for different within cell binding rates: (**b**) $k^{+} = 10$, (**c**) $k^{+} = 3$ and (**d**) $k^{+} = 1$. The recombination rate evolves under drift for the first 1000 generations, following which mutation at the ligand and receptor loci were introduced. When no asymmetry evolves the recombination rate fluctuates randomly between 0 and 0.5 (i.e. between its minimum and maximum value like a neutral allele). Other parameters used in simulations are given in the Supplemental Material.](elife-48239-fig8){#fig8}

Discussion {#s3}
==========

Explaining the evolution of mating types in isogamous organisms constitutes a major milestone in understanding the evolution of anisogamy and sexes ([@bib43]; [@bib32]). Mating type identity is determined by a number of genes that reside in regions of suppressed recombination and code for ligands and receptors that guide partner attraction and recognition, as well as genes that orchestrate cell fusion and postzygotic events ([@bib3]; [@bib41]; [@bib23]; [@bib6]). In this work we show that an asymmetry in ligand and receptor production evolves as a response to selection for swift gamete communication and mating. Furthermore, the same conditions favoring asymmetric signaling select for tight linkage between the receptor and ligand genes. Our findings indicate that selection for asymmetric signaling roles could have played an important role in the early evolution of gamete differentiation and identity.

We investigated the evolution of mating type roles by considering two types of ligand and receptor in individual cells. Gene duplication followed by mutation is a well established route to novelty evolution ([@bib46]; [@bib55]; [@bib34]) and could explain the co-existence of two pairs of ligand and receptor in our system. Alternatively, individual cells could produce multiple ligands and receptors which evolve independently, as is the case in some basidiomycete fungi ([@bib15]). The production rate of the two types of ligand (and receptor) in our system is subject to mutation using an assumption of infinite alleles ([@bib47]), so that the amount of expressed ligand (and receptor) of each kind is modulated quantitatively. In this way we were able to explicitly express the likelihood of mating as a function of the amount of free and bound molecules on the cell membrane and the ability of cells to accurately read their partner's signal. This framework allowed us to follow the evolution of the quantitative production of ligand and receptor in mating cells for the first time.

We found that the ligand-receptor binding rate within a cell ($k^{+}$) is key in the evolution of asymmetric signaling roles ([Figures 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"}). $k^{+}$ holds an important role because it dictates the rate at which free ligand and receptor molecules are removed from the cell surface. In addition, $k^{+}$ determines the amount of intracellular signal that interferes with the ability of cells to interpret incoming signal. Although in theory cells could avoid self-binding (by reducing $k^{+}$ to zero), there is likely to be a strong association of the within-cell and between-cell binding affinities. So reductions in $k^{+}$ are likely to have knock-on costs in reducing $k_{b}$ as well. An extreme example is the case of locally diffusible signals ([Figure 1](#fig1){ref-type="fig"}), such as those used by ciliates and yeasts to stimulate and coordinate fusion ([@bib45]; [@bib37]). Here binding affinities between and within cells are inevitably identical (since the ligand is not membrane bound). Work in yeast cells has shown that secreted ligands utilized for intercellular signaling during sex are poorly read by cells that both send and receive the same ligand ([@bib54]). In the case of strictly membrane bound molecules avoiding self-binding could also be an issue as it requires a ligand and receptor pair that bind poorly within a cell without compromising intercellular binding. For example, choosy budding yeast gametes (which are better at discriminating between species) take longer to mate ([@bib44]). It would be interesting to further study these trade-offs experimentally.

We never observed the co-existence of a symmetric 'pansexual' type with asymmetric self-incompatible types. The two steady states consist of either a pansexual type alone or two mating types with asymmetric signaling roles. This could explain why the co-existence of mating types with pansexuals is rare in natural populations ([@bib3]; [@bib4]). This is in contrast to previous models where pansexual types were very hard to eliminate due to negative frequency dependent selection ([@bib25]; [@bib14]; [@bib19]). For example, in the case of the mitochondrial inheritance model, uniparental inheritance raises fitness not only in individuals that carry genes for uniparental inheritance but also for pansexual individuals (benefits 'leak' to biparental individuals) ([@bib19]; [@bib12]).

A similar pattern is seen with inbreeding avoidance because the spread of self-incompatibility reduces the population mutation load, and so reduces the need for inbreeding avoidance ([@bib14]). These dynamics are reversed in the present model where there is positive frequency dependent selection. The spread of asymmetric signalers generates stronger selection for further asymmetry ([Figures 3](#fig3){ref-type="fig"} and [4](#fig4){ref-type="fig"}). This also occurs when there is recombination ([Figures 7](#fig7){ref-type="fig"} and [8](#fig8){ref-type="fig"}). Even though recombination between the two asymmetric types generates symmetric recombinant offspring, these are disfavored and eliminated by selection. These observations suggest that the mitochondrial inheritance and inbreeding avoidance models are unlikely to generate strong selection for suppressed recombination which is the hallmark of mating types. Finally, it would be interesting to explore how the reinstatement of recombination could be a route back to homothallism which is a state derived from species with mating types ([@bib3]).

Mating type identity in unicellular eukaryotes is determined by mating type loci that typically carry a number of genes ([@bib4]; [@bib23]). Suppressed recombination at the mating type locus is a common feature across the evolutionary tree ([@bib6]). Our work predicts the co-evolution of mating type specific signaling roles and suppressed recombination with selection favoring linkage between loci responsible for signaling and an asymmetry in signaling roles. This finding suggests that selection for asymmetric signaling could be the very first step in the evolution of tight linkage between genes that control mating type identity. In yeasts, the only genes in the mating type locus code for the production of ligand and receptor molecules ([@bib37]). These then trigger a cascade of other signals downstream that also operate asymmetrically. Evidence across species suggests that mating type loci with suppressed recombination are precursors to sex chromosomes ([@bib36]; [@bib17]). In this way our work provides crucial insights about the origin of sex chromosomes.

The framework developed here could be used together with recent efforts to understand numerous features of mating type evolution. For example, opposite mating type gametes often utilize diffusible signals to attract partners ([@bib33]; [@bib49]). The inclusion of long range signals such as those used in sexual chemotaxis will provide further benefits for asymmetric signaling roles and mating types ([@bib20]). Furthermore the number of mating types varies greatly across species and is likely to depend on the frequency of sexual reproduction and mutation rates ([@bib13]). Signaling interactions between gametes could also play a role in determining the number of mating types and reducing their number to only two in many species ([@bib22]). It would be interesting to use the framework developed here to study the evolution of additional ligands and receptors and their role in reaching an optimal number of mating types. Other important features such as the mechanism of mating type determination ([@bib3]; [@bib51]) and stochasticity in mating type identity ([@bib22]; [@bib39]; [@bib38]) could also be understood in light of this work.

Our analysis revealed that the evolution of asymmetric gamete signaling and mating types is contingent upon the mutation rate. Single mutants that exhibit an asymmetry are initially slightly disadvantageous. When further mutations emerge that are asymmetric in the opposite direction, a positive interaction between these mutants occurs that can lead to the evolution of distinct mating types. When the population size is small and mutation rates are low, there is a low probability that individuals carrying asymmetric mutations in opposite directions are segregating at the same time. Increasing the population size or the mutation rate would enhance the probability of co-segregation, making the evolution of asymmetric signaling more likely. In an infinite population the evolution of signaling asymmetry should be independent of the mutation rate. Finally, it is worth noting that unicellular eukaryotes undergo several rounds of asexual growth (tens to thousands) between each sexual reproduction ([@bib22]; [@bib13]). It follows that the effective mutation rate between sexual rounds will end up being orders of magnitude higher than the mutation rates at each vegetative step.

Taken together our findings suggest that selection for swift and robust signaling interactions between mating cells can lead to the evolution of self-incompatible mating types determined at non-recombinant mating type loci. We conclude that the fundamental selection for asymmetric signaling between mating cells could be the very first step in the evolution of sexual asymmetry, paving the way for the evolution of anisogamy, sex chromosomes and sexes.

Materials and methods {#s4}
=====================

General model {#s4-1}
-------------

We model $N$ cells so that each cell is individually characterized by a ligand locus $\mathcal{L}$ and a receptor locus $\mathcal{R}$. Two ligand genes at the locus $\mathcal{L}$ determine the production rates for two ligand types $l$ and $L$ given by $\nu_{l}$ and $\nu_{L}$. Similarly, two receptor genes at the locus $\mathcal{R}$ determine the production rates for the two receptor types $r$ and $R$ given by $\nu_{r}$ and $\nu_{L}$. The two ligand and receptor genes in our model could could arise from duplication followed by mutation that leaves two closely linked genes that code for different molecules. In our computational set-up each cell is associated with production rates $\nu_{l}$, $\nu_{L}$, $\nu_{r}$ and $\nu_{R}$ where we assume a normalized upper bound so that ${\nu_{l} + \nu_{L}} < 1$ and ${\nu_{r} + \nu_{R}} < 1$.

The steady state concentrations for $L,R$, and $LR$ are computed by setting $\frac{d{\lbrack L\rbrack}}{dt} = \frac{d{\lbrack R\rbrack}}{dt} = \frac{d{\lbrack{LR}\rbrack}}{dt} = 0$ in [Equations (1-3)](#equ1 equ2 equ3){ref-type="disp-formula"} and solving the resulting quadratic equations. This leads two solutions only one of which gives positive concentrations. It follows that there is a unique physical solution to our system, which is what we use to define the probability of mating in our numerical simulations.

The program is initiated with $\nu_{L} = \nu_{R} = 1$ and $\nu_{l} = \nu_{r} = 0$ for all cells (unless otherwise stated, see Section 5.4). We introduce mutation so that the ligand and receptor production rates of individual cells mutate independently with probability $\mu$. A mutation event at a production gene changes the production rate by an increment $\epsilon$ where $\epsilon \sim {N{(0,\sigma)}}$. Mutation events at the different genes $l,L,r$ and $R$ are independent of one another. If ${\nu_{l} + \nu_{L}} > 1$ or ${\nu_{l} + \nu_{L}} > 1$ the production rates are renormalized so their sum is capped at 1. If a mutation leads to a production rate below 0 or above one it is ignored and the production rate does not change.

We implement mating by randomly sampling individual cells. The probability that two cells mate is determined by their ligand and receptor production rates as defined in [Equation (9)](#equ9){ref-type="disp-formula"} in the main text. We assume that $K$ takes a large value relative to $W_{12}W_{21}$ so that $P$ is linear in $W_{12}W_{21}$. Because the absolute value for $W_{12}W_{21}$ varies greatly between parameter sets, and what we are interested in is the relative change in $W_{12}W_{21}$ when signaling levels change, we chose $K$ to be equal to the maximum value $W_{12}W_{21}$ can take for a given choice of $\gamma$, $k^{+}$, $k^{-}$ and $k_{b}$. Sampled cells that do not mate are returned to the pool of unmated cells. This process is repeated until $M = {N/2}$ cells have successfully mated. This produces $N/4$ pairs of cells each of which gives rise to two offspring. These are sampled with replacement until the population returns to size $N$. We assume that a mutation-selection balance has been reached when the absolute change in $s$, defined in [Equation (10)](#equ10){ref-type="disp-formula"} in the main text, between time steps $t_{1}$ and $t_{2}$ is below $\epsilon = 10^{- 5}$ across ${t_{2} - t_{1}} = 100$. Certain parameter sets resulted in noisy steady states and were terminated following $10^{5}$ generations. The numerical code keeps track of all production rates for individual cells over time.

Adaptive dynamics {#s4-2}
-----------------

We model adaptive dynamics by initiating the entire population at state ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res}$ and introducing a mutant ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut}$ at low frequency $p$. We allow the population to evolve according to the life cycle introduced in the main text and record the frequency of the resident and mutant type when a steady state is reached. For the purposes of [Figure 5](#fig5){ref-type="fig"}, the resident type is set to ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res}$ and two mutants ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut_{1}}$ and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut_{2}}$ are introduced both at frequency $p$. In this case we track the frequencies of the resident and both mutants until steady state is reached. We define steady state as the point where the average value of $s$ in the population between time steps $t_{1}$ and $t_{2}$ is below $\epsilon = 10^{- 7}$ across ${t_{2} - t_{1}} = 100$. The population always reached steady state.

Recombination {#s4-3}
-------------

We implement recombination by considering a modifier $\mathcal{M}$ that lies between the ligand and receptor loci $\mathcal{L}$ and $\mathcal{R}$. That is, we assume that the two ligand genes and two receptor genes are tightly linked on the ligand and receptor locus $\mathcal{L}$ and $\mathcal{R}$ respectively, and only model recombination between the two loci. For simplicity, we assume that $\mathcal{M}$ determines the physical distance between $\mathcal{L}$ and $\mathcal{R}$ so that the distances $\mathcal{L} - \mathcal{M}$ and $\mathcal{R} - \mathcal{M}$ are the same. The modifier $\mathcal{M}$ determines the rate of recombination between the ligand and receptor loci quantitatively by determining $\rho_{M}$, the probability of a single recombination event following mating. Consider for example two individuals whose ligand and receptor production rates and recombination rates are determined by the triplets $R_{1} - M_{1} - L_{1}$ and $R_{2} - M_{2} - L_{2}$, the possible offspring resulting from such a mating are given by,

1.  $R_{1} - M_{1} - L_{1}$ and $R_{2} - M_{2} - L_{2}$ with probability ${({1 - \rho_{M_{1,2}}})}^{2}$ -- equivalent to no recombination events

2.  $R_{1} - M_{2} - L_{1}$ and $R_{2} - M_{1} - L_{2}$ with probability $\rho_{M_{1,2}}^{2}$ -- equivalent to two recombination events

3.  $R_{1} - M_{2} - L_{2}$ and $R_{2} - M_{1} - L_{1}$ with probability $\rho_{M_{1,2}}{({1 - \rho_{M_{1,2}}})}$ -- equivalent to one recombination event

4.  $R_{1} - M_{1} - L_{2}$ and $R_{2} - M_{2} - L_{1}$ with probability $\rho_{M_{1,2}}{({1 - \rho_{M_{1,2}}})}$ -- equivalent to one recombination event

where $\rho_{M_{1,2}} = {\frac{1}{2}{({\rho_{M_{1}} + \rho_{M_{2}}})}}$ is the joint recombination rate when cell~1~ and cell~2~ with recombination rates $\rho_{M_{1}}$ and $\rho_{M_{2}}$ respectively mate.

We allow mutation at the recombination locus at rate $\mu_{\rho}$ independently of the ligand and receptor loci. A mutation event leads to a new recombination rate so that $\rho_{M}^{\prime} = {\rho_{M} - \epsilon}$ for $\epsilon \sim {N{(0,\sigma_{\rho})}}$. We assume that the mutation-selection balance has been reached when the absolute change in $s$, defined in [Equation (10)](#equ10){ref-type="disp-formula"} in the main text, and the change in the average recombination rate between time steps $t_{1}$ and $t_{2}$ is below $\epsilon = 10^{- 5}$ across ${t_{2} - t_{1}} = 100$.

Methods and parameters used for simulated figures {#s4-4}
-------------------------------------------------

### Figure 4 {#s4-4-1}

(a): Individual simulations following the trajectory of $s$ over time. Population is initiated at $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1,1,0,0)$ and $\rho = 0$ for all cells at time 0. $\mu = 0.01$ for all ligand and receptor genes and $\mu_{r} = 0$, $\gamma = 0.1$, $k^{-} = 1$ , $n = 1$, $k_{b} = k^{+}/k^{-}$and $k^{+} = 1$ for $E_{1}$ trajectory and 5.0 for $E_{2}$ trajectory. Population size $N = 1000$ and number of cells allowed to mate $M = {N/2}$.

(b-c): Parameters as for (a) with $k^{+} = 5.0$. Each dot is represents an individual cell in the simulation.

(d): Parameters used as for (a) with varying $k^{+}$ and $\gamma$ as indicated in the Figure. Simulation was run until a steady state was reached and the value of $s^{*}$ was averaged over the last 1000 time steps to account for noise.

(e): Parameters used as for (a), varying $k_{b}$ and $n$ as indicated in the Figure. $k^{+}$ was also varied here and the value of $k^{+}$ beyond which $E_{2}$ evolved at the expense of $E_{1}$ was noted (the y-axis value).

### Figure 5 {#s4-4-2}

Adaptive dynamics simulations following the frequency of two mutants $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1 - dx,1,dx,0)$ and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})} = {(1,{1 - {dy}},0,{dy})}$ introduced at frequency $p$ (indicated on Figure ) in a resident population with $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1,1,0,0)$. The frequency of the resident and two mutants at steady state was recorded and the heat maps show the average steady state value of $s^{*}$ for 20 independent repeats. Parameters used: $\gamma = 0.5$, $k^{-} = 1$, $n = 1$, $k_{b} = k^{+}/k^{-}$, $N = 10000$, $M = {N/2}$.

### Figure 6 {#s4-4-3}

Joint evolution of receptor and ligand asymmetry. Contour plots show the equilibrium frequency of the resident ($f_{res}$) with production rates ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {({1 - {dx}},1,{dx},0)}$ (a) ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{res} = {({0.5 - {dx}},0.5,{0.5 + {dx}},0.5)}$ (b), following a mutation ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(1,{1 - {dy}},0,{dy})}$ (a) and ${(\nu_{L},\nu_{R},\nu_{l},\nu_{r})}_{mut} = {(0.5,{0.5 - {dy}},0.5,{0.5 + {dy}})}$ (b). The mutant is introduced at a frequency $p = 0.001$. Other parameters used and simulations details are given in the Supplemental Material.

### Figure 7 {#s4-4-4}

(a): Individual simulations following the trajectory of $s$ over time. Population is initiated at $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1,1,0,0)$ and $\rho = 0.1$ for all cells at time 0. $\mu = 0.01$ for all ligand and receptor genes and $\mu_{r} = 0$. $\sigma = 0.1$, $\gamma = 0.5$, $k^{-} = 1$, $n = 1$, $k_{b} = k^{+}/k^{-}$and $k^{+} = 1$ for $E_{1}$ trajectory and 5.0 for $E_{2}$ trajectory. Population size $N = 1000$ and number of cells allowed to mate $M = {N/2}$.

(b): Parameters as in (a) but varying $\rho$ as indicated in the Figure and using $k^{+} = 3.0$. The $y$ axis shows the steady state value of $s$ averaged over 1000 steps after steady state has been reached.

(c-e): Parameters as for (a) with $k^{+} = 5.0$ and recombination rate $\rho$ as shown in each Figure . Each dot is represents an individual cell in the simulation.

(f): Parameters as for (a) with $k^{+} = 5$, $\mu_{b} = 0.01$, $\rho = 0.2$and $N = 10000$. The heat maps show the value of $s^{*}$ at steady state averaged over 20 repeats. Heat map was obtained in the same way as [Figure 5](#fig5){ref-type="fig"}.

### Figure 8 {#s4-4-5}

(a): Population is initiated at $(\nu_{L},\nu_{R},\nu_{l},\nu_{r}) = (1,1,0,0)$ and $\rho = 0.5$ for all cells at time 0. $\mu = 0.01$ for all ligand and receptor genes and $\mu_{\rho} = 0.01$, $\gamma = 0.5$, $k^{-} = 1$, $k_{b} = k^{+}/k^{-}$ and $n$ vary as shown in the plot. The y axis shows the steady state value of $\rho$ averaged over 1000 steps after steady state has been reached. Population size $N = 1000$ and number of cells allowed to mate $M = N/2$.

(b-d): Parameters as in (a) with $k^{+}$ varied as shown in the individual plots.
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

\[Editors' note: a previous version of this study was rejected after peer review, but the authors submitted for reconsideration. The first decision letter after peer review is shown below.\]

Thank you for submitting your work entitled \"Evolution of the mating type locus with suppressed recombination\" for consideration by *eLife*. Your article has been reviewed by a Senior Editor, a Reviewing Editor, and three reviewers. The reviewers have opted to remain anonymous.

Our decision has been reached after consultation between the reviewers. Based on these discussions and the individual reviews below, we regret to inform you that we have decided to reject your paper in its present form. However, we would be willing to consider a revised version of your manuscript that takes into account the extensive reviewer comments.

The most important point in such a revision would be to address the criticism that it is unclear in the present version of the manuscript what exactly leads to the evolution of the mating type equilibrium E2. In particular, it is unclear whether the analytical and the simulation results presented in the paper lead to the same conclusions, and how the evolution of the asymmetric state depends on the mutational process. The relationship between the analytical and the simulation results needs to be made much clearer, and both reviewers 1 and 3 suggest doing an invasion analysis to clarify this point, e.g. using adaptive dynamics and pairwise in viability plots.

Other points you may wish to consider are the evolution of more than two mating types, as well as the possible effects of population-wide ligand and receptor production.

*Reviewer \#1:*

Here the authors ask if self-incompatible mating types evolve from a self-compatible ancestor lacking mating types as a result of selection to improve cross-cell signalling. The intuition is clear; by producing a signal different from that being received from potential partners there is less self-interference, and this selects for two different mating types (one sending A and receiving B, one sending B and receiving A). This intuition is demonstrated with a ligand-receptor (signal-receiver) model, in which an individual can produce two different pairs of ligands and receptors. These molecules interact to form bound complexes, these complexes break down, and all molecules and complexes decay (equations 1-3). From this the equilibrium concentrations of receptors, ligands, and complexes are calculated (equations 4-7) and used to determine the probability of mating given meeting (equation 9) as a function of the signal strengths between the two cells (equation 10). The population is updated, from one generation to the next, by randomly sampling pairs of cells, until M pairs have mated. The offspring of these pairs are sampled with replacement until a population size of N is recovered. Genetic variation arises by mutation, inducing a small random normal deviation, at each of the 4 genes controlling the production rates of the 2 ligands and 2 receptors, independently (with some renormalization to keep the total ligand and receptor production below a maximum). The authors first show how the signal strength (and as a result, fitness) depends on the trait value (ligand-receptor production rates) of both the focal individual and the potential mating partner (Figure 2). In particular, populations producing only one pair of ligand-receptor molecules are evolutionary stable, but as more individuals produce the other ligand or receptor (e.g., by drift) there can be selection for individuals producing the ligand or receptor that matches this, suggesting the evolution of mating types might be an alternative stable evolutionary state. The authors then perform simulations to investigate the characteristics of this mating type equilibrium and the factors allowing it (Figure 3), as well as how the rate of recombination between the ligand and receptor loci affect this equilibrium (Figure 4). Finally, the authors then allow the recombination rate itself to evolve, showing that there is strong selection for reduced recombination at the mating type equilibrium (Figure 5). Thus, the model describes a hypothesis for the evolution of mating types with non-recombining mating type loci from an ancestor without mating types.

I do not know the literature well enough to assess the novelty of this paper. I enjoyed reading it and thought it thought provoking. As far as I can tell the analysis is correct (I did not check the simulations).

Essential revisions:

I think a bit more could be done to demonstrate why the mating type equilibrium (E2) evolves from the monomorphic ancestor (E1), which I think is unclear in a few places (details below). One way to do this would be to take the approach of adaptive dynamics, and assume a monomorphic population (e.g., all individuals make only ligand 1 and receptor 1, *v* = (1,1,0,0)). You then calculate the fitness of a mutant with trait value *v*\' = (*x,y*,1-*x*,1-*y*) in this population, take the derivatives with respect to *x* and *y*, and evaluate at the resident equilibrium (*v*\' = *v*). A phase plane can then be shown, illustrating the direction of selection acting on small mutations around the resident. Immediately from this one sees that E1 is locally stable (as the current Figure 2D suggests), as are the other four corners of the phase space. Of particular interest are the basins of attraction for each equilibrium, the effect of parameter values on the size of these basins, and the effects of parameter values on the strength of selection keeping a population within each basin (the \"depth\" of the basin if you will). The authors have rightly stated that there are multiple basins of attraction (subsection "Evolution of mating types with asymmetric signaling roles") but in other places claim that E2 evolves from E1 because of strong selection for asymmetry (subsection "Evolution of mating types with asymmetric signaling roles"), implying E1 is instead unstable (i.e., there is no basin of attraction for E1). This idea of instability is implicit in Figure 3D-E, where the idea is that there are threshold values of *k^+^*, γ, and n that make E1 unstable. I think that the phase plane demonstrates that E1 remains stable for *k^+^* finite and γ positive (I\'ve only looked at n=0). Instead of changing the local stability of E1 these parameters change the size of the basin of attraction and its depth, therefore affecting the rate of drift out of E1 (so that \"threshold\" values of *k^+^*, γ, and n are just the values that allow this rate to be high enough to see E1 lost by the maximum number of generations simulated). In particular, increasing *k^+^* decreases E1\'s basin of attraction and also makes the basin shallower, greatly facilitating drift out. In contrast, decreasing γ shrinks E1\'s basin of attraction but makes it deeper, meaning the rate at which E1 transitions to E2 might be less sensitive to changes in γ. This selection surface approach brings a number of new insights (e.g., increasing the size of basin vs. increasing the depth of the basin, the possibility of calculating the amount of drift needed to leave E1), could be used to explain the quantitative patterns in Figure 3D-F (e.g., yellow in Figure 3F is the boundary of the basin of attraction of E1), and highlights that E1 is always a stable state (which is not always clear from the text; subsection "Evolution of mating types with asymmetric signaling roles"). Further investigations along these lines could help illustrate the location and properties of the branching point leading to E2 (e.g., is there are \"garden of eden\" branching point at *v* = (0.5, 0.5, 0.5, 0.5)?). Additionally, one might take a quantitative genetic approach and use, for example, diffusion equations to ask what the rate of drift out of E1 is (e.g., Barton and Rouhani, 1987).

*Reviewer \#2:*

This paper investigates the early evolution of the architecture of mating type locus, where individuals are initially bearing two pairs of ligand-receptors genes. The authors show that asymmetry in ligand-receptors production rates and linkage between genes are expected under a wide variety of conditions. The fundamental underlying mechanisms are the propensity of individuals to successfully mate with other individuals, which depends on their propensity to bind others\' ligands on their own receptors, i.e. properly receiving a good signal. This propensity is modeled following a system of equations derived from biochemical reaction systems.

The authors investigate in particular the evolution of a population where mutations affect production rates of receptors and ligands. The model is analysed with computer individual-based simulations in a finite population with a fixed size.

In my opinion, this paper is excellent, especially because the model presented is very simple, and yet, it explains a lot. This model explains (1) why individuals can have an advantage in providing asymmetrical receptor-ligand production, (2) under which biochemical conditions should asymmetry evolve, (3) to what extent linkage between genes can affect the evolution of asymmetry, and (4) that recombination between genes is expected to evolve to zero (tight linkage) as asymmetry evolves to maximum. Such a model can apply to many different taxa: ciliates, fungi, algae, where receptor-ligand asymmetry in a mating type locus without recombination is common. Because it is very simple, the model is certainly very general. These results provide a first principle for the evolution of asymmetry between two kinds of individuals in a single population, which could trigger further differentiation for instance anisogamy or sexual chromosomes.

My only criticism would be that there can be a contradiction between two hypotheses: diffusion of ligands is local, and the use of differential equations with products between molecular concentrations as the rate of contact. This precludes the possibility that ligands produced by the whole population might interact and disturb the signalling between cells. Considering interactions between only two close cells would need more precise modeling of spatialized and stochastic processes. I am not sure that it would change a lot of the results, but I can imagine that considering the whole population ligands production could affect a lot the evolutionary outcomes since it might affect a lot the importance of the self-binding parameter *k^+^*. It would have been interesting to compare whole population vs. two cells interactions.

*Reviewer \#3:*

Summary:

The authors study the evolution of unicellular mating types, where mating types are defined in terms of their ligand-receptor signalling toolkit. Each cell can produce two different types of receptors and ligands. Cells reproduce faster more compatible cells, i.e. ligands and receptors, there are in the population. They find that when self-binding rate is not small, evolution favours \"asymmetric signalling\". That is, half of the cells in the population start producing only one receptor and ligand-type, which are of opposite type to avoid self-binding, while in the other half of the population it is the other way round. I find the paper very clearly written, the research interesting and worthy of publication. I do however have few concerns and comments that must be addressed before I can recommend this paper for publication.

Essential revisions:

1\) How does the evolution towards asymmetry kick off?a) It seems that for either of the two initially non-utilized receptors \"r\" or ligands \"l\" to have a selective advantage, the other must already be present in the population. Is this true?

b\) If true, is it that you can nevertheless get evolution towards asymmetry because the mutation rates are assumed high and so at the mutation-selection balance there are always some \"*l*\" and \"*r*\" in the population? Would you ever observe evolution towards E2 if mutation rates would be of several orders lower?

c\) To gain more insight on the evolution towards asymmetry, can you perform some (analytical) invasion analysis e.g. check the stability of E1 and E2?

2\) It could be helpful to include some simple phase-plane/stability analysis for the model (1-3), at least in the appendix. How do we know the concentration of *L* and *R* reach their steady state (4-6)? Also, is this the only steady state? Also, in (1-3) should it be *dt* instead of *d\[R*\]?

3\) Subsection "Theoretical set-up: Should the timescale separation argument be the other way round? Because if cells encounter each other at high rate, they're within cell concentration of *L* and *R* would not have enough time to reach their steady state. Why is this a reasonable assumption?

4\) Is there a reason for not assuming trade-off in *v~L~* vs. *v~R~*? One could imagine that cell can\'t arbitrarily increase the production of both *L* and *R*. Also, wouldn\'t such a trade-off alleviate the conditions for the evolution of asymmetry?

5\) If you would allow for three different receptors and ligands per cell, would three mating types evolve? Using the same logic, would you get an arbitrary number of mating types if the population would be sufficiently large and the mutation rates sufficiently high?

\[Editors' note: what now follows is the decision letter after the authors submitted for further consideration.\]

Thank you for submitting your article \"Evolution of asymmetric gamete signaling and suppressed recombination at the mating type locus\" for consideration by *eLife*. Your article has been reviewed by Detlef Weigel as the Senior Editor, a Reviewing Editor, and two reviewers. The reviewers have opted to remain anonymous.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission. The consensus was that this is essentially ready to be accepted for publication, provided that the few points are addressed. The revised submission will not need to be sent out for review again.

*Reviewer \#1:*

Thanks to the authors for carefully addressing my comments. I\'m glad to see some of my ideas implemented, which I think add to the intuition gained here. I think there is still a bit of care needed in describing the stability of E1 and E2 (both comments in subsection "Evolution of mating types with asymmetric signaling roles"and Discussion section). I also think some care is needed in using \"epistasis\" to describe frequency dependent selection (subsection "Evolution of mating types with asymmetric signaling roles"), and analogies to fitness valley crossing might be useful.

*Reviewer \#3:*

In my opinion the authors adequately addressed all the points raised by the reviewers. I recommend this paper for publication, provided the two points below will be taken into account.

1\) It would be good to mention in the \"main\" text the population size that was used in the simulations. For example, in Figure 5 where you discuss the different mutation rates, in my opinion the population size should also be present. This leads me to a more general comment that it should be made clearer that the mutation rates used throughout the manuscript are unusually high (or at least I failed to find any mention on this caveat.). My guess is that if they would be decreased below the rates used in the paper, say to 10^-4^ or 10^-6^, the evolution to asymmetry would become extremely difficult, hinting that perhaps something else is going on in the evolution of gamete signalling in addition to what is already discussed in the model. At least a sentence or two to discuss this point would be good, e.g. in the Discussion section or somewhere else in the main text.

2\) In subsection "Theoretical set-up" the timescale argument is now \"correct\", but, it would make more sense that the modeller assumes the rates (probability/unit of time) to be of different order from which it follows that the densities operate on different timescales (units of time).

10.7554/eLife.48239.017

Author response

\[Editors' note: the author responses to the first round of peer review follow.\]

> Our decision has been reached after consultation between the reviewers. Based on these discussions and the individual reviews below, we regret to inform you that we have decided to reject your paper in its present form. However, we would be willing to consider a revised version of your manuscript that takes into account the extensive reviewer comments.
>
> The most important point in such a revision would be to address the criticism that it is unclear in the present version of the manuscript what exactly leads to the evolution of the mating type equilibrium E2. In particular, it is unclear whether the analytical and the simulation results presented in the paper lead to the same conclusions, and how the evolution of the asymmetric state depends on the mutational process. The relationship between the analytical and the simulation results needs to be made much clearer, and both reviewers 1 and 3 suggest doing an invasion analysis to clarify this point, e.g. using adaptive dynamics and pairwise in viability plots.

We have gone through the reviewer's comments meticulously, have made several revisions and added further analyses to address these concerns. In particular, we have performed a detailed invasion analysis to demonstrate how and when the equilibrium state E2 evolves from E1. We have also computed pairwise invasibility plots and have made an effort throughout the Results section to better illustrate that our analytical and simulated results are in good agreement. Our detailed responses are attached to the reviewer comments below. We believe that the manuscript has greatly improved and appreciate the thorough review and feedback.

> Other points you may wish to consider are the evolution of more than two mating types, as well as the possible effects of population-wide ligand and receptor production.

The evolution of the number of mating types is an interesting question. However, we believe that adding work in this direction would divert attention from the core messages of this paper (the evolution of a signaling asymmetry, mating types and suppressed recombination) and falls outside of this scope of the current work. We and others have addressed the evolution of the number of mating types in previous work (Hadjivasiliou and Pomiankowski, 2016 and Constable and Kokko, 2018), and the framework we have developed could be used in future work to investigate the role of ligand-receptor interactions in the evolution of the number of mating types. We discuss this in more detail in the revised manuscript (Discussion section).

The effects of population-wide ligand receptor signals also raise interesting questions. Such effects are to be expected when the ligand is highly diffusible so that its baseline concentration in the background environment is comparable to that produced by individual cells. In this sense our work does not apply to such signals, which are expected to be utilized for sexual chemotaxis. We chose to focus on membrane bound or only locally released (non-diffusible) molecules because this type of signaling is universal amongst isogamous eukaryotes with mating types, whereas diffusible signals are not (see Hadjivasiliou and Pomiankowski, 2016). We justify our choice in the revised manuscript (Introduction).

> Reviewer \#1:
>
> \[...\]
>
> Essential revisions:
>
> I think a bit more could be done to demonstrate why the mating type equilibrium (E2) evolves from the monomorphic ancestor (E1), which I think is unclear in a few places (details below). One way to do this would be to take the approach of adaptive dynamics, and assume a monomorphic population (e.g., all individuals make only ligand 1 and receptor 1, v = (1,1,0,0)). You then calculate the fitness of a mutant with trait value v\' = (x,y,1-x,1-y) in this population, take the derivatives with respect to x and y, and evaluate at the resident equilibrium (v\' = v). A phase plane can then be shown, illustrating the direction of selection acting on small mutations around the resident. \[I can send my Mathematica file that produces some examples if the authors wish.\] Immediately from this one sees that E1 is locally stable (as the current Figure 2D suggests), as are the other four corners of the phase space. Of particular interest are the basins of attraction for each equilibrium, the effect of parameter values on the size of these basins, and the effects of parameter values on the strength of selection keeping a population within each basin (the \"depth\" of the basin if you will). The authors have rightly stated that there are multiple basins of attraction (subsection "Evolution of mating types with asymmetric signaling roles") but in other places claim that E2 evolves from E1 because of strong selection for asymmetry (subsection "Evolution of mating types with asymmetric signaling roles"), implying E1 is instead unstable (i.e., there is no basin of attraction for E1). This idea of instability is implicit in Figure 3D-E, where the idea is that there are threshold values of k^+^, γ, and n that make E1 unstable. I think that the phase plane demonstrates that E1 remains stable for k^+^ finite and γ positive (I\'ve only looked at n=0). Instead of changing the local stability of E1 these parameters change the size of the basin of attraction and its depth, therefore affecting the rate of drift out of E1 (so that \"threshold\" values of k^+^, γ, and n are just the values that allow this rate to be high enough to see E1 lost by the maximum number of generations simulated). In particular, increasing k^+^ decreases E1\'s basin of attraction and also makes the basin shallower, greatly facilitating drift out. In contrast, decreasing γ shrinks E1\'s basin of attraction but makes it deeper, meaning the rate at which E1 transitions to E2 might be less sensitive to changes in γ. This selection surface approach brings a number of new insights (e.g., increasing the size of basin vs. increasing the depth of the basin, the possibility of calculating the amount of drift needed to leave E1), could be used to explain the quantitative patterns in Figure 3D-F (e.g., yellow in Figure 3F is the boundary of the basin of attraction of E1), and highlights that E1 is always a stable state (which is not always clear from the text; subsection "Evolution of mating types with asymmetric signaling roles"). Further investigations along these lines could help illustrate the location and properties of the branching point leading to E2 (e.g., is there are \"garden of eden\" branching point at v = (0.5, 0.5, 0.5, 0.5)?). Additionally, one might take a quantitative genetic approach and use, for example, diffusion equations to ask what the rate of drift out of E1 is (e.g., Barton and Rouhani, 1987).

Thank you for such an in-depth review and detailed suggestions. We have used an adaptive dynamics approach to clarify the stability of E1. Reviewer 1 is correct in stating that E1 is stable to any single mutation. The population only evolves away from E1 when *two* mutations are present, conferring an asymmetry in ligand production and receptor production in opposite directions. No single mutation can confer an advantage on its own in a population where (*v~L~, v~R~, v~l~, v~r~*) = (1, 1, 0, 0) (Figure 3 and subsection "Dependence of gamete interactions on physical parameters" in revised manuscript). This effect can be thought of as a form of positive epistasis whereby the individual mutations are not favored but confer an advantage when they appear together.

This is discussed in more detail in the revised manuscript (subsection "Dependence of gamete interactions on physical parameters").

We have made considerable effort to implement the reviewer's suggestions. Note that this required an analysis considering *two* mutations and we opted to use a combination of analytical and numerical results to address this point. In particular:

1\) We show the relative fitness of a mutant in different resident populations using our analytical results. This nicely illustrates that an asymmetry in both the ligand and receptor is required for mating types to evolve.

2\) We investigate how the basin of attraction of E1 depends on key parameters (*k^+^*, γ and mutation rates) by considering the effect of small mutations in the ligand and receptor in a population initially at (*v~L~, v~R~, v~l~, v~r~*) = (1, 1, 0, 0) (Figure 5).

3\) We also performed an invasion analysis and computed pairwise invasibility plots by investigating how a resident at (*v~L~, v~R~, v~l~, v~r~*)~res~ = (1-dx, 1, dx, 0) is invaded by a mutant at (*v~L~, v~R~, v~l~, v~r~*)~mut~ = (1, 1-dy, 0, dy) (Figure 6A). We find that the population reaches a polymorphic state with the mutant and resident at equal frequencies. We also use this approach to investigate how the population evolves from (*v~L~, v~R~, v~l~, v~r~*) = (0.5, 0.5, 0.5, 0.5) (Figure 6B). Our numerical results are in agreement with our analytical predictions (Figure 3 and Figure 5, Figure 6 are aligned). Note that the resident and mutant in our PIPs confer an asymmetry in opposite directions. This allowed us to produce two dimensional plots that illustrate how an asymmetry in ligand and receptor evolves.

We believe that these modifications and additions to our work have helped clarify our findings. We thank the reviewer for their detailed suggestions and hope that the revisions have adequately addressed the concerns raised above.

> Reviewer \#2:
>
> \[...\]
>
> My only criticism would be that there can be a contradiction between two hypotheses: diffusion of ligands is local, and the use of differential equations with products between molecular concentrations as the rate of contact. This precludes the possibility that ligands produced by the whole population might interact and disturb the signalling between cells. Considering interactions between only two close cells would need more precise modeling of spatialized and stochastic processes. I am not sure that it would change a lot the results, but I can imagine that considering the whole population ligands production could affect a lot of the evolutionary outcomes since it might affect a lot the importance of the self-binding parameter k^+^. It would have been interesting to compare whole population vs. two cells interactions.

We agree that the effects of population-wide ligand receptor signals raise interesting questions. Such effects are to be expected when the ligand is highly diffusible so that its baseline concentration in the background environment is comparable to that produced by individual cells. This is because diffusion gives rise to exponentially decaying profiles that would be unlikely to be comparable in magnitude to the concentration profiles in the vicinity of a single cell. This would not be true if the ligand was very highly diffusible but we restrict this work to consider either ligands that are released locally and effectively do not diffuse, or ligands that remain surface bound (Introduction). In this sense our work does not apply to diffusible signals, which are utilized for sexual chemotaxis or to synchronize entry into meiosis. We chose to focus on membrane bound or only locally released (non-diffusible) molecules because this type of signaling is universal amongst isogamous eukaryotes with mating types, whereas diffusible signals are not (Hadjivasiliou and Pomiankowski, 2016). It is therefore more pertinent to consider membrane bound signals when thinking about the early evolution of mating types. It would be interesting to explore how mating type interactions would be affected in situations where signals are diffusible, and cells have to communicate at a distance (e.g. to coordinate entry into meiosis). We touch on these interesting issues in the manuscript (Discussion section).

> Reviewer \#3:
>
> \[...\]
>
> Essential revisions:
>
> 1\) How does the evolution towards asymmetry kick off?a) It seems that for either of the two initially non-utilized receptors \"r\" or ligands \"l\" to have a selective advantage, the other must already be present in the population. Is this true?

This is correct. No single mutation can confer an advantage on its own in a population where (*v~L~, v~R~, v~l~, v~r~*) = (1, 1, 0, 0) (Figure 3 and subsection "Dependence of gamete interactions on physical parameters" in revised manuscript). This effect can be thought of as a form of positive epistasis whereby the individual mutations are not favored but confer an advantage when they appear together. This is discussed in more detail in the revised manuscript (subsection "Evolution of mating types with asymmetric signaling roles").

> b\) If true, is it that you can nevertheless get evolution towards asymmetry because the mutation rates are assumed high and so at the mutation-selection balance there are always some \"l\" and \"r\" in the population? Would you ever observe evolution towards E2 if mutation rates would be of several orders lower?

Indeed, the mutation rates in our analysis impact whether or not E2 evolves from E1 (Figure 5, Figure 4---figure supplement 1). E2 still evolves when the mutation rates are decreased by an order of magnitude but the basin of attraction for E2 shrinks (Figure 5). Reducing the mutation rate even further is likely to shrink the basin of attraction for E2 further. It follows that larger mutational steps would be required for E2 to evolve when mutation rates are low and populations are small. This is an interesting observation that goes back to the role of genetic drift. We made an effort to clarify these considerations in the revised manuscript (subsection "Evolution of mating types with asymmetric signaling roles").

> c\) To gain more insight on the evolution towards asymmetry, can you perform some (analytical) invasion analysis e.g. check the stability of E1 and E2?

This is an important point and we have taken a few steps to further clarify how E2 evolves from E1 (please also see our response to reviewer 1). Because, as the reviewer points out above, more than one mutation is required for the evolution of E2 from E1 we had to use a combination of analytical and numerical methods to study and visualize how E2 evolves from E1. First, we have added a figure that shows the relative fitness of a mutant that appears in different resident populations (Figure 3) based on our analytical results. This was then verified by an invasion analysis using simulation (Figure 5). We show that E1 can be invaded by small mutations that confer signaling asymmetry in opposite directions (Figure 5). We explore how the basin of attraction for E2 changes based on different key parameters. We also used simulation to explore how resident populations with a varying degree of asymmetry are invaded by mutants conferring an asymmetry in the opposite direction to reach a polymorphic equilibrium (Figure 6). We think that these changes have helped clarify and solidify our previous findings and thank the reviewer for their suggestions.

> 2\) It could be helpful to include some simple phase-plane/stability analysis for the model (1-3), at least in the appendix. How do we know the concentration of L and R reach their steady state (4-6)? Also, is this the only steady state?

Figure 2---figure supplement 1 shows the steady state concentration for *L, R* and \[*LR*\] for varying values of *v~R~* and *v~L~*. We assume that the rate of encounters and the duration of the mating process occur at time scales longer than those of the production and degradation rates of the ligand and receptor. This is a reasonable assumption as it takes many hours for cells to meet and mate whereas degradation rates (determining the timescale for reaching a steady state) are generally faster. There is a unique steady state solution with positive concentrations, this follows from solving the quadradic equations that emerge by setting *d\[L\]/dt* = *d\[R\]/dt* = *d\[LR\]/dt* = 0. We now clarify this in the Materials and methods section.

> Also, in (1-3) should it be dt instead of d\[R\]?

Yes. Very silly typo, now corrected.

> 3\) Subsection "Theoretical set-up": Should the timescale separation argument be the other way round? Because if cells encounter each other at high rate, they're within cell concentration of L and R would not have enough time to reach their steady state. Why is this a reasonable assumption?

Reviewer 3 is correct. This was an unfortunate mistake, apologies for the confusion. Now corrected.

> 4\) Is there a reason for not assuming trade-off in v~L~ vs. v~R~? One could imagine that cell can\'t arbitrarily increase the production of both L and R. Also, wouldn\'t such a trade-off alleviate the conditions for the evolution of asymmetry?

We assume that there is an upper limit in *v~L~* and *v~R~* (normalized at 1). We did consider imposing a trade-off between *v~L~* and *v~R~*. However, cells require both a ligand and a receptor to be able to mate and so imposing a trade-off between the production of the two seemed somewhat artificial. If we were to impose (*v~L~*+*v~l~*) + (*v~R~*+*v~r~*) \< 1, we expect to simply shift the upper limit for *v~L~*+*v~l~* and *v~R~*+*v~r~* to 0.5 (rather than 1) which is why we have refrained from doing so.

> 5\) If you would allow for three different receptors and ligands per cell, would three mating types evolve? Using the same logic, would you get an arbitrary number of mating types if the population would be sufficiently large and the mutation rates sufficiently high?

This is certainly possible. Given our own past work and that of others (e.g. Hadjivasiliou and Pomiankowski, 2016 and Constable and Kokko, 2018), we expect the strength of the interaction between the different receptors and ligands, the mutation rates at which new ligands/receptors appear, the population size and duration of asexual phase to together determine the optimal number of mating types. It would be interesting to explore this further using the current framework but we fear than doing so would divert from the core message of this manuscript. We discuss these ideas in the revised manuscript (Discussion section) and hope to explore these questions within the framework developed here in future work.

\[Editors\' note: the author responses to the re-review follow.\]

> The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission. The consensus was that this is essentially ready to be accepted for publication, provided that the few points are addressed. The revised submission will not need to be sent out for review again.
>
> Reviewer \#1:
>
> Thanks to the authors for carefully addressing my comments. I\'m glad to see some of my ideas implemented, which I think add to the intuition gained here. My remaining comments are relatively minor. I think there is still a bit of care needed in describing the stability of E1 and E2 (both comments in subsection "Evolution of mating types with asymmetric signaling roles"and Discussion section). I also think some care is needed in using \"epistasis\" to describe frequency dependent selection (subsection "Evolution of mating types with asymmetric signaling roles"), and analogies to fitness valley crossing might be useful.

We have made several edits to address these concerns.

> Reviewer \#3:
>
> In my opinion the authors adequately addressed all the points raised by the reviewers. I recommend this paper for publication, provided the two points below will be taken into account.
>
> 1\) It would be good to mention in the \"main\" text the population size that was used in the simulations. For example, in Figure 5 where you discuss the different mutation rates, in my opinion the population size should also be present. This leads me to a more general comment that it should be made clearer that the mutation rates used throughout the manuscript are unusually high (or at least I failed to find any mention on this caveat.). My guess is that if they would be decreased below the rates used in the paper, say to 10^-4^ or 10^-6^, the evolution to asymmetry would become extremely difficult, hinting that perhaps something else is going on in the evolution of gamete signalling in addition to what is already discussed in the model. At least a sentence or two to discuss this point would be good, e.g. in the Discussion section or somewhere else in the main text.

This is an important point. In fact, the key reason mutation rates are so important is that the population sizes we consider are relatively small. This introduces drift that leads to the loss of mutants exhibiting an asymmetry before they increase in frequency. We predict that higher population sizes would lead to the evolution of asymmetric signaling for smaller mutation rates. In addition, when the population size is "infinite" the evolution of asymmetry should become independent of the mutation rate, *μ* (or frequency at which the mutant is introduced, *p*). These are interesting effects, but we refrain from studying drift in this work and instead place more emphasis on the relative impact of the physical parameters that dictate signaling interactions.

It is also worth pointing out that unicellular eukaryotes undergo several rounds of asexual growth between each sexual phase (this can vary from tens to thousands of vegetative steps, see Constable and Kokko, 2018 and Hadjivasiliou, Pomiankowski and Kuijper, 2016). The effective mutation rate introducing variation in the production of ligands and receptors between sexual rounds is therefore likely to be several orders of magnitude higher than the actual mutation rate at each vegetative step.

We now explicitly state the relevant population size used (Introduction and in figure legends where relevant) and have added a paragraph in the Discussion section addressing the issues raised above.

> 2\) In subsection "Theoretical set-up" the timescale argument is now \"correct\", but, it would make more sense that the modeller assumes the rates (probability/unit of time) to be of different order from which it follows that the densities operate on different timescales (units of time).

We have slightly modified the text to reflect this.
