Detecting pedestrian has been arguably addressed, especially in the fields of automotive, surveillance and robotics. Despite the significant improvements, pedestrian detection is still an open challenge that calls for more and more accurate algorithms. In this paper, we propose a pedestrian detection system based on deep learning, adapting Region Proposal Network (RPN) of the faster CNN to generate the region proposals, and then utilizing the VGG16 convolutional layer to obtain the feature vector of the channel feature and normalize them, finally putting them into SVM classifier. By thoroughly analyzing and optimizing each step of the detection pipeline we propose an architecture that outperforms most of the traditional methods. Our approach can achieve 8.95% miss rate on Caltech pedestrian dataset and it is competitive.
INTRODUCTION
Pedestrian detection is a popular topic, and it draws many attentions from all kinds of scholars. Pedestrian detection as a key component of common applications in our daily life such as Intelligent Transportation System, artificial intelligent system, intelligent robot, and advanced Autonomous vehicles, has attracted far more efforts than general object detection. A good pedestrian detection algorithm will be able to precisely calculate the coordinates of all the pedestrians appeared in an image. The detection of human has been one of the challenging problems in computer vision since two decades ago.
Despite the rising popularity of neural network features in computer vision, in general the hybrid methods that fuse traditional features [2, 3] and deep convolutional features [4, 5] are still the most popular pedestrian detectors. The classic methods commonly follow this model: firstly, utilize sliding window based approach for generating regional proposals; secondly, use histograms of gradient orientation (HOG) [6] or scale-invariant feature transform (SIFT) [7] as features; finally, support vector machine (SVM) [8] or Adaptive Boosting [9] would be considered to carry out the task of pedestrian verification. Although recently CNN-based methods have achieved competitive results on many common areas, most CNN based methods are low efficiency and have limited application range.
In our paper, we propose a new method to conduct pedestrian detection: our method consists of three components Region Proposal Network (RPN), VGG16 Convolutional layers and SVM. The RPN is used to generate the regional proposals of all images, the VGG16 Convolutional layer are used to obtain the feature vector of the regional proposal, finally the SVM aims to calculate the probability of region proposals that include human. Compared to the traditional methods, the proposed model is much better than most of them on Caltech pedestrian dataset.
The rest of this paper is organized as follows. Section 2 discusses some related works of pedestrian detection. Section 3 illustrates each component of our model and the setup details. Section 4 presents the experimental results and analysis the effectiveness of each component of our method. Section 5 draws conclusions and discusses potential future work.
RELATED WORK
There are two main approaches in the domain of pedestrian detection: hand-craft models and deep learning models. For the hand-craft models, most of them are following such pipeline which comprises three main stages: 1) generate region proposal; 2) feature vector extraction; and 3) region classification, as shown in Figure  1 . Concerning the first stage, in general, there are some widely-used and common approaches to generate the region proposals. For example, the sliding window approach was considered the simplest algorithm of generating region proposal algorithms, but at the cost of huge computational consumption. In addition, there are some more intelligent algorithms which would explore the context information lying in the image content to discard some unrelated regions. Thus, these kinds of methods are more efficient. Commonly, the instances over such kinds of approaches are including: Objectness [10] , Selective Search [11] , and category-independent object proposals [12] . Regarding the feature extraction stage, the most widely-used methods are associated with: Viola-Jones [13] , Histogram of Gradients [14] and Integral Channel Features [2] . All these features have achieved relatively good results in the field of pedestrian detection. Finally, the classification stage aims at identifying which regions within the set of candidates belong to a human. As a rule of thumb, AdaBoost, and Support Vector Machines are popular choices for the classifier.
Recently, driven by the amazing achievement of R-CNN and Faster-RCNN [15] for general object detection, a growing number of methods adopt a two-stage pipeline for pedestrian detection. In [16] , the SquaresChnFtrs (SCF) detector was applied to generate proposals, and R-CNN model to classify. In [17] , they exploited the feature generated by the convolutional layer of the pre-trained CNN, instead of the traditional hand-designed feature, to implement the classification issue which achieved competitive results.
THE MODEL OF PEDESTRIAN DETECTION Overview of Model
In our work, the generation of the regional proposal was implemented via a RPN [15] which takes an image (in our experiment the size is 640*480) as input to generate region proposals, confidence scores. And then, we fed these region proposals into VGG16 convolutional layer to get the convolutional features. Finally, the task of pedestrian classification over these features vectors is implemented by SVM which is with Liner kernel and default parameter, and the SVM was trained by the labeled convolutional features. The Figure 2 shows the pipeline of our model. 
Method of Region Proposal
As regard the pedestrian detection, the methods of generating region proposal are one of the most important stages for both computational efficiency and overall results. On the one hand, a good method of region proposals would efficiently reduce the
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Conv3_3 Conv4_3 SVM number of the negative region. Thus, the proposals to be accepted by following stages can be discarded by up to three orders of magnitude or more. On the other hand, in general a good algorithm will not miss many positive regions.
In the Faster R-CNN model, the RPN is used to output a set of rectangular object proposals, each with an objectness score and for average objection detection, the RPN has presented its strong ability to generate possible proposals. Thus, inspired by the competitive achievement generated by the RPN, we also utilized the RPN to generate the possible proposals for pedestrian detection. Due to the difference lying between the pedestrian detection and object detection, our RPN's configuration has to be updated from the Faster R-CNN [15] . Firstly, we use the first thirteen layers of Vgg16 respectively to build our RPN. Since the average aspect ratio (width to height) of pedestrian in Caltech is around 0.41 and our task belongs to single-category one, the anchors of a single ration of 0.41 are adopted instead of the anchors with 3 aspect ratio. In addition, we use anchors with 9 different scales whose height is as following: 40, 52, 67, 87, 113, 146, 189, 245 and 318 pixels.
Generate the Feature Vector
We adopt RoI pooling layer [16] to extract fixed-length features from regions. In our experiment, we will extract features from RoI on Conv1_2, Conv2_2, Conv3_3 and Conv4_3. We pool these features into a fixed resolution of 7*7 pixels. The reason for the 7*7 is that according to the VGG16 structure, the size of the last convolutional layer's feature map is 7*7. These features from different layers are concatenated and then normalized. If a RoI's input resolution is smaller than 7*7, the pooling bins collapse and the features become "plain" and not discriminative. This problem is alleviated in our method, as we are not going to extract the features on the final Vgg16 Convolutional layer: Conv5_3. For in general, for a 224*244 image, the size of the feature map of Conv5_3 over Vgg16 is 7*7, and the size of the region proposal obtained from RPN is more likely to be smaller than the 224*224 image. Thus, the feature extracted from Conv5_3 is more likely to be plain. However, the following experiments also did verify our assumption: the stand-alone RPN would achieve 14.4% miss rate on Caltech while the RPN+Conv5_3+SVM would achieve 17.2% miss rate. In addition, the Faster RCNN model would achieve 22.4% miss rate. The TABLEⅠ shows the feature vector dimension over each Convolutional layer. 
EXPERIMENTS AND ANALYSIS Dataset
We evaluate our result on the Caltech Pedestrian Benchmark. The Caltech Pedestrian Dataset is one of the most popular and challenging dataset for pedestrian detection. It consists of 350K annotations of 2300 unique pedestrians labeled in 250K frames which are about 10 hours. The dataset was recorded using a monocular camera mounted in a vehicle in urban traffic and saved into 11 sessions. In our experiment, the first six sessions: Session 0 to Session 5, are assigned to the training set, whereas the other sessions are assigned to the test set. To avoid using correlated frames, we rebuild the data set so that 1 image every 3 frames is considered for evaluation and training.
Experiment Results
First, we validate the performance of different feature vectors obtained from the different Vgg16 convolutional layers. Since we just want to know the relative performance of various feature vectors, as a result, we randomly chose the 10000 negative regional proposals and 10000 positive regional proposals to conduct our experiments. The positive and negative region proposals are defined by the following way: if the overlap rate between the regional proposal and any ground truth is bigger than 0.8, this region proposal is marked as positive; if the rate is smaller than 0.5, it is marker as negative. For the case whose overlap rate is between 0.5 and 0.8, we just abort them, because we think they are neutral and it is hard to correctly label them. The TABLE Ⅱ shows the overall accuracy of all the feature vectors. TABLE Ⅱ shows the results of using different feature layers in our method. The Conv1_2 and Conv2_2 show the worst performance which can be explained by the weaker representation of the shallower layers. These layers just capture oriented edges and opponent colors, texture and so on and they are less distinctive to perform the classification task. The Conv3_3 presents a much better result than Conv2_3 and Cov1_3, just because this layer masters rich and distinctive features via combining a small number of class-tuned features together with a distributed representation of shape, texture, color and so on. So, the Conv4_3 is more likely to learn a representation with richer and more distinctive feature to carry out the classification.
Although, the feature involving the Conv3_3 and Conv4_3 presents the best results which marginally better than the Conv4_3 alone, its dimension: 37632 is much longer than the Conv4_3 and would heavily increase the computational consumption, especially on the training stage. In our paper, the training time for our final model which consists of RPN and SVM with Conv4_3 feature is around 30 hours. Thus, the Conv4_3 is the best trade-off between time consumption and the overall accuracy, and the following experiments are all conducted with the Conv4_3.
Apart from that, we still want to shed more light on the difference over the performance caused by the different region proposals. We tried three most common methods for proposing candidate regions, they are including: sliding window, Selective search and LDCF. As described in last section, feature over the region proposals would be extracted on the Conv4_3 layer of Vgg16. In addition, we use SVM to classify these features. This table strongly shows that the Selective search is definitely not suitable for proposing regions corresponding to pedestrian. The LDCF and Sliding window seem to be more reasonable for region proposals in pedestrian detection field. However, the RPN is more likely to be the best method of region proposal with huge advantage on the overall accuracy over the other methods.
CONCLUSIONS
We proposed a pedestrian detection system based on convolutional neural networks and SVM. We use convolutional neural network to generate the regional proposals and extract the features. At last, utilize the SVM to classify these features which are normalized. We achieve 8.95% miss rate on Caltech pedestrian dataset. The Figure 3 shows the comparison with the other methods. As is shown in the Figure 3 , our method outperforms most of the methods, which proves its feasibility. However, it is still worse than the state of the art model. Thus, further work will include the optimization of our model for region proposal, and will put more efforts on the innovation of the convolutional layer feature to extract or filter more distinctive features from them, with the aim of combining state-of-the-art accuracy and real-time proposing. 
