1. Introduction and statement of results. The Shanks-Rényi race problem can be formulated as follows (cf. [9] ). Let q > 2 be a natural number. Given a permutation (a 1 , . . . , a ϕ(q) ) of the reduced set of residue classes (mod q), there exist infinitely many natural numbers m such that π(m, q, a 1 ) > π(m, q, a 2 ) > . . . > π(m, q, a ϕ(q) ), where, as usual, we denote by π(x, q, a) the number of primes p ≤ x congruent to a (mod q). This problem is one of the most interesting open problems concerning the distribution of primes in arithmetic progressions. The first result towards its solution has been proved in [6] and reads as follows (see also [7] , [8] ). Moreover , the set of m's satisfying this inequality has a positive lower density. The same statement holds for m satisfying π(m, q, 1) < min a ≡1 (mod q) π(m, q, a).
Hence there exist at least two permutations (a 2 , a 3 , . . . , a ϕ(q) ) and (b 2 , b 3 , . . . , b ϕ(q) ) of the residue classes a (mod q), (a, q) = 1, a ≡ 1 (mod q) such that (1) π(m, q, 1) > π(m, q, a 2 ) > . . . > π(m, q, a ϕ(q) )
Supported by KBN Grant nr. 2 1086 91 01. This leaves (ϕ(q)−1)! possibilities for each permutation. A natural question is whether or not, for a given q, one can construct explicit examples of permutations for which (1) and (2) hold. The aim of this paper is to solve this problem assuming of course the G.R.H. Before stating our result let us introduce the following notation. Let q > 1 be a natural number. We write
otherwise,
where ω(q) denotes the number of distinct prime divisors of q and ϕ denotes Euler's totient function. For a prime number p let
Let now (a, q) = 1. Then we denote by a the inverse of a (mod q): aa ≡ 1 (mod q). Moreover, we put (q, a) = 1 if a is a quadratic residue (mod q), 0 otherwise,
Suppose now that p is a prime number and that a (mod q p ) belongs to the cyclic multiplicative group generated by p (mod q p ). Then we denote by l p (a) the natural number uniquely determined by the following conditions:
Then we set
, the summation being restricted to primes p for which l p (a) is defined; if there are no such primes p we put α(q, a) = 0.
Let as usual
otherwise, and for real x let ψ(x, q, a) = n≤x, n≡a (mod q)
Λ(n).
An easy consequence of Dirichlet's prime number theorem is that for every a prime to q there exists a constant b(q, a) such that
as x tends to infinity. We call b(q, a) the Dirichlet-Euler constants. Finally, we define the following quantities which play the crucial role in what follows:
Theorem. Let q ≥ 5, q = 6 be a natural number and assume the G.R.
of the set of residue classes
so that the following inequalities hold :
Then there exists a positive constant b 0 such that each of the sets of natural numbers
has a positive natural density.
In the case when r ± (q,
for some i = j the corresponding permutations are undefined. Then a weaker version of the theorem is still valid, in which all but one terms corresponding to the equal r ± 's or R ± 's are removed from (3)- (6) . We conjecture, however, that all quantities r ± and R ± are distinct and this situation cannot occur. Finally, let us remark that a well known and classical technique used in the proofs of the class number formula or the Kronecker limit formula for abelian extensions of rationals gives finite expressions for Dirichlet-Euler constants. For simplicity we consider the case of prime modulus only. Observe first of all that in this case the permutations (a j ), (b j ) and (c j ), (d j ) are equal. Let p be a prime number and let ζ = exp(2πi/p) denote the primitive pth root of unity. We set
As we shall see in Lemma 6, D = 0 for all primes p. Next let R denote the R-function introduced by Deninger [3] . By definition R : (0, ∞) → R is the unique solution to the difference equation
which is convex in some interval (A, ∞), A > 0, and such that 1 0
R(x) dx = 0. As explained in [3] , R is the right analogue of log Γ (x), and the understanding of its properties is comparable with that of Euler's gamma function. In particular, R has the following Weierstrass-type representation as a relatively fast convergent infinite series:
where
denotes the Stieltjes constant,
and C = 0.577215664901 . . . is the Euler constant. Let χ be a non-principal Dirichlet character (mod p), and τ (χ) the corresponding Gauss sum. Then
Writing, for real 0 < ξ < 1 and d ∈ {0, 1}, (10) is well known and classical (see e.g. [10] , Theorem 2.2). In the proof of (11) we use (10) and the following relation:
We then have
Formula (12) is equivalent to (3.4) and (3.6) of [3] . Let us remark here that in the case of odd χ the result is classical and is due to A. Berger [1] and M. Lerch [11] (cf. also [2] ).
Let {ξ} = ξ − [ξ] denote the fractional part of a real number ξ. For ξ ∈ R\Z we set
We have
It is easy to see that (compare Lemma 5 below)
and hence using the formulae for L and 1/L, after some easy but long computations we conclude that for p ≥ 3, 1 ≤ a ≤ p − 1,
The foregoing formulae give also finite expressions for r ± (p, a) and R ± (p, a) suitable for numerical computations. Hence there is no problem in finding permutations (a j ) and (c j ) for every given prime modulus p. The author performed calculations for p ≤ 29. The output is displayed in the following tables: The meaning of these numerical data is obvious. For instance, the fact that permutation (a j ), for p = 7 is equal to (5, 6, 3, 4, 2) 
otherwise. P r o o f. The case of a ≡ ±1 (mod q) is obvious. Otherwise, by the orthogonality law for characters we have S + (q, a) + S − (q, a) = 0 and S + (q, a) − S − (q, a) = S + (q, −a) + S − (q, −a) = 0. Hence S + (q, a) = S − (q, a) = 0, and the lemma follows.
Lemma 2. For every a (mod q), natural number m and a prime p we have
Lemma 3. Let q > 1 and a ≡ 1 (mod q), (a, q) = 1. Then
where the star indicates that the summation is restricted to primitive characters. Then
Since a ≡ 1 (mod q), we have k < q. Therefore q/k > 1 and
Hence the expression in (14) equals
and the result follows.
Then N (q, a) = ϕ(q)N q (q, a).
P r o o f. Let G(q) denote the group of reduced residue classes (mod q) and consider the group endomorphism
Then N (q, a) = #f −1 (a) = (q, a)# ker f and ker f consists of course of elements of orders less than or equal to 2. Let q = 2 α p α 1 1 . . . p α t t be the canonical factorization of q into prime powers and write q i = ϕ(p
Each cyclic group C(q i ), i = 1, . . . , t, contains exactly two elements of order less than or equal to 2. Let n 2 (α) denote the number of such elements in G(2 α ). Then
.
we see that the sum equals
By Lemma 2 the part of the sum in (16) corresponding to primes p | q equals
The sum over remaining primes equals
Since b(1, 1) = −C, the assertion follows.
Lemma 6. Let D be as in (7). Then D = 0.
P r o o f. We make use of the following well known Dedekind determinant relation (see e.g. [10] , Theorem 6.1):
For every complex-valued function f defined on a finite abelian group G we have det
Applying this theorem to G = Z/pZ and f (a + pZ) = log(1 − ζ a ), a = 1, . . . , p − 1, we obtain
where we use the well known finite formula for L (1, χ) .
3. The behaviour of K-functions on the real axis. Let χ be a primitive Dirichlet character (mod q), q ≥ 1. For z ∈ H = {x + iy, y > 0}, we define the K-function by
These functions have been studied in detail in [4] . We collect here some of their basic properties which are essential in this paper. For real x let
The limit exists for every x and can be computed explicitly as follows (cf. [4] , Theorem 4.1). Denote by m( , χ) the multiplicity of L(s, χ)'s zero at s = ; we put m( , χ) = 0 when L( , χ) = 0. Moreover, we denote by χ 0 the principal character and let
Under this notation and assuming the G.R.H., for x > 0 we have
and for x < 0,
C(χ) = B(χ) + C + log 2π q , C = 0.577 . . . being Euler's constant.
Lemma 7. Suppose χ (mod q) is a primitive Dirichlet character. Then for χ = χ 0 we have B(χ) = − log(2π) and C(χ) = C whereas for χ = χ 0 ,
, have been computed in [7] , Lemma 1:
and for χ = χ 0 ,
the summation being taken over non-trivial, real zeros β of L(s, χ) (if there are any). Substituting these results into (18) and (20) we obtain the assertion of Lemma 7.
Let q ≥ 1 and a, 1 ≤ a ≤ q, be two coprime integers. For z ∈ H we write (21) F (z, q, a)
Further, for real x, let P (x, q, a) = lim y→0 + F (x + iy, q, a).
Moreover , lim x→0 + P (x, q, 1) = −∞ and lim x→0 − P (x, q, 1) = ∞.
P r o o f. We have
Let x > 0. Using (17) we split the sum into five parts:
say. Trivially we have S i (0 + , q, a) = 0 for i = 1, 3 and S 2 (0 + , q, a) = −1/ϕ(q). Moreover, for positive x we have
Hence, by Lemma 1,
and therefore S 4 (0 + , q, a) = 0, 1 2 log 2 or −∞ respectively. Since obviously S 5 (x, q, 1) = O(1) as x → 0 + , we have lim x→0 + P (x, q, 1) = −∞.
Let a ≡ 1 (mod q). Then using Lemmas 7, 3 and 5 we obtain
Gathering the foregoing formulae we obtain (22).
For x < 0 we proceed similarly. Using (19) in place of (17) we write
Then simple computations show that S i (0 − , a, q) = S i (0 + , q, a) for i = 1, 2, 3. Further,
and therefore
Moreover, using (24) and (20) we have
Hence P (0 − , q, 1) = ∞ and for a ≡ 1 (mod q)
which ends the proof.
Lemma 9. For x ≥ 1 we have
P r o o f. This follows from (23) and (17) (cf. [5] , proof of Corollary 7).
4. An auxiliary result on generalized Dirichlet series. We formulate now a subsidiary theorem which has been proved in [6] . We need some additional notation. Let B denote the class of all functions
α n e iw n z , z = x + iy, y > 0, satisfying the following conditions:
The series in (25) converges absolutely for all y > 0.
4. The limit P (x) = lim y→0 + P (x + iy), where P (x + iy) = F (x + iy), y > 0, exists for almost all real x; we put P (x) = 0 for the remaining x, so that P is well defined on the closed upper half-plane H = {z ∈ C : z ≥ 0}.
5. We have
Lemma 10 (see [6] , Lemma 3). Let F j ∈ B for j = 1, . . . , n and let x 0 ∈ R be a continuity point of the mapping P : H z → (P 1 (z) , . . . , P n (z)) ∈ R n , P j = F j , j = 1, . . . , n.
Then for every open neighbourhood U ⊂ R n of P (x 0 ) there exist constants
for every interval J of length ≥ l 0 , µ being the Lebesgue measure on the real axis.
5. Proof of the Theorem. Let us start by proving that the set in (5) has a positive lower density. To this end we apply Lemma 10 with n = ϕ(q) and
the functions F (z, q, a) being defined by (21). Then F j 's belong to the class B as proved in [6] . Moreover, they are holomorphic and therefore also continuous on the interval (0, log 2). From Lemma 8 and from the definition of the permutation (c 2 , c 3 , . . . , c ϕ(q) ) we know that there exists x 0 ∈ (0, log 2) such that
and let U be the open ball with centre P (x 0 ) and radius δ/3. Here and in what follows the minimum min a ≡b (mod q) is restricted to a and b prime to q. Then for (y 1 , . . . , y ϕ(q) ) ∈ U we have y 1 > . . . > y ϕ(q) and min i =j |y i − y j | > δ/3. Hence for x ∈ P −1 (U ),
and min a ≡b (mod q)
Then by what we have already proved and Lemma 9 we have, for sufficiently large x ∈ P −1 (U ), Now we conclude that the set in (5) has indeed a positive lower density upon changing the variable e x = t and observing that for every real t we have ψ(t, q, a) = ψ([t], q, a).
The proof for (6) is very similar. We choose x 0 ∈ (− log 2, 0) sufficiently close to 0 and we apply Lemma 10 to the functions F j (z) = F (z, q, 1) for j = 1, F (z, q, d j ) for j = 2, . . . , ϕ(q).
The proofs for (3) and (4) need some modifications but in principle they go along similar lines. For instance, consider (3); modifications needed for (5) will then become obvious. We consider the functions F j (z) = F (z, q, a j+1 ) − (q, a j+1 )N q for j = 1, . . . , ϕ(q) − 1, F (z, q, 1) − N q for j = ϕ(q).
According to the definition of the sequence (a j ), for sufficiently small positive x 0 we have F 1 (x 0 ) > . . . > F ϕ(q) (x 0 ) and δ = min i =j | F i (x 0 ) − F j (x 0 )| > 0. Write E * (x, q, a) = E(x, q, a) − (q, a)N q .
Then of course F j (x) = E * (x, q, a j+1 ) + o(1) (j = 1, . . . , ϕ(q) − 1), and F ϕ(q) (x) = E * (x, q, 1) + o(1) as x → ∞ by Lemma 9. Using Lemma 10 we conclude that the set of natural numbers m satisfying as m → ∞, and thus the result follows.
