For 0 < α < 1 and with initial data u 0 H N+ α 2 = ε, sufficently small, we show that the existence time for solutions of the fractional BBM equation ∂ t u+∂ x u+u∂ x u+|D| α ∂ t u = 0, can be extended beyond the hyperbolic existence time 1 ε , to 1 ε 2 . For the proof we use a modified energy, based on a normal form transformation as in [Hunter, Ifrim, Tataru, Wong, 2015] . In addition we employ ideas and techniques from [Ehrnström, Wang, 2018] , in which the authors obtain an enhanced existence time for the fractional KdV equation.
Introduction
We consider the fractional BBM equation
with F (|D| α f )(ξ) = |ξ| αf (ξ), and where F is the Fourier transform
Throughout the text we will write f g, when f g is uniformly bounded from above, and f ≃ g when f g f .
When α = 2, (1.1) is the classical BBM equation introduced in [1] . In [3] it was shown that the BBM equation is globally well-posed in H s (R), for s ≥ 0. This was later generalized in [2] where the authors showed that (1.1), with 1 < α ≤ 2, is globally well-posed in H s (R),
. On the other hand, in [4] it was shown that (1.1), with 1 < α ≤ 2 is ill-posed in H s (R) for s < max{0, 3 2 − α}, in the sense that the map u 0 → u is not C 2 from H s (R) to C([0, T ]; H s (R)), for any T > 0. The gap in the theory when max{0, 3 2 − α} ≤ s < 1 − α 2 and 1 < α ≤ 2 was filled recently in [13] , where it was shown that (1.1) is indeed globally well-posed for such values of s.
For α = 1, (1.1) is the regularized Benjamin-Ono equation, which was shown in [10] to be locally well-posed in H s (R), s > − α, obtaining the estimate 2) which implies that the maximal existence time T for a classical solution of (1.1), satisfies T 1 u 0 H s . It is unclear for which values of α ∈ (0, 1) that (1.1) is expected to be well-posed. Indeed, equation (1.1) is not invariant under any rescaling u λ (x, t) = λ a u(λ b x, λ c t), except for α = 0, hence is not scaling critical for any α ∈ (0, 1). This is in contrast with the fractional KdV equation which is scaling critical for α = 1 2 , and this value of α is also believed to be critical for the well-posedness theory, as pointed out in [12] .
As described in the above paragraph, the well-posedness of (1.1), both local and global, is quite well understood for α ≥ 1, while for 0 < α < 1 the question of global well-posedness is completely open. In the present work we therefore consider the question of long time existence, and show that [12, Theorem 4.12] can be expanded upon, by extending the lifespan of the solutions. 
For the proof of this theorem we will use the strategy developed by Hunter, Ifrim, Tataru and Wong [7] , in which a modified energy is defined, based on a normal form transformation, in order to prove enhanced existence time for the Burgers-Hilbert equation. This method was further developed and applied to the full water wave problem in a series of papers [6, 8, 9] . However, for our purposes the paper [5] by Ehrnström and Wang is the most relevant one, in which the authors use the method developed in [7] to obtain an enhanced existence time for the fractional KdV equation. In the present work the symbol of the normal form transformation shares a lot of properties with the corresponding symbol found in [5] , which makes the modified energies for the two equations similar. In particular, we are able to adapt the ideas and techniques developed in [5] to treat the modifed energy. Theorem 1.1 can be seen as a first step in the investigation of global well-posedness of (1.1) with 0 < α < 1. Indeed, it may be possible to repeat the argument in the proof of Theorem 1.1 and show that the maximal existence time satisfies T 1 ǫ 3 . In fact, in [11] , where the authors study the NLS and modified KdV equations, this procedure is repeated infinitely many times using an iterative scheme, yielding global well-posedness results for the two equations. However, to the authors knowledge, this method has not been applied to equations involving fractional derivatives, such as (1.1).
Note that in Theorem 1.1, larger α requires higher regularity of the initial data, which is in contrast with the known well-posedness theory outlined above, where larger α allows for lower regularity of the initial data. This contrast is most likely due to the technique used in the present work, rather than an inherent property of the initial value problem (1.1). Indeed, the normal form transformation leads to a natural choice for the modified energy and it is this choice of energy which requires us to have u ∈ H N + α 2 (R). We point out that the lower bound on N can most likely be decreased to
However, we choose δ = 1 2 so that the Sobolev index in (1.3) is integer valued, making the the proof of Theorem 1.1 less technical. In connection with this we also mention that in [5] the authors require N ≥ 3. However, this can probably be improved to N ≥ 2, at least in the case when 0 < α < 1.
In Section 2 we carry out the normal form transformation, with the purpose of removing the quadratic term u∂ x u in (1.1), making the transformed equation cubic. We derive an expression for the symbol m associated with the normal form transformation and establish some growth estimates for it, that are useful when estimating the modified energy.
We proceed in Section 3 by introducing the modified energy E (N ) as in [7] , based on the normal form transformation, and show that
is sufficiently small. Section 4 is the most technical part of the paper, in which we derive a quartic energy estimate for the modified energy. We show that 4) which implies that
, we obtain
ds.
An application of Grönwall's inequality then yields the lower bound for the maximal existence time in Theorem 1.1. The existence and uniqness part of the theorem then follows as in [12] . Below we give a rough outline on how to prove (1.4), using methods developed in [5] . The modified energy is differentiated with respect to time and decomposed into high and low order parts, where the low order parts can be estimated directly, using the growth estimates derived in Section 2. In the end we are essentially left with two high order terms, F 1,0 , G 1,0 , given by
We are able to show that G 1,0 ≡ 2F 1,0 , meaning that G 1,0 is equal to 2F 1,0 , modulo a term that can be estimated by u , by using that G 1,0 ≡ 2F 1,0 .
Normal form transformation
We introduce a new variable w via a normal form transformation
where
and where m is to be determined so that w satisfies a cubically nonlinear PDE. Using (1.1) we find that
, which implies that
The function m is chosen in such a way as to remove the quadratic terms in (2.3) , that is, m must satisfy
which holds if and only if
Similar to [5, Proposition 2.1], we have the following result.
Proposition 2.1. The symbol m satisfies
Proof. We introduce polar coordinates
(r cos(θ), r sin(θ)).
We have thatñ(r cos(θ), r sin(θ)) = 0 if and only if either cos(θ) = 0, sin(θ) = 0 or cos(θ) + sin(θ) = 0. Moreover, these zeros are all of order 1. It follows that
where h is a function that is bounded away from 0 and |h(r, θ)| ≃ r α for r ≥ 1 and h is bounded for r ≤ 1. Hence,
The modified energy
In the previous section we introduced in (2.2) a new variable w via a normal form transformation, with w satisfying the PDE
where R(u) is cubic in u. There is a loss of derivatives when applying the standard energy method directly to (3.1). Because of this we follow [7] , and continue to work with (1.1), but introduce a suitable modified energy. In order to find such an energy, we first use (2.2), and note that
where f, g = R fḡ dx. Using (3.2) as motivation, we define the kth partial energy We are now ready to define modified energy, and to show that it is equivalent to the
Lemma 3.1.
Proof. In order to establish (3.4) it is sufficient to show that
A first step towards achieving this is to decompose
where c k,j are the binomial coefficients. Due to the properties of m described in Proposition (2.1), A 0 is the worst term to estimate, and we will treat it using change of variables, integration by parts and (2.5).
and
where we in the second equality made the change of varibles (ξ, η) ↔ −(ξ, η), in the third equality we made the change of variables (ξ, η) ↔ (η, ξ) and in the fourth we used (2.5). Hence, it follows from (3.6) that 2A 0 = A . From Proposition 2.1 we know that m has singularities at η = 0 and ξ − η = 0. However, in A 1 0 there is a factor (ξ − η)(iη) k appearing which cancels out these singularities. It is therefore enough to estimate the high frequencies. Using (2.7), we find that
Equation (3.7) can then be used to estimate the high frequency part of A 1 0 .
We proceed by estimating A 
Combining the above estimates gives us the desired estimate:
.
The terms A j can be estimated directly by ε u
using (2.7) and we therefore omit the details.
The energy estimates
This section is devoted to the proof of the following energy inequality.
The energy inequality (1.4) then follows by summing over k in (4.1) and using the fact that
is conserved by solutions of (1.1).
We first note that
where we in the last equality used the definition of m. We decompose further by writing
Hence, we have that
The task is now to estimate each term in (4.2), and we start by considering the worst terms F 0 and G 0 .
Proof. Using the same methods as in the proof of Lemma 3.4, we find that
Before continuing to estimate the remaining terms, we note that F 1 = F k and we can also relate F 1 and G 1 :
Proof. Using change of variables and (2.5), we find that
where we in the last step used (4.3). Next we estimate
x (u 2 ) using (3.7). Just as in the proof of Lemma 3.4 it is enough to estimate the high frequencies.
For the term B 1 we first use the triangle inequality to get that
In the same way we have that
Hence,
Proof. When k = 1, we know from Lemma 4.2 that
and we know from Lemma 4.3 that
Hence, it only remains to estimate F 1 , and it is easy to establish, using (2.7), that
We next estimate the terms
Lemma 4.5. For k ≥ 2 and j = 2, 3 . . . , k − 1,
Proof. First we consider F j and arguing as before, it is only necessary to consider the high frequencies.
where we used (2.7) in the first estimate. For G j we first note that
and these integrals can be bounded by u 4 H k , using (3.7) and arguing as in (4.5).
We continue by decomposing F 1 , F k , G 1 further:
We start by estimating F 1,l and G 1,l , for l = 1, 2, . . . , k − 1.
Lemma 4.6. For k ≥ 2 and l = 1, 2, . . . , k − 1,
The next step is to decompose R 3 , but before doing this we make the change of variable η → η − ξ + σ in F 1,0 , so that
This differs from the approach taken in [5] where the change of variables is performed after the decomposition. The benefit of doing it before is that there is no need for the technical lemma [5, Lemma 4.9] , however the downside is that the proof of Lemma 4.10 becomes slightly more involved. Next we decompose R 3 , starting with the set
For convenience we introduce the notation A 1 F 1,0 , A 1 G 1,0 to indicate that the integrals are taken over A 1 . The elements of A 1 satisfy
and this allows us to move factors of ξ, η and σ to ξ − η and η − σ which makes it possible to estimate
Using (4.9) together with (2.6), we find that
Next, using (4.8) and expanding in Taylor series, we find that
Hence, |Ñ (ξ, η, σ)| η 2+α (1 + η α ) 2 |µ|(|µ| + |ν|) = η α (1 + η α ) 2 |ξ − η|(|ξ − η| + |η − σ|). .
Finally we estimate G k .
Lemma 4.11. The integral G k satisfies
Proof. First note that 12) and using (2.5), we have that From (4.12) we then get that
and using (3.7) together with arguments similar to those used in the proof Lemma 4.3, it is easy to see that the absolute value of above integral is bounded above by u 
