This paper gives a complete characterization of those sequences of subword complexity (k − 1)n + 1 that are natural codings of orbits of k-interval exchange transformations, thereby answering an old question of Rauzy.
Introduction
Interval exchange transformations were originally introduced by Oseledec [17] , following an idea of Arnold [1] , see also [9] ; an exchange of k intervals, denoted throughout this paper by I, is given by a probability vector of k lengths (α 1 , . . . , α k ) together with two permutations (π 0 , π 1 ) on k letters. The unit interval is partitioned into k subintervals of lengths α 1 , . . . , α k that are ordered according to π
and then rearranged by I according to π −1 1 . It was Rauzy [18] who first saw interval exchange transformations as a possible framework for generalizing the well-known interaction between circle rotations on the one hand and Sturmian sequences [16] on the other; thus he asked the question as to 'how to describe the symbolic sequences that are natural codings of k-interval exchange transformations', a 'natural coding' meaning a sequence (x n ) taking the values 1, 2, . . . , k when the nth iterate of some point x lies in the first, second, . . . , kth interval. This question was of huge interest to word combinatorists who were attempting to classify the systems of low complexity: they tried to generalize the Sturmian sequences by defining several classes of sequences and systems (see [3] ) but, up to now, no complete correspondence between sequences and systems has been found in any of these classes, except the class of interval exchanges. Several partial answers to Rauzy's question were given for k = 3 in [6, 19] and for all k in [12] .
A complete answer to Rauzy's question was given by the present authors and Holton [7] in the particular case when k = 3, π 0 is the identity and π 1 is the symmetric permutation 1 → 3, 2 → 2, 3 → 1, and the discontinuities β i of I −1 and γ i of I satisfy β 1 < γ 1 < β 2 < γ 2 . In the present paper, we give a complete answer for any k, any pair of permutations, and any position of the discontinuities, extending and completing the work of [7] . Our main theorem provides a combinatorial characterization of those infinite sequences which arise as the natural codings of the orbits of points under an exchange of k intervals. Figure 2) .
Theorem 1. A minimal sequence u is the natural coding of a k-interval exchange transformation, defined by permutations
• If w is any word occurring in u, then A(w), the set of all letters x such that xw, occurs in u, is an interval for the order of π 1 ; likewise D(w), the set of all letters x such that wx occurs in u, is an interval for the order of π 0 .
• If x ∈ A(w), y ∈ A(w), x y for the order of π 1 , z ∈ D(xw), t ∈ D(yw), then z t for the order of π 0 .
• If x ∈ A(w) and y ∈ A(w) are consecutive in the order of
This theorem is also conveniently expressed for languages rather than sequences, and using bispecial words (see Theorem 2 below); essentially, it says that the straightforward necessary conditions on the extensions (backwards and forwards) of words arising from the minimality and the dimension 1 of the system are indeed sufficient. Its conditions have other possible expressions; in particular, they imply that the complexity function is (k − 1)n + 1; they are simpler in the particular case of symmetric interval exchanges studied in Section 3.
As in the Sturmian case, the nontrivial part in the proof of our theorems is to retrieve the lengths of the intervals from the given symbolic sequence. While in [8] , for symmetric interval exchanges, we use the techniques of Rauzy (an approximation algorithm or an induction process), here in the general case the lengths are given by an invariant measure, which generalizes the use of frequencies in the original paper of Morse and Hedlund on Sturmian sequences.
During the submission process, the authors learned that another answer to Rauzy's question had just been given independently by Belov and Chernyat'ev [2] ; their main result is close to Theorem 1, though their methods look quite different.
Definitions

Word combinatorics
Definition 1. Let A be a finite set called the alphabet. By a language L over A we mean always a factorial extendable language: a language is a collection of sets (L n ) n 0 where the only element of L 0 is the empty word and each L n , n 1, consists of words of the form a 1 a 2 . . . a n with a i ∈ A and such that for each v ∈ L n there exist a, b ∈ A with av, vb ∈ L n+1 and for all
The language of an infinite sequence u is the language where L n is made with all the factors of u of length n. Definition 3. Given a word w = a 1 a 2 . . . a n with a i ∈ A, letw denote the retrograde word of w; that is, w = a n a n−1 . . . a 1 .
The retrograde language L is made up of {w : Definition 4. The symbolic dynamical system associated to a minimal language L is the one-sided shift S(
N made with the infinite sequences such that for every r, s, x r . . .
For a word w = w 0 . . . w t , the cylinder [w] is the set {x ∈ X : x 0 = w 0 , . . . , x t = w t }.
Permutations
Definition 5. For a permutation π of {1, . . . , k}, we define the π-order by a < π b whenever
π(a) < π(b).
A π-interval is a nonempty set of consecutive integers in the π-order; for π = Id or π = σ it may be denoted by [x, y].
Interval exchanges
A k-interval exchange transformation I is given by a probability vector Figure 1 ). Note that this definition is due to Kerckhoff [11] and was revived recently in [13] ; we use it as it is well adapted to our results. In the classical definition, there is only one permutation π, the intervals are ordered according to π 
and this interval is denoted by [a] , where a = π
while γ i is the ith discontinuity of I, 
Definition 9.
A symmetric k-interval exchange transformation is a k-interval exchange transformation I with probability vector (α 1 , α 2 , . . . , α k ), and permutations (Id, σ), where Id is the identity and σj = k + 1 − j.
Let I be a symmetric k-interval exchange transformation; it has alternate discontinuities if
Characterization theorem
We give a slightly different form of Theorem 1 (we replace the sequence by the language, and check our properties only on bispecial words). 
Note that (H0) depends on k, and (H2)-(H5) on π 0 and π 1 , but these will generally be clear from the context (even if they are not, there is only a finite set to try).
We shall now prove Theorem 2. The following proposition is the essential part of the proof; it relies on the fact that, for an interval exchange, the measure of the cylinders given by letters determines everything, including the language and the measure of the cylinders associated to words, while the combinatorial conditions given are exactly those which allow us to mimic this process for the symbolic system. Let the hypothesis be proved for n, and take a word w in L of length n − 1 (possibly the empty one if n = 1). Because of the induction hypothesis,
If w is not right special, then D L (w) is made with a single letter a, and every word xw is always followed by a; thus xwa is in L if and only if xw is in L, with μ[xwa] = μ[xw]; because of our induction hypothesis, all this remains true with 'prime' signs added. Thus our hypothesis is carried over to all awb, for a and b letters, and similarly if w is not left special.
Suppose now that w is bispecial in L (and hence also in L ); note that, by looking at the possible xwy, from (H2) to (H4) we also get 
is empty, which contradicts (H5). Note that this result will force L also to satisfy (H5), and that it precludes the existence of weak bispecial factors (see [5] for a definition).
Starting Thus our induction hypothesis is again carried over to all awb, for a and b letters, and is now proved for all words of length n + 1.
Proof of Theorem 2. We prove the 'if' part, the 'only if' part having been disposed of by Proposition 3. Let L be a language satisfying (H0)-(H5). Let μ be an invariant probability measure on the symbolic system (X L , S) associated to L; we can build one as in [4] . Let I be the k-interval exchange transformation defined by the vector (μ[1] Given a language L, there may be several k-interval exchange transformations such that L(I) = L. The solution I is unique if and only if I is uniquely ergodic (it has a unique invariant probability measure); a famous result of Veech [20] and Masur [14] states that the set of (α 1 , . . . , α k ) in R +k , for which I defined by the vector
is uniquely ergodic, has full Lebesgue measure.
We have stated a minimal number of properties characterizing L, but these have further consequences. 
Proposition 5. A language L satisfying (H0)-(H5) also satisfies the following:
(H6) the complexity of L is p(n) = (k − 1)n + 1 for all n; (H7) if k 2,
The symmetric case
We look now at the particular cases defined in Definition 9. We remark that, in general, if I is defined by the vector α and the permutations π 0 and π 1 , the transformation I −1 is the interval exchange defined by a reordering of α and the permutations π 1 and π 0 . Thus in this particular case, I is defined by α, Id and σ, while I −1 will be defined in the same way after reversing the orientation, as σ is an involution. Thus I is conjugate to I −1 by x → 1 − x, and it is not surprising that the following lemma holds.
Proof. Because π
we check that L also satisfies (H0)-(H5) for the same permutations, and we can apply Proposition 4 to L = L, using any invariant probability μ, and the probability
The extra assumption of alternate discontinuities pleasantly simplifies the following statements. 
Proof. Let L be as in the hypothesis; the condition on discontinuities implies (H9) directly. It implies that for every w bispecial #A(w) = #D(w) = 2, and (H8) is just a translation of (H2)-(H5) in this particular case (Figure 3) .
Suppose that L satisfies (H1), (H8) and (H9). (H9) implies (H0), and also that for every w bispecial #A(w) = #D(w) = 2; thus (H8) implies (H2)-(H5), and we can apply Theorem 2 to obtain L = L(I), with permutations Id and σ; the condition of alternate discontinuities for I is a translation of (H9).
The case of alternate discontinuities seems to be a very particular case, but it can be considered as fairly typical. Proof. When n is large enough, words of length n correspond to small intervals because of minimality, and these cannot contain two different β i or the image by the same power of I of two different γ i , which implies the lemma.
We finish by showing an equivalent form of Proposition 7, which is a direct generalization (from k = 3 to every k) of [7 Proof. Let L be as in the hypothesis: Proposition 7 implies that L satisfies (H8) and (H9); (H9) ensures that (H10) is true for n = 1 and (H8) that it extends from n to n + 1. (H11) comes from Lemma 6, and (H12) from (H8) and (H11).
Suppose that L satisfies (H9) to (H12). Let w be bispecial; then in L there are at least two xw and two wy, and hence there are exactly two of each because of (H9); there are at least two and at most four xwy; if there are two or four of them this contradicts (H10) (see [5] for a general theory). Thus either wc or wd is left special but not both; if wc is left special, then by (H12) wb is left special, bw is right special, and thus bwc, awc, bwd are in L; similarly, if wd is left special, then bwd, awd, awc are in L, and we have proved (H8). Thus we can apply Proposition 7 to get L = L(I) for the required I.
