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Abstract
With the integration of communication networks and distributed control in modern
manufacturing and process industries, networked control systems (NCSs) are be-
coming increasingly important due to its simplicity, scalability, flexibility, and cost
effectiveness. However, there are still significant technical barriers that limit the
applications of NCS technologies. Two challenges are network-induced time delay
and data packet dropout. Applying a real-time queuing protocol that we developed
recently, we are able to limit the sum of the network-induced communication delay
and the control computation delay within a control period. This one-period delay is
further guaranteed by well designed compensation for control packet dropout. Then,
this paper proposes to compensate for the control packet dropout at the actuator
using past control signals. Three model-free strategies for control packet dropout
compensation, namely, PD (proportional plus derivative), PD2 (Proportional plus
up to the second-order derivative), and PD3 (proportional plus up to the third-order
derivative) are developed. They are suitable for a large number of NCSs without
the need to tune the compensator parameters. The proposed dropout compensation
schemes are demonstrated through numerical examples.
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1 Introduction
Recent advances in networking pervasive devices and systems have enabled
a huge number of networked applications [5]. As an important class of such
networked applications, networked control systems (NCSs) implement control
functionality over data communication networks [1,2,15]. Due to the scalabil-
ity, flexibility and cost-effectiveness of the NCS technology, there has been an
increasing demand in networked control for manufacturing automation, indus-
trial process control, robotics, and many other applications. Introductions to
networked control from various points of view can be found in many references
in the open literature, e.g., [5,1,2,15,8,10,26,28,30,31] and references therein.
Two special issues in IEEE Transactions [1,3] highlighted the significance of
the development of NCS technologies.
While control over data communication networks is attractive, there still have
challenges in design, analysis, and implementation of practical NCSs due to the
characteristics of asynchronous communications and limited reliability of the
NCS networks. These challenges are particularly evident when wireless net-
works are employed in the networked control applications [7,19,22]. The first
challenging problem is the time-varying network-induced delay between the
controller and other devices such as sensors and actuators. This time-varying
delay will affect the accuracy of timing-dependent computations in the control
system. The second challenging problem is the possible data packet dropout
resulting from network traffic congestions and limited network reliability. In
this case, the controller and/or actuator have to make decisions with incom-
plete information on how to control the system. Both challenging problems,
i.e., network induced delay and packet dropout, can significantly degrade the
control performance of the overall real-time NCS. Addressing the challeng-
ing problem of packet dropout, this paper will develop strategies for packet
dropout compensation.
A few NCS control methodologies have been developed [28]. Among those
technologies, NCS stability based methods have been rapidly expanding, e.g.,
[17,16,18,33,34] and references therein. These methods have focused on NCS
stability analysis and/or controller design with considerations of upper and
lower bounds of the network-induced delay. The main idea is to find the sta-
bility conditions for specific plants to be controlled and then design the con-
troller to meet the conditions. Packet dropout is considered in some references
in stability analysis, but is not compensated at all in these methods. There-
fore, conservative control is usually designed in order to guarantee the NCS
stability.
Among various NCS control methodologies, the “queuing methodology” [4,12,13]
is the only one that aims to develop NCSs with deterministic communication
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behaviour. The method proposed by Luke and Ray [12,13] depends crucially
on the accuracy of the plant model, and the method presented by Chan and
O¨zgu¨ner [4] is based on probabilistic predictions. However, both have not
explicitly addressed the requirement of the predictive timing behaviour of
real-time NCSs. They have tried to compensate for packet dropout through
sophisticated computation at the controller, but these algorithms may not be
feasible for practical implementation because of the requirement of accurate
process models. Due to these problems, the queuing methodology has not been
further developed in recent years. We have not found a reference in the open
literature to report a successful application of the queuing methods.
Ling and Lemmon [11] considered compensation for dropped feedback mea-
surements in an NCS in a framework of a constrained generalised regulator
problem. They claimed that their optimal dropout compensator worked better
than previous dropout compensation strategies. Their compensation scheme
was designed for dropped measurement packets and was directly coupled with
process model and controller design.
Addressing the simultaneous compensation of network induced delay and
packet dropout, Soglo and Yang designed an agent-based networked control
estimator at the controller to improve the performance of NCSs [21]. They
modelled the NCS as an asynchronous dynamical system (ADS) with rate
constraint, and then used the bilinear matrix inequality method to solve the
compensation problem. However, they inherently assumed that the network-
induced delays were less than one sampling period, while the guarantee of the
satisfaction of this assumption was not provided in there work.
Schenato [19] studied optimal state estimation in NCS subject to random
delay and packet loss, and used the estimation in the control design. The
mathematical treatment in this work was elegant. However, like Luke and Ray
[13] and Chan and O¨zgu¨ner [4], this work was strongly rely on an accurate
process model and was also computationally intensive, resulting in difficulties
in practical implementation in general NCSs.
Some schemes for robust observer and control of general time delay systems,
e.g., [14], may also be applicable to NCSs. Similar to the method by Schenato
[19], most of these schemes require an accurate process model. Consequently,
they need to be designed case by case in applications. Difficulties arise when
an accurate process model is not available.
Network-induced delay is also related to packet sequence disruption. For gen-
eral mobile IP networks, Wong, Wang and Lin [32] investigated the impact
of route optimization on out-of-order packet delivery. They proposed an an-
alytical model to assist in this investigation, and further analysed how the
transmission delay distributions affect the probability of the out-of-order de-
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livery. Their work provided a useful guideline in adjusting the routing priority
of binding updates to improve the end-to-end network performance. However,
their work was for general mobile IP networks, rather than specifically for
NCSs.
Recently, we have observed the multi-fractal natural of the networked induced
delay in real-time NCSs [27]. To achieve predictable timing behaviour of net-
worked control, we have proposed a real-time queuing architecture [23,26], in
which packet dropout is also compensated at the actuator through simple ex-
trapolation from past control signals. Prediction of dropped control packets
from past control signals is similar to dynamic voltage scheduling from past
voltage settings by Varma et al. [29]. In [6], we have carried out the functional
analysis of the simple packet dropout strategy using some formal methods, and
have further proposed an adaptive linear extrapolation to predict the control
when a control packet is not received by the actuator.
This paper is a further development of our previous work. The main contri-
butions of the paper include: (1) we rectify our real-time queuing architecture
to explicitly address the timing behaviour of NCS networks through two par-
allel queues at actuators and consequently to limit the sum of the network-
induced delay and control computation delay within a control period; (2) we
explicitly compensate for control packet dropout at actuators, which have lim-
ited computing power, through simple and model-free strategies suitable for
a large number of NCSs; and (3) we demonstrate our packet dropout strate-
gies through numerical studies for NCS applications. It is our belief that the
usefulness of a strategy for industrial applications is solely justified by its
effectiveness rather than by how sophisticated it is.
Suppose that the control packet in a control period k is not received by the
actuator by the pre-specified time instant, but there are a few past control
packets, uk−1, uk−2, uk−3, · · ·, available for prediction of the dropped packet.
We can use these past control packets to construct a packet uˆk for use in
the current control period. The accent over ‘u’ implies that the packet is an
estimate. A simple and general form of uˆk can be
uˆk = f(uk−1, uk−2, uk−3, · · ·), (1)
where f : R→ R is a nonlinear function.
Several forms of f(·) will be proposed in this paper for dropout compensation.
Because these dropout compensation strategies are based on the real-time
queuing architecture that we recently developed [23,26], let us rectify our
real-time NCS queuing architecture first in the next section.
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2 Real-Time Queuing Protocol for Networked Control
2.1 Queuing Architecture
This section briefly introduces the real-time queuing protocol that we recently
proposed for real-time NCS [26,23]. With the application of this queuing pro-
tocol, the strategies that will be proposed in this paper for packet dropout
compensation provide the guarantee that the maximum network-induced de-
lay is limited within a control period.
The basic ideas in developing the real-time queuing protocol are:
(1) Keep the networks unchanged at the transport, network, data-link and
physical layers to maintain the simplicity, scalability, and interconnectiv-
ity of the networks while introducing the real-time queuing protocol on
top of the transport layer to meet the timing requirement of real-time
control;
(2) Use two queues at the smart actuator to smooth out the network-induced
delay and jitter; and
(3) Compensate the resulting predictable network-induced delay through con-
trol design.
The block diagram of the real-time queuing architecture is depicted in Fig. 1.
The key feature of the queuing architecture is the use of two parallel queues,Q1
and Q2, at the actuator. Queue Q1 stores only one control packet, and is used
for control output synchronisation when there is no packet dropout. Queue Q2
is a first-in-first-out (FIFO) buffer, with a capacity of a few, e.g., two or three,
packets; and is designed for the purpose of packet dropout compensation.
Fig. 1. Queuing architecture for real-time NCSs.
For real-time control, it is expected that the control signals are sent to the
controlled plant at predictable time instants. However, network-induced delay
is time-varying, implying that the control signals will arrive at the actuators in
variable time intervals. Using the queue Q1 to smooth out the network-induced
delay, we simply enqueue the control packet if it arrives too early. Later, at
the specified time instant, we dequeue the packet from Q1 and send it to the
plant. As a result, the overall network-induced delay in the NCS control loop
becomes predictable. The deterministic control latency can be compensated
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through controller design, e.g., [24].
When the actuator receives a control packet, it also enqueue the packet into
Q2. If a new control packet arrives and Q2 is full, the oldest control packet is
shifted away from Q2 to make space for the new control packet. In the case of
control packet dropout, a control signal is computed from past control packets
stored in Q2. The detailed strategies for packet dropout will be developed in
the next few sections.
2.2 Timeline Settings
Periodic control tasks are considered here for configuration of the networked
control with the proposed queuing architecture. Significant events in a control
period are shown in Fig. 2. Without loss of generality, we may simply set
TO = 0 to mark the begining of a control period; so the control period is
T − T0 = T .
Fig. 2. Events and timelines in a control period for periodic control tasks.
In Fig. 2, TL can be understood from two aspects.
(1) TL is the latest possible time instant to receive control packets without
packet dropout. After this time instant, some control packets may not be
delivered successfully.
(2) TL is also the cut-off time instant for queue Q1 to receive control packets
in a control period. It is the latest allowable time instant to receive control
packets. Even if some control packets can reach the actuator after this
time instant, they are purposely dropped.
In a control period, the control signal is dequeued from queue Q1 and output
to the plant at time instant TD. Because TD is fixed, the timing behaviour of
the overall closed-loop control becomes predictable in the networked control.
In practice, TD can be set to equal to T .
The timeline parameters in Fig. 2 need to be calibrated. The basic require-
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ments among these parameters for real-time systems can be expressed as
0 = TO < TE < TL ≤ TC < TD ≤ T (2)
For hard real-time and safety-critical systems, Eqn. (2) should be met all the
time for the proposed queuing architecture to be applicable. Any network
design and configurations that do not satisfy Eqn. (2) will not allow the appli-
cations of the proposed method in these systems. However, for soft real-time
systems, Eqn. (2) can be occasionally, but not frequently, missed out, e.g.,
TL > T occurs occasionally. This is why Ethernet has had applications in soft
real-time control of some industrial processes [9].
One of the advantages of the proposed real-time queuing protocol is that the
protocol limits the overall delay from the sensor through the controller to the
actuator to be within one control period. This makes the NCS design and
analysis easier compared with the situations where the maximum allowable
delay can be longer than a control period, e.g. those described in [17,16,18,33].
2.3 Control Packet Dropout
Having the mechanism to output control signals at a fixed time instant is not
the end of the story. What will happen if a control packet is not received by the
actuator by the time instant TL? In this case, Q1 is empty and no control signal
can be output to the plant. We need to “make” a control signal! This is what
we will investigate in detail in the next few sections. When a control packet
is not received by the actuator by the time instant TL, a component of packet
dropout compensation in the NCS is activated to estimate the dropped control
packet. In this way, the overall delay from the sensor through the controller
to the actuator is still limited within one control period. Therefore, effective
strategies for control packet dropout compensation need to be embedded into
the protocol to ensure its successful applications in NCSs.
The key concepts in our simple solution are:
(1) To use the FIFO queue Q2 to buffer a few control packets to allow the
smart actuator to recover a dropped control packet; and
(2) To construct a control signal from Q2 when a control packet is dropped.
The rest of the paper will concentrate on estimating dropped control packet
from past control packets.
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3 PD Prediction of Dropped Control Packets
The general formulation of our compensation strategies for dropped control
packets is given in Eqn. (1). If the rate of change in control u is approximately
constant, from the principle of motion we may choose a particular function
f(·) in Eqn. (1) as
uˆk = uk−1 +Ku1Tu
(1)
k−1, Ku1 ∈ [0, 1] (3)
where u
(1)
k−1 is the first-order derivative of u at time instant (k− 1)T , and can
be approximated by
u
(1)
k−1 =
uk−1 − uk−2
T
(4)
Eqn. (3) is a one-step prediction scheme through a proportional term plus a
derivative term using two past control signals uk−1 and uk−2. It is a proportional-
derivative (PD) compensator. Two special cases of Eqn. (3) are:
• Ku1 = 0; this corresponds to the case uˆk = uk−1, implying that he actuator
simply reuses the last control signal queued in Q2 when the current control
packet is dropped; and
• Ku1 = 1; this means that uˆk = uk−1 + Tu(1)k−1, implying that the actuator
predicts that if control signal u changed in the last control period, it likely
changes again at the same rate in current control period.
We have recently analysed the dynamic behaviour of these two special cases
of the packet dropout compensation strategy in Eqn. (3) through functional
analysis using formal methods and model checking [6]. Reusing the last control
packet, i.e., setting Ku1 = 0 in Eqn. (3), provides a conservative control to
the plant. Setting Ku1 = 1 in Eqn. (3) gives better control in most cases, but
may result in unacceptable behaviour in the presence of repetitive pattern
of dropped packets. However, sustained repetitive pattern of dropped packets
will unlikely happen under normal conditions.
The strategy in Eqn. (3) looks simple. One may argue that this does not seem
to be particularly attractive, innovative, or sophisticated either. However, we
will indicate in the following that the scheme is actually a combination of
PI (proportional-integral) and PD compensations from the viewpoint of the
controlled variable!
Assume that the measurement series of the controlled variable are yk−1, yk−2,
yk−3, · · ·. The setpoint of the controlled variable is denoted by yr. A PI con-
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troller is used to control the plant. The proportional coefficient and integral
time of the PI controller are Kc and Ti, respectively. It follows that
uk−1 = Kc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
uk−2 = Kc
(
∆yk−2 + 1Ti
∑k−2
j=−∞∆yj
)
∆yj = yr − yj, j = · · · , k − 2, k − 1
(5)
Substituting Eqn. (5) into Eqn. (3), we have
uˆk = Kc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
+ K¯c
[
∆yk−1 + T¯d (∆yk−1)
(1)
]
K¯c =
Ku1Kc
Ti
, T¯d = TiT
(6)
where (∆yk−1)
(1) approximates the first-order derivative of ∆yk−1 at time in-
stant (k − 1)T
(∆yk−1)
(1) =
∆yk−1 −∆yk−2
T
(7)
Eqn. (6) clearly shows that if the plant is controlled by a PI controller,
the one-step ahead estimation uˆk for a dropped control packet is a PI+PD
(proportional-derivative) prediction.
• The PI part isKc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
with the proportional coefficient
Kc and integral time Ti, respectively, and is calculated at time instant (k−
1)T .
• The PD part is K¯c
[
∆yk−1 + T¯d (∆yk−1)
(1)
]
with the proportional coefficient
K¯c and derivative time T¯d, respectively. It captures the characteristics of
the rate of change in the controlled variable y to form a one-step ahead
prediction to the control increment when a control packet is lost.
Rearranging Eqn. (6), we have
uˆk = K˜c
[
∆yk−1 + 1T˜i
∑k−1
j=−∞∆yj + T˜d (∆yk−1)
(1)
]
K˜c = Kc
(
1 + Ku1
Ti
)
, T˜i = Ti +Ku1, T˜d =
Ku1Ti
Ti+Ku1
T
(8)
It is seen from Eqn. (8) that the PD compensator in (3) can also be interpreted
as a proportional-integral-derivative (PID) predictive control.
The mode of PI+PD control shown in Eqn. (6) or PID control shown in Eqn.
(8) explains why the PD compensator in Eqn. (3) can have good prediction
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ability. It also reveals the complicated predictive control mechanism behind
the simple PD compensation scheme in Eqn. (3).
4 PD2 Prediction of Dropped Control Packets
In many cases, the rate of change in control u varies significantly over the time.
The prediction of dropped packets should be able to capture this accelerated
or decelerated change in u. Again, from the principle of motion we may choose
a particular function f(·) in Eqn. (1) as
uˆk = uk−1 +Ku1Tu
(1)
k−1 +
1
2
Ku2T
2u
(2)
k−1
Ku1 ∈ [0, 1], Ku2 ∈ [0, 1]
(9)
where u
(1)
k−1 is the first-order derivative of u at the time instant (k − 1)T and
can be approximated by Eqn. (4), u
(2)
k−1 is the second-order derivative of u at
the time instant (k − 1)T and can be estimated from
u
(2)
k−1 =
uk−1 − 2uk−2 + uk−3
T 2
(10)
Therefore, the dropout compensation scheme in Eqn. (9) is a PD plus second-
order-derivative compensator. The compensator is abbreviated as PD2 in this
paper, where D2 indicates up to the second-order derivative.
Again, assume that the plant is controlled by a PI controller with Eqn. (5).
Substituting Eqn. (5) into Eqn. (9), we have
uˆk = Kc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
+K¯c
[
∆yk−1 + T¯d (∆yk−1)
(1)
]
+1
2
KcKu2T
2 (∆yk−1)
(2)
K¯c =
Ku1Kc
Ti
, T¯d =
(
Ti +
1
2
Ku2
Ku1
)
T
(11)
where (∆yk−1)
(1), which approximates the first-order derivative of ∆yk−1 at
time instant (k − 1)T , is described in Eqn. (7), and (∆yk−1)(2) is an approxi-
mation of the second-order derivative of ∆yk−1 at the time instant (k − 1)T ,
(∆yk−1)
(2) =
(∆yk−1 − 2∆yk−2 +∆yk−3)
T 2
(12)
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It is seen from Eqn. (11) that when the plant is controlled using a PI controller,
the one-step ahead estimation uˆk for a dropped control packet is a PI+PD+D2
prediction, where D2 means the second-order derivative.
• The PI part isKc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
with the proportional coefficient
Kc and integral time Ti, respectively; it reuses the last control action as the
control baseline in the current control period if the current control packet
is dropped;
• The PD part is K¯c
[
∆yk−1 + T¯d (∆yk−1)
(1)
]
with the proportional coefficient
K¯c and derivative time T¯d, respectively; it captures the characteristics of
the rate of change in the controlled variable y; and
• The D2 part is 1
2
KcKu2T
2 (∆yk−1)
(2), which captures the characteristics of
the acceleration or deceleration of the controlled variable y.
Rearranging Eqn. (6) gives
uˆk = K˜c
[
∆yk−1 + 1T˜i
∑k−1
j=−∞∆yj + T˜d (∆yk−1)
(1) + T˜
(2)
d (∆yk−1)
(2)
]
K˜c = Kc
(
1 + Ku1
Ti
)
, T˜i = Ti +Ku1
T˜d =
Ku1Ti+
1
2
Ku2
Ti+Ku1
T, T˜
(2)
d =
1
2
Ku2Ti
Ti+Ku1
T 2
(13)
Eqn. (13) reveals that the PD2 compensation scheme in (9) for control packet
dropout implements a PID2 predictive control. Since the second-order deriva-
tive of past control u, and consequently second-order derivative of past con-
trolled variable y, are considered explicitly in the scheme, more accurate pre-
diction can be expected than that from the simple extrapolation (3) at the
cost of more computational demand.
If we set Ku2 = 0, the PD2 in Eqn. (9) is reduced to the PD in Eqn. (3). In
practice, we may simply set Ku2 = Ku1 = 1.
5 PD3 Prediction of Dropped Control Packets
In the scheme shown in Eqn. (9), the PD2 prediction of dropped control pack-
ets makes use of the acceleration or deceleration information of past control
signals. Obviously, the acceleration or deceleration is time-varying. To capture
the characteristics of the rate of change in the acceleration or deceleration, the
following function f(·) is chosen for Eqn. (1)
uˆk = uk−1 +Ku1Tu
(1)
k−1 +
1
2
Ku2T
2u
(2)
k−1 +
1
6
Ku3T
3u
(3)
k−1
Ku1 ∈ [0, 1], Ku2 ∈ [0, 1], Ku3 ∈ [0, 1]
(14)
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where u
(1)
k−1, the first-order derivative of u at the time instant (k − 1)T , is
approximated by Eqn. (4); u
(2)
k−1, the second-order derivative of u at the time
instant (k−1)T , is estimated from (10); and u(3)k−1 is the third-order derivative
of u at the time instant (k − 1)T , and can be approximated using
u
(3)
k−1 =
uk−1 − 3uk−2 + 3uk−3 − uk−4
T 3
(15)
Therefore, the dropout compensation scheme in Eqn. (14) is a PD3 compen-
sator, where D3 means up to the third-order derivative.
When the plant is controlled by a PI controller of the form in Eqn. (5), we
have
uˆk = Kc
(
∆yk−1 + 1Ti
∑k−1
j=−∞∆yj
)
+K¯c
[
∆yk−1 + T¯d (∆yk−1)
(1)
]
+1
2
Kc
(
Ku2 +
1
3
Ku3
Ti
)
T 2 (∆yk−1)
(2)
+1
6
KcKu3
Ti
T 3 (∆yk−1)
(3)
K¯c =
Ku1Kc
Ti
, T¯d =
(
Ti +
1
2
Ku2
Ku1
)
T
(16)
where (∆yk−1)
(1) and (∆yk−1)
(1) are the first- and second-order derivatives
of ∆yk−1 at time instant (k − 1)T , respectively; and (∆yk−1)(3) represents
an approximation of the third-order derivative of ∆yk−1 at the time instant
(k − 1)T ,
(∆yk−1)
(3) =
(∆yk−1 − 3∆yk−2 + 3∆yk−3 −∆yk−4)
T 3
(17)
It is seen from Eqn. (16) that if the plant is controlled using a PI controller, the
one-step ahead estimation of uˆk is a PI + PD + D2 + D3 prediction, where
D2 and D3 represent the second- and third-order derivatives, respectively.
Compared with Eqn. (11) for PD2, Eqn. (16) for PD3 keeps the PI and PD
terms unchanged, but enhances the D2 term and introduces the D3 term.
Rearranging Eqn. (16) gives
uˆk = K˜c
[
∆yk−1 + 1T˜i
∑k−1
j=−∞∆yj + T˜d (∆yk−1)
(1) + T˜
(2)
d (∆yk−1)
(2) + T˜
(3)
d (∆yk−1)
(3)
]
K˜c = Kc
(
1 + Ku1
Ti
)
, T˜i = Ti +Ku1
T˜d =
Ku1Ti+
1
2
Ku2
Ti+Ku1
T, T˜
(2)
d =
1
2
Ku2Ti+
1
3
Ku3
Ti+Ku1
T 2, T˜
(3)
d =
1
6
Ku3Ti
Ti+Ku1
T 3
(18)
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Eqn. (18) shows that the PD3 compensator in Eqn. (14) is a PID3 predictive
control. The scheme considers up to the third-order derivative of past control
u and y explicitly, and is thus able to capture not only the dynamics of u but
also the dynamics of y.
It is also observed that the PD3 in Eqn. (14) is reduced to the PD2 in Eqn.
(9) if Ku3 is set to be 0. In practice, we may simply set Ku3 = Ku2 = Ku1 = 1.
6 Illustrative Examples
This section will give some examples to demonstrate the effectiveness of the
proposed strategies of packet dropout compensation.
6.1 Time Delay Processes
Consider the following time delay process, which is common in process indus-
try
Gp(s) =
Kp
Tps+ 1
e−τps, Kp = 1, Tp = 2, τp = 0.3 (19)
where Kp, Tp, and τp are process gain, time constant, and time delay, respec-
tively, with appropriate units.
6.2 Networked Control of the Process
For digital control of process (19), the control period is chosen to be T = 0.2
time units. A PI controller of the form (5) is used to control the process. It is
tuned using the ITAE (integral of timed absolute error) tuning for setpoint.
The standard ITAE PI settings for setpoint are
Kc = 0.586K
−1
p Tpτ
−0.916
p , Ti = Tp
(
1.030− 0.165 τp
Tp
)−1
(20)
These standard PI settings do not consider any network-induced delay and
control computation delay. Therefore, they need to be modified for NCS ap-
plications if the network-induced delay or the control computation delay or
the sum of both is significant.
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Let us denote the sum of the network-induced delay and the control compu-
tation delay by τc, which is normally time-varying and becomes infinity when
a measurement or control packet is dropped. Applying the proposed real-time
queuing protocol in this example, we can achieve the upper bound of τc to
be T . Especially, if setting TD = T in the timeline of the proposed queuing
architecture, we can achieve a fixed τc as
τc = TD = T = 0.2 (21)
This fixed τc can be compensated easily through controller design and tuning.
To fully compensate for the fixed τc = 0.2 time units, we change the standard
ITAE PI settings in (20) into
Kc = 0.586K
−1
p Tp(τp + τc)
−0.916, Ti = Tp
(
1.030− 0.165τp + τc
Tp
)−1
(22)
Substituting the parameter values in Eqns. (19) and (21) into (22) gives
Kc = 2.0863, Ti = 2.0228 (23)
In the control of the process, the proposed real-time queuing protocol is applied
and a fixed τc = 0.2 is achieved, as indicated in Eqn. (21).
It is worth mentioning that the illustrative examples aim to demonstrate
the effectiveness of the proposed compensation strategies for control packet
dropout. Detailed discussions on the control design and controller tuning are
beyond the scope of this paper.
6.3 Significant Step Changes in Setpoint and Load Disturbance
Significant external signals are fed into the closed-loop NCS for evaluation of
the system performance:
• A unit step change in setpoint is introduced at t = 1 to the closed-loop
NCS; and
• A negative unit step change in load disturbance is introduced at t = 10 to
the closed-loop NCS.
Without control packet dropout, the results of the networked control of the
process are depicted in Fig. 3. The upper plot of Fig. 3 shows the closed-loop
responses of the system to step changes in setpoint and load disturbances,
respectively; while the lower plot of the figure illustrates the corresponding
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control action, which is calculated at discrete sampling points and is imposed
to the actuator of the NCS through a zero-order hold.
Fig. 3. Closed-loop responses to step changes in setpoint and load disturbance when
there is no packet dropout.
Fig. 3 shows that in response to the significant step change in setpoint, a big
jump in u is generated for fast setpoint tracking. It will be seen later that this
big jump in u requires special considerations in packet dropout compensation.
Apart from this big jump, the control signal jumps up or down in smaller
steps.
For the significant step change in load disturbances, the process smooths
out the step change. Consequently, the corresponding control action is much
smoother than that for tracking the significant step change in setpoint, as
shown in Fig. 3.
Various strategies for packet dropout compensation are simulated in the pres-
ence of the large external step change signals described above. The one-step
ahead predictions of u, together with the estimation errors, are shown in Fig.
4.
As shown in Fig. 4, for the significant step change in setpoint, the big jump in u
results in necessary adjustments of the prediction of u over three control peri-
ods. The errors of the prediction for all three compensators are obvious during
this period, and are suppressed significantly after this period. Therefore, the
big jump in u requires special considerations in implementing a compensator
for packet dropout. The following observations justify our statement.
• Difficulties resulting from the significant change in setpoint are not unique
to the problem discussed here for compensation of dropped packets. They
are common in control design and other possible forms of compensators for
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Fig. 4. One-step ahead prediction of u in the presence of step changes in setpoint
(at t = 1) and load disturbance (at t = 10).
packet dropout.
• In many applications, changes in setpoint are known in advance [25]. Passing
on this information to the packet dropout compensator will help reduce the
prediction error of u significantly in the first few control periods.
For the significant step change in load disturbances, Fig. 4 shows that all
three compensators, i.e., PD, PD2, and PD3, give satisfactory performance.
Compared with the PD compensator, the PD2 scheme gives smaller predic-
tion error of u. The PD3 further improves the performance over the PD2. To
evaluate the performance of the three compensators quantitatively, the SSE
(sum of the square error) index is computed for each of the compensators. The
SSE index is defined as
SSE Index =
∑
k
(prediction error of u at t = kT )2 (24)
It is calculated from t = 10 (when the step change in load is introduced) till
t = 20. The SSE results are tabulated in Table 1. They indicate that the PD2
improves the PD by over 36%, and the PD3 improves the PD by over 43%.
Since the step-change load disturbances are the worst load disturbances, all
other forms of load disturbances will be less serious. Therefore, the conclusion
drawn here is also true for other forms of load disturbances although the actual
performance improvement may vary.
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Table 1
SSE indices under various strategies for packet dropout compensation.
Strategy PD PD2 PD3
Step change in load 0.0330 0.0209 0.0187
Improvement over PD – 36.76% 43.27%
Sinusoidal change in setpoint 0.2867 0.0801 0.0728
Improvement over PD – 72.06% 74.61%
6.4 Sinusoidal Change in Setpoint
Let us consider a sinusoidal change in setpoit, sin(t). A sinusoidal change in
setpoint can simulate time-varying setpoint change that is smoother than the
step change. Without control packet dropout, the results of the networked
control of the process are depicted in Fig. 5. The upper plot of Fig. 5 shows
the closed-loop responses of the system to the setpoint change; while the lower
plot of the figure illustrates the corresponding control action.
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Fig. 5. Closed-loop responses to sinusoidal changes in setpoint when there is no
packet dropout.
For the three packet dropout compensators proposed in this paper, the one-
step ahead predictions of u, together with the estimation errors, are shown in
Fig. 6 for the sinusoidal changes in setpoint. Fig. 6 shows that the PD2 and
PD3 compensators have similar performance. They both behave significantly
better than the PD scheme. Quantitative computation of the SSE indices
shows that the PD2 improves the PD by over 68%, and the PD3 improves the
PD2 by over 70%.
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6.5 Higher-Order Processes
The proposed real-time queuing protocol and packet dropout compensators
have been shown above to be effective for networked control of first-order plus
delay processes. They are also effective for networked control of higher-order
plus delay processes since most higher-order processes can be approximated
by a first-order plus delay model.
Let us consider a class of higher-order processes governed by
Gp(s) =
1
(2s+ 1)(s+ 1)
e−0.3s (25)
which has a time delay of 0.3 time units.
For controller design and tuning, one expects to reduce the above higher-order
plus delay model into a first-order plus delay one. There are a number of meth-
ods for model reduction. Among these methods, Skogestad’s half rule is simple
and effective [20]. The half rule evenly distributes the largest neglected (de-
nominator) time constant (lag) to the effective delay and the smallest retained
time constant. Applying the half rule to the higher-order plus delay model in
Eqn. (25) yields the following reduced first-order plus delay model
Gp =
Kp
Tps+ 1
e−τps, Kp = 1, Tp = 2.5, τp = 0.8 (26)
This reduced model (26) is used to design and tune the controller. Without
consideration of network-induced delay and control computation delay, the
ITAE PI controller settings for the process are computed from Eqn. (20).
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Set the control period T = 0.2 time units. Applying the proposed real-time
queuing protocol, we have the upper bound of τc = T , where τc is the sum
of the network-induced delay and the control computation delay. Especially,
when setting TD = T in our protocol, we can achieve a fixed τc = TD = T = 0.2
time units. This fixed delay can be fully compensated through a co-design of
network and control, e.g., from Eqn. (22) we have the ITAE PI controller
settings of Kc = 1.3565 and Ti = 2.5934.
To test the performance of the NCS, a unit step change in setpoint and a
negative step change in load disturbance at t = 15 are introduced, respec-
tively. Without control packet dropout, the responses of the NCS to these
step changes are depicted in Fig. 7. The corresponding control action u, which
is computed at discrete sampling points and output through a zero-order hold,
is also shown in the figure. It is seen from Fig. 7 that satisfactory performance
of the networked control has been achieved from the proposed real-time queu-
ing protocol together with the effective model reduction and controller design.
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Fig. 7. Closed-loop NCS responses to step changes in setpoint and load disturbance
for process (25) when there is no packet dropout.
The packet dropout compensators proposed in this paper are simulated in the
presence of the step changes in both setpoint and load disturbance. The one-
step ahead predictions of u, together with the estimation errors, are shown
in Fig. 8. It is seen from Fig. 8 that all compensators give acceptable one-
step ahead predictions of u. Although the setpoint step change causes a big
jump in u and consequently results in an obvious estimation error of u, this
estimation error occurs only in a single control period and vanishes quickly.
Again, knowing setpoint changes in advance will help reduce the estimation
error [25]. When both setpoint tracking and load disturbance rejection are
considered, PD2 is a good choice for packet dropout compensation.
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7 Concluding Remarks
One possible difficulty in applying the proposed compensators for packet
dropout is the necessary adjustments in the first few control periods after
a significant step change is introduced into the setpoint. The significant step
change in setpoint requires a big jump in the control signal for fast setpoint
tracking. This difficulty is not unique to the problem discussed in this paper
for packet dropout compensation; it is common to control design and other
possible forms of packet dropout compensators. Knowing the setpoint change
in advance will help reduce the prediction error of the control signal signifi-
cantly.
Another consideration in using the proposed compensators for packet dropout
is the level of noise in process measurement. A high level of noise will result in
fluctuations in the control signal even at a stationary process operation. These
fluctuations in the control signal may be further amplified by the derivative
action of the compensators. Some sort of filters will help smooth out the mea-
surement signals and thus the control signals. Again, this problem is not unique
to the problem discussed in this paper for packet dropout compensation; it is
common to predictor design and implementation. Pre-processing of measured
data is necessary in most control system design and implementation.
It is noted that the PD2 scheme improves the PD scheme significantly under
typical scenarios discussed in this paper, the PD3 has improvement over the
PD2 at the cost of increased computational demand and potential risk of noise
amplification. Therefore, the PD2 is recommended for actual implementation
of packet dropout compensation.
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It is also worth mentioning that if sustained packet losses occur, the pro-
posed packet dropout compensators will not functional because all packets in
the queue Q2 will become artificial. It is our belief that the problem of packet
dropout, which results from unreliable network interconnections or traffic con-
gestions, should be first addressed in the design and scheduling of NCS net-
works. This is a better option than implementing sophisticated algorithms for
packet dropout compensation. From this understanding, sustained sequences
of successive dropped packets, which will unlikely happen under normal con-
ditions, might be an indication of abnormal conditions or an unsatisfactory
NCS network design, and should be addressed with system stability analysis
and alarm/safety control. This is an issue of integrated architecture design for
the overall NCS.
In conclusion, the existing methodologies either do not compensate for con-
trol packet dropout at all or attempt to compensate for control packet dropout
at the central controller through sophisticated algorithms that strongly rely
on accurate process models. With the application of the real-time queuing
protocol that we proposed recently for NCSs, three model-free schemes have
been proposed for compensation for dropped control packets. They are all im-
plemented at the smart actuator of the NCS, and are computed from past
control signals. With the proposed strategies for packet dropout compensa-
tion, together with the real-time queuing protocol, the network-induced delay
in NCSs becomes fixed and is limited within a control period. This will help
achieve predictable dynamics of NCS communications and control. The fixed
and relatively small networked induced delay can be compensated through
control strategy design. Examples have been given to demonstrate these con-
cepts and methods.
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