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Abstract
In this paper, we are concerned with the existence of solutions for the higher order boundary value
problem in the form
u(2m+2)(x) = f (x,u(x),u′′(x), . . . , u(2m)(x)), x ∈ (0,1),
u(2i)(0) = u(2i)(1) = 0, 0 i m,
where m is a given positive integer and f : [0,1]×Rm+1 → R is continuous. We introduce a new maximum
principle of higher order equations and develop a monotone method in the presence of lower and upper
solutions for this problem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper considers solutions of the higher order boundary value problem in the form
u(2m+2)(x) = f (x,u(x),u′′(x), . . . , u(2m)(x)), x ∈ (0,1), (1.1)
u(2i)(0) = u(2i)(1) = 0, 0 i m, (1.2)
where m is a given positive integer and f : [0,1] ×Rm+1 → R is continuous.
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u(4)(x) = f (x,u(x),u′′(x)), x ∈ (0,1), (1.3)
u(0) = u(1) = u′′(0) = u′′(1) = 0. (1.4)
Many authors study the existence of solutions for the problem (1.3)–(1.4) in many different
methods. Authors in [1,2,6] use the method of upper and lower solutions to prove the existence
of solutions of (1.3)–(1.4). The upper and lower solutions method is a powerful tool for proving
the existence results for boundary value problems. We can use the monotone iterative technique
to find solutions between the lower solution and upper solution for two-point boundary value
problems.
R. Ma et al. [6] developed the monotone method for the problem (1.3)–(1.4) under some
monotone conditions of f which require that f (x,u, v) be nondecreasing in u and nonincreasing
in v. The main result in [6] is:
Theorem A. If there exist α(x) and β(x), upper and lower solutions, respectively, for the problem
(1.3)–(1.4) which satisfy
β  α and β ′′  α′′
and if f : [0,1] ×R×R → R is continuous and satisfies
f (x,u2, v) − f (x,u1, v) 0,
for β(x) u1  u2  α(x), v ∈ R, and x ∈ [0,1],
f (x,u, v2) − f (x,u, v1) 0,
for α′′(x)  v1  v2  β ′′(x), u ∈ R, and x ∈ [0,1], then there exist two monotone sequences
{αn} and {βn}, nonincreasing and nondecreasing, respectively, with α0 = α and β0 = β , which
converge uniformly to the extremal solutions in [β,α] of the problem (1.3)–(1.4).
Recently, Bai [1,2] improved the result of Ma [6] in that Bai weakened the monotonicity con-
straints on f for the problem (1.3)–(1.4) by using the theory of two-parameter linear eigenvalue
problem. The main result in [1,2] is:
Theorem B. If there exist α(x) and β(x), upper and lower solutions, respectively, for the problem
(1.3)–(1.4) which satisfy
β  α and β ′′ + r(α − β) α′′
and if f : [0,1] ×R×R → R is continuous and satisfies
f (x,u2, v) − f (x,u1, v)−b(u2 − u1),
for β(x) u1  u2  α(x), v ∈ R, and x ∈ [0,1],
f (x,u, v2) − f (x,u, v1) a(v2 − v1),
for v2 + r(α−β) v1, α′′ − r(α−β) v1, v2  β ′′ + r(α−β), u ∈ R, and x ∈ [0,1], then there
exist two monotone sequences {αn} and {βn}, nonincreasing and nondecreasing, respectively,
with α0 = α and β0 = β , which converge uniformly to the extremal solutions in [β,α] of the
problem (1.3)–(1.4).
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√
a2−4b
2 , and in [2],
parameters a, b satisfy a, b ∈ R, a
π2
+ b
π4
+1 > 0, a2 −4b 0, a > −2π2 where r = a+
√
a2−4b
2 .
The method of lower and upper solutions is developed for higher order boundary value prob-
lems, such as Davis [3] extended the result of Bai [1] to higher order equations. Their results
relate to parameters a, b which satisfy a  0, b 0, a2 − 4b 0.
Motivated by the work of the above authors, the purpose of this work is to generalize the re-
sults of [1,3,6] and we intend to improve the results of [2,3]. We consider the higher order bound-
ary value problem (1.1)–(1.2). Then we give the monotone conditions of f and intend to relax the
monotone conditions of f in the case of w and z which relate to f (x,u,u′′, . . . , u(2m−4),w, z).
We relax the monotone conditions by changing Eq. (1.1) into
u(2m+2) − au(2m) + bu(2m−2) = f ∗(x,u,u′′, . . . , u(2m)), x ∈ (0,1), (1.5)
where
f ∗
(
x,u,u′′, . . . , u(2m)
)= f (x,u,u′′, . . . , u(2m))− au(2m) + bu(2m−2), (1.6)
and a, b satisfy the condition:
(H1) b 0, a  0, a2 − 4b 0; or
(H2) b 0, a
π2
+ b
π4
+ 1 > 0, a > −2π2.
We see that Eq. (1.1) is equivalent to (1.5) and we will use (1.5) with the boundary condition
(1.2) to prove our results. Then we will use the monotone method in the presence of lower
and upper solutions for some higher order boundary value problems to imply the existence of
solutions for (1.1)–(1.2).
In Section 2, some preliminaries and some lemmas are introduced. In Section 3, the exis-
tence of solutions for the problem (1.1)–(1.2) will be discussed. In Section 4, we present some
corollaries. In the last section, four examples are given.
2. Preliminaries and lemmas
In this section, we give some preliminaries and some lemmas which are essential to our main
results. Our main purpose of this work is to relax some monotone conditions of f . Let us consider
the polynomial
P(r) = r2 − ar + b. (2.1)
We obtain two roots for the polynomial (2.1) such that
r1 = a +
√
a2 − 4b
2
, r2 = a −
√
a2 − 4b
2
.
The roots r1, r2 of the polynomial (2.1) have the following properties:
Lemma 2.1. If r1, r2 are the roots of the polynomial (2.1) and a, b satisfy the condition (H1) then
r1  r2  0.
Lemma 2.2. If r1, r2 are the roots of the polynomial (2.1) and a, b satisfy the condition (H2) then
r1  r2, r1  0 and r2 > −π2.
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Let Gi(x, s), i = 1,2, be the Green’s function of the following boundary value problem
u′′(x) − riu(x) = −g(x), 0 < x < 1, (2.2)
u(0) = u(1) = 0, (2.3)
where r1  r2 > −π2.
Lemma 2.3. The Green’s function of the boundary value problem (2.2)–(2.3) satisfies
Gi(x, s) > 0, ∀x, s ∈ (0,1) (i = 1,2).
Proof. See more details in [5]. 
Lemma 2.4. Let Gi(x, s), i = 1,2, be the Green’s function for (2.2)–(2.3). Then the solution of
the boundary value problem for (2.2) satisfying
u(0) = A, u(1) = B, (2.4)
is given by
u(x) =
1∫
0
Gi(x, s)g(s) ds + A(1 − x) + Bx. (2.5)
Proof. See more details in [7]. 
Lemma 2.5. Let r > −π2 and if u(x) satisfies
u′′(x) − ru(x) 0, x ∈ (0,1),
u(0) 0, u(1) 0,
then u(x) 0 for x ∈ [0,1].
Proof. Set g(x)  0 in (2.2) and A,B  0 in (2.4). From (2.5) and Lemma 2.3, we have that
u(x) 0. 
Lemma 2.6. Let r > −π2 and if u(x) satisfies
u′′(x) − ru(x) 0, x ∈ (0,1),
u(0) 0, u(1) 0,
then u(x) 0 for x ∈ [0,1].
Proof. Set g(x)  0 in (2.2) and A,B  0 in (2.4). From (2.5) and Lemma 2.3, we have that
u(x) 0. 
Next, we prove a maximum principle for the higher order equation and let m be a given
positive integer throughout this work.
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Lu = u(2m+2) − au(2m) + bu2m−2,
and satisfies the following conditions:
(1) a, b satisfy
(H1) b 0, a  0, a2 − 4b 0; or
(H2) b 0, a
π2
+ b
π4
+ 1 > 0, a > −2π2,
(2) F = {u ∈ C2m+2[0,1] | (−1)iu(2m−2i)(0) 0 and (−1)iu(2m−2i)(1) 0 for 0 i m}.
Lemma 2.8. If u ∈ F satisfies the following:
(i) Lu 0,
(ii) boundary conditions u(2i)(0) = u(2i)(1) = 0, 0 i m,
then
(−1)iu(2m−2i)(x) 0, 1 i m, x ∈ [0,1].
Proof. Since Lu = u(2m+2) −au(2m) +bu(2m−2), if we let Ax = x′′ then Lu = (A2 −aA+b)×
(u(2m−2)) 0, we have that
(A − r2)(A − r1)
(
u(2m−2)
)
 0,
where r1 = a+
√
a2−4b
2 , r2 = a−
√
a2−4b
2 .
By setting
y(x) = (A − r1)
(
u(2m−2)
)
(x), (2.6)
we have (A − r2)y  0, i.e.,
y′′ − r2y  0. (2.7)
From the fact that u ∈ F , this means u(2m)(0)  0, u(2m)(1)  0, u(2m−2)(0)  0, and
u(2m−2)(1) 0 together with (2.6) and r1  0, we have that
y(0) = u(2m)(0) − r1u(2m−2)(0) 0,
y(1) = u(2m)(1) − r1u(2m−2)(1) 0,
i.e.,
y(0) 0, y(1) 0. (2.8)
From (2.7), (2.8), r2 > −π2 and by using Lemma 2.5, we obtain y(x) 0 in [0,1]. Then
(A − r1)u(2m−2)(x) 0.
Let w(x) = u(2m−2)(x), then (A − r1)(w(x)) 0, i.e.,
w′′ − r1w  0. (2.9)
Together with the fact that r1  0 > −π2, w(0) = w(1) = 0, and by using Lemma 2.6, we have
that
w(x) = u(2m−2)(x) 0, x ∈ [0,1].
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(−1)iu(2m−2i)(x) 0, 1 i m, x ∈ [0,1]. 
Lemma 2.9. Given (a, b) ∈ R2, the boundary value problem
u(4)(x) − au′′(x) + bu(x) = 0, (2.10)
u(0) = u(1) = u′′(0) = u′′(1), (2.11)
has a nontrivial solution if and only if
a
(kπ)2
+ b
(kπ)4
+ 1 = 0,
for some k ∈ N.
Proof. See more details in [4]. 
Lemma 2.10. Given (a, b) ∈ R2, the boundary value problem
u(2m+2)(x) − au(2m)(x) + bu(2m−2)(x) = 0, (2.12)
u(2i)(0) = u(2i)(1) = 0, 0 i m, (2.13)
has a nontrivial solution if and only if
a
(kπ)2
+ b
(kπ)4
+ 1 = 0,
for some k ∈ N.
Proof. The proof is the same fashion as in the proof of [3, Corollary 2.4]. Suppose u(x) is a
solution of the boundary value problem (2.10) and (2.11). Let w(x) = u2m−2(x), then
u(2m+2)(x) − au(2m)(x) + bu(2m−2)(x) = w(4)(x) − aw′′(x) + bw(x) = 0
and
w(0) = w(1) = w′′(0) = w′′(1).
Hence, w(x) is a solution of (2.10), (2.11) and so (2.12), (2.13) holds. Each step is reversible and
therefore the converse direction holds as well. 
3. The existence results
3.1. The existence results by using the operator L
In this section, we use the operator L :F → C[0,1] defined in Section 2. If we change
Eq. (1.1) into
Lu = u(2m+2) − au(2m) + bu(2m−2) = f ∗(x,u,u′′, . . . , u(2m)), x ∈ (0,1), (3.1)
where
f ∗
(
x,u,u′′, . . . , u(2m)
)= f (x,u,u′′, . . . , u(2m))− au(2m) + bu(2m−2), (3.2)
then (1.1) is equivalent to (3.1), and we will use (3.1) to prove our results.
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(1.1)–(1.2) if α(x) satisfies
α(2m+2)(x) f
(
x,α(x),α′′(x), . . . , α(2m)(x)
)
, x ∈ (0,1),
(−1)iα(2m−2i)(0) 0, 0 i m,
(−1)iα(2m−2i)(1) 0, 0 i m.
Definition 3.2. We say β(x) ∈ C2m+2[0,1] is a lower solution of the boundary value problem
(1.1)–(1.2) if β(x) satisfies
β(2m+2)(x) f
(
x,β(x),β ′′(x), . . . , β(2m)(x)
)
, x ∈ (0,1),
(−1)iβ(2m−2i)(0) 0, 0 i m,
(−1)iβ(2m−2i)(1) 0, 0 i m.
Theorem 3.3. For m an odd integer, assume that parameters a, b satisfy
(H1) b 0, a  0, a2 − 4b 0, or
(H2) b 0, a
π2
+ b
π4
+ 1 > 0, a > −2π2.
If there exist α(x) and β(x), upper and lower solutions, respectively, for the boundary value
problem (1.1)–(1.2) which satisfy
(−1)iα(2m−2i)(x) (−1)iβ(2m−2i)(x), 1 i m, and
β(2m)(x) + r(α − β)(2m−2)(x) α(2m)(x),
where r = a±
√
a2−4b
2  0, and if f : [0,1]×Rm+1 → R is continuous and satisfies the following
conditions:
(1) for α(2m)(x) − r(α − β)(2m−2)(x)  σ,η  β(2m)(x) + r(α − β)(2m−2)(x), σ 
η + r(α − β)(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , sm−1, η) − f (x, s0, s1, . . . , sm−1, σ ) a(η − σ), (3.3)
where s0, s1, . . . , sm−1 ∈ R,
(2) for β(2m−2)(x) v  u α(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , u, sm) − f (x, s0, s1, . . . , v, sm)−b(u − v), (3.4)
where s0, s1, . . . , sm−2, um ∈ R,
(3) for (−1)i+1α(2i)(x)  (−1)i+1w  (−1)i+1z  (−1)i+1β(2i)(x), 0  i  m − 2, m  2,
and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0, (3.5)
where s0, s1, . . . , sm−2 ∈ R,
then there exist two sequences of functions {αn(x)}∞n=0 and {βn(x)}∞n=0, nonincreasing and non-
decreasing, respectively, such that
α0(x) = α(x) and β0(x) = β(x)
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lem (1.1)–(1.2).
Theorem 3.4. For m an even integer, assume that parameters a, b satisfy
(H1) b 0, a  0, a2 − 4b 0, or
(H2) b 0, a
π2
+ b
π4
+ 1 > 0, a > −2π2.
If there exist α(x) and β(x), upper and lower solutions, respectively, for the boundary value
problem (1.1)–(1.2) which satisfy
(−1)iα(2m−2i)(x) (−1)iβ(2m−2i)(x), 1 i m, and
β(2m)(x) + r(α − β)(2m−2)(x) α(2m)(x),
where r = a±
√
a2−4b
2  0, and if f : [0,1]×Rm+1 → R is continuous and satisfies the following
conditions:
(1) for α(2m)(x) − r(α − β)(2m−2)(x)  σ,η  β(2m)(x) + r(α − β)(2m−2)(x), σ  η +
r(α − β)(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , sm−1, η) − f (x, s0, s1, . . . , sm−1, σ ) a(η − σ), (3.6)
where s0, s1, . . . , sm−1 ∈ R,
(2) for β(2m−2)(x) v  u α(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , u, sm) − f (x, s0, s1, . . . , v, sm)−b(u − v), (3.7)
where s0, s1, . . . , sm−2, um ∈ R,
(3) for (−1)iα(2i)(x)  (−1)iw  (−1)iz  (−1)iβ(2i)(x), 0  i  m − 2, m  2, and x ∈
[0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0, (3.8)
where s0, s1, . . . , sm−2 ∈ R,
then there exist two sequences of functions {αn(x)}∞n=0 and {βn(x)}∞n=0, nondecreasing and non-
increasing, respectively, such that
α0(x) = α(x) and β0(x) = β(x)
which converge uniformly to the extremal solutions in [α(x),β(x)] of the boundary value prob-
lem (1.1)–(1.2).
Proof of Theorems 3.3–3.4. Consider the problem
Lu = u(2m+2)(x) − au(2m)(x) + bu(2m−2)(x) = f ∗(x,ϕ(x),ϕ′′(x), . . . , ϕ(2m)(x)) (3.9)
satisfying (1.2), where ϕ ∈ C2m[0,1]. Since a, b satisfy (H1) or (H2) with the use of Lemma 2.10
and the Fredholm alternative, the boundary value problem (3.9) and (1.2) has a unique solution u.
Thus, based on this, we can define the operator T :C2m[0,1] → C2m+2[0,1] by T ϕ = u and
we define the set K which is a nonempty bounded closed subset in C2m[0,1] by
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{
ϕ ∈ C2m[0,1]
∣∣∣∣ (−1)iα(2m−2i)  (−1)iϕ(2m−2i)  (−1)iβ(2m−2i), 1 i m, and
α(2m) − r(α − β)(2m−2)  ϕ(2m)  β(2m) + r(α − β)(2m−2),
where r = a ±
√
a2 − 4b
2
 0
}
.
The operator T has the following two properties:
(i) TK ⊆ K .
(ii) (−1)iu(2m−2i)2  (−1)iu(2m−2i)1 , 1  i  m, and u(2m)1 + r(α − β)(2m−2)  u(2m)2 , where
u1 = T ϕ1 and u2 = T ϕ2 for ϕ1, ϕ2 ∈ E satisfy (−1)iϕ(2m−2i)2  (−1)iϕ(2m−2i)1 , 1 i m,
and ϕ(2m)1 + r(α − β)(2m−2)  ϕ(2m)2 .
Now, we will divide the rather long proof into three steps.
Step 1. We want to show that TK ⊆ K .
In fact, for ξ ∈ K , we can set w = T ξ . By the definition of α(x) and (3.9), we have
L(α − w)(x)
 f
(
x,α,α′′, . . . , α(2m)
)− f (x, ξ, ξ ′′, . . . , ξ (2m))− a(α − ξ)(2m) + b(α − ξ)(2m−2)
= [f (x,α,α′′, . . . , α(2m−4), α(2m−2), α(2m))
− f (x,α,α′′, . . . , α(2m−4), α(2m−2), ξ (2m))]
+ [f (x,α,α′′, . . . , α(2m−4), α(2m−2), ξ (2m))
− f (x,α,α′′, . . . , α(2m−4), ξ (2m−2), ξ (2m))]
+ f (x,α,α′′, α(4), . . . , α(2m−4), ξ (2m−2), ξ (2m))+ · · ·
− f (x,α,α′′, ξ (4), . . . , ξ (2m−4), ξ (2m−2), ξ (2m))
+ [f (x,α,α′′, ξ (4), . . . , ξ (2m−4), ξ (2m−2), ξ (2m))
− f (x,α, ξ ′′, ξ (4), . . . , ξ (2m−4), ξ (2m−2), ξ (2m))]
+ [f (x,α, ξ ′′, ξ (4), . . . , ξ (2m−4), ξ (2m−2), ξ (2m))
− f (x, ξ, ξ ′′, ξ (4), . . . , ξ (2m−4), ξ (2m−2), ξ (2m))]
− a(α − ξ)(2m) + b(α − ξ)(2m−2). (3.10)
From (3.3)–(3.5) when m is an odd integer and from (3.6)–(3.8) when m is an even integer, we
have
L(α − w)(x) 0. (3.11)
By the definition of α(x), and w = T ξ , we have that
(−1)i(α − w)(2m−2i)(0) 0, 0 i m,
(−1)i(α − w)(2m−2i)(1) 0, 0 i m.
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(−1)i(α − w)(2m−2i)(x) 0, 1 i m, x ∈ [0,1]. (3.12)
Similarly, we can prove that
(−1)i(w − β)(2m−2i)(x) 0, 1 i m, x ∈ [0,1]. (3.13)
Combining (3.12) and (3.13), we have
(−1)iα(2m−2i)(x) (−1)iw(2m−2i)(x) (−1)iβ(2m−2i)(x), 1 i m, x ∈ [0,1].
From (3.11), and by setting y(x) = (A − r1)(α − w)(2m−2), we have
y′′ − r2y  0. (3.14)
Since (α − w)(x) ∈ F , then (α − w)(2m)(0)  0, (α − w)(2m)(1)  0, (α − w)(2m−2)(0)  0,
(α − w)(2m−2)(1) 0, and by using the fact that r1  0, we get that
y(0) = (α − w)(2m)(0) − r1(α − w)(2m−2)(0) 0,
y(1) = (α − w)(2m)(1) − r1(α − w)(2m−2)(1) 0,
i.e.,
y(0) 0, y(1) 0. (3.15)
From the fact that r2 > −π2, (3.14), (3.15), and by using Lemma 2.5, we have y(x) 0, that is,
y(x) = (A − r1)(α − w)(2m−2) = (α − w)(2m)(x) − r1(α − w)(2m−2)(x) 0
or
w(2m)(x) + r1(α − w)(2m−2)(x) α(2m)(x), x ∈ [0,1]. (3.16)
Similarly, if we set y(x) = (A − r2)(α − w)(2m−2) in (3.11), we have
w(2m)(x) + r2(α − w)(2m−2)(x) α(2m)(x), x ∈ [0,1]. (3.17)
From (3.16), (3.17), and the fact that r = r1 = a+
√
a2−4b
2  0 or r = r2 = a−
√
a2−4b
2  0, we
have that
w(2m)(x) + r(α − β)(2m−2)(x)w(2m)(x) + r(α − w)(2m−2)(x) α(2m)(x),
i.e.,
α(2m)(x) − r(α − β)(2m−2)(x)w(2m)(x),
where r = a±
√
a2−4b
2  0. Similarly, by using the argument as above, we can easily prove that
w(2m)(x) β(2m)(x) + r(α − β)(2m−2)(x).
Thus
α(2m)(x) − r(α − β)(2m−2)(x)w(2m)(x) β(2m)(x) + r(α − β)(2m−2)(x).
We can conclude that w ∈ K . Thus TK ⊆ K.
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(−1)iϕ(2m−2i)2  (−1)iϕ(2m−2i)1 , 1 i m,
ϕ
(2m)
1 + r(α − β)(2m−2)  ϕ(2m)2 ,
we want to show that
(−1)iu(2m−2i)2  (−1)iu(2m−2i)1 , 1 i m, (3.18)
u
(2m)
1 + r(α − β)(2m−2)  u(2m)2 . (3.19)
From (3.3)–(3.9), we have
L(u2 − u1) = f
(
x,ϕ2, ϕ
′′
2 , . . . , ϕ
(2m)
2
)− f (x,ϕ1, ϕ′′1 , . . . , ϕ(2m)1 )
− a(ϕ2 − ϕ1)(2m) + b(ϕ2 − ϕ1)(2m−2)  0
and
(u2 − u1)(2i)(0) = (u2 − u1)(2i)(1) = 0, 0 i m.
By using Lemma 2.8, we have that
(−1)i(u2 − u1)(2m−2i)  0, 1 i m, x ∈ [0,1],
i.e.,
(−1)iu(2m−2i)2  (−1)iu(2m−2i)1 , 1 i m, x ∈ [0,1].
By the same argument of Step 1, we have
u
(2m)
2 (x) u
(2m)
1 (x) + r(α − β)(2m−2)(x), x ∈ [0,1].
Thus, the second property of T is true.
Step 3. Now, we define the sequences {αn}∞n=0 and {βn}∞n=0 by
αn = T αn−1, α0 = α,
βn = Tβn−1, β0 = β,
where n = 1,2,3, . . . .
From the results of Steps 1 and 2, for 1 i m, we have that
(−1)iα(2m−2i) = (−1)iα(2m−2i)0  (−1)iα(2m−2i)1  · · · (−1)iα(2m−2i)n  · · ·
 (−1)iβ(2m−2i)n  · · · (−1)iβ(2m−2i)1  (−1)iβ(2m−2i)0
= (−1)iβ(2m−2i), (3.20)
and we have
α
(2m)
0 = α(2m), β(2m)0 = β(2m),
α
(2m)
0 − r(α0 − β0)(2m−2)  α(2m)n , β(2m)n  β(2m)0 + r(α0 − β0)(2m−2). (3.21)
We will prove that {αn} and {βn} are bounded in C2m+2[0,1]. From T αn−1 = αn and (3.9),
we have
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(
x,αn−1, α′′n−1, . . . , α
(2m)
n−1
)
, x ∈ (0,1),
α(2i)n (0) = α(2i)n (1) = 0, 0 i m.
Then
α(2m+2)n = f ∗
(
x,αn−1, α′′n−1, . . . , α
(2m)
n−1
)+ aα(2m)n − bα(2m−2)n
 f ∗
(
x,αn−1, α′′n−1, . . . , α
(2m)
n−1
)+ a[β(2m) + r(α − β)(2m−2)]− bβ(2m−2)
(3.22)
and
α(2i)n (0) = α(2i)n (1) = 0, 0 i m. (3.23)
From (3.20), (3.21), continuity of f ∗, and we know that α,β ∈ C2m+2[0,1], together with (3.22),
we have
∣∣α(2m+2)n ∣∣Nmα,β, ∀x ∈ [0,1], (3.24)
where Nmα,β > 0 (depending on α,β but not on n or x).
By using the boundary condition (3.23) and Rolle’s theorem, we have that for each n ∈ N,
there exists ξn ∈ (0,1) such that α(2m+1)n (ξn) = 0. Together with (3.24), we get that
∣∣α(2m+1)n (x)∣∣=
∣∣∣∣∣α(2m+1)n (ξn) +
x∫
ξn
α(2m+2)n (s) ds
∣∣∣∣∣Nmα,β.
Similarly arguing as above, we can prove that there exist Njα,β > 0, 0 j m − 1, such that∣∣α(2j+2)n ∣∣Njα,β and ∣∣α(2j+1)n ∣∣Njα,β, ∀x ∈ [0,1].
From (3.20), we have {αn} is bounded. Thus, we can conclude that {αn} is bounded in
C2m+2[0,1]. Similarly {βn} is bounded in C2m+2. This implies that {αn} and {βn} converge uni-
formly to the extremal solutions in C2m+2[0,1] of the boundary value problem (3.1) and (1.2).
Thus {αn} and {βn} converge uniformly to the extremal solutions in C2m+2[0,1] of the boundary
value problem (1.1)–(1.2) too. Then (1.1)–(1.2) has at least one solution u(x) which satisfies
(i) β(x) u(x) α(x) if m is odd,
(ii) α(x) u(x) β(x) if m is even.
The proof of Theorems 3.3–3.4 is completed. 
3.2. The existence results with the monotone condition
From the results of Theorems 3.3–3.4, if we set a = b = 0 then r = 0, and we have the
existence results with the monotone condition by the following two corollaries:
Corollary 3.5. For m an odd integer, if there exist α(x) and β(x), upper and lower solutions,
respectively, for the boundary value problem (1.1)–(1.2) which satisfy
(−1)iα(2m−2i)(x) (−1)iβ(2m−2i)(x), 0 i m,
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f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0 (3.25)
for (−1)i+1α(2i)(x)  (−1)i+1w  (−1)i+1z  (−1)i+1β(2i)(x), 0  i  m, and x ∈ [0,1],
where s0, s1, . . . , sm ∈ R, then there exist two sequences of functions {αn(x)}∞n=0 and {βn(x)}∞n=0,
nonincreasing and nondecreasing, respectively, such that
α0(x) = α(x) and β0(x) = β(x)
which converge uniformly to the extremal solutions in [β(x),α(x)] of the boundary value prob-
lem (1.1), (1.2).
Corollary 3.6. For m an even integer, if there exist α(x) and β(x), upper and lower solutions,
respectively, for the boundary value problem (1.1)–(1.2) which satisfy
(−1)iα(2m−2i)(x) (−1)iβ(2m−2i)(x), 0 i m,
and if f : [0,1] ×Rm+1 → R is continuous and satisfies
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0 (3.26)
for (−1)iα(2i)(x)  (−1)iw  (−1)iz  (−1)iβ(2i)(x), 0  i  m, and x ∈ [0,1], where
s0, s1, . . . , sm ∈ R, then there exist two sequences of functions {αn(x)}∞n=0 and {βn(x)}∞n=0, non-
decreasing and nonincreasing, respectively, such that
α0(x) = α(x) and β0(x) = β(x)
which converge uniformly to the extremal solutions in [α(x),β(x)] of the boundary value prob-
lem (1.1), (1.2).
3.3. The existence of nonzero solutions
In this section, we present the existence of the solutions u(x) which u(x) 
= 0 in (0,1).
Theorem 3.7. Suppose there exists a solution u(x) ∈ C2m+2 that satisfies the problem
(1.1)–(1.2). If f : [0,1] × Rm+1 → R is continuous and f (x,0,0,0, . . . ,0) 
= 0 for x ∈ (0,1)
then u(x) 
= 0.
Proof. Suppose u(x) = 0, then u(2i) = 0, 1 i m. Thus
f
(
x,u(x),u′′(x), . . . , , u(2m)(x)
)= f (x,0,0,0, . . . ,0), 0 < x < 1.
Then from (1.1), we can imply that f (x,0,0,0, . . . ,0) = 0, a contradiction. 
4. Corollaries
In this section, we give some corollaries that result from Section 3. We define the conditions
of a, b and r by the following:
(H1) b 0, a  0, a2 − 4b 0.
(H2) b 0, a
π2
+ b
π4
+ 1 > 0, a > −2π2.
(H3) r = a±
√
a2−4b  0.2
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(F1) (1) for α(2m)(x) − r(α − β)(2m−2)(x) σ , η  β(2m)(x) + r(α − β)(2m−2)(x), σ  η +
r(α − β)(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , sm−1, η) − f (x, s0, s1, . . . , sm−1, σ ) a(η − σ),
where s0, s1, . . . , sm−1 ∈ R,
(2) for β(2m−2)(x) v  u α(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , u, sm) − f (x, s0, s1, . . . , v, sm)−b(u − v),
where s0, s1, . . . , sm−2, um ∈ R;
(F2) for (−1)i+1α(2i)(x) (−1)i+1w  (−1)i+1z (−1)i+1β(2i)(x), 0 i m − 2, m 2,
and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
(F3) for (−1)iα(2i)(x)  (−1)iw  (−1)iz  (−1)iβ(2i)(x), 0  i  m − 2, m  2, and x ∈
[0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
(F4) for (−1)i+1α(2i)(x)  (−1)i+1w  (−1)i+1z  (−1)i+1β(2i)(x), 0  i  m, and x ∈
[0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F5) for (−1)iα(2i)(x) (−1)iw  (−1)iz (−1)iβ(2i)(x), 0 i m, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F6) (1) for α(2m)(x) − rα(2m−2)(x)  σ , η  rα(2m−2)(x), σ  η + rα(2m−2)(x), and x ∈
[0,1],
f (x, s0, s1, . . . , sm−1, η) − f (x, s0, s1, . . . , sm−1, σ ) a(η − σ),
where s0, s1, . . . , sm−1 ∈ R,
(2) for 0 v  u α(2m−2)(x) and x ∈ [0,1],
f (x, s0, s1, . . . , u, sm) − f (x, s0, s1, . . . , v, sm)−b(u − v),
where s0, s1, . . . , sm−2, sm ∈ R;
(F7) for (−1)i+1α(2i)(x) (−1)i+1w  (−1)i+1z 0, 0 i m − 2, m 2, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
(F8) for (−1)iα(2i)(x) (−1)iw  (−1)iz 0, 0 i m − 2, m 2, and x ∈ [0,1],
(x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
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f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F10) for (−1)iα(2i)(x) (−1)iw  (−1)iz 0, 0 i m, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F11) (1) for rβ(2m−2)(x)  σ , η  β(2m)(x) − rβ(2m−2)(x), σ  η − rβ(2m−2)(x), and x ∈
[0,1],
f (x, s0, s1, . . . , sm−1, η) − f (x, s0, s1, . . . , sm−1, σ ) a(η − σ),
where s0, s1, . . . , sm−1 ∈ R,
(2) for β(2m−2)(x) v  u 0 and x ∈ [0,1],
f (x, s0, s1, . . . , u, sm) − f (x, s0, s1, . . . , v, sm)−b(u − v),
where s0, s1, . . . , sm−2, sm ∈ R;
(F12) for 0 (−1)iw  (−1)iz (−1)iβ(2i)(x), 0 i m − 2, m 2 and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
(F13) for 0 (−1)i+1w  (−1)i+1z (−1)i+1β(2i)(x), 0 i m − 2, m 2, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm−2 ∈ R;
(F14) for 0 (−1)iw  (−1)iz (−1)iβ(2i)(x), 0 i m, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F15) for 0 (−1)i+1w  (−1)i+1z (−1)i+1β(2i)(x), 0 i m, and x ∈ [0,1],
f (x, s0, . . . , si−1,w, si+1, . . . , sm) − f (x, s0, . . . , si−1, z, si+1, . . . , sm) 0,
where s0, s1, . . . , sm ∈ R;
(F16) α(2m+2)(x) f (x,α(x),α′′(x), . . . , α(2m)(x)), x ∈ (0,1);
(F17) β(2m+2)(x) f (x,β(x),β ′′(x), . . . , β(2m)(x)), x ∈ (0,1);
(F18) f (x,0,0,0, . . . ,0) 0, x ∈ (0,1);
(F19) f (x,0,0,0, . . . ,0) 0, x ∈ (0,1).
4.1. The existence of nonnegative and positive solutions
Corollary 4.1 (The monotone condition).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F9), (F16) and (F18), where either α(x) =
c sinπx or α(x) = c cos π2 x, then the boundary value problem (1.1)–(1.2) has at least one
nonnegative solution u(x) which satisfies the following properties:
(i) 0 u(x) α(x), x ∈ (0,1),
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(iii) in addition, if f (x,0,0,0, . . . ,0) > 0, then 0 < u(x) α(x) in (0,1).
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F14), (F17) and (F19), where either β(x) =
c sinπx or β(x) = c cos π2 x, then the boundary value problem (1.1)–(1.2) has at least one
nonnegative solution u(x) which satisfies the following properties:
(i) 0 u(x) β(x), x ∈ (0,1),
(ii) u(x) is nonincreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) < 0, then 0 < u(x) β(x) in (0,1).
Proof. By setting a = b = 0, then r = 0.
For m an odd integer: by applying Corollary 3.5, it is easy to see that β(x) = 0 is a lower
solution and either α(x) = c sinπx or α(x) = c cos π2 x is an upper solution of the problem (1.1)–
(1.2) and satisfies (−1)iα(2m−2i)(x) 0, 0 i m.
For m an even integer: by applying Corollary 3.6, it is easy to see that α(x) = 0 is an upper
solution and either β(x) = c sinπx or β(x) = c cos π2 x is a lower solution of the problem (1.1)–
(1.2) and satisfies (−1)iβ(2m−2i)(x) 0, 0 i m.
We see that u′′(x) 0 for x ∈ [0,1] and this implies that u(x) is nonincreasing.
The proof is completed. 
Corollary 4.2. Assume that a, b satisfy (H1) or (H2) and assume r satisfies (H3).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F6), (F7), (F16) and (F18), where either
α(x) = c sinπx or α(x) = c cos π2 x, then the boundary value problem (1.1)–(1.2) has at
least one nonnegative solution u(x) which satisfies the following properties:
(i) 0 u(x) α(x), x ∈ (0,1),
(ii) if m 2, u(x) is nonincreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) > 0, then 0 < u(x) α(x) in (0,1).
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F11), (F12), (F17) and (F19), where either
β(x) = c sinπx or β(x) = c cos π2 x, then the boundary value problem (1.1)–(1.2) has at
least one nonnegative solution u(x) which satisfies the following properties:
(i) 0 u(x) β(x), x ∈ (0,1),
(ii) u(x) is nonincreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) < 0, then 0 < u(x) β(x) in (0,1).
Proof. For m an odd integer: by applying Theorem 3.3, it is easy to see that β(x) = 0 is a lower
solution and either α(x) = c sinπx or α(x) = c cos π2 x is an upper solution of the boundary value
problem (1.1)–(1.2). For either α(x) = c sinπx or α(x) = c cos π2 x, we see that the condition
(−1)iα(2m−2i)(x) 0, 1 i m holds, and we know that r satisfies r > −π2, thus the condition
α(2m)(x) rα(2m−2)(x) holds. If m 2 we see that u′′(x) 0 for x ∈ [0,1] and this implies that
u(x) is nonincreasing.
For m an even integer: by applying Theorem 3.4, it is easy to see that α(x) = 0 is an upper
solution and either β(x) = c sinπx or β(x) = c cos π2 x is a lower solution. For either β(x) =
c sinπx or β(x) = c cos π x, we see that the condition (−1)iβ(2m−2i)(x) 0, 1 i m holds,2
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see that u′′(x) 0 for x ∈ [0,1] and this implies that u(x) is nonincreasing.
The proof is completed. 
4.2. The existence of nonpositive and negative solutions
Corollary 4.3 (The monotone condition).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F15), (F17) and (F19), where either β(x) =
−c sinπx or β(x) = −c cos π2 x, then the boundary value problem (1.1)–(1.2) has at least
one nonpositive solution u(x) which satisfies the following properties:
(i) β(x) u(x) 0, x ∈ (0,1),
(ii) u(x) is nondecreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) < 0, then β(x) u(x) < 0 in (0,1).
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F10), (F16) and (F18), where either α(x) =
−c sinπx or α(x) = −c cos π2 x, then the boundary value problem (1.1)–(1.2) has at least
one nonpositive solution u(x) which satisfies the following properties:
(i) α(x) u(x) 0, x ∈ (0,1),
(ii) u(x) is nondecreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) > 0, then α(x) u(x) < 0 in (0,1).
Corollary 4.4. Assume that a, b satisfy (H1) or (H2) and assume r satisfies (H3).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F11), (F13), (F17) and (F19), where either
β(x) = −c sinπx or β(x) = −c cos π2 x, then the boundary value problem (1.1)–(1.2) has at
least one nonpositive solution u(x) which satisfies the following properties:
(i) β(x) u(x) 0, x ∈ (0,1),
(ii) if m 2, u(x) is nondecreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) < 0, then β(x) u(x) < 0 in (0,1).
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F6), (F8), (F16) and (F18), where either
α(x) = −c sinπx or α(x) = −c cos π2 x, then the boundary value problem (1.1)–(1.2) has at
least one nonpositive solution u(x) which satisfies the following properties:
(i) α(x) u(x) 0, x ∈ (0,1),
(ii) u(x) is nondecreasing in (0,1),
(iii) in addition, if f (x,0,0,0, . . . ,0) > 0, then α(x) u(x) < 0 in (0,1).
4.3. The existence of solutions
Corollary 4.5 (The monotone condition).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F4), (F16) and (F17), where either
(i) β(x) = −c sinπx and α(x) = c sinπx, or
S. Charkrit, A. Kananthai / J. Math. Anal. Appl. 329 (2007) 830–850 847(ii) β(x) = −c cos π2 x and α(x) = c cos π2 x,
then the boundary value problem (1.1)–(1.2) has at least one solution u(x) which satisfies
β(x) u(x) α(x). In addition, if f (x,0,0,0, . . . ,0) 
= 0 in (0,1), then u(x) 
= 0.
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F5), (F16) and (F17), where either
(i) α(x) = −c sinπx and β(x) = c sinπx, or
(ii) α(x) = −c cos π2 x and β(x) = c cos π2 x,
then the boundary value problem (1.1)–(1.2) has at least one solution u(x) which satisfies
α(x) u(x) β(x). In addition, if f (x,0,0,0, . . . ,0) 
= 0 in (0,1), then u(x) 
= 0.
Corollary 4.6. Assume that a, b satisfy (H1) or (H2) and assume r satisfies (H3).
(1) For m an odd integer:
If there exists c > 0 that satisfies the conditions (F1), (F2), (F16) and (F17), where either
(i) β(x) = −c sinπx and α(x) = c sinπx, or
(ii) β(x) = −c cos π2 x and α(x) = c cos π2 x,
then the boundary value problem (1.1)–(1.2) has at least one solution u(x) which satisfies
β(x) u(x) α(x). In addition, if f (x,0,0,0, . . . ,0) 
= 0 in (0,1), then u(x) 
= 0.
(2) For m an even integer:
If there exists c > 0 that satisfies the conditions (F1), (F3), (F16) and (F17), where either
(i) β(x) = −c sinπx and α(x) = c sinπx, or
(ii) β(x) = −c cos π2 x and α(x) = c cos π2 x,
then the boundary value problem (1.1)–(1.2) has at least one solution u(x) which satisfies
α(x) u(x) β(x). In addition, if f (x,0,0,0, . . . ,0) 
= 0 in (0,1), then u(x) 
= 0.
5. Examples
Example 1. Consider the following boundary value problem:
u(6)(x) = − 1
π4
u(4)(x) + eu′′(x) − 9(u(x))n + x2 + x − 3, 0 < x < 1, (5.1)
u(0) = u′′(0) = u(4)(0) = 0,
u(1) = u′′(1) = u(4)(1) = 0, (5.2)
where n ∈ N.
This problem has m = 2, and
f
(
x,u(x),u′′(x), u(4)(x)
)= − 1
π4
u(4)(x) + eu′′(x) − 9(u(x))n + x2 + x − 3
is continuous. We try to apply the monotone condition of f in Corollary 4.1 to this example.
By choosing c = 1 and β(x) = cos π2 x, we have β ′′(x) = −π
2
4 cos
π
2 x, β
(4)(x) = π416 cos π2 x and
β(6)(x) = −π664 cos π2 x.
Proof of the condition (F14).
(1) For 0 v2  v1  π4 cos π x, we have that16 2
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(
x,u(x),u′′(x), v2
)− f (x,u(x),u′′(x), v1)= − 1
π4
v2 + 1
π4
v1 = 1
π4
(v1 − v2) 0.
(2) For −π24 cos π2 x w1 w2  0, we have that
f
(
x,u(x),w2, u
(4)(x)
)− f (x,u(x),w1, u(4)(x))= ew2 − ew1  0.
(3) For 0 y2  y1  cos π2 x, we have that
f
(
x, y2, u
′′(x), u(4)(x)
)− f (x, y1, u′′(x), u(4)(x))= −9(y2)n + 9(y1)n
= 9[(y1)n − (y2)n] 0.
Thus the condition (F14) holds. 
Proof of the condition (F17). From
f
(
x,β(x),β ′′(x),β(4)(x)
)
= − 1
π4
(
π4
16
cos
π
2
x
)
+ e− π
2
4 cos
π
2 x − 9 cosn π
2
x + x2 + x − 3
= − 1
16
cos
π
2
x + 1
e
π2
4 cos
π
2 x
− 9 cosn π
2
x + x2 + x − 3,
for 0 < x < 1, we have that
−π
6
64
cos
π
2
x − 1
16
cos
π
2
x + 1
e
π2
4 cos
π
2 x
− 9 cosn π
2
x + x2 + x − 3.
Then
β(6)(x) f
(
x,β(x),β ′′(x),β(4)(x),β(6)(x)
)
, 0 < x < 1,
thus the condition (F17) holds. 
Proof of the condition (F19). For 0 < x < 1, we have that
f (x,0,0,0, . . . ,0) = x2 + x − 2 < 0.
Thus the condition (F19) holds. 
Clearly, all assumptions of Corollary 4.1 are fulfilled. Thus the boundary value problem (5.1)–
(5.2) has at least one nonincreasing positive solution u(x) which satisfies 0 < u(x) cos π2 x for
x ∈ (0,1).
Example 2. Consider the following boundary value problem:
u(6)(x) = −2u(4)(x) + (u′′(x) + 3)2 − xnu(x) − 10, 0 < x < 1, (5.3)
u(0) = u′′(0) = u(4)(0) = 0,
u(1) = u′′(1) = u(4)(1) = 0, (5.4)
where n ∈ N.
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f
(
x,u(x),u′′(x), u(4)(x)
)= −2u(4)(x) + (u′′(x) + 3)2 − xnu(x) − 10
is continuous. We assume that a = −2 and b = −4 which satisfy the condition (H2) and r =
−1 + √5 which satisfies the condition (H3).
By choosing c = 1
π2
and β(x) = 1
π2
sinπx, clearly, all assumptions of Corollary 4.2 are
fulfilled. Thus the boundary value problem (5.3)–(5.4) has at least one nonincreasing positive
solution u(x) which satisfies 0 < u(x) 1
π2
sinπx for x ∈ (0,1).
Example 3. Consider the following boundary value problem:
u(8)(x) = π2u(6)(x) + (3x − 5)u(4)(x) + sinn πx, 0 < x < 1, (5.5)
u(0) = u′′(0) = u(4)(0) = u(6)(0) = 0,
u(1) = u′′(1) = u(4)(1) = u(6)(1) = 0, (5.6)
where n ∈ N.
This problem has m = 3 and
f
(
x,u(x),u′′(x), u(4)(x), u(6)(x)
)= π2u(6)(x) + (3x − 5)u(4)(x) + sinn πx
is continuous. We will assume that a = π2 and b = 5 which satisfy the condition (H1) and
r = π2±
√
π4−20
2 which satisfies the condition (H3).
By choosing c = 1 and α(x) = sinπx, clearly, all assumptions of Corollary 4.2 are fulfilled.
Thus the boundary value problem (5.5)–(5.6) has at least one nonincreasing positive solution
u(x) which satisfies 0 < u(x) sinπx for x ∈ (0,1).
Example 4. Consider the following boundary value problem:
u(4)(x) = 5u′′(x) + (u(x) + 2)2 − x sinπx − 4, 0 < x < 1, (5.7)
u(0) = u′′(0) = 0,
u(1) = u′′(1) = 0. (5.8)
This problem has m = 1, and
f
(
x,u(x),u′′(x)
)= 5u′′(x) + (u(x) + 2)2 − x sinπx − 4
is continuous. We cannot find positive solutions by Corollaries 4.1–4.2 because the condition
(F18) does not hold, thus we will find that the boundary value problem (5.7)–(5.8) has at least
one negative solution by Corollary 4.4. So we assume that a = 5 and b = −2 which satisfy the
condition (H2) and r = 5+
√
33
2 which satisfies the condition (H3).
By choosing c = 1 and β(x) = − sinπx, clearly, all assumptions of Corollary 4.4 are ful-
filled. Thus the boundary value problem (5.7)–(5.8) has at least one negative solution u(x) which
satisfies − sinπx  u(x) < 0 for x ∈ (0,1).
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