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1 Introduction
As we all know, the obvious states of matter are the solid, the liquid and the gaseous state. The liquid
crystal is an intermediate state of a matter, in between the liquid and the crystalline solid, i.e. it must
possess some typical properties of a liquid as well as some crystalline properties. The nematic liquid
crystal phase is characterized by long-range orientational order, i.e. the molecules have no positional
order but tend to align along a preferred direction. Much of the interesting phenomenology of liquid
crystals involves the geometry and dynamics of the preferred axis, which is defined by a vector θ. This
vector is called a director. Since the sign as well as the magnitude of the director has no physical
significance, it is taken to be unity.
The concrete description of the physical relevance of liquid crystals can be referred to Chandrasekhar
[8], Warner and Terentjev [18], Gennes and Prost [11] and the references therein. In the 1960’s, Ericksen
[9] and Leslie [14] demonstrated the hydrodynamic theory of liquid crystals. Moreover, they expanded
the continuum theory which has been widely used by most researchers to design the dynamics of the
nematic liquid crystals. Inspired by this theory, the most fundamental form of dynamical system repre-
senting the motion of nematic liquid crystals has been procured by Lin and Liu [15].
The addition of a stochastic noise to this model is fully natural as it represents external random
perturbations or a lack of knowledge of certain physical parameters. More precisely, we consider the
∗Corresponding author.
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following nematic liquid crystals driven by a pure jump noise in OT := (0, T ] × O, O ⊂ Rd, d =2 or 3,
du + [(u · ∇)u − µ∆u + ∇p]dt + ∇ · (∇θ ⊙ ∇θ)dt =
∫
X
G(t, u(t−), v)N˜(dt, dv),
∇ · u = 0,
dθ + [(u · ∇)θ − γ∆θ(t)]dt + f (θ(t))dt = 0,
(1.1)
where N˜ is the compensated time homogeneous Poisson random measure and G, f are measurable func-
tions will be specified later. There are several recent works about the existence and uniqueness of path-
wise weak solution of (1.1), i.e. strong in the probabilistic sense and weak in the PDE sense. In [4],
Brzez´niak, Hausenblas and Razafimandimby studied the Ginzburg-Landau approximation of the nematic
liquid crystals under the influence of fluctuating external forces. In that paper, they proved the existence
and uniqueness of local maximal solution in both 2D and 3D cases using fixed point argument. Also they
have proved the existence of global strong solution to the problem in the 2D case. Brzez´niak, Manna and
Panda [5] studied the nematic liquid crystals driven by pure jump noise in both 2D and 3D cases. They
proved the global well-posedness of strong solution in the 2D case and established the existence of weak
martingale solution of this model in the 3D case, respectively.
The purpose of this paper is to prove a large deviations for the 2D nematic liquid crystals driven by a
pure jump noise, which provides the exponential decay of small probabilities associated with the corre-
sponding stochastic dynamical systems with small noise. The proof of the large deviations will be based
on the weak convergence approach introduced in Budhiraja, Chen and Dupuis [6] and Budhiraja, Dupuis
and Maroulas [7]. As an important part of the proof, we need to obtain global well-posedness of the so
called skeleton equation. For the uniqueness, we adopt the method introduced in [5]. For the existence,
we first apply the Faedo-Galerkin approximation method to construct a sequence of approximating equa-
tions as in [5]. We then show that the family of the solutions of the approximating equations is compact
in an appropriate space and that any limit of the approximating solutions gives rise to a solution of the
skeleton equation. To complete the proof of the large deviation principle, we also need to study the weak
convergence of the perturbations of the system (1.1) in the random directions of the Cameron-Martin
space of the driving Brownian motions.
This paper is organized as follows. The mathematical formulation of nematic liquid crystals flows is
in Section 2. In Section 3, we recall a general criterion obtained in Budhiraja, Dupuis and Maroulas [7]
and state the main result. Section 4 is devoted to the study of the skeleton equations. The large deviations
is proved in Section 5.
2 The mathematical framework
Let T > 0 and O ⊂ R2 be a bounded domain with smooth boundary ∂O. Consider the following two-
dimensional stochastic evolution equations in OT := (0, T ] × O given by
du + [(u · ∇)u − µ∆u + ∇p]dt + ∇ · (∇θ ⊙ ∇θ)dt =
∫
X
G(t, u(t−), v)N˜(dt, dv),
∇ · u = 0,
dθ + [(u · ∇)θ − γ∆θ(t)]dt + f (θ(t))dt = 0,
(2.2)
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where the vector field u = u(x, t) denotes the velocity of the fluid, θ = θ(x, t) is the director field, p
denoting the scalar pressure. N˜ is the compensated time homogeneous Poisson random measure on
a certain locally compact Polish space (X,B(X)). G and f are measurable functions, which will be
specified in subsection 2.3. The symbol ∇θ ⊙ ∇θ is the 2 × 2-matrix with the entries
[∇θ ⊙ ∇θ]i, j =
2∑
k=1
∂xiθ
(k)∂x jθ
(k), i, j = 1, 2.
Without loss of generality, we assume that
µ = γ = 1.
The boundary and initial conditions for (2.2) are
u = 0 and ∂θ
∂n
= 0 on ∂O,
(u(0), θ(0)) = (u0, θ0),
where n is the outward unit normal vector at each point x of O.
2.1 Functional spaces
Denote by N,R,R+,Rd the set of positive integers, real numbers, positive real numbers and
d−dimensional real vectors, respectively. For a topology space E, denote the corresponding Borel
σ−field by B(E). For a metric space X, C([0, T ];X) stands for the space of continuous functions
from [0, T ] into X and D([0, T ];X) represents the space of right continuous functions with left limits
from [0, T ] into X. For a metric space Y, denote by Mb(Y),Cb(Y) the space of real valued bounded
Y/R−measurable maps and real valued bounded continuous functions, respectively.
Now, we follow closely the framework of [5]. For any p ∈ [1,∞) and k ∈ N, let (Lp(O), | · |Lp)
and (Wk,p(O), ‖ · ‖Wk,p ) be Lebesgue and Sobolev space of R2-valued functions, respectively. For p = 2,
set Wk,2 = Hk. For instance, H1(O) is the Sobolev space of all u ∈ L2(O), for which there exist weak
derivatives ∂u
∂xi
∈ L2(O), i = 1, 2. It’s well-known that H1(O) is a Hilbert space with the scalar product
given by
(u, v)H1 := (u, v)L2 + (∇u,∇v)L2 , u, v ∈ H1(O).
Now, define working spaces for the system (2.2) as
V := {u ∈ C∞c (O); ∇ · u = 0} ,
H:= the closure ofV in L2(O) and V:= the closure ofV in H1(O).
In the space H, we equip it with the scalar product and the norm inherited from L2(O) and denote
them by (·, ·)H and | · |H, respectively, i.e.,
(u, v)H := (u, v)L2 , |u|H := |u|L2 := |u|, u, v ∈ H.
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In the space V, we equip it with the scalar product inherited from the Sobolev space H1(O), i.e.,
(u, v)V := (u, v)L2 + ((u, v)),
where
((u, v)) := (∇u,∇v)L2 =
∫
O
∂u
∂x1
· ∂v
∂x1
dx +
∫
O
∂u
∂x2
· ∂v
∂x2
dx, u, v ∈ V. (2.3)
The norm of V is defined as
‖u‖2V := |u|2H + ‖u‖2,
where ‖u‖2 := |∇u|2.
As we are working on a bounded domain, it’s clear that
V ֒→ H  H′ ֒→ V′,
where the embedding is compact continuous. Also, we have the embedding
H2 ֒→ H1 ֒→ L2  L2 ֒→ (H1)′ ֒→ (H2)′.
2.2 Some functionals
Set
A1u := ((u, ·)), u ∈ V, (2.4)
where ((·, ·)) is defined by (2.3). If u ∈ V, then A1u ∈ V′. By the Cauchy-Schwarz inequality, we deduce
that
|A1u|V′ ≤ ‖u‖, u ∈ V. (2.5)
It’s well-known that A1 is a positive self-adjoint operator. Let {̺i}∞i=1 be the orthonormal basis of H
composed of eigenfunctions of the Stokes operator A1 with corresponding eigenvalues 0 ≤ λ1 ≤ λ2 ≤
· · · → ∞ (A1̺i = λi̺i). We will use fractional powers of the operator A1, denoted by Aα1 , as well as their
domains D(Aα
1
) for α ∈ R. Note that
D(Aα1 ) = {u =
∞∑
i=1
ui · ̺i :
∞∑
i=1
λ2αi u
2
i < ∞}.
We may endow D(Aα
1
) with the inner product
(u, v)D(Aα
1
) = (A
α
1u, A
α
1v)H.
Hence, (D(Aα
1
), (·, ·)D(Aα
1
)) is a Hilbert space and {λ−αi ̺i}i∈N is a complete orthonormal system of D(Aα1 ).
By Riesz representative theorem, D(A−α
1
) is the dual space of D(Aα
1
).
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Define a self-adjoint operator A2 : H
1 → (H1)′ by
〈A2θ,w〉 := ((θ,w)) :=
∫
O
∇θ · ∇wdx, θ,w ∈ H1. (2.6)
Let {ςi}∞i=1 be the orthonormal basis of L2 composed of eigenfunctions of the Stokes operator A2. We
have
‖A2θ‖(H1)′ ≤ ‖θ‖H1 . (2.7)
Consider the following trilinear form (see [17])
b(u, v,w) =
2∑
i, j=1
∫
O
u(i)∂xiv
( j)w( j)dx, u ∈ Lp, v ∈ W1,q, w ∈ Lr,
where p, q, r ∈ [1,∞] satisfying
1
p
+
1
q
+
1
r
≤ 1. (2.8)
Referring to [1], by the Sobolev embedding Theorem and Hölder inequality, we obtain
|b(u, v,w)| ≤ C‖u‖V‖v‖V‖w‖V, u, v,w ∈ V, (2.9)
for some positive constant C. Thus, b is a continuous on V.
Now, define a bilinear map B : V × V → V ′ by
〈B(u, v),w〉 := b(u, v,w) =
2∑
i, j=1
∫
O
u(i)∂xiv
( j)w( j)dx.
Then, referring to [17], it gives
Lemma 2.1. For any u ∈ V, v ∈ V, w ∈ V,
(1) 〈B(u, v),w〉 = −〈B(u,w), v〉, 〈B(u, v), v〉 = b(u, v, v) = 0.
(2) ‖B(u, v)‖V′ ≤ C|u| 12 ‖u‖ 12 |v| 12 ‖v‖ 12 , for some positive constnat C.
Based on Lemma 2.1, the operator B can be uniquely extended to a bounded linear operator
B : H × H→ V′,
and it satisfies the following estimate
‖B(u, v)‖V′ ≤ C|u||v|. (2.10)
For the convenience for written, denote B(u) := B(u, u). Note that B : V → V′ is locally Lipschitz
continuous.
Now, define a bilinear mapping B˜ : H1 × H1 → (H1)′ as
〈B˜(u, v),w〉 = b(u, v,w) u, v,w ∈ H1.
We still denote by B˜(·, ·) the restriction of B˜(·, ·) to V × H2, which map continuously from V × H2 into
L2. According to [17], we have
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Lemma 2.2. For u ∈ V, θ ∈ H2, we have
(1) 〈B˜(u, θ), θ〉 = b(u, θ, θ) = 0.
(2) |B˜(u, θ)| ≤ C|u| 12 ‖u‖ 12 ‖θ‖ 12 |∆θ| 12 , for some positive constant C.
Consider the trilinear form defined by
m(θ1, θ2, u) = −
2∑
i, j,k=1
∫
O
∂xiθ
(k)
1
∂x jθ
(k)
2
∂x ju
(i)dx
for any θ1 ∈ W1,p, θ2 ∈ W1,q and u ∈ W1,r with p, q, r ∈ (1,∞) satisfying (2.8).
Define a bilinear operator M : H2 × H2 → V′ such that for any θ1, θ2 ∈ H2
〈M(θ1, θ2), u〉 = m(θ1, θ2, u), u ∈ V.
Then, by Hölder inequality and Sobolev interpolation inequality, we have
‖M(θ1, θ2)‖V′ ≤ C‖θ1‖
1
2 |∆θ1|
1
2 ‖θ2‖
1
2 |∆θ2|
1
2 . (2.11)
For simplicity, we denote M(θ) := M(θ, θ).
Collecting all the above functionals, (2.2) can be written as

du(t) + [A1u(t) + B(u(t)) + M(θ(t))]dt =
∫
O
G(t, u(t), v)N˜(dt, dv),
dθ(t) + [A2θ(t) + B˜(u(t), θ(t)) + f (θ(t))]dt = 0.
(2.12)
2.3 Hypotheses
To obtain the global well-posedness of (2.12), we introduce the following hypotheses stated in [5].
Hypothesis H0 (A) N˜ is a compensated time homogeneous Poisson random measure on a locally com-
pact space (X,B(X)) over a probability space (Ω,F , P) with a σ−finite intensity measure
ϑ.
(B) Let G : [0, T ] × H × X→ H is a measurable function and there exists a constant L such that∫
X
|G(t, u1, v) −G(t, u2, v)|2Hϑ(dv) ≤ L|u1 − u2|2, u1, u2 ∈ H, t ∈ [0, T ]. (2.13)
and for each p ≥ 1, there exists a constant Cp such that∫
X
|G(t, u, v)|p
H
ϑ(dv) ≤ Cp(1 + |u|p), u ∈ H, t ∈ [0, T ]. (2.14)
(C) For N ∈ N, numbers b j, j = 0, · · ·,N with b j > 0, we define a function f˜ : [0,∞) → R by
f˜ (r) =
N∑
j=0
b jr
j, for any r ∈ R+.
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Define a map f : R2 → R2 by
f (θ) = f˜ (|θ|2)θ. (2.15)
Let F : R2 → R be a Frechét differentiable map such that for any θ ∈ R2 and g ∈ R2
F′(θ)[g] = f (θ) · g. (2.16)
Under Hypothesis H0 (C), referring to Appendix D in [5], we have
Lemma 2.3. For any κ1 > 0 and κ2 > 0, there exists C(κ1) > 0,C1(κ2) > 0,C2(κ2) > 0 such that
|〈 f (θ1) − f (θ2), θ1 − θ2〉| ≤ κ1|∇θ1 − ∇θ2|2 +C(κ1)|θ1 − θ2|2β(θ1, θ2), (2.17)
and
|〈 f (θ1) − f (θ2),∆(θ1 − θ2)〉|
≤ κ2|∆θ1 − ∆θ2|2 + [C1(κ2)|∇(θ1 − θ2)|2 +C2(κ2)|θ1 − θ2|2]β(θ1, θ2), (2.18)
where
β(θ1, θ2) := C(1 + |θ1|2NL4N+2 + |θ2|2NL4N+2)2. (2.19)
Moreover, for any θ ∈ H1, it gives
| f (θ)|2 ≤ C(1 + |θ|q
Lq
), q = 4N + 2. (2.20)
Now, we recall the definition of a strong solution to (2.12) in [5].
Definition 2.1. The system (2.12) has a strong solution if for every stochastic basis (Ω,F , {Ft}t≥0, P) and
a time homogeneous Poisson random measure N˜ on (X,B(X)) over the stochastic basis with intensity
measure ϑ, there exist progressively measurable process u : [0, T ] ×Ω→ H with P−a.e.
u(·, ω) ∈ D([0, T ];H) ∩ L2([0, T ];V) (2.21)
and progressively measurable process θ : [0, T ] × Ω→ H1 with P−a.e.
θ(·, ω) ∈ C([0, T ];H1) ∩ L2([0, T ];H2) (2.22)
such that for all t ∈ [0, T ] and χ ∈ V, the following identity holds P−a.e.
(u(t), χ) +
∫ t
0
〈A1u(s), χ〉ds +
∫ t
0
〈B(u(s)), χ〉ds +
∫ t
0
〈M(θ(s)), χ〉ds
= (u0, χ) +
∫ t
0
∫
X
(G(s, u(s), v), χ)N˜(dsdv), (2.23)
and for all υ ∈ H1, the following identity holds P−a.e.
(θ(t), υ) +
∫ t
0
〈A2θ(s), υ〉ds +
∫ t
0
〈B˜(u(s), θ(s)), υ〉ds +
∫ t
0
〈 f (θ(s)), υ〉ds = (θ0, υ). (2.24)
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According to [5], we have
Theorem 2.1. Let the initial value (u0, θ0) ∈ H × H1. Under Hypothesis H0, the system (2.12) has a
strong solution (u, θ) in the sense of Definition 2.1. Also, the solution satisfies the following estimates
E
 sup
t∈[0,T ]
|u(t)|2H +
∫ T
0
‖u(t)‖2Vdt
 < ∞, (2.25)
and
E
 sup
t∈[0,T ]
‖θ(t)‖2
H1
+
∫ T
0
‖θ(t)‖2
H2
dt
 < ∞. (2.26)
3 Preliminaries to large deviations
In this section, we will recall a general criterion for a large deviation principle introduced by Budhiraja,
Dupuis and Maroulas in [7]. To this end, we closely follow the framework and notations in Budhiraja,
Chen and Dupuis [6] and Budhiraja, Dupuis and Maroulas [7].
Let {Xε} be a family of random variables defined on a probability space (Ω,F , P) taking values in
some Polish space E. The large deviation principle is concerned with exponential decay of P(Xε ∈ ·), as
ε→ 0.
Definition 3.1. (Rate Function) A function I : E → [0,∞] is called a rate function if for each M < ∞,
the level set {x ∈ E : I(x) ≤ M} is a compact subset of E. For O ∈ B(E), we define I(O) := infx∈O I(x).
Definition 3.2. (Large Deviation Principle) The sequence {Xε} is said to satisfy a large deviation prin-
ciple with rate function I if the following two conditions hold.
(a) Large deviation upper bound. For each closed subset F of E,
lim sup
ε→0
ε log P(Xε ∈ F) ≤ −I(F),
(b) Large deviation lower bound. For each open subset G of E,
lim inf
ε→0
ε log P(Xε ∈ G) ≥ −I(G).
3.1 Controlled Poisson random measure
The following notations will be used. Let X be a locally compact Polish space. Set Cc(X) be the space
of continuous functions with compact supports. Denote
MFC(X) :=
{
measure ϑ on (X,B(X)) such that ϑ(K) < ∞ for every compact K in X
}
.
Endow MFC(X) with the weakest topology such that for every f ∈ Cc(X), the function ϑ → 〈 f , ϑ〉 =∫
X
f (u)dϑ(u), ϑ ∈ MFC(X) is continuous. This topology can be metrized such that MFC (X) is a Polish
space (see [7]).
Let T > 0, set XT = [0, T ] × X. Fix a measure ϑ ∈ MFC(X) and let ϑT = λT ⊗ ϑ, where λT is
Lebesgue measure on [0, T ]. We recall the definition of Poisson random measure from [12] that
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Definition 3.3. We call measure n a Poisson random measure on XT with intensity measure ϑT is a
MFC(X)−valued random variable such that
(1) for each B ∈ B(XT ) with ϑT (B) < ∞, n(B) is a Poisson distribution with mean ϑT (B),
(2) for disjoint B1, · · ·, Bk ∈ B(XT ), n(B1), · · ·, n(Bk) are mutually independent random variables.
Denote by P the measure induced by n on (MFC (XT ),B(MFC (XT ))). Let M = MFC(XT ). P is the
unique probability measure on (M,B(M)), under which the canonical map N : M → M, N(m) := m is a
Poisson random measure with intensity measure ϑT . In this paper, we also consider probability Pθ, for
θ > 0, under which N is a Poisson random measure with intensity θϑT . The corresponding expectation
operators will be denoted by E and Eθ, respectively.
Set
Y = X × [0,∞), YT = [0, T ] × Y.
Similarly, let M¯ = MFC (YT ) and let P¯ be the unique probability measure on (M¯,B(M¯)) under which
the canonical mapping N¯ : M¯ → M¯, N¯(m) := m is a Poisson random measure with intensity measure
ϑ¯T = λT ⊗ϑ⊗λ∞, with λ∞ being Lebesgue measure on [0,∞). The expectation operator will be denoted
by E¯. Let Ft := σ{N¯((0, s] × O) : 0 ≤ s ≤ t,O ∈ B(Y)}, and denote by F¯t the completion under P¯. Let
P¯ be the predictable σ − field on [0, T ] × M¯ with the filtration {F¯t : 0 ≤ t ≤ T } on (M¯,B(M¯))
and
A¯ be the class of all (P¯ ⊗ B(X))/(B[0,∞)) −measurable maps ϕ : XT × M¯→ [0,∞).
For ϕ ∈ A¯, define a counting process Nϕ on XT by
Nϕ((0, t] × U) =
∫
(0,t]×U
∫
(0,∞)
I[0,ϕ(s,x)](r)N¯(dsdxdr), t ∈ [0, T ], U ∈ B(X). (3.27)
Nϕ is the controlled random measure with ϕ selecting the intensity for the points at location x and
time s, in a possibly random but nonanticipating way. If ϕ(s, x, m¯) ≡ θ ∈ (0,∞). We write Nϕ = Nθ. Note
that Nθ has the same distribution with respect to P¯ as N has with respect to Pθ. Define l : [0,∞)→ [0,∞)
by
l(r) = r log r − r + 1, r ∈ [0,∞).
For any ϕ ∈ A¯, the quantity
LT (ϕ) =
∫
XT
l(ϕ(t, x,w))ϑT (dtdx) (3.28)
is well-defined as a [0,∞]−valued random variable.
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3.2 A general criterion
In order to state a general criteria for large deviation principle (LDP) obtained by Budhiraja et al. in [7],
we introduce the following notations. Define
S M = {g : XT → [0,∞) : LT (g) ≤ M}, S = ∪M≥1S M.
A function g ∈ S M can be identified with a measure ϑg
T
∈ M, which is defined by
ϑ
g
T
(O) =
∫
O
g(s, x)ϑT (dsdx), O ∈ B(XT ).
This identification induces a topology on S M under which S M is a compact space (see the Appendix
of [6]). Throughout this paper, we always use this topology on S M. Let
UM = {ϕ ∈ A¯ : ϕ(ω) ∈ S M, P¯ − a.e.ω},
where A¯ is defined in subsection 3.1.
Let {Gε}ε>0 be a family of measurable maps from M¯ to U, where M¯ is introduced in subsection
3.1 and U is a Polish space. Let Zε = Gε(εNε−1). Now, we list the following sufficient conditions for
establishing LDP for the family {Zε}ε>0.
Condition A There exists a measurable map G0 : M¯→ U such that the following hold.
(i) For every M < ∞, let gn, g ∈ S M be such that gn → g as n→ ∞. Then, G0(ϑgnT ) → G0(ϑ
g
T
) in U.
(ii) For every M < ∞, let {ϕε : ε > 0} ⊂ UM be such that ϕε converges in distribution to ϕ as ε → 0.
Then, Gε(εNε−1ϕε) converges to G0(ϑϕ
T
) in distribution.
The following result is due to Budhiraja et al. in [7].
Theorem 3.1. Suppose the above Condition A holds. Then Zε satisfies a large deviation principle on U
with the good rate function I given by
I( f ) = inf
{g∈S : f=G0(ϑg
T
)}
{
LT (g)
}
, ∀ f ∈ U. (3.29)
By convention, I(∅) = ∞.
3.3 Hypotheses and the statement of main results
In order to obtain LDP for (2.12), we need additional conditions on the coefficients. Here, we adopt the
same conditions as [19] and state some preliminary results from Budhiraja et al. [6].
Let G : [0, T ] × H × X→ H be a measurable mapping. Set
|G(t, v)|0,H := sup
u∈H
|G(t, u, v)|H
1 + |u|H
, (t, v) ∈ [0, T ] × X,
|G(t, v)|1,H := sup
u1 ,u2∈H,u1,u2
|G(t, u1, v) −G(t, u2, v)|H
|u1 − u2|H
, (t, v) ∈ [0, T ] × X,
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Hypothesis H1 For i = 0, 1, there exists δi
1
> 0 such that for all E ∈ B([0, T ]×X) satisfying ϑT (E) < ∞,
the following holds ∫
E
eδ
i
1
|G(s,v)|2
i,Hϑ(dv)ds < ∞.
Now, we state the following Lemmas established by [6] and [19].
Lemma 3.1. Under Hypothesis H0 and Hypothesis H1,
(i) For i = 0, 1 and every M ∈ N,
CMi,1 := sup
g∈S M
∫
XT
|G(s, v)|i,H|g(s, v) − 1|ϑ(dv)ds < ∞, (3.30)
CMi,2 := sup
g∈S M
∫
XT
|G(s, v)|2i,H|g(s, v) + 1|ϑ(dv)ds < ∞. (3.31)
(ii) For every η > 0, there exists δ > 0 such that for any A ⊂ [0, T ] satisfying λT (A) < δ
sup
g∈S M
∫
A
∫
X
|G(s, v)|i,H|g(s, v) − 1|ϑ(dv)ds ≤ η. (3.32)
Lemma 3.2. (1) For any g ∈ S , if supt∈[0,T ] |Y(t)|H < ∞, then∫
X
G(·, Y(·), v)(g(·, v) − 1)ϑ(dv) ∈ L1([0, T ];H).
(2) If the family of mappings {Yn : [0, T ] → H, n ≥ 1} satisfying supn supt∈[0,T ] |Yn(t)|H < ∞, then
C˜M := sup
g∈S M
sup
n
∫ T
0
|
∫
X
G(t, Yn(t), v)(g(t, v) − 1)ϑ(dv)|Hds < ∞.
Lemma 3.3. Let h : [0, T ] × X→ R be a measurable function such that∫
XT
|h(s, v)|2ϑ(dv)ds < ∞,
and for all δ ∈ (0,∞) and E ∈ B([0, T ] × X) satisfying ϑT (E) < ∞,∫
E
exp(δ|h(s, v)|)ϑ(dv)ds < ∞.
Then, we have
(1) Fix M ∈ N. Let gn, g ∈ S M be such that gn → g as n→ ∞. Then
lim
n→∞
∫
XT
h(s, v)(gn(s, v) − 1)ϑ(dv)ds =
∫
XT
h(s, v)(g(s, v) − 1)ϑ(dv)ds.
(2) Fix M ∈ N. Given ε > 0, there exists a compact set Kε ⊂ X, such that
sup
g∈S M
∫ T
0
∫
Kcε
|g(s, v) − 1|ϑ(dv)ds ≤ ε.
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(3) For every compact set K ⊂ X,
lim
M→∞
sup
g∈S M
∫ T
0
∫
K
|h(s, v)|I{h≥M}g(s, v)ϑ(dv)ds = 0.
In this paper, we consider the following nematic liquid crystals driven by small multiplicative Lévy
noise: 
duε(t) + [A1u
ε(t) + B(uε(t)) + M(θε(t))]dt = ε
∫
X
G(t, uε(t), v)N˜ε
−1
(dtdv),
dθε(t) + [A2θ
ε(t) + B˜(uε(t), θε(t)) + f (θε(t))]dt = 0.
(3.33)
By Theorem 2.1, under Hypothesis H0, there exists a unique strong solution of (2.12) inD([0, T ];H) ×
C([0, T ];H1). Therefore, there exists a Borel-measurable mapping:
Gε : M¯→ D([0, T ];H) ×C([0, T ];H1)
such that (uε(·), θε(·)) = Gε(εNε−1).
For g ∈ S , consider the following skeleton equations
dug(t) + [A1u
g(t) + B(ug(t)) + M(θg(t))]dt =
∫
X
G(t, ug(t), v)(g(t, v) − 1)ϑ(dv)dt,
dθg(t) + [A2θ
g(t) + B˜(ug(t), θg(t)) + f (θg(t))]dt = 0.
(3.34)
The solution (ug, θg) defines a mapping G0 : M¯ → D([0, T ];H) × C([0, T ];H1) such that (ug(·), θg(·)) =
G0(ϑg
T
).
In this paper, our main result is
Theorem 3.2. Let (u0, θ0) ∈ H×H1. Under Hypothesis H0 and Hypothesis H1, (uε, θε) satisfies a large
deviation principle on D([0, T ];H) × C([0, T ];H1) with the good rate function I defined by (3.29) with
respect to the uniform convergence.
Proof. According to Theorem 2.1, we need to prove (i) and (ii) in Condition A. The verification of (i)
will be established by Proposition 5.1, (ii) will be proved by Theorem 5.2. 
4 The skeleton equation
In this section, we will show that the skeleton equation (3.34) admits a unique solution for every g ∈ S .
Let K be a Banach space with norm ‖ · ‖K . Given p > 1, α ∈ (0, 1), as in [10], let Wα,p([0, T ];K) be
the Sobolev space of all u ∈ Lp([0, T ];K) such that
∫ T
0
∫ T
0
‖u(t) − u(s)‖p
K
|t − s|1+αp dtds < ∞,
endowed with the norm
‖u‖p
Wα,p([0,T ];K)
=
∫ T
0
‖u(t)‖p
K
dt +
∫ T
0
∫ T
0
‖u(t) − u(s)‖p
K
|t − s|1+αp dtds.
The following results can be found in [10].
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Lemma 4.1. Let B0 ⊂ B ⊂ B1 be Banach spaces, B0 and B1 reflexive, with compact embedding B0 ⊂ B.
Let p ∈ (1,∞) and α ∈ (0, 1) be given. Let X be the space
X = Lp([0, T ]; B0) ∩Wα,p([0, T ]; B1),
endowed with the natural norm. Then the embedding of X in Lp([0, T ]; B) is compact.
Lemma 4.2. For V and H are two Hilbert spaces (V ′ is the dual space of V) with V ⊂⊂ H = H′ ⊂ V ′,
where V ⊂⊂ H denotes V is compactly embedded in H. If u ∈ L2([0, T ];V), du
dt
∈ L2([0, T ];V ′), then
u ∈ C([0, T ];H).
For the skeleton equation (3.34), we have
Theorem 4.1. Given (u0, θ0) ∈ H × H1 and g ∈ S . Assume Hypothesis H0 and Hypothesis H1 hold,
then there exists a unique solution (ug, θg) such that
ug ∈ C([0, T ];H) ∩ L2([0, T ];V), θg ∈ C([0, T ];H1) ∩ L2([0, T ];H2),
and
ug(t) = u0 −
∫ t
0
A1u
g(s)ds −
∫ t
0
B(ug(s))ds −
∫ t
0
M(θg(s))ds
+
∫ t
0
∫
X
G(s, ug(s), v)(g(s, v) − 1)ϑ(dv)ds, (4.35)
θg(t) = θ0 −
∫ t
0
A2θ
g(s)ds −
∫ t
0
B˜(ug(s), θg(s))ds −
∫ t
0
f (θg(s))ds. (4.36)
Moreover, for any M ∈ N, there exists C(p,M) > 0 such that
sup
g∈S M
 sup
s∈[0,T ]
|θg(s)|p
L2
+
∫ T
0
|θg(s)|p−2
L2
(‖θg(s)‖2 + |θg(s)|2N+2
L2N+2
)ds
 ≤ C(p,M), (4.37)
and
sup
g∈S M
 sup
s∈[0,T ]
(Ψ(θg(s)) + |ug(s)|2)p +
( ∫ T
0
(‖ug(s)‖2 + |∆θg(s) − f (θg(s))|2)ds
)p ≤ C(p,M), (4.38)
where Ψ(θg(s)) := 1
2
‖θg(s))‖2 + 1
2
∫
O
G(|θg(s)|2)dx.
Proof. (Existence) We apply the Faedo-Galerkin approximation method to deduce the existence of so-
lution of (2.12). Let Φn : R → [0, 1] be a smooth function such that Φn(t) = 1, if |t| ≤ n, Φn(t) = 0, if
|t| > n + 1. Define χ1n : H → H as χ1n(u) = Φn(|u|H)u, and χ2n : L2 → L2 as χ2n(θ) = Φn(|θ|L2 )θ. Define the
following finite dimensional spaces for any n ∈ N,
Hn := Span{̺1, · · ·, ̺n}, Ln := Span{ς1, · · ·, ςn}.
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Denote by Pn the projection from H onto Hn, and P˜n the projection from L
2 onto Ln. Let
Bn(u) := χ
1
n(u)B(u), u ∈ Hn,
Mn(θ) := χ
2
n(θ)M(θ), θ ∈ Ln,
B˜n(θ) := χ
1
n(u)B˜(u, θ), u ∈ Hn, θ ∈ Ln.
Based on the above mappings, consider the following Faedo-Galerkin approximations: (un(t), θn(t)) ∈
Hn × Ln, which is the solution of
dun(t) + A1un(t)dt + PnBn(un(t))dt + PnMn(θn(t))dt = Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv)dt,(4.39)
dθn(t) + A2θn(t)dt + P˜nB˜n(un(t), θn(t))dt + P˜n fn(θn(t))dt = 0, (4.40)
with the initial condition (un(0), θn(0)) = (Pnu0, P˜nθ0).
Since Bn,Mn, B˜n are all globally Lipschitz continuous, the existence of solutions to (4.39)-(4.40) can
be obtained using similar method as [2].
Now, for the solution (un(t), θn(t)) of (4.39)-(4.40), we aim to show that, for any p ≥ 1,
sup
n
 sup
s∈[0,T ]
|θn(s)|pL2 +
∫ T
0
|θn(s)|p−2L2 (‖θn(s)‖
2
+ |θn(s)|2N+2L2N+2)ds
 ≤ C(p,M), (4.41)
and
sup
n
 sup
s∈[0,T ]
(Ψ(θn(s)) + |un(s)|2)p +
( ∫ T
0
(‖un(s)‖2 + |∆θn(s) − f (θn(s))|2)ds
)p ≤ C(p,M), (4.42)
where Ψ(θn(s)) :=
1
2
‖θn(s))‖2 + 12
∫
O
F(|θn(s)|2)dx and F is defined by (2.16).
Firstly, we prove (4.41). For p ≥ 2, let ψ(·) be the mapping defined by
ψ(θ(t)) :=
1
p
|θ(t)|p, θ ∈ L2. (4.43)
The first Fréchet derivative is
ψ′(θ)[h] = |θ(t)|p−2〈θ, h〉. (4.44)
Based on (4.40), (4.43) and (4.44), we deduce that
dψ(θn(t)) = −|θn(t)|p−2〈A2θn(t) + B˜n(un(t), θn(t)) + fn(θn(t)), θn(t)〉dt.
Due to (4.43) and Lemma 2.2, we arrive at
|θn(t)|p +
∫ t
0
|θn(s)|p−2‖θn(s)‖2ds +
∫ t
0
|θn(s)|p−2〈 fn(θn(s)), θn(s)〉ds ≤ |θ0|p. (4.45)
Referring to equations (5.12) and (5.13) in [5], it gives that
〈 f (θ), θ〉 ≥
∫
O
|θ(x)|2N+2dx −C
∫
O
|θ(x)|2dx. (4.46)
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Putting (4.46) into (4.45), we deduce that
|θn(t)|p +
∫ t
0
|θn(s)|p−2‖θn(s)‖2ds +
∫ t
0
|θn(s)|p−2(|θn(s)|2N+2L2N+2 −C|θn(s)|2)ds ≤ |θ0|p,
which implies that
|θn(t)|p +
∫ t
0
|θn(s)|p−2‖θn(s)‖2ds +
∫ t
0
|θn(s)|p−2 |θn(s)|2N+2L2N+2ds ≤ |θ0|p +C
∫ t
0
|θn(s)|pds. (4.47)
Applying Gronwall’s inequality, we reach
sup
t∈[0,T ]
|θn(t)|p ≤ |θ0|peCT . (4.48)
Combining (4.47) and (4.48), we conclude that
∫ T
0
|θn(s)|p−2‖θn(s)‖2ds +
∫ T
0
|θn(s)|p−2|θn(s)|2N+2L2N+2ds
≤ |θ0|p +C
∫ T
0
|θn(s)|pds
≤ |θ0|p(1 +CTeCT ).
Thus, we complete the result (4.41).
For (4.42), we firstly define a stopping time
τRn := inf{t ≥ 0 : |un(t)| ≥ R or |θn(t)|L2 ≥ R or ‖θn(t)‖H1 ≥ R} ∧ T. (4.49)
From (4.41), we deduce that τRn ↑ T, P − a.s., as R ↑ ∞.
For any t ∈ [0, τRn ], define a mapping φ(·) as
φ(u(t)) =
1
2
|u(t)|2, u ∈ H.
Then, we have
dφ(un(t)) = −〈A1un(t) + Bn(un(t)) + Mn(θn(t)), un(t)〉dt
+〈Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), un(t)〉dt.
Using Lemma 2.1, we obtain
dφ(un(t)) + ‖un(t)‖2dt = −〈Mn(θn(t)), un(t)〉dt + 〈Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), un(t)〉dt.
Let Ψ(·) be the mapping defined by
Ψ(θ) =
1
2
‖θ‖2 + 1
2
∫
O
F(|θ|2)dx.
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Using (2.16), the first Fréchet derivative is
Ψ
′(θ)[g] = 〈∇θ,∇g〉 + 〈 f (θ), g〉 = 〈−∆θ + f (θ), g〉.
Then, we have
dΨ(θn(t)) = Ψ
′(θn)[dθn(t)] = 〈−∆θn + fn(θn), dθn(t)〉
= 〈−∆θn + fn(θn),−A2θn(t) − fnθn(t) − B˜n(un(t), θn(t))〉dt
= −|∆θn − fn(θn)|2dt − 〈B˜n(un(t), θn(t)),−∆θn + fn(θn)〉dt.
Referring to (5.28)-(5.29) in [5], it gives
〈B˜n(un(t), θn(t)),−∆θn + fn(θn)〉 = −〈Mn(θn), un〉. (4.50)
This implies
dΨ(θn(t)) + |∆θn − fn(θn)|2dt = 〈Mn(θn), un〉dt. (4.51)
Adding (4.50) and (4.51), we get
d[Ψ(θn(t)) + φ(un(t))] + (‖un(t)‖2 + |∆θn − fn(θn)|2)dt
= 〈Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), un(t)〉dt. (4.52)
Since
〈Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), un(t)〉
≤
∫
X
|G(t, un(t), v)||g(t, v) − 1||un(t)|ϑ(dv)
≤
∫
X
|G(t, un(t), v)|
1 + |un(t)|
|g(t, v) − 1|(1 + |un(s)|)|un(t)|ϑ(dv)
≤
∫
X
|G(t, v)|0,H|g(t, v) − 1|(1 + 2|un(t)|2)ϑ(dv)
≤
∫
X
|G(t, v)|0,H|g(t, v) − 1|ϑ(dv) + 2
∫
X
|G(t, v)|0,H|g(t, v) − 1||un(t)|2ϑ(dv),
we conclude that
[Ψ(θn(t)) + |un(t)|2] +
∫ t
0
(‖un(s)‖2 + |∆θn − fn(θn)|2)ds
≤ Ψ(θ0) + |u0|2 +
∫ t
0
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds
+2
∫ t
0
|un(s)|2
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds. (4.53)
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Applying Gronwall inequality to (4.53), we have
sup
t∈[0,τRn ]
[Ψ(θn(t)) + |un(t)|2] +
∫ τRn
0
(‖un(s)‖2 + |∆θn − fn(θn)|2)ds
≤
[
Ψ(θ0) + |u0|2 +
∫ τRn
0
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds
]
× exp
{
2
∫ τRn
0
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds
}
≤
[
Ψ(θ0) + |u0|2 +
∫ T
0
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds
]
× exp
{
2
∫ T
0
∫
X
|G(s, v)|0,H|g(s, v) − 1|ϑ(dv)ds
}
. (4.54)
Utilizing (3.30), we deduce that
sup
t∈[0,τRn ]
[Ψ(θn(t)) + |un(t)|2] +
∫ τRn
0
(‖un(s)‖2 + |∆θn − fn(θn)|2)ds
≤ [Ψ(θ0) + |u0|2 +CM0,1]TeC
M
0,1
T
. (4.55)
As the constant in the right hand side of (4.55) is independent of R and n, passing to the limit as R→ ∞,
we obtain
sup
s∈[0,T ]
[Ψ(θn(t)) + |un(t)|2] +
∫ T
0
(‖un(s)‖2 + |∆θn − fn(θn)|2)ds ≤ C(p, T ). (4.56)
Moreover, with the help of (4.56), we can obtain an estimate for ∆θn and ‖θn(t)‖2H1 using similar
method as Proposition 5.6 in [5]. Concretely, for any p ≥ 1, there exists a positive constant C independent
of n such that
|
∫ T
0
|∆θn(s)|2ds|p ≤ C(p), sup
t∈[0,T ]
‖θn(t)‖2pH1 ≤ C(p). (4.57)
In the following, we want to prove that for α ∈ (0, 1
2
), there exists C(α), L(α) > 0 such that
sup
n≥1
‖un‖2Wα,2([0,T ];V′) ≤ C(α). (4.58)
sup
n≥1
‖θn‖2Wα,2([0,T ];(H2)′) ≤ L(α). (4.59)
Firstly, un(t) can be written as
un(t) = Pnu0 −
∫ t
0
A1un(s)ds −
∫ t
0
Bn(un(s))ds −
∫ t
0
Mn(θn(s))ds
+
∫ t
0
∫
X
G(s, un(s), v)(g(s, v) − 1)ϑ(dv)ds
:= I1n + I
2
n(t) + I
3
n (t) + I
4
n (t) + I
5
n (t).
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Clearly, |I1n |2 ≤ C1. Since ‖A1un‖V′ ≤ ‖un‖, for t > s, we have
‖I2n (t) − I2n (s)‖2V′ = ‖
∫ t
s
A1un(r)dr‖2V′
≤ C(t − s)
∫ t
s
‖A1un(r)‖2V′dr
≤ C(t − s)
∫ t
s
‖un(r)‖2dr.
Hence, by (4.42), we have for α ∈ (0, 1
2
),
‖I2n‖2Wα,2([0,T ];V′)
≤
∫ T
0
‖I2n(t)‖2V′dt +
∫ T
0
∫ T
0
‖I2n (t) − I2n (s)‖2V′
|t − s|1+2α dsdt
≤ C2(α).
Moreover, using (2.10), for t > s, we get
‖I3n (t) − I3n(s)‖2V′ = ‖
∫ t
s
Bn(un(r))dr‖2V′
≤ C(t − s)
∫ t
s
‖Bn(un(r))‖2V′dr
≤ C(t − s)
∫ t
s
|un(r)|4dr
≤ C(t − s) sup
t∈[0,T ]
|un(t)|2
∫ t
s
‖un(r)‖2dr,
thus, by (4.42), for α ∈ (0, 1
2
), we have
‖I3n‖2Wα,2([0,T ];V′) ≤ C3(α).
Utilizing (2.11), for t > s, we deduce that
‖I4n (t) − I4n (s)‖2V′ = ‖
∫ t
s
Mn(θn(r))dr‖2V′
≤
(∫ t
s
‖Mn(θn(r))‖V′dr
)2
≤
(∫ t
s
‖θn(r)‖|∆θn(r)|dr
)2
≤ C(t − s) sup
t∈[0,T ]
‖θn(r)‖2
∫ t
s
|∆θn(r)|2dr,
hence, by (4.42) and (4.57), for α ∈ (0, 1
2
), we have
‖I4n‖2Wα,2([0,T ];V′) ≤ C4(α).
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For I5n , we have
|I5n (t) − I5n(s)|2H =
∣∣∣∣
∫ t
s
Pn
∫
X
G(r, un(r), v)(g(r, v) − 1)ϑ(dv)dr
∣∣∣∣2
H
≤
(∫ t
s
∫
X
|G(r, un(r), v)||g(r, v) − 1|ϑ(dv)dr
)2
≤
(∫ t
s
∫
X
|G(r, v)|0,H|g(r, v) − 1|(1 + |un(r)|)ϑ(dv)dr
)2
≤ (1 + sup
t∈[0,T ]
|un(r)|2)
(∫ t
s
∫
X
|G(r, v)|0,H|g(r, v) − 1|ϑ(dv)dr
)2
≤ (1 + sup
t∈[0,T ]
|un(r)|2)
∫ T
0
∫
X
|G(r, v)|0,H|g(r, v) − 1|ϑ(dv)dr
×
∫ t
s
∫
X
|G(r, v)|0,H|g(r, v) − 1|ϑ(dv)dr,
with the help of (3.30) and (4.42), for α ∈ (0, 1
2
), we get
‖I5n‖2Wα,2([0,T ];H) ≤ C5(α).
Based on the above estimates, we complete the proof of (4.58). The proof of (4.59) is similar to (4.58).
θn(t) can be written as
θn(t) = Pnθ0 −
∫ t
0
A2θn(s)ds −
∫ t
0
B˜n(un(s), θn(s))ds −
∫ t
0
fn(θn(s))ds
:= J1n + J
2
n(t) + J
3
n(t) + J
4
n(t).
It’s easy to know ‖J1n‖H1 ≤ L1. For t > s, we have
‖J2n(t) − J2n(s)‖2(H2)′ = ‖
∫ t
s
A2θn(r)dr‖2(H2 )′
≤ C
∫ t
s
‖A2θn(r)‖2(H2)′dr
≤ C
∫ t
s
|θn(r)|2dr
≤ C(t − s) sup
t∈[0,T ]
|θn(t)|2,
thus, by (4.41), for α ∈ (0, 1
2
), we have
‖J2n‖2Wα,2([0,T ];(H2)′) ≤ L2(α).
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Using Lemma 2.2, for t > s, we get
‖J3n(t) − J3n(s)‖2(H2)′ = ‖
∫ t
s
B˜n(un(r), θn(r))dr‖2(H2 )′
≤ C
(∫ t
s
|B˜n(un(r), θn(r))|dr
)2
≤ C
(∫ t
s
|un(r)|
1
2 ‖un(r)‖
1
2 ‖θn(r)‖
1
2 |∆θn(r)|
1
2 dr
)2
≤ C(t − s) sup
t∈[0,T ]
|un(t)|2
(∫ t
s
‖un(r)‖2dr
)
+C(t − s) sup
t∈[0,T ]
‖θn(t)‖2
(∫ t
s
|∆θn(r)|2dr
)
,
hence, using (4.41)-(4.42) and (4.57), for α ∈ (0, 1
2
), it gives that
‖J3n‖2Wα,2([0,T ];(H2)′) ≤ L3(α).
Utilizing (2.20), for t > s, we deduce that
‖J4n(t) − J4n(s)‖2(H2)′ = ‖
∫ t
s
fn(θn(r))dr‖2(H2 )′
≤ C(
∫ t
s
| fn(θn(r))|dr)2
≤ C(t − s)(
∫ t
s
| fn(θn(r))|2dr)
≤ C(t − s)[
∫ t
s
(1 + |θn(r)|4N+2L4N+2 )dr]
≤ C(t − s)[
∫ t
s
(1 + ‖θn(r)‖4N+2H1 )dr]
≤ C(t − s)2 +C(t − s)
∫ t
s
‖θn(r)‖4N+2H1 dr
≤ C(t − s)2 +C(t − s)2 sup
t∈[0,T ]
‖θn(t)‖4N+2H1 ,
where for any N ∈ N+, H1(O) ֒→ L4N+2(O) is used. By (4.57), for α ∈ (0, 1
2
), we deduce that
‖J4n‖2Wα,2([0,T ];(H2)′) ≤ L4(α).
Therefore, collecting all the above estimates, it gives (4.59).
Based on (4.58)-(4.59), applying Lemma 4.1, we conclude that un is compact in L
2([0, T ];H) ∩
C([0, T ];V′) and θn is compact in L2([0, T ];H1) ∩ C([0, T ]; (H2)′). Moreover, using (4.41)-(4.42), we
deduce that there exists (uˆ, θˆ) and a subsequence still denoted by (un, θn) such that
1. uˆ ∈ L2([0, T ];H) ∩C([0, T ]; (V)′) ∩ L∞([0, T ];H) ∩ L2([0, T ];V),
2. θˆ ∈ L2([0, T ];H1) ∩ C([0, T ]; (H2)′) ∩ L∞([0, T ];H1) ∩ L2([0, T ];H2),
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3. un → uˆ weakly star in L∞([0, T ];H), un → uˆ strongly in L2([0, T ];H),
4. un → uˆ weakly in L2([0, T ];V), un → uˆ strongly in C([0, T ]; (V)′).
5. θn → θˆ weakly star in L∞([0, T ];H1), θn → θˆ strongly in L2([0, T ];H1),
6. θn → θˆ weakly in L2([0, T ];H2), θn → θˆ strongly in C([0, T ]; (H2)′).
Next, we need to show (uˆ, θˆ) is the unique solution of (4.35)-(4.36). We will use the same method as
[19].
Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Recall {̺ j} j≥1 is an
orthonormal eigenfunction ofH, which can be viewed as an orthonormal eigenfunction ofV. Multiplying
(4.39) by ψ(t)̺ j and using integration by parts, we obtain
−
∫ T
0
〈un(t), ψ′(t)̺ j〉dt +
∫ T
0
〈un(t), ψ(t)A1̺ j〉dt
= 〈Pnu0, ψ(0)̺ j〉 −
∫ T
0
〈PnBn(un(t)), ψ(t)̺ j〉dt −
∫ T
0
〈PnMn(θn(t)), ψ(t)̺ j〉dt
+
∫ T
0
〈Pn
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt.
For every n > supm∈N+ supt∈[0,T ] |um(t)|2H ∨ supm∈N+ supt∈[0,T ] |θm(t)|2L2 ∨ j, we have
−
∫ T
0
〈un(t), ψ′(t)̺ j〉dt +
∫ T
0
〈un(t), ψ(t)A1̺ j〉dt
= 〈u0, ψ(0)̺ j〉 −
∫ T
0
〈B(un(t)), ψ(t)̺ j〉dt −
∫ T
0
〈M(θn(t)), ψ(t)̺ j〉dt
+
∫ T
0
〈
∫
X
G(t, un(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt.
Denote the above equality by symbols
J1(T ) + J2(T ) = J3 + J4(T ) + J5(T ) + J6(T ).
Since un → uˆ strongly in C([0, T ];V′), we have
J1(T ) → −
∫ T
0
〈uˆ(t), ψ′(t)̺ j〉dt.
With the aid of Cauchy-Schwarz inequality and un → uˆ strongly in L2([0, T ];H), we get
J2(T ) →
∫ T
0
〈uˆ(t), ψ(t)A1̺ j〉dt.
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By the triangle inequality and (2.10), we have
∣∣∣∣
∫ T
0
〈B(un(t)), ψ(t)̺ j〉dt −
∫ T
0
〈B(uˆ(t)), ψ(t)̺ j〉dt
∣∣∣∣
≤
∫ T
0
|〈B(un(t) − uˆ(t), un(t)), ψ(t)̺ j〉|dt +
∫ T
0
|〈B(uˆ(t), un(t) − uˆ(t)), ψ(t)̺ j〉|dt
≤ 2
∫ T
0
|un(t) − uˆ(t)|(|un(t)| + |u(t)|)‖ψ(t)̺ j‖Vdt
≤ 2(
∫ T
0
|un(t) − uˆ(t)|2dt)
1
2 sup
t∈[0,T ]
(|un(t)| + |u(t)|)|ψ(t)|,
hence,
J4(T ) →
∫ T
0
〈B(uˆ(t)), ψ(t)̺ j〉dt.
Using (2.11), we get
|
∫ T
0
〈M(θn(t)), ψ(t)̺ j〉dt −
∫ T
0
〈M(θˆ(t)), ψ(t)̺ j〉dt|
≤
∫ T
0
|〈M(θn(t) − θˆ(t), θn(t)), ψ(t)̺ j〉|dt +
∫ T
0
|〈M(θˆ(t), θn(t) − θˆ(t)), ψ(t)̺ j〉|dt
≤
∫ T
0
(‖θn(t) − θˆ(t)‖
1
2 |∆(θn(t) − θˆ(t))|
1
2 ‖θn(t)‖
1
2 |∆θn(t)|
1
2 )‖ψ(t)̺ j‖Vdt
+
∫ T
0
(‖θn(t) − θˆ(t)‖
1
2 |∆(θn(t) − θˆ(t))|
1
2 ‖θˆ(t)‖ 12 |∆θˆ(t)| 12 )‖ψ(t)̺ j‖Vdt
≤ sup
t∈[0,T ]
|ψ(t)|(
∫ T
0
‖θn − θˆ‖2ds)
1
4 [(
∫ T
0
|∆θn|2ds)
1
4 + (
∫ T
0
|∆θˆ|2ds) 14 ][T 12 sup
t∈[0,T ]
‖θn‖
1
2 (
∫ T
0
|∆θn|2ds)
1
4 ]
+ sup
t∈[0,T ]
|ψ(t)|(
∫ T
0
‖θn − θˆ‖2ds)
1
4 [(
∫ T
0
|∆θn|2ds)
1
4 + (
∫ T
0
|∆θˆ|2ds) 14 ][T 12 sup
t∈[0,T ]
‖θˆ‖ 12 (
∫ T
0
|∆θˆ|2ds) 14 ].
With the help of (4.42) and θn → θˆ strongly in L2([0, T ];H1), we conclude that
J5(T ) →
∫ T
0
〈M(θˆ(t)), ψ(t)̺ j〉dt.
The proof of J6(T ) →
∫ T
0
〈
∫
X
G(t, uˆ(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt is the same as (4.25) in [19], we
omit it. Based on the above steps, we conclude that for any j ≥ 1,
−
∫ T
0
〈uˆ(t), ψ′(t)̺ j〉dt +
∫ T
0
〈uˆ(t), ψ(t)A1̺ j〉dt
= 〈u0, ψ(0)̺ j〉 −
∫ T
0
〈B(uˆ(t)), ψ(t)̺ j〉dt −
∫ T
0
〈M(θˆ(t)), ψ(t)̺ j〉dt
+
∫ T
0
〈
∫
X
G(t, uˆ(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt. (4.60)
Actually, (4.60) holds for any ζ, which is a finite linear combination of ̺ j. That is
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−
∫ T
0
〈uˆ(t), ψ′(t)ζ〉dt +
∫ T
0
〈uˆ(t), ψ(t)A1ζ〉dt
= 〈u0, ψ(0)ζ〉 −
∫ T
0
〈B(uˆ(t)), ψ(t)ζ〉dt −
∫ T
0
〈M(θˆ(t)), ψ(t)ζ〉dt
+
∫ T
0
〈
∫
X
G(t, uˆ(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)ζ〉dt. (4.61)
Since V is dense in H, we get
duˆ(t) + A1uˆ(t)dt + B(uˆ(t))dt + M(θˆ(t))dt =
∫
X
G(t, uˆ(t), v)(g(t, v) − 1)ϑ(dv)dt (4.62)
holds as an equality in distribution in L2([0, T ];H′).
Finally, it remains to prove uˆ(0) = u0. Multiplying (4.62) with the same ψ(t) as above and integrating
with respect to t. By integration by parts, we have
−
∫ T
0
〈uˆ(t), ψ′(t)ζ〉dt +
∫ T
0
〈uˆ(t), ψ(t)A1ζ〉dt
= 〈uˆ0, ψ(0)ζ〉 −
∫ T
0
〈B(uˆ(t)), ψ(t)ζ〉dt −
∫ T
0
〈M(θˆ(t)), ψ(t)ζ〉dt
+
∫ T
0
〈
∫
X
G(t, uˆ(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)ζ〉dt. (4.63)
By comparison with (4.61), it gives 〈u0 − uˆ0, ψ(0)ζ〉 = 0,∀ζ ∈ V. Choosing ψ such that ψ(0) , 0, then
(uˆ(0) − u0, ζ) = 0, ∀ζ ∈ V.
Since V is dense in H, we have uˆ(0) = u0.
Using the same method as above, we can obtain the following equality holds
−
∫ T
0
〈θˆ(t), ψ′(t)ς j〉dt +
∫ T
0
〈θˆ(t), ψ(t)A2ς j〉dt
= 〈θˆ0, ψ(0)ς j〉 −
∫ T
0
〈B˜(uˆ(t), θˆ(t)), ψ(t)ς j〉dt −
∫ T
0
〈 fn(θˆ(t)), ψ(t)ς j〉dt.
Therefore, (uˆ, θˆ) satisfies (4.35)-(4.36).
(Continuity) According to Lemma 4.2, we need to show
duˆ
dt
∈ L2([0, T ];V′), dθˆ
dt
∈ L2([0, T ]; (H2)′).
The proof is similar to the proof process of (4.58)-(4.59), we omit it. Thus, we obtain
uˆ ∈ C([0, T ];H), θˆ ∈ C([0, T ];H1).
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(Uniqueness) Assume (u1, θ1), (u2, θ2) are two solutions of (4.35)-(4.36). Let u = u1−u2, θ = θ1−θ2,
then (u0, θ0) = (0, 0). From (4.35)-(4.36), we have
du(t) + A1u(t)dt + (B(u(t), u1(t)) + B(u2(t), u(t)))dt = −(M(θ(t), θ1(t)) + M(θ2(t), θ(t)))dt
+
∫
X
(G(t, u1(t), v) −G(t, u2(t), v))(g(t, v) − 1)ϑ(dv)dt,
dθ(t) + A2θ(t)dt + (B˜(u(t), θ1(t)) + B˜(u2(t), θ(t)))dt = −( f (θ1(t)) − f (θ2(t)))dt.
Define
Υ(t) := exp
{
−2
∫ t
0
(ξ1(s) + ξ2(s) + ξ3(s))ds
}
, ∀t > 0,
where
ξ1(s) = c(κ3)|u1|2‖u1‖2 +C(κ9)‖θ1‖2 +C(κ10, κ11)‖θ1‖2|∆θ1|2,
ξ2(s) = c(κ1) + c(κ2)β(θ1, θ2),
ξ3(s) = c(κ4, κ5)‖θ2‖2|∆θ2|2 + c(κ6, κ8)‖θ1‖2|∆θ1|2 + c(κ7)|u2|2‖u2‖2 + c(κ2)β(θ1, θ2),
with
β(θ1, θ2) = C(1 + |θ1|2NL4N+2 + |θ2|2NL4N+2)2.
Using Lemma 2.2, we get
d[Υ(t)|θ(t)|2] = −2Υ(t)[‖θ(t)‖2 + 〈B˜(u(t), θ1(t)) + f (θ1(t)) − f (θ2(t)), θ(t)〉]dt + Υ′(t)|θ(t)|2dt, (4.64)
and
d[Υ(t)‖θ(t)‖2] = 2Υ(t)[−|∆θ(t)|2 + 〈B˜(u(t), θ1(t)) + B˜(u2(t), θ(t)) + f (θ1(t)) − f (θ2(t)),∆θ(t)〉]dt
+Υ
′(t)‖θ(t)‖2dt. (4.65)
By Lemma 2.1, we obtain
d[Υ(t)|u(t)|2]
= −2Υ(t)[‖u(t)‖2 + 〈B(u(t), u1(t)) + M(θ(t), θ1(t)) + M(θ2(t), θ(t)), u(t)〉]dt
+2Υ(t)〈
∫
X
(G(t, u1(t), v) −G(t, u2(t), v))(g(t, v) − 1)ϑ(dv), u(t)〉dt + Υ′(t)|u(t)|2dt. (4.66)
Referring to (9.13) in [5], it gives
|〈B(u, u1), u〉| ≤ k3‖u‖2 +C(κ3)|u1 |2‖u1‖2|u|2,
|〈M(θ2, θ), u〉| ≤ κ4‖u‖2 + κ5|∆θ|2 +C(κ4, κ5)‖θ2‖2|∆θ2|2‖θ‖2,
|〈M(θ, θ1), u〉| ≤ κ8‖u‖2 + κ6|∆θ|2 +C(κ6, κ8)‖θ1‖2|∆θ1|2‖θ‖2,
|〈B˜(u2, θ),∆θ〉| ≤ κ7|∆θ|2 +C(κ7)|u2 |2‖u2‖2‖θ‖2,
|〈B˜(u, θ1), θ〉| ≤ κ9|∆θ|2 +C(κ9)|u|2‖θ1‖2,
|〈B˜(u, θ1),∆θ〉| ≤ κ10|∆θ|2 + κ11‖u‖2 +C(κ10, κ11)|u|2‖θ1‖2|∆θ1|2.
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Adding up (4.64),(4.65) and (4.66), then using the above estimates and (2.17)-(2.18), we get
d[Υ(t)(|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2)] + 2Υ(t)[‖u(t)‖2 + ‖θ(t)‖2 + |∆θ(t)|2]dt
≤ 2Υ(t)[ξ1(t)|u(t)|2 + ξ2(t)|θ(t)|2 + ξ3(t)‖θ(t)‖2]dt
+2Υ(t)[L1‖u(t)‖2 + L2‖θ(t)‖2 + L3|∆θ(t)|2]dt
+2Υ(t)|u(t)|2
∫
X
|G(t, v)|1,H|g(t, v) − 1|ϑ(dv)dt
+Υ
′(t)[|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2]dt,
where
L1 = κ3 + κ4 + κ8 + κ11, L2 = κ1, L3 = κ2 + κ5 + κ6 + κ7 + κ9 + κ10.
Choosing κ3 = κ4 = κ8 = κ11 =
1
8
, κ1 =
1
2
and κ2 = κ5 = κ6 = κ7 = κ9 = κ10 =
1
12
, we have
d[Υ(t)(|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2)] + Υ(t)[‖u(t)‖2 + ‖θ(t)‖2 + |∆θ(t)|2]dt
≤ 2Υ(t)[ξ1(t)|u(t)|2 + ξ2(t)|θ(t)|2 + ξ3(t)‖θ(t)‖2]dt
+2Υ(t)|u(t)|2
∫
X
|G(t, v)|1,H|g(t, v) − 1|ϑ(dv)dt
+Υ
′(t)[|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2]dt.
By the choice of Υ(t), we deduce that
2Υ(t)[ξ1(t)|u(t)|2 + ξ2(t)|θ(t)|2 + ξ3(t)‖θ(t)‖2] + Υ′(t)[|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2] ≤ 0.
Hence, we conclude that
d[Υ(t)(|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2)] + Υ(t)[‖u(t)‖2 + ‖θ(t)‖2 + |∆θ(t)|2]dt
≤ 2[Υ(t)(|u(t)|2 + |θ(t)|2 + ‖θ(t)‖2)]
∫
X
|G(t, v)|1,H|g(t, v) − 1|ϑ(dv)dt.
Applying Gronwall inequality to the above inequality and using (3.30), we obtain the uniqueness. Up to
now, we complete the proof of Theorem 4.1.

5 Large deviations
This section is devoted to the proof of the main result. According to Theorem 2.1, we need to prove (i)
and (ii) in Condition A.
Firstly, we prove (i) in Condition A. For g ∈ S , from Theorem 4.1, we can define
G0(ϑg
T
) = (ug, θg).
Proposition 5.1. For any M ∈ N+, and {gn}n≥1 ⊂ S M , g ∈ S M satisfying gn → g as n→ ∞. Then
G0(ϑgn
T
) → G0(ϑg
T
) in C([0, T ];H) ×C([0, T ];H1).
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Proof. Recall that G0(ϑgn
T
) = (ugn , θgn ). For simplicity, denote (un, θn) = (u
gn , θgn ).
Using similar method as Theorem 4.1 and by Lemma 3.1, we can prove that
sup
n
 sup
s∈[0,T ]
|θn(s)|pL2 +
∫ T
0
|θn(s)|p−2L2 (‖θn(s)‖
2
+ |θn(s)|2N+2L2N+2)ds
 ≤ C(p,M), (5.67)
for any p ≥ 1,
sup
n
 sup
s∈[0,T ]
(Ψ(θn(s)) + |un(s)|2)p +
( ∫ T
0
(‖un(s)‖2 + |∆θn(s) − f (θn(s))|2)ds
)p ≤ C(p,M), (5.68)
where Ψ(θn(s)) :=
1
2
‖θn(s))‖2 + 12
∫
O
F(|θn(s)|2)dx and C(p,M) is independent of n. Moreover, for α ∈
(0, 1
2
), there exist C(α), L(α) such that
sup
n≥1
‖un‖2Wα,2([0,T ];V′) ≤ C(α), sup
n≥1
‖θn‖2Wα,2([0,T ];(H2)′) ≤ L(α).
Hence, we deduce from Lemma 4.1 that there exists an element (u, θ) and a subsequence still denoted by
(un, θn) such that
1. u ∈ L2([0, T ];H) ∩C([0, T ]; (V)′) ∩ L∞([0, T ];H) ∩ L2([0, T ];V),
2. θ ∈ L2([0, T ];H1) ∩ C([0, T ]; (H2)′) ∩ L∞([0, T ];H1) ∩ L2([0, T ];H2),
3. un → u weakly star in L∞([0, T ];H), un → u strongly in L2([0, T ];H),
4. un → u weakly in L2([0, T ];V), un → u strongly in C([0, T ]; (V)′).
5. θn → θ weakly star in L∞([0, T ];H1), θn → θ strongly in L2([0, T ];H1),
6. θn → θ weakly in L2([0, T ];H2), θn → θ strongly in C([0, T ]; (H2)′).
We will prove (u, θ) = (ug, θg).
Let ψ be a continuously differential function defined on [0, T ] with ψ(T ) = 0. Multiply-
ing un(t) by ψ(t)̺ j and using integration by parts, for every n > (supm∈N+ supt∈[0,T ] |um(t)|2H) ∨
(supm∈N+ supt∈[0,T ] |θm(t)|2L2 ) ∨ j, we obtain
−
∫ T
0
〈un(t), ψ′(t)̺ j〉dt +
∫ T
0
〈un(t), ψ(t)A1̺ j〉dt
= 〈u0, ψ(0)̺ j〉 −
∫ T
0
〈B(un(t)), ψ(t)̺ j〉dt −
∫ T
0
〈M(θn(t)), ψ(t)̺ j〉dt
+
∫ T
0
〈
∫
X
G(t, un(t), v)(gn(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt.
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Utilizing the same method as Theorem 4.1, we deduce that
−
∫ T
0
〈un(t), ψ′(t)̺ j〉dt +
∫ T
0
〈un(t), ψ(t)A1̺ j〉dt
−〈u0, ψ(0)̺ j〉 +
∫ T
0
〈B(un(t)), ψ(t)̺ j〉dt +
∫ T
0
〈M(θn(t)), ψ(t)̺ j〉dt
→ −
∫ T
0
〈u(t), ψ′(t)̺ j〉dt +
∫ T
0
〈u(t), ψ(t)A1̺ j〉dt
−〈u0, ψ(0)̺ j〉 +
∫ T
0
〈B(u(t)), ψ(t)̺ j〉dt +
∫ T
0
〈M(θ(t)), ψ(t)̺ j〉dt.
For the remain term
∫ T
0
〈
∫
X
G(t, un(t), v)(gn(t, v)− 1)ϑ(dv), ψ(t)̺ j〉dt, referring to Proposition 4.1. in [20],
it gives that
∫ T
0
〈
∫
X
G(t, un(t), v)(gn(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt
→
∫ T
0
〈
∫
X
G(t, u(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt.
Therefore, we conclude that
−
∫ T
0
〈u(t), ψ′(t)̺ j〉dt +
∫ T
0
〈u(t), ψ(t)A1̺ j〉dt
= 〈u0, ψ(0)̺ j〉 −
∫ T
0
〈B(u(t)), ψ(t)̺ j〉dt −
∫ T
0
〈M(θ(t)), ψ(t)̺ j〉dt
+
∫ T
0
〈
∫
X
G(t, u(t), v)(g(t, v) − 1)ϑ(dv), ψ(t)̺ j〉dt.
Similarly, we can obtain
−
∫ T
0
〈θ(t), ψ′(t)ς j〉dt +
∫ T
0
〈θ(t), ψ(t)A2ς j〉dt
= 〈θ0, ψ(0)ς j〉 −
∫ T
0
〈B˜(u(t), θ(t)), ψ(t)ς j〉dt −
∫ T
0
〈 f (θ(t)), ψ(t)ς j〉dt.
Thus, we get (u, θ) = (ug, θg).
Next, we prove (un, θn)→ (u, θ) in C([0, T ];H) ×C([0, T ];H1). Let wn = un − u, rn = θn − θ. Then
dwn + A1wndt + [B(wn, un) + B(u,wn)]dt
= −[M(rn, θn) + M(θ, rn)]dt +
∫
X
(
G(t, un(t), v)(gn(t, v) − 1) −G(t, u(t), v)(g(t, v) − 1)
)
ϑ(dv)dt,
and
drn + A2rndt + [B˜(wn, θn) + B˜(u, rn)]dt + ( f (θn) − f (θ))dt = 0.
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Using the same method as the ’Uniqueness’ part in Theorem 4.1 and referring to the estimation of Im
′
5
of
(4.54) in [20], we obtain
sup
t∈[0,T ]
(|wn(t)|2 + |rn(t)|2 + ‖rn(t)‖2) = 0,
which implies the desired result.

Recall Gε(εNε−1) = (uε(·), θε(·)). Let ϕε ∈ UM and ϑε = 1ϕε . The following lemma was proved by
Budhiraja et al. [7].
Lemma 5.1.
Eεt (ϑε) := exp
{ ∫
(0,t)×X×[0,ε−1]
log(ϑε(s, x))N¯(dsdxdr)
+
∫
(0,t)×X×[0,ε−1]
(−ϑε(s, x) + 1)ϑ¯T (dsdxdr)
}
,
is an {F¯t}−martingale. Then
Qεt (G) =
∫
G
Eεt (ϑε)dP¯, for G ∈ B(M¯)
defines a probability measure on M¯.
Since εNε
−1ϕε under Qε
T
has the same law as that of εNε
−1
under P¯, it follows that there exists a unique
solution to the following controlled stochastic evolution equations (u˜ε, θ˜ε):
u˜ε(t) = u0 −
∫ t
0
A1u˜
ε(s)ds −
∫ t
0
B(u˜ε(s))ds
−
∫ t
0
M(θ˜ε(s))ds +
∫ t
0
∫
X
G(s, u˜ε(s), v)(εNε
−1ϕε(dsdv) − ϑ(dv)ds)
= u0 −
∫ t
0
A1u˜
ε(s)ds −
∫ t
0
B(u˜ε(s))ds
−
∫ t
0
M(θ˜ε(s))ds +
∫ t
0
∫
X
G(s, u˜ε(s), v)(ϕε(s, v) − 1)ϑ(dv)ds)
+
∫ t
0
∫
X
εG(s, u˜ε(s), v)(Nε
−1ϕε(dsdv) − ε−1ϕε(s, v)ϑ(dv)ds), (5.69)
θ˜ε(t) = θ0 −
∫ t
0
A2θ˜
ε(s)ds −
∫ t
0
B˜(u˜ε(s), θ˜ε(s))ds −
∫ t
0
f (θ˜ε(s))ds, (5.70)
and we have
Gε(εNε−1ϕε) = (u˜ε, θ˜ε). (5.71)
Before proving (ii) in Condition A, we make a priori estimates of (u˜ε, θ˜ε).
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Lemma 5.2. There exists ε0 > 0 such that for any p ≥ 1,
sup
0<ε<ε0
[
E sup
t∈[0,T ]
|θ˜ε(t)|p
H
+ E
∫ T
0
|θ˜ε(s)|p−2
L2
(‖θ˜ε(s)‖2 + |θ˜ε(s)|2N+2
L2N+2
)ds
]
≤ C(p,M), (5.72)
and
sup
0<ε<ε0
E sup
s∈[0,T ]
(Ψ(θ˜ε(s)) + |u˜ε(s)|2)p + E
( ∫ T
0
(‖u˜ε(s)‖2 + |∆θ˜ε(s) − f (θ˜ε(s))|2)ds
)p ≤ C(p,M), (5.73)
where Ψ(θ˜ε(s)) := 1
2
‖θ˜ε(s))‖2 + 1
2
∫
O
F(|θ˜ε(s)|2)dx. Moreover, for α ∈ (0, 1
2
), there exists constants
L(α),R(α) > 0 such that
sup
0<ε<ε0
E‖u˜ε‖Wα,2([0,T ];V′) ≤ L(α), sup
0<ε<ε0
E‖θ˜ε‖Wα,2([0,T ];(H2)′) ≤ R(α). (5.74)
Proof. Combing Theorem 4.1 in our paper and Proposition 5.4-5.5 proved by Brzez´niak et al. in [5], we
can obtain the estimates of (5.72) and (5.73).
Let ϕε ∈ UM, we have
u˜ε(t) = u0 −
∫ t
0
A1u˜
ε(s)ds −
∫ t
0
B(u˜ε(s))ds
−
∫ t
0
M(θ˜ε(s))ds +
∫ t
0
∫
X
G(s, u˜ε(s), v)(ϕε(s, v) − 1)ϑ(dv)ds)
+
∫ t
0
∫
X
εG(s, u˜ε(s), v)(Nε
−1ϕε(dsdv) − ε−1ϕε(s, v)ϑ(dv)ds)
:= J1ε + J
2
ε + J
3
ε + J
4
ε + J
5
ε + J
6
ε ,
θ˜ε(t) = θ0 −
∫ t
0
A2θ˜
ε(s)ds −
∫ t
0
B˜(u˜ε(s), θ˜ε(s))ds −
∫ t
0
f (θ˜ε(s))ds
:= K1ε + K
2
ε + K
3
ε + K
4
ε .
Clearly,
sup
0<ε<ε0
E|J1ε |2H ≤ L1, sup
0<ε<ε0
E|K1ε |2H1 ≤ R1.
By the same method as in the proof of (4.58) and (4.59), we get
sup
0<ε<ε0
E‖J2ε‖2Wα,2([0,T ];V′) ≤ CT sup
0<ε<ε0
E
∫ T
0
‖u˜ε(r)‖2dr ≤ L2(α),
sup
0<ε<ε0
E‖K2ε‖2Wα,2([0,T ];(H2)′) ≤ CT sup
0<ε<ε0
E sup
t∈[0,T ]
|θ˜ε(t)|2 ≤ R2(α),
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and
sup
0<ε<ε0
E‖J3ε‖Wα,2([0,T ];V′) ≤ CT sup
0<ε<ε0
(
E sup
t∈[0,T ]
|u˜ε(t)|2
) 1
2
(
E
∫ t
s
‖u˜ε(r)‖2dr
) 1
2
≤ L3(α),
sup
0<ε<ε0
E‖K3ε‖Wα,2([0,T ];(H2)′) ≤ CT
1
2 sup
0<ε<ε0
(
E sup
t∈[0,T ]
|u˜ε(t)|2
) 1
2
(
E
∫ t
s
‖u˜ε(r)‖2dr
) 1
2
+CT
1
2 sup
0<ε<ε0
(
E sup
t∈[0,T ]
‖θ˜ε(t)‖2
) 1
2
(
E
∫ t
s
|∆θ˜ε(r)|2dr
) 1
2
≤ R3(α).
Moreover, we get
sup
0<ε<ε0
E‖J4ε‖Wα,2([0,T ];V′) ≤ CT
1
2 sup
0<ε<ε0
(
E sup
t∈[0,T ]
‖θ˜ε(t)‖2
) 1
2
(
E
∫ t
s
|∆θ˜ε(r)|2dr
) 1
2 ≤ L4(α),
sup
0<ε<ε0
E‖K4ε‖2Wα,2([0,T ];(H2)′) ≤ CT 2 +CT 2 sup
0<ε<ε0
E sup
t∈[0,T ]
‖θ˜ε(t)‖4N+2
H1
≤ R4(α),
where (5.72)-(5.73) are used.
For the remain two terms J5ε and J
6
ε , referring to Lemma 4.2 in [20], we have
sup
0<ε<ε0
E‖J5ε‖2W1,2([0,T ];H) ≤ L5, sup
0<ε<ε0
E‖J6ε‖2W1,2([0,T ];H) ≤ L6.
Based on all the above estimates, we complete the proof.

To prove (ii) inCondition A, we need to obtain the tightness of {(u˜ε, θ˜ε)}0<ε<ε0 inD([0, T ];D(A−α1 ))×
C([0, T ];H−2), for some α > 1.
Recall the following two lemmas related to the tightness of {(u˜ε, θ˜ε)}0<ε<ε0 . The proof can be found
in [13] and [3].
Lemma 5.3. Let E be a separable Hilbert space with the inner product (·, ·). For an orthonormal basis
{ξk}k∈N in E, define the function r2N : E → R+ by
r2N(x) =
∑
k≥N+1
(x, ξk)
2, N ∈ N.
Let E0 be a total and closed under addition subset of E. Then a sequence {Xε}ε∈(0,1) of stochastic process
with trajectories inD([0, T ], E) iff the following Condition B holds:
1. {Xε}ε∈(0,1) is E0−weakly tight, that is, for every h ∈ E0, {(Xε, h)}ε∈(0,1) is tight inD([0, T ];R),
2. For every η > 0,
lim
N→∞
lim
ε→0
P
(
r2N(Xε(s) > η) f or some s ∈ [0, T ]
)
= 0. (5.75)
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Consider a sequence {τε, δε} satisfying the following Condition C:
(1) For each ε, τε ia a stopping time with respect to the natural σ−fildes, and takes only finitely many
values.
(2) The constant δε ∈ [0, T ] satisfying δε → 0 as ε→ 0.
Let {Yε}ε∈(0,1) be a sequence of random elements of D([0, T ];R). For f ∈ D([0, T ];R), let J( f ) denote
the maximum of the jump | f (t) − f (t−)|. We introduce the following Condition D on {Yε}:
(I) For each sequence {τε, δε} satisfying Condition C, Yε(τε + δε)−Yε(τε) → 0 in probability, as ε→ 0.
Lemma 5.4. Assume {Yε}ε∈(0,1) satisfies Condition D, and either {Yε(0)} and J(Yε) are tight on the line
or {Yε(t)} is tight on the line for each t ∈ [0, T ], then {Yε} is tight inD([0, T ];R).
Let (u˜ε, θ˜ε) be defined by (5.71). We have
Lemma 5.5. {(u˜ε, θ˜ε)}0<ε<ε0 is tight inD([0, T ];D(A−α1 )) ×C([0, T ];H−2), for some α > 1.
Proof. With the help of (5.74) and θ˜ε ∈ C([0, T ];H1), we deduce that θ˜ε is tight in C([0, T ];H−2). Now,
we prove {u˜ε}0<ε<ε0 is tight in D([0, T ];D(A−α1 )). Note that {λαi ̺i}i∈N is a complete orthonormal system
of D(A−α
1
). Since
lim
N→∞
lim
ε→0
E sup
t∈[0,T ]
r2N(u˜
ε(s)) = lim
N→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=N+1
(u˜ε(s), λαi ̺i)
2
D(A−α
1
)
= lim
N→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=N+1
(A−α1 u˜
ε(s), ̺i)
2
H
= lim
N→∞
lim
ε→0
E sup
t∈[0,T ]
∞∑
i=N+1
(u˜ε(s), ̺i)
2
H
λ2α
i
≤ lim
N→∞
limε→0 E supt∈[0,T ] |u˜ε(t)|2H
λ2α
N+1
= 0,
which implies (5.75) holds with E = D(A−α
1
).
Choosing E0 = D(A
α
1
). We now prove {u˜ε, 0 < ε < ε0} is E0−weakly tight. Let h ∈ D(Aα1 ), and
{τε, δε} satisfies Condition C. It’s easy to see {(u˜ε(t), h)E , 0 < ε < ε0} is tight on the real line for each
t ∈ [0, T ].
We now prove that {(u˜ε(t), h)E , 0 < ε < ε0} satisfies (D). From (5.69)-(5.70), we have
u˜ε(τε + δε) − u˜ε(τε) = −
∫ τε+δε
τε
A1u˜
ε(s)ds −
∫ τε+δε
τε
B(u˜ε(s))ds
−
∫ τε+δε
τε
M(θ˜ε(s))ds +
∫ τε+δε
τε
∫
X
G(s, u˜ε(s), v)(ϕε(s, v) − 1)ϑ(dv)ds)
+
∫ τε+δε
τε
∫
X
εG(s, u˜ε(s), v)(Nε
−1ϕε(dsdv) − ε−1ϕε(s, v)ϑ(dv)ds)
:= Kε1 + K
ε
2 + K
ε
3 + K
ε
4 + K
ε
5 .
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Clearly, limε→0 E|(Kε5 , h)E |2 = 0. For Kε1 , using (5.73), we have
lim
ε→0
E|(Kε1 , h)E | ≤ ‖h‖D(A1) lim
ε→0
δεE[ sup
t∈[0,T ]
|u˜ε(t)|H] = 0.
By (2.10), we get
lim
ε→0
E|(Kε2 , h)E | ≤ ‖h‖V lim
ε→0
E
∫ τε+δε
τε
‖B(u˜ε(t))‖V′dt
≤ ‖h‖V lim
ε→0
E
∫ τε+δε
τε
|u˜ε(t)|2dt
≤ ‖h‖V lim
ε→0
δεE sup
t∈[0,T ]
|u˜ε(t)|2
= 0.
With the help of (2.11) and (5.73), we deduce that
lim
ε→0
E|(Kε3 , h)E | ≤ ‖h‖V lim
ε→0
E
∫ τε+δε
τε
‖M(θ˜ε(t))‖V′dt
≤ ‖h‖V lim
ε→0
E
∫ τε+δε
τε
‖θ˜ε(t)‖|∆θ˜ε(t)|dt
≤ ‖h‖V lim
ε→0
E[ sup
t∈[0,T ]
‖θ˜ε(t)‖
∫ τε+δε
τε
|∆θ˜ε(t)|dt]
≤ ‖h‖V lim
ε→0
δ
1
2
ε
(
E sup
t∈[0,T ]
‖θ˜ε(t)‖2
) 1
2
(
E
∫ τε+δε
τε
|∆θ˜ε(t)|2dt
) 1
2
= 0.
For Kε
4
, referring to (4.82) in [20], we get
lim
ε→0
E|(Kε4 , h)E | = 0.
Hence, we conclude the desired result.

Fix the solution (u˜ε, θ˜ε) of (5.69)-(5.70), consider the following equation:
dξ˜ε(t) = −A1ξ˜ε(t)dt + ε
∫
X
G(t, u˜ε(t−), v)(Nε−1ϕε(dtdv) − ε−1ϕε(t, v)ϑ(dv)dt), (5.76)
with ξ˜ε(0) = 0. Referring to Proposition 3.1 in [16], there exists a unique solution ξ˜ε(t), t ≥ 0 to (5.76).
Moreover,
ξ˜ε ∈ D([0, T ];H) ∩ L2([0, T ];V), (5.77)
and there exists constant C and ε˜0 < ε0 such that for any 0 < ε < ε˜0,
E sup
t∈[0,T ]
|ξ˜ε|2H + E
∫ T
0
‖ξ˜ε‖2Vdt ≤
√
εC. (5.78)
Now, we are ready to prove (ii) in Condition A. Recall Gε(εNε−1ϕε) = (u˜ε, θ˜ε) is defined by (5.71).
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Theorem 5.2. Fix M ∈ N, and let {ϕε, ε < ε0} ⊂ UM, ϕ ∈ UM be such that ϕε converges in distribution
to ϕ as ε→ 0. Then
Gε(εNε−1ϕε) converges in distribution to G0(ϑϕ
T
),
inD([0, T ];H) ×C([0, T ];H1).
Proof. Note that Gε(εNε−1ϕε) = (u˜ε, θ˜ε). From Lemma 5.2 and Lemma 5.5, we know that
1. u˜ε is tight inD([0, T ];D(A−α
1
)) ∩ L2([0, T ];H), for α > 1,
2. θ˜ε is tight in C([0, T ]; (H2)′) ∩ L2([0, T ];H1),
3. limε→0 E
[
supt∈[0,T ] |ξ˜ε(t)|2H +
∫ T
0
‖ξ˜ε(t)‖2
V
dt
]
= 0,
where ξ˜ε is defined in (5.76). Let Ξ =
(
D([0, T ];D(A−α
1
)) ∩ L2([0, T ];H)
)
×
(
C([0, T ]; (H2)′) ∩
L2([0, T ];H1)
)
. Set
Π = (Ξ,UM,D([0, T ];H) ∩ L2([0, T ];V)).
Let ((u˜, θ˜), ϕ, 0) be any limit of the tight family {((u˜ε, θ˜ε), ϕε, ξ˜ε), ε ∈ (0, ε˜0)}. We will show that (u˜, θ˜) has
the same law as G0(ϑϕ
T
) and (u˜ε, θ˜ε) converges in distribution to (u˜, θ˜) inD([0, T ];H) ×C([0, T ];H1).
By the Skorokhod representative theorem, there exists a stochastic basis (Ω1,F 1, {F 1t }t∈[0,T ], P1)
and, on this basis, Π−valued random variables ((u˜1, θ˜1), ϕ1, 0), ((u˜ε1, θ˜ε1), ϕ1ε, ξ˜ε1) such that ((u˜ε1, θ˜ε1), ϕ1ε, ξ˜ε1)
(resp. ((u˜1, θ˜1), ϕ
1, 0)) has the same law as ((u˜ε, θ˜ε), ϕε, ξ˜
ε) (resp. ((u˜, θ˜), ϕ, 0)), and ((u˜ε
1
, θ˜ε
1
), ϕ1ε, ξ˜
ε
1
) →
((u˜1, θ˜1), ϕ
1, 0) in Π, P1−a.s.
From the equations satisfied by ((u˜ε, θ˜ε), ϕε, ξ˜
ε), we see that ((u˜ε
1
, θ˜ε
1
), ϕ1ε, ξ˜
ε
1
) satisfies the following
integral equations:
u˜ε1(t) − ξ˜ε1(t) = u0 −
∫ t
0
A1(u˜
ε
1(s) − ξ˜ε1(s))ds −
∫ t
0
B(u˜ε1(s))ds
−
∫ t
0
M(u˜ε1(s), θ˜
ε
1(s))ds +
∫ t
0
∫
X
G(s, u˜ε1(s), v)(ϕ
1
ε(s, v) − 1)ϑ(dv)ds,
θ˜ε1(t) = θ0 −
∫ t
0
A2θ˜
ε
1(s)ds −
∫ t
0
B˜(u˜ε1(s), θ˜
ε
1(s))ds −
∫ t
0
f (θ˜ε1(s))ds.
Define Σ = (C([0, T ];H) ∩ L2([0, T ];V)) × (C([0, T ];H1) ∩ L2([0, T ];H2)), we have
P1
(
(u˜ε1 − ξ˜ε1, θ˜ε1) ∈ Σ
)
= P¯
(
(u˜ε − ξ˜ε, θ˜ε) ∈ Σ
)
= 1.
Let Ω1
0
be the subset of Ω1 such that ((u˜ε
1
, θ˜ε
1
), ϕ1ε, ξ˜
ε
1
) → ((u˜1, θ˜1), ϕ1, 0) in Π, then P1(Ω10) = 1. Now, we
have to show that, for any fixed ω1 ∈ Ω1
0
,
sup
t∈[0,T ]
|u˜ε1(ω1, t) − u˜1(ω1, t)|2H → 0 and sup
t∈[0,T ]
‖θ˜ε1(ω1, t) − θ˜1(ω1, t)‖2H1 → 0, as ε→ 0. (5.79)
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Set pε(t) = u˜ε
1
(t) − ξ˜ε
1
(t) and qε(t) = θ˜ε
1
(t). Then, (pε(ω1, t), qε(ω1, t)) satisfies
pε(t) = u0 −
∫ t
0
A1p
ε(s)ds −
∫ t
0
B(pε(s) + ξ˜ε1(s))ds
−
∫ t
0
M(pε(s) + ξ˜ε1(s), q
ε(s))ds +
∫ t
0
∫
X
G(s, pε(s) + ξ˜ε1(s), v)(ϕ
1
ε(s, v) − 1)ϑ(dv)ds,
qε(t) = θ0 −
∫ t
0
A2q
ε(s)ds −
∫ t
0
B˜(pε(s) + ξ˜ε1(s), q
ε(s))ds −
∫ t
0
f (qε(s))ds.
Since
lim
ε→0
[ sup
t∈[0,T ]
|ξ˜ε(ω1, t)|2H +
∫ T
0
‖ξ˜ε(ω1, t)‖2Vdt] = 0,
we have
lim
ε→0
sup
t∈[0,T ]
|u˜ε1(ω1, t) − uˆ(ω1, t)|2H + lim
ε→0
sup
t∈[0,T ]
‖θ˜ε1(t) − θˆ(ω1, t)‖2H1
≤ lim
ε→0
sup
t∈[0,T ]
[|pε(ω1, t) − uˆ(ω1, t)|2H + |ξ˜ε1(ω1, t)|2H] + lim
ε→0
sup
t∈[0,T ]
‖qε(ω1, t) − θˆ(ω1, t)‖2
H1
= lim
ε→0
sup
t∈[0,T ]
|pε(ω1, t) − uˆ(ω1, t)|2H + lim
ε→0
sup
t∈[0,T ]
‖qε(ω1, t) − θˆ(ω1, t)‖2
H1
. (5.80)
By the similar method as Theorem 4.1, we can obtain that
lim
ε→0
sup
t∈[0,T ]
|pε(ω1, t) − uˆ(ω1, t)|2H = 0, and lim
ε→0
sup
t∈[0,T ]
‖qε(ω1, t) − θˆ(ω1, t)‖2
H1
= 0, (5.81)
where
uˆ(t) = u0 −
∫ t
0
A1uˆ(s)ds −
∫ t
0
B(uˆ(s))ds −
∫ t
0
M(θˆ(s))ds
+
∫ t
0
∫
X
G(s, uˆ(s), v)(ϕ1(s, v) − 1)ϑ(dv)ds,
θˆ(t) = θ0 −
∫ t
0
A2θˆ(s)ds −
∫ t
0
B˜(uˆ(s), θˆ(s))ds −
∫ t
0
f (θˆ(s))ds.
Hence, combining (5.80) and (5.81), we obtain
lim
ε→0
sup
t∈[0,T ]
|u˜ε1(ω1, t) − uˆ(ω1, t)|2H = 0, and lim
ε→0
sup
t∈[0,T ]
‖θ˜ε1(t) − θˆ(ω1, t)‖2H1 = 0, (5.82)
which imply that (u˜1, θ˜1) = (uˆ, θˆ) = G0(ϑϕ1 ), and (u˜, θ˜) has the same law as G0(ϑϕ). Since (u˜ε, θ˜ε) =
(u˜ε
1
, θ˜ε
1
) in law, we deduce from (5.82) that (u˜ε, θ˜ε) converges to G0(ϑϕ). We complete the proof. 
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