Abstract-We present a low-cost, hybrid active/passive 3D scanning system based on an off-the-shelf camera, a laser stripe illuminator and a turntable. The system combines the good accuracy of active triangulation approaches with the flexibility of self-calibration based approaches. System operation is based on the construction of a single view of a virtual surface of revolution, from which camera calibration (both intrinsic and extrinsic parameters) is performed by exploiting the same object being scanned. Shape acquisition is finally obtained by laser profile reconstruction and collation. Experiments with both synthetic and real data are shown, providing an insight into both camera calibration and shape reconstruction performance.
I. INTRODUCTION
In the last few years, three-dimensional models have become more and more important in several research and application fields of advanced information technology. Applications range from engineering and architecture, to archival and preservation of cultural heritage, and entertainment. Research areas include multimedia databases, biometric identification, and protection of intellectual property.
Following the growing demand of 3D models, the development of low cost acquisition systems has also become of key practical and scientific interest. Low cost systems must employ off-the-shelf hardware, and rely on smart software algorithms in order to achieve the best possible accuracy in loosely structured environments.
Recently, computer vision has provided important algorithmic solutions to the low cost 3D acquisition problem. In multi-view stereo, two or more images taken from different viewpoints are used to obtain the depth of scene points by triangulation [8] . Another common computer vision approach to 3D reconstruction is shape from shading, exploiting the interaction between 3D shape and light, and dealing with the recovery of the surface normal and the light direction from a gradual variation of shading in the image [12] . The main advantage of shape from shading over multi-view approaches is that it can also be applied to textureless objects, and does not require the extraction of point correspondences. Yet, standard shape from shading does not allow the recovery of the full 3D geometry of a complex many-sided object, such as a sculpture. A third class is that of volumetric methods, that are based on silhouette extraction and space occupancy analysis [9] . These methods use a discrete representation of the surface, but often do not enforce any smoothness constraint, thus producing noisy reconstructions.
Computer vision approaches typically exploit geometric and/or kinematic scene constraints in order to relax the requirements on the acquisition conditions (e.g. the number of cameras used), and/or improve performance. As an example, camera calibration algorithms exhibit a tradeoff between geometric accuracy and flexibility of use. On the one hand, the high accuracies normally required for laboratory or industrial applications can be obtained with photogrammetric methods and special 3D calibration patterns. On the other hand, flexible yet reasonably accurate self-calibration approaches have been recently developed for desktop vision applications, using prior knowledge about scene structure or camera motion [10] , [11] .
Opposite to computer vision methods, traditional 3D model acquisition systems typically operate in heavily structured conditions, and exploit expensive hardware, thus achieving very high accuracies with a less complex software control. Traditional methods work according to an active framework, where structured radiation (radio, incoherent or coherent light, ultrasound, etc.) is emitted, and its interaction with scene objects is observed so as to obtain object shape. Active 3D model acquisition technology has evolved considerably in the last few years [1] , [3] . Among the most popular active 3D devices, timeof-flight scanners are usually employed to scan far away and large objects, such as buildings. Another common approach, suitable for medium/small size objects, is that of active triangulation, where a structured light pattern is employed. Inferring shape from pattern deformation then follows from straightforward triangulation methods, given an accurate knowledge of parameters related to camera optics and camera-projector relative pose.
To summarize, a cost/performance trade-off exists for 3D scanning systems. While active scanners, although requiring expensive components and good manufacturing, are computationally simple and very accurate, passive scanners are computationally more challenging, but also less expensive.
In this paper, we present a desktop, hybrid active/passive 3D scanning system based on a laser stripe and turntable motion. The main features of the system are the following: (1) a fixed camera is used to acquire a complete (360 degrees) image sequence of the rotating object; (2) complete (internal and external) self-calibration of a square pixel camera is obtained by automatically generating the silhouette of a virtual surface of revolution by combining different views of the same object being scanned; (3) reconstruction of 3D object shape is based on active triangulation and collation of laser profiles. The system combines the good accuracy of active triangulation approaches with the flexibility of selfcalibration based approaches. The paper is organized as follows. Section II provides an overview of system layout and operation. Section III addresses system calibration. Metric 3D shape reconstruction is discussed in Section IV, and experimental results with both real and synthetic data are provided in Section V. Finally, concluding remarks are given in Section VI.
II. SYSTEM OVERVIEW
The system is composed by a turntable, a camera (assumed with square pixels and without radial distortion) and a laser stripe illuminator, which is supposed to pass through the turntable axis, and makes visible a vertical slice of the rotating object being acquired ( System operation can be split into an off-line system calibration phase, and an on-line 3D shape reconstruction phase. For the purpose of system calibration, a 360
• rotation of the object on the turntable is observed in the absence of the laser stripe, and the silhouette of a virtual surface of revolution is automatically obtained as explained in Subsect. III-A. This is used to obtain both the internal and external camera parameters, as shown in Subsect. III-B. Camera calibration information is then used to compute the spatial position of the laser plane (laser calibration, Subsect. III-C). At run-time, another 360
• rotating sequence is acquired in the presence of the laser stripe: the imaged laser profiles for subsequent frames of the sequence are automatically extracted from the images, each of them is then back-projected onto the laser plane by exploiting system calibration information, and eventually its 3D coordinates are obtained as the result of an active triangulation procedure. Triangulated profiles relative to different rotation angles are then collated together, and the final 3D model is obtained (cf. Sect. IV). Fig. 2 (a,b) shows two frames of a video sequence of a general object undergoing turntable motion. In 3D space, the volume swept by the moving object is enclosed by a surface of revolution, referred to as virtual surface of revolution (VSOR). The image silhouette of the VSOR (see Fig. 2 (c)) is obtained by superposition of the difference between the current and the first frame of the sequence. The VSOR image thus obtained is analyzed in order to extract in an automatic way the image of the top and bottom cross-sections of the surface of revolution (two ellipses), together with the parameters of the projective transformation (harmonic homology) characterizing the imaged VSOR symmetry-see Fig. 3(a) . The harmonic homology transforms the imaged VSOR silhouette onto itself, and is parameterized by an axis l s (2 dof)-i.e., the image of the rotation axis-and a vertex v ∞ (2 dof). The vertex is the vanishing point of all the directions orthogonal to the plane passing through the rotation axis and the optic center of the camera. The automatic VSOR segmentation approach is inspired by [4] . It consists in searching simultaneously for the four parameters of the harmonic homology and for the silhouette point pairs corresponding through it. This is achieved by solving an optimization problem involving edge points extracted from the image according to a multiresolution scheme. A first estimate of the homology is obtained by running the RANdom SAmple Consensus (RANSAC) algorithm at the lowest resolution level of a Gaussian pyramid, where the homology is well approximated by a simple axial symmetry (2 dof). New and better estimates of the full harmonic homology are then obtained by propagating the parameters through all the levels of the Gaussian pyramid, up to the original image. In particular, the homology and the silhouette point pairs are computed from the edges of each level by the Iterative Closest Point (ICP) algorithm. The last step is to obtain the two elliptical imaged crosssections from the silhouette point pairs. The results of this segmentation step for the sequence of Fig. 2 are shown in Fig. 3(b) . The segmentation approach exploits the well known tangency condition between each imaged crosssection and the silhouette. This condition allows us to construct a conic pencil for each silhouette point pair, and to look inside all possible the conic pencils for the two ellipses receiving the largest consensus from the silhouette points.
III. SYSTEM CALIBRATION

A. The Virtual Surface of Revolution
v ∞ l s ⇓ (a)(b)
B. Camera Calibration
The 3 × 4 camera projection matrix
relating a world point X with its image x as x = PX (homogeneous coordinates), represents in a compact way all information about camera optics (internal parameters, 5 dof) and camera position with respect to the world reference frame (external parameters, 6 dof). In particular, the 3 × 3 matrix K takes into account the internal camera parameters, while the external parameters are embedded in the rotation matrix R (3 dofs) between the world and the camera frames, and in the 3-vector C, expressing the camera center in (inhomogeneous) world coordinates.
1) Internal Parameters:
The imaged VSOR parameters are strictly related to the calibration matrix K. In particular it holds l s = ωv ∞ , where ω = (KK ) −1 is referred to as the image of the absolute conic (IAC). Moreover, since cross sections are parallel circles in 3D, they intersect at the circular points of the families of planes orthogonal to the VSOR symmetry axis. Their projection in the image, i and j, are also related to the image of the absolute conic as i ω i = 0 and j ω j = 0 [8] . The resulting system  
provides four linear constraints on ω, whose coefficients can be computed from (the visible portions of) two imaged ellipses as shown in [5] . In that paper, it is demonstrated that only three out of the four constraints above are actually independent. Therefore, the system of Eq. 2 can be used to calibrate a square pixel camera (zero skew and unit aspect ratio: 3 dofs) from a single image. 2) External Parameters: External calibration parameters are also computed from the VSOR silhouette using the method first proposed in [6] . The method exploits the knowledge of (1) the imaged VSOR symmetry axis l s ; (2) the vanishing line l ∞ = i × j common to all the planes orthogonal to the VSOR symmetry axis, and (3) one or more imaged cross sections. Without loss of generality, the world frame origin can be taken as the center of the bottom cross section of the VSOR, and the Z axis as the VSOR symmetry axis; moreover, the camera center can be assumed to lie on the half plane X > 0, Y = 0.
The first step is the computation of the rotation matrix R = n X n Y n Z , where n X , n Y , and n Z are unit vectors. It is well known that, given a point image p in homogeneous coordinates, the inhomogeneous 3-vector K −1 p represents the direction (with respect to the camera frame) of the ray passing through the camera center and p [8] . Therefore, if any two points on the line l s are chosen, two vectors lying on the plane Y = 0 can be determined, whose normalized cross product equals the unit vector n Y . The same procedure can be applied to compute the unit vector n Z from two points properly chosen on the vanishing line l ∞ . Finally, the unit vector n X can be computed as n Y × n Z . Fig. 4 shows three points that can be conveniently chosen for obtaining the rotation matrix. These are: (1) the harmonic homology vertex v ∞ ∈ l ∞ , computed as shown in Subect. III-A; (2) the image of the world origin x c , that can be obtained from the pole-polar relationship x c = C −1 b l ∞ between the imaged bottom cross-section (represented by the 3 × 3 symmetric matrix C b ) and the vanishing line l ∞ ; (3) the intersection x i = l s × l ∞ between l s and l ∞ . As the matrix R thus computed is seldom a rotation matrix, a final refinement step based on the SVD decomposition is carried out to obtain the best orthogonal approximation to R.
To complete external calibration, the camera center C must be computed. To this aim, considering that x c (computed as shown before) is the image of the world origin, from Eq. 1 it holds
where the scaling factor σ can be determined exactly as shown in [6] provided that a world length-e.g., the radius of the bottom cross section-is known.
C. Laser calibration
As mentioned above, calibrating the laser is tantamount to computing the position of the laser plane in world coordinates. This can be done as follows. First, the image l t of the laser-turntable line at which the laser stripe and the turntable intersect is obtained by running the RANSAC algorithm on putative laser points extracted by maximum intensity search over image lines-see Fig. 5 . 
is the inverse transpose of the line homography we are looking for. Therefore, it holds
IV. METRIC 3D SHAPE RECONSTRUCTION Once both the camera projection matrix P and the laser plane Λ are known, the 3D coordinates of any point X ∈ Λ can be computed from its image x as the intersection of the laser plane with the visual ray through x:
where P † = (P P) −1 P is the pseudo-inverse of P [8] . Reconstruction of 3D object shape is obtained by detecting, in each frame of the turntable sequence, the imaged laser profile, then evaluating the 3D coordinates of all points of the laser profile, and finally collating at equally spaced angles all profiles according to their subsequent positions inside the sequence. This last step requires that frame acquisition rate is known and turntable speed is constant; the angle swept between consecutive frames can then be easily estimated from the number of frames needed for the turntable to complete a 360
• rotation. The method above supports reconstruction up to a scale factor. If a Euclidean reconstruction is required, the scale factor can be fixed given one length in the scene.
The height of the VSOR (which is also the height of the object used to generate it) can be conveniently used for this purpose. The reconstruction accuracy heavily depends on the accuracies of system calibration and laser profile detection. The latter one can be improved by using a subpixel peak detector for the imaged laser profile [7] . Fig. 6 illustrates metric reconstruction for one of the laser profiles obtained at scanning time. In (a), the profile distorted by perspective projection is shown. In (b), the reconstructed profile is shown. A reconstruction example for a complex object is shown in Fig. 7 . The top row of the figure shows four frames of the turntable sequence. The middle row shows the reconstructed profile 3D points ("point cloud"). The bottom row shows a solid version of the 3D model obtained by point cloud interpolation. The model acquired faithfully reproduces the shape and proportions of the original object. Yet, due to the presence of self-occlusions, not all the points of the object surface were acquired (this is particularly evident for the area below the boy's jacket). A low-occlusion approach could be used to find the best object position for scanning, and reduce this kind of problem [2] . 
V. EXPERIMENTAL RESULTS
In order to assess the performance of the scanning system, the accuracy for both the calibration and reconstruction tasks was measured through synthetic and realworld tests.
A. Calibration accuracy
Tab. I reports the results of a real-world experiment. The ground truth for the experiment was computed with a 3D calibration grid and the standard Tsai algorithm adapted for the natural camera model. The table reports the ground truth vs estimated values and the error percentage for each of the internal calibration parameters. It is worth noting that the principal point is more sensitive w.r.t. noise than the focal length. This may be explained by the fact, reported in the literature, that the accuracy of the principal point (but not that of the focal length) depends not only on image noise, but also on the relative position of the imaged VSOR axis w.r.t. the principal point itself. In particular, the estimation uncertainty increases as the imaged axis of symmetry gets closer to the principal point. 8 provides external calibration performance for a synthetic experiment. In the experiment, a VSOR view was generated. Ground truth data were corrupted with increasing Gaussian noise values ranging from 0 to 1.6; for each of these values, 1000 Monte Carlo trials were performed. Results show that the rotation matrix is more sensitive than the camera center to image noise. Specifically, both the average and standard deviation values of the angle between homologous unit vectors increase with noise. Performance in terms of camera center exhibits instead almost constant average error values, and linearly increasing standard deviation values.
B. Reconstruction accuracy
In order to assess reconstruction accuracy in a quantitative way, the rectangular box of known dimensions in Fig. 9(a) was used. Fig. 9(b) shows the point cloud model obtained with our scanning system. The model points are arranged according to a circular pattern, which reflects the acquisition scheme used. The point cloud arises from the pixel-based sampling of the laser profile in the images. Tabs. II and III provide a quantitative insight into reconstruction performance. In particular, Tab. II offers a comparison between real and measured object lengths (in mm). Reconstructed box dimensions are obtained by fitting a least square box on the point cloud (see Fig. 10 ). The box height is estimated by running the Least Median of Squares (LMS) algorithm on the z-distribution of the top face points, to reduce outlier influence-outliers are represented as dark points in Fig. 10 . Tab. III shows the computed angles between the top face and lateral faces (the ground truth value is 90 degrees). Faces were estimated from the point cloud via planar least squares fitting. Angular errors range between 0.3 and 1.3 degrees.
VI. CONCLUSIONS AND FUTURE WORK
We have presented a vision-based system for low-cost 3D scanning using a turntable and a laser stripe. The system exploits rotational constraints for camera calibration and object reconstruction by active triangulation. Experimental results demonstrate the effectiveness of the approach for desktop applications.
Future work will address the removal of the constancy constraint set on both turntable speed and image acquisition rate. Another constraint that will be relaxed is that of laser plane position and orientation. 
