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1. INTRODUCTION 
This paper is concerned with the asymptotic behavior as E --+ 0’ of solutions 
u(t) = u(t, E) and o(t) = o(t, c) t o nonlinear boundary value problems of the 
form 
) u” = f(4 f4 4 
(u(0) = u(1) = 0 (0 < t < l), (1.1) 
/d)“=““, u, u’) v’ - c(t, II, u’) v = 0 
V Vo 3 V(1) = VI 
(0 < f < 1). (l-2) 
We assume that 0 < v,, < oi and c(t, II, u’) >, 0. 
We are particularly concerned with problems in which there is exactly 
one interior turning point for equation (1.2). That is, for each 6 > 0 there 
is a unique point a: E (0, 1) such that g(a, II((Y), ~‘(a)) = 0, and g(t, u(t), u’(t)) 
changes sign in a neighborhood of t =: CL In general OL depends on E, and is 
not known a priori. This behavior occurs, for example, in the cases 
f(4 4 4 = fv g(t, tl, u’) = u’. U-3) 
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These problems may be considered as one-dimensional analogs of the 
steady-state Navier-Stokes equations in the form 
A# = --w in G, 
bJ + &bJJP( - vQJe> = 0 in G, (1.4) 
16, w prescribed on aG, 
where R = l/e is the Reynolds number. Problem (1.4) has been studied 
numerically as R + +KI by Greenspan [lo]. With his choice of boundary 
conditions the nonlinear partial differential equation always has an interior 
singular point (“stagnation point”), and the usual asymptotic analysis does 
not apply (see [14]). The asymptotic behavior of solutions to the Navier- 
Stokes equations has been studied by Batchelor [l-3] and others [4, 5, 8, 
13, 181. These authors, however, make substantial use of physical arguments 
as well as mathematical ones. In an effort to gain insight into such problems, 
we have therefore turned to the one-dimensional models (l.l)-(1.2). 
There is an extensive literature on singular perturbation and turning-point 
problems for ordinary differential equations. A comprehensive bibliography 
is given in Wasow [21]. Specific examples of problems of the type we consider 
have been treated by Wasow [19, 201 and Cochran [6]. Macki [15] and 
Harris [ 111 have treated similar nonlinear first-order systems in which one 
equation is reduced in order as E -+ O+. 
In Section 2 we collect some preliminary results. Section 3 is devoted to 
Problems (1.3) and th eir generalizations. Problems with turning points at 
the ends of the interval are considered in Section 4. In Section 5 we study 
problems for which c(t, u, u’) 3 c, > 0. In Section 6 we collect some remarks 
on further applications of the methods developed in this paper. 
2. PRELIMINARY RESULTS 
Before we can discuss the asymptotic behavior as E + Of, we must establish 
two basic facts: 
(a) For each l > 0 there exist solutions to equations (l.l)-( 1.2). 
(b) There are “limit pairs” U(t), V(t) of the family (u(t, c), w(t, z)}, and 
these limiting functions satisfy the “reduced equations” (in some sense). 
These facts are not deep. The first follows from a fixed-point argument, and 
the second follows from a theorem of Friedrichs [9]. We will first give a 
complete discussion of these ideas. 
SINGULAR PERTURBATION PROBLEMS 215 
Throughout the remainder of this paper we will assume that: 
(H.1) 0 < o,, < ~1~. 
(H.2) c(t, U, u’) > 0. 
(H.3) f(t, U, o), g(t, u, u’), and c(t, u, u’) are continuous in all variables. 
(H.4)l There exists a continuous functionf,(t, v) such that 
I fk 4 41 d f& 4 
for t E [0, l] and v E [0, vJ. 
THEOREM 1. For each jixed E > 0, there exist solutions u(t) = u(S, e) 
and v(t) = v(t, c) in C2[0, l] to equations (l.l)-( 1.2). 
Proof. We note the following a priori estimates on solutions u(t) and v(t). 
The maximum principle [ 171 applied to equation (1.2) implies that 
0 < v(t, E) < vl. (2.1) 
From (H.4) it follows that 1 f(t, u, v)l is bounded, and hence from 
equation (1.1) we see that there is a constant MI such that 1 u(t)l, 1 u’(t), 
/ u”(f)1 < M, . Finally, these estimates applied to equation (1.2) yield the 
existence of a constant M2 such that ( v’(#, ( v”(r)/ < M, . 
Let K be the set of function pairs (u(t), v(t)) in C2[0, l] x C2[0, l] such 
that: 
(a) u(O) = u(l) = 0, v(0) = vO, v(1) = vl. 
(b) I u(t)1 < Ml, j u’(t)1 < Ml, ( u”(t)1 ,< iI&. 
(c) 0 -; v(t) < 01 , I WI < fif2 7 I v”(t)1 < M, * 
Note that K is convex and compact in Cl[O, l] x Cl[O, l] by the 
Arzela-Ascoli Theorem [7, p. 2661. Let T be the operator defined on 
CIO, l] x C[O, l] by T((u, v)) = (U, V), where 
j u” = f(4 u, v) 
(U(0) = U(1) = 0 
(0 <t < 1) 
jEV” + g(t, u, u’) V’ - c(t, 24, u’) v = 0 
l V(0) = 00 , V(1) = v, . (O<t<l) 
The operator T is well-defined because of the maximum principle, and the 
a priori estimates mentioned earlier imply that T : if + R. Hence we apply 
1 Many of the results of this paper are easily carried over to the case where (H. 4) 
is replaced by af/& > T > -9. 
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the Schauder fixed-point theorem [7, p. 4561 to obtain a fixed pair (II, V) that 
satisfy equations (1. I)-( 1.2). 
We now turn to the consideration of “limit pairs.” Assume that we have 
a sequence r, -+ Of and a function V(t) such that 
pointwise almost everywhere (a.e.) on [0, l] (this then implies that 
V(t) EL=[O, 11). s ince 04, 41, 04, 41, and {u”(t, c,)} are all uniformly 
bounded, there is a subsequence l ntle) of E, and a function U(t) E Cl[O, l] 
such that u(t, cntk)) converges to U(t) in the topology of Cl[O, 11. Moreover, 
using the Green’s function to obtain the integral equation satisfied by u(t, E), 
and then letting E = E,,(~) -+ 0, we find that 
i 
U” =f(t, 77, V) 
U(0) = U(1) = 0 
(a.e.[O, 11). 
Motivated by these remarks, we define S, to be the set of all V(t) EL~[O, l] 
such that there exists a sequence E, -+ 0 with limn+m v(t, E,) = V(t) pointwise 
a.e. on [0, 11. Then we have: 
THEOREM 2. (a) S, is not empty. (b) Let g(t, u, u’) E Cl, and let (U(t), V(t)) 
be a limit pair as described above. Assume that there is an interval (a, b) C (0, 1) 
such that 
g(t, w, W)) f 0 for t E (a, b). 
Then V(t) E Cl(a, b), and 
g(t, U, U’) v’ - c(t, U, 17’) V = 0 (a < t < b). P.2) 
Proof. It follows from the maximum principle that o(t, e) has no interior 
maximum and at most one interior minimum. Hence, using equation (2.1), 
we see that {o(t, e) 1 E > 0} is of uniformly bounded total variation on [0, 11. 
Thus statement (a) follows from the Helly selection theorem [16, p. 2221, 
and in fact we can choose the sequence cn so that {o(t, l ,)} converges to V(t) 
for all t E [0, 11. 
To prove statement (b), we define the differential operator 
W(t) = G(t) 4’(t) - C(t) 4(t) (a < t < b) 
where G(t) = g(t, U(t), U’(t)) and C(t) = c(t, U(t), U’(t)). Because U(t) 
and U’(t) both satisfy a uniform Lipschitz condition on [0, 11, it follows that 
G(t) is absolutely continuous. A straightforward calculation then shows 
that V(t) is a “weak” solution of 
W(t) = 0 (a < t < b). (2.3) 
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Applying a theorem of Friedrichs: we find that V(‘(t) is also a “strong” 
solution of equation (2.3). That is, if R’ = (a’, b’) is an arbitrary subinterval 
of (a, b) with a < a’ < b’ < b, then there exists a sequence un(t) E C,‘(u, b) 
such that 
Since / G(t)\ > MI > 0 on R’, it follows that 
for some constant Al, independent of n. An elementary argument now shows 
that V(t) is absolutely continuous on R’. Using the integral relations derived 
from equation (2.4), we find that the reduced equation (2.2) is satisfied on R’. 
Since R’ is arbitrary, this completes the proof of Theorem 2. 
3. PROBLEMS WITH INTERIOR TURNING POINTS 
The problems we consider in this section are motivated bp the special 
cases f(t, u, V) = $0, g(t, u, u’) = IC’, and c(t, u, u’) = 0. In these cases, 
~‘(t, l ) has exactly one zero in [0, I], and this occurs at some point a(c) E (0, 1). 
Furthermore, u’(t, 6) changes sign at 5 = a(~), so that equation (1.2) has 
exactly one (unknown) turning point at a(c). 
The following observation is fundamental to much of our discussion: let 
V(‘(t) = t’(t, 6) satisfy the linear equation 
\cV”(t) + G(t) V’(t) = 0 
W(O) = a,, V(1) = VI 
(0 < f < l), 
where G(t) is a known function. Then V(t) is a monotone increasing function, 
which is given explicitly by 
~(4 4 = v. + (vl - vo)[ j” G,k, 4 do] [ j: Gob, 4 df’, (3.1) 
0 
where 
G,(t, l) = exp [ - f J: G(7) dr]. (3.2) 
* We remark that the Friedrichs theorem [9, p. 1351 requires G E C’(a, b). However, 
it is clear in [9], and in the proof of this result given by Hormander [12], that the C1 
requirement is needed only to permit integration by parts. Thus the absolute continuity 
of G is sufficient to make the theorem applicable. 
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Another fundamental fact is the following refinement of Theorems 1 and 2 
for these cases: 
LEMMA 1. Let u(t) = u(t, l ) and v(t) = v(t, c) be solutbms in C*[O, 11 to 
equations (l.lj(1.2) with c(t, u, u’) = 0. Then we have: 
(a) o(t, c) is a strictly monotone increasing function for 0 < t < 1. Assume 
that f(t, u(t, E), o(t, 6)) f 0 for 0 < t < 1. If f(t, u, w) < 0, then u(t, l ) is 
strictly concave, with exactly one maximum at a(c) E (0, 1). If f (t, II, v) 3 0, 
then u(t, l ) is strictly convex, with exactly one minimum at a(e) E (0, 1). In 
either case u”(oL(E), 6) f 0. 
(b) There exist a sequence E, + 0, a constant cy E [0, 11, a function U(t) 
with U’(t) absolutely continuous, and a monotone nondecreasing function 





{u(t, E,)} converges uniformly to U(t), 
{u’(t, c,)} converges uniformly to U(t), 
{v(t, c)> converges pointwise to V(t), 
U(t) and V(t) satisfy the dzjGrentia1 equation 
1 U” = f (t, u, V) U(0) = U(1) = 0 (a.40, II), (3.3) 
(4 
Proof. 
{LY(E~)} converges to (Y. 
The remarks concerning u(t, C) and a(t, c) follow immediately 
from the maximum principle. After extracting several subsequences, state- 
ments (i) and (ii) follow from the Anela-Ascoli theorem, (iii) follows from the 
Helly selection theorem, and (v) follows from the Bolzano-Weierstrass 
theorem. Statement (iv) follows from the remarks preceding Theorem 2. 
THEOREM 3. Let u(t) = u(t, E) and v(t) = v(t, E) be solutions in C*[O, I] to 
u”(t) = e)(t) (0<t<l) 
u(0) = u(1) = 0 
co”(t) + u’(t) w’(t) = 0 (O<t<l) 
$0) = o,, v(l) = 211 
Let d = q/v, and (II = (1 - d&/(1 - d). Then 
(3.4) 
SINGULAR PERBURBATION PROBLEMS 279 
Proof. Let U(t), V(t), and a? be the limits whose existence is guaranteed 
by Lemma 1. Since 
we see that 
Condition (ii) of Lemma 1 implies that 
UycY) = 0. (3.6) 
Moreover, using the Green’s function for equation (3.3) together with 
equation (3.6) we have 
U(a) = - I/ UI/, = - I^ N(t) dt. (3.7) 
0 
Assume that U(t) $ 0. Equation (3.5) and the fact that U(0) = U(I) = 0 
imply that 
O<a<l. 
We claim that the converse of Equation (3.6) holds in this case; i.e., 
uyt,) = 0 implies to = OL. (3.8) 
Suppose that this is not the case. Then there exists a point to f (Y such that 
U’(t,) = 0. For the moment, assume that to E [0, a). Since ~‘(t, E,J is mono- 
tone increasing, V(l) is monotone nondecreasing. Thus, 
uyt) = 0 for to < t < LY. 
But then 
l’(t) = V(t) = 0 (a.e. 1, < t < a). 
Since V(t) is monotone nondecreasing, we therefore have 
I’(t) = 0 (a.e. 0 < t < CX). 
Using equation (3.7), we find that ]I U jlm = 0, which is a contradiction, and 
this proves statement (3.8) if to E [0, CX). The case in which to E (OL, l] leads to 
a similar contradiction, and this completes the proof of statement (3.8). 
In order to show that equation (3.4) is satisfied, we make use of the 
maximum principle and basic comparison functions. Still assuming that 
U(t) f 0, let t E (0, (Y), and set t = + (t + 0~). We then have U’(T) < V(t) < 0 
for 7 E [0, t], so that for n > N, 
u’(7, E,) < iv < 0 (0 f 7 d q, 
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and the constant A4 is independent of n. Define $(r, e) by 
$(T, E) = [w(T, c) - wo] exp 1: (7 - i)]. (3.9) 
Then $(T) = $( r, E satisfies the differential equation ) 
EC)” + (24’ - 2M)$’ + F (M - u’)$ = 0 (0 < 7 < f) 
d(O) = 0, 4(i) = w(i) - w, . 
Since (M/E,)(ICZ - u’) < 0 for 0 < 7 < i, the maximum principle implies 
that 
But 0 < t < i and M < 0, so by letting E = E, --f 0 in equation (3.9) we 
see that V(t) = o, for 0 < t < 0~. To show that V(t) = or for 01 < t < I, 
we use a similar argument with the comparison function 
+(T, 4 = h - +,41 exp [i (7 - 01 
where t = $(t + CY) and u’( 7, E,) 3 M > 0 for f < 7 < 1 and n 3 N. 
If w0 > 0, we have V(t) > w0 > 0, so that U(t) $ 0. To complete the 
proof of the theorem in this case, we therefore need only determine the value 
of a! and show that we can dispense with the selection of a sequence c,, --f 0. 
Using equation (3.3), we find that 
Since U(t) E Cl[O, l] and U’(a) = 0, by equating the two representations of 
u’(a), we derive the additional conditions 
2qJ = -2U(a) = (a - 1)” err . 
Solving this equation for the root (Y E (0, I), we find that 
a = (1 - X0)/( 1 - d), d=$. 
Since the functions U(t) and V(t) are uniquely determined (except for V(a)), 
we see that all convergent sequences must have the same limiting values. 
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Thus, the entire sequences of both functions converge, and this proves the 
theorem for the case a, > 0. 
The proof of the theorem in the case o, = 0 proceeds by contradiction. 
For, assume that U(t) + 0. The above argument then shows that V(t) = 0 
for 0 .<, t < CX, and by equation (3.7) we would then have U(t) s 0. This 
therefore proves that U(t) 3 0, and hence V(t) = 0 for 0 < t < 1. The 
uniqueness of the limit functions then enables us to complete the proof of 
the theorem. 
The method of proof used in this theorem leads to the following generali- 
zations. In both theorems we assume that u(t) = u(t, 6) and a(t) = c(t, E) 
are solutions in C2[0, l] to equations (l.l)-(1.2). 
THEOREM 4. Assume that: 
(a) If v > 0 thenf(t, u, v) > 0. 
(b) f(t, u, 0) = 0. 
(c) If u’ < 0, then g(t, 21, u’) < 0. 
(d) If t E (0, l), u Q 0, and g(t, I(, u’) = 0, then in’ = 0. 
(e) o. = 0. 
Then lim,,, v(t, l ) = 0 for 0 < t < 1. 
THEOREM 5. Assume that: 
(a) f (t, u, v) is independent of u (write f(t, u, v) = fo(t, v)). 
(b) If v > 0, then fo(t, v) > 0. 
(4 fo(t, 0) = 0. 
(d) (U’)g(t, u, u’) 2 0. 
(e) If t E (0, l), ZJ < 0, and g(t, u, u’) = 0, then U’ = 0. 
(f) c(t, U, U’) = 0. 
kc) z’o > 0. 
Let L’(t) E So. Then there is an a E [0, l] such that 
V(t) = 1; O<t<a 
1 act<l. 
Moreover, a satisfies the equation 
j- ?fo(t, ~0) dt = 1’ (1 - t) f&t. ~1) dt. 
0 - a 
(3.10) 
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If equation (3.10) has a unique solution (Y E [0, I], then V(t) is unique, and we have 
Ii-i v(t, l ) = 1 ;; 
O<t<a 
ar<t<1. 
In the preceding example withf (t, u, v) = v, we have seen that, for v, > 0, 
the limit function V(t) retains both boundary conditions. In the next case, 
f(t, u, v) = -v, the limit function loses both boundary conditions: 
THEOREM 6. Let u(t) = u(t, E) and v(t) = v(t, c) be solutions in Cz[O, I] to 
I 
u”(t) = -v(t) (O<i<l) 
40) = u(1) = 0 
d(t) + u’(t) v’(t) = 0 (O<t<l) 
v(0) = VO) v(1) = 01. 
Then lim,,, v(t, c) = $(wO + VJ for 0 < t < 1. 
The proof of this theorem proceeds with a sequence of lemmas. We first 
note that there is a unique N(E) E (0, 1) such that u’(oI(E), E) = 0. If we let E, , 
U(t), and V(t) be as in Lemma 1, we then have: 
LEMMA 2. U(t) + 0 
Proof. This is trivial if v, > 0, since then V(t) 3 o,, > 0. Thus we con- 
sider the case r+, = 0. Using equations (3.1)-(3.2), we have the integral 
representation 
v(t, c) = 01 [ 1’ G,(T, 4 Gob, 4 (3.11) 
0 
dT] [,: dT1-t 
where Go(7, l ) = exp[-(l/E) U(T, E)]. Let F(t) = u(t) - ~(1 - t), SO that 
F(i) = F(1) = 0 and F”(t) = ~(1 - t) - w(t). Since w(t) is monotone 
increasing, F”(t) < 0 for 4 < t < 1. Thus 
u(t) > u(1 - t) (4 d t d 1). 
Inserting this bound in equation (3.11) leads to the inequality 
Thus, V(g) > $vl , and so U(t) f 0. 
Define w(t, c) by 
w(t, c) = 
v(1 - t, l ) - v(t, c) -. 
Vl - vo 
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From the integral representation (3.1)-(3.2), we see that 
w(t, E) = [I’-” G,(T, c) do] [s’ G,(T, c) do]-‘. 
t 0 
LEMMA 3. There is a constant M > 0 such that, for 0 < E < 1 we have 
0 < [,: G0(7, e) do]-1 < F . 
Proof. Using the fact that v(t, E) < err, and the Green’s function 
representation for u(t, E), we find that 
up, E) < &v1(t - t2). 
Thus, 
and so 
G,(t, E) > exp [- 2 (t - t2)], 
for 





M = $ [ 1 - exp (- %)I-‘. 
LEMMA 4. (a) limn+m w(t,EJ =OforO <t < 1. 
(b) V(t) = &(vo + or) for 0 < t < 1. 
Proof. Since w(t, l ) = -w(l - t, E), it suffices to prove statement (a) 
for t E (0, 31. It follows from the concavity of u(t, l ) that U(t) = 0 if and only 
ift=Oort=l.LettE(O,3]befixed.SinceU(~)fOfor~E[t,l-t], 
there is a constant Ml = M,(t) such that 
U(T) 2 Ml > 0 (t < 7 < 1 - t). 
Since (u(t, E,J} converges uniformly to U(t), there exists a constant 
M2 = M,(t) and an integer N such that for 71 > N we have 
U(T, c,) 2 nl, > 0 
Thus, for n > IV, 
(t < 7 < 1 - t). 
0 d w(t, %) < 
M(1 - 2t) exp 
En 
( 
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This proves statement (a), which in turn implies that V(t) = V(l - t) for 
0 < t < 1. Since V(t) is monotone nondecreasing, we see that V(t) = 
constant for 0 < t < 1. Denote this constant by ti, and notice that 
U(t) = gqt - P). 
Since ~(0, e) = ~(1, l ), the representation (3.1)-(3.2) implies that 
~‘(0, E) - ~‘(1, c). Thus 
ora’(1, e) - osu’(0, e) = - I’ a2(t, E) dt. 
0 
(3.12) 
Letting E = E,, + 0 in equation (3.12), we find that B satisfies the equation 
&qza - w, - WI) = 0. 
Since U(t) f 0, we have c > 0, so that B = &(wo + wr). The remainder of 
the proof of Theorem 6 follows in the same fashion as the proof of Theorem 3. 
Remark. Since 11 U/, = U(a) and U(t) = t(wo + wJ(t - t2), we see that 
lim,,, a(E) = 4. 
We state the following generalization of Theorem 6. The proof differs only 
in details, and hence is omitted. 
THEOREM 7. Let u(t) = u(t, E) and w(t) = w(t, l ) be solutions in C2[0, l] 
to equations (1.1)-(1.2) with c(t, u, u’) = 0. Assume that: 
(a) If w > 0 then f(t, u, w) < 0. 
(b) f(t, u, 0) = 0. 
(c) (u’)g(t, 4 u’) 3 0. 
(d) If t E (0, 1)s u 2 0, and g(t, u, u’) = 0, then u’ = 0. 
Let V(t) E SO . Then there is a constant C-E [wO , wl] such that V(t) = B for 
0 < t < 1. If, in addition to the a&owe, we huweg(t, u, u’) E Cl and 
!E E,(W’( 1, c,) - w’(0, En)) = w*, (3.13) 
then f~ satisjes 
- =w 
I[ 
1 g + U’ g + f (t, U, B) $1 dt. (3.14) 
The partial a!eriwatiwes ofg in equation (3.14) are ewaluuted at (t, U(t), U’(t)), 
cd U(t) satisj%s 
I 
u”(t) = f (t, u(t), B) (O<i<l) 
U(0) = U(1) = 0. 
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Remark. If equation (3.13) holds for all sequences l n -+ 0+, and if et is 
unique, then lim,,, o(t, c) = gfor 0 < t < 1. 
The calculation of w* in equation (3.13) is not always an easy matter. In the 
case of Theorem 6 we had ~‘(1, 6) = ~‘(0, E), so that the computation of the 
limit v* = 0 was immediate. We now discuss a nontrivial example for which 
o* can be found, but we do not attempt to treat the most general problem 
which can be handled with these techniques. 
THEOREM 8. Let k > 1 be an integer, and let Y(t) = u(t, e) ad 
w(t) = v(t, l ) be solutions in C2[0, l] to 
ufl = -$y (O<t<l) 
u(0) = U(1) = 0 
EZln + (u’y+l a’ = 0 (O<t<l) 
v(O) = vo , V(1) = Ui . 
Let V(t) E So . Then there is a constant ~~such t at V(t) = afor 0 < t < 1, and 
either 
V-0 or @ = &J + WI). 
Zf v. > 0, we therefore have 
!‘+y v(t, l) = B(vo + 4 (0 < t < 1). 
Proof. The existence of Al follows from Theorem 7, and a straightforward 
calculation shows that equation (3.14) leads to 
v* - (gj)=+l (u. + q) = 43)‘” (pi-2. (3.15) 
We will now show that 
v>o implies that v* = 0. (3.16) 
The proof of the theorem will then follow in the usual fashion, with the use 
of Theorem 7 and equation (3.15). 
Equations (3. I)-(3.2) yield the representation 
+, c) = zjo + (vl - vo)[ jt G,(T, c) dr] [jl Go(7, c) dT]-’ (3.17) 
0 
where G(t, l ) = si [u’(T, l )] HC+~ d7and G,(t, c) = exp[(-l/e) G(t, e)]. Observe 
that 
G”(t, e) = -(2k + 1) w(t, l )[d(t, l )]“” 
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so that G(t, l ) is concave. Using integration by parts, it is easy to show that 
I; 
G( 1,~) = - 1 cjmlIj , 
i=l 
IjE l I v’vi-1U~+l(U’)2(k-i) dt 
Cj = (k) 2’+‘fi (s). 
Hence G( 1, l ) < 0, and so from equation (3.17) we see that v’( 1, l ) > ~‘(0, E). 
Thus, for k > 1, the limit o* cannot be calcutated trivially, as it can for k = 0. 
To verify statement (3.16), we will show that 
G(l, l ) = O(E~) (as E + Of) (3.18) 
(for the sake of simplicity, we have deleted the subscript on 6,). Using the 
concavity of G(t, E), we see that there is a unique /3 = /3(c) E (a(e), 1) such 
that 
>o o<t<p 




Since u(t, E), u’(t, E), and o(t, 6) are uniformly bounded, we have 
I G(1,4I < MJk), where 
J = J(E) = 1: v’(t, c) u2(t, c) dt 
and M is a constant independent of E. Let J = C4=1 Jj , where 
Jj = /z O’(t, l ) UZ(t, E) dt 
and the intervaIs of integration are 
Using the limiting form of U(t), we see that 
!‘y G(l, l ) = 0. 
We are assuming that 8 > 0, and since U(t) = @(t - P) S+ 0, we have 
$-$3(E) = 1. 
Thus, the intervals of integration are well defined for E sufficiently small. 
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Let M > 0 be a generic constant. By the same method used in the proof 
of Lemma 3, we see that 
0 < v’(t, c) < F exp [ - f G(t, e)]. 
Since U’(0) = @J > 0, for E small enough we have 
G(t, E) > Mt (0 & t -g IL). 
Using the bound 0 < u(t, c) < Mt, we find that 
0 < jl < ME2. 
(3.19) 
For the integral J2, by using the concavity of G(t, E) and the fact that 
U(t) $ 0, it is easy to show that 
G(t, 6) 2 M 1/; (6 < t < P(c) - 6). 
Thus, for E sufficiently small, 
0 < J2 < r exp (- $). 
The technique used for Jr , together with the estimate u(t, E) < M(l - t), 
can be used to show that 
0 < Is < M[( 1 - ,6)” + ~(1 - 8) + ~“1. 
Finally, we note that _T, can be bounded in the following way: 
I4 = J‘f, f(t) v’(t) dt 
= M [j; u2(t) G,(t, l ) dt] [ j: G,(t, E) dt]-’ 
< M @$j& u2(t) 
< M(l - /3)‘. 
From the mean-value theorem we have G( 1,~) = [l - /3(e)] G’(T, E), where 
p(r) < 7 < 1. Since B(E) -+ 1 and G’( 1, E) + [U’( 1)12”f1 < 0, there exist 
constants C, , C, > 0 so that, for E small enough, we have 
Cl I G(l) 41 < I 1 - St41 d C, I W,4I- 
Combining all of the previous estimates, we have: 
I W, 41 G MA4 
~nl[r2+fexp(-~)+(l-~)2+~(l-8)] 
< Me2 + M ) G(1, c)I(c + 1 - 8) 
< Mc2. 
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This estimate shows that equation (3.18) is satisfied. Equations (3.17)-(3.19) 
then prove statement (3.16), which completes the proof of the theorem. 
We observe that, in the case v,, = 0 and K > 1, we have not eliminated the 
possibility of having a sequence {u(t, l ,)> that converges uniformly to 0. 
However, in that case the rate of convergence can not be too rapid. Indeed, 
it can be shown that 
lim L u(t, EJ = +co 
n-)50 E, (0 < t < 1). 
4. PROBLEMS WITH TURNINGPOINTSAT THE ENDS OFTHE~NTERVAL 
The problems we consider in this section are motivated by the special 
casesf(t, u, w) = -&, g(t, U, u’) = II, and c(t, u, u’) G 0. In these examples 
we no longer have an interior turning point, since 1 u(t, l )/ > 0 for t E (0, 1). 
However, we have u(t, 6) = 0 and 1 u’(t, l )I > 0 for t = 0 and t = 1, so 
there are “turning points” at each end of the interval. The asymptotic 
behavior is greatly simplified in this case: exactly one boundary condition is 
lost, and the one retained is determined by the sign of u(t, l ) for t E (0, 1). 
Because the proofs are essentially the same, we state the theorems in a 
general form and include the specific cases as examples. The functions 
u(t) = u(t, l ) and o(t) = v(t, ) E are solutions in C2[0, l] to equations (I.l)- 
(1.2) with c(t, u, u’) = 0. 
THEOREM 9. Assume that: 
(a) If et > 0, then f (t, u, w) > 0. 
(b) If u < 0, then g(t, u, u’) < 0. 
(c) If t E (0, l), u < 0, and g(t, IL, Y’) = 0, then u = 0. 
Then lim,,, e)(t, c) = “0 foY 0 < t < 1. 
Example 
1 
un = v 
d + uv’ = 0. 
Proof. Let V(‘(t) E S, . If U(t) + 0, then the general representation 
(3.1~(3.2) can be used directly to show that 
V(t) = et, (0 < t < 1). 
The remainder of the proof follows as in the proof of Theorem 3. 
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THEOREM 10. Assume that: 
(a) Ifv > 0, thenf(t, u, w) < 0. 
(b) Zfu > 0, theng(t, u, u') > 0. 
(c) If t E (0, l), u > 0, aladg(t, u, u’) = 0, then u = 0. 
Then lirn,,, a(t, <) = qfor 0 < t < 1. 
Example 
pv zzz --z, 
(Ed + uw’ = 0. 
Proof. The proof is essentially the same as that of Theorem 9, and the 
details are againiomitted. We remark that we always have U(t) + 0, for 
fj” = - i g(t, II, u’) w’ < 0, 
and hence 
5. PROBLEMS WITH c(t, u, u') 3 co > 0 
In this section we consider problems for which the following additional 
hypotheses hold: 
(H.5) c(t, u, u’) > co > 0, 
(HA) g(t, u, u’) E C’. 
These are included in a separate section because the asymptotic behavior is 
not determined by the nature of the turning points. Rather, it depends upon 
the fact that the reduced equations have no nontrivial solutions. 
Recall that Theorem 2(b) states the following: if V(t) E So and (a, b) C (0, 1) 
are such that g(t, U(t), U’(t)) # 0 for t E (a, b), then V(t) E P(a, b) and 
G(t) V’(t) - C(t) V(t) = 0 (u < t < b), 
where G(t) = g(t, U(t), U’(t)) and C(t) = c(t, U(t), U’(t)). Then for any 
to E (a, b) we have 
V(t) = V(to) exp [/:0$J&]. 
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Assume that: 
(4 G(t) > 0 for t E (4 b), 
(b) f;p GO) = 0, (5.1) 
(c) C(t) 3 c0 > 0 in some interval [ZJ - 6, b], 6 > 0.3 
We can then conclude that V(t) = 0 for t E (a, a). For, suppose we fix 
t,, E (a, b). It is easy to show that G(t) satisfies a uniform Lipschitz condition 
on [0, 11, and this fact, together with the assumptions in (5.1), implies that 
lim t w 
t-ah- 
- dr = +oo. 
to G(T) 
Since V(t) is bounded, we have V(t,) = 0. A similar argument shows that 
V(t) = 0 for t E (a, b) if the following hold: 
! 
(a) G(t) < 0 for t E (4 @, 
P) jis ‘30 = 0, 
(c) C(t) > c, > 0 in some interval [a, a + 61, 8 > 0. 
If we have more precise information about the form of f(t, u, V) and 
g(t, u, u’), we can make a stronger statement. Assume that we have: 
(4 f(4 u, 4 = zf&, 4, and I f$, u)I > 7 > 0. 
(b) g(t, u, u’) = u’gl(t, u), and if t E (0, 1) and gl(t, u) = 0, then u = 0. 
(5.2) 
Also assume that: 
(a) There exists a point (Y E (0, 1) such that U/((Y) = 0. 
(b) There exists an interval I = (a - 8, a) or I = (OL, (Y + 6) with 8 > 0 
such that U’(t) # 0 if t E I. 
We can then conclude that V(t) = 0 for t E I. For, suppose V(t) + 0 for 
t E I. Then we must have U(t) + 0, and hence by the convexity of U(t) 
(or concavity, depending upon the sign offi(t, u)), we have U(t) # 0 for t E I. 
Thus G(t) # 0 for t ~1. Suppose I = (a - 6, OL), and let to ~1. If t E (to, a), 
from Theorem 2(b) we have 
3 This condition is implied by (H. 5), but it is included here for the sake of com- 
pleteness. 
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where F(t) = fr(t, U(t)) gr(t, U(t)) V’(t)(C(t))-l. Now U’(t) E CIO, l] and 
F(t) E C(I), so we let t + a in equation (5.3) to find that U’(t,) = 0. Since 
t, E I is arbitrary, we have U’(t) = 0 (and hence V(t) = 0) for t ~1. The 
proof for I = (cu, (Y + S) follows in the same way. 
The next three theorems follow directly from the above remarks. The 
functions u(t) = u(t, c) and n(t) = v(t, c) are solutions in C2[0, l] to 
equations (1 .l)-( 1.2), and the theorems give sufficient conditions for the 
following conclusion: 
lim v(t, E) = 0 for o<r<1. 
6+0 (4 
THEOREM 11. Assume that: 
(a) If v f 0, den f (6 u, v) f 0. 
(b) g(t, u, u’) = 0 if and only iju = 0. 
Then (A) holds. 
Examples 
1 
UC = &to. 
Ed + uv’ - cv = 0. 
THEOREM 12. .4ssume that: 
(a) If v > 0, thenf(t, u, v) < 0. 
(b) fk u, 0) = 0. 
(c) If u’ > 0, then g(t, u, u’) > 0. 
(4 g(t, u, 0) = 0. 
(e) If t E (0, I), u 2 0, andg(t, u, u’) = 0, then u’ = 0. 
Then (A) holds. 
Example 
I 
urn = -qj 
a.“’ + dv) - CD = 0. 
THEOREM 13. Assume that condition (5.2) is satisfied. Then (A) holds. 
Examples 
\U” = &v 
(HI” + do’ - cv = 0. 
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6. OTHER PROBLEMS 
In this section we give two examples of problems not covered by previous 
theorems. They deal with situations in which g(t, u(t), u’(t)) is allowed to 
have a zero, but the function does not change sign in a neighborhood of this 
zero. The proofs follow directly with the use of techniques already developed 
and hence are omitted. 
Let u(t) = u(t, l ) and u(t) = v(t, l ) be solutions in C*[O, I] to equations 
(l.l)-(1.2) with c(t, U, u’) = 0. 
THEOREM 14. Assume that: 
(a) If ZJ + 0, then f(t, u, v) f 0. 
04 f(t, u, 0) = 0. 
(4 g(4 u, u’) < 0. 
(4 If t E (0, 1) cd &, u, u’) = 0, then either I( = 0 or u’ = 0. 
Then lim,,, o(t, c) = 00 for 0 < t < 1. 
Examples 
(u” = -& 
1d - (u’)2” w’ = 0. 
G= fv - (u)‘” v’ = 0. 
Remark. The conclusion of Theorem 14 remains valid for the general 
case c(t, u, u’) 2 0 if w0 = 0. The method of proof follows that of Theorem 3. 
THEOREM 15. Assume that: 
(a) If v f 0, then f (t, u, 0) f 0. 
(b) f(t, u, 0) = 0. 
(c) g(4 u, u’) > 0. 
(d) Ift~(O,1)andg(t,u,u’)=0,theneitheru=Ooru’=0. 
Then lim,, w(t,c) = V,fOYO <t < 1. 
Examples 
1 
l4” = fv 
l a” + (u’)S” 0’ = 0. 
1 
d = fv 
Ed + (u)“” w’ = 0. 
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