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Cluster division is a critical issue in fluor escence
micr oscopy-based analytical cytology when pr epara-
tion pr otocols do not pr ovide appr opriate separa-
tion of objects. Overlooking cluster ed nuclei and
analyzing only isolated nuclei may dramatically in-
cr ease analysis time or af fect the statistical valida-
tion of the r esults. Automatic segmentation of clus-
ter ed nuclei r equir es the implementation of specific
image segmentation tools. Most algorithms ar e in-
spir ed by one of the two following strategies: 1)
cluster division by the detection of inter nuclei gradi-
ents; or 2) division by definition of domains of
influence (geometrical appr oach). Both strategies
lead to completely dif fer ent implementations, and
usually algorithms based on a single view strategy
fail to corr ectly segment most cluster ed nuclei, or
per for m well just for a specific type of sample. An
algorithm based on morphological watersheds has
been implemented and tested on the segmentation
of micr oscopic nuclei clusters. This algorithm pr o-
vides a tool that can be used for the implementation
of both gradient- and domain-based algorithms, and,
mor e importantly, for the implementation of mixed
(gradient- and shape-based) algorithms. Using this
algorithm, almost 90% of the test clusters wer e
corr ectly segmented in peripheral blood and bone
marr ow pr eparations. The algorithm was valid for
both types of samples, using the appr opriate mark-
ers and transfor mations.
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Segmentation of clustered nuclei is necessary in biologi-
cal studies where knowledge of the morphology of cells or
nuclei, the distribution of fluorescence signals in them,
and/or the organization of cells in the tissue specimen is
required. Nuclear morphology and staining quality strongly
depend on the sample source, the preparation protocol,
and the staining technique. This study concerns the
automatic segmentation of fluorescent-stained nuclei which
have suffered a complex combination of fixation, dehydra-
tion, embedding, and endogenous enzyme inactivation
procedures in order to perform a non-isotopic (fluores-
cent) in situ hybridization of their DNA content.
In situ hybridization allows the detection of quantitative
and structural aberrations in the genomic content of
malignant or premalignant lesions, which are correlated
with the diagnosis and prognosis of their related diseases.
In fluorescence in situ hybridization techniques (FISH)
(9,16,21), nucleic acid probes are labeled by fluorescent
markers. These markers allow the localization of their
attached DNA sequences. Automated fluorescence micro-
scopes with charge coupled devices of high sensitivity
(CCD cameras) and computer controlled scanning pro-
cesses have been developed in the last years to assist in the
analysis of FISH specimens (14,18). These systems achieve
the detection and scoring of DNA targets using image
analysis algorithms.
In fully automated applications, accurate measurements
of the DNA targets assume a correct segmentation of the
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counterstained nuclei. This is a relatively easy task, usually
implemented with thresholding, region growing, or edge
detection algorithms. Most of these algorithms take into
account either the morphological information (size, shape,
connectivity) or the pixel information (light intensity) of
the objects present in each image (13). Problems arise
when trying to segment clusters of nuclei in which it is
difficult to make an accurate definition of each individual
nuclear domain. Clusters may appear in a great percentage
of the total number of nuclei, which justifies the develop-
ment of specific image segmentation tools. That is the
topic of a recent paper (12) where the authors review
some previous strategies for cluster segmentation based
on morphological information (20,24,26) or on the alter-
nate use of morphological and intensity information (1,7).
To solve the related problems, the authors suggest that
both morphological and pixel information are to be used
to get a reliable segmentation. Among the algorithms that
use all the information available, gray scale mathematical
morphology algorithms are very attractive because they
have a geometrical approach and deal easily with object-
oriented criteria such as shape, size, contrast, connectiv-
ity, etc. Moreover, morphological transformations can be
implemented very efficiently, both in software and hard-
ware, and are appropriate for parallel computing implemen-
tations.
In the paper mentioned (12), the algorithm was tested
on only seven images, and the number of samples from
which they are taken is not specified. We have tested our
algorithm using images from nine different samples, there-
fore taking into account a broader range of nuclei features
and imaging conditions.
A method to segment nuclear clusters efficiently, based
on watershed lines, will be demonstrated in this paper.
This technique, which may appear to be close to region-
growing methods, leads in fact to a more general segmen-
tation methodology. The results, described below, demon-
strated the adequacy of this method to segment nuclei
clusters. The modularity of the proposed algorithm allows
one to easily apply it to nuclei with features different from
the ones presented here, just by changing specific steps of
the implementation parameters.
MATERIALSANDMETHODS
Sample Preparation
Nuclei were analyzed using standard cytogenetic prepa-
rations from bone marrow and peripheral blood speci-
mens. All slide preparations underwent standard FISH
procedures, except actual probe hybridization, in order to
produce all possible variations in shape and size that these
techniques may cause.
Bone marrow samples: Following standard laboratory
cytogenetic procedures, microscope slide spreads were
carried out directly, after 24 h of unstimulated culture in
bone marrow aspirates. Before slide spreads, cells were
harvested according to routine methods: KCl hypotonic
treatment, 30 min, and 3x methanol-acetic acid (3:1)
fixation; the suspension of cells was placed on microscope
slides and air-dried at room temperature.
Peripheral blood samples: After 72 h of phytohemagglu-
tinin-stimulated lymphocyte culture, cells were harvested,
KCl hypotonic-treated for 10 min, methanol:glacial acetic
acid-fixed, and air-dried after being placed on slides.
Both sets of slides were stored at -20°C until they were
treated following procedures for normal hybridization
routine (22). Probe hybridization was achieved by denatur-
ing slides for 2 min in 70% formamide/2xSSC at 65°C, then
quickly quenched in ice-cold 70% (v/v) ethanol and
dehydrated in serial ethanol washes (80%, 90%, 100%).
Finally, slides were stained with propidium iodide (PI).
System Description
Micr oscope. Themicroscope used is an Ergolux (Leica,
Wetzlar, Germany) with a motorized scanning stage (Mar-
zha¨user, Wetzlar, Germany), eight slides wide. The excita-
tion/emission filter blocks, interference filters, and objec-
tives can be placed and removed automatically. Motor
control is performed by a stepping motor controller
(SMOC) (Metasystem, Sandhausen, Federal Republic of
Germany). This controller communicates with the CPU via
a serial RS-232 connection.
Camera. We used a MicroImager 1400 CCD camera
(Xillix Technologies, Richmond, BC, Canada) as an acquisi-
tion device. It contains a Kodak KAF 1400 CCD which has
1,344 x 1,038 pixels with a 6.8 x 6.8 µm pixel size. The
camera is attached to the microscope using a standard C
mount adapter. The CCD can be clocked in pixel additive
mode (binning), in which four adjacent pixels are com-
bined during clock out to increase sensitivity and to obtain
a higher frame transfer rate. Hence a true 2 x 2 binning is
achieved. The camera is controlled by a DC1 i/o board
(Access Dynamics, Alamogordo, NM) which uses a VSB
(VME subsystem bus) with a 16 Mb memory board to store
the acquired images. The memory board and the control-
ler are attached to the VME workstation backplane.
CPU. The core of the system is a SparcStation 4/370
(SUN Microsystems, Mountain View, CA), 32 Mb RAM, 1
Gb HD, VME bus, with a UNIX SUN OS 4.1.1 operating
system. It controls the SMOC via RS232, and the Xillix
camera through the DC1 board attached to its VME
backplane. Images are retrieved and stored in RAM from
the 16 Mb memory board through the VME bus.
Image Processing
Figure 1 summarizes the algorithm that has been used
for both peripheral blood and bone marrow cluster
detection and division.
Step numbers 1, 2, 3, 6, and 7 are common for both
types of samples. Steps 4 and 5 are specific for each type
and define the nature of the algorithm. The features used
to divide the clustered nuclei are either the internuclear
gradients, or shape and size measurements, or a combina-
tion of them. In order to provide a better understanding of
the overall process, some insight on the watershed algo-
rithm (steps 4, 5, 6, 7) is needed.
The watershed is a morphological algorithm which
permits the detection of crest lines in images (3). Consider-
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ing the gray-level image as a topographic surface, water
falling on it will flow down the walls of the catchment
basin corresponding to each minimum. The points where
the water can flow down either one of two sides are the
crest lines, which are to be detected. Efficient implementa-
tions, such as the one used in this work, may be obtained
following an approach by immersion simulations. If we
drilled a hole in each minimum and filled the surface
progressively with water, the watersheds would corre-
spond to the points where water coming from two
different basins would meet. The concept of immersion
can be closely simulated by making use of a hierarchical
queue, with priorities defined by the gray level of image
points. Points are recursively inserted and extracted from
the queue, in an order defined by their gray levels. This
way we ensure that the lowest gray levels are processed
before the highest ones (4).
Then, in order to be able to apply this algorithm to
detect lines dividing clustered objects, two main actions
have to be carried out:
1) The original image has to be transformed into a
different image, where—following the topographical
simile—‘‘crest lines’’ correspond to the original image
object boundaries and their inner and outer parts are
‘‘valleys.’’
2) Singular markers are to be defined on every valley of
the transformed image as starting points of the flooding
process.
An incorrect choice of the image transformation usually
leads to an incorrect segmentation, and a failure assigning
a single marker to each valley of the transformed image
leads to oversegmentation.
The choice of both transforming and marking strategies
has to be made regarding the image features. This is now
accomplished manually but work is in progress to obtain a
knowledge-based discrimination stage which will permit
an automatic selection of the correct strategy, using some
nuclei and cluster features (nuclei width and shape,
texture, intra- and internuclei gradients, etc.). What fol-
lows is a description of each step of the overall process,
including the criteria for strategy selection when necessary.
Two examples, one from a bone marrow (BM) sample
and another from a peripheral blood (PB) sample will be
used to illustrate the different algorithm steps. This samples
where selected because they cover two very different
cases.
Image acquisition. A filter block N2.1 from Leica
(excitation wavelength BP 515-560, suppression filter LP
580) was used on the acquisition of the counterstained
image, fitting the PI excitation/emissionwavelengths (520/
610). The objective used was a x63 Fluor, NA 1.30 (oil
immersion).
Images have a resolution of 672 x 519 pixels and have
been acquired using the binning facility of the Xillix
camera for SNR improvement. That means a final pixel
width at the sample of 0.21 µm. The exposure time is 0.3
sec and images are read from the camera at 8 Mbps.
Images were automatically focused using a three-phase
maximum contrast search algorithm (5). Contrast was
measured using an autocorrelation-based formula (25).
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where M,N are the image dimensions; i,j the pixel coordi-
nates, and g the image gray level at the pixel. A compara-
tive study among 15 different focusing functions was
carried out. This function showed the best results. The
images used to illustrate the algorithm are shown in
Figure 2.
Shading corr ection and backgr ound substraction.
Optical aberrations in objective lenses and optical filters,
cell-to-cell variations in the CCD, as well as focusing
misalignment of the light source, produce the same image
nonuniformity on every acquired field. Correction of these
inhomogeneities is achieved by multiplying each image by
a background control matrix. This matrix was obtained
FIG. 1. Flow diagram of the overall cluster division process.
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from 25 manually selected empty images where deviation
of each pixel from the image mean intensity was calcu-
lated. The shading control matrix was obtained as the
mean of these 25 deviation matrices, excluding the four
extreme values (highest absolute values) in each case. In
this method, we assumed that the gray level given by the
camera is proportional to the illumination, and not simply
linear with it. This is a reasonable assumption, since for the
integration time we used to acquire the images (0.3 sec)
dark current can be neglected compared to the gray level
of the fluorescent signal of the nuclei.
This method corrects the sample-independent back-
ground shading functions, provided that they remain
unaltered. There are also background variations among
images from different fields due to factors such as different
fluorophore concentrations, autofluorescence, etc. This is
corrected by subtracting the modal value of the back-
ground in the histogram to every pixel in the image.
Image thr esholding. Even when a fixed exposure
time is used in the acquisition, as in the present case, it is
not correct to use a fixed threshold for the acquisition of
images all along the sample, since the image mean gray
level intensity usually varies among different zones in the
sample due to several (uncontrolled) reasons (different
counterstain-to-nuclei fixation, previous and unequal light
exposure of different zones in the image, etc.).
Once corrected, images are roughly segmented by
thresholding the image histogram. Several thresholding
algorithms listed in (8) were compared using an objective-
based evaluation as described in (13) on a set of 20 images
with a mean content of five nuclei per image. The best
results were obtained using the ISODATA or INTERMEANS
thresholding algorithm (15).
This algorithm correctly segments most isolated nuclei,
but it is unable to segment nuclei in clusters (Fig. 3). The
algorithm fails when trying to separate many clusters
because it classifies pixels into two different groups
(background and object), and there must be some pixels
with background intensity between every two nuclei in
order to separate them. This does not occur in most cases,
where no or only little difference in intensity exists
between nuclei.
After thresholding, the resulting objects are labeled and
measured in order to reject non-nuclear objects. Features
used to discriminate between nuclei and debris are object
area, perimeter, and circularity (10). The decision step
classifies the different objects into nuclei, debris, or
clusters of nuclei. These clusters will be separated in a
second step.
In order to evaluate the discrimination power of the
three mentioned features, their Fisher Ratio (20) was
computed from the values measured on the test images.
For the nucleus/cluster discrimination, the three features
were found discriminant enough, and therefore a Fisher
Linear Discriminant function (FLD) was computed as a
linear combination of these features. Coefficients were
calculated using the algorithm on the training test set of
images.
To determine the optimum threshold of the discrimina-
tor, its complete Receiver Operating Characteristic (ROC)
curve (2) was drawn using the test set of objects. Since
false negatives (clusters classified as nuclei) are much
more harmful than false positives, the operating point
chosen was the first point of the curve in which the False
Negative Rate was zero (FNR 5 0). This point is the first
one where the True Positive Ratio equals one (TPR 5 1),
which corresponds to the one with less FPR while
FNR 5 0.
Threshold improvement. In clusters (or in parts of
them) composed of three nuclei whose centers roughly
define a triangle, if the thresholding algorithm fails to
define the internuclei zone as a background area, it is
useful to extract a background marker in order to be able
to apply the distance transform to the image (see Image
Transformation, below). This is achieved by extracting the
h-domes of the image of the original image. h-domes (23)
FIG. 2. Original images. (a) Sample from peripheral blood (PB). (b)
Sample from a bone marrow (BM) specimen. These totally different
images have been used in order to show the algorithm steps and the final
algorithm performance.
FIG. 3. ISODATA threshold of the original images. (a) PB sample. (b) BM
sample.
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are the image zones fulfilling the following criteria:
c Every pixel in the dome has a gray value greater than
any of the pixels surrounding it.
c The maximum gray level difference between two
pixels in the dome is smaller than or equal to h.
c The h-domes are extracted using the following mor-
phological formula:
Mh(I) 5 I 2 rI(I 2 h)
where Mh(I) represents the image of maxima, I is the
initial image (original image after preprocessing), I–h
represents the result of subtracting a constant value h to
the original image, and rI (I–h) the morphological recon-
struction of the original image from I–h. Morphological
reconstruction (23) is obtained by conditional dilation of
the decremented image under the original one, i.e., by
recursively dilating I-h, keeping the result with value less
than I, until convergence.
This transform was applied to all clusters, except those
with no minima. The value of h used was 28, the value
which performed best on the test set of images. Morpho-
logical reconstruction was achieved with a 3 x 3 square
structuring element. The result of the transform, as well
as the thresholding of the cluster after imposing the
minima defined by it on the original images, are shown in
Figure 4.
Image transfor mation. To be able to apply the water-
shed to segment nuclei, we should apply it on an image
where the contours to be calculated correspond to water-
shed lines, and the nuclei to catchment basins surrounded
by them. The gradient transformation of the original image
often suits this condition. The morphological gradient of
the initial gray-level image, defined as the difference
between the dilation and the erosion of the gray value
image, is to be used (19) to calculate the gradient image:
Gr(I) 5 ›(I) 2 e(I)
The gradient was calculated using a 3 x 3 square
structuring element. When high intranucleus gradients
exist and they are higher than the internuclei ones, or
when none or a small internuclei gradient exists, a
different strategy should be applied to generate the surface
for the watershed.
PB Clusters. In PB clusters, where nuclei are granular
and no internuclei gradient exists, nuclei, even those
heavily packed, preserve their almost rounded shape. We
propose then the use of a geometrical approach.
The traditional way of applying geometry to segmenta-
tion problems begins with a region-growing process on a
blank image, starting from markers defined for each
nucleus. A watershed is applied over the binary image that
contains the contours defined by the Isodata threshold.
This watershed defines the Skeleton by Zones of Influence
(SKIZ) (19) of the original image. The result of this method
is purely geometrical and it yields incorrect results in
clusters containing nuclei of different sizes. An improve-
ment can be added by using an image with gradient
information instead of the blank image in the first step.
We suggest using the inverse of the distance transform
as the work image for the watershed operator. Image
distance transformation is obtained by using the erosion
transform. This morphological operator assigns to each
point in an object the maximum number of iterative
erosions of the object which still include the point.
Working with a 3 x 3 mask, the result is similar to the
classical distance transform. This transform is computed in
an efficient way with a recursive algorithm (6). In Figure 5,
the result of the distance transformation applied on the PB
sample is shown.
FIG. 4. Background marking applied to the image in Figure 2a. (a) Inverse
top hat of the image. As may be seen, the internuclei background zone is
extracted. Spurious minima are rejected, considering their position and
size, using a morphological filter. (b) The background marker is superim-
posed on the binary image obtained after the ISODATA thresholding. FIG. 5. Distance transform of the image in Figure 4b. Image has been
processed to show more contrast and the object contour has been
marked.
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BM clusters. In the BM case, nuclei intensity decreases
somewhat uniformly from the center to the boundaries,
but gradients are low in the internuclei edges. Therefore,
the inverse of the original cluster clearly defines crest lines
on the nuclei boundaries, surrounding the nuclei as a crest
line surrounds its catchment basin. Figure 6 illustrates this
idea for the BM example.
Nuclei marking. Once the transformed image has
been obtained, singular markers have to be defined and
imposed as minima on the transformed image. From this
minima, the watershed will find the crest lines in the
transformed image by means of the simulation of the
flooding process.
If a watershed transform is performed using all local
minima of the gradient image, an oversegmented image
will result, in which all the contours between two minima
will be present. Several solutions to this problem are
possible. One of them is to start the watershed only from
selected points. In this case, only the contours dividing
marked regions are detected. Therefore, a unique marker
per nucleus has to be found. Several markers have been
proposed in the literature (3), and we have tried to find the
most appropriate for each type of image.
1) In PB samples, nuclei have an almost round shape.
That means that the distance transform of the binary
thresholded image of the nuclei will present one regional
maximum per nucleus. These regional maxima are used as
markers to begin the watershed. The regional maxima of
the transform are extracted using the h-dome transform
(see Threshold Improvement, above), with h 5 1. This
allows one to obtain a unique marker per nucleus in cases
where more than one would appear using simple maxima
detection (Fig. 7). Height of the h-domes was chosen
empirically, using a test set of images. In the blood
samples, maxima of the distance function are being
sought, and the minimum value h 5 2 always yields good
results.
2) In BM slides, nuclei present a great contrast with the
background, and a decreasing intranuclei gray level. In
such images, markers can be obtained for nuclei in a more
direct way, by maxima or h-dome extraction algorithms
applied directly to the original image, using h 5 15 as a
parameter, chosen as above. (Fig. 8).
Backgr ound marking. Once an internal marker for
each nucleus has been obtained, a marker for the back-
ground is needed in order to define the external contours
of the clusters. Two possibilities have been considered for
this purpose:
1) A background marker formed by lines which are
equidistant to the internal markers. It is obtained by
applying a watershed transform to a uniform gray-scale
image, starting from the internal markers. This gives a
result the SKIZ of the markers.
2) A background marker placed on a point which is
external to the object. In this case, an external maker
placed at the upper-left corner of the image was used.
Flooding pr ocess: final segmentation. The final
separation of the clusters is obtained by applying the
watershed to the transformed image, starting from every
marker, both internal and external. Two different possibili-
ties appear, depending on the external markers used:
FIG. 6. Inverse of BM original image (Fig. 2b).
FIG. 7. Image from Figure 2a with nuclei markers (in black) and
background marker (in white) superimposed.
FIG. 8. (a) Nuclei markers for Figure 2b, obtained as the 5-domes of the
original image. (b) Markers superimposed on the original image.
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1) Using the SKIZ of the internal markers, nuclei are
segmented as completely separated objects.
2) With the background marker artificially imposed,
catchment basins originating from each of the markers
touch each other, resulting in a common line of separation
between both nuclei.
RESULTS
For each type of cells, a certain number of nuclei (64 in
BM and 65 in PB) were used as a training set to adjust the
parameters of the algorithms. A different set of nuclei,
containing 106 in the bone marrow samples and 364 in the
PB samples, was then used to test the algorithms. Isolated
nuclei were not taken into account in the results, as the
algorithm does not affect the correct segmentation of
these nuclei. Five different samples (1 slide per sample)
were used for the PB experiments, while four were used
for the BM experiments. In both cases, training images
were taken from the first two slides, and the test images
were taken from remaining three PB and two BM slides.
BMNuclei
The images were taken from four different samples (two
hybridized at the same time and two more at different
times). The results are shown in Table 1. The final
segmentation of the BM cluster used to illustrate the
algorithm is shown in Figure 9.
Some of the errors found are shown in Figures 10
a,b,c,d. Incorrect nuclear marking is the reason for the
oversegmentation problems as can be seen in Figures 10
a,b. The error in the nuclei marking process is mainly due
to the existence of several intensity maxima in one
nucleus. In normal conditions of lighting and focusing, the
existence of maxima big enough to affect the algorithm is
very unusual (it only accounted for 5% of all of the nuclei).
Nuclei may appear fused (Figures 10 c,d) due to two
opposite causes: overexposure or underexposure of the
image. In both cases, the algorithm fails when trying to
find significant image maxima which can be used as
markers of the clustered nuclei.
The final results are closely associated with a correct
selection of the microscope and camera settings regarding
to the image characteristics. Microscope lamp misalign-
ment, incorrect exposure time for the image acquisition,
and out-of-focus image acquisition influence the perfor-
mance of the algorithm.
PB Samples
Images were obtained from five different samples, two
of which were hybridized at the same time. The results
obtained using the transformation and markers described
in the previous sections are shown in Table 2. The results
obtained on the image example are shown in Figure 11.
Oversegmentation and fusion uncertainties (Fig. 12) are
due to morphological and artifactual problems, and are
more difficult to remove than in the BM samples.
DISCUSSION
The performance of watershed-based algorithms for the
segmentation of fluorescent-stained nuclei clusters has
been demonstrated in this paper. This mathematical mor-
Table 1
Results of the Application of the Algorithm
to Bone Marrow Samples
Nuclei
analyzed
Correctly
separated Oversegmented Fused
Training
set 64 52 (81.25%) 2 (3.12%) 10 (15.62%)
Test set 106 99 (93.39%) 0 (0%) 7 (6.6%)
FIG. 9. Segmentation of a BM cluster into its components. (a) Crest lines
as a result of the watershed. (b) Crest lines superimposed on the original
image.
FIG. 10. Examples of incorrect BM cluster segmentation. (a) and (c)
Original images. (b) Final segmentation showing two oversegmented
nuclei. (d) Final segmentation showing three fused nuclei.
Table 2
Results of the Application of the Algorithm
to Peripheral Blood Samples
Nuclei
analyzed
Correctly
separated Oversegmented Fused
Training
set 65 58 (89.21%) 1 (1.53%) 6 (9.23%)
Test set 364 320 (87.91%) 17 (4.67%) 27 (7.41%)
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phology-based algorithm uses both intensity and morphol-
ogy information in order to solve the ambiguities due to
overlapping nuclei on the samples. We have focused our
study on the selection of the growing and marking strategies,
regarding the brightness, morphology, and internuclei gradi-
ents of the clusters, because an incorrect selection of these
methods dramatically affects algorithm performance.
The algorithm was tested on a broader range of samples
(four BM samples and five PB samples) than previously
presented algorithms (12) and the results obtained are at
least as good as the ones obtained previously.
The proposed algorithm is very robust in the sense that
it can easily be fitted to other types of clusters by finding
appropriate markers for them. It is more flexible, as it is
made up of several subroutines which can be adapted to
specific problems. New types of nuclei can easily be
segmented by changing specific modules or parameters in
the global segmentation process.
Results are globally satisfactory, since almost 90% of the
nuclei have been segmented correctly in both PB and BM
samples. The remaining 10% of incorrectly segmented
nuclei are due to an incorrect selection of the microscope
and camera parameters for the image acquisition or to
artifactual or morphological problems that would also
produce errors in the visual analysis of the samples, and
would therefore be rejected anyway.
In the case of PB samples, most segmentation problems
(lack of markers in some of the nuclei) are due to nuclei
which are too close together for the distance transform to
separate both nuclei. This type of cluster would not be
taken into account by a human counter for the counting of
FISH spots anyway, because it would be impossible to assign a
certain spot to a specific nucleus inside the cluster.
The algorithm parameters (background and nuclei
marker size) used for the evaluation have been set manu-
ally after visual inspection of some nuclei on both samples.
Future work will focus on the automatic setting of
watershed parameters, based on the automatic discrimina-
tion of the basic cluster and nuclei features, such as shape,
size, texture, and brightness.
A further advantage of the watershed algorithm is that it
is easy to implement in a parallel configuration. Work is in
progress to implement and evaluate a parallel version of
the whole cluster separation process.
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