Abstract. Consider the Helmholtz equation ∇ · α∇p + k 2 αp = 0 in a domain that contains a so-called hard scatterer. The scatterer is represented by the value α = , for 0 < 1, whereas α = 1 whenever the scatterer is absent. This scatterer model is often used for the purpose of design optimization and constitutes a fictitious domain approximation of a body characterized by homogeneous Neumann conditions on its boundary. However, such an approximation results in spurious resonances inside the scatterer at certain frequencies and causes, after discretization, ill-conditioned system matrices. Here, we present a stabilization strategy that removes these resonances. Furthermore, we prove that, in the limit → 0, the stabilized problem provides linearly convergent approximations of the solution to the problem with an exactly modeled scatterer. Numerical experiments indicate that a finite element approximation of the stabilized problem is free from internal resonances, and they also suggest that the convergence rate is indeed linear with respect to .
1. Introduction. Finite element methods typically rely on body-fitted meshes, meaning that the union of the mesh cells closely approximates the domain on which the problem is defined. Changes in the geometry thus require mesh adjustments, such as a deformation of the mesh or a complete remeshing. For design optimization problems where also the topology of the domain, such as the number of holes, is subject to change, these mesh adjustments can significantly complicate the implementation. An alternative is provided by methods that rely on a fixed mesh that covers all feasible domains. Such methods are sometimes denoted fictitious domain (or domain embedding) methods. A well-established method of this type is commonly used for design optimization of load-carrying elastic structures [2] . The method relies on a fixed, typically Cartesian mesh, where the design variables are mapped to an elementwise constant scalar variable ρ that scales the elasticity tensor. This variable can be interpreted as a local relative density of material, so that ρ = 0 and ρ = 1 correspond to void and presence of elastic material, respectively. The most common design optimization method that employs this type of fictitious-domain method is known as the material distribution approach to topology optimization. This approach uses no explicit geometry description at all; the geometry will need to be inferred from the values of ρ as computed by the optimization algorithm. Penalty techniques are used in order to force either ρ ≈ 0 or ρ ≈ 1 in each element, particularly towards the end of the of the optimization. This approach will thus yield a digital-image like final geometry, with boundaries that will be "stair-cased" with respect to the background mesh, if no post-processing procedure is applied. These days, it is not uncommon to solve extremely large design optimization problems with this strategy, using millions of elements in order to obtain as sharply defined geometries as possible, without much need for extra postprocessing [1, 16] . This development is somewhat in parallel to the how the number of pixels used for digital photography increases over time. The size of the elements are then set small enough to resolve the geometry rather than to be capture other features of the solution, such as fitting a specific number of cells per wavelength.
In order to avoid singular system matrices, the value ρ = 0 in the above fictitiousdomain approach is routinely replaced with ρ = for a small positive ; that is, void is approximated with a low-density (weak) material. The first and last author of this article recently analyzed the effects of the use of the weak material approximation on the error of the finite element solution [3] , an analysis that extended previous results for scalar elliptic problems [7, 18] . Moreover, we introduced a preconditioner that makes the condition number of the system matrix independent of and also allows the limit value → 0 to be attained without the stiffness matrix becoming singular.
The same type of fictitious domain method has also been applied to design optimization problems subject to other equations, as for instance the Helmholtz equation of acoustic wave propagation [6, 11, 14, 15] . In such problems, the design variables are, similarly as for the equations of linear elasticity, mapped to a scalar function α, which scales the bilinear form. Here, the values 0 and 1 correspond to presence of sound-hard material and air, respectively, and the same strategy, that is, setting α = for 0 < 1 instead of 0, is used to avoid singularity of the system matrix.
The analysis for strongly elliptic problems [3, 7, 18] does not carry over to the Helmholtz equation due to the lack of strong coercivity of the bilinear form. Moreover, in a recent study [10] , we observed an additional issue with this approach for the Helmholtz equation. Spurious resonances will occur inside regions where α = , and the system matrix will become ill-conditioned for frequencies in the vicinity of the resonance frequencies, even when the original problem with exact sound-hard material is well-conditioned. This issue is analogous to the nonuniqueness problem that occurs for certain formulations of the boundary element method for exterior Helmholtz problems [13] . To overcome the observed defect, we proposed a stabilization scheme that is generalized and analyzed in this article.
Here, we consider a model acoustic problem in which a single sound-hard acoustic scatterer, modeled using an almost vanishing coefficient α = together with our proposed stabilization scheme, is located in a bounded computational domain. We show that the solution to this problem converges linearly as → 0 to the solution of the problem with exactly imposed sound-hard conditions. This article constitutes a study with a similar aim as our previous work for the elasticity equations [3] . However, due to the added complexity of analyzing non-strongly-coercive problems, the analysis here does not include the effects of discretization, but only the convergence properties of the sound-hard material approximation. Nevertheless, numerical experiments indicate that also after discretization, our stabilization scheme indeed removes the spurious oscillations, and the experiments also confirm the proven linear convergence rate in . 
which, endowed with the norm 
respectively. In addition to inequality (2.3a), the trace operator satisfies the inequality [4, Theorem 1.6.6]
We also define the trace operator γ
for the same constant C γ as in inequality (2.3a).
The space H −1/2 (∂D) of bounded linear functionals on H 1/2 (∂D) is endowed with the norm λ −1/2,∂D = sup
where λ, q denotes the value of λ at q ∈ H 1/2 (∂D).
3. The Helmholtz problem. We consider wave propagation in the frequency domain, modeled by the Helmholtz equation, inside a subdomain D, schematically depicted in Figure 3 situation is mathematically described by the following boundary-value problem on D = D \ Ω.
Here, ∆ is the Laplacian operator, k is the wavenumber, ∂/∂n is the derivative in the outward normal direction on the corresponding boundary, and g ∈ L 2 (Γ in ) is a given function. The standard variational form of boundary value problem (3.1) reads:
where
The forms a D and are continuous, meaning that there are constants A and L such that
respectively. Moreover, a D satisfies a Gårding (in)equality on the bounded domain D,
and since L 2 (D) is compactly embedded in H 1 (D), a Fredholm alternative is applicable. Therefore, existence of solutions to problem (3.2) follows from uniqueness [8, Theorem 6.5.15], while uniqueness of solutions follows from the following lemma.
Lemma 3.1.
0,Γ = 0, and thus p ≡ 0 on Γ, which together with the radiation boundary conditions on Γ implies that there are vanishing Cauchy data on Γ. Then, the unique continuation principle implies that p vanishes throughout D, as shown in detail by Leis [12, §4.3] . Note that due to the radiation boundary conditions on Γ, problem (3.2) is uniquely solvable for each real wavenumber k.
4. Sound-hard material approximations. In the spirit of fictitious domain methods, we extend the functions and the domain of integration that appear in variational formulation (3.2) into Ω, that is, throughout D. Moreover, we introduce an indicator function α ∈ L ∞ ( D) with values α| D = 1 and α| Ω = , where 0 < 1, to approximate the solutions of problem (3.2) by the following problem;
Note that in case we allow the value α| Ω = 0 to be attained, the variational form of problem (4.1) reduces to the variational form of problem (3.2), but leaves the solution in Ω undetermined, which in turn means that the system matrix associated with a finite element discretization will be singular. Replacing the zero value with a small positive number is a commonly used way to avoid this singularity. For acoustics problems, replacing zero with , can be interpreted as approximating a sound-hard material with an acoustic medium of high density. To carry out design optimization, the design variables are mapped to the function α, so that a change in the design of Ω causes a corresponding change in α, without an explicit modification of the underlying geometry. Remark 4.1. This type of fictitious domain method is constructed to approximate a natural boundary condition associated with the bilinear form, which in this case corresponds to a homogeneous Neumann boundary condition at ∂Ω. A change to other types of boundary conditions necessitates profound changes in the method. In the context of scalar strongly elliptic problems, Zhang [18] discusses how to construct fictitious domain methods of this type for Neumann, Robin, and Dirichlet boundary conditions.
For sufficiently small wavenumbers k, setting α| Ω = , where 0 < 1, is expected to work well, but an additional difficulty arises at certain larger wavenumbers. Spurious resonances can pollute the sound-hard region Ω and cause the system matrix associated with problem (4.1) to become ill-conditioned. For an illustration of such a spurious resonance, see the left image in Figure 7 .2, Section 7. Recently, we proposed [10] to enforce an effective increment of the wavelength in the sound-hard region by replacing variational form (4.1) with
that is, by sufficiently decreasing the weight of the mass integral in Ω through the factor α 2 | Ω = 2 , while leaving the problem in D unchanged since α 2 | D = 1. To broaden our analysis with respect to the stabilization scheme, we replace the particular factor α 2 , which appears in (4.2), by a continuous function η with values 0 ≤ η(α) ≤ 1 satisfying conditions η(0) = 0 and η(1) = 1. Further requirements on η for it to efficaciously stabilize problem (4.3) will be specified in Lemma 5.1.. Then, for the geometry we consider here, stabilized formulation (4.2) is generalized as follows.
written compactly as:
Since η(α) ≤ 1, the bilinear form a satisfies the inequality
Inequality (4.6) motivates the definition of the norms
The -norm definitions (4.7) enable us to write inequality (4.6) as
that is, a satisfies a Gårding inequality on the bounded domain D in the -norm. In the following section, we show that a satisfies an inf-sup condition in the -norm (4.7a), with a constant independent of .
5. The continuously extended problem. In Theorem 6.3 below, we prove that, as → 0, the solution p to problem (4.4) restricted to D approaches the solution p D to problem (3.2) . Also, in the same theorem, we show that p restricted to the sound-hard region Ω is an approximation of the solution p Ω to the Dirichlet problem
with a variational formulation that reads:
Problem (5.2) has a unique solution provided that η( )k 2 is not an eigenvalue of the Dirichlet problem for the Laplace operator in Ω. The problem of spurious resonances in the sound hard region Ω occur when η( )k 2 is in the vicinity of such an eigenvalue.
To avoid such resonances, we use the function η to ensure strong coercivity of a Ω in H 1 0 (Ω). A sufficient condition for strong coercivity is given by the next lemma. 
An additional application of Poincaré inequality (5.5) yields
from which the assertion follows. From coercivity of a Ω in H 1 0 (Ω), it immediately follows that equation (5.4) implies p ≡ 0.
Equations (3.2) and (5.2) can be combined to the following single variational expression.
Well-posedness of problem (5.6) relies on well-posedness of problems (3.2) and (5.2) due to the following theorem. Proof. To recover variational problems (3.2) and (5.2) from (5.6), we choose test functions that vanish in Ω and D, respectively, while continuity of p on ∂Ω follows from the trace theorem on ∂Ω. For the inverse implication, we combine (3.2) with an -multiple of (5.2).
Note that the exact problem (5.6) is similar to problem (4.4), where the sound-hard material approximation is used. The only difference is in the space of test functions, which in the former problem also contains members that are discontinuous over the boundary ∂Ω.
The next uniqueness lemma is needed to establish existence of solutions to problem (4. At this point, we are ready to prove a stability estimate for a in the -norm (4.7a). Note that the estimate holds uniformly in when employing the -norm. Our proof is based on compactness arguments and on the established uniqueness lemmas.
Theorem 5.4. Under the assumption of Lemma 5.1 on η, there is a constant c > 0 such that
for each ∈ (0, 1/2] and each p ∈ H 1 ( D). Proof. If (5.9) does not hold, then for each n = 1, 2, . . . there is an n ∈ (0, 1/2] and a p n ∈ H 1 ( D) such that
Re a n (q, p n ) 10) which implies that |Re a n (q,
In what follows, we show that (5.10) violates the established uniqueness lemmas. Let * ∈ [0, 1/2] be an accumulation point of { n } and select a subsequence such that n → * . We scale each corresponding p n such that p n 1, n = 1 (5.12) and distinguish two cases. Case (i): * > 0. In this case, there is a C > 0 such that, for each n,
The subsequence {p n } is thus bounded also in H 1 ( D). Since the embedding
is compact, it follows that there is a further subsequence, also denoted {p n }, and a p * ∈ H 1 ( D) such that
We write a n (q,
Substituting expression (5.15) into inequality (5.11) and taking the limit n → +∞ implies that
where we used continuity of η and convergence of all terms in expression (5.15) according to (5.14); convergence of the boundary term, (q, p n ) 0,Γ → (q, p * ) 0,Γ , follows from trace inequality (2.4). Equation (5.16) implies, due to Lemma 5.3 that p * ≡ 0. However, for q = p n , expression (5.15) combined with property (5.12) yields that 17) which in the limit, due to inequality (5.11) and strong convergence of the sequence in
which contradicts a vanishing p * . Case (ii): * = 0. We note that the normalization (5.12) can be written n p n }, and limits p
as n → +∞. Here we rewrite a n (q,
which after substitution into inequality (5.11) and taking the limit n → +∞, implies that (Ω), Lemma 5.1 implies that * | Ω = 0. We thus conclude that both limit functions p D * and * vanish due to uniqueness. However, for q = p n , expression (5.21) combined with property (5.19) yields
Substituting expressions (5.25) and (5.19) into inequality (5.11), taking the limit n → +∞, using continuity of η, and properties (5.20), we find that , in which exact sound-hard conditions are imposed at ∂Ω. As we will see here, the normal derivative of p Ω on ∂Ω naturally appears in the analysis of the error committed when using the sound-hard material approximation.
Assume first that full elliptic regularity holds for problem (5.2) , that is p
By multiplying (6.1) with an arbitrary function q ∈ H 1 (Ω) and integrating by parts we find
where we used Green's first identity, equation (5.1a), and definition (4.5).
Although the above derivation assumes p Ω ∈ H 2 (Ω), the right side of (6.2) is well defined for all weak solutions p Ω ∈ H 1 (Ω). Thus, for each solution p Ω ∈ H 1 (Ω) to problem (5.2), we may generalize the definition of the normal derivative of p Ω to the linear functional ∂ n p Ω : H 1/2 (∂Ω) → C with values
Lemma 6.1. The linear functional defined by expression (6.3) satisfies the bound
where C γ and C E are the constants in inequalities (2.3).
Proof. Expression (6.3), after using the triangle inequality, the Cauchy-Schwarz inequality, and inequality (2.3b), yields the bound
; hence an application of inequality (2.5) results in
Inequality (6.5), after using inequality (6.6) for q = p Ω , dividing with φ 1/2,∂Ω = 0, and taking the supremum over φ = 0, yields inequality (6.4).
The final result of this section is to show that, as → 0, the solution p to problem (4.4) converges in D to the solution p D of the problem (3.2) , that is, the problem with exactly imposed homogeneous Neumann boundary conditions on ∂Ω. We do so by estimating p − p , where p is the extension of p D in D defined by variational problem (5.6).
Lemma 6.2. Let p and p be the solutions to problems (5.6) and (4.4), respectively. Then
where p Ω = p | Ω is the solution to problem (5.2). Proof. Since any q ∈ H 1 (Ω) can be written as q = E Ω (γ Ω q) + q 0 , where 8) where, in the second equality, we used definition (6.3) and variational problem (5.2). Due to Theorem 5.2, we can utilize problems (3.2) and (6.8) to write a (q, p ) as 9) where, in the last equality, we used equation (4.4).
The next theorem provides an estimate regarding the error associated with the approximation p . Theorem 6.3. Under the assumption of Lemma 5.1 on η, there exists a constant C such that the solution p to problem (4.4) satisfies
where p solves problem (5.6).
Proof. Combining Lemma 6.2 with inequality (6.6) and definitions (4.7a) and (2.6), we find that Fig. 7.1 . Left: the setup for the numerical experiments. Right: the first set of numerical experiments use a fine unstructured mesh that conforms to the scatterer Ω. for each nonzero q ∈ H 1 ( D). Taking the supremum over q = 0, using the inf-sup condition (5.9), Lemma 6.1, and assuming validity of the coercivity condition stated in Lemma 5.1, we obtain estimate (6.10) with constant C = C 2 γ C 2 E (η( )k 2 + 1)/c, where C γ , C E , and c are the constants that appear in inequalities (2.3a), (2.3b), and (5.9), respectively.
7. Numerical experiment and discussion. We consider a setup, as depicted to the left in Figure 7 .1, consisting of a cavity formed by the interior of a hyperellipse r(t) = (x(t), y(t)), where 4 ( −1/2 times the wave number for the first unstable mode). Note that the limiting factor on how small that practically can be used is the condition number of the matrix, which likely scales like −1 . This growth could potentially be prevented by a similar type of preconditioner as previously analyzed for the static elasticity case [3] .
Next, for each wavenumber k = 20πn/c, where n = 1, 2, . . . , 160 and c = 343, we compute p for = 10 −m , where m = 1, 2, . . . , 8, on the geometry and mesh illustrated in Figure 7. 1. Moreover, the vertical displacement of the lines is due to the dependence on the wavenumber of the constant C in the bound (6.10). We observe a general tendency of the error constant to grow with the wavenumber, but the dependency is not monotonic.
The second set of numerical experiments aims to demonstrate the use of the proposed stabilization technique in a case more typical for a fictitious-domain method. Here we consider a uniform Cartesian background mesh and define the actual geometry through a varying coefficient. The left picture in Figure 7 .5 shows the computational domain D, which here is a union of three rectangles. We consider four different uniform Cartesian meshes on D, Mesh 2-Mesh 5, where the integer specifies the number of elements in the vertical direction in the waveguides. The left picture in Figure 7 .5 displays Mesh 2. On these meshes, we apply a finite-element approximation of problem (4.4) using continuous, bilinear elements. These experiments were carried out in Comsol Multiphysics using the so-called Weak Form PDE facility of the software, which allows the user directly to specify the integrands of the variational form, similarly as in FreeFem++. The domain Ω = D \ D of approximated sound-hard material is here the area in the left picture of Figure 7 .5 marked in dark gray; that is, Ω comprises the disk-shaped scatterer together with the areas outside the hyperellipse (7.1) that are located in the corners in the central square domain. As opposed to the first set of numerical experiments, the meshes used here do not conform to D, which means that the coefficient in the equation will be discontinuous inside the elements through which ∂D cuts. The exact solution p to fictitious-domain problem (4.4), although continuous throughout D, exhibits jumps in its normal derivative over ∂Ω due to the jump in the coefficient. Such jumps in the normal derivative are supported by the finite-element functions only when the element boundaries conform to the location of the jump in the coefficient, like in the first set of numerical experiments. The finite-element solution will be of optimal order in the domain-conforming case, but the accuracy will be reduced in the present case. Figure 7 .4 shows the solution throughout the computational domain D for the case analogous to the one in figure 7.2. The left and right pictures display the unstabilized and stabilized (η( ) = ) cases, respectively, using Mesh 4, and = 10 −2 . We note that a resonance within the scatterer is clearly visible in the unstabilized case, although it is weaker than in Figure 7 .2, due to a less accurate representation of the scatterer's boundary. The stabilization is also here effective at removing the resonance. Similar effects are seen for all meshes and for all tested values of 10 −1 .
To check the error in the fictitious-domain solution p h, , we compare p h, | D with a reference solution p D computed, also in Comsol Multiphysics, using cubic (Lagrangian The fact that the jumps in the coefficient do not conform to the element interfaces in the second set of numerical experiments leads to fairly large errors in the fictitiousdomain solution. Still, a resonance appear, albeit weaker, and it can successfully be prevented with the proposed stabilization technique. Nevertheless, it is reasonable to question the appropriateness of this type of fictitious domain method applied to a predefined, fixed geometry. However, the main application of this method is in the context of the material distribution approach to topology optimization [2] . In this case, no explicit description of the geometry is available. The optimization problem then constitutes a mixed variational problem: the unknown quantities are the element-wise constant α function in equation (4.3) as well as corresponding solution p. The shape of the object emerging from the optimization needs to be inferred from the values of α in an image segmentation step, and the values of α are typically almost binary if an efficient penalty technique is used. The simplest interpretation of the final geometry from such a computation is to assume that interfaces coincide with element boundaries. Thus, when the fictitious-domain method is used in the context of the material distribution approach to topology optimization, it is the errors associated with such a "stair-casing" of the geometry that dominate, rather than errors connected with coefficient discontinuities inside the elements.
