Cursus wetenschappelijk rekenen A : Numerieke wiskunde, 3 by Dekker, T.J.
STICHTING 
MATHEMATISCH CENTRUM 
2e BOERHAA VESTRAAT 49 
AMSTERDAM 
REKENAFDELING 





Punted a.t the. Mathe.mau.c.a.l Cenbte, 49, 2e BoeJthaa.vu:tJr.a.at, Am6teltdam, 
The. Nethelli.a.nc:16. 
The. Mathema.:Uc.ai. Centlte, 6ou.n.de.d the. 11-th on Fe.bJtu,aJty 1946, ,i,,6 a. n.on.-
p1Lo6U in6ti.:tu-ti.on. cumln.g a.t :the. pMmoUon. 06 pUILe. ma.the.mau.e1> a.n.d ffi 
a.pp.Uc.a.u.on6; ,U,i,,6 .6pon6o1Le.d by the. Ne.the1Lla.n.ci6 Gove/l.n.me.n.t th/Lough the. 
Ne.theJLi.a.n.d.6 01Lga.n.,lza;U.on. oolL the. Adva.n.c.eme.n.t o 6 Pu/Le Ru e.aJl,c.h ( Z. W. 0) 
a.n.d the. Ce.nt!La.l OJLga.n.,i,za.Uon. 6olL Applied Sc..le.n.U6ic. Ru e.aJl,c.h -ln. the. 
Ne.thCULi.a.n.d.6 (T. N.O), by the.Mu.n.-lc..lpo..Uty 06 Am.6tell.dam, by the. Un.,lve/l.-6,Uy 
Ot) Am.6teltdam, by the. FILee Un.,lve/l.-6.Uy a.t Am.6tell.dam, a.n.d by in.du..6tluu. 
Hoofdstuk 8. Approximaties 
1. Chebyshev interpolatie 
1.1 Inleiding 
In hoofdstuk 2 hebben we gezien, dat voor een gegeven functie fer 
precies een veelterm r;van de graad kleiner dan n bestaat, :die inn 
geg~ven basispunten met f overeenstemt. 
* Deze veelterm fn kan o.a. worden geschreven in de Lagrange-vorm 
(formule (6.1) pag. 40) of in de Newton-vorm (formule (10.5) met (10.3) 
pag. 51). 
De rest-term Rn(x) is gedefinieerd door 
* f(x) = f (x) + R (x). 
n n 
Als [a.,b] een interval is, dat de gegeven basispunten x., i = 0(1)n-1, 
1 
en het punt x bevat en als f minstens n maal differentieerbaar is in 
dit interval, dan geldt voor deze restt~rm (zie pag. 55 stelling 11.3): 
1 • 1 • 2 R (x) 
n 
waarbij ~ een getal tussen a en bis en 
X 1) • n-
Laten nu a en b gegeven getallen zijn waarbij a< b. Wij zoeken nu een 
interpolatie-formule, die op het hele in~erval [a,b] een goede benadering 
van f geeft. A.ls het interval klein is, zal f(n)(x) niet veel veranderen. 
Dan mogen we dus een goede benadering verwachten, indien de basispunten 
zo gekozen worden, dat max. l~n(x)I zo klein mogelijk wordt. Deze a<x<b 
voorwaarde leidt tot de== 
1.2 Polynomen van Chebyshev 
De polynomen van Chebyshev warden gedefinieerd als volgt: 
Tn (x) = c.os (n arccos (x)). 
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1,:et and ere woo rd en: - cos(n6), als x = cos(a). Blijkbaar geldt: 
1. 2.2 , 
Bovendien geldt de recursie-formule 
T +1(x) = 2xT (x) - T 1(x). n n n-
Deze formule volgt onmiddellijk uit de goniometrische relatie 
cos(n+1)6 + cos(n-1)6 = 2 cos 6 cos ne. 






4 T4(x) = Bx 8x
2 + 1. 
Enzovoorts. Blijkbaar geldt: 
T (x) is een polynoom van de graad n. Als n even is komen er alleen n 
de even machten van x in voor en als n oneven is alleen de oneven 
n ~, 
r.s.chten. De coefficient van x in T (x) is blijkbaar 2 voor n > 1 n •. 
(~aar daarentegen 1 voor n = 0). 
!-1. c.. w. de polynomen 
1.2.4 1 --
1 
T (x) , n- n 2 
hebben 1 als coefficient van de hoogste x-macht. 
De nulpunten van Tn (x), n ::_ 1, zijn blijkbaar 
~=cos (k + ~) ~, k = 0(1)n-1. 
(Voor hogere waarden van k krijgen we dezelfde waarden weer terug, 
bv. x = x 1' x 1 = x 2' enz.). n · n- n+ n-
':'L.:c:.:::.E:n de nulpunten en bovendien aan de uiteinden van het interval 
-:._. ,-.-1,J heeft T (x) extreme waarden (maxima of minima), die a:t'wisselend - n . 
•J ·-Jk zijn aan +1 of -1. De extreme waarden worden bereikt in de punten 
1. 2.6 krr z = cos - k = 0(1)n. k n ' 
Voor deze punten geldt irmners 
Nu zijn we gereed om te bewijzen de 
~erste stelling van Chebyshev 
Zij P (x) een veelterm van de graad n met 1 als coefficient· van ae n 
hoogste x~macht. Dan bereikt 
m(P) = n max -1<x<1 
zijn minimale waarde 
van m(P) is -
1 
-1 • 
voo~ Pn(x) = ~-1 Tn(x) en de minimale waarde 
2 
. n 2n-
Bewijs. Stel er is een veelterm P (x) 
. , 
zodanig, dat m(P) < --1 n n-1 n 
Dan is P (x) - --1 Tn(x) een veelterm van de n n-
omdat de xn-terfilen tegen elkaar wegvallen. Deze veelterm is in de 
graad kleiner2dan n, 
punten zk (~ie 1.2.6) afwisselend positief en negatief, dus tussen 
deze n+1 punten zk liggen minstens n nulpunten. Dit kan alleen als 
deze veelterm identiek nul is, m.'a.w. als P (x) = - 1- 1 T (x). n . n- n 
Dan is m(Pn) gelijk aan ~-1 , in tegenspraak met &e veronderstelling. 
Hiermee is de stelling b~wezen. . 
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(>o;.:;2.ve:-: (betreffende rekenen in meervoudige lengte) 
136) Zij gegeven 
ln (2) = 0.6931 47180 55994 53094 172321 
ln (3) = 1.0986 12288 66810 96913 952452 
Gevraagd: ln (6) in 25 decimalen. 
137) Zij gegeven 
~ = 3.1415 92653 58979 32385 
138} Zij gegeven ln (2) (zie opgave 136) en 
ln (10) = 2.3025 85092 99404 56840 
Gevraagd 1010g 2 in 19 decimalen. 
139) Be:reken in 19 decimal en V'f. 
Voor de antwoorden, zie :pag. 2 en 3 van: 
~andbook of Mathematical functions, edited by M. Abramowitz and 
I.A. Stegun, Nat. Bur. of Standards, AMS 55. 
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1.3 De interpolatie-formule van Chebyshev 
Zij gegeven een functie g(y) op een interval [a,b]. We zoeken nu een 
intcrpolatie-formule, die bij (nagen9eg) constante n-de afgeleide 
van g de maximale absolute waarde van de restterm op het interval 
[a,b] zo klein mogelijk maakt (zie inleiding 1.1). 
Hiertoe gaan we eerst het interval [a,b] door een lineaire transfo~-
matie van y overvoeren in het standaard-interval G-1,+1]. De iineaire 
transformatie luidt: 
b-a b+a 
y = 2 X + 2-. 
De functie 
( ) ( b-a b+a) r·x =g -x+--2 2 
moet dan worden benaderd in het interval [-1 ,+1_]. 
Volgens de eerste stelling van Chebyshev krijgen we, afgezien van de 
n-de afgeleide van f,het beste resultaat als we de basispunten zo 
kiezen, dat 
1 
,r (x) = (x-x
0




T (x). n n- n- n 2 
M.a.w. we moeten. de basispunten kiezen volgens (1.2.5). Dan hebben we 
dus {vgl. (1.1.1) en (1.1.2)): 
f(n)c E;) 
f(x) = r*n(x) + 
1 
T (x). 
'2n- n n. 
De veelterm r*(x) van graad kleiner dan n kan op diverse mani~ren n 
geschreven worden (zie hoofdstuk 2). Thans schrijven wij haar als een 
lineaire combinatie van Chebyshev-polynomen en krijgen dan de 
inte~polatie-formule van Chebyshev: 
n~1 (n) f(n)(£) 
= 1... ck Tk(x) + . 1 T (x). k=O n! 2n- n 
f(x) 
·:.:.0r -:- 1 < x < 1 is deze formule geldig, mi ts de n-de afgeleide van f 
"bestaat op het interval f:1,+1]. 
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De coefficienten c~n) worden yerkregen door op te lossen het lineaire 
stelsel: 
nr1 (n) 
~ ck Tk(x.) = f(x.) , i = 0(1)n-1, 
k=O i i 
waarbij xi de nui.punten van Tn(x) z1Jn (zie 1.2.5). 
Dit volgt meteen uit (1.3.4), omdat in de basispunten x., i = 0(1)n-1, 
1 
de restterm gelijk aan O is. (Vgl. de overeenkomstige lineaire stelsels 
in hoofdstuk 2, nl. {4.1} pag. 29, (5.1) pag. 35, en (10.2) pag. 49.) 
He~ stelsel (1.3.5) kan gemakkelijk worden opgelost, door gebruik te 
maken van de orthogonaliteit der Chebyshev-polynomen. Deze polynomen 
voldoen namelijk aan de relatie: 
n-i 
1.3.6 I T. (x )Tk(x } = if j r/: k then O else if j r/: 0 _then n/2 els~ n,. 
J r r - - --r=O 
waarbij x, r = r 
Bewijs. Volgens 
0(1)n-1, de nulpunten van T (x) zijn en j,k = 0(1}n-1. . n . 
(1.2.5) zijn de nulpunten van T (x) . n . 
X = cos(r+~) 2!. = cos 8 als 8 = (r+~) 2!.. 
r n r r n 
Dus volgens definitie (1.2.1) en een bekende goniometrische formule: 
n-1 n-1 
I T.(x) Tk(x) = I cos je cos k8 = 
r=O J r . r r=O r r 
n-1 n-1 
~ L cos(j + k}e + ~ I cos (j - k)e • r r . r=O r=O 
Deze sommen kunnen we herleiden tot meetkundige reeksen, als we bedenken, 
dat cosinus en sinus voldoen aan 
Voe~ te eerste som krijgen we, als j + k r/: 0: 
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n-1 n-1 i(j+k)8 
l cos(j+k)a = l Re(e· r) = Re( 
r=O r r=O 
n-1 i(j+k)8 
l e r) 
r=O 






e - 1 e - e 




De reden_van de meetkundige reeks is e n = 
Deze is ongelijk aan 1 en dus de noemer ongelijk aan o omdat j+k < 2n. 
. ' 
We krijgen zo het reele deel van een zuiver imae;inair-getal, dat dus 




cos(j+k)8 · = if j+k > 0 then O else n. 
r - - -
Op volkomen analoge wijze krijgen we voor de -tweede som: 
n-1 
l cos(j-k)8r = if j f k ~ 0 ~ n. 
r=O · 
Hieruit volgt onmiddellijk formule (1.3.6). 
Met behulp van deze formule kunnen we. explic1ete formules voor de 
coefficienten c~n) vinden. Hiertoe vermenigvuldigen we (1.3.5) met 
J . . 
T.(x.) en sommer.en over de basispunteri x .• Dan hebben we voor j = 0(1)n-1: 
J 1 1 
Hieruit volgt: 
= 0 ~ n else n/2) x c ~n). 
J 
(n) 1 n-1 
c
0 




(n) 2 n-1 . 
c. = - I f(x.)T.(x.), i = 1(1)n-1, 
J n i=O 1 J 1 . 
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Voor"oeeld 
Gevraagd de 3-punts Chebyshev-interpolatie-formule op het interval 
[-1,+1] voor de functie cos f x en de absoluut maximale fout op dit 
interval. 
De fout is in absolute waarde kJ.einer dan 
De basispunten zijn: 
Met form.ule (1.3.8) vinden we 
~ .8516 
= 0 
2 (1 ~ ) 1 TI • = 3 2 cos 4 x0 - cos(O + 2 cos 4 x2) 
2 
~ 3 (cos( .6802) - 1) ~ -. 1484. 
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Opgaven 
140) a) Schrijf een Algol-procedure, die de coefficienten van T {x) n 
uitrekent. 
b) Schrijf een Algol-procedure, die in een gegeven interval [a,b] 
voor een gegeven functie f de coefficienten c~n), k = 0(1)n~1, 
van den-punts Chebyshev interpolatie-formule berekent. 
c) Schrijf een programma, dat volgens de Chebyshev interpolatie-
* * formule fn(x) en de fout fn(x) ~ f(x) berekent voor 
( b-a)b 1 .. x = a 5n , as gegeven ZJ.Jn: 
f(x) = 2x, a= 0 , b = 1 , n = 4(1)8. 
Laat het programma printen de waarden x, r;(x), r;(x) - f(x) 
en de absoluut maximale fout. 
141) Beschouw den-punts Chebyshev-interpolatie op het interval G,1,+1] 
van de volgende functies: 
~ ~ ex, 20.5(x+1) • COS 2 X, COS Ij'." X, 
Hoeveel meet n minstens zijn, om op het interval G,1,+1] een precisie 
te bereiken van 5, 10 of 12 decimalen? 
Vergelijk hiermee het aantal voor dezelfde precisie benodigde termen 
van de Taylor-reeks. 
142) Bereken in 5 decimaien de coefficienten van de 4-punts Chebyshev 
interpolatie-formule op het interval G-1,+1] voor de functies 
. ~ 
COS Ij'." X en 
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1.4 De Chebyshev-reeks 
Nemen we in den-de orde interpolatie-formule van Chebyshev (1.3.4) 
de limiet. voor n + ~, dan krijgen we, als f oneindig vaak differentieer-
ba:ar is en zijn afgeleiden niet te snel toenemen: 
1 • 4. 1 f(x) 
Deze reeks van Chebyshev convergeert voor een dergelijke functie f op· 
he~ interval [-1,+i] veel. sneller naar f(x), dan de Taylor-reeks van f. 
Schrijven we x = cos e en F(e) = "f(cos e), dan ontstaat de Fourier-
cosinus-reeks 
1 .4 .2 F(e) = Y c(~) cos ke. 
k=O k 
Deze reeks is speciaal be.stemd voor periodieke even functies met 
periode 21r. 
Om de coefficienten c~~) te vinden hebben we een orthogonaliteits-
relatie nodig, die uit (1.3.6) ontstaat door n naar oneindig te laten 
naderen. Doet men dit zorgvuldig, dan krijgt men voor j,k.:::. 0: 
f
+1 To(x)Tk(x) f1r 
1.4.3 J ·ip dx = cos 
-1 l 1-x 0 
j e cos ke d6 = if. j :/: k ~ 0 ~ 
if j ,/: 0 then rr/2 ~ rr. 
Deze formule is echter veel gemakkelijker direct te bewijzen als volgt: 
.Uit de eerste integraal volgt direct de tweede door de substitutie 
x = cos e. Voor de tweede integraal vinden we, mits j ,/: k: 
(IT l JTr l cos je cos ke de= 2 0 
{cos(j+k)e + cos{j-k)e}de = 
JO 
1T 
't I Tr 1 I 
2~~---k) sin(j+k)e lo + 2{j-k) sin(j-k)e O 
= o. 
;:...s j = k :/: 0 krijgen we blijkbaar de waarde rr/2 en als j = k = 0 de 
waarde rr, waarmee de formule bewezen is. 
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Met behulp van de orthogonaliteit-s-relatie ( 1.4.3) kunnen we een expli""'. 
ciete formule voor de coefficienten c~
00
) verkrijgen. Immers uit (1.4.1) 
J 




f(x)T. (x) ( ) 
1.4.4 J dx = (if j ::J: 0 ~ -rr/2 else ,r) x c.
00 
• . v,:7 - J 
Dus 
( 00) = .1. J+1 f(x) dx co 
1T -1 V1-x2' 
1.4.5 
( 00) = £ J+1 f(x)T. (x) J dx C. 
J . 1T -1 v,J 
_1.5 Economiseren van machtreeksen 
De integralen voorkomend in (1.4.5) zijn vaak lastig te berekenen, 
tenminste als f(x) geen polynoom is. In de praktijk werken we daarom 
meestal met een polynoom-benadering (bijvoorbeeld een stuk Taylor-
reeks van f): 




P (x) = l bk Tk(x). 
m k=O 
De coefficienten bk nemen meestal veel sneller af dan de coefficienten 
ak (k = 0( 1 )m), zodat, om voldoende overeenstemming met f(x) te houden 
op het interval [-1,+1], veelal minder termen van de Chebyshev-re~ks 
nodig zijn dan van de polynoombenadering (1.5.1). 
I 
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Dan hebben we dus voor zekere n < m: 
Vervolgens~schrijven we de Chebyshev-polynomen uit en nemen de term.en 
van dezelfde macht van x samen. Dan krijgen we P (x) in expliciete n 
polynoom-vorm: 
*n + a X • n 
Dit proc·es, dat uitgaande van een machtreeks Pm (x) een economischer 
machtreeks P (x) levert, heet "economise:i:'-en van machtreeksen". n 
!n de praktijk he~ft men de tusse'Il.stadia (1.5.2) en (1.5.3) niet eens 
nodig 
Gana 
en kan men h~ndiger als 
la I m of - 1 verwaarloosbaar 2m- . 
volgt te werk gaan. 




(x) = P (x) - _El._
1 
T (x) 
m- m 2m- m 
van de graad m-1 eveneens een voldoende nauwkeurige benadering van f(x). 
Bereken de coefficienten van dit polynoom en herhaal hiermee het proces •. 
Zo bereiken we tens1otte een polynoom P (x) van de graad n, waarvan de . n 
hoogste coe:t'ficient niet klein genoeg is in absolute waarde", om het 
proces te mogen voortzetten. 
tovendi_en vinden we op_ deze wij ze de kleinste waarde van n, waarvoor 
Pn(x) nog een voldoende benadering van Pm(x) en dus van f(x) is.· 
Voorbeeld 
Gevraagd.een polynoom-benadering van cos f x, die op het interval 
[-1,+1] 2 decimalen nauwkeurigheid levert. 
TI TI
2 2 TI4 4 
COS 4 X = 1 - 32 X + 6144 X - ... 
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. a4 - ~ .002 is kleiner dan de vereiste nauwkeurigheid .005. 8 ~ 
Dus we mogen aftrekk.en 
en vinden dan de tweede-graads polynoom-benadering: 
TI . 2 
COS Tj:" X ~ .99802 - .29257 X • 
Deze bena.dering is nauwkeuriger dan het resultaat van het voorbeeld 
op pag. 274. 
Opgaven 
143) (uit C.E. Froberg, Introduction to numerical analysis). 
Bepaal de absoluut kl~inste eigenwaarde en bijbehorende eige~-
vector van de matrix 
(: 2 -2 4 \ I 12 3 5 
) 
I • 
l 3 13 0 7 
\2 11 2 2 
Maak hierbij gebruik van het feit, dat de inverse matrix de 
inverse eigenwaarden en dezelfde eigenvectoren heeft. 
144) Economiseer het polynoom 
1 
1 1 2+1 3+1 4 
+ 2 X + 4 X 8 X ,6·X 
tot een polynoom van de graad 3 en daarna tot een van de graad 2. 
Wat is de maximale fout hierbij? 
145) Economiseer de Ta.ylor-reeksen van de volgende functies zodanig, 
dat op het int.erval [-1 ,+1j een precisie van 4 decimalen bereikt 
wordp. 
sin(x) , 7T cos(4 x) , 
-x e 
·; 46) a) SchriJ t· een ALGOL-procedure, die een polynoom van de graad m 
economiseert op het interval [a ,"b~ tot een polynoom van zo laag 
.!i,ogelijke graad, waarbij de fout niet groter dan een gegeven € 
• mag warden. 
b) Schrijf hieromheen een programma., dat de resultaten_van opgave 
(145) kan toetsen. 
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1.6 Chebyshev-approximatie 
We gaan nu na welk polynoom van graad lµeiner dan n een functie f op 
een i:::iterval [a-, b] zo goed mogelijk benadert •. 
M.a.w. we zoeken een polynoom f van graad kleiner dan n waarvoor de . n 
maxi.male fout m = max !r(x) - f (x)j minimaal is. Een dergelijk 
a<x<b · n 
pclynoom heet 11beste benadering van f· op [a, b] in de zin van Chebyshevn 
c-.? oo:t "minimax polynoom-benadering van f. op [a, b] 11 • 
Ze~ belangrijke eigenschap hiervan blijkt uit de 
·:•·\•:eede stelling van Chebyshev. 
Zij f een continue functie gedefinieerd op het interval [a,bj en zij 
?~ een polynoom van graad kleiner dan n met de eigenschap dat de 
4 . . 
ai'wijking a(x) = f(x) - P (x) zijn grootste absolute waarde L bereikt 
n ' 
in minst.ens n+1 punten van het interval [a,b], waar de waarde afwisse-
ler.d +L resp. -L is. Dan is Pn een beste benadering van f op (a,b] in 
ce zin van Chebyshev. 
3ewijs: Stel er is een ander polynoom Qn van·graad kleiner dan n, 
dat een betere benadering van f is. M.a.w. de afwijking S(x) = 
= f(x) - Qn (x) is dan op het interval [a,b] in absolute waarde kleiner 
dan :. Dan hebben we: a(x) - S(x) = Q (x) - P (x); dit is blijkbaar . n n 
een polynoom van graad kl~iner dan n, dat in de bovengenoemde n+1 
punt.en een afwisselend teken hee:f't. Hiertussen moet a(x) - S(x) dus 
. n nulpunten bezitten en moet dus, als polynoom van graad kleiner dan n, 
identiek nul zijn. Dus a(x) = S(x), m.a.w. Pn(x) = ~(x), wat een 
tegenspraak oplevert. Hiermee is de stelling bewezen. 
Voorbeeld.en 
Voor zeer .:.age waarden van n is een beste benadering in de zin van 
Chebyshev nog gemakkelijk te vinden. Voor n = 1 is de benadering 
";)lij.~".J~z..r de constante functie c, die gelijk is aan het · gemiddelde 
va:: r.et mi:::iimum 'en het maximum van f op het interval [a,b]. 'Voor 
r.. - 2 is ~10t probleem eenvoudig, als f een convexe of concave functie 
--- :::,; :C.et. interval [a, b]. 
281 
Bijvoorbeeld: zij· gevraagd die lineaire functie die Vx' het beste 
benadert in de zin van Chebyshev op het interval [i,1]. 
De kromme y = \fx'ligt op het interval [i,1j geheel-boven de lijn 
door de eindpunten (L~) en (1,1), dat is .de lijn y = ~ x + ~-
De beste lineaire benadering van vx"'moet blijkbaar evenwijdig hieraan 
lo?en, dus y = ~ x + ~ + b, waarbij b de helft is van het maximum van 
( ) . t' 2 1 D' • • . ul va..~ g x = Vx - 3 x - 3. it maximum vinden we door de afgeleide n . . 1 2 9 - 1 9 1 
te si:;ellen: g' (x) =· ,r -
3 
, dus x = T6 en b = 2 g (16)= 41r• 
2Vx 
:Je bes.t_e lineaire benadering van VX op het interval [i, 1) 
~ x + i~ en de fout is in absolute waarde hoogstens gelijk 
Het Austauschverfahren van Stiefel 
is dus 
1 aan 48. 
Een minimax-polynoombenadering kan door middel van een iteratief 
proces verkregen worden als volgt. 
De iteratie start met een (geschikt g~kozen) rij basis-punten 
x0 , ••• , x in het interval [a,b]. Vervolgens wordt een poiynoom P n . n 
van graad kleiner dan n bepaald zodanig, dat de a:f'wijking 
a(x) = f(x) - P (x) alternerende waarden e resp. -e op deze basis-n 
punten heeft. Pn kan worden gevonden als volgt. 
Bereken het polynoom r:+l van de graad ~ n dat in de basispunten 
x0, ••• , xn met f overeenstemt. Men kan dit doen met de formule van 
Newton (zie pag. 51), die men daarna in de expliciete polynoom-vorm 
van Grunert (zie pag. 34) kan omzetten. Bereken daarna evenzo het 
* 0 • polynoom kn+1 va~ de graad ~ ~, dat in de basispunten x0 , ••• , xn 
de alternerende waarden ~ 1 hee~t. Vervolgens bepalen we het getal 
e z6, dat 
van de graad kleiner dan n is, m.a.w. de xn-term moet hierin wegvallen. 
Dit geschiedt ~lijkbaar voor 
e = f [x0 , ••• , xn] /k [x0 , ••• , xn] , 
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n omdat het n-de differentie-quotient tevens de coefficient van x is. 
Na de bepaling van het polynoom P berekenen we n 
h = max 
a<x<b 
!f(x) - P (x) I n . 
en een argument y, waarvoor deze maximale waarde bereikt wordt. 
Vervolgens wordt yin de rij der basispunten opgenomen en een der 
x. daaruit verwijderd zodanig, dat weer een rij basispunten met af-
1 
wiJkingen van alternerend teken ontstaat. Meestal lukt dit door het 
dichtst bij y gelegen basispunten met afwijking van hetzelfde teken 
al.s de afwijking in y te vervangen door y. Als echter y buiten het 
interval [x0 ,xn] ligt, moet soms elk basispunt een plaatsje opschuiven 
en het basispunt aan het andere eind van de rij verdwijnen. 
Voor de aldus verkregen rij basispunten kan men wederom een polynoom 
van graad < n met alternerende afwijkingen in de basispunten bepalen, 
enz. 
Indien dit proces convergeert, vinden we tenslotte basispunten, die 
samenvallen met de plaatsen waar de afwijking f(x) - P (x) extreme 
n 
waarden heeft. Volgens de tweede stelling van Chebyshev is P dan de n 
gezochte beste benadering van fin de zin van Chebyshev. Men kan de 
~teratie beeindigen als hen e weinig (bv. 1%) verschillen. De 
benadering kan dan niet noemenswaard meer verbeterd worden, omdat de 
maximale fout minstens e zal blijven. 
De bepaling van de absoluut maximale afwijking h wordt veel eenvoudiger 
en het proces veel efficienter (vooral voor ingewikkelde functies f), 
als de functie f all~en wordt be·schouwd op een aantal discrete punten, 
bijvoorbeeld de equidistante punten y. =a+ i(b-a)/m (i = 0(1)m). 
1 
In di~ geval convergeert het proces altijd, en wel tot de beste benadering 
van fop de genoemde discrete verzameling punten. 
Als start voor de basispunten x0 , .••• , xn kan men meestal heel geschikt 
kiezen de pu.nten,, waar het n-de graads Chebyshev-polynoom, aangepast aan 
:..et interval [a~ b], zijn extreme waarden .! 1 bereikt. 
Zie voor bijzonderheden het hierna volgende testprogra~ van procedure· 
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begin comment R1086, programma van A. van Praag gewijzigd, TJD 




real procedure MAX(k, a, b, flt); value a, b; integer k, a, b; 
."reai' fk i 
begin real r; s; 
:wt:=k:~ if k < b then MAX:= s::.:·f'k; goto MC; 
MB: k:= k +1; r:= fk; if r > s then -
begin MAX:~·s:= r; a:= k endr-
MC: !fk < b ~ ,e;o~ MB; k:;""'a' 
~MAX; 
real~procedure polynoom(x, graad> A); value x; ~ x; integer graad; 
array A; comment [O: graad]; 
begin integer i; 
-=· rea.i=·r; 
--=r ;-::-o • .- J 
~ i:::: graad steJl - 1 until O ,2;£ r:=i r Xx+ A(i]; 
:polynoom:= r 
~ polynoom; 
procedure NEWrON(f, x, a, n); value n; integer n; array a, x, :f'; 
comment· (0: n]; 
begin integer k, i; 
reaib; d,: 
array c[O:n]; 
a[OT:= c(O]:= f[O]; 
for i:= 1 step 1 until n do 
~112 c[i]~[i]; =-- . 
fork:= 1 step 1 until i do 
begin b:= cT!T; c(i]:~ (b"":: c[k - 1]) / (x[i] - x(i - k]); 
d:=c[k-1];c(k-1]:=b · 
end; 





c"orri.ineii t"'T O : · n - 1 ] ; 
~ "integer k; i; 
~ er- 1 :n -c--r-..:.-, J := o; 
a, b, n);_ value n; intege~ n; array a, b, xJ 
1 ] ; 
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fork:= 0 step 1 until n - 1 do 
begin b[k]~; elk]:= 1; 
end 
f'or i:= k step - 1 until Odo 
beg!!:, b[i]:= bti] + c[i] X afk]; 
c[i]:= c[i - 1] - c[i] X x[k] 
end 
~~ GRUENERT; 
corr.ment STIEFEL bepaalt ter benadering van de gegeven functie f 
op het int,erval[p, q] een polynoom van de graad n - 1 met 
coefficienten in co[0: n - 1, zodat op minstens m + 1 
equidistante punten in het interval [p, q] het ma.ximale. verschil 
h tussen fen het polynoom in absolute waarde zo klein mogelijk 
· wrdt. In x[0: n] staan de argument waarden horende bij de 
gevo~den maximale afwijkingen en count is het aantal iteraties 
( < 30). STIEFEL gebruikt de procedures NEWTON, GRUENERT, MAX en 
polynoom; · 
procedure STIEFEL(!, p, q, m, n, co, x, h; count); 
value p, q, m; n; integer m, n, count;~ p, q, h; array co, x; 
real procedure f; 
begin- integerk, i; 
real hh'7°r, pi; 
'pb 3.14159265359; 
if (1 - cos(pi / n)) X m < 2 then m:= 2 / (1 - cos(pi / n)); 
begin integer array s[0:n]; -
aGSil. a, b, fun, plusmin[0:n], y, fy, g[O:m); 
= 0; x[ 0] : = p; plusmin[ 0] : = 1 ; . 
fork:= 1 step 1 until n do 
l)egin s[k]~ X ( 1 - costk X pi / n)) / 2; 
• x[k]:~ p + s(k] X (q - p) / m; 
plusmin[k]:= - plusmin[k - 11 
end; 
for i:= 0 step l until m do 
§iln y[i]:=p + :I. x (q -p) / m; f'y[i):= f(y[i]) ~; 
count:= o; 
iter: count:= eount + 1; 
fork:= 0 step 1 until n do fun[k]:= fy[s[k]]; 
NMON(fun;x;- a, n); NEWrON(plusmin, x., b., n); 
hh:= - a[n] / b[n]; · · . 
f£r. k:= O ~'E. 1 until, n - 1 .22, a[k]:= ~[k] + hh X b[k]; 
GRUENERT(x, a., co, n); 
for 1:= 0 step 1 until m do g(iJ:= fy[i] - polynoom(y[i], n- 1, co)";'7i:= MAX1i; O,m.1 abs(g[i])); 
·if abs(hh) < .99 X h A count < 30 then 
oegin ~~te~er c, d; --
real a, b; · · . · 
~sign(g(i]); if a(O] < i /\ i < s(n] then 





fork:= 0 step 1 until n do 
begin b:= abs(y[i] - x[k]T; 
if b < a A c X g[ s[k]] > 0 then 
begin d:= k; a:= bend - -
end; -
x[d]:= y[i]; s[d]:= i 
eise if i < s[O] then . 
beginif c X g[s[o'JT"< 0 then 
fork:= n step - 1 unt1T""1 do 
begin x[k] := x[k - 1 J; s[k]-;-; s[k .;.. 1] end; 
xfo]:= y[i]; s[O]:= i · -
end 
else 
begin if c X g[s[n]) < 0 then 
fork:= 1 step 1 unti1ndo 
begin x[k - 11 := x[kJ; s[k- 1] := s(k] end; 





real procedure F(x); value x; real x; 
F:= if x < 0,5 then sin(pi X x)eise exp(0,5 - x); -- - -- ----
procedure COMPUTE(bl, b2, b3); value b1, b2; real bl, b2; -real procedure b3; 
begin integer t, telling; 
-- real precisie; 
a'r'ra.:y coef[O:n - 1], arg[O:n]; 
STIEFEL(b3~ bl, b2, 10 X n, n, coef, arg, precisie, telling); 
PRINTTEXT(~ graad, precisie en telling;}); NLCR; print(n - 1); 
~rint(precisie); print(telling); NLCR; PRINTTEX!r( . 
f coefficienteni,); NLCR; · 
fort:= 0 step 1 until n - 1 do print(coef[t]); NLCR; 
PfilNTTEX!I{fargumenten van maxima.le afwijkin{tf>); NLCR; 
!£!. t:= 0 ste;e 1 until n ~ :print(arg[t]); NLCR; NLCR 
~ COMPUTE; 
pi:= 3.14159265359; PRINTTEm'(·f: sin;!>); NLCR; NLCR; 
for n:= 2 step 1 until 8 do-COMPUTE( - pi/ 2, pi/ 2, sin); NI.CR; 
PRINTTEX!r(ff;f); NLCR; NLCR,; · 
for n:= 2 step 1 until 10 do COMPUTE(O, 11 F); NLCR; PRINTTEXT( 
rab ~); NLCR; NLCR,; ...... 
for,n:= 2, 53 8, 10 do COMPUTE( - 11 11 abs) . 
end- ....... 
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Voor theorie betreffende het Austauschverfahren zie: E. Stiefel, 
Ueber diskrete und lineare Tschebyscheff-Approxima.tionen, Num. Mat •. 
l (1959),' 1-28. 
Opfsave 
· 147) Bepaal die lineaire functie, die op het interval [a,b] de functie 
f zo goed mogelijk benadert in de zin van Chebyshev, als 
1e) f(x) = sin(x), a= O, b = n/2; 
2e) f(x) -x = e , a. = O, b = 2; . 
3e) f(x) = cos ( Vx), a. = O, b a ('IT/4)2• 
Bepaal tevens welke precisie bereikt wordt. 
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2. IG.einste kwadratenbenadering 
·2.1. Polynoom-benadering voor het discrete geval 
Zij gegeven een f~nctie fop m verschillende basispunten xk, 
k = 0(1)m-1 en zij gevraagd f te benaderen door een polynoom van de 
graad kleiner dan n, m.a.w. 
We nemen aan d.at n (veel) kleiner is dan m, zodat P niet exact met f 
kan overeenstemmen in alle m basispunten. Kiezen we het polynoom P zo, 
d.at het exact met f overeenstemt in een deel der gegeven basispunten, 
dan krijgen we geen redelijke overeenstemming in de andere basispunten. 
In de praktijk zijn de gegeven functie-waarden ofwel gemeten (physische) 
grootheden ofwel berekende waarden van een (mathematische) f'unctie. 
Men_wil daarom alle ge~even waarden gelijkelijk tot hun recht laten 
komen in de op te stellen benadering. Hiertoe is geschikt (onder 
andere) de benadering in de zin der kleinste kwadraten, gedefinieerd 
als volgt. 
Zij voor elk basispunt het residu gedefinieerd door 
2. 1 .2 
Dan is het beste polynoom van de graad kleiner dan n in de zin der 
kleinste kwadraten per· definitie dat polynoom P, waarvoor 
2. 1.3 
minimaal is· •. 
m-1 
) 2 
R =. t.. rk 
k=O 
Deze "som der kwadraten der residuen11 is blijkbaar een f'unctie van de 
coefficienten van P. Teneinde een minimale waarde te bereiken, is het 
nodig, dat de partiele afgeleiden van R naar de coefficienten van P 
nul zijn. M.a.w. de coefficienten van P m6eten voldoen aan 
2.1.4 oR -= aa. 
l. 
o, i = 0(1)n-1. 
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Di t zijn n linea.ir.evei"gelijkingen in de n onbekenden a.0, • •. • , an_ 1 • 
Dit stelsei· ka.n in.matrix-vector-nots.tie geschreven worden a.ls volgt. 
Zij V de (m X n)-matrix. 
1 
2 n-1 
XO XO ••• XO 
1 2 n-1 x, x, ••• x1 
2.1 .5 
• • • • 
• • • . 
• • • • 
1 
2 n-1 
X m-1 X X m-1 m-1 
+ + 
Zij verder f de vector der functie-waa.rden f~ = f(~) en r de vector 
der residuen rk, k = 0(1)m-1. Zij tenslotte a de vector der coefficien~ 
ten a.. , j = 0 ( 1 )n-1 • 
J 
Dan kan (2.1.2) geschreven worden in de geda.ante 
2.1.6 
-+ -+ . -+ 
r = f - Va. 
en bet stelsel (2.1.4) krijgt de vorm 
T-+ ~ T -+ V r = V f - V ya.= O, 
m.a..w. 
T-+ ~ 
V Va.= Vt. 
Lichten we uit matrix V n r1Jen, dan krij~en we een vierka.nte matrix 
van Van der Monde; de determinant hiervan ~s ongelijk a.Annul (zie 
pag. 30, 31). M.a.w. de matrix V heeft d~ rang n (d.w,z. n lineair 
onafhankelijke kolommen). De matrix VTV van bet stelsel (2.1.7) is dus 
symmetrisch en positief definiet volgens stelling (4,1.2) op pag. 140. 
Dit stelsel kan dus worden opgelost met behulp va.n de wortel-methode 
van Cholesky ( zie pag. 141 ) • Helaa.s is di t stels.el vaak slecht p;econ-
di tioneerd a.ls de orde n groot is. Hierop komen we later terug. 
.,ii\ 1 1141£,1·1 le:t:iSli'e" &"'ii Mli¥Zft:R2Y11Rtt f ft ti$'· C, 
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Opmerkingen 
1) Het komt nogal eens voor, dat de nauwkeurigheid der metingen in de 
basispunten niet overal hetzelfde is. Dit kan men tot uiting brengen 
door de residuen rk een van k af'hankelijk gewicht wk> 0 te geven. 
M.a.w. de te minimaliseren grootheid is dan 
Dit leidt eveneens tot een stelsel van de gedaante (2.1.7), waarbij 
➔ 
nu evenwel de elementen van f zijn wkfk' k = 0(1)m-1, en V de matrix 
is, die uit (2.1.5) ontstaat door hierin de rijen resp. te vermenig-
vuldigen met w0, ••• , wm_ 1 • 
2) Er bestaan ook kleinste· kwadraten-problemen van algemener type, 
waarbij niet speciaal gedacht wordt aan een polyno6m-benadering 
van f. Hierin is Veen willekeurig:igegeven (m x n)-matr1x van de 
rang n en men tracht R (zie 2.1.3) te minimaliseren, waarbij de 
residu-vector; wederom de gedaante (2.1.6) heeft. Dit leidt, op 
volkomen analoge wijze als boven, tot een stelsel van de gedaante 
(2.1.7). 
➔ 
De betekenis van een dergelij~ probleem is, dat men de vector f 
zo geed mogelijk tracht te schrijven als een lineaire combinatie 
➔ 
van de kolommen van V, of wat men ook zegt: dat men de vector f 
zo goed mogelijk tracht te "verklaren" uit de kolommen van v. 
Ook bij deze problemen dreigt het spook van de slechte conditie, 
zodra de orde n beduidend groot wordt. 




148) a) Schrijf een .Al.,GOL-procedure 1 die, gegeven een tabel van m argu-
menten en bijbehorende functie-wa.arden, die lineaire functie 
bepaalt 1 die de getabelleerde functie in de zin van kleinste 
kwadraten zo goed mogelijk benaderto ·. 
b) Schrijf 1iieromheen een progra.mma, dat de tabel inleest en de 
coefficienten van de lineaire kleinste-kwadratenbenadering 
zowel als de wortel uit de som der kwadraten der residuen 
uittypto 
149) Bereken de lineaire kleinste-kwadratenbenadering van de runctie 
sin(x), gegeven op m equidistante punten tussen - ! en+! o 
Doe dit achtereenvolgens voor m = 3. 71 11 en 19. Toets deze 
resultaten met programma. (148b) or een ander progra.mma, dat 
procedure (148a) gebruikt. 
150) !nver~eer de volgende matrix met behulp van de methode van Cho~ 
lesq 
1 2 0.5 1 
2 5 0 -2 
0.5 0 2.25 7.5 
1 -2 7.5 27 
I! 
...,._.....,. ______ ..._.........,. --· .... , ...,., 1.._·,n-st•'""'"1·_..w..,.· ...... ,,..,.  -•-z..,.,-,._•+•tWabii4ii--,~ w&etfl:#/:,~· ·1:1 1cu e·,:'4 ,. ·, ..-.---..~~~~~-...,,,,s;!i:S½iiirittt I t'n4t¥t 1Y ·; '·•*•·Ut1~~,., 
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2o2 Polynoom-benadering voor het continue geval 
Nu beschouwen we een functie f gedefinieerd op een interval [a, b], 
waarvoor wederom een benaderend polynoom P van de. ~aad k.leiner dan n 
gevraagd wordt (zie 2o1.1). 
In elk punt x van het interval ~, b] is het residu gedefinieerd door 
Het polynoom van de graad kleiner dan n dat f op ~. b] zo goed moge-
lijk benadert in de zin der kleinste kwadraten is nu per definitie dat 
polynoom P, waarvoor 
minimaal iso R is wederom een functie van de coefficienten van~. 
Om een minimale waarde te berei~en, moeten de partiele afgeleiden van· 
R naar de coefficienten van P nul zijn. 
Dit leidt, evens.ls bij het discrete geval 9 tot een stelsel van n lines.ire 
vergelijkingen in den onbekenden a.0 , oGo, a 1o . n-
Om een eenvoudiger lineair stelsel te krijgen, gaan we het polynoom P 
niet in de expliciete vorm (zie 2o1o1) schrijven, maar als volgt: 
waarbij P., j = 0(1)n-1, polynomen van de graad j zijn, die orthogo-
J 
naal zijn wa.t betreft integratie over het interval _[a.. b] , d·ow.z. :. 
b 
2o2o4 f P.(x)P.{x)~=O, alsi:j=j._ 
a l. J 
De te minimaliseren grootheid R krijgt dan de geda.ante: 
f 
b 2 n-1 f b n-1 ,2 Jb 2 = {f(x)) dx ... 2 }: b. f(x) P.(x)dx + l b (P.(x)) dxo 
a. j=O J a J j=O a J 
Voor het bereiken van een minimum moeten de partiele afgeleiden naar 

















. a!~=. -2 Jb f(x) Pi(x}dx + 2bi Jb (P.i(x))2dx = o, i = 0(1}n-1. 
i a a 
Dit is een z~er eenvoudig stelsel lineaire vergelijkingen, want de ma-
trix van het stelsel heeft de diagonaalvorm, zodat we.de oplossing me-
teen kunnen neerschrijven: 
Pol~nomen van Legendre 
We voeren het interval [a, b] over in het standaard-interval [:1 • +1] 
door middel van de lineaire transformatie (1.3.1). De orthogonaliteits-
relatie (2.2.4) gaat dan over in 
2.2.8 J+l P.(x) P.(x)dx = 01 als if j. _, 1 J . 
Deze relatie legt de polynomen P. op een constante factor na vast. Om 
J 
deze constante te fixeren, is nog een normerings-voorwaarde nodig. 
Hiervoor kiest men vaak de (vrij wi~lekeurige) eis: 
. P.(1) = 1 9 j !_O. J 
De polynomen, die hieraan voldoen 1 heten polynomen van Legendre. 
Voor kleine waarden van j vinden we 
P
0
(x) = ,. 
P
1
(x) = x 9 
P2(x) = i(3x
2 - 1), 
P
3
(x) = ~(5x3 - 3x), 
1 4 2 P4(x) = 'S"{35x - 30x + 3). 
Veel gema.kkelijker, dan uit (2.2.8 en 2.2.9), kunnen de polynomen van 
Legendre verkregen worden uit de recurrente betrekking 
2.,2.11 P.(x) = (2 .. -i)x P. 1(x) ... (1 .. .i) P. 2(x), j _> 2. J J J- J J- . 
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Verder is nog van belang de eigenschap 
2o2o 12 f+
1 
(P. (x) )2dx = 2/(2j + 1) 11 
-1 J 
De formules (2o2o11 en 2o2o12) kunnen samen worden a.fgeleid door vol-
ledige inductie o_ 
Keren we nu terug tot het continue kleinste-kwadratenprobleemo 
Zij gevraagd een gegeven functie f op het interval I:1, +fl in de zin 
der kleinste kwadra~en te benaderen door een polynoom P van graad 
kleiner dru;,. ne Als P geschreven is in de gedaante (2o2o3)i dan volgen 
de coeffici,enten bp i = 0( 1)n-1 9 uit (2o2o 7 ~n ·202012) 9 dus 
2o2o13 b. = (i + ~) f+l f(x) P.(x)dx 9 i = 0(1)n-1o 
J. -1 J. 
Hiermee is het polynoom P volledig vastgelegdo 
Alleen meet P neg in expliciete vorm (zie 2o1o1) omgeschreven worden, 
wat gemakkelijk gaat met behulp van een tabel van Legendre-polynomen 
(zie 2o2o10)o 
Opmerking 
Ook in het continue geval kan men een van x afhankelijke gewichts-:functie 
w(x) > 0 invoeren (vglo opmerking 1,pago 289). De te minimaliseren· 
grootheid luidt dan I• 
R = I: w(x) (r{x) )2dx, 
Hierbij schrijft men weer Pin de gedaante (2o2o3) waarbij· de polyno-
men P. nu moeten voldoen aan de orthogonaliteits-reiatie 
J 
Jb w(x) P.(x) P.(x)dx = O, als if jo a J. J . 2o24a 
Dan'vindt men de coefficienten b. weer uit een lineair stelsel~ waar-
J. 
van de matrix de diagonaalvorm heefto 
Bij elke gewichts:functie w{x), met grenzen a en b, hoort een stelsel 
orthogonale polynomeno Bijvoorbeeld 8 bij w(x) =v 1 2 5 a= ~1 9 1-x 
b = +1 horen als orthogonale polynomen de polynomen van Chebyshev (zie 
•· 
(1o2) en formule (1o4o3))o 
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Opgaven 
151) a) ~ij gevraagd de functie sin½ x in de zin der kleinste kwadraten 
te benaderen op het interval [-1,+1] door een polynoom P van de 
graad 3. 
Stel het hierbij horende lineaire stelsel voor de coefficienten 
van Pop en bepaal hieruit P. 
Bepaal vervolgens P opnieuw, nu met behulp van de polynomen van 
Legendre. 
b) Dezelfde opgave voor de functie ex op het interval [o, 1). 
152) a) Bepaal de polynomen van Legendre tot en met graad 5 (vgl. 
2.2.10). 
b) Gevraagd de "verscho.ven" polynomen van Legendre, die voldoen 
a.an de orthogonaliteits-relatie 
J 
1 
P. (x)P. (x}dx = 0 , als i 'I: j, 
0 l. J 
en aan de normerings-eis (2.2.9), te bepalen tot en met gra.a.d 4. 





153) a) Schrijf een .Algol-procedure, die de coefficienten van de poly• 
nomen van Legendre tot een zekere graad uitrekent. 
b) Zij gevraagd een functie fin de zin der kleinste kwadraten te 
benaderen op het interval [a,b] door een polynoom P van de graa.d 
kleiner dan n. 
Schrijf een .Algol-procedure, die de coefficienten van P bepaa.lt, 
als gegeven zijn de 11momenten" 
r
b . 
M. = xl.f(x)dx , . i .= 0( 1 )n-1. 
J. J a 
c) Schrijf een .Alp:ol-progra.mma., dat de oplossingen bepaalt van 
opgave 151 a en b. 
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2.3 Conditie van stelsels lineaire vergelijkingen 
Beschouwen we het lineaire stelsel 
Ax= b, 
waarbij A een vierkante niet-singuliere matrix is. 
Numeriek vindt men gewoonlijk niet de exacte oplossing x, maar een 
benadering x + ox. 
Noemen we nu het hierbij horende rechterlid b + ob, m.a.w. 
A(x +ox)= b + ob, 
dan geldt blijkbaar Aox = ob, dus 
-1 ox = A ob. 
Als de elementen van de residu-vector ob klein zijn, zal de fout-vector 
. . -1 . ox ook kleine elementen hebben, mits de elementen van A niet al te 
'. _, . . . 
groat z1Jn. A _bepaalt dus min of meer de cond1t1e van het stelsel. 
We hebben liever een enkel getal als maat voor de conditie. Hiertoe 
hebben we nodig een vector-norm en een matrix-norm (die een maat zijn 
· voor de grootte van een vector resp. matrix}. 
Op pagina 190 hebben we twee vector-normen vermeld, nl. de Euclidische 
lengte 
+ ••• + 
end~ maximum-norm 
I !xi I = max 
i=1 , ••• ,n 
lx.1. 
1 
Deze maximum-norm zullen weals u~tgangspunt nemen voor het definieren 
van de conditie van een stelsel. 
Uit (2.3.3 & 5) volgt: 
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·De laatste factor is blijkbaar I j6bj l, de eerste factor h~ngt alleen 
van A- 1 · af ·en is gelijk aan i 'IA-1 11, als we ~efinieren voor willekeurige 
vierkante ma.trices A: · 
I IAI I =d f max I IA .. I• 
e i j l.J 
Dit.is de matrix-norm horende bij de maximum-vectornorm. 
Dan hebben we dus 
M.a.w. j IA-1 11 is een maat voor de conditie van het stelsel Ax = b, 
We hebben hier de maximale absolute fout 11 ox 11 beschouwd. Vaak .kijkt. 
men liever naar de relatieve fout van x, die gedefinieerd wordt als 
I l ox 11 / 11 X 11 • 
Wegens Ax= b hebben we 
wat op precies dezelfde wijze wordt afp;eleid als (2.3.7) uit (2.3.3). 
Dus 
m.a.w. 
2. 3. 8 11 !11 1 ~ II A 11 • 11 ~ - 1 11 • -ootL . 
De hier optredende factor I IAI I • I IA-1 11 heet conditie.:.getal van 
matrix A. 
Dit conditie-getal is altijd minstens 1; het is o.a. voor de eenheids-
matrix, voor permutatie-matrices en voor veelvouden hiervan gelijk aan 1. 
Als het conditie-getal van A erg groot is, noemen we het stelsel Ax= b 
slecht geconditioneerd. Een kleine storing ob van de residu~vector kan 
dan een grote fout ox in de oplossing ten gevolge hebben • 
. Voorbeeld ( vgl. pap;. 144) 
Het s~elsel · 
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is slecht geconditioneerd. 
Het conditie-getal van de matrix is ongeveer 20000, zodat de relatieve 
precisie va.n x ruim 4 decima.len slechter kan zijn, dan de rela.tieve 
fout van b. De exacte oplossing is x1 = x2 = 1. Voor de benaderde op-
lossing (1.101, 1.100) vinden we 
en +1-TTt1· = • 001 , 
zodat de oplossing iets beter is, dan op grond va.n de conditie te ver-
wachten was. 
Equilibreren 
Vermenigvuldigt men de vergelijkingen met zekere factoren :/: 0 zodanig, 
dat alle rijen va.n A dezelfde lengte krijgen (bv. Euclidische lengte 
of maximum-norm), dan blijft de oplossing uiteraard dezelfde, maar het 
conditie-getal van de matrix wordt vaak kleiner. Een matrix met r,ijen 
J 
(en kolommen} van dezelfde lengte heet wel "geequilibreerde matrix". 
Vermenigvuldigen we in bovengenoemd voorbeeld de eerste vergelijking 
met 100 dan is het conditie-getal van de matrix ongeveer 400, terwijl 
we voor bovengenoemde benaderde oplossing hebben 
II ox I I / 11 x 11 = • 1 O 1 en II ob I I / 11 b I I = O • 1 • 
Gaan we van een stelsel over op een equivalent stelsel met geequili-
breerde matrix, dan wordt hierdoor het zoeken van de pivots (zie pag. 
125 en 135) beinvloed. De keuze, die a.fgestemd is op de geequilibreerde 
matrix, verdient een zekere voorkeur. 
Dit geschiedt in feite in de procedure "DET" (AP 204, zie pag. 136 en 
137), waar de candidaat-pivots eerst door de (Euclidische) lengte van 
de betre:f'fende rij van de gegeven matrix worden gedeeld, alvorens 
degene met maxima.le absolute waarde hieruit wordt gekozen. 
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2o4 Oplossing van het discrete kleinste-kwadraten-probleem door middel 
van orthogonalisatieo 
We beschouwen nu het algemene discret·e kleinste-kwadratenprobleem (vglo 
' . 
pago 289 opmo 2), waarin gegeven is een willekeurige (m x n)-matrix A 
van de rang n en een m-vector b 9 waarvoor gevraagd wordt,te minimali-
seren (het kwadraat van) de Euclidische lengte (vglo 2.3·.4) ·van de re-
. sidu-vector 
r = b - Ax, 
moaoWo de te minimaliseren grootheid is 
T m-1 2 
R = r r = l rk. 
k=O 
De oplossingsvector x, bestaande uit de elementen x0 , •••• xn_1 , moet 
dus voldoen aan de eis, dat de partiele afgeleiden van R naar de elemen-
ten xi nul zijn: 
aR m-1 n-1 
~ = -2 l (bk - l ~- x.} ~- =. O, i = 0(1)n-1. 
i k=O j=O J J · 1 
.Anders gezegd: x meet voldoen aan het lineair~ stelsel 
(vglo formules 2o1.4 & 7). 
Als A de rang n heeft, is ATA niet singulier en heeft 2.4.4 dus een 
en slechts een oplossing. Dit stelsel is evenwel vaak slecht gecondi-
tioneerd voor (tamelijk) ~rote n, zoals moge blijken uit het volgende 
Voorbeeld 
Zij A de matrix 
1 1 1 1 
& 0 0 0 
2o4o5 0 & 0 0 
,•. 
0 0 & 0 
0 0 0 
.·, 
e: 




1+£2 1 1 1 3+£2 -1 -1 _, 
ATA = 1 1+e2 1 1 (ATA)-1 1 -1 3+£2 :-1 -1 
1+e2 
, = 
3+£2 1 , 1 E:2(4+&2) -1 -1 _, 
1 1 1 1+E:2 _, _, -1 3~€2 
Voor kleine E: is ATA dus slecht. geconditioneerdo 
Meetkundig beeld 
De kolommen van A en vector b zijn vectoren in een m-dimensionale 
ruimteo Als A de rang n heeft~ spannen de kolommen Vf,!Jl A een n-dimen-
sionale deelruimte V opo De vector Ax ligt blijkbaar in Ven de E~cli-
dische lengte van de residu-vector r is blijkbaar minimaal, als Ax 
gelijk is aan de projectie van:b,op de deelru.imte V; de residu-vector 
r staat dan loodrecht op de deelruimte V (doWoZo r staat loodrecht ~p 
alle in V gelegen vectoren). 
r 








Dit meetkundig beeld suggereert, dat het voor bet oplossen van het 
kleinste-kwadratenprobleem nuttig is eerst de vectoren, die V opspannen, 
te vervangen door een orthogonale basis voor V(dat is een stelsel 
orthogonale vectoren van lengte een, die V opspannen) •. 
De eenvoudigste methode hiervoor is de Gram-Schmidt orthogonalisatie, 
die als volgt verloopt. 
Laat aide i-de kolom van A en 4:i_ de i-de orthonormale basisvector 
aanduiden, voor i = 0(~)n-1. Dan worden de 4j_ achtereenvolgens berek~nt 
aldus ( de hier optredende norm is de Euclidische le_ngte I Ix 11 = Vx>: 
0) normeer a0 
1) bereken de 
204.6.1 
component c1 van a1, die loodrecht op q0 staat, en normeer: 
T 1 · 
c, = a, - <cao a,>~; 41 = lie, 11c, 
en, algemeen voor i = 0(1)n-1, 
bereken de component c:i. van ai , die loodrecht staat op ~, ••• , qi_ 1 
en normeer: 
1 
c. = a .... 
l. l. = 11 c • 11 ci.. 
l. 
De matrix Q bestaande uit de kolom-vectoren q0, •••• ~-l is dan blijk-_ 
baar een orthogonale matrix {d.w.z. QTQ = I, maar Q Q + I, want Q 
is .niet vierkant) • 
De orthogonalisatie betekent 11 dat A is geschreven al~ · 
waarbij U gelijk is aan de bovendriehoeks-matrix 
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I I a.o 11 T T T qo a., qo a.2 0 9 0 0 qo a.n-1 
I le, 11 T T 41 a.2 0 0 0 0 41 a.n-1 
0 





4n-2 a. ~ n-1 
I lcn_, 11 
Na het orthogonaliseren vinden we de kleinste-kwadratenoplossing als 
volgto Uit (2o4o4) en (2o4o7) volgt 
-UTQTQ U x = UTQTb 
Al Ad h ft . UT . t . gul' d t (UT)-1 s e rang n ee is nie -sin ier en mag men us me 
voor-vermenigvuldigeno Wegens QTQ = I levert dit da.n 
Dit is een stelsel-'lineai:I"e vergelijkingen met driehoeksmatrix, wa.t dus 
zonder moeite kan worden 9pgelost (terug-substitutie)o 
Voorbeeld 
Gevraagd een functie f, die gegeven is op de punten f;k, k = 0(1)m-1 8 
in de zin der kleinste kwadraten te bena.deren door een lineaire functie~ 




A= 0 0 b = 
0 0 
0 0 
·1 . ~-1 
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De Gram-Schmidt orthogonalisatie levert dan 
Q-= 
1 m-1 
waarbij ~ = - l ~ 
. m k=O k 
Bovendien hebben we 
(~0 - t)la 
( ~, - ·t)/a. 
,u = 
( ~m-1 - ""i)/a 
m-1 













Oplossing van het stels_el (204.9) levert dan de lineaire kleinste-
kwadratenbenadering 
m-1 
y = ..!. I r 
m k=O k 
(Vergelijk dit resultaat met opgave 148). 
Opmerkinge_£ 
1) Men kan de Gram-Schmidt orthogonalisatie uitvoeren met verwisseling 
van de. kolommen van A. In de i-de stap zoekt men dan uit de kolommen 
a. met j ~ i die kolom, die de grootste component loodrecht op 
J 
q0 , ••• , qi_1 heeft, en verwisselt deze met de i-de kolom, waarna men 
c. en q. berekent. 
l. l. 
Dit verwisselen is vooral van belang, als de kolommen van A (bijna) 
lineair afhankelijk zijn. Vindt men voor ze~ere i, dat alle resterende 
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kolommen een verwaarloosbaar klein'e component loodrecht op de verkregen 
kolommen van Q hebben, dan is i blijkbaar de rang van Ao Treedt dit 
evenwel voor geen der i-waarden op, dan heeft A de rang n en kan men 
doorgaan met het stelsel (2o4o9) op te losseno 
· 2) In:plaats van Gr~~Schmidt orthogonalisatie kan men ook Householder. 
orthogonalisatie toepassen, waarbij Q gelijk is aan de eers~e n kolom-
men van het product van n Householder-matrices van de orde m(zie pago 
206 fo~ule 5o0o2)o 
Dit is geprogrammeerd in een ALGOL-procedure door G. Golub en Po Businger 




154a) Bewijs, dat het conditie-getal van een matrix altijd minstens 
een isQ 
b) Bereken de conditie van de matrices uit opgaven 143 en 150 en 
van de matri.ces der st els els ui t opgave 151 a en b. 
155) Bereken, zowel met de hand als met het programma van opgave 148, 








156) Voor de stralings-intensiteit I van een radio-actieve bron geldt 
· -at 
de formule I= r0 e o 
De logarithme van I is dus een lineaire functie van de tijd t. 
Bepaal deze lineaire functie door middel van kleinste-kwadraten-






1 .34 1.00 
Met name worden gevraagd de bijbehorende a en I 0• 
Doe de berekening met de hand en met behulp van h~t programma. 
uit opgave 148. 
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pegin comment R 1086, program to test the procedure 1 least squares. 
solution 7 of G.Golub and Peter Businger, Num. lv'.at •. 7 (1965) 
269=276. On the data tape one should give the number· m of 
equations, the number n of unknowns, the number p of right 
hand sides and subsequently for each equation the 
coefficients of left and right:hand side; 
intgger m, n, p, i, k; 
~roce~.11re leastsquaressolution(a, x, b, m, n, p, eta, singular); 
value m, n, p, eta;. a.;cr:ay a, x, b; int,eger m, n, p; real eta; 
label singular; 
comment The array a[l:m,1:n] contains the given matrix of an 
overdetennined system of m linear equations in n unknowns (m 
~ n). For the p right hand sides given as the columns of the 
array b [ 1 :m, 1 :p], the least squares solutions are computed 
and stored as the columns of the array x[l:n,1:p]. If rank(a)<n 
then the problem is left unsolved and the emergency exit 
singular is used. In either case a and bare left intact. Eta 
is the relative machine precision; 
be_g_in. 
;reaJ. ;procedure innerproduct(i, m, n, a, b, ch va,l1Je m, n, c; 
real a, b, c; 1nteget,_ i, m, n~ 
begin for, i ::a:: m gte:g_ 1 1m:til n Q.Q. c := c + a x b; 
innerproduct:..: c 
fil!Q. innerproduct; 
:grocedure decompose{m, n, .qr, alpha, pivot, singular); . 
yalue m, n; integer, m, n; arr.~ qr, alpha; ~~~X:. ~rra.y: pivot; 
Jabe J. singular; 
begin integ~~ i, j, jbar, k; . 
;real beta, sigma, alphak, qrkk; 
.?,r ra..x. y , sum[ 1 :n ] ; 
for j := 1 ste12 1 ypti. l n QQ 
~ comment j-th column sum; 
sum[j]:i: innerproduct(i.., 1, m, qr[i,'j], qr[i,j], O); 
pivot[j]:::.: j 
end j-th column sum; 
for k := 1 ste}2 1 until n do 
°Qegin sigma:= sum[k], jbar:=- k; 
fill: j := k + 1 steJl 1 unt5.l n g_g_ if. sigma < sum[ j] 
;then 
~eg_iu_ si~ma :=-:- sum[ j]; jbar :=. j ~,ng.; 
.1f jbar -, k ~ 
~ ~ . .QIIJment column .interchange; 
j := pivot[ k]; pivot[ k] ~:.:: pivot[ jbar]; 
pi vat[ jbar] := i,; sum[ jbar] :::.: sum[ k]; 
sum[k]:=. sigma; · 
f.2!: i :~ 1 step 1 until m. ~ 
begin sigma::::1 qr[i,k]; qr[i,k]:= qr[i,jbar]; 




sigma~:::: innerproduct(i, k, m, qr(j.,k], qr(i,k], O)j 
i.t sigma = 0 ihfil1_ @12. singularj qrkk:= qr[k,k],i 
alpha.k:= alpha(k] := if. qrkk < 0 then sqrt(sigma) 
~l§.sl. - sq rt (sigma ) ; . 
beta!~ 1 / (sigma - qrkk x alphak)j 
qr[k,k) := qrkk - alphak; 
~ j := k + 1 sten 1 1:mtil n Q..Q. y[ j] := beta x 
innerproduct(i, k, m, qr[i,k], qr[i,j], O); 
for j := k + 1 ste,I1. 1 until n gQ. 
QSigin for i:= k ste:R l until m g,Q. qr[i,j]:= qr[i,j] 
- qr[i,k] x y[j]; sum[j):= sum(j] - qr[k,j] ,4. 2 
~ 
m:,oce1ux.~ solve(m, n, qr, alpha, pivot, r, y); value m, n; 
intr,g~ m, n; ?,;t:ra;y:_ qr, alpha, r, y; integer array pivot; 
begin ~nteg~r i, j; 
;t;:gal_ gamma; . 
array_ z( l :n]; 
for j := 1 ste:g 1 11u.tll n i1.Q. 
beg.in. gamma.:= innerp:roduct(i, j, m, qr[i,j), r[i], 0) / 
(alpha[j] x qr[j,j]); 
f'or i•= j ste:g 1 until m g.Q.r[i]:= r[i] + gamma.x 
qr(i ,j) 
epg j; 
z[n] :"-< r[n) / alpha[n]; . 
f.Q.C. i := n • 1 ste:g - l until 1 9.Q. z[ i] := • 
innerproduct(j, i + 1, n, qr[i,j], z[j], .. r[i]) / 
alpha.[i ); 
for i:= l step 1 until n g..Q. y[pivot[i]]:= z[i] 
e,nd solve; 
in~ i, j , k; 
real, normyO, normeO ,· norme 1 , eta2; 
i'!:.~ qr[ 1 :m, 1 :n]; alpha, e, y[l :n], r[ l :m].; 
iu~eger arr~ pivot[1 :n]; 
[m: j :== 1 step 1 until n Q.Q. 
for, i:= 1 sj:;~Jl 1 until m 1Q. qr[i,j)::.:: a[i,j); 
decompose(m, n, qr, alpha, pivot, singular); eta.2:= eta ,i 2; 
t:Q.r.. k !=• 1 ste:g 1 !!Qti 1 p ~ 
begin for i != 1 ~ 1 u.ntil, m do r[ i J:= b[ i,kh 
solve(m, n, qr, alp.ha, pivot, r, y); 
f,Qr i:= l ~te,I1. l until m ru2, r[i]:= .. innerproduct(j, 1, 
n, a[i,j], y(j], - b[i,k]); 
solve(m, n, qr, alpha, pivot, r, e); normyO:= norme1:= O; 
fm::, i := 1 ~ten 1 y:ntil n 1Q. 
begin_ normyO := normyO + y[ i ] /4 2; 
norme1 := normel + e[i] 4 2 
end i; 
it nornie1 > 0.0625 x normyO ~ goto singular; . 
improve: f2t.. i := 1 ste:g 1 until n Q.Q. y[ i] != y[i] + e[i ]j 
if. norme 1 < eta2 x normyO then goto store; · 
for i := 1 ste__:g 1 until m ru2, r[ i] := • innerproduct(j, 1, 
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, .n, a(i,J], y[j], .~ b[i,k]); 
solve(m, n, qr, alpha, pivot, r, e), normeO:= norme1; 
norme1 := O; 
for i:= 1 steJ?, 1 until n ili2. norme.1 := normel + e[i] />, 2; 
it. norrne1 :::, 0.0625 X normeO ~ goto improve; 
store: ;tQ.t, i:= 1 st@ 1 mitil n Q.Q. x(i,k]:= y[i] 
~ 
end least squares.solution; 
m::a: .read; .n:::;: read; p:= read; 
~~a[ 1 :m, 1:n], b[ 1 :m, 1:p], x[ 1 :n, 1 :p]; 
;tQ.r i := 1 s,:t~n 1 gntil m do 
begin fpr k := 1 ste11, 1 yn;:ti.l i:i 92. a[ i ,k] := read; 
fg,l'. k:c: 1 step_ l 1.m.lil pill?. b[i,k]:= read,; 
~ug; -
leastsquaressolution(a, x, b, m, n, p, 10 - 12, singular); 
PRINTTEXT({ least squares solution vectors*); NICR; 
f.Qi: k := 1 ste12 1 J:an:til n QQ. 
~l!l NICR; . 
fQt. i := 1 ste12 1 until p gQ. print(x[k,i] ); NICR 
endJ 
~ 




Data for program least squares solution 
6 5 2 
36 ~630 3360 -7560 7560 
=630 14700 -88200 211680 -220500 
3360 -~88200 564480 c1411200 1512000 
-7560 211680 ·1411200 3628800 --3969000 
7560 -220500 1512000 -3969000 4410000 
-2772 83160 -582120 1552320 -1746360 





+. 2 0000000265 3010"' 0 
+.100000034372410+1 · 












2,5 F.armonische analyse (continue geval) 
Harmonische analyse (ook Fourier-ahalyse geheten) is een kleinste-• 
kwadratenbenadering speciaal voor periodieke functies. 
Laat gegeven zijn een f'unctie f met; periode 2'11", d.w.z. 
;, 
f(x + 2'11") = f(x). 
We trachten f te schrijven als een ,som van speciale functies met periode 
2-ir, a.ldus 
2.5. 1 
n . n 
f(x) ~ }: a.j cos jx +; J bj sin jx. 
j=0 . J-1 
Het residu in het punt xis gedefinieerd als 
n n 
.2.5.2 r(x) = f(x) - }: a. c:os jx - }: b. sin jx. 
j=0 J • j=1 J 
We beschouwen eerst het continue geval. 
Hierbij is de te minimaliseren grootheid 
R = I:• (r(x))2 dx 
Nul stellen der partiele a.fgeleide1i. geeft de relaties 
~R I2'11" n n f "i = -2 0 I rCxl }: a. cos jx·- I b. sin jx} j=0 J j=1 J 
2.5.4 2'11" n n 
iR = -2 J {f(x) - I a. cos jx - I b. sin jx} 





Deze relaties kunnen aanzien~ijk worden vereenvoudigd.door de 
orthogonaliteits-relaties 
ix dx = o, 
0( 1)n 1 
ix dx = o, 
1(1)n. 
I; cos jx cos ix dx = if i 1- j then 0 else if i > 0 ~1f ~ 211, --
2.5.5. I; sin jx cos ix dx = o, 
I; sin jx sin ix dx = if i 1: j then 0 else n (i, j > oL - -
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Deze rela~ies worden bewezen als volgt (vgle pag. 276). 
Eerst schrijven we de integraal als de som van twee cosinussen of 





cos ix dx = l f :• cos (j-i-i)x dx + ! I: cos (j-i)x dx. 
Noemen we j+i respo j-i even a, dan vinden we voor a¥ 0 
I
2
,r cos ax dx = .l sin ax J21T = Oo 
0 a 0 
Voor j # i zijn dus beide integralen 0 5 voor j = i ~ 0 levert de een 
O, de ander ,r en voor j = i = 0 leveren beide ,r en is het antwoord 
dus 21To 
Met behulp van (2o5o5) vindt men de oplossing van (2.5o4): 
1 J21T a = - f(x)dx 
0 2 O 
20506 
1 ( f(x) cos ix ]i> a. = -J. 1T Oo 
1 I2,r b. =-
0 
f(x) sin ix 
J. 1T 
Deze formules hangen blijkbaar niet van n af. 
Laten wen naar oneindig gaan, dat convergeert het rechterlid van 
(2o?•1) in veel gevallen n~~ f(x), in formule 
co 
f(x) = I 
j=O 





b. sin jx 
J 
Dit heet de Fourier-reeks van fen de coefficienten a. en b. heten de 
J J 
Fourier-coefficienten van f. 
Nemen we nu een stuk·van de Fourier-reeks~ dan krijgen we blijkbaar 
· een benadering van f in de zin der kleinste kwadraten. 
Voorbeeld De functie f met periode 2rr gedefinieerd door 
f(x) = sign(x) , -,r < x < +,r 1 f(,r) = O. 

















Dan vinden we a.= 0 voor alle i >· 0 want f is een oneven functieo 
J. - . t 
Verder hebben we 
Dus 
b. 1 = -J. 7T f+1r f(x) sin ix ax = 1 f 1r .~in ix dx = ~ 7T O 'lrJ. -1T 
co 




In het bijzonder is dus voor O < x < 1T deze som gelijk aan fo 
7T . 
Voor x = 2 ontstaat de wel-bekende reeks 
1r 1 1 1 r= 1 -3+5-1+ 000 
2c6 Harmonische analyse (discrete equidistante punten) 
We beschouwen nu een :t'unctie f met periode 21r, die gegeven is op de 
equidistante punten 
21rk 
X. =-' .K m 
waarbij m een gegeven positief geheel getal iso 
Wegens de periodiciteit van f geldt f(Xit+m) = f(~), zodat we a.lleen 
de punten ~ voor k = 0(1)m-1 hoeven te beschouweno 
We trachten weer f(x) te schrijven in de gedaante (2o5o1), wa.arbij 
I 
nun veel kleiner dan m moet zijn (om precies te zijn, n mag niet 
groter zijn dan m/2). 
Schrijven we fk = f(~) en rk = r(~) (zie 2.5.2), dan moeten we nu 
minimaliseren: 
m-1 
206.1 R = l 
k=O 
In plaats van (2.5.4) komen nu de relaties 
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m-1 n n 
aR L {fk .. i: j~ - }: b~ sin j~} iXit = o, r=-2. a.. cos cos 
a.i k=O j=O J j=l J i = 0(1)n, 
20602 m-1 n n aR 
-= -2- I {fk .. I a.. cos j~ .. I b. ~in. j~} sin i~ = o, 
obi k=O j=O J j=1 J i = 1(1)no 
Deze la.ten zich weer aanzienlijk vereenvoudigen door orthogonaliteits-
relatiest die nu luiden: 
m-1 
I _ cos j~ cos i~ = g i =1- j ~ o ~ g i =1- o ~ m/2 
k=O 
m-1 
l sin j~ cos i~ = 0 
k=O 
m-1 
else mo --, 
}: sin j~ sin i~ = i!, i :/: j ~ O ~ m/2 
k=O 
{i, j> 0) 9 
waarbij echter de restrictie geldt 9 dat i en j kleiner dan m/2 moeten 
' 
zijno De a:f'leiding van deze relaties geschiedt ongeveer op :dezelfde 
wij-ze a.ls op pago 
Bijvoorbeeld 
· m-1 





(j+i)~ + ~ l cos (j-i)xko 
k=O 
Noemen we j+i respo j-i even a, dan krijgen we voor a:/: 0: 
m-1 m-1 
l cos a~= Re.}: exp (i~). 
k=O k=O 
Deze som is een meetkundige reeks met' reden r = 
exp(iax )-1 
De som is dus gel-ijk a.an · · 1 m ~ . r-
Dit is gelijk a.an O, want exp(iax )'=exp (ia~) = 1o m m 
Hieruit volgt gemakkelijk de eerste ~ormule van (2o6.3)o 
Op analoge wijze bewijst men de tweede en derde formule. 






! ' \ 
1 m..1 
.. a = - r f 
( 0 m k=O k 
I 
\ 
\ 2 m-1 
\a .. = - l fk cos I i, m k=O 
I . 
! 2 m-1 
'-- b. = - l f sin 
J. m k=O k 
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Deze formules hangen wederom niet van n afo 
Het· is duidelijk, dat het a.a.nta.l coefficienten a. en b., da.t bepa.alci 
. J. J. 
kan worden,'ma.ximaa.l gelijk is a.an het a~ta.l basispunten ~o ijet heert . 
dus geen zin n groter da.n m/2 te nemen. Voor n < m/2 gelden boven-
staa.nde formuleso Voor m eve~ en n = m/2 treedt echter een uitzondering 
opo·Da.n is enerzijds sin(~)= 0 voor a.lle ~• zodat deze tunctie 
en dus ook de coefficient b niet meedoeno Anderzijds geldt 
cos. (n~) = cos (trk) = (-1,)It, zoda.t in afwijking van (20603 & 4)lseldt 
~, ,~1 k 
l cos2(~) =men dus a. = - I (-1) f, 
k=O n m k=O k 
Opmer.kinq 
Verva.ngt men in de formules (2o5o6) de integra.len door hun bena.dering 
volgens de trapezium-regel op de ba.sispunten x0, x1, 000 9 xm• da.n 
ontsta.a.n de formules (20604) (want wegens de periodiciteit van f geldt 
f = t 0) o Men zou nu kunnen tra.chten slim te zijn en de· tra.pezium-m , 
regel door een hogere orde. tormule (bov~ Simpson) kunnen vervangen.· 
Deze zijn echter voor periodieke functies niet beter da.n de 'trapezium-
regel, zeals blijkt uit de :f'ormule van Gauss (3.3.1 pa.go 119)0 
Immers voor ondergrens x0 en bovengrens xm va.llen wegens de periodici-
teit van :f' a.lle hogere orde termen tegen elkaar weg (µom= µo 0, 
1.10~ = 1.10~1) enz,.) • ·zodat in de formu:}.e van Gauss a.lleen het tra.peziumstUk 
~-1 ~-1 1 · . !Ju fm - µu r0 overb J.Jrtio 
Dit wil evenwel niet zeggen, dat de tra.p~ziumregel voor periodieke 
functies exact iso Er blijrt a.ltijd nog een resttermover, die a:f'hangt 
van het aanta.l basispuntene 
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Voorbeeld (zie Hildebrand !}], pag. 376). 
Zij f een functie met periode 2TI, waarvan de volgende tabel gegeven is 































We gaan hieruit de numerieke Fourier-coefficienten a. en b. berekenen 
J. J. 
volgens (2.6.4), waarbij nu m = 12. Aangezien de cosinus een even 
functie is, is het handig eerst de waarden fk en fm-k bij elkaar te 
tellen. Daarnaast schrijven we de waarden cos i6k voor i = 1(1)n. 
Kiezen wen= 3, dan krijgen we aldus het volgende schema, waarin 
a = ~ V3,;.:, 0.8660. 
cos ek cos 26k cos 36k 
fo = 1.21 1 1 1 
f1 + f· = 2.49 a .5 0 .11 
f2 + t,o = 2.60 .5 .;.. 5 -1 
f3 + f9 = 2.50 0 -1 0 
f4 + ta = 2.39 -.5 -.5 1 
f + f7 = 2.19 -a .5 0 5 
f6 = 1 .07 -1 1 -1 
Om a0 te krijgen moeten we de eerste kolom sommeren en door 12 delen; 
de andere ai krijgen we door het sca:lair product van de eerste kolom 
en een der andere kolornmen te delen door 6. We vinden dan 
. a0 = 1.204 , a 1 = 0.084 , a = - O. 062 · 2 a = - 0.012. 3 ' 
Voor het berekenen van de coefficienten bi bepalen we eerst de waarae~ 




sin ek sin 26k sin 36k 
fl - f,1 = .15 .5 i a 1 . 
f2 - f10 = .32 a a 0 
f3 - f9 = .30 1 :- ;O -1 
f4 fa = .29 a . -a. 0 
:t' f7 = ~17 .5 -a 1 5 
Hieruit vinden we 
Men kan zo doorgaan tot n = 6. Om a6 te krijgen moet men evenW:el niet 
door 6 maar door 12 delen (zie pag. 312). 
31·5 ·. 
Opgaven 
157) Schrijf een programma, dat met behulp van de procedure "least 
squares solution" (pag. 305) een kleinste-kwadraten polynoom-
benadering van de graad n bepaalt van een functie f(x), die 
gegeven is op m equidistante basispunten ·~ (k = 0(1im-1), waarbij 
• 1T ' 
a) f(x) = sin 2 x , x0 = -1, xm_ 1: = 1; 
b) f(x) = ex , x0 = 0, xm_ 1 = 1. 
Laat.het programma uitvoeren voor n = 3 en m = 10, 20 en 40 en 
vergelijk de resultaten met elkaar en met opgave 151~ 
158) Geef een volledig bewijs van de formules (2.5.5) en {2.6.3). 
159) Bepaal de Fourier-reeks van de zaagtand-functie f met periode 2n, 
gedefinieerd door f~x) = x voor O < x < 2n. 
160) {uit Hildebrand @J, pag. 415) 
Een functie f met periode 2n is gemeten voor de argument-waarden 
-n( -g )n; de opeenvolgende gemeten waarden zijn 
voor e < 0: 
2.077 0.278 -1.014 -0.716 0.051 0.277 
voor a > 0: -
1. 015 3.031 4.759 4.680 3.689 3.032 2.077 
Bepaal hieruit de coefficienten voor de harmonische analyse van f. 
~ .. . 
6 ) ( ) 4 - 2 COS X , ,6 . . ( 'If • 7n 1 1 Tabelleer f x = 5 _ 4 cos x in . decimaJ.en voor x = 0 4 J-i;-
en bereken hieruit de numerieke Fourier-coefficienten. 
Doe de berekening eveneens met gehalveerd tabelinterval ~. 
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2.7 Kettingbreuken 
Een ander type approximaties kan worden verkregen door middel van 
ket-cingbreuken (in het Engels "continued f'ractions" geheten}. Hierover 
bestaat een uitgebreide theorie (bv. H •. s. Wall, Continued fractions, . 
New York, 1948). We geven slechts een i~er beknopte beschouwing met 
enige voorbeelden en toepassingen. Allereerst de 
Definitie. Een kettingbreuk heef't de gedaante 
a, 
k =b +----n O 
a 
b + ..1!. 
n-1 bn 
Om wat ruimte te sparen, gebruikt men vaak een compactere notatie, bv. 
wat niets anders is, dan een andere schrij f'wij ze voor ( 2. 7. ().'). 
Werken we (2.7.0) uit, dan krijgen we t~nslotte een quotient 




Dit suggereert de volgende recursie-formule voor A en B: 
l'l· . n 
l , n.::_2. 
Deze recursie-formule leiden we af door inductie naar n. 
Volgens (2.7.5) geldt de formule voor n = 2. Als het voor zekere n 
geldt, dan geldt het ook voor n+1, wat we bewijzen a.ldus. 
Voor k mogen we de inductie-veronderstelling (2.7.6) toepassen. 
n - a + 1 Welnu, k +1 onts~aat uit k door b te vervangen door b + _bn ·, n n n n +1 k . . n zodat we riJgen 
a an+1 
An-1 (bn 
n+1) + A 2a A + A 1 +-- -bn~1 n- n n n- bn+1 Anbn+1 + A a 
kn+1 = 
n-1 n+1 = = a an+1 Bnbn+1 + B a 
B 1 (b 
n+l) + B B ·+ B n-1 n+1 +- a n- n bn+1 · n-2 n n n-1 bn+1 
M.a.w. (2.7.6) geldt ook voor n+1, waarmee het bewijs klaar is. 
• 
De theorie der kettingbreuken levert rationale benaderingen van functies. 
Voorbeelden 
· V 1 + x' = 1 + ---:x==-~, . 
1+V1+x 
Herhaald toepassen van 
Px = 1 + X X 
deze formul~ levert: 
2 + ~ ........ ... ... ... ... ... + X 
2 + w ' 
l 
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waarbij w = 1/1 + x' - 1. Voor w = 0 hebben we een benadering k , die n 
lineair naar V, + x' conve:rgeert.~voor x > -1. 
Voor x = 2 en enige lage waarden van n vinden we 
ko = 1 
k1 = 1.5 
k2 = 1 + 1/2.5 = 1.4 
1 5 
k3 = 1 + 2.4 = 1 12 ~1.41667 
12 · 
k4 = 1 + 29 ~ 1.41379-
We vermelden nog enige kettingbreuk-ontwikk.elingen. 
X 
e = 1 +.B_29+E-~+~-~+2Sl- ••• IT 12- 13 [2 l5' 12· 17 . 
~ 
2 2 2 
t ( ) = ~ + + 1
4x I . (x I + 
1
16x I+ arc an x 11 3 5 T 7 . 9 . . . . 
Kettingbreuk-ontwikkeling van rationale functies 
We beschouwen een rationale functie, d.w.z. een functie van de gedaante 
f(x) = P (x)/Q (x), m n 
waarbij teller en noemer polynomen van de graad m resp. n zijn. 
Als m.:. n kan door de bekende staartdeling een polynoom van de graad 
.m-n als geheel deel worden afgesplitst, waardoor we krijgen 
:t'(x) = C (x) + P 
1
(x)/Q (x). m-n n- n 
Hierbij is C een polynoom van de graad_ m-n en P 
1 
is de rest bij m-n · n-
deling van Pm(x) door Qn(x_), dus een_polynoom van de graad ~ n-1. 
Is P 
1 
precies van de graad n-1, dan kunnen we f(x) schrijven als n-
a, 
f(x) = C (x) + ------m-n 
waarbij a 1 zo gekozen ~ordt, dat de voorste coefficient van J_ Q (x) a 1 n en van P 1(x) gelijk zijn. De noemer behandelen we dan op dezelfde n-
wijze als boven, waardoor we krijgen 
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a, 
f(x) == Cm-n(x) + ---_ .... Q_n __ -2(,....x ..... )
X + b1 ;- p 1 (x) 
n-
waarbij Qn_2 van de graad.:.. n-2 is. 
' 
Zo doorgaande krijgen we na eindig veel stappen: 
a, 
f(x) = C (x) + --------m-n a 
+ b + 2 





\ an-1 , +--------a 
n 
X + b 1 + b n- X + n 
Is de graad van de optredende polynomen P of Q toevallig lager, dan 
men zou verwachten, dan krijgen we een iets afwijkende kettingbreuk. 
In elk geval vinden we een eindige kettingbreuk-ontwikkeling voor f(x), 
want in elke stap treed~ een graad~verlaging op, zodat het proces na 
eindig veel stappen moet afbreken. 
Vergelijken we het aantal bewerkingen nodig voor de berekening van 
f(x) volgens de verschillende formules, dan vinden we, aangezien een 
polynoom van de graad n kan worden berekend met behulp van n vermenig-

















Gebruiken we dus (2.7.9) in plaats van (2.7.8), dan sparen we 2n-1 
vermenigvuldigingen ten koste van n-1 extra delingen. Voor een machine, , 




Men kan een f'unctie over een zeker interval benaderen door een 
rationale functie f'(x) van de gedaante (2.7.7), bijvoorbeeld een 
beste benadering in de zin van Chebyshev (voor het geval n=O, 
d.w.z. polynoom-benadering, hebben we dit behandeldi zie 1c6 
pag. 280-286). Vervolgens werkt men (2.7.7) op de boven aangegeven 
wijze om tot een kettingbreuk. 
Dit leidt vaa.k, voor een bepaalde vereiste precisie,tot een be-
naderings-f'ormule die sneller is dan een beste polynoom-benadering 
in de zin van Chebyshev o· 
Voorbeelden 
3x3 - 20x2 - 236x -444 
---------- = 3x + 10 2 
X ... 10X ..., 43 
7x + 14 ~-----=. 2 
X - 10x .. 43 
= 3x + 10 7 
X - 12 - 19 X + 2 
c. Hastings [11] geeft op pag. 188 de volgende rationale benadering 
' 
I 00 -t 6 4 2 x ex ~- dt ~ l\x) = 0.250 21 + 2o33 733x + x 2 • X 1.681534 + 3.330657 X + X 
.die voor 1 ~ x <. 00 een relatieve precisie levert van 4 decimaleno 
Hiervoor vinden we 
0o995924x + 1.430913 
------------ = 
x2 + 3o330657x + 10681534 
= 1 0.995924 
X + 1.89388773 
Oggave 
162) Volgens [11] pag. 192 heeft de functie y = f'(x) gedefinieerd door 
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1 f"° e-h2 dt ·, x=2n 
y 
de volgende bena~ering 9 die voor 0 < x ~ Oo5 een precisie van 
3 decimalen oplevert: 
* f (x) = p -
waarbij p = V ln -1 . en vercier: .2 
X 
ao = 2'0515517 
a 1 = 00802853 








W~rk de rationale uitdrukking om tot een kettingbreuko 
Bereken vervolg_ens met. behulp hiervan r*(x) ·voor 3 wa.ard~n van x 
en vergelijk de resultaten met een tabele 
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· Hoofdstuk 9 
Quadratuur, sommeren van reeksen ··en bepaling van limieteno 
1o Speciale Quadratuur-formules 
1o1o Inleiding, 
We zullen hier enige formules voor het berekenen van bepaalde · 
integralen behandelen, die in hoofdstuk 3 (pago 95-120) onbe-
sproken zijn geblevenj doch in een besluit op pago 119 zijn 
aangekondigdo Men gebruikt graag het woord "quadratuur" voor 
bepaalde integratie 9 ter onderscheiding van onbepaalde inte-
gratie en het integreren van differentiaal~vergelijkingeno 
Voor de goede orde vermelden we hier de volgende 
Definitie De orde van een quadratuur-formule is het kleinste 
natuurlijk getal m, waarbij een polynoom van de graad m te 
vinden is, waarvoor de formule niet exact iso 
Deze definitie stemt overeen met de definitie van "orde" 
gegeven op pago 101 voor de newton-Cotes formules (Ga dit na)o 
1o2o Optimale quadratuur-form~!S van Gauss 
Laat w(x) een gegeven functie zijn, die gedefinieerd en positief 
is op een gegeven interv~l a, b o 
We zoeken nu formules van de vorm 
1o2o0 
waarbij A0, ooo An_ 1 bepaalde 11 v-an n afl:\ankelijke, constan"tcen · 
ziJ0 n en E de restterm aanduidto n . 
We hebben reeds formules van dit type gezien, voor w(x) = 1, nolo 
de formules van Newton-Cotes en van Steffenson (zie pago· 100-112) 
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Voor deze formules waren de basispunten equidistant gekozeno 
Nu gaan we de coef!icien~en en de basispunten zodanig kiezen, 
dat de orde van de formule zo hoog mogelijk wordto We spreken 
dan van de (optimale) suadratuur-formul~s van Gausso{Niet te 
verwarren met de quadratuur-formule van Gauss, uitgedrukt in 
. centrale differenties, zie 3o3~ 1 ~ pago' 119) o 
1 o2o 1 
Beschouwen we eerst, voor een willekeurig st.el _pasispunten 
. ' . 




Vermenigvuldigen met w{x) en integreren levert: 
Stellen we 
·k = 0(1) n-1, 
dan gaat (1o2o2) over in 
Als f een polynoom van de graad kleiner dan n is, dan is voo~ 
een willekeurig stel basispunten de Lagrange-benadering (1o2o1) 
exact en dus oo~ de integratieformule (1o2o4o)o De ma.ximale 
orde hiervan is dus minstens no 
Om een hogere orde te bereiken moeten we de basispunten geschikt 
kiezeno Zij nu f(?(:) een polynoom van de graad n + t(t ~ 0), dan 
*' ,' ' , 
is f{x) - fn (x) ·een polynoom van de graad n + t, die gelijk aan 
nul is in de basispunten x0, ooo, xn_1a 
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We kunnen dus schrijven 
:f'(x) 
wa.a.rbij (vglo pago ~9) 
en g(x) een polynoom va.n de gra.ad t iso 
Vervangen we nu in (1o2o0) :f'{x) .door f(x)-f *(x), dan blijft 
. n . * 
10208 
in het rechterlid alleen E over~ omdat f(x)-·t (x) = O · n n 
voor alle basispunteno Willen we dat de formule exact is, da.n 
zal ook En g~lijk a.annul moeten zijn, zodat we krijgen 
Jb w(x) (f(x) - fn*(~)) dx = fbw(x) ,rn(x) g(x) dx = Oo 
a . a. 
Dit luk.t voor alle polynomen g(x) van de graad kleiner dan n (en 
dus voor alle polynomen f(x) ·. van de graad kleiner dan 2 n), a.ls 
n (x) het n-de gra.adspolynoom (met voorste coefficient 1)i~. n . , 
dat voldoet a.an de orthogonaliteits-relatie 
b . 
J w(x) n (x) 'lf.(x) dx = 0 9 a. n. J j =/: n 
Als de graa.d van f gelijk is a.an 2n (en dus g ~e graad n heeft) 1 
geldt (1o2o7) niet meer. Immers kiezen we nu g(x) =n (x), da.n n . 
geldt wegens w(x) > 0: 
Jb w(x} (,r {x) )
2 dx > Oo 
a. n. 
De hoogste bereikbare orde van formule (1o2o0) is dus 2n. Deze 
wordt bereikt, a.is de ba.sispunten x0, ••• , xn_, worden gekozen 
gelijk aan de nulpunten va.n het n-de graads orthogonale poly-
noom ,r (x}, da.t voldoet a.an de orthogona.liteits-relatie (1o2_o8)o n 
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(Deze l:',;;; ... i;;t.tie 1::iepaalv de polynom~n eenduidig op een constante factor 
na, die evenwel voor de nulpunten niet ter zake doet). De coefficienten 
A0 , ••• , An-l moeten hierbij warden bepaald volgens (1.2.3). 
Eigenschappen van de optimale integratie-formules van Gauss 
1) De nulpunten x0 , ••• , xn_ 1 van het polynoom Tin(x) zijn enkelvoudig 
en liggen tussen a en b. 
2) De coefficienten A0, ••• , An_ 1 zijn positief. 
3) Als f een continue functie is, dan geldt voor de restterm E: 
n 
lim E = 0 n n"'?<>O 
(Dit geldt daarentegen niet voor de restterm van den-punts 
Newton-Cotes formule). 
4) Als de 2n-de afgeleide van f bestaat op het interval [a., b], dan 
geldt: 
E n 
waarbij ~ ergens tussen a en b ligt. 
We gaan nu enige belangrijke bijzondere gevallen van de optimale 
Gauss-formules behandelen. 
1.3 Formule van Gauss-Legendre 
Door de keuzen w(x) = 1, a= -1, b = +1, gaat formule [1.2.0) 





f(x)dx~A0 f(x0 ) +A1 f(x 1) + ••• +An_1 f(xn_ 1) 
Hierbij ziJn de basispunten x0 , ••• , xn_ 1 de nulpunten van het 
n-de graads polynoom :van· Legendre ( zie pag·. 292) en de coefficienten 
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voldoen aan {vgl. 1.2~3) 
J
+1 
~ = _,!~ {x)dx, k=0(1)n-1 
Bijvoorbeeld voor-n = 2 vinden we dat. de basispunten ~ de nulpunten 
zijn van P2 (x) = ;(3x
2 - 1), dus ~ = ~; V3, en de coefficienten ~ 
blijken gelijk aa.n 1 te zijn. 
Men kan de~ en~ ook direct vinden door te eisen dat (1.3.0) 
2n-1 exact is. (d.w.z. En = 0) voor f(x) = resp. 1, x, ••• , x • Voor 





















XO = - ; {3, X: = 1 f, Ao = A1 = 1. (G?, dit na). 
Hier volgen de basispunten en bijbehorende coefficien~en voor enige 








+ 0.57735 02692 -
.!. 0.77459 66692 
0.00000 00000 
+ 0.86113 63116 -
~ 0.33998 10436 
~ 0.90617 98459 











De formule van Gauss-Legendra is ook bruikbaar, als de eindpunten 
van het integratie-interval andere waarden hebben, mits we eerst 
., M'it · it14f1"dri'<i MM:d :lli·o1 , /1''" '-H '1 o ·111 itf31. '"WOW'IW ct·tt""'ik:MrtiW "'\ ~1t·t JfX'kt:t :-:i'E½\'ttr 
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een passende transformatie uitvoeren.· Om precies te zijn, voor 
willekeurig interval Tu,, b] en w(·x) = 1 luidt de formule van 
Gauss-Legendre 
1.3.2 t f(x)dx ~ b;a {A0f(y0) + 
a 
b-a b+a 
waarbij yk = 2 ~ + 2 , k = 0(1)n-1, 
en~ en~. dezelfde als boven zijn. 
·1. 4 Formules van Gauss-Jacobi 
Voor deze formules geldt: w(x) = (1-x)P(1+x)q, p, q > -1, en 
a= -1, b = +1. Hierbij zijn pen/of q vaak niet geheel. Deze 
formules zijn speciaal geschikt voor het geval de integrand aan 
een of beide uiteinden van het integratie-interval· een singulariteit 
heeft. 
In het bijzondere geval p ;: q = -L m.a.w. w(x) = b, zijn 
~ 1-x 
de basispunten x0, ••• , xn_1 gelijk.aan de nulpunten van het n-de 
graad~ polynoom van Chebyshev (zie pag. 267-269, vooral formuie 
(1.2.5) en de orthogonaliteitsrelatie (1.4.3) op pag. 276), dus 
k :;: 0 ( 1 )n-1 • 
·ne coefficienten, die weer voldoen aan (1.2.3), blijken nu alle 
gelijk te zijn aan rr./n·. 
Verwerken we dit alles in formule (1.2.0), dan ontstaat de formule 
van Gauss-Chebyshev 
1. 4. 0 
( ) n-1 f x dx ~: l p k=O f(cos (k+~) ..!!.). . n 
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1.5 Formule van Gauss-Laguerre 
Door de keuzen w(x) = e-x, a= 0, b = 00 , gaat formule (1.2.oJ over 




e-x f(x)dx ~A0f{~0) + ••• + An_ 1f{xn_ 1) 
Hierbij zijn de basispunten x0, ••• , xn_1 gelijk aan de nulpunten 
van het n-de graads polynoom van Laguerre L (x). De polynomen · . n 
van Laguerre voldoen aan de orthogo~aliteits~voorwaarde 
roo . 
I e-x,L (x) L.(x)dx = if n ~ j then O else 1. 
JO . n J - ~ --
Voor enige lage waarden van n hebben we: 
1
0
(x) = 1 
L
1 
(x) = -x + 1 
L2(x) = ~x
2 - 2x + 
1 3 3 2 
L3 (x) = - bx + 2 x - 3x +1 
1 4 2 3 r 2 14(x) = 24 x - 3 x + jx · - 4x + 1 
Hier volgen de basispunten en bijbehorende coefficienten'voor 
enige n-waarden. 
n ~ ~ 
2 0.58578 64376 0.85355 33906 
3.41421 35624 0.14644 66094 
3 o.41577 45568 0.71109 30099 
2.29428 03603 0.27851 77336 
6.28994 50829 0.01038 92565 O 
4 0.32254 76896 0.60315 41043 
1.74576 11012 0.35741 86924' 
4.53662 02969 0.03888 79085 ·15 
9.39507 09123 0.53929 47056,0-3 
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1.6 Formule van Gauss-Hermite 
. 2 
De keuze w(x) = e-x, a= -c», b = +c» leidt tot·de integratie-
formule van Gauss-Hermite 
1. 6. O + .••• + A 1t(x 1). n- n-
De basispunten x0 , ... , x 1 zijn nu gelijk aan de nulpunten van· . n-
het n-de graads polynoom van Hermite H (x). De polynomen van 
n 
Hermite voldoen aan de· orthogonaliteitsrelatie 
1. 6. 1 J
+CXI 2 
e-x H (x) H.(x)dx = 0 voor 
_ex, n J 















4 2 16x - 48x + = 12 
n f: j. 
De ba~ispunten en bijbehorende coefficienten voor enige n-waarden 






.:t, 0.70710 67812 
0 
+ 1.22474 48714 
.:t. 0.52464 76233 
.:t, 1. 6506~· O 1239 
~ 
0.88622 69255 
1. 18163· 59006 
0.29540 89752 
0.80491 40900 
0.08131 28354 5 
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.0pgaven 
163) Bepaal de basispunten en coefficienten voor de 3-punts Gauss-
Legendre formule (1.3.0) door oplossing van het stelsel, dat 
ontstaat als men exactheid van de formule eist voor 
f(x) = 1 , x, ••• , x5• 
164) I8 dx Bereken - met de 3- en 5-punts formules van Gauss-Legendre 2 X . 




+1 10 d 
X X 
-1 v,:7 
met de 5-punts forznule van Gauss-Chebyshev en vergelijk het 
antwoord met de analytisch bepaalde waarde. 
166) Bereken in 3 decimalen nauwkeurig 
J: Ve~ • \ + X 
167) Bereken in 4 decimalen nauwkeurig 
2 
1: 
-x e dx 
1 + x2 · 
• 
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1 • 7 Varianten 
Er bestaan enige varianten van de Gauss-formules, waarin sommige 
basispunten worden voorgeschreven en de andere optima.al worden gekozen. 
Bijvoorbeeld als variant op de formule van Gauss-Legendre (1.3.2) 
hebben we de formule van Lobatto, die ontstaat door twee basispunten 
aan de uiteinden van het integratie-interval en de andere optimaal te 
kiezen. 
De maximale orde, die met n basispunten be~eikt wordt, is dan 2n-2. 
Voor n = 2 of 3 krijgen we q.an de trap_ezium-regel resp. de formule van 
Simpson. 
1.8 Voordelen en toepassingen van de optimale Gauss-formules 
Het voordeel van de optimale keuze der basispunten is gelegen in de 
hoge orde, die daardoor bereikt wordt. Dit voordeel komt echter alleen 
tot uiting, als men reeds een idee van de precisie heeft. Vergelijken 
we bijvoorbeeld den-punts formule van Gauss-Legendre met de (2n-1)-
punts Newton-Cotes formule, die beide van de orde 2n zijn. Om een idee 
van de precisie te krijgen moet men enerzijds zowel den-punts als de 
(n-1)-punts Gauss-Legendre toepassen, waarvoor dus in totaal 2n-1 
functie-waarden berekend moeten worden. Het verschil van deze formules 
geeft dan een idee van de precisie. Anderzijds kan men uit de 2n~1 
functie-waarden op equidistante basispunten, die voor de Newton-Cotes 
formule nodig zijn, ook een idee van de precisie krijgen. 
Bijvoorbeeld: Simpson= trapezium-re~el +·Richardson-correctie 
en 5-punts Newton-Cotes= Simpson+ Richardson-correctie (zie pag. 104 t/m 
106), in welke gevallen de Richardson-correctie een idee van de precisie 
geeft. 
De formule van Gauss-Legendre is dus pas voordelig, als men weet, dat 
voor zekere waarde van n voldoende nauwkeurigheid bereikt wordt. 
Men kan dit bijvoorbeeld toepassen op het vaak voorkomende geval, dat 
een ve~zameling integralen wordt gevraagd, waarbij de integrand afhanke-
lijk is van een of meer parameters. Men kan dan volstaan met steekproef-
" gewijs voor sommige waarden van de parameters de nauwkeurigheid te contro-
leren, mits de integrand niet te sterk van karakter verandert. 
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De formules van Jacobi kan men gebruiken, als de integrand een of meer 
singulariteiten van de gedaante (x - s)P, p > -1 heeft. Er zijn echter 
ook andere middelen, die we zullen toelichten aan de hand van een 
voorbeeld. 
Zij gevraagd J: l{x e -x dx. 
Past men direct Simpson toe, met h = O,. 1, dan vindt men 0.37633. 
In de buurt van x = 0 gedraagt de integrand zich als 
2 
1
/;.( 1 - x + ~ - • • • ) , dus als vx-· 
Trekken we nu \/x af, dan krijgen we 
De integrand \{x.( e -x - 1 ) gedraagt zieh als x '{x, wat een "zwakkere" 
singulariteit is dan VX, en laat zich daardoor beter met Simpson 
integreren •. Doen we dit met h = 0.1 en bepalen we de eerste integraal · 
analytisch dan vinden we 0.37898. Door me·er termen af te trekken kan 
men de singulariteit neg meer verzwakken. Geheel elimineren kan men de 
singulariteit door te stellen x = y2 • Wij vinden dan 
r1 f, 2 2 J '/x. e -x dx = 2 y e-y dy. 
0 , O 
Bepalen we deze integraal met Simpson, wederom met h = 0.1, dan vinden 
we 0.378944. 
Het correcte antwoord is ongeveer 0.37894 4692. 
Ook singulariteiten van andere aard kan men vaak op een dergelijke 
wijze behandelen. 
r1 
Bijvoorbeeld I cos x ln x dx gaat door partiele integratie over in 
JO 
333. 
De-eerste term is O, ~e tweede term vertoont geen singulariteit meer. 
. -t .. Passen we daa.rentegen de transformatie x = e toe, dan kr1Jgen we 
f: cos x ln x dx =fat .-t cos(e-t)dt, 
die met de formule van Laguerre geintegreerd kan worden. 
Bij het toepassen van de formules van L~guerre en Hermite is het van 
belang er voor te zorgen, dat de integrand asymptotisch goed is. 
Bijvoorbeeld de integrand van opgave 166 (pag. 330) gedraagt zich 
-~x asymptotisch als e • Stellen we x = 2y, dan krijgen we 
Joo dx , = 2 f 000 e -y V 1 ' dy • 
0 Vex + x :J + 2y exp(-2y) 
Nu is de integ~and asymptotisch goed en.kan Gauss-Laguerre worden 
toegepast. . 
Men kan ook proberen door een transfor.matie de integraal over te voeren 
in een integraal over'een eindig interval zonder singulariteiten. 
Bijvoorbeeld de transformati.e x = - 2 ln t levert voor laat.stgenoemde 
integraal: 
Voor meer bijzonderheden omtrent de optimale Gauss-formules zie 
Hildebrand [2], Froberg [33] en vooral: Handoook of Mathematical 
Functions, uitgegeven door M. Abramowitz en I.A. Stegun, dat in 
hoofdst;uk 25 een overzichtelijke opsomming geef't van de Gauss-integratie-
formules, waaronder enige belangrijke gevallen van het Jacobi-type, en 
uitvoerige tabellen van· basispunten e~ cioefficienten bevat. 
1.9 De integratie-formule van Filon 
Integratie over een eindig interval zonder singulariteiten gaat bijna. 
altijd goed met behulp van een formule van Newton-Cotes of Gauss-. 
Lep;end:i;e, door deze succeflsievelijk op een aantal. (voldoende kleine) 
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deelintervallen toe te passen. Er is echter een belangrijke uitzondering, 
nl. het geval, dat de integrand een oscillerende functie is. Dan vallen 
er namelijk veel cijfers weg. Voor dit geval bestaat een speciale 
integratie-formule van Filon. Hierin zijn. de basispunten equidistant 
en bevatten de eindpunten (evenals bij Newton-_Cotes), maar de gewichts-
:furi.ctie is sin mx. In ge~egen vorm (vgl. pag. 102) geschreven z~et de 
formule van Filon er aldus uit: 
?2m 
J x f(x)sin tx dx ~ h [a(r0 cos tx0 - f2m cos tx2m) 
0 
m • m ] 
+ e I" f . sin( tx
21









i=O 21 · i=1 
waarb:j,j, als we. stellen th = 6, 
1 sin 26 2 • 2 e sin 
01. = -+ 
202 93 
, 6 . 
e = 2( 1 + cos 
2 e sin 20) 
62 3 , 6 
cos e ) 
2 , 
e 
en f' betekent dat eerste en laatste term van een factor~ moeten 
.worden-voorzien. De formule is van de orde 4 d.w.z. is exact voor · 
polynomen van graad kleiner dan 4. 
De coefficienten 01., e, y zijn getabelleerd in Abra.mowitz-Ste~un 




168) Bereken op de verschillende boven geschetste manieren 
I 1 \{x e-x dx. 0 . 
- 169) Bereken in 5 cijf'ers 




171) Bereken in 4 cijf'ers 
I: arctan X dx. 3/2 X 
172) Ber·eken in 4 cijf'ers 
J
1ro/2 COS X dx 
1 + X • 
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Opgaven 




. X . 
2 
174) De sinus-integra.al Si is gedef'inieerd door 
Si(x) 
= I: sin(t) dt. t 
Bereken in 4 decimalen 
I: Si(x) - sin(x) dx. 
x3 
175) Zij y de f'unctie, die voldoet aan de dif'f'erentiaalvergelijking 
y" - xy = 0 
en aan de randvoorwaarden 
y(O) = 0.355028, y{1) = 0.135292. 
Bereken y(0.5) in 4 decimalen. 
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2. Sommeren van reeksen. 
2.1 Inleiding 
Wanneer de termen van· een ·. reeks snel genoeg naar nul convergeren, 
biedt het berekenen van de.som·niet veel moeilijkheden. Men neemt 
eenvoudig zoveel termen mee, als voor de vereiste precisie nodig zijn. 
In het algemeen is het evenwel gevaarlijk, op te houden zodra men een 






convergeert weliswaar snel, maar men mag tech ni~t ophouden bij de 
derde term, die toevallig nul is. Als wapen hiertegen kan men een 
ongelovigheidsparameter "tim" invoeren· ·met de betekenis: 
neem zoveel termen mee·, totdat .tim keer achtereen de· termen verwaa.r-
loosbaar klein blijken te zijn. 
Alleen als men weet dat · de termen in .abs.elute .waarde monotoon a:f'nemen, 
mag men gewoon tim = 1 kiezen. We gaan:nu enige methodes bespreken 
voor het sommereen van langzaam converg.erende reeksen. 
2.2 De transformatie van Euler 
Op langzaam convergerende alternerende reeksen kan men met succes de 
transformatie van Euler toepassen. 
Beschouwen we 4e alternerende reeks 
waarbij dus alle ~ positief ziJn. 
We gaan nu van elk paar opeenvolgende termen de hel:rt bij elkaar 
vqegen aldus: 
s = uo - u, + u2 - u 3 + ... 
, 
Hu0 - u1) Hu1 ... u2) + Hu2 - u3) = l!UQ + - - ... 
= ~u - ~(tu0 - tu1 + tu2 - ... ) . 0 
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Dit levert de fonnule 
2 .2. 1 
Passen we op de aldus ontstane.reeks.dezelfde.transformatie toe, dan 
krijgen we 
Herhalen we dit precede oneindig vaak'dan krijgen we 




(-1 )k Ak I (-1) iiit = - l k u uo· 
k=0 2 k=0 2 
Dit is de transformatie-formule van·.Euler.,.Hiervoor geldt de stelling, 
dat, als de eerste reeks convergeert, de tweede. reeks eveneens conver-
geert en dezelfde som heert·.--voo·r alternerende reeksen levert de 
transfonnatie van Euler vaak een aanzienlijk•sneller· convergente reeks. 
Voorbeeld 
00 
(-1 )k I 1 1 1 1 1 = -2+3-4+5- .•. k=0 k + 1 
1 1 t,.2 1 't:J.3 1 4 




- 1/12 - 1/32 
1/3 1/48 1/80 
.. 1/24 .. 1 /160 





De eerste 5 termen van ~er leveren 0.68854, wat reeds in 2 decimalen· 
met de exacte waarde ln 2 ~0.69315 overeenstemt. Tellen we daarentegen 
de eerste 5 termen gewoon op,.dan- vinden we nauwelijks een decimaal 
overeenstemming. 
Handiger is het een schema op te• ·stellen, niet van de u. 's en de gehal-
. k K 
veerde differenties, maar van de termen 91c = (-1) ~ en de gemiddelden. 
Hiertoe voeren we de voorwaartse gemiddelde operator Min, gedefinieerd 
door: 
of in operator-taal: M = ~ (I + E). 
{Vgl. formule (19.1) op ·pag. 80 voor de centrale gemiddelde operatorµ). 
De transformatie van Euler krijgt·dan de gedaante 
2.2.4 
QO QO 
la. = 1: l ~a.. 
k=O K ~ k=O O 
Dit. is slechts een·andere schrij:f'wijze voor (2.2.2)~ als men stelt 




1 1 1 
I - E ao = 2 I _ l ( E + I) ao, 
2 
Euler met Van Wijngaarden-strategie 
Men kan de Euler-transformatie uitstellen, d.w.z. eerst enige termen . 
gewoon optellen en dan de resterende reeks sommeren volgen~ Euler. Dit 
geef't vaak snellere convergentie. 
Nog mooier is·het om tijdens de opbouw van het gemiddelden-schema telkens 
te bepalen of men een Euler-stap zal zetten of de Euler-tra.nsformatie een 
keer zal uitstellen. Zijn op een gegeven moment r termen gewoon opgeteld 




s = ao +a,+ r,n .. ... 
n+1 , 
Accepteren we de volgende EUler-term M ar, dari wordt n opgehoogd 
en we hebben blijkbaar 
. k . { . Mn+1 Stellen we daarentegen de Euler-a atie een eer uit de term a . r 
heet dan "verworpen 11 ), dan wordt r 9pgehoogd en men kan bewij zen, dat 
I 
S = S + it1+1 r+1,n r,n a • r 
In de Van Wijngaarden-strategie wordt de Euler-term Mn+la geaccepteerd, 
I n+1 I , n I .. r als M ar < jM ar+ 1 , anders verworpen. 
Dit proces is geprogrammeerd in de procedure "eUler", gepubliceerd in 
P. Naur (ed.), Revised Report on the algorithmic language ALGOL 60 
(zie oak Modern Computing methods jj], pag. 124-126). 
Keren we terug tot bovenstaand voorbeeld, dan krijgen we aldus (in 3 
decimalen) het volgende schema 
s a. r,n l. 
.500 1.000 
.625 .... 500 
.108 .333 
.698 .... 250 
.695 .200 
.. 693 .... 167 

























In elk stadium behoeft van. het g.emiddelden-schema slechts de laatste 
schuine rij'teword.en,onthouden. De termen_M2a0 en M
4a.1 zijn verworpen 
en kunnen, nadat' ze·bij- de .lopende ;som zijn· opgeteld,· wo:rden vergeten. 
Opgaven 
176) Bereken· de• 1som -van de .. -.,volgende reeksen ·in 5 cij-:f'ers. 
b} __L., - ..J_ + 1 . ··- ..J_ + 
ln 2 ln.,3 1n4 ln 5 
1 1 1 
_c) 1 - 9 + 25 - 49 + • • • 
... 
177) Schrij:f' een· prog:i::amma, -:dat·· de in·.opgave 176 ·vermelde reeksen· 
sommeert met' behulp .•van. de-. bovengenoemde; procedure "euler". 
L~s hierbij (tijdelijk)·:in; de procedure-body. enige· statements in, 
die het: gemiddelden-schema en· eventueel· ook and.ere details typen. 
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2.3 Van Wijngaarden's transformatie· 
Deze transformatie is vooral geschikt voor langzaam. convergerende reek-
sen met positieve termen. 
Z:tJ gegeven de reeks 
00 
s = r l ~ • 
k=1 
We stellen nu 
Dan geldt 
00 
Hiermee is de reeks overgevoerd in een alternerende reeks, die met 
behulp van Euler's transformatie gesommee~d kan worden. Hiervoor geldt de 
00 
Stelling. Als de reeks ~ ~ convergeert en de termen· ~- positief zijn, 
k=1 00 
dan convergeert de reeks l (-1)kvk naar dezeifde limiet. 
k=l 
Omdat de indices van de termen in de vk-reeksen met machten van twee 
oplopen, convergeren deze vk-reeksen sneller dan de oorspronkelijke 
reeks. Hierin ligt juist het succes van deze transformatie. 
Voorbeeld. 
ne·van Wijngaarden transformatie l'evert: 
1 . 2 4 8 
vk = ~ ( 1 + 4 + 16 + 64 + 
zodat de getransformeerde reeks luidt 
Deze reeks ga.an we "euleren": 
2S vk. Mvk r,n 




1.681 • 111 -.023 
.024 1-.0081 
1.658 -.062 .007 
-.011 .002 




In dit geval waren .de term.en vk direct uit te rekenen, wat in het 
algemeen natuurlijk niet het geval·is. Voor het berekenen v~n de vk 
hoeft men alleen de oneven term.en volgens de definitie 
vk = ~ + 2u2k + 4u4k +. ••• te berekenen; de even termen verkrijgt 
men dan uit de relatie 
Weet men hoeveel termen meegenomen moeten worden, dan kan men neg 
handiger van achteren af beginnen en achtereenvolgens de f~rmule 
toepassen, totdat k oneven is geworden. 
2.4 De formules van Gregory, Gauss en Euler Maclaurin 
We gaan uit van de formule van Gregory (3.2.3, pag. 118), waarin we 
h = 1 en x0= O stellen, zodat voor alle j geldt: x. = x + jh =. j. . J O 2 
Laten we nu k naar oneindig gaan, dan ontstaat,mits fk' Vk~ Vks enz. 
naar nul gaan, de volgende formule: 
00 roo 
2.4.0 \ f, I f(x)dx 1 1 1 2 19 3 l = + 2 fi -12 8 i + 24 6 i - 720 8 i + ... •· j=i J J • l. 
Om deze formule te kunnen gebruiken, moeten we een gladde functie f zoeken, . 
waarvan de waarden voor de gehele argumenten j gelijk zijn aa~ de 
termen fj van de reeks en waarvan de integraal naar oneindig besta.a~ 
en liefst niet al te moeilijk te berekenen is. (Dezelfde formule 
ontsta.a.t, als we in 3. 1. 1, pag. 11.7, k naar oneindig la.ten ga.an. ) 
Evenzo kunnen we uitgaan van de formule van Gauss (3.3.1, pag. 119), 
waarin we wederom h = 1 en.x0 = 0 stellen en k naa.r oneindig laten 
gaan. Als fk en de centre.le differenties naar nul gaan, dan ontstaat 




60480 ~0i + ••• • 
Om deze formule te kunnen toepassen, moet de functie f bovendien nog 
gedefinieerd zijn voor gehele argument-waarden j < i, want deze waarden 
zijn nodig voor de centrale ditferenties in het·punt i. Dit lukt bij-
. k t 1 b.. d . ... (. ) 1 voorbeeld m.et voor de ree s . l ~ , waar J.J we efinieren f x = 2 ; 
J=1 J X 
immers f(0) is·niet gedefinieerd. Een goede remedie· is: eerst een 
paar termen gewoon optellen en dan de formule van Gauss toepassen. 
Ook dan convergeert de Gauss-formule niet (voor een hogere differentie 
is tech weer f(0) nodig), maar er treedt zgn. schijn-convergentie op, 
d.w.z. dat de differenties aanvankelijk,voldoende snel afnemen om 
. . 
enige precisie te halen, maar later gaan toenemen. (Ook de equidis-
tante interpolatie-formules zijn schijn-convergent, zie pag. 85.) 
Men meet in zo'n geval niet te weinig en niet te veel differenties 
meenemen. Hee:f't men hogere precisie nodig, dan moetmen meer termen 
gewoon optellen voordat men Gauss' formule toepast. 
Voorbeeld 
Tellen we van bovengenoemde reeks slechts drie termen gewoon op, 






• 1111 903 
- 486 - 642 
.0625 261 
- 225 - 158 
.0400 103 








We vinden dan 
~ 1.6448 
5 wa.t in ruim 3 decimalen goed is .• De µo 4-term is te groat, terwijl 
µor oneiridig. is. 
Tenslotte behandelen we de formule· van· Euler-Maclaurin, die speciaa.J. 
geschikt is, als van de functie f gemakkelijk afgeleiden berekend 
kunnen warden. Deze formule wordt uit de formule van Gauss verkregen 
door de centrale differenties· uit te drukken in afgeleiden. Hiervoor 









60480 µoi + • .. 
J
roo ""( )dx + 1 f 1 f' + -1... ""(3) 2 "'5 + 




30240 l. + • • • • 
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Dit is de sommatie-formule- van Euler-Maclaurin. Hierbij hoort natuurlijk 
ook een integratie-formule, die uit Gauss' formule (3.3.1, pag. 119) 
. en bovenstaande. differentiatie-formules op dezelfde wijze wordt ver-. 
kregen., Deze integr.atie.;.formule van Eul-er-Maclaurin,, die· eigenlijk op 
pag. 119 thuis hoort ( zie- beslui t· aldaar) luidt: 
2.4.3 f(x)dx 
De Euler-Maclaurin coefficienten nemen· blijkbaar sneller af', 'dan die 
van Gauss. 
Keren we terug tot bovenstaand voorbeeld, waar we eerst weer drie 
term.en gewoon· optellen. Euler-Maclaurin levert dan 
; ,L N. 1 + l + l + Jroo dx + 1 + 1 x 1 1 x _L + 1 _. 45 J~1 j2 tv 4 9 4 X2 32 12 32 - 720 128 30240 x 1024 
~1.642361 + .002604 - .000033 + .000001 = 1.644933 
2 ' 
wat in bijna 6 decimalen correct is, vgl. 1r /6 I¼ 1.6449340668. 
Euler-Maclaurin kan soms met vrucht op de volgende wijze worden toege~ 
past. We trachten een gegeven reeks te schrijven als de som van twee 
reeksen: 
00 00 
Z: v. = I 






(v. - f.), 
J J 
waarbij de f-reeks zo eenvoudig is, dat hij met Euler-Maclaurin gesom-
meerd kan worden en waarbij de resterende reeks zo snel convergeert, 





178) De zeta-functie van Rieman is gede·finiee;rd als 
00 
dx) = I -x k X > 1. 
k=1 
Schrijf een programma, .dat z;(x) in 5 decimalen berekent voor 
x=2(1)10. 
Doe, ter controle, de berekening met de harid voor x = 3, 5 en 10 • 
. 179) De -constante C van· Euler is gedefinieerd door 
00 
= lim ( 1 +l+ 
1 \. ( ~ + ··in k; 1 ) • . C ... +.,.. - ln n) = ·1 + 2 . I.. n.._ n k=2 
Bereken C in 5 decimalen. 
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3. Niet-lineaire formules ter bepaling van limieten 
3.1 Aitken extrapolatie · 
Zij gegeven een ~terati~-proces, waarin uitgas.nde van een startwaarde 
x0 successievelijk iteratie-waarden xi worden berekend voor 
i = 1, 2, 3, ••• (vgl. pag. 152). Stel nu dat de iteratie-waarden 
voldoen aan 
3.1.0 i x. = s + aA, 
J. 
waarbij s, a en A constanten zijn. 
Als IAJ < 1, convergeert de rij blijkbaar naar de (gevraagde) limiet s. 








Uit (3.1.0) volgt blijkbaar 
i-1 c· ) Vx. = a.A A - 1 , . 
J. 
dus 
3. h 1 









Di-t is de extrapolatie-formule van Aitken. Men spreekt ook wel van 
Aitkens delta-kwadraatproces. 
Als (3.1.0) bij benad~ring geldt, zal {3.1.2) de limiet s beter benaderen, 
da.n xi+i• 
To epa.s sing 
Aitken extra~olatie kan o.a. worden toegepa.st bij de matrix-maal-vector 
methode voor het berekenen van een eigenwaa.rde en bijbehor~nde eigen-
vector (zie pag. 189 e.v.) •• Succes is verzekerd, als IA 1 I iets groter 
da.n jA2 1 is en de andere eigenwa.arden in absolute waarde veel.kleiner 
zijn. 
Dan is na enige iteratie-stappen het effect van de kleinere eigenwaarden 
te verwaa.rlozen. 
Itereren we volgens formule (3.3.1 pa.g. 192), waarbij 'dus steeds 
l lu (i) l I = 1, dan geldt na enige iteratie-stappen 
zoda.t we Aitken kunnen toepassen. 
Beschouwen we het voorbeeld op pag. 193. Na drie iteratie-stappen 
vinden we: 
= - 25.09 
De formule van Aitken (3.1.2) levert nu 
terwijl de exacte eigenwaarde 336 bedraagt. 
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Vector-iteratie 
We beschouwen nu een iteratie-proces, waarin de iterates n-vectoren 
(i) . . . 0 1 2 
U Zl.Jn, l. = , , , • • • • 
Ook hierop kan Aitkens o2-proces worden toegepast, en wel op twee 
ma.nieren: 
a) Men kan elk element van de vectoren afzonderlijk behandelen. De 





, k =.1(1)n, 
Nadeel van deze formule is, dat zij onbruikbaar wordt, als voor sommige 
k-waarden o2~i) dicht bij nul ligt. 
b) Men kan gebruik maken van de Sa.melson-inverse van een vector, die 
voor een reele vector u gedefinieerd is als 
De fonnul-e van Aitken krijgt da.n de gedaa.nte 
waarin teller en noemer scalaire producten zijn van de-rij-vector 
i2u(i)T en de·kolom-vector 6u(i) = u(i+,) - u(i) respectievelijk 
~2 (i) _ (i+1) 2u(i) '+ (i-1) 
V U - U - U e , 
Deze formule wordt pas onbruikbaar, ala alle elementen van o2u(i} 
dicht bij nul liggen. 
Toepassing 
Passen we formule (3.1.5) toe op het voorbeeld van pag. 193 met 









u(i+1) + .1992 tiu(i) ~ ( _::~:: ) 
-.4364 
, 




Gewoon itererend zonder Aitken zouden we daarentegen 7 iteratie-stappen 
nodig hebben om 4 decima.len precisie te krijgen. 
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3.2 De epsilon-algorithme ·van Wynn· 
Zij gegeven een iteratie-proces waarin successievelijk iteratiewaarden 
x. worden verkregen, die voldoen aan 
J. 
3·.2.0 ... 
' In dit gev~l kan men met vrucht de epsilon-algoritbme toepassen. Deze 
wordt gedefinieerd als volgt. 
Zij voor i=0,1,2, •• per definitie 
3.2.1 0 e:. = x., 
J. J. 
-1 e:.• = o, 
J. 
dan kunnen we vervolgens voor k=0,1,2, ••• berekenen 
3.2.2 





1 e:3 e: 1 0 
0 2 






dan vo·rmen de 4 elementen voo:rkomend in ( 3. 2 ~ 2) een rui t. Voor de aldus 







0 Stelling Als de iteratie-waarden q = xi .voldoen aan (3.2.0), dan 
2t 
geldt c:i = s. 
De elementen c:~ blijken gelijk te ziJn aan het resultaat van 
i 
Aitkens extrapolatie-formule (3.1.2). Zijn de iteratie-waarden 
vectoren, dan kan men in formule (3.2.2) de Samelson-inverse (zie 
3.1.4) gebruiken. 
Toepassingen 
Evenals·Aitkens c2-proces, kan ook de epsilon-algoritbme worden 
toegepast op de matrix-maal-vector methode, voor het berekenen van 
eigenwaarden zowel als eigenvectoren. Een andere toepassingsmogelijk-
heid is de iteratieve oplossing van een lin~air stelsel·volgens Jacobi 
of Gauss-Seidel (zie pag. 146-148). Om dit na te gaan zullen we eerst 
de convergentie van deze processen onderzoeken. 
Zij gevraagd de oplossing van het stelsel Ax=b. We schrijven de matrix 
van het stelsel in de vorm 
A= L + D + U, 
waarbij Deen diagonaalmatrix is en Len U ender- respectievelijk boven-
driehoeks-matrices met louter nullen op de hoofddiagonaal zijn. Dan 
kunnen we de Jacobi-iteratiestap (formule 9.1.0 pag. 147 en 9.1.1 
pag. 148) schrijven in de gedaante 
Voor de oplossings-vector x geldt 
-1 -1( ) x = D b - D L+U x. 
Aftrekking levert 
als we definieren 
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Hieruit volgt: 
Laat nu M de eigenwaarden A1, ••• ,An·bezitten metlineair onafhankelijke 
eigemrect_oren v 1 , ••• , v n ( we nemen aan dat M diagonaliseerbaar is , vgl. 
· pag. 180~184). Dan kan. elke vector worden geschreven als lineaire 
combinatie van de eigenvectoren; dus ~n het bij zonder kan ) O) -x . 




X.(O) -x = ,.. V ""1 . 1 + • • • + a V n n 
... 
X (i) = X +,.. ,iV + +,.. ,1 V ""1A1 1 · •·· ""nAn n· 
i + a Av nnn 
Hieruit volgt, dat het iteratie-proces van Jacobi convergeert, als 
alle eigenwaarden van matrix M=-D-1(L+U) in absolute waarde kleiner 
dan 1 zijn. 
De Gauss-Seidel-iteraties'tap (:f'ormules 9.2.0, & 1 pag. 148) kan worden 
geschreven in de gedaante 
De:f'inieren we nu 
dan volgt op analoge wijze als boven, dat met deze M de :f'ormules 
3.2.3 en 3.2.4 voor de Gauss-Seidel it.eratie gelden. Dit proces conver-
geert dus, als alle eigenwaa~den van M=-(L+D)-1u in absolute waarde 








-Formule (3.2.4) stemt overeen met (3.2.0), waarbij t gelijk aan n is, 
s de oplossingsvector xis en a 1, ••• ,a de vectoren a1v1, ••• ,a v zijn · n n n 
Hieruit volgt, dat, zowel bij Jacobi als bij Gauss-Seidel, de veotoren. 
e:fn, die na 2n ~psilon-stappen·ontstaan, gelijk zijn.aan de oplossings-
vector x. Aangezien hiervoor 2n iteratie-stappen nodig zijn kost dit 
vrij veel rekenwerk. Aantrekkelijk wordt het pas,· als de me.este eigen-
waarden van M dicht bij 0 liggen, zodat na enige iteratie-stappen nog 
maar een paar eigenwaarden meedoen en dientengevolge e:~ voor t veel 
. 1 
kleiner dan n reeds een· goede benadering van de oplossingsvector is. 
' . 
Voor literatuur omtrent de epsilon-algorithme zie o .• a .• 
P. Wynn, Math. of Comp. 16( 1962-) pag. 301-322 en - . 
-P. Wynn, Proc. of IFIP ~ongres 62, pag. 149-156. 
3.3 De Quotient-Differentie algorithme 
Deze algorithme dient voor het bepalen van nulpunten van polynomen 
of transcendente f'uncties. Voor polynomen gaat het als volgt. 
Beschouwen we een polynoom 
+ a 
1
x + a 
n- n 
en laten n startwaarden x0, ••• ,xn_1 gegeven zijn. ban kunnen we voor 
i=n, n+1, ••• achtereenvolgens berekenen: 
· x. = -a1x. ·1- ••• -a x. • 1 1- n 1-n 
Als het polynoom een enkel nulpunt· w1 heeft, dat in absolute waa.rde 
alle andere overtreft, dan convergeren de quotienten 
lineair naar w1 (methode van Bernoulli). 
Stellen we bovendien per definitie d71= o, dan kunnen we achtereen-
1 
· volgens berekenen 
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k k-1 ( k . k) 
di= di+1 + qi+1 - qi , 
k+1 k k k 
qi = qi+1 x (di+1 /di). 
Evenals bij de epsilon-algori thme, vormen in beide formule.s de 





1 2 n Onder bepaalde voorwaarden convergeren de riJen qi, qi, ••• ,qi voor 
toenemende i naar de nulpunten van het polynoom. Op deze wijze blijkt 
de methode niet erg stabiel te zijn. In de eerste ruitformule wordt 
het verschil van twee (op den duur nagenoeg gelijke) q's gevormd, 
waardoor cijfers wegvallen, in de tweede ruitformule worden de fouten 
in de d's opgeblazen door quotient-vorming. Het is evenwel mogelijk_, 
na het opstellen van een geschikte start, het QD-schema van boven naar 
beneden op te bouwen. Hierbij berekent men telkens volgens bovenstaande 
ruit'rormules niet de rechterpunt, maar de onderpunt van de ruit uit de 
drie andere elementen. Op deze wij ze is de be'rekening wel ,stabiel. De 
convergentie is langzaa.m. Het voordeel van de methode is, dat het 
schattingen voor alle nulpunten tegelijk kan lev'eren. Uitgaande van deze 
schattingen kan men daarna met bijvoorbeeld Newton-iteratie de nulpunten 
nauwkeuriger berekenen. Voor bijzonderheden omtrent deze QD-algorithme 













180) Het iteratie-proces van Jacobi convergeert, als de. hoofddiagonaal 
van de matrix overheerst, d.w.z. als voor de matrix A= (a .. } geldt: 
J.J 
n 
a .. I > z a .. J.J. j=1 l.J 
, i=1 ( 1)n. 
j~i 
Bewijs dit. 
181) Los met behulp van ,Gauss-Seidel iteratie, eventueel met Aitken 
extrapolatie of epsilon-algorithme, het volgende stelsel op in 
4 decimalen 
5 -1 0 0 0 6 
1 7 -2 0 0 -8 
0 2 11 -3 0 X = 12 
0 0 3 9 -2 -8 
0 0 0 1 5 
~~ 4 
182) Bereken met behulp van de matrix-maal-vector methode en Aitkens 
o2-proces de grootste eigenwaarde en bijbehorende·eigenvector 
van de volgende matrix in 3 a 4 decimalen. 
525 -352 810 -220 
5280 -3639 8460 -2310 
4050 -2820 6580 -1800 
7700 -5390 12600 -3450 
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Hoofdstuk 10. Partiele differentiaal-vergelijkingen 
O. Inleiding 
In dit hoofdstuk zullen we slechts en.kele fragmenten uit de theorie 
der partiele differentiaal-vergelijkingen·behandelen en een paar 
oplossings-methoden schetsen. We beperken ons tot vergelijkingen, 
waarin de onbekende u = u(x,y} een functie is van twee variabelen 
.x en y. we· zullen alleen aan zgn. "quasi-lineaire" verge:1.ijkingen 
van de eerste en tweede orde aandacht schen.ken. 
1. Quasi-lineaire vergelijkingen van de eerste orde 
De algemene gedaante hiervan, voor twee variabelen, is 
1 • 1 
au au a-+b-=c ax ay , 
waarbij a, b enc :f'uncties zijn van x, yen u, maar niet a:f'hangen van 
~ of au. Zijn a en b ona:f'hankelijk van u ( en is c_ lineair in u), dan ax ay 
heet (1.1) een lineaire vergelijking. 
We gebruiken de standaard-notatie 
( 1. 2) 
au 
ay = q, 
waardoor (1.1) overgaat in 
ap + bq = c. 
Om een eenduidige oplossing te krijgen, moet bovendien een beginvoor-
waarde gegeven worden, waarin de waarde van u wordt voorgeschreven, 
niet in een enkel punt, maar langs een gegeven kromme O in het (x,y)-
.vlak. 
We gaan nu na. hoe de oplossing u{x,y) zich zou kunnen gedragen, als 
het punt (x,y) een willekeurige kromme Kin het (x,y)-vlak doorloopt. 
We kunnen.K aangeven met een parameter-voorstelling 
x = x(k) , y = y(k) 
en de oplossing is dus voor deze waarden van x en y een ::t'unctie van de 
parameter k: 





= au(x,y) dx + au(x,y) dy 
ax dk · ay dk 0 
Dit wordt volkomen analoog bewezen, als de stelling op pag. 216A. 
Met de standaard-notatie (1.2) wordt dit: 
1 .6 du dx dy -=p-+q-. 
dk dk dk 
Men kan beide leden nog "vermenigVUldigen11 met dk, waardoor de formule 
du= p dx + q dy. 
Hierin komt de parameter k niet meer voor. De betekenis van deze for-
mule is niets anders, dan d~t (1.6) ge~dt langs willekeurige krommen K. 
We kiezen nu de kromme K zo, dat 
1. 8 dx -= a 
dk 
dy = b. 
dk 
Dan gaat (1.6) wegens (1.3) over in 
du 
dk = pa + qb = c .. 
M.a.w. langs een kromme K die aan (1.8) voldoet, moet de functie u 
voldoen aan de gewone differentiaal-vergelijking: = c, waarbij c 
een func~ie van x, yen u, dus van ken u is. 
Als K de beginkromme O ergens snijdt, dan meet u bovendien in zo'n 
snijpunt de aldaar voorgeschreven waarde aannemen. Alles bij elkaar is 
dit dus een beginwaarde-probleem, dat ender bepaalde omstandigheden 
de functie u langs K eenduidig vastlegt. 
Elke kromme Kin het (x,y)-vlak, die aan (1.8) voldoet, heet karakte-
ristiek van de differentiaal-vergelijking (1.1). 
We schrijven ( 1.8) liever in de vorm: 
1. 10 .91:._ b a.x - a· 
Deze vergelijking heet karakteristieke vergelijking. Als de differen-
tiaal-vergelijking (1.1) lineair is, hangen a en b a.lleen van x en y 
af, zodat (1.10) dan een gewone differentiaal-vergelijking is. Door 
ieder punt (x0 ,y0 ) van'de beginkromme O gaat in het algemeen een karak-
teristiek; die aan het beginwaarde probleem (1.10) met y(x0 ) = y0 moet 
voldoen. 
Hiermee hebben we dus het oplossen van een lineaire partiel~ differen-
tiaal-vergelijking herleid tot het oplossen van gewone differentiaal-
vergelijkingen. Het hoeft geen betoog, dat dit vaak tot aanzienlijk 
rekenwerk zal leiden. 
Mocht ongelukkigerwijze de beginkromme O met een karakteristiek samen-
vallen, dan heeft (1.1) ofwel geen enkele of oneindig veel oplossingen. 
2. Quasi-li~eaire vergelijkingen van de tweede orde 
2.0 Inleiding 
De tweede-orde vergelijkingen zijn verreweg het belangrijkste, aangezien 
vele physische en techni$che problemen hiertoe leiden. De algemene ge-
daante van het quasi-lineaire geval in twee variabelen is 
2.0.1 
waarbij a, b, c en e functies zijn van x, y, u, pen q, maar riiet van 
de partiele afgeleiden van de tweede orde afhangen. Zijn ·a, b enc onaf-
hankelijk van u, pen q (en is e lineair hierin), dan heet (2.0.1) een 
lineaire vergelijking. 
We gebruiken de standaard-notatie 
2.0.2 a
2u a2u a2u t, --= r --= s ' 
-= 
clx2 
, clxcly cly2 
waardoor (2.0.1) de gedaante krijgt 
ar + bs +ct= e. 
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We gaan weer langs een kromme Kmet parametervoorstelling (1.4) wande-
len. Hierlangs moet de oplossing u = u(k) = u(x(k), y(k)), weer vol-
~oen aan (1.6) of de equivalente formule (1.7): 
2.0.4 
au au 
du = · ax dx + ay dy = p dx + q dy ~ 
Vervangen we hierin u door p of q, dan krijgen we 
Voegen we hierbij de gegeven differentiaal-vergelijking (2.0.3) dan 
vinden we, dat r, sent moeten voldoen• aan het volgende stelsel 
lineaire vergelijkingen: 
dx • r + dy • s = dp 
dx • s + dy • t = dq 
a r + b s + Ct= e. 
Hierdoor zijn r, sent eenduidig bepaald, tenzij voor de dete!1llinant 
D geldt.: 
dx dy 0 
2 . 2 
D = 0 dx dy = a(dy) - b dxdy + c(dx) = o. 
a b C 
Delen we door (dx)2' dan krijgen we 
2.0.6 
2 
a(EL) - b(dy) 0 dx dx +c= • 
Deze vergelijking heet karakteristieke vergelijking van de partiele 
differentiaal-vergelijking (2.0.1) en een kromme Kin het (x,y)-vlak die 
hieraan voldoet heet karakteristiek van de partiel~ differentiaal-ver-
gelijking. Voor het al of niet reeel zijn van de karakteristieken is het 
teken van de discriminant beslissend. We onderscheiden drie gevallen, 
-ainaargelang voor zekere oplossing u van de differentiaal-vergelijking 
(2.0.1) en voor zeker gebied G van het (x,y)-vlak·geldt: 
1 ) b 2 - 4ac > 0. 
In dit geval heet de differentiaal-vergelijking hyperbolisch in G• 
Door elk punt van G gaan twee karakteris:tieke17. 
2) b
2 
- 4ac = O. 
In dit geval heet de differentiaal-vergelijking parabolisch. Door elk 
punt van G gaat een karakteristiek (of eigenlijk twee samenvallende 
karakteristieken). 
2 . 
3) b - 4ac < O. 
In dit geval heet de differentiaal-vergelijking elliptisch. Er zijn nu. 
in G geen reele karakteristieken. 
Vaak zal een differentiaal-vergelijking in een.gebied elliptisch en 
. 
in een ander gebied parabolisch of hyperbolisch zijn. Is de vergelijking 
niet-lineair, dan zal het karakter meestal ook nog van de oplossing u 
afhangen. 
Bijvoorbeeld: stationaire stroming in samendrukbaar gas kan worden 
beschreven met een differentiaal-vergelijking, die elliptisch bij 
subsonische en hyperbolisch bij supersonische snelheden is (zie 
Modern Computing methods, pag. 109). 
Onnodig te zeggen, dat dergelijke differentiaal-vergelijkingen vaak 
zeer lastig op te lessen zijn. Wij zullen nu enkele lineaire differen-
tiaal-vergelijkingen met constante coefficienten oekijken, die dus in 
het hele (x,y)-vlak hyperbolisch, parabolisch of elliptisch blijven. 
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2.1 Hyperbolische differentiaal-vergelijkingen 
In het hyperbolische geval gaan er, zeals we gezien hebben, door elk 
punt twee karakteristieken. tangs de karakteristieken hee:f't stelsel 
2.0.5, wegens het nul zijn van de determinant, dan en slechts dan een 
oplossing, als de rang van de matrix 
(~ dy 0 dp) 2. 1 • 1 .dx dy dq b C e 
gelijk aan 2 is. Hieraan is bijvoorbeeld voldaan als 
dx 0 dp 
0 dy dq = o, 
a C e 
wat na deling door dxdy levert: 
2.1.2 a -9:E. + c £9. = e. 
dx dy 
Deze voorwaarde moet dus gelden langs de karakteristi.eken. 
Voorbeeld 
De beweging van een trillende snaar kan, als we y gelijk aan de voort-
plantingssnelheid ma.al de tijd stellen, warden beschreven door de di:f'-
ferentiaal-vergelijking 
2.1 .3 
Hierin is x de plaats-coordinaat op de snaar en u de uitwijking van de 
snaar in x op het tijdstip y. 
Hemen we aan, dat de snaar een lengte 1 hee:f't en aan beide uiteinden 
is vastgeklemd en dat op het begintijdstip y = 0 uitwijking en snelheid 
van de snaar gegeven zijn, dan luiden dus de randvoorwaarden: 
2. 1 .4 
f u(O,y) = 
l u(x,O) = 
u(1,y) = O, y ~ o, 
y 
' ' ' ' u = 0 ' " u=O " 
' 
' ' ' " ' ' ' 
' " ' " )/ 
' / 
" ". 
/ '----'-----~-~' ___ _.._ - - - - - - - .. ) 
{1,0) 
De karakteristieke vergelijking (2.0.6) luidt in dit geval 
. dy 
of'wel - = + 1, zodat de karakteristieken voldoen aan ax -
X _! y = constant. 
X 
Langs deze lijnen moet voorwaarde (2.1.2) gelden, die nu de gedaante 
krijgt: 
~ _,£9. = ax a.y o, 
of'wel ~ = El. = + 1 , zodat we langs de karakteristieken de· voorwaarde 
dp ax -
krijgen . 
p _! q = constant. 
Met behulp hiervan kan men, uitgaande van de randvoorwaarden, de 
functies pen q langs de karakteristieken bepalen en vervolgens de 
oplossing u verkrijgen (zie Modern Computing methods, hoofdstuk 11). 




Andere oplossings-methoden worden verkregen, door de partiele afgeleiden 
te benaderen door middel van differenties. Hoe dit gaat, zullen we alleen 
in de volgende gevallen toelichten. 
2.2 Parabolische differentiaaJ.-vergelijkingen 
Het klassieke voorbeeld is de een-dimensionale warmte-vergelijking 
2.2.1 
p.:..:1.s:cscoordina.at is. Aan deze vergelijking voldoet de wa.rmt.e-geleiding· 
in een dunne homoge~e ataaf. Nemen we aan dat aan beide einden van een 
ataaf ter lengte 1 het temperatuurverloop gegeven is en dat bovendien 
de.beginte-r.aperatuur langs de hele ·staaf gegeven is, dan zien de rand~ 
voorwaarden er blijkbaar aldus uit: 
u( 1 ,y) = u
1 
(y) , y ~ o, 
2.2.2 
·Het verschil met het hyperbolische geval is,dat hier voor y = 0 alleen 
de functie u gegeven is. 
We gaan nu de partiele afgeleiden b~naderen door differenties. Hiertoe 




x. = ih; 
l 
y. = jk' 
J 
i = 0(1)n, 
j=0,1,2, ... , 
waarbij h = 1/n, zodat x0 =Oen xn 1 op de rand liggen. Voorlopig 
kiezen wen en k willekeurig. Voor de functie-waarden gebruiken we de 
afkorting 
2.2.4 u(x.,y.)=u ..• 
J. J lJ 
Voor het bena4eren van de partiel~ afgeleid~n gebruiken we alleen de 
kopterm van de formules op pag. 97 & 98, dus 
2.2.6 ( au) 1 1 -;:;- ~ -k b. u .. = -k (u1.·,J·+1 - u .. ) ' Qy ij y J.J J.,J 
of de centrale formule · 
( au) 1 1 ay ij ~ k µoy uij = 2k (ui,j+1 - ui,j-1 ). 
Substitutie van de benaderingen (2.2.5 & 6).in {2.2.1) levert 
2.2.8 u. ·+, = u .. + k2 (u. 1 • - 2u .. + u.+1 .), i = 1(1)~-1. l, J · lJ h l- , J l.J l , J · 
Met behulp hiervan kunnen we, als voor het tijdstip y = jk benaderde 
functie-waarden u .. , j = 0(1)n, bekend zijn, voor het tijdstip y = (j+1)k 
lJ 
de funct ie-waarden u. ·+ 1 benaderen voor i = 1 ( 1 )n-1 • De waarden · 1,J 
u0 ·+1 en u ·+1 zijn gegeven door de randvoorwaarden, zodat we hierna ,J n,J . 
evenzo de volgende stap van j+1 naar j+2 kunnen zetten. De eerste keer 
starten we met j = O, waarvoor de u-waarden door de randvoorwaarde langs 








De methode is slechts dan stabiel en convergeert voor tijner wordend. 
rooster slechts dan naar de oplossing van de differentiaal-vergelijking, 
als k.::,; h2• Dit betekent een ernstige beperking voor de stapgrootte 
k, zodat men in de y-richting veel stappen moet zetten, wat uiteraard 
veel tijd kost. 
Men zou kunnen proberen, in plaats van (2.2.6) de.centrale formule 
(2.2.7) te gebruiken. Dit leidt echter tot een formule, die altijd 
instabiel en ·dus- ·onbruikbaar is' ( vgl. · pag. 245 waar een analoge for-
mule voor gewone differentiaalvergelijkingen instabiel blijkt). 
We krijgen wel een stabiele formule als volgt. Formule (2.2.6) ~eeft 
eigenlijk een benadering van (~u). •+1. Het is dus redelijk aan de 
oy l ,J 2 
. . a2 
andere kant-ook een benadering van ( ~) te gebruiken. Hiervoor 
2 ax i,~+; 
kiezen we het gemiddelde' van (~) · en (.L!:!) elk benaderd volgens · 
a 2 .. a2· ·1 X lJ X l,J+ 
(2.2.5). Dan ontstaat de volgende impliciete formula van Crank-Nicolson 
h2 
u. 1 . - 2(1 - -k )u .. + u.+1 ., i = 1(1)n-1. l- ,J l ,J l ,J 
Als voor zekere j de waarden u .. , i = 0(1)n bekend zijn en bovendien lJ . 
de randwaarden uO,j+i en un,j+l gegeven zijn, dan is deze formule een 
stelsel van n-1 lineaire vergelijkingen in de n-1 ombekenden u. ·+,' 1,J 








/k) ' ::.1 2( 1 + 
Elke stap van j naar j+1 bestaat dus nu uit het oplossen van dit 
tridiagonale stelsel. Dit vergt weliswaar meer rekenwerk, dan een stap 
volgens de expliciete formule (2.2.8), het grote voordeel is echter, 
dat de methode van Crank-Nicolson stabiel is voor elke verhouding van 
h en k. We zijn nu dus niet gedwongen tot ze_er kleine stappen in de 
y-richting, wat een aanzienlijke tijdwi,nst betekent. Een ev~n~ens 
stabiele formule wordt verkregen, indien weals benadering,van 
~2 ~2 . 
0 ~ kie zen '( 0 ~) , weer benaderd volgens ( 2. 2. 5) ; de formule die 
ax: ax i,j+1 
dan ontstaat heet forrnule van Laasonen. 
2. 3 Elli pt ische di:ff-erent-iaal-ver-~elij.kingen 
In h~t elliptische geval worden de randvoorwaarden, in tegenstelling tot 
de andere gevallen, gegeven op een gesloten kromme in het (x,y)-vlak. 
Op deze randkromme wordt meestal gegeven de waarde van u, of van de 
afgeleide van u in de richting loodrecht op de randkromme. De toepas-
singen betreffen stationaire toestanden, in het bijzonder potentiaal-
problemen. Het klassieke voorbeeld van .een elliptische vergelijking 
is de vergelijking van Poisson 
met be_langrijk bij zonq.er geval de vergelijking van Laplace 
2.3. 1 
We gaan weer de partiele afgeleiden benaderen door differenties. We 
nemen eenvoudigheidshalve aan, dat de functie u gegeven is op een 
rechthoekige rand. We leggen een zijde langs de x-as en een langs de 
y-as en verdelen de zijden in m respectievelijk n gelijke stukken. 
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We s-cellen 
l x. = ih t i = 0( 1 )m, .J. y. = jk j = 0(1 )n, J ' 
waarbij h = lengte x-zijde gedeeld doormen 
k = lengte y-zijde gedeeld door n. 










1 I I 
I I . I 
- ·- - - -1- - - - -
I I I 
(0,0) 
De par-cie~e afgeleiden worden benaderd volgens formule (2.2.5) en de 
analoge formule voor de y-richting: 
(a2u) ~.J_o2u .. =.L2 (u .. ,·- 2u •. +u. ·+1). 
"' 2 . . k2 y J.J k =!-,J- J.J i,J aY · J.J 
Nemen we voor he-c ~emak a?,11 dat hen k aan elkaar gelijk zijn (vierkant 
roos-cer), dan krijgen we voor de differentiaalvergelijking (2.3.0) de 
volgende benadering: 
2.3.4 u. . + u. 1 . - 4u .. + u. . 1 + u. ·+, = f .. , J.-1,J J.+_ ,J J.J J.,J- J.,J J.J 
i = 1(1)m-1, j = 1{1)n-1, 
waarbij f .. = f(x. ,Y.) • 
. J.J J. J 




-4 1 1 0 0 0 U·11 f' 1 1 - u,o - uo, 
1 -4 0 1 0 0 u12 f'12 - u13 - U02 
1 0 -4 1 0 u21- f'21 - u20 
= 
0 1 1 -4 0 1 u22 f'22 - u23 
0 0 1 0 -4 1 - u41 - u30 
0 0 0 1 1 -4 U42 ... u33 · 
Voor willekeurige waarden van men n is de matrix A van het stelsel 








\ \ \ 
\ \ \ 
\ \ 
, waarbij B = 
-4 1 
\ 
1 -4 , 
\ \ \ 
\ \ \ 
\ \ ' 
\ \ \ 




en I een eenheidsmatrix is.Ben I zijn van de orde n-1; A heef't m-1 
matrices B langs zijn hoof'ddiagonaal en is dus van de orde (m-1)(n-1). 
Men kan een dergelijk stelsel oplossen ~oor verschillende waarden van 
men n en kijken of' in de gemeenschappelijke roosterpunten voldoende 
overeenstemming ontstaat. Ook kan men eventueel hogere orde dif'f'erentie-
correcties aan het rechterlid toevoegen en itereren (vgl.·pag. 261-263). 
Als de rand geen rechthoek is, zal men in de buurt van de rand·meestal 
een interpolatie-f'ormule ~oeten gebruiken, om de randvoorwaarden in 
rekening te brengen. Ook kan het wenselijk zijn in bepaalde gedeelten 
een f'ijner rooster aan te brengen. 
Eigenwaarde-problemen 
De trilling van een membraan kan worden beschreven door de diff'erentiaal-
vergelijking 
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waa.rbij de randvoorwaarde luidt, dat de i'unctie u op de rand nul meet 
zijn~ Alleen voor bepaalde waa.rden van A, de eigenwaarden, heeft de 
vergelijking een oplossing u, die niet overal nul is. Is de rand een 
rechthoek, dan kunnen we, evenals boven, een rooster aanbrengen. 
Het probleem leidt dan tot oplossing van het matrix~eigenwaarde-probleem 
2.3.7 Au - AU= O, 
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Kaft, deel I, "Rekena.a.rll moet zijn "Rekenen" 
pag. 140, regel 3 
pag. 158, regel 6 
pag. 273, regel 2 v.o. 
pag. 281, regel 6 v.o. 
pag. 291, regel 3 v.o. 
pag. 309, regel 12 
pag. 316, regel· 2 
"4.0" moet zijn 11 4.1 11 
"positive" moet zijn "non-negative" 
"i = 1{1)n-1" moet zijn "j = 1(1)n-1" 
"wa.a.rden ,:j, 111 moet zijn "waarden .:!:. 111 
n-1 n-1 
" l b2" moet zijn " l b~" 
j=O j=O J 
"2. 711 moet zijn "3." 
(dezelfde wijziging geldt voor de formule-nummering op pag. 316 320). 
pag. 318, regel 3 v.o. 11.L Q (X) II a 1 n 
moet zijn "a Q (x)" . 1 n. 
322, regel 7 ·v.o. 11 a·, b" moet .. II [a, b]" pag. Zl.Jll 
'r+1 roo 
pag. 328, regel 5 11 j " moet zijn• "l II 
-1 Jo 
pag. 338, regel 3 II AU II 0 moet zijn 
II flU II 
k 
regel 6 11 t12u "moet 
0 
zijn ".12u 11 · · 
k 
pag. 342, regel 10 v.o. "positie:f" moet zijn "positiet en monotoon 
niet-toenemend" 
pag. 343, regel 4 ""euleren11 :" moet zijn ""euleren"• we stellen 
ak = (-1)k-1/k2 en krijgen dan:" 
Cursus WRA 
ToJo Dekker 
Proefwerk deel I 
29-10-1966 
13000-15000 ~ur 
Uit examen voor het diploma A voor Wetenschappelijk Rekeneno 
Humerieke Analyse, 
ddo 6 september 1966 
--------------------~-------------------------------------------------
1. De functie y(x) voldoet aan de differentiaalvergelijking 
f + x::r = Hx), 
waarbij $(x) door de volgende tabel is gegeven 
X $(x) X <Hx) 
o.o 1.00000 o·.6 1.,16412 
0.1 1 .00499 0.7 1.21579 
0.2 1.01980 o.8 1.27059 
Oo3 1o04399 0.9 1 .32660 
o.4 1.07683 1. 0 1.38177 
0.5 1.11730 
Voorts is gegeven y(0.45) = 1.33867. 
Bepaa.1 y(0.55) in vijf decimaleno 
2. Bereken.in twee decimalen een reele oplossing (x, y) van het stelsel 
(x = 2R.n(x+y) 
LY = exp(y-x) o 
Cursus WRA 
ToJo Dekker 
Proefwerk deel IIo 
29-10-1966 
15015-17 .30 uur 
Uit examen voor het diploma A voor Wetenschappelijk Rekeneno 
Progranuneren, 
ddo 7 september 19660 
----------------------------------------------------------------------
Maak de opgaven 1 en 2 en bovendien, naar keuze, 3 of 4o 
1o Maak een procedure die op grond van een gegeven integer array A[1:m, 1:n] 
vijf integers h, 1i, j, ken t aflevert 9 zodanig dat h, gedefinieerd door 
maximaal is o 
2o Schrijf een prograroma, dat een getal a van een band leest en daarna 
de reele wortel van de vergelijking 
3 2 
X- - X + X - a= 0 
in 6 decimalen nauwkeurig berekent en daarna uitponsto Geef eerst aan, 
welke methode U gebruikto 
3o Maak een procedure die een stelsel van n lineaire vergelijkingen met 
n onbekenden n 
r 
j=1 
A .• x. =b., 
J.J J J. 
i = 1, ooo, n, 
oplosto 
Verondersteld mag worden dat Gauss-el:hninatie zonder verwisselingen 
geen aanleiding gee:f't tot pivots die nul of klein zijno 
4o Maak een procedure die met behulp van de· regel van Simpson de inte-
graal 
berekent. 
De procedure moet de te gebruiken stapgrootte h zodanig bepalen, dat 
het verschil tussen integratie met staph en integratie met stap 2h 
in absolute waarde kleiner is dan een voorgeschreven tolerantie epso 
Gebruik bij voorkeur Jensen's device om een expressie voor de inte-
grand als actuele paremeter mee te kunnen geveno 
Cursus W.R.-A 
T.Jo Dekker 
Proefwerk deel I 
9-2-1967 
13~00. - 15.00 uur 
1 ) Zij ax + b de lineaire functie, die· op het interval ~ 1 1r] de 
functie sin(x) zo goed mogelijk benadert in de •zin van Chebyshevo 
Gegeven 
word~ gevraagd a en b te bepalen in 4 decimalen nauwkeurig. 
Hoeveel bed.raagt de maximale a:f'wijking tussen sin(x) en de 
lineaire benadering? 
2) Bereken van het stelsel 
307821 X +109635 y -004867 z = 402366 
600543 X -3-01081 y +1. 7429 z = 6. 1121 
-204708 X +0.0431 y +3.8297 z = -1.8345 
105134 X +700346 y -2. 71_30 z = 2 .. 3607 
-103611 X -2.9787 y +13.2364 z = 0.6126 
de beste oplossing in de zin van de kleinste kwad.raten. 
Cursus WoRo-A 
ToJo Dekker 
Proe:f'werk deel II 
9-2-1967 
15.15 - 17030 uur 
1) a. Hoe luidt de interpolatie-formule van Aitken (herhaalde 
. lineaire interpolatie)? 
bo Bereken met behulp van deze formule f(5); als f een derde-















2) a. Hoe luidt de interpolatie-formule van Stirling (in centrale 
differenties, symmetrisch rond een basispunt xo)? 
b. Schets hoe deze formule kan worden afgeleid en laat 
gedetailleerd zien hoe de eerste vier termen worden verkregeno 




.. 1 V1-x2 
als Tj het j-de graads Chebyshev-polynoom is. 
bo Hoe l~id~ de (oneindige) reeks van Chebyshev en hoe luidt 
de formule voor de coefficienten van deze reeks? 
Co Schets hoe het economiseren van machtreeksen geschiedt. 
4) Van de functie f(x) zijn de volgende waarden gegeven: 
f(-2h) 1 f(-h), f(O}., f(h), :f(2h)o. 
Zij het tweedegraadspolynoom g(x) = ax2 + bx +c de beste 
benadering in de zin der kleinste kwadraten van f(x) op de 
punten 
x=-2h, x=-h, x=O, x=h, x=2h• 
a. Druk de coefficienten a, b enc uit in de gegeven functiewaarden 
van f(x) o 
b. Bepaal de benaderingsfo;t'lllule voor de afgeleide van f(x} 
in het punt x=O, die ontstaat wanneer men f(x) vervangt 
door de benadering g(x). 
WeJke is de af'wijking die deze benaderingsfoi-mule vertoont 
van f 9 (0), indien f(x} een polynoom is van de vierde graad? 
Cursus WR-A 
T.J. Dekker Proefwerk 
PROGRAMMEREN 
13.00-15.00 uur 
1) De integratie-formule van Gauss van de orde 6 luidt: 
Schrijf een programma, dat volgens deze formule bepaalde integralen 
?erekent, als (op een ponsband of op ponskaarten) gegeven zijn: 
1) het eerste tabel-arg:ument a en het tabel-interval h, 
2) een natuurlijk getal n, gevolgd door n waarden van de integrand 
in de punten x" =a+ ih, i = O(l)n-1, 
1 
3) een natuurlijk getal q, gevolgd door q paren i en k, die de 
indices van begin- en eindpunt van het integratie-interval zijn. 
Het programma hoeft alleen een correct antwoord· af·te leveren, als 
l 
de indices i en k zodanig gekozen zijn, dat de formule zonder meer 
toepasbaar is. In het andere geval geve het·een alarm-indicatie. 
2) a) Zij f een functie met periode 2-rr, gegeven als· expressie o.f als 
real procedure. 
Schrijf een procedure, die bij gegeven natuurlijk getal m, de 
coefficienten voor de discrete m-punts harmonische analyse van 
f berekent. 
(Deze coefficienten zijn, op een constante factor na, gelijk aan 
een som van f-waarden maal zekere cosinus- of sinus~waarden). 
b) Schrijf hieromheen een programma, dat deze procedure ~oor m = 8 
toepast op de functie 






13.00 - 15.00 uur 
1) Schrijf een procedure, die voor gegev~n a enc berekent 
. J<» f(x,a)dx 
C . 
met behulp van de 4-punts Gauss-Legendre formule, integrerend va.n 
c tot 2c, en de 3-punts Gauss-Laguerre formule, integrerend van 
2c naar oneindig, als nog gegeven is, dat 
lim eax f(x,a) 
x-+<» 
voor alle a bests.at en een eindige waarde ongelijk aan nul hee:f't. 
De f'unctie:f(x,a) is hierbij beschikbaar als real procedure. 
2) Schrijf een programma, dat:een matrix inleest en vervolgens een 
eigenwaarde en eigenvector ervan berekent met behulp van de matrix-
maal-vector methode. Het programma moet redelijk efficient en 
zuinig in geheugen-gebruik zijn, voor het geval de matrix zeer 
groot is (orde ca. 1000) en de meeste elementen (90% of meer) 
nul zijn. 
Bedenk hierbij tevens, hoe de matrix gesohikt op een band kan warden 
gegeven:, en pas het programme. dienovereenkomstig a.an. 
Eventueel ka.n in het programma. Aitken extra.pols.tie toegepast worden. 
Cursus WRA 
T.J. Dekker 
Proefwerk Numerieke Wisku.~de 
8-6-1967 
15 .00-_17. 15 ·uur 
.(Alieen de syllabus mag warden geraadpleegd.) 
1) Van de :f'unctie Z(x) . 1 ( , 2) . = - exp -2x is 
\{ii 


































Bereken, zo nauwkeurig als de gegeven.tabel toelaat, door middel 









en door middel van numerieke differentiatie 
Z I ( .20) en Z"(.20). 
2 
2) Zij gegeven matrix·A· en een benadering x van de bij ). ~ 630.09 
horende eigenvector: 
420 210 140 105 1.0000000 
A= 210 140 105 84 0 .5701721 , x_= 
140 105 84 70 o.40677~0 
105 84 70 60 . 0.3181410 
T 






Proef'werk Numerieke Wisku.nde 
22-6-67 
13.00 ... 15.00 
· 1. Van een fu.nctie y, die voldoet aan de dif'f'er.entiaalvergelijking 
1 y" + ( 1 + -2)y = 0 
~ 4x· · 











Bereken, zo nauwkeurig als deze gegeven tabel toelaat, de waarden 
y(2.4); y(2.5} en y(2.6) 
2. Bereken in 6 decimalen nauwkeurig de wortels van de vergelijking 





15,15 ~ 17.15 
1) Schrijf een ALGOL 60 proced-qre, die de oplossing van een stelsel 
lineaire vergelijkingen berekent met behulp van Gauss-Seidel iteratie. 
Vermijd hierin deling door nul en laat een beperkt aantal iteraties 
toe. 
Snelheid en zuinig geheugen-gebruik, met name vbor het geval de mees-
te elementen van de matrix nul zijn, wordt op prijs gesteld. 
2) a) Schrijf eenprocedure, die een reeks sommeert met behulp van 
van Wijngaardens transformatie 
waarbij vk = ~ + 2u2k + 4u4k + •••• • 
De procedure dient gebruik te ma.ken van de procedure "euler" . 
(Reyised Report on ALGOL 60, Example 1). 
b) Schrijf een ·programma·, dat met behulp van de procedure ( a) 
de constante van Euler berekent, die gelijk is aan 
(X) 
\' ( 1 k-1 ) 
1 + l k + ln k 
k=2 
