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1. INTRODUCTION 
Let us consider the differential equation 
x’ =f(x) (1) 
where f is defined and continuous on some open, connected set W in real 
n-space Rn. We shall let W* = WV {w} denote the one-point compactifica- 
tion of W. It is known that under these assumptions, there is at least one 
solution cp@, t) of (1) through every point p E W with &, 0) = p. More- 
over, every solution is defined on some maximal interval J, where either 
J, = R1 or &, t) +{w} as t -+ ba’y], . It should be noted that since the 
solutions of (1) may not be unique, the interval J, depends not only on p 
but also on the particular solution v(p, t). 
Now define 
F@, t) = FP(t) = {x E W : x = p)(p, t) for some solution of (1) through p}. 
If no solution of (1) can be continued up to time t, then F(p, t) = 4, the 
empty set. If A is any set in W, let 
F(A t) = F/,(t) = u F(P, t). 
PEA 
The set F(A, RI) = v tpRI F(A, 2) is called the integralfind (of (1)) through 
A, and each set F(A, t) is said to be a section of the integralfind. 
The problem of characterizing the sets F(p, t), and more generally F(A, t), 
form the heart of the (local) fundamental theory of ordinary differential 
* This research was supported in part by a grant from the U. S. Army Research 
Office (Durham) and the NSF (Grant No. GP-2280). 
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equations. There are, of course, two aspects to this problem. The first aspect 
is to describe the topological properties of the sections F(p, t) and, more 
generally, F(A, t). The second aspect is the converse of the above. That is, 
given a family of sets F(p, t), with the appropriate topological properties, 
when does this form the family of sections for a differential equation of the 
we (1). 
Under the assumption thatf(x) satisfies a local Lipschitz condition on W 
or that the solutions of (1) be unique, the first part of this problem has been 
solved. In this case the mapping of p +F(p, t) is a homeomorphism of A 
onto F(A, t) provided closure (A) is compact in Wand 1 t 1 is sufficiently small. 
I f  the solutions of (1) are not unique, then the problem of characterizing 
the sections F(p, t) naturally becomes more difficult. The first results on this 
problem are due to H. Kneser [9] who proved, in 1923, that for ] t 1 suffi- 
ciently small each section F(p, t) is a continuum; that is, it is com- 
pact and connected. In 1930 M. Fukuhara [q showed that if, for some 
7, q E bdy F(p, T), then there is a solution ~(p, t) of (1) with ~(p, T) = q 
and such that ~(p, t) lies on bdy F(p, t) for all t between 0 and T. Then in 
1932, Kamke [7] made a detailed investigation of the behavior of solutions 
of (1). He proved, among other things, that the sections had a type continuity 
in p. (See Corollary 3.1 below.) 
Also, Waiewski [Z6] has considered functions f(x) which has a type of 
monotonicty, and he was able to prove the existence of extremal solutions 
of (1). More recently various authors (MinkeviE [13, 24, Bar-basin [I], and 
Roxin [17]) have attempted an axiomatic approach to this problem. Barbdin 
and Roxin have connected this problem with some problems in the theory of 
control systems. Lastly some authors (MinkeviE [Z3, 14, Seibert [18] and 
Zubov [32]) have studied the global behavior of the sections F(p, t). 
In this paper we shall prove1 a generalization of the statement of continuity 
with respect to initial conditions (Theorem 3). This will also generalize some 
of the results of Kneser [9], Fukuhara [q, and Kamke [A. It will also be 
shown that the problem of characterizing the sections F(p, t) is equivalent to 
the problem of classifying a family of bicontinuous injections of the space W 
into a function space H. (See Section 9.) 
2. PRELIMINARIES 
We begin by introducing some notational conventions used throughout the 
paper. d(x, y) will denote the Euclidean metric on Rn, then 1 x / = (d(0, x))rj2 
is the norm of X. If  A C Rn, let 
d(x, A) = inf (d(x, a) : a E A}. 
1 The announcement of these results originally appeared in [19]. 
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If A and B are subsets of Rn let 
d(A, B) == inf {d(a, 6) : a E A, b E B). 
If A and B are compact sets in R”, then d(A, B) > 0 if and only if A n B = 4. 
For every E > 0 and every A C Rn, define 
8(A, 6) = {x E R” : d(x, A) < <) 
G(A, 6) = {x E R” : d(x, A) = 6: 
D(A, <) = {x E R” : d(x, A) < E). 
Note that if A is a compact set in R a, then for every E > 0 the sets 6(A, l ) 
and D(A, l ) are compact. Also if A is a compact subset of an open set W, 
then for E sufficiently small D(A, l ) C W. 
In general, we shall use upper-case German letters (8, 3, %, 2, W, D) to 
denote neighborhoods of a point in a space and upper-case script letters 
(9, #, A, 0) to denote topologies on the space. Uppercase boldface letters 
will denote spaces of functions. 
Before beginning the discussion we make note of the following lemma. 
LEMMA 1. Let {W(t)} be a sequence of solutions of (1) defined on a jixed 
interval I and assume that there is a compact set A C W such that 9)1~(I) C A 
for all n. Then there is a subsequence of (v,J which convergences (uniformly on I) 
to a function 1,4. Moreover, every such function 16 is a solution of (I). 
Proof. The sequence (~~1 is uniformly bounded and equicontinuous, so 
the exisence of a convergent subsequence is a consequence of Arzela’s 
theorem. If y!(t) = lim vn(t), then $ is a solution of (1) since 
W = lim 4) = lim [dtd + ~~Of(~,4s)) ds] 
= #(to) + Ilo limf(4s)) ds = #(to) + JiOf(#(s) d-s. Q.E.D. 
3. BASIC PROPERTIES OF INTEGRAL FUNNELS 
Let (1) be given on an open, connected set Win Rn and let F(A, t) be the 
section of the integral funnel through the set A C W. The next lemma lists 
some elementary properties of sections. 
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LEMMA 2. (A) 
F(A, 0) = A. 
(B) Assume that all solutions of (I) beginning in A can be continued up to 
tfrwheretr)IO.Then 
F(A, t + T) =F(F(A, t), T). 
(C) Assume that all solutions of (I) b g e inning in A can be continued up to t 
and that all solutions beginning in F(A, t) can be continued up to r where tT < 0. 
Then 
F(A, t + 4 CW(A, t), T). 
The sections F(p, t) can be used to characterize the uniqueness of solutions 
of (1). That is, the solutions of (1) are unique if and only if p # q implies that 
F(p, t) r\ F(q, t) = 4 for all t. The solutions of (1) are unique to the right 
(to the left) if and only if p # q implies that F(p, t) A F(q, t) = + for all 
t < 0 (t > 0). 
LEMMA 3. Let A be a compact set in W and let E > 0 be given where 
D(A, E) C W. Then there is an a = a(~) > 0 such that F(A, t) C d(A, c) for all 
t E (- a, a). 
Proof. Since f is continuous on W, there is an M such that 1 f(x) 1 < M 
on the compact set D(A, l ). Now set a = EM-~. We assert that 
F(4 t) C %(A, 4 for all t E (- a, a). 
To prove this, let us assume on the contrary that there is a p E A and a 
TE(--,a) (say 7 > 0) such that for some solution ~(p, t) one has 
d(& T), A) > E. Since ~(p, t) and d(&, t), A) are continuous in t, we can 
assume that d(p(p, T), A) = E and d(v(p, t), A) < l for 0 < t < 7. Then 
e < d(&, T), P) < j-’ 1 f(v(P, t)) 1 dt < MT < E, 
0 
which is a contradiction. Q.E.D. 
THEOREM 1. Let A be a compact set in W. Then there is an a > 0 such 
that the section F(A, t) is compact for every t E (- a, a). 
Proof. Choose any c > 0 so that %(A, l ) C W and let a be given by 
Lemma 3 and let J = (- a, a). Then for each t E J, the section F(A, t) is a 
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bounded set. In order to show that each section is closed we let r E J be 
fixed and assume that (xn} CF(A, T) where X, -+ x0 . Since F(A, 7) C ID(A, 6) 
it follows that x0 E a(A, c). Also, since X, EF(A, T), there is a p, E A such 
that x,, = p)(pn , T) where p)(pn , t) is some solution through p,, . However, 
p)(pn , J) C I1)(A, l ) for all n, so by Lemma 1, a subsequence of the {P)@~ , t)} 
converges uniformly on J to a solution #(t). Let us say that &I,, t) -+ #(t). 
Since A is closed, p,, -+ $(O) E A, so x0 = /J(T) EF(A, 7). Q.E.D. 
As a corollary, we have the following result which was originally proven 
by H. Kneser [9]. 
COROLLARY 1 .l. For every p E W, there is an a > 0 such that the section 
F@, t) is compactfor each t E (- a, a). 
I f  A is a compact subset of W, then by Zorn’s lemma there is an interval 
IA which is maximal with respect to the property that the section F(A, t) 
is compact for every t E IA . (If A = {p} we shall write IA as I, .) It is clear 
that for each compact subset A in W, 0 is an interior point of IA . Moreover, 
by Theorem 1 we see that IA is necessarily open. Also, if p E A and v(p, t) 
is some solution of (1) through p defined on maximal interval J, (see Sec- 
tion 1) then 1A C J, . We shall show later that 1, = A _I, where the inter- 
section is taken over all p E A and all solutions of (1) through p. From this 
it will follow that IA can be characterized in the following manner: Either 
IA = Rr, or for each 7 E bdy IA there is a p E A and a solution ~(p, t) of (1) 
such that ~(p, t) + {w} as t -+ 7. 
4. GENERAL TOPOLOGICAL CONSIDERATIONS 
Since the sections of the integral funnel F(p, t) are compact subsets of W, 
we can view F, as a function mapping IP into the compact subsets of W. Also, 
if A is compact in W, then FA is a mapping of IA into the compact subsets 
of w. 
Let K = K(W) denote the collection of all nonempty compact subsets 
of W. We shall now define two topologies2 on K. The first topology, which 
we denote by 9, is defined as follows: Let A E K and c > 0 be given and 
define 
%(A, c) = {B E K : B C ?B(A, c)}. 
Following Wilder’s’ development [30], this neighborhood system generates a 
topology 9 for K. Moreover, the neighborhoods themselves are open sets 
* For an extensive treatment of topologies on spaces of subsets, see Michael [12]. 
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in this topology. To see this, let B E %(A, l ). Then the sets B and G(A, l ) 
are compact in Rn and B n G(A, 2) = 9. Consequently 
d(B, G(A, l )) = 27 > 0, 
and it now follows that 
W, d C Wk 4, 
which implies that 
W% 4 C Wt 4. 
Since the neighborhoods %(A, l ) are open, they form a basis for the 
topology 9. 
The second topology on K, which we denote by 2, is the Hausdorff 
metric topology. For nonempty, compact sets B and A define 
and 
p*(B, A) = inf {c : BE %(A, c)} 
~(4 B) = mm (p*(A, 4 p*(B, 4). 
HausdorS [6] has shown that p is a metric on K, and the corresponding 
topology 2’ is the metric topology. Since (K, 2) is a metric space, it is a normal 
Hausdorff space, or a T,-space, in the terminology of Kelley [8j. However, 
(K, Y) is a T,,-space, but it is not a T,-space. 
LEMMA 4. Let i: (K, %) -+ (K, -/) where i(A) = A. Then i is contbwus. 
Proof. This follows immediately from the observation that if p(A, B) < E, 
then B E %(A, E). Q.E.D. 
DEFINITION. Let X be any topological space and let g : X+ K be a 
function from X into K. We shall say that g is continuous if it is continuous in 
the Y-topology on K. g is said to be Hausdorfl-continuous if it is continuous in 
the X-topology on K. Using Lemma 4 and the fact that the composition of 
two continuous functions is continuous, we have the following fact: 
LEMMA 5. If g : X + K is Hausdorff-continuous, then g is contina~~~~. 
5. THE FUNCTION SPACE F 
Let g be a continuous function from some interval D,, , which contains 0, 
into K, and let F denote the collection of all such continuous functions, where 
the domain D, depends on the function g. Let H denote the subcollection 
of F consisting of all Hausdorff-continuous functions. 
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THEOREM 2. Let A E K and let FA and IA be given as above. Then FA(t) 
is Hausdorffcontinuous on IA , which implies that FA E H C F. 
Proof. We shall first show that FA is continuous on IA . Let 7 E I, , 
then B = F(A, r) E K. Also, if 7 + s E IA then by Lemma 2, 
F(A, r + s) C F(B, s). 
Let ca > 0 be given so that a(B, 24 C W. Let M = sup /f(x) 1 on %(B, 24. 
Now by Lemma 3, for every E (0 < e < 24 there is an (y. = <M-l such that 
if 1 s 1 < OL, then 
F(A, 7 + s) C F(B, s) C B(B, e); 
that is, F(A, T + s) E ‘%(F(A, T), e). Hence FR is continuous. 
In order to show that FA is Hausdorff-continuous, we use the above 
argument and note that since F(A, r + S) E ‘%(B, l ) it follows that 
p*(F(A, T + s),F(A, 7)) < 6. W enowclaimthatifO<~<~sandjsI <a, 
then p*(F(A, T), F(A, 7 + s)) < E. To prove this we first note that for 
0 < E < co and 1 s I < OL one has D(F(A, 7 + s), l ) C D(B, 2~) C W. Now 
let s be fixed and apply Lemma 3 to F(A, 7 + s), and we get 
F(F(A, T + s), u) c d(F(A, T + s), l ) for all IUI <or. 
In particular, for u = - s we have 
F(A, 7) CF(F(A, 7 + s), - s) c b(F(A, 7 + s,) c), 
which implies that p*(F(A, T),F(A, 7 + s)) < E. By combining the two 
inequalities for p* we have p(F(A, T), F(A, T + s)) < E for 1 s ( < 01. Hence 
FA is HausdorfI-continuous. Q.E.D. 
The functions FA are not only Hausdorff-continuous but they satisfy a 
uniformity condition, which we state in the following corollary. 
COROLLARY 2.1. (A) Let A E K, then FB is uniformly Hausdofl- 
continuous on IA for all B E K with B C A; that is, for every r E IA and every 
l > 0 there is a 6 > 0 such that if 1 t - T ) < 8 then p(F(B, t), F(B, T)) < E 
for all B E K with B C A. 
(B) Let A E K, then there is an 7 > 0 such that FB is uniformly-Hausdorfl- 
continuous far all B E K with B C %(A, r]). 
We shall omit the proof of this since it differs only slightly from the proof 
of Theorem 2. It can be noted that (B) follows from (A) by choosing q > 0 so 
that D(A, 7) C W. 
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We now construct a topology on F by defining a neighborhood basis for 
each element of F. Let g, J and E be given where g E F, J is a compact set in 
D, and c > 0. First define 
!i!(g, 1,~) =(heF: JCD, and h(t) E %(g(t), c) for all t E J}. 
Now define the neighborhood basis at g by 
The neighborhoods 9X&, J, c) g enerate a topology on F, which we will denote 
by A. In addition, the sets %R(g, J, E are open in this topology. To prove the ) 
last assertion we let h E %R(g, J, E). Then for some 7,O < 11 < E, h E 2(g, J, 7). 
If we set a = E - 7, it is easy check that XR(h, J, u) CYX(~, J, c). 
One can get a better understanding of this topology by looking at the 
relationship between the sets 2 and %R. If g E F and J is a compact set in D, 
and 0 < 7 < E, then it is clear that 
%, I, 4 C mm(g, I,4 C Qk, Js4. 
Consequently the neighborhood system {2(g, J, E)} is equivalent (see [30, 
p. 31) to the neighborhood system (m(g, J, E)}. One may now ask whether 
Wg, I, 4 = %, I, 4. Th’ 1s is generally not true as is seen in the following 
example: 
Let W = R1 and J = [- 1, 11. Define 
g(t) = FO, l] I 
if t<o 
if t z a 
and 
h(t) = zet I ;: 
t<O t 30. 
Both g and h are continuous and h E 2(g, J, E). However, h 6 f?(g, J, 7) for 
any 7 < E. Hence h $%R(g, J, E). 
This last example also shows that, in general, the sets 2(g, J, c) are not 
open in the topology A. If, however, g is Hausdorff-continuous, this is no 
longer the case; and we can prove the following lemma: 
LEMMA 6. Ifg E H then B(g, J, c) is open and, in fact, 
Qk, I,4 = Wg, I> 4. 
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Proof. It suffices to show that if h E Q(g, J, c) then h E Q(g, j, q) for some 
with 0 < 7 < E. Let us assume that this is false. Then there are sequences 
;,J and{t,} such that 0 < G < l n+1 < E, Q - E, t, E J and h&J 4 W&J, 4 
Since J is compact, the sequence {tn} contains a convergent subsequence, say 
t, -+ to E J. Since h(t,,) E %(g(t,), E), there is a N such that if n > N, then 
h(t,) E %(g(t,), EJ; that is, h(t,) C B(g(t,), c,). Also, since h is continuous, for 
every p > 0 there is an Nr such that if n > N, then h(t,J C B(h(t,), p). 
Because g is Hausdorff-continuous, for every v  > 0 there is an N, such that 
if n > N, theng(t,) C 23(g(t,), v). Now choose p and v  so that Ed + p + v  < E. 
With Ni and Ns now fixed choose m > max (N, Ni , Na) so that 
Ed + p + v < E, < l . Then 
WlJ c w@,), I.4 c %dto), EN + CL) c %a?J, EN + CL + v> c w&7L), 4. 
This implies that h(t,) E %(g(t,), em), which is a contradiction. 
Q.E.D. 
There are two more lemmas which will be needed later. The first is a 
special case of a result of Michael [22]; h owever, we shall give a proof (which 
differs from Michael’s) for the sake of completeness. 
LEMMA 7. Let g E F be de$ned on D, and let J be a compact set in D, . 
Then g(J) = u,,g(t) is a compact set in W. 
Proof. g(J) is clearly a subset of W, so we first show that it is closed. Let 
{pn} be a sequence in g(J) with limit p, . Then there is a sequence {tn} in J 
such that p, E g(t,). However J is compact, so the sequence {tn> has a conver- 
gent subsequence, say tn ---f t, e J. Since g is continuous, for every E > 0 
there is a N such that for 11 3 N, g(t,,) C 8(g(t,,), c), which implies that 
p0 E closureg(t,) = g(t,). 
In order to show that g(J) is bounded, we will assume that J = [0, a]. 
(The case where J is a general compact set can easily be reduced to this.) 
Now for every a: > 0 let P(a) be the proposition: 
P(a) : g([O, a]) is bounded. 
We want to show that P(a) is true. 
Now choose us > 0 so that %(g(O), 6) C W, and use Lemma 3 to find a 
8, > 0 such that if 0 Q t < 6, then g(t) C %(g(O), es). That is, 
or P(U) is true for 0 < OT < 6, . Now let 6 = sup {a : P(U) is true}. At this 
point we distinguish between three cases: (i) a < 5, (ii) 5 < a, and (iii) 5‘ = a. 
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In case (i) we see that P(u) is true. We shall now show that case (ii) leads 
to a contradiction and that in case (iii), P(u) is true. 
In case (ii), choose E > 0 and 6 > 0 so that %(g([), c) C W and 
g(t) C B(g([), c) whenever 1 t - 5 1 < 26. It follows that g([l - 8, f  + S]) 
is bounded and thus g([O, f  + S]) =g([O, f  - S]) ug([[ - 6, f + S]) is 
bounded, which is a contradiction. 
If  5 = a then we modify the above argument by requiringg(t) C b(g(t), c) 
for 0 < f  - t < 26. Then g([[ - 6, 51) is bounded so g([O, 4) is bounded; 
that is, P(a) is true. Q.E.D. 
LEMMA 8. Assume that A E K and J is a compact interval in IA . Then 
there exist constants r] > 0 and M > 0 such that D(F(A, J), 37) C W and 
If(x) 1 < M on D(F(A, J), 377). Moreower, ;f B = D(F(A, T), 7) for some 
7 E J and Y satisfies 0 < Y < TM-l and T + Y < sup J, then 
IV, F-4 ~1) C W’(A, J), 34. 
Proof. The existence of 7 satisfying the first condition follows from the 
fact that the compact set F(A, J) 1 ies in W. M is merely the upper bound of 
1 f(x) 1 on the compact set D(F(A, J), 3~). The last assertion can easily be 
checked by proving that the negation of the conclusion leads to a contra- 
diction. Q.E.D. 
6. CONTINUITY WITH RESPECT TO ININITIAL CONDITIONS 
There are two subspaces of H which are of particular importance for the 
study of the solutions of (1). These are 
and 
K={gEF:g(t)=F,(t)onI,,forsomeAEK} 
W = {g E F : g(t) = F,(t) on 1, , for somep E W}. 
There exists now a natural mapping from K into K, which we denote by 
G:A+F,. (24 
The restriction3 of G to W defines another mapping which we denote by 
H:p+F,. (2b) 
* W can be viewed aa a subspace of K. It is not hard to check that the inherited topo- 
logy 4 on W agrees with the natural Euclidean topology. 
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It is clear that the mappings G and H are injections of, respectively, K and W 
into H. They also map K and W onto the respective domains K and W. 
Consequently G-i and H-l exist. 
1Ve can now prove the following theorem, which is the generalization of 
the statement of “continuity with respect to initial conditions.” 
THEOREM 3. The mapping G is a homeomorphism between K and K, and H 
is a homeomorphism between Wand W. Equivalently, G and H are bicontinuous 
injections of, respectively, K and W into H. 
Proof. First we note that if either G or G-l is continuous, then the restric- 
tion map H or, respectively, H-l is continuous. 
In order to show that G-l is continuous we let FA E H, then G-l(F,) = A. 
Now let %(A, e) be any neighborhood basis element containing A. Let 
J = {0}, which is a compact set in 1, . Then FB E !Dl(F, , J, l ) n K if and 
only if F,(O) = B E %(A, c). Hence G-l(F,) E %(A, l ). 
To show that G is continuous we pick A E K and let %l(F,, , J, l ) be any 
neighborhood basis element containing FA . We wish to find 6 > 0 such that 
G(f.VL 6)) C m(F, , I, ~1. (3) 
We shall first show that (3) is satisfied when J = [0, b] where 
b > 0. By Lemma 8, there exist constant 7 > 0 and M > 0 such that 
W(A, I>, 37) C W lf(4 I < M on D(F(A, J), 3~) and if J’ = [0, a] where 
01 satisfies 0 < 01 < min (b, TM-l) then 
WV, d, I’) C WV, Jh3rl). (4) 
It is clear that there will be no loss in generality in assuming that 0 < E < 377. 
We now claim that there is a 6’ = 8’(a) > 0 such that 
WW, S’)) C‘WF, , I’, 4. (5) 
Indeed, if this were false, then for every S > 0 there is a B E %(A, 8) and a 
7 E J’ such that F(B, T) 4 %(F(A, T), 6). (We are using Lemma 6 and the fact 
that FA is Hausdorff-continuous.) In other words, there exists a sequence 
{b,} in W and a sequence {TV} in J’ such that d(b, , A) < min (7, l/n) and 
for some solution p(bn , t) of (1) through b, , one has d(v(bn , rn), F(A, T,)) > 4. 
However, since b, E 3)(A, 7) the arc of the trajectory q(bn , J’) lies in the 
compact set D(F(A, J), 37) f or all n, by (4). So by Lemma 1, a subsequence 
of (q(bn , t)} converges uniformly to a solution p)(t) of (l), say &bn, t) ---f v(t). 
Furthermore, since J’ is compact, a subsequence of (7,) converges to T E J’, 
say 7, + 7. Since d(x, A) is continuous in x, d(v(O), A) = lim d(b, , A) = 0. 
Hence ~(0) E A and, consequently, d(v(t), F(A, t)) = 0 for all t E J’. On the 
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other hand, for n sufficiently large #(A, T),F(A, 7,)) < 42 where p is the 
Hausdorff metric. Consequently, d(~,(& , T,), F(A, T)) > c/2 which implies 
that d(p(T),F(A, T)) 3 42, a contradiction. 
This last result can be viewed as a property of intervals [0, a], where 01 
is sufficiently small. Let us formalize it as follows: With A E K and Q > 0 
fixed, P(a) is the property that there exists a 6 = S(a) > 0 such that 
p(a) : G(W(A, 6)) Cm(F, , [O, 4, ~1. 
We have shown that P(a) is true for any 01 satisfying 0 < OL < min (b, $lV). 
Also, it is clear that P(b) is true if and only if (3) is satisfied for the interval 
J = [O, 4. 
Let d = sup {U : P(a) is true}. We now want to check three cases: (i) b < d, 
(ii) d < b, and (iii) d = b. In the first case, P(b) is true, so let us look at 
case (ii). We shall show that the assumption d < b leads to a contradiction. 
More precisely, since 0 < A, there are numbers T and r such that 
0 < T < A ( T + r < b and 0 < Y < TM-l. We shall now prove that 
P( T + r) is true, which is the contradiction. 
With Y so defined, it follows from Lemma 8 that 
WWA, T), 4, LO, 4) C 2VV, J), 371). 
Now apply the argument used to establish (5) where A is replaced byF(A, T) 
and J’ = [0, Y]. Then by Lemma 2, F(F(A, T), Y) = F(A, T + r). Hence for 
every E > 0 there is a 6 (0 < 6 < c) such that 
G(W(A, T), S)) Cm(& , [T, T + 4 4. 
Since P(T) is true, there is an 7 > 0 such that G(W(A, 7)) C 9Jt(F, , [0, T], 6). 
Consequently, if B E %(A, q) then F,(T) E %(F’(T), S) and thus 
FB(t) E !R(F,(t), c) for all t in the interval [0, T + r]; that is, P(T + r) is true. 
This argument can easily be modified for the case A = b. Now T and T 
would be chosen so that 0 < T < A = T + r = b and 0 < I < $kl-‘. 
Again we would conclude that P(T + r) = P(b) is true. 
We have now shown that (3) holds whenever the compact set J is of the 
form [0, b] where b > 0. A similar argument can be used for intervals of the 
form [a, 0] where a < 0. If  J = [a, b] = [a, 0] u [0, b] where a < 0 < b, 
then pick positive numbers S(u) and 6(b) so that (3) is satisfied for [a, 0] and 
[0, b], respectively. It is obvious that (3) is satisfied for J when we set 
6 = min (s(u), S(b)). 
Finally, if J is any compact set in IA then there is a compact interval 
J’ = [a, b], a < 0 < b, in IA containing J. Since X@(F, , J’, 6) C%R(F’ , J, c), 
it follows that (3) is satisfied in general. Consequently, G is continuous. 
Q.E.D. 
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As a corollary we have the following result which is a generalization of 
Kamke’s theorem [7]. 
CQROLLARY 3.1. Let A E K and let J be a compact set in I, . For every 
E > 0, there is a 6 > 0 such that if q E B(A, 6) then 
F(q, t) C b(F(A, t), e) C WV, J), ~1 
fortmy tE J. 
Let us now prove the characterization of IA given at the end of Section 3, 
namely, that IR = n J, . A 1 c earer statement of this is possible with the 
introduction of some additional notation. If  p E Wand ~(p, t) is some solution 
of (1) through p, let J,(p) denote the maximal interval on which v  is defined. 
(See Section 1.) 
COROLLARY 3.2. Let p E Wand let A be a compact set in W. 
(4 I = n, J&d, h w ere the intersection is taken over all solutions of (1) 
through p. 
09 4 = np4 y where the intersection is taken over all p E A. 
Proof. (A) It is clear that I, C J,(v) for every solution v. Now assume that 
that I, Z (-) Jh). S ince I, is open, we can assume, for the sake of simplic- 
ity, that r zsup I, E J,(F) for every v  but r 4 I, . Then the section F(p, T) 
is not compact, but F(p, t) is compact for every t E [0, T). Consequently, there 
is a sequence {xn} in F(p, T) which does not have a convergent subsequence. 
We can write x, = ~~(p, T) where {TV} is a sequence of solutions of (1) through 
p. By using Lemma 7 and Lemma 1, one can show that for any to E (0, T), 
the sequence {p)n} has a subsequence which converges to a solution of (1) 
through p on the interval [0, to]. By the standard diagonalization process it 
follows that a subsequence of (P)~} converges to a solution v  of (1) through p 
on the interval [0, T). Since 7 E J,(v), we let x, = ~(p, T). 
By Lemma 3, there is an 17 > 0 such that if q = v(p, 7 - v), then 7 E 1, 
and x, E F(q, 7). Let E > 0 be chosen so that D(F(q, T), c) C W. Then with 
A = {cd-, J = {rlh c h oose 8 by Corollary 3.1 so that if d(q, Y) < 6 then 
F(Y, 7) C B(F(q, v), c). Since &p, 7 - T) --+ cp(p, 7 - 7) = q as n --+ co, this 
implies that for n sufficiently large, x, = ~~(t&, 7 - T), 7) lies in the com- 
pact set 9(F(q, T), G). The sequence {x~} then has a limit point, and this is 
a contradiction. 
(B) Let A be a compact set in W, then 1, C 1, for every p E A. 
IfI, f n,h, we can proceed in a similar fashion. Assume that 7 = sup IA 
and 7 E I, for every p E A. Then the section F(p, T) is compact for every 
p E A. However F(A, T) is not compact, but F(A, t) is compact for 0 < t < 7. 
Now for every p E A, choose E > 0 and 6 > 0 so that D(F(p, T), E) C Wand 
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if d(p, q) < 6, then F(q, T) C %(F(p, T), c). Because of the compactness of A, 
there are a finite number of pointsp, , ..., p, such that with the corresponding 
El 9 ‘.., l ,,, and 6, , ‘.., 6, one has 
A c ij WPi 7 h) and F(A, T) c ij qqp, , T), Q) = B. 
1 1 
Since B is compact, the section F(A, ) 7 is b ounded. By repeating the argu- 
ment of Theorem 1, one concludes that F(A, T) is closed; that is, it is com- 
pact, That is a contradiction. Q.E.D. 
7. COMMENTS ONTHE HAUSDORFF METRIC 
One can use the Hausdorff metric p to define another topology on the 
space H of Hausdoi-6continuous functions. That is, if g E H is defined on 
D, , J is a compact set in D, and E > 0, then define 
L)(g, J, c) = {h E H : p@(t), h(t)) < E for all t E J>. 
This family of neighborhoods generates a topology on H, which we now 
denote by 0. The subspaces K and W inherit this topology. The neighbor- 
hoods D(g, J, c) are open in the O-topology, so they form a basis for the 
@-topology. It will be helpful to note that if h E L)(g, J, Q), then 
Furthermore, it is easily checked that 
%, J,+Wg, 14 nH 
and that, in general, this inclusion is proper. 
It is not difficult to see that the mappings G-l and H-l are continuous in 
the O-topology on K and W respectively. However, the mappings G and H 
are generally not continuous in the O-topology, as is seen in the following 
example: 
Let W = R1 and let 
x, xq~- if x>o 
0, if x < 0. 
For t > 0 we have 
(6) 
I it*/4 + t ti + $4, if p > 0 F,(t) = 10, WI, if p=o {P>, if p <o. 
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Now let J = {t : 0 < t < 11. If  p # 0, then 
Thus if p # 0, then F, 4 z)(F,, , J, E) for any E, 0 < E < 3. 
Actually the continuity of the mappings G and H in the Lo-topology is 
closely related to the uniqueness of solutions of (I), as is shown in the follow- 
ing theorem. 
THEOREM 4. (A) If  the solutions of (1) are unique, then the mapping 
H : W-+ W is continuous in the O-topology on W. 
(B) H is continuous in the U-topology on W ;f and only if the O-topology 
and the A-topology agree on W. 
(C) I f  H is continuous in the O-topology, then the extension 
G: (K,#)-+(K, 0) 
is continuous in the given topologies. 
Proof. (A) If  the solutions of (1) are unique, then for every p E W the 
section F,(t) = (&, t)>, where &J, t) is the solution of (1) throughp; that is, 
F,(t) contains precisely one point for every t E I, . (We now use the fact that 
if B E 8((p), 4 then P(& {P}) < e.> 
If F, E %R(F, , J, 6) A W then for some 7, 0 < 7 < E, one has 
Hence 
F&) E W&h 4 for all 
dF&),F,(t)) < 7 for all 
t E J. 
t E J, 
which implies that F, E D(F, , J, E) r\ W. Consequently, 
D(F,, J,c) nw=m(F,, J,4 nW. 
It now follows from Theorem 3 that H is continuous in the O-topology. 
(B) If  the topologies 0 and &? agree on W, then H is continuous in the 
O-topology by Theorem 3. On the other hand, if H is continuous in the 
@J-topology on W, then the identity map i : (W, A) -+ (W, 0) is a homeo- 
morphism since it can be factored as 
(W, A?) H-l WH_ (WY 4, 
or i = H * H-l, which is the composition of two homeomorphisms. 
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(C) Let us assume that H is continuous in the @-topology. In order to 
show that G : (K, #) -+ (K, 0) is continuous at A E K we want to show that 
if J is a compact set in IA and E > 0 then there is a 6 > 0 such 
that if p(A, B) < 8, then f(FA(t),FB(t)) < E for all t E J. If G is not continu- 
ous at A, then there is an E,, > 0 and sequences {B,} and {TV} such that 
B, E K, T,, E J, p(A, B,) < l/n and p(F(A, T,),F(B, , 7,)) > 2~ for all n. 
Since J is compact, the sequence {rn} has a convergent subsequence, say 
7, --f 7 E J. Since the functionsF(A, t) andF(B, , t) are uniformly-Hausdorff- 
continuous (Corollary 2.1) f or n sufficiently large, it follows that there is an N 
such that if n 3 N then p(F(A, T),F(B, , T)) 2 E,, . 
Now one of two things can occur. For infinitely many n, either 
(i) F(B, , T) $ ??3(F(A, T), g,,) or (ii) F(A, T) $ B(F(B, , T), E,,). In order to 
simplify the notation, we shall assume that either (i) or (ii) hold for all n. 
In case (i), there exists a qn E B, such that F(q,, , T) $i B(F(A, T), E,,). Since 
p(A, B,) < l/n, this implies that a subsequence of {q,J converges to a point in 
A, say qn-+ q. But then F(q, , 7) $ b(Ftq, T), E,,), which implies that 
r@(q,t 9 7)~ Ffq, 7)) 2 60 , and this contradicts the continuity of H. 
In case (ii), there exists a p, e A such that F(pn , T) $ %(F(B, , T), co). 
The sequence {p,} h as a convergent subsequence, say p, +p E A. We now 
claim that there is a q,, E B, such that d(p, qw) < l/n. This follows from the 
fact p(A, B,) < l/n implies that p E A C 8(B, , I/n). Hence 
FfPn 9 T) @ Wlqn > 7)~ eo> 
which implies that p(F(p, , T), F(q, , T)) > co, and this contradicts the 
continuity of H. Q.E.D. 
It shoutld be noted that Theorem 4(A) is the statement of the standard 
“continuity with respect to initial conditions” for solutions of (1) when the 
differential equation satisfies some uniqueness condition. Also, continuity 
of H in the U-topology is the same concept as “integral continuity” intro- 
duced by MinkeviE [I3]. 
An interesting question, for which the answer is apparently not known, is 
whether the following is true: “H is continuous in the O-topology on W if 
and only if the solutions of (1) are unique.” 
8. THE THEOREMS OF KNESER AND FUKUHARA 
We shall now state extensions of the original theorems of Kneser [9] and 




THEOREM 5. Let A be a compact, connected set in W. Then the section 
F(A, t) is compact and connected for each t E Z, 
THEOREM 6. Let il E K and let q E bdy F(A, T) for some 7 E Z, . Then 
there is a p E bdy A and a solution y,(p, t) of (I) such that q$p, T) == q and 
~(p, t) E bdyF(A, t) for all t between 0 and 7. 
One interesting thing to note about Theorem 6 is that it remains true even 
when - 7 4 I,; that is, when some solution of (1) through q cannot be 
continued up to - 7. 
9. NONAUTONOMOUS EQUATIONS 
Let us now consider the nonautonomous differential equation 
x’ =f(x, t) (7) 
wheref is defined and continuous on some open, connected set W C R” x Al. 
If we introduce the (n + 1)-vector y = (x, t) then (7) is equivalent to 
Y’ = g(Y) (8) 
where g(y) = (,f(x, t), 1) is defined and continuous on W. 
If p E W we shall write p = (x, , tg) where xg E Rn and t, E R1. Let 
p*cp, t) = ‘p*cx 9 , t, , t) denote any solution of (7) through (x, , t,); that is 
P*(“p, t, , &I) = xp . Le ~(p, t) denote any solution of (8) through p at 
t = 0; that is cp(p, 0) = p. y and v* are now related by 
dP1 t) = (v*(P, t, + t), t, i t). 
Now let F@, t) denote the section of the integral funnel of (8) through p. 
We shall define the section of the integral funnel of (7) through p as 
F*@, t) = F*(x, , t, > 4 
= {CC E Rn : x = v*(p, t) for some solution of (7) throughp}. 
F and F* are then related by 
F(P, t) = (F*(p, t, + t), t, + t). 
Since the last coordinate of the set F(p, t) is single-valued, F(p, t) lies in the 
hyperplane 
{p E W : t, = t, + t} = W n +, + t). 
(We define m(tJ = {p E Rn x R1 : t, = t,}.) The set W n r(t, + t) is not 
only an n-manifold, but it is homeomorphic with an open set in R”. 
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The section F(p, t) is defined on a maximal interval I, , as defined in 
Section 3. Let I,* = {t, + t : t E I,>, then F*(p, t) is defined on I,,*. Fur- 
thermore, for each t E I,* the section F*(p, t) is a nonempty, compact set in 
R” by Theorem 1. Let W* = (x E Rn : (x, t) E W for some t E Rl}. W* is 
then the projection of W into R”, and W* is open. Also, F*(p, t) is a compact 
set in W* for each t E I,*. Now let K* = K*( W*) denote the collection of all 
nonempty, compact sets in W*. Using the methods of Section 4, we construct 
the two topologies on K* which we now denote by Y* and Z’* . Z* is 
the Hausdorff-metric topology, and p* will denote the Hausdorff-metric on 
K*. If A, B E K, then the projections of A and B into W*, which we denote 
by A* and B*, are compact and p*(A*, B*) < p(A, B). Consequently, the 
functions F,*(t) = F*(p, t) are Hausdorff-continuous in t by Theorem 2. 
Let F* denote the family of all continuous functions g* defined on some 
interval D,* C R1 with values in K* and such that if t E D,* then (g*(t), t) E K. 
The interval D,* depends on g* but we no longer insist that 0 be an element 
of 0,. . Let H* denote the subfamily of all Hausdorff-continuous functions. 
If g* E F* and J* is a compact set in D,, and E > 0, define 
2*(g*, J*, E) = {h* E F*: J* CD ,,* and h*(t) E S*&*(t), .E) for all t E J*}, 
and 
m*tg*, J*, 4 = o<v<c g*(g*, J”, 7). 
The neighborhood system m*(g*, J*, c) generates a topology .M* on F* and 
each !J.R*(g*, J*, l ) is open in this topology. Next define the mapping 
H* of W into H* by 
H* :p+F,,*. (9) 
Let W* denote the image of H* in H*. The following theorem now follows 
directly from Theorem 3: 
THEOREM 7. The mapping H* : W+ H* is continuous in the .M*-topologr 
on H*. 
The following corollary is essentially a restatement of Theorem 7. 
COROLLARY 7.1. If p E W and J* is a compact set in Ia*, then for every 
E >Othereisa6>Owchthatifd(p,q) <Sthen 
F*(q, t) C d*(F*(p, t), 4 C B*(F*(p, J*), e) 
for every t E J*. 
Let us note that, in general, the mapping H* is not an injection, so it has 
no inverse. The simplest example illustrating this occurs when W = R” x R1 
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and f(x, t) = 0 on W. In this case, F*(x, , t, , t) = F*(x, , t, , t) = xP for 
allt,,t,andtinR’. 
The mapping H* defined by (9) admits an extension to the space K of non- 
empty, compact subsets of W. We shall not consider the question of extending 
H* to all of K here. Instead we shall consider only those compact sets in W 
which lie in some hyperplane n(t,,). Let r&Z = {A E K : A C sr(t,,) for some t,). 
Thus if A E rrK then A = (A*, t,,) where A* E K*. Conversely if A* E K* 
and (A*, to) C W, then (A*, to) E rrK. If A = (A*, to) E rK, let 
FA*(t) =F*(A, t) = u F*(x, , t, , t). 
roeA* 
F*(A, t) is said to be a section of the integralfunnel of (7) through A. IfF(A, t) 
is a section of the integral funnel of (8) through A = (A*, to), then F and F* 
are related by 
F(A, t) = (F*(A, t, + t), t, + t). 
It follows from Theorem 1, that F*(A, t) is Hausdorff-continuous in t on 
IA* = {t, + t : t E IA) where A = (A*, t,). If the mapping G* from rrK 
into H* is defined by 
G* : A -+ Fa*, 
then we have the following theorem: 
(10) 
THEOREM 8. The mapping G* : (?TK, 9) -+ (H*, A*) is continuous in 
the given topologies. 
Remarks. 1. One can introduce a topology 0” on H* in terms of the 
Hausdorff-metric p*, using a neighborhood system D*(g*, /*, E) similar to 
that used in Section 7. The analogue of Theorem 4 is true, but we shall not 
include a formal statement. 
2. It should be noted that Theorems 7 and 8 remain true if we relax the 
assumption on the continuity of f(x, t) and only assume that f(x, t) satisfies 
a Caratheodory-type hypothesis on W. More precisely, the theorems are true 
if we assume: (i) for each t, f(x, t) is continuous in X, (ii) for each X, f(x, t) 
is measurable in t and (iii) for each compact set A C W there is an integrable 
function m(t) such that / f(x, t) 1 < m(t) on A. It is known that under this 
assumption, Eqs. (7) and (8) have a solution through every point p E W. 
Moreover, all of the lemmas and theorems given in Sections l-8 are true for 
Eq. (8). Only a minor modification in the proofs is needed wherever the 
boundedness of g(y) on compact subsets of W is replaced by 
I S(Y) I < 1 + m(t). 
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3. The above results also extend to differential equations with para- 
meters. That is, assume we are given the differential equation 
ix’ =f(x, t, 24) (11) 
where f is defined and continuous on some open, connected set 
WCRn x R1 x R” 
and u is a K-dimensional parameter vector. I f  we define the (n + K + l)- 
vectors y  = (x, t, U) and g(y) = (f(x, t, u), 1, 0, .‘., 0) we see that (11) is 
equivalent to 
Y’ =dY). 
It should now be clear how the earlier results extend to (11). 
(12) 
10. THE CLASSIFICATION PROBLEM 
Theorem 3 now gives a context for rephrasing the problem of “what kind 
of sets are sections of integral funnels for some differential equation.” 
I f  we restate Theorem 3, then we see that every continuous vector field f(x) 
on W gives rise to two bicontinuous injections G and H of, respectively, K 
and W into H. The following question now arises: “Is every bicontinuous 
injection G of K into H generated by the integral funnels of some continuous 
vector field on W?” The following example gives a negative answer: 
Let W = R1 and 
P + (sgnp) t2/4, 
F&) = lIt2/4, - P/4}, 
if PfO 
if p =o. 
It is easily checked that, for eachp, the function F,(t) is Hausdorff-continuous 
in t. Also, ifp # q, thenFD(t) # F*(t). Consequently the mapping H : p -+F, 
is an injection of W into H. Furthermore, it is bicontinuous in the &-topology 
on H. However, H is not generated by the integral funnels of a differential 
equation of type (1) on W, since F,(t) is not connected for t # 0, which 
is contrary to Kneser’s Theorem [9]. 
The classification problem mentioned above now reduces to: “Which 
bicontinuous injections G of K into H (or H of W into H) are generated by 
the sections of integral funnels for some differential equation of type (1) 
on W?” There are, of course, sevaral aspects of the latter problem. For 
example, one can distinguish between the topological results, such as com- 
pactness and connectedness of sections of integral funnels, and the “dif- 
ferentiable” results, such as the theorem of C. C. Pugh [26] which concludes 
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that the complement of a section is diffeomorphic to the complement of a 
point. 
We shall present a more detailed discussion of this problem in a later 
paper. 
11. CONTINGENT DIFFERENTIAL EQUATIONS 
The local theory of ordinary differential equations has been extended in 
another direction. The function f(x, t) in (7) is replaced by a multi-valued 
function, or rather, a set-valued function. More precisely, f(x, t) is now 
assumed to be a mapping of WC Rn x R1 into the nonempty subsets of Rn. 
A function p(t) is said to be a solution (trajectory) if it is absolutely continuous 
on an interval I and 
9w EfhJP), t) (13) 
for almost all t in I. When the setf(x, t) consists of a single point, this becomes 
an ordinary differential equation. 
This type of equation, under a slightly different formulation, was originally 
studied by A. Marchaud [IO, II] and S. K. Zaremba [3I]. Recently several 
authors (notably T. Waiewski [24, 26-291 and E. A. Barbdin and Ju. I. 
Alimov [2]) have given some equivalent formulations of the above problem. 
They have shown that, under suitable regularity conditions on f(x, t), the 
problem of Marchaud and Zaremba is equivalent to the above problem. 
f(x, t) is usually assumed to be a nonempty, compact set in Rn and some- 
times it is assumed to be convex. Also some continuity condition, like 
Hausdorff-continuity, is imposed. Under assumptions of this nature, 
A. F. Filippov [3] and Waiewski [251 have proved existence theorems for 
solutions of (13). 
Problems of the type (13) arise rather naturally in control theory. That is, 
assume that one is given the differential equation 
x’ = g(x, t; 24) (14) 
where g : W x Q + Rn is continuous and WC Rn x R1 and Q is some 
topological space. (Q is usually a subset of a Euclidean space R”.) I f  u(t) 
is a control function (u : I -+ Q), then we seek a solution of the ordinary 
differential equation 
x’ = g(x, t; u(t)). (15) 
Now define 
f(x, t) = (g(x, t; u) : 24 E Q}. (16) 
f(x, t) is a nonempty subset of R”, and if 8 is compact, thenf(x, t) is compact. 
Clearly then, a solution of (15) will also be a solution of the contingent dif- 
ferential equation (13) where f is given by (16). The converse problem is an 
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important problem in control theory and it is studied in [20, 21, 22, 27, 291. 
Some of these authors have considered a more general problem, where the 
domain Q depends on x and t. In this case, ZJ is assumed to lie in Q(x, t), 
where Q(x, t) is a nonempty subset of a topological space 52. 
Marchaud [II] proved an extension of Kneser’s theorem to contingent 
differential equations and, more recently Wazewski [24j has given a further 
extension of this result. Other properties of the solution of (13) (such as 
global existence, etc.) are studied in [2, 3, 20, 21, 221. 
It appears that our Theorem 3 can be generalized to contingent differential 
equations. However, the precise assumptions on the set-valued function 
f(x, t), for this extension, have yet to be formulated. 
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