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We prove that a standard realization of the direct image complex via the so-
called DouadyBarlet (Hilbert-Chow in the algebraic case) morphism associated
with a smooth complex analytic surface admits a natural decomposition in the form
of an injective quasi-isomorphism of complexes. This is a more precise form of
a special case of the decomposition theorems of Beilinson, Bernstein, Deligne,
Gabber, and M. Saito of which the proof we present is independent; in addition it
is elementary and transparent and does not use either perverse sheaves, the methods
of positive characteristic, nor Saito’s theory of Mixed Hodge Modules. The proof
hinges on the special case of the bi-disk in the complex affine plane where we make
explicit use of a construction of Nakajima’s and of the corresponding representa-
tion-theoretic interpretation foreseen by Vafa and Witten. Some consequences of
the decomposition theorem: the Go ttsche Formula holds for complex surfaces;
interpretation of the rational cohomologies of Douady spaces as a kind of Fock
space; new proofs of results of Brianc on and Ellingsrud and Stromme on punctual
Hilbert schemes; and computation of the mixed Hodge structure of the Douady
spaces in the Ka hler case. We also derive a natural connection with Equivariant
K-Theory for which, in the case of algebraic surfaces, Bezrukavnikov and Ginzburg
have proposed a different approach.  2000 Academic Press
Contents.
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INTRODUCTION
Let X be a smooth complex analytic surface, n be a non-negative integer,
and X [n] be the Douady space of zero-dimensional analytic subspaces of X
of length n. The spaces X [n] are 2n-dimensional complex manifolds. If X is
algebraic, then they are the usual Hilbert schemes. These manifolds have
been intensively studied from a ‘‘local’’ perspective; see [6, 10, 12, 14,
2123]; this list is by no means complete.
Let X be algebraic. The Go ttsche Formula (see Theorem 5.2.1(2)) gives
the Betti numbers of X [n] in terms of the ones of X. Vafa and Witten [32]
remarked that the Go ttsche Formula is the character formula of the
standard irreducible representation of a certain infinite dimensional super
Lie algebra H(X ), called the HeisenbergClifford algebra, modeled on the
rational cohomology H*(X ) of X. As a consequence, the vector space
H(X ) :=n0 H*(X [n]) can be seen, abstractly, as an irreducible highest
weight H(X )-module.
Motivated by this remark, Nakajima [27] realized geometrically, and for
every complex surface X, the space H(X ) as a highest weight H(X )-
module by introducing certain operators acting on H(X ) induced by
correspondences in the products of Douady spaces. Grojnowski has
announced similar results [18]. In this context, the Go ttsche Formula
Theorem 5.2.1(2) becomes the statement that if X is algebraic, then the
geometrically realized action of H(X ) on H(X ) is irreducible. In par-
ticular, H(X ) can be re-built, at least in principle, from H*(X ) by means
of explicit geometric operators.
This new and beautiful structure of the Hilbert schemes X [n] (X
algebraic) emerges because all values of n have been considered
simultaneously.
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All known proofs of the Go ttsche Formula, for X algebraic, rely, to start
with, on results of Brianc on [6] and Ellingsrud and Stromme [10] on
punctual Hilbert schemes. Each individual proof then relies on either
Deligne’s solution to the Weil Conjectures [16], on the Beilinson
BernsteinDeligneGabber Decomposition Theorem for perverse sheaves
[17], or on Deligne’s theory of mixed Hodge structures [7].
In this paper we develop a new approach by taking the H(X )-action on
H(X ) as a starting point.
Our approach, inspired by Nakajima [27], but otherwise self-contained,
underlines the importance of the representation-theoretic side, gives
an elementary proof of the relevant decomposition theorem and of
the Go ttsche Formula, and it extends the theory to the complex analytic
case.
In particular, all the results mentioned above, which hold in the
algebraic case, are proved here to hold, more generally, in the analytic con-
text. They are all consequences of our analysis of the special case X=2 the
bi-disk in C2 and of our Decomposition Theorem 4.1.1. Moreover, we
establish a new, natural relation with Equivariant K-Theory.
This analytic viewpoint would seem to be more natural.
Nakajima [27] asks whether it is possible to extend the picture drawn
in the algebraic case to differentiable four-manifolds and in this paper we
show that this can be done for complex analytic surfaces.
The analysis builds on the special case X=2. Here the role of the usual
Heisenberg algebra H(2) is paramount: we determine an explicit, natural
and geometrically meaningful basis for H(2). The case X=C2 is analogous
and we recover results in [10] with the basic difference that our basis
differs from the one in [11]. We exploit the geometric meaning of our
basis for H(2) and prove, for every complex analytic surface X, a precise
form of the Decomposition Theorem for the DouadyBarlet mor-
phism ?: X [n]  X (n) in the form of an injective quasi-isomorphism of
complexes. The relevant morphism in [4], used in [17] to prove the
Go ttsche Formula, is in a derived category.
The Go ttsche Formula and the irreducibility of H(X ) follow formally,
and so does the determination, first obtained in [17] using Saito’s theory
of mixed Hodge modules, of the mixed Hodge structure of X [n] in the
algebraic (or ‘‘Ka hler’’) case. We also re-obtain results in [6, 10] on
punctual Hilbert schemes. Another easy consequence of our Decomposition
Theorem is the construction of a natural additive isomorphism between the
rational Sn -Equivariant K-Theory of X n (here Sn acts on X n by permuting
the factors) and the rational K-Theory of X [n] : KSn(X
n)Q&K(X [n])
Q. Bezrukavnikov and Ginzburg [5] have proposed to construct, in the
algebraic case, a different natural map. Our motivation and proof are dif-
ferent from theirs.
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The paper is organized as follows. In Section 2 we give a new, explicit,
construction of X [n] and of the DouadyBarlet morphism ?: X [n]  X (n).
The building blocks are the Douady spaces for the bi-disk 2[m], mn.
These, in turn, are constructed using the ‘‘toy model’’ of Nakajima [28].
For X=2, C2, we use the H(X )-action on H(X ) to compute the Betti
numbers of X [n] and determine a canonical basis for H(X ), Theorem 2.5.1.
We use this result to re-prove the EllingsrudStromme formula for the
Betti numbers of punctual Hilbert schemes of a surface, Corollary 2.6.1,
and the irreducibility result of Brianc on, Corollary 2.6.2.
Section 3 is preparatory for the Decomposition Theorem. We study the
DouadyBarlet morphism and its natural stratification. The normalizations
of the closures of the strata in X (n) play a basic role. This section discusses
the natural identifications which we obtain between objects on these nor-
malizations, on X (n) and on X [n]. We then define a certain injective
morphism of complexes 9; see Proposition 3.6.2.
In Subsection 4.1 we prove our Decomposition Theorem, Theorem 4.1.1:
9 is a quasi-isomorphism. In Section 5 we deduce formal consequences of
Theorem 4.1.1 which are new in the analytic case: Corollary 5.1.1
(Rq?
*
QX [n]), Theorem 5.1.2 (degeneration of the Leray spectral sequence),
Theorem 5.2.1 (Go ttsche Formula), Corollary 5.2.3 (Euler numbers of
X [n]), Theorem 5.2.4 (irreducibility of H(X ) as a highest weight H(X )-
module), Theorem 5.3.1 (mixed Hodge structure of X [n]). Finally we prove
Theorem 5.4.3 (KSn(X
n)Q&K(X [n])Q).
1. NOTATION AND TERMINOLOGY
In this paper, the term complex surface refers to a smooth, connected,
complex-analytic two dimensional manifold with countable topology.
 D$ p the sheaf of p-currents on a smooth manifold M; if the topol-
ogy is second countable, then the ‘‘de Rham’’ complex CM  D$v is a fine
resolution of CM . This is the only reason why we require the topology of
X to be countable.
 2 :=[ (z1 , z2)/C2 , |zi |<1, i=1, 2 ], the unit bi-disk.
 X a complex surface.
 Sn the symmetric group over n elements.
 P(n) the partitions of n. We use two standard pieces of notation.
&~ :=(&1 , ..., &k), with &j>0 and kj=1 &j=n. The same partition can be
represented as follows: (a-notation) a=a(&~ )=(a1 , ..., an), where a i is the
number of times that the number i appears in the partition &~ . Note that
ni=1 iai=n.
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 *(&~ )=*(a)=k=ni=1 ai the length of the partition.
 X n, X (n) and X [n] the cartesian product, the symmetric product,
and the Douady space of zero-dimensional analytic subspaces of X of
length n.
 ?=?n : X [n]  X (n), the natural DouadyBarlet morphism.
 X (n)(&~ ) or X
(n)
(a) the locally closed smooth subspaces of X
(n) locus of
points of the form kj=1 &i xj , where the x j are pairwise distinct.
 X [n](&~ ) (or X
[n]
(a) ) :=?
&1(X (n)(&~ )), where the pre-image is taken with the
induced reduced structure.
 2[n]o :=?
&1(no), the closed reduced analytic subspace of 2[n] locus
of subspaces of 2 of length n supported at the origin o # 2 (the so-called
punctual Hilbert schemes).
 X (a), a # P(n), the spaces >ni=1 X
(ai).
 Ka : X (a)  X (n)(a) the natural map sending
(x11+ } } } +x
1
a1










X (n)l := 
*(a)=l
X (n)(a) = 
*(a)=l
X (n)(a) = 
*(b)l
X (n)(b) .
 Kl=~*(a)=l Ka  X (n)l .
2. THE DOUADY SPACE OF A BI-DISK
In this section we recall the definition and main properties of the
Douady space X [n] of ‘‘0-dimensional subspaces of length n’’ of a complex
surface X; see Subsection 2.1. We give a self-contained construction, i.e.,
without assuming the main existence result of Douady [9], of the Douady
space and of the associated DouadyBarlet morphism in the case of C2 and
of the bi-disk 2; see Subsection 2.2. We do the same thing for any complex
surface using a patching argument; see Subsection 2.3.
2.1. The Douady Spaces D(X ) and X [n]
Let An be the category of analytic spaces and X be an analytic space.
A family of compact subspaces of X parameterized by an analytic space S is,
by definition, an analytic subspace of S_X proper and flat over S. Let 8
be the contravariant functor which assigns to any analytic space T the set
of families of compact subspaces of X parameterized by T. A fundamental
result of A. Douady [9] asserts that the functor 8 is representable, i.e.,
there exists, unique up to unique isomorphism, a complex space D(X ) such
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that 8&MorAn(&, D(X )) as functors; the analytic space D(X ) is called
the Douady space of X. By definition, there is a universal flat family
u: UX  D(X ).
Let X be a quasi-projective complex scheme. Let H(X ) be the associated
Hilbert scheme and H(X )An be the associated analytic space. The universal
family over H(X ) gives a holomorphic family over H(X )An and therefore,
by virtue of the universal property and of Chow Theorem, there is a
natural bijective morphism f : H(X )An  D(X ). First order algebraic defor-
mations induce analytic ones so that the differential df is injective at every
point. Let t be a point in H(X )An and f (t) be the corresponding point in
D(X ). By ‘‘GAGA’’ principles the corresponding Zariski tangent spaces
have the same dimension. It follows that df is also surjective at every point,
i.e., df is an isomorphism at every point. In particular, f : H(A2C)An &
D(C2): in fact these spaces are both smooth (see Theorem 2.2.1). The same
is true for every smooth algebraic surface, as long as we consider those
components parameterizing zero-dimensional components. We thank
R. Vakil for a useful conversation concerning this point.
Remark 2.1.1. If X is projective, then every connected component of
H(X ) is projective and, in particular, it is compact. This is no longer true
for an arbitrary (e.g., non-Ka hler) compact complex manifold; see [31].
But things can get even worse. Consider Douady’s example of the complex
singular space X constructed by identifying a line and a conic in P3. One
can construct a connected component D of D(X ) with an infinite number
of irreducible components Di ; each Di is compact, but supi[dim Di]=
+ and the number of connected components of the members of the
family over D can be made to be arbitrarily large. This example grew out
of conversations with T. Graber, A. J. de Jong and R. Vakil. The usual
example, due to Hironaka, of a compact smooth threefold which is not a
scheme leads to pathologies for the Barlet space of cycles, but, apparently,
not for the Douady space.
The kind of pathologies described above do not occur for the Douady
space of zero-dimensional subspaces of a complex surface (and more
generally of a smooth n-fold). Let X be an analytic space and consider
zero-dimensional analytic subspaces: the flatness of u: UX  D(X ) decom-
poses the open and closed subset of D(X ) corresponding to zero-dimen-
sional families into the disjoint union of the connected components over
which the family has a fixed degree. Let 8n be the sub-functor of 8 corre-
sponding to those families which are flat and finite of degree n over the
base. By what above, the functor 8n is represented by an open and closed
subspace X [n]D(X ). If X is a compact complex surface, then X [n] is
compact; see Theorem 2.3.1.
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Let j: U  X be an open immersion of complex spaces. Then D(U) sits
naturally (with respect to j) inside of D(X ). In particular, 2[n]C2[n]=
(A2C)
[n]
An . This open immersion is made explicit below via the ‘‘toy model’’
which we describe momentarily.
2.2. The Toy Model for C2[n] and 2[n]
An explicit construction of the Hilbert schemes of n-points (A2C)
[n],
based on its existence, which was proved by A. Grothendieck, can be found
in [28, Sect. 1].
We now show how the construction satisfies the universal property so
that we provide a self-contained and complete construction of (A2C)
[n]
which is independent of the usual general existence result. The proof works
algebraically as well as analytically and gives the existence of the Douady
spaces C2
[n]
which is independent of [9]. This construction also establishes
the existence of the Douady spaces 2[n] and it identifies them concretely as
sitting inside of C2
[n]
.
The construction of [28, Sect. 1] proves that
Pn :=[(A, B, v) # gl(n)_gl(n)_Cn | [A, B]=0, Cn=Span[AkBlv]k, l # N]
is connected and smooth, that it carries a flat family w: Wn  Pn of degree
n, that GL(n) acts freely on Pn by G(A, B, v)=(GAG&1, GBG&1, Gv) and
that the quotient g: Pn  Qn :=PnGL(n): (1) exists, (2) is connected and
smooth and (3) that the family on Pn goes to the quotient and defines a
flat family v: Vn  Qn of degree n. We now show that the family over Qn
is universal. We prove the result in An.
Theorem 2.2.1. Let X=C2. The functor 8n is represented by (QnAn , v),
i.e., C2[n] exists and is isomorphic to Qn.
Proof. Since the functor 8n is a sheaf of sets with respect to the classical
topology, it is enough to show that Qn enjoys the universal property with
respect to germs of families .: F  S parameterized by analytic germs
(S, s), i.e., we need to show that if FS_C2 is finite and flat of degree n
with respect to the first projection, then there exists a unique morphism of
germs :(.): (S, s)  (Qn, q) such that the germ of families :(.)* Vn is
.: F  S.
Let .: F  S be such a germ. The coherent OS -module M :=.*OF is free
of rank n. The coordinates (z1 , z2), acting by multiplication on M, define
two commuting OS-linear endomorphism T1 and T2 of M. The dis-




Choose a OS -linear isomorphism =: M  O nS . By specializing at s, and
using the trivialization =, we get p :=(A, B, v) # Pn. By virtue of [13, 0.21],
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this datum is equivalent to giving a morphism of germs :~ (.)= : (S, s) 
(Pn, p). By construction :~ (.)=* Wn is .: F  S.
By composition we get :(.) :=g b :~ (.)= : (S, s)  (Qn, q :=g( p)) with the
property that :(.)* Vn is .: F  S. The morphism :(.)= is independent of
= so that we denote it by :(.). To prove uniqueness, note that if
’: (S, s$)  (Qn, q$) is any morphism of germs, then we get a germ of
families _: ’*Vn  S, and :(_)=’. K
We now recall the definition of the DouadyBarlet map. The starting
point is a ‘‘doubled’’ version of the map gl(n)  gl(n)Ad&C(n) which
associates with a matrix its characteristic polynomial. By a classical
theorem in Invariant Theory (cf. [34]), the ring of invariant functions of
2n variables, ((x1 , y1), ..., (xn , yn)), by the action of the symmetric group





=SpecAn C[x1 , y1 , ..., xn , yn ]Sn=SpecAn C[..., fk, l , ...].
Let (A, B, v) # Pn. Since A and B commute, we can let the group GL(n)
act so that they are both in triangular form. If x1 , ..., xn and y1 , ..., yn are
the respective diagonal terms, well defined up to a permutation, then
fk, l (x1 , y1 , ..., xn , yn)=i xki y
l
i=Trace(A
kBl). These functions are GL(n)-
invariant. We can therefore define a morphism ?: C2[n]  C2(n), which is
called the DouadyBarlet morphism, or the HilbertChow morphism in the
algebraic category. In set-theoretic terms this map associates with a sub-
space of length n of C2 its support, counting multiplicities, seen as a point
in C2
(n)
. The DouadyBarlet morphism is easily seen to be proper and its
fibers are connected by Zariski Main Theorem.
Let U be an open subset of C2. Since the quotient map (C2)n  C2(n) is
finite and therefore open, U (n) is open in C2(n) and U [n] (?: U [n]  U (n),
respectively) can be naturally identified with ?&1(U (n)) (?: ?&1(U (n)) 
U (n), respectively). In particular, we have
Proposition 2.2.2. Let 2=[(z1 , z2) # C2 : |zi |<1, i=1, 2] be the
two-dimensional bi-disk. The Douady space 2[n] can be described as the
quotient by the action of GL(n) of
Pn2 :=[(A, B, v) # U
n | the eigenvalues of A and B have modulus smaller
than one].
Remark 2.2.3. The natural action of C*2 on C2 induces an action on
C2
[n]
given by (*1 , *2)(A, B, v)=(*1 A, *2B, v). The subspace 2[n] is (S 1)2-
invariant under this action. The fixed points are easily determined and they
correspond to the partitions of n; see [10, Sect. 3; 28, Sect. 5].
The following is a nice consequence of the toy model developed above.
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Proposition 2.2.4. The manifolds C2[n] and 2[n] are homeomorphic to
each other. In particular, C2[n] and 2[n] have the same Betti numbers.
Proof. Let ,(A, B) :=maximum of the absolute values of the eigen-
values of A and B. Consider the application 8: 2[n]  C2[n] defined as




This map is GL(n)-invariant and defines a homeomorphism. K
At this point we know the Betti numbers of 2[n] by virtue of Proposition
2.2.4 and of [10, Theorem 1.1] (since loc. cit. has a typo, the reader is
referred to [28, 5.9]). However, our analysis of ?: X [n]  X (n) will require
a certain basis for the cohomology which reflects the geometry of the
stratified DouadyBarlet morphism. We shall obtain such a basis via
Nakajima’s construction. Compare with Remark 2.5.2.
2.3. Construction of X [n] and ?: X [n]  X (n)
We can now sketch a proof of the existence of X [n] and of ?: X [n]  X (n)
by a patching argument. In the algebraic case (and assuming the existence
of the Hilbert scheme) the corresponding assertions are due to Fogarty
[14].
Theorem 2.3.1. Let X be a complex surface. For every n # N, the
Douady space X [n] and the DouadyBarlet morphism ?: X [n]  X (n) exist
and can be constructed by patching using 2[m] and ?: 2[m]  2(m), mn.
The space X [n] is a connected 2n-dimensional complex manifold. The
DouadyBarlet morphism is projective. In particular, if X is compact, then
X [n] is compact.
Sketch of Proof. We freely use the local descriptions given in Section 3.
Let z # X (n) be any point. There is a unique partition &~ # P(n) such that
z=k=*(&~ )j=1 &jx j # X
(n)
(&~ ) , where the points x j # X are pairwise distinct. Con-
sider the complex manifold >kj=1 xj 2
[&j]. This way, we obtain a set of
charts which glue coherently by the universal property of the Douady
space (which we have already constructed for 2) and define a connected
complex manifold Wn. Similarly, one can check that the local
DouadyBarlet morphisms glue and define a global proper map with con-
nected fibers ?: Wn  X (n). By construction W n carries a family. It is
elementary to check the universal property of this family using the corres-
ponding fact for 2 and by the fact that the functor 8 is a sheaf for the
classical topology.
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The DouadyBarlet morphism is bimeromorphic. It is also projective,
locally over X (n). We conclude by the fact that there is a unique irreducible
exceptional divisor, i.e., the pre-image of the big diagonal in X (n). K
Remark 2.3.2. An alternative definition of ? was given by Iversen [24].
More generally, D. Barlet has constructed the so-called Barlet spaces of
cycles B(X ) associated with any analytic space X and a natural morphism
D(X )red  B(X ) which, in our case, gives ?: X [n]  X (n). This explains the
name DouadyBarlet for the morphisms ?. One can show that this
morphism is proper if we consider zero-dimensional subspaces of length n
on a smooth manifold.
2.4. The Operators of Nakajima
Let X be a complex surface. In what follows we work with rational
singular cohomology. We now recall, for the convenience of the reader,
Nakajima’s construction [27, 28] of the correspondences which realize
geometrically an action of the HeisenbergClifford super-algebra on
H(X ) := 
r0
H*(X [r]).
Let Y be a topological manifold of dimension m; we denote rational
cohomology simply by H*(Y ) and we identify it freely with BorelMoore
homology H lfm&*(Y ) via Poincare Duality.
For every r0 and every k>0, define a closed and reduced analytic
subspace Tk X_X [r]_X [r+k] by setting
Tk=[(x, ‘1 , ‘2) : I‘2 I‘1 , I‘1I‘2 is supported at x],
where I‘i , i=1, 2, are the coherent sheaves of ideals associated with the
closed analytic space ‘i X, i=1, 2.
By [28, Sect. 8.3], Tk has a unique irreducible reduced component Zk of
(expected) dimension 2+2r+(k&1) and all other irreducible components,
if there are any at all, have strictly lower dimension. We ignore whether Tk
is irreducible (i.e., Tk=Zk) or not. However, this does not cause any
problem in what follows.
We are implicitly making use of Brianc on’s irreducibility result [6,
V.3.3] as in [27, 28]. However, this turns out the be not necessary; see
Subsection 2.6. At this stage, we prefer to use this result for clarity of
exposition.
The projections p12 : X_X [r]_X [r+k]  X_X [r] and p3 : X_X [r]_
X [r+k]  X [r+k] are proper when restricted to Zk . Therefore we can
define the two correspondences, one transpose of the other,
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P[k] :=p3*( p*12( } } } ) & Zk): H*(X_X
[r])  H*(X [r+k]),
R[k] :=p12*( p3*( } } } ) & Zk): H*(X
[r+k])  H*(X_X [r]),
or, equivalently,
P [k]: H*(X )  Hom(H*(X [r]), H*(X [r+k])),
R [k]=Hc*(X )  Hom(H*(X [r+k], H*(X [r])).
Putting all r’s together we obtain endomorphisms of H(X ). The
endomorphisms corresponding to : # H*(X ) and ; # Hc*(X ) will be
denoted by P :[k] and R ;[k], respectively.
Since dim Zk=k+1+2r and dim X_X [r]_X [r+k]=2(k+1+2r), it is
easy to compute that the operators P[k] increase the degree by 2(k&1)
and that the operators R[k] decrease the degree by the same amount, and
similarly if we look at the correspondences on homology groups or on
locally finite homology groups.
The following is an explicit, simple, but important exemplification of
how these operators work.
Lemma 2.4.1. Let X be any complex surface, &~ =(&1 , ..., &k)=a # P(n),
a! :=>ni=1 ai !, [X
[n]
(&~ ) ] # H
2(n&k)(X [n], Q) be the fundamental class of
X [n](&~ ) . Then
P [X][&1] b } } } b P [X][&k](1)=a! [X [n](&~ ) ].
Proof. By induction on the length k of &~ , it is enough to prove that
P [X][&k] ([X [n&&k](&1, ..., &k&1) ])=a&k [X
[n]
(&~ ) ].
To compute the left hand-side we first consider the intersection T :=





) & Zk inside of X_X [n&&k]_X [n]. The space T
is irreducible of the expected dimension and the intersection is transverse
at a general point of T. The third projection p3| : T  X
[n] is a proper,
generically finite morphism onto its image X [n](&~ ) . We can determine the
generic degree at a general point. This degree is a&k . K
Remark 2.4.2. Let X be a Zariski-dense open subset of a compact
Ka hler surface Y, e.g. X is quasi-projective. Then X [n] is a Zariski-dense
open subset of the compact Ka hler manifold Y [n]. It follows that H*(X )
and H*(X [r]) have a Hodge decomposition. Since the class Zk has type
(k+2r+1, k+2r+1) and p3* has degree (&(2+2r), &(2+2r)), it
follows that P[k] and R[k], have degree (k&1, k&1) and (1&k, 1&k),
respectively.
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If : has type ( p, q), then P :[k]: H* , *(X [r])  H*+ p+k&1, *+q+k&1
(X [r+k]).
As anticipated, Nakajima’s construction and Go ttsche’s formula can be
conveniently encoded in representation-theoretic terms. For this it is
necessary to introduce the language of super (=Z2 -graded) algebras.
A general reference is [25].
Let us consider H*(X )=H evenH odd as a super vector space, and
define the Heisenberg superalgebra







(here [i] is just a place holder and does not refer to any shift) the Z2 -grad-
ing comes from the one on H*(X ), the Z-degree of c is zero, the Z2 -degree
of c is even, and the defining properties are
(a) c is central,
(b) s>0 and s<0 are supercommutative, i.e., the supercommutator is
identically zero,
(c) [;[ j], :[i]]=$i, &j (&1) i&1 i(:, ;) c,
where (&, &) is the canonical Poincare pairing between cohomology and
cohomology with compact supports. Note that the factors (&1)i&1 i are
not necessary and could be either omitted, or replaced by another com-
patible system of factors. We have used them in view of Theorem 2.4.3
where they appear naturally in connection with the computation of a cer-
tain intersection number which has been determined in [12].
Since s>0 is supercommutative, the enveloping superalgebra U(s>0)
(which is constructed like its non-super analogue by factoring the tensor
algebra by the ideal xy&(&1)deg x deg yyx&[x, y], where [&, &] is
the supercommutator) is the free commutative superalgebra on H*(X )
isomorphic to S*(seven>0 )* (s
odd
>0 ). By its own definition, s>0 is N
+-
graded, and an N-grading is inherited by U(s>0).




qn dim U(s>0)n= ‘

m=1
(1+qm)dim H odd(X )
(1&qm)dim H even(X )
. (1)
Denote by [&, &] the supercommutator in End H(X ). The main
theorem in [27; 28, Sect. 8] is
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Theorem 2.4.3. The following commutation relations hold:
[P :[k], P #[l]]=0,
[R ;[k], R $[l]]=0,
[R ;[l], P :[k]]=$k, l (&1)k&1 k(:, ;) IdH(X ) .
Note that the ‘‘reversed’’ order in the third relation is due to the fact that
we are using operators which are dual to the ones that Nakajima defines
in homology (cf. [28, Sect. 8]). Equivalently, the assignments:
:[i]  P :[i] if i>0 and : # H*(X ),
;[i]  R ;[&i] if i<0 and ; # H c*(X ),
c  IdH(X )
exhibit H(X ) as a representation of H(X ). For every i>0, the vector
1 # H 0(X [0]) is annihilated by R ;[i] and is therefore a highest weight vec-
tor. Furthermore, it is immediate that, \v # H(X ), R ;[i] v=0 for i big
enough depending on v.
Denote by U$ the H(X )-submodule of H(X ) generated by 1. It is well
known that U$ is irreducible and isomorphic to U(s>0). Because of formula
(3.1), the Go ttsche’s formula (see Theorem 5.2.1(2)) becomes the statement
U$=H(X ).
Let us summarize Nakajima’s construction and its link to the Go ttsche
Formula.
Theorem 2.4.4. Let X be a complex surface. Then
(2.4.4.1) H(X ) is a highest weight representation of H(X ), geometri-
cally realized by the operators P :[k] and R ;[l].
(2.4.4.2) The representation is irreducible iff the Go ttsche formula
holds for X.
2.5. Irreducibility of the Action for X=2 and a Canonical Basis for
H*(2[n], Q)
We now examine in detail the picture in homology in the case of C2
and 2. They can be dealt with simultaneously. Let X=C2 or X=2.
The Heisenberg algebra H(X ) is in this case the standard one and the
fundamental representation U(s>0) is isomorphic to the space of polyno-
mials in infinitely many variables pi to which we assign degree i. See [28,
Sect. 8]. It follows therefore that, for every n, dim U(s>0)n= p(n), the
number of partitions of n.
We can now give a quick and self-contained proof of the formula for the
Betti numbers of the Douady space of C2 or 2, very much in the spirit of
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this paper. This formula, and especially the construction of the explicit
basis derived from it, are heavily used in the sequel of this paper. For the
original proof of the formula for X=C2, see [10] or the slightly different
method in [28].
Theorem 2.5.1. Let X=C2 or X=2. Then
(2.5.1.1) H(X ) is an irreducible highest weight vector representation of
the Heisenberg algebra with highest weight vector the generator
1 # H 0(X [0])&Q.




t2n&2*(&~ ), and :

n=0






(2.5.1.3) The cycles X [n](&~ ) # H
lf
2(n+*(&~ ))(X
[n])=H2(n&*(&~ ))(X [n]) form a
basis for H*(X [n]).
Proof. Since the generator of H0(X [0]) is a highest weight vector, it
follows that H(X ) contains a subrepresentation isomorphic to U(s>0).
In order to prove the irreducibility, it is enough to prove that
i dim H i (X [n])=dim U(s>0)n= p(n), for every n. As we already noted,
(C2)[n] has an action of (C*)2 with isolated fixed points. It is possible to
choose a one-parameter subgroup C*(C*)2 acting with the same fixed
point set and such that limt  0 t } x exists, for every x # (C2)[n]. This is
enough to obtain a BialynickyBirula-type cell decomposition of (C2)[n].
It follows that the odd Betti numbers vanish and that the sum of the even
Betti numbers is equal to the number of these fixed points. In this case they
correspond to monomial ideals of colength n and the number of these is
exactly p(n). This proves the first part also for 2 by virtue of Proposition
2.2.4.
Taking into account the degree properties of the operators P [X][l], the
second statement follows immediately from the first one.
The third one follows from Lemma 2.4.1. K
Remark 2.5.2. Theorem 2.5.1 gives a different proof of [10, Theorem
1.1(iii)] and determines a basis of elements for H(C2) different from the
one in [11]. The basis (2.5.1.3) for H(2) is used in an essential way in our
study of the DouadyBarlet morphism.
Remark 2.5.3. Let X be either C2, or 2. The algebra H(X ) is the
standard Heisenberg algebra. The Go ttsche Formula holds for X. See [10]
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and Proposition 2.2.4; see also Theorem 2.5.1. It follows that H(X )=
(1) H(X ) . Recall that (1) H(X ) &Q[t1 , t2 , ...] as H(X )-modules; see [28,
Sect. 8], for example, and assign t i to P [X][i](1). Let &~ # P(n). By virtue of
Lemma 2.4.1 and after an obvious normalization, we see that the
monomial t&1 } } } t&k corresponds to the class of X
[n]
(&~ ) . This fits nicely with
Theorem 2.5.1.3.
2.6. Punctual Hilbert Schemes: Betti Numbers and Irreducibility
Let n # N, p # X and X [n]p be the fiber of ? over the point np # X
(n)
(n) with
the induced reduced structure. These spaces are analytically isomorphic to
the corresponding spaces 2[n]o when X is 2 (or C
2) and p is the origin o.
In particular they are projective. They are called punctual Hilbert schemes.
We can give a new proof, based on Theorem 2.5.1 of the following basic
results [10, Theorem 3.1(iv); 6, V.3.3] concerning some of the topology of
these spaces.














Proof. It follows at once from cohomology and base change for proper
maps and Theorem 2.5.1.3. K
The space 2[n]o is irreducible by a result of Brianc on; see [6, V.3.3]; this
result is re-proved by different methods in [10, Corollary 1.2].
We want to observe that Brianc on’s result can be re-proved, in the spirit
of this paper, using Theorem 2.5.1 above, exactly as [10, Theorem 1.1.iv]
is used to prove [10, Corollary 1.2]. Theorem 2.5.1 is based on the use of
Nakajima construction which uses Brianc on’s result. (It should be pointed
out that the hard part of this irreducibility result has to do with bounding
from below certain loci; once that has been achieved, the irreducibility
follows by standard arguments not involving the indirect argument
reproduced below; besides Brianc on’s original proof, we would like to
mention work of Gaffney, GaffneyLazarsfeld, Granger and Iarrobino; see
[23].) To avoid biting our tail we observe that a modification in the defini-
tion of the varieties Zk in Subsection 2.4 allows us to modify slightly
Nakajima’s construction without using the irreducibility of punctual
Hilbert schemes.
Let CX [n]p be the closure in X
[n]
p of the locus of curvilinear subspaces
supported at p. It is irreducible of dimension n&1 (cf. the end of Section
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Define
Sk :={(x, ‘1 , ‘2) # X_X [n]_X [n+k] }
x  Supp(‘1), ‘2=‘1  ‘$2 , ‘$2 # CX [k]p = ,
and Z$k=Sk . Nakajima’s construction works if we replace Zk by Z$k . We
thus have
Corollary 2.6.2 (cf. [6, 10]). The spaces 2[n]o are irreducible.
Proof. By a result of Gaffney and Lazarsfeld [22, Theorem 2], all the
irreducible components of 2[n]o have dimension at least n&1. By virtue of
Theorem 2.5.1, we have that (i) b2(n&1)(2[n]o )=1 and (ii) bt(2
[n]
o )=0, for
every t>2(n&1). The irreducibility follows easily. K
3. STUDY OF THE LOCAL STRUCTURE OF THE
DOUADYBARLET MORPHISM
This section consists of the detailed analysis of the stratified morphism
?: X [n]  X (n). The goal is to define the morphism of complexes 9; see
Proposition 3.6.2. The morphism 9 is defined via its components 9 2h (the
odd ones are zero). The morphisms of sheaves 92h are defined by estab-
lishing natural identifications between combinatorial and geometric objects
arising from our analysis of the stratified morphism. In short, we first fix
a point z # X (n) and small natural euclidean neighborhoods U of z, then we
identify the fibers over z of all the normalization morphisms Ka , for those
a such that *(a)=n&h, with the closed currents of integration associated
with (2.5.1.3), which give a basis for the cohomology in degree 2h of the
open sets ?&1(U).
The Decomposition Theorem 4.1.1 will be the statement that 9 is a
quasi-isomorphism.
3.1. Partial Ordering on P(n)
Let &~ :=(&1 , ..., &k), &~ $ :=(&$1 , ..., &$l) be two partitions of n. We say that
&~ $&~ if there exists a partition of the set [&$1 , ..., &$k] into l disjoint subsets
1j :=[+ j1 , ..., +
j
tj
] such that the elements of 1j form a partition of &j , for
every j=1, ..., k. Geometrically, &~ $&~ iff X (n)(&~ ) X
(n)
(&~ $) .
Example 3.1.1. Let n=6; one sees immediately that the pairs
(3, 1, 1, 1) and (2, 2, 2), (4, 1, 1) and (3, 3), (2, 2, 2) and (5, 1), (2, 2, 2) and
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(3, 3) are not comparable in the sense that neither element of the pair is
greater than or equal to the remaining element of the pair.
It may be useful to arrange all partitions of n, in &~ -notation, in columns
left to right following the decreasing length and draw either solid arrows or
dotted segments from the elements of one column to the ones of the
column immediately to the right according to whether or not two parti-
tions are comparable. One finds that &~ +~ iff there is a path given by solid
arrows from left to right connecting &~ and +~ .
3.2. A Fundamental System of Neighborhoods on X (n)
Recall that, given a point y in a topological space Y and an indexing set
I, a fundamental system of neighborhoods of y in Y labeled by I is a collec-
tion Ui , i # I of open neighborhoods of y, such that given any open set in
Y containing y, there exists an index j # I such that Uj U. Given such a
system for every point y in Y, the collection of these open sets forms a basis
for the topology of Y.
Let &~ # P(n) and z=kj=1 &jxj # X
(n)
(&~ ) , i.e., the points xj # X are pairwise
distinct. Note that any point z # X (n) is of this form for a unique partition
of n. If necessary, we denote the partition associated with z by &~ (z).
Let xj 2 be a collection of open neighborhoods of the points xj # X subject
to the following two conditions:
(1) they are pairwise disjoint;
(2) each xj 2 is biholomorphic to a unit bi-disk 2C
2 by a fixed
isomorphism fxj : 2  xj 2.
Let 0<=1 be a real number. Consider 2(=) :=[(z1 , z2) # 2 : |zi |<=,
i=1, 2] and define xj 2(=) := fxj (2(=)): it is a neighborhood of xj in X.
By abuse of notation, we denote the m-fold symmetric products
(xj 2(=))
(m) by xj 2
(m)(=). By virtue of the defining property of symmetric






are naturally biholomorphic to neighborhoods of z in X (n). We denote
them by Uz(=).
If z is fixed, then the open sets Uz(=), 0<=1, form a fundamental
system of neighborhoods of z in X (n).
If z varies as well, then the open sets Uz(=) form a basis for the topology
of X (n). We call these neighborhoods basic.
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Note that: (1) if z # X (n)(&~ ) , then Uz(1) does not meet any stratum corre-
sponding to a partition +~ {&~ such that *(&~ )*(+~ ), and (2) if Uz(1) &
Uw(1){<, then either &~ (w)&~ (z) (i.e., X (n)(&~ (z)) X
(n)
(&~ (w)) ), or &~ (z)&~ (w).
3.3. The Spaces X (a) and the Morphisms Ka
Let a # P(n) be a fixed partition of n in a-notation. Set X (0) :=pt, where
pt is a single fixed point viewed as a complex space. Define




By abuse of notation, a point in X (a) will be denoted by an n-tuple
{ :=(x11+ } } } +x
1
a1




where it is understood that for every index i for which ai=0, the corre-
sponding entry (x i1+ } } } +x
i
ai
) is to be replaced by the point pt.
By the defining property of symmetric products in the category of
complex spaces, there is a morphism
Ka : X (a)  X (n),
(x11+ } } } +x
1
a1










where, by abuse of notation, for every index i for which ai=0 the corre-
sponding summand in the sum on the right is omitted.
The image of Ka is the closure X (n)(a) of the stratum associated with a.
Lemma 3.3.1. The morphism
Ka : X (a)  X (n)(a)
is the normalization map.
Proof. The morphism Ka is proper, finite and bimeromorphic onto its
image. Since X (a) is a normal complex space, it is the normalization of






X (a)  X (n),
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X (a)  .
*(a)=l




3.4. The Sets Fz , S(&~ ), F az , S
a(&~ ), Fz(l ), and S(l, &~ )
Let z # X (n) be a point and &~ :=&~ (z) so that z= j &j xj for pairwise
distinct points x j # X. For every a # P(n) and every integer 1ln it is
convenient to define
Fz :=K&1(z); F az :=K
&1
a (z); Fz(l ) := 
*(a)=n&l
F az .
The reason for the notational switch l  n&l is the following










Proof. The assertion follows from Theorem 2.5.1.2, the local description
of ? given in Subsection 3.5 and Ku nneth Formula. K
Let ;=(b1 , ..., bk ) # >kj=1 P(&j) be a k-tuple of partitions in a-notation,





as follows: Let bj (i)=0, if i>&j and assign to a ; as above, the partition
u(;) of n which has kj=1 bj (i) as ith entry in a-notation. Define, for every
0ln&1 and for every a # P(n)
S(&~ ) := ‘
k
j=1
P(&j), S a(&~ ) :=u&1(a), S(l, &~ ) := 
*(a)=n&l
S a(&~ ).
The set Fz is the disjoint union of all sets F az . In order to determine all the
sets above it is sufficient to determine F az , for every a # P(n).
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{=(=11x1+ } } } +=1kxk , . . . , =n1x1+ } } } +=nkxk),
where the =’s are integers subject to the conditions:
(1) =lm0, \l, m;
(2) for every j=1, ..., k, we have ni=1 i=ij=&j ;
to introduce the third condition, note that by (1) and (2) above, a solution
=lm gives an element ;=(b1 , ..., bk ) # S(&~ ): for every j=1, ..., k the sequence
(=1j , ..., =nj) is a partition of &j in a-notation; the third condition is that
(3) ; # S a(&~ ).
There are natural bijections
Fz  S(&~ ), F az  S
a(&~ ), Fz(l )  
*(a)=n&l
S a(&~ )=S(l, &~ ).
The elements of Fz will be denoted by ‘z; , the ones of F az by ‘
a
z; and the
ones of Fz(l ) by ‘z(l ); .
Fix an integer 0hn&1. The set S(h, &~ ) can also be described as
follows. Let k :=*(&~ ) and H be the set of k-tuples h=(h1 , ..., hk) of non-
negative integers with the property that h= hj . Then S(h, &~ )/
>kj=1 P(&j) is the set of k-tuples ;=[b1 , ..., bk ] of partitions bj # P(& j) with
*(bj )=&j&hj for some (h1 , ..., hk) # H.
3.5. Local Model for the DouadyBarlet Morphism
Let z be a point in X (n). This point determines the unique stratum X (n)(&~ (z))
on which it lies. Let &1 , ..., &k be the entries of &~ (z). Let Uz(=)=
>kj=1 xj 2
(&j)(=) be a basic neighborhood of z in X (n). By abuse of notation,
we shall write xj 2
[&j](=) in place of ( xj 2(=))
[&j].











In fact we can identify naturally the space on the left with the pre-image
under ? of the space on the right.
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3.6. The Morphism of Complexes
We first make the following elementary observation which simplifies the
picture.
Lemma 3.6.1. X [n](&~ ) =?
&1(X (n)(&~ ) ).
Proof. By the local description of the DouadyBarlet map it is enough
to prove the following:
Claim. Let I be the ideal of a subscheme of 2 of length m concentrated
at o # 2. Let +~ =(+1 , ..., + l) be a partition of m. There exists a family of
subspaces in the stratum X [m](+~ ) specializing to I.
By virtue of Brianc on’s result Corollary 2.6.2, 2[m]o is irreducible of
dimension m&1, so that it is enough to prove the Claim for every I in a
dense subset U of 2[m]o . We choose U to be the subset of curvilinear sub-
spaces in 2[m]o . After a change of variables, such an ideal can be written as
I=( y&c1x& } } } &cn&1 xn&1, xn), ci # C. The seeked for family is given
by ( y&c1x& } } } &cn&1 xn&1, (x&#1)+1 } } } (x&#l)+l), #i # C. K
As a consequence, ? |X (&~ )[n] : X
[n]
(&~ ) =?
&1(X (n)(&~ ) )  X
(n)
(&~ ) has irreducible fibers
and, for any UX (n) and any partition &~ , the irreducible components of
X [n](&~ ) & ?
&1(U) are in one to one correspondence with those of X (n)(&~ ) & U.
Note that if we did not prove Lemma 3.6.1 we would still have a natural
injective correspondence between irreducible components on the target and
on the source of ?.
To perform our basic construction it is natural to use BorelMoore
homology. We recall a few basic facts about it (cf. [15, 19.1] and the
references there).
(a) For an n-dimensional complex space X, a basis for H lf2n(X, Q) is
given by the irreducible components of X.
(b) H lfv is covariant with respect to proper morphisms, e.g., closed
immersions.
(c) An open embedding j: U  X gives a restriction morphism
j*: H lfv(X, Q)  H
lf
v(U, Q).
Fix a partition &~ of n and consider the sheaf F[n]&~ on X
(n) associated with
the presheaf
U  [Q-vector space generated by the irreducible
components of ?&1(U) & X [n](&~ ) ]
= H lf2(n+*(&~ ))(X
[n]
(&~ ) & ?
&1(U), Q),
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where the presheaf structure is given by the restriction morphisms stemming
from (c).
The push-forward associated with the closed embedding X [n](&~ )  X
[n]






From the previous discussion it follows that the presheaf is isomorphic
to the analogous one defined by the irreducible components of U & X (n)(&~ ) ,
which, by Zariski Main Theorem, is isomorphic to Ka*QX (a) , where a is &~
in a-notation.
Let (Dv, d ) be the resolution of the constant sheaf CX[n] given by the
complex of currents. It is an acyclic resolution with respect to ?
*
. Let Zv
denote the subcomplex of closed currents. Every analytic cycle defines the
closed current of integration along itself. We can therefore define a





D2(n&*(&~ )) whose pro-
jection on the cohomology sheaves H2(n&l(&))(?
*
Dv, d )=R2(n&*(&~ ))?
*
CX (n)
gives the previously defined identification with Rn&~ .
We summarize the previous discussion in the following







Ka*CX (a)[&2h]  ?*D
v,
where the l.h.s complex is endowed with zero differentials.
Our main result is that 9 is a quasi-isomorphism. We shall need the
following
Proposition 3.6.3. Let U be a basic neighborhood of a point z # X (n)(&~ ) .
A basis for H2h(?&1(U), Q) is given by the cohomology classes of the
irreducible components of X [n](+~ ) & ?










2[&j](=), Q+= j hj=h; hj0 }
k
j=1
H 2hj ( xj 2
[&j](=), Q).
By virtue of this Ku nneth decomposition and of Theorem 2.5.1.3, we can
form a basis for the vector space above by taking products of the sub-
varieties that we obtain via Nakajima’s construction on each factor xj 2
[&j].
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More precisely, we take the cohomology classes associated with the closed
subvarieties












2 (&j)(bj) (=)=+ .
By virtue of the combinatorics previously developed in Subsection 3.4 and
above, and because of Lemma 3.6.1, these are precisely the branches of
X [n](+~ ) & ?
&1U for +~ &~ and *(+~ )=n&h. K
Note that the complex spaces z2 (&~ ); (=) are irreducible in Uz(=), but not
locally so: they may become locally reducible around certain points
y # Uz(=); in this case z2 (&~ ); (=) breaks up around y into the union of its
irreducible components.
Example 3.6.4. Let n=4, z=4z1 # X (4)(4) , y=2y1+2y2 # X
(4)
(2, 2) , where
y1 and y2 are ‘‘near’’ z1 . The space X (4)(2, 1, 1) is locally irreducible around z:
there is the only branch z1 2
(4)
(2, 1, 1)(=) corresponding to ;=(1
2, 21). The










correspond to ;I=(21, 12) and ;II=(12, 21), respectively.
4. DECOMPOSITION THEOREM FOR THE DOUADYBARLET
MORPHISM
4.1. Proof of the Decomposition Theorem
Theorem 4.1.1. Let X be a complex surface. The injective morphism of






Ka*CX (a)[&2h]  ?*D
v
is a quasi-isomorphism, i.e., it induces isomorphisms on the cohomology
sheaves.
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In particular, R ?
*
CX [n] is isomorphic, in the derived category, to a
complex with trivial differentials.
Proof. Since the differentials of the complex on the left hand side,




Ka*CX (a) , if t=2h and 0hn&1,
0, if otherwise.









if t=2h and 0hn&1,
0, if otherwise.
The conclusion of the theorem is equivalent to showing that the induced
map on the stalks (H2h(9))z is bijective for every z # X (n) and for every
0hn&1. This is precisely the content of Proposition 3.6.3. K
4.2. Some Remarks
Remark 4.2.1. The complex R?
*
CX [n] is defined up to isomorphism in
the derived category of the category of complexes of sheaves on X (n). Note
that the trivial complexes Ka*QX (a) are a natural realization of IC
v(QX (n)(a)).
The morphism 9 of Theorem 4.1.1 is an explicit, injective and natural
quasi-isomorphism of complexes of sheaves between a complex with trivial
differentials and a natural realization of R ?
*
CX [n] . This is why we call
Theorem 4.1.1 ‘‘The Decomposition Theorem.’’
Remark 4.2.2. The authors of [17] place themselves in the algebraic
context in order to use the Decomposition Theorem in [4]. The restriction
to the algebraic case is not necessary. Recall that the DouadyBarlet
morphism is projective by virtue of Theorem 2.3.1. M. Saito [29], using his
theory of mixed Hodge modules, has proved the necessary result in the
analytic category for projective morphisms. This approach gives a not
necessarily natural isomorphism in a derived category, whereas Theorem
4.1.1 gives an explicit quasi-isomorphism of complexes. Our approach
bypasses the use of the deep decomposition theorems [4, 29].
Remark 4.2.3. In order to use Saito’s Decomposition Theorem, one
needs the irreducibility result of Brianc on [6, V.3.3] to identify the inter-
section cohomology complexes occurring in Saito’s Decomposition
Theorem; see [28, Sects. 6.1 and 6.2]. Our proof of Theorem 4.1.1 does not
depend in any essential way on Brianc on’s result; see Corollary 2.6.2.
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Remark 4.2.4. Because of the previous remarks, our proof of Theorem
4.1.1 is different in spirit and in detail from the one outlined above. In addi-
tion, our proof of the Go ttsche Formula given below, being based on
Theorem 4.1.1, besides working also in the analytic context, is significantly
different from the ones in the literature concerning algebraic surfaces. In
particular, we have not used [10, Theorem 1.1.(iv)] as in [16, 7].
Remark 4.2.5. By taking a suitable resolution of QX [n] , one can prove,
in the same way, that there is an analogous natural decomposition for
R?
*
QX [n] . We do not need this fact and we omit the details.
5. CONSEQUENCES OF THE DECOMPOSITION THEOREM
5.1. The Leray Spectral Sequence for the Pair (?, QX [n])
An immediate consequence of Theorem 4.1.1, is the following













Proof. For C-coefficients it follows from Theorem 4.1.1 by taking
cohomology sheaves.
For every a=&~ # P(n), we have a natural identification of Ka*QX (a) withRn&~ (see Subsection 3.6). The assertion for Q-coefficients follows in view of
Proposition 3.6.3. K
Theorem 5.1.2. The Leray spectral sequence for the pair (?, QX[n]) is
E2 -degenerate.
Proof. In fact Theorem 4.1.1 and the finiteness of the morphisms Ka
imply the following natural decomposition in the derived category,
R?
*





The E2 -degeneration for C-coefficients implies the one for Q-coef-
ficients. K
Remark 5.1.3. In view of Remark 4.2.2, one sees that a decomposition
as in Theorem 5.1.2 holds with Q-coefficients, however, one may prefer a
natural one. One gets one by virtue of Remark 4.2.5.
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5.2. Go ttsche’s Formula and Nakajima’s Interpretation
Theorem 5.2.1 (Go ttsche’s Formula). Let X be a complex surface. Then
for every l # Z and every integer n # N, we have a natural isomorphism,
H l (X [n], Q)& 
a # P(n)
H l&2n+2*(a)(X (a), Q).
Assume in addition that X has finite Betti numbers bi (X ), i=0, ..., 4. Then
the Douady spaces X [n] have finite Betti numbers and the generating








(1+t2m&1qm)b1(X ) (1+t2m+1qm)b3(X ))
(1&t2m&2qm)b0(X ) (1&t2mqm)b2(X ) (1&t2m+2qm)b4(X )
. (2)
Proof. The quasi-isomorphism of Theorem 4.1.1 induces an isomorphism
in hypercohomology. This proves the first assertion for C-coefficients. The
assertion for Q-coefficients follows from Corollary 5.1.1 and Theorem 5.1.2
(cf. also Remark 4.2.5). Formula (2) follows from a formal manipulation
which builds on Macdonald’s Formula; see [28, p. 69]. K
Remark 5.2.2. Theorem 5.2 is new for X non algebraic. If X is
algebraic, then this result is slightly more precise than the corresponding
statement in [17] since it distinguishes a natural isomorphism.
The following corollary has been proved independently by the first
author using elementary topology in [8]. The r.h.s. exhibits modular
behavior [16].
Corollary 5.2.3 (cf. [8]). Let X be a complex surface with finite Betti
numbers. Let e(X [n]) be the Euler number of X [n]. We have the following











Proof. Set t=&1 in Go ttsche’s formula Theorem 5.2.1. K
Theorem 5.2.4 (Nakajima’s Interpretation of Go ttsche’s Formula). Let
X be a complex surface with finite Betti numbers. The super vector space
H(X )=n0 H*(X [n], Q) is an irreducible highest weight representation
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as the representation of the HeisenbergClifford algebra, with highest weight
vector the generator 1 # H0(X [0], Q)&Q.
Proof. By virtue of Theorem 2.4.4, Theorem 5.2.1 was the only missing
piece. K
Remark 5.2.5. For a geometric action of the Virasoro algebra see [26].
5.3. The Hodge Structure in the Ka hler Case
For the following theorem recall that the cohomology of the quotient by
a finite group of a smooth compact Ka hler manifold carries a pure Hodge
structure.
Theorem 5.3.1. Let Y be a compact, Ka hler, complex surface. Let X be
a Zariski-dense open subset of Y. Then for every l # Z and every n # N+ we
have a natural isomorphism of mixed Hodge structures:
H l (X [n])Q(n)& 
a # P(n)
H l&2n+2*(a)(X (a), Q)Q(*(a)).
Proof. Note that X has finite Betti numbers. Every class : # H*(X [n])
can be represented as P:1[i1] b } } } b P:r[ir](1). If the classes :i have type
( pi , qi), then : has type ( pi+n&l(&~ ),  qi+n&l(&~ )). The statement
now follows after a formal manipulation. K
Remark 5.3.2. In the quasi-projective case Theorem 5.3.1 (without the
naturality assertion) was first proved in [17] using Saito’s Theory of mixed
Hodge modules. The remark that a proof in the projective case depending
on Nakajima’s operators is possible can be found in [18] and has also
been made by Nakajima in a private communications to us.
Note that one can compute the generating function for the virtual Hodge
numbers as in [7].
5.4. Connection with Equivariant K-Theory
In this section we prove Theorem 5.4.3.
Our original motivation was to explain the following three sets of
equalities by means of the existence of natural isomorphisms. Let GU(2)
be a finite subgroup, C2G be the associated ‘‘Kleinian singularity’’ and Y
be its associated minimal resolution of singularities.
v The papers [1, 20] remark that the ‘‘orbifold Euler number’’
e(C2, G) and the Euler number e(Y) coincide.
v The paper [20] remarks that the equality e(X n, Sn)=e(X [n]) holds
for any smooth algebraic surface X.
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v The paper [33] remarks that dimC KSn(Y
n)Z C=dimC
K(Y [n])Z C. The same is true for every surface Y.
We explain these equalities via the natural isomorphism in Theorem 5.4.3.
Let us recall some notions and facts relating them.
Let G be a finite group and Y be a locally compact, Hausdorff and
paracompact left G-space.
Denote by KG(Y) the Equivariant K-Theory of the pair (Y, G); see [1,
3, 33]. It is a Z2 -graded abelian group. Its ‘‘even’’ part is the Grothendieck
group generated by G-vector bundles. We shall not consider the multi-
plicative structure induced by the tensor product.
Let a # G be an element and define Y a :=[ y # Y | ya= y].
Define Y :=[( y, b) # Y_G, yb= y]. There is a natural identification
Y =~g # G Y g. There is a natural G-action of G on Y given by ( y, c) d :=
( yd, d &1cd ).
Let G
*
be the set of conjugacy classes of G, g # G be an element, [ g] be
its conjugacy class, and ZG(g) be the centralizer of g in G; this subgroup
acts on Y g. If [ g]=[ g$], then there is a canonical identification Y gZG(g)
&Y g$ZG(g$).
Choose representatives g=[g1 , ..., g |G
*
|] for each conjugacy class in G*.
There is a homeomorphism :g : Y G&~[ g] # G
*
Y glZG(gl).
The following relates the G-Equivariant K-Theory of Y to the K-Theory
of the fixed-point-sets.
Theorem 5.4.1 (cf. [1, 3]). Let G, Y, Y , g, and :g be as above. There
are Z2 -graded isomorphisms of C-vector spaces,









where the first one is natural and the second one depends on g.
Remark 5.4.2. If G=Sn , then Theorem 5.4.1 holds with Q-coefficients.
Theorem 5.4.3 (Connection with Equivariant K-Theory). Let X be a
complex surface. For every natural integer n there is a natural Z2 -graded
Q-linear isomorphisms,
KSn(X
n)Z Q&K(X [n])Z Q.
Proof. Let Y :=Xn and G :=Sn , where the action is given by the per-
mutation of the factors. There is a natural and well-known identification
P(n)=Sn*. Having made a choice g as above we obtain, as in [20], a
natural identification ;: Y Sn &~a # P(n) X (a) which does not depend on g.
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By virtue of Theorem 5.4.1, of the existence of ; and of Theorem 5.2.1, we
get a natural (Z2Z)-graded isomorphism of graded Q-vector spaces,
KSn(X
n)Z Q&K(Y Sn)Z Q& 
a # P(n)
K(X (a))Z Q&K(X [n])Z Q,
where the last isomorphism stems from Theorem 5.2.1 after taking the
Chern Character isomorphism: K(&)Z Q&H*(&, Q). K
Remark 5.4.4. After we proved Theorem 5.4.3, we received a copy of
[5] which contains a statement similar to the one of Theorem 5.4.3, but
where the natural map proposed in [5] should be constructed in an
entirely different way. We thank V. Ginzburg for giving us a copy of [5].
Remark 5.4.5. In a lecture at Cambridge, G. Segal [30] (see also [33])




This work has been partly inspired by H. Nakajima’s papers [27, 28]; we heartily thank
him for useful correspondences. W. Wang’s ideas and enthusiasm have influenced our work.
Parts of this work have been carried out at the Max-Planck-Institut fu r Mathematik in Bonn,
at Ru hr-Universita t-Bochum and at Harvard University. We thank all the participants in the
seminars on Nakajima’s work which have taken place at the M.P.I. and at the University
of Rome ‘‘La Sapienza,’’ especially, M. Furuta, M. Kim, and A. Raina. We also thank
T. Iarrobino, A. Polishchuk, and R. Vakil. Special thanks to C. de Concini and A. Vistoli.
REFERENCES
1. M. Atiyah and G. Segal, On equivariant Euler characteristics, J. Geom. Phys. 6, No. 4
(1989), 671677.
2. D. Barlet, Espace analytique re duit des cycles analytiques complexes compacts d’un
espace analytique complexe de dimension finie, in ‘‘Lecture Notes in Mathematics,’’
Vol. 482, Springer-Verlag, Berlin, 1975.
3. P. Baum and A. Connes, Chern character for finite groups, in ‘‘A Fete of Topology’’
(Y. Matsumoto et al., Eds.), Academic Press, San Diego, 1988.
4. A. A. Beilinson, J. N. Deligne, and P. Deligne, Faisceaux pervers, Aste risque 100 (1982).
5. R. Bezrukavnikov and V. Ginzburg, Hilbert schemes and reductive groups, preprint.
6. J. Brianc on, Description de HilbnC[x, y], Invent. Math. 41 (1977), 4589.
7. J. Cheah, The Hodge numbers of the Hilbert scheme of points of a smooth projective
surface, J. Algebraic Geom. 5 (1996), 479511.
8. M. A. de Cataldo, Hilbert schemes of surfaces and Euler characteristics, AG9811150,
Arch. der Math., to appear.
9. A. Douady, Le proble me des modules pour les sous-espaces analytiques d’un espace
analytique donne , Ann. Inst. Fourier 16, No. 1 (1966), 195.
311DOUADY SPACE OF A COMPLEX SURFACE
10. G. Ellingsrud and S. A. Stromme, On the homology of the Hilbert scheme of points in the
plane, Invent. Math. 87 (1987), 343352.
11. G. Ellingsrud and S. A. Stromme, On a cell decomposition of the Hilbert scheme of points
in the plane, Invent. Math. 91 (1988), 365370.
12. G. Ellingsrud and S. A. Stromme, An intersection number for the punctual Hilbert scheme
of a surface, Trans. Amer. Math. Soc. 350, No. 6 (1998), 25472552.
13. G. Fischer, ‘‘Complex Analytic Geometry,’’ Lecture Notes in Mathematics, Vol. 538,
Springer-Verlag, BerlinNew York, 1976.
14. J. Fogarty, Algebraic families on an algebraic surface, Amer. J. Math. 90 (1968), 511521.
15. W. Fulton, ‘‘Intersection Theory,’’ Ergebnisse der Mathematik, 3. Folge, Band 2,
Springer-Verlag, BerlinHeidelberg, 1984.
16. L. Go ttsche, Hilbert Schemes of Zero-Dimensional Subschemes of Smooth Varieties, in
‘‘Lecture Notes in Math.,’’ Vol. 1572, Springer-Verlag, Berlin, 1994.
17. L. Go ttsche and W. Soergel, Perverse sheaves and the cohomology of the Hilbert schemes
of smooth algebraic surfaces, Math. Ann. 296 (1993), 235245.
18. L. Grojnowski, Instantons and affine algebras. I. The Hilbert scheme and vertex
operators, Math. Res. Lett. 3, No. 2 (1996), 275291.
19. R. Hartshorne, ‘‘Algebraic Geometry,’’ Graduate Texts in Math., Vol. 52, Springer-Verlag,
BerlinHeidelbergNew York, 1977.
20. F. Hirzebruch and T. Ho fer, On the Euler number of an orbifold, Math. Ann. 286 (1990),
255260.
21. A. Iarrobino, Punctual Hilbert schemes, Mem. Amer. Math. Soc. 188 (1977).
22. A. Iarrobino, Deforming complete intersection Artin algebras, Appendix: Hilbert function
of C[x, y]I, in ‘‘Singularities, Part 1, Arcata, CA, 1981,’’ Proc. Sympos. Pure Math.,
Vol. 40, pp. 593608, Amer. Math. Soc., Providence, 1983.
23. A. Iarrobino, Hilbert scheme of points: Overview of last ten years, in ‘‘Algebraic
Geometry, Bowdoin, Brunswick, Maine, 1985,’’ Proc. Sympos. Pure Math., Vol. 46,
Part 2, pp. 297320, Amer. Math. Soc., Providence, 1987.
24. B. Iversen, Linear determinants with applications to the Picard scheme of a family of
algebraic curves, in ‘‘Lecture Notes in Math.,’’ Vol. 174, Springer-Verlag, Berlin, 1970.
25. V. G. Kac, ‘‘Infinite Dimensional Lie Algebras,’’ 3rd ed., Cambridge Univ. Press,
Cambridge, UK, 1990.
26. M. Lehn, Chern classes of tautological sheaves on Hilbert schemes of points on surfaces,
preprint.
27. H. Nakajima, Heisenberg algebra and Hilbert schemes of points on projective surfaces,
Ann. of Math. (2) 145, No. 2 (1997), 379388.
28. H. Nakajima, Lectures on Hilbert schemes of points on surfaces, preprint.
29. M. Saito, Decomposition theorem for proper Ka hler morphisms, Tohoku Math. J. (2) 42,
No. 2 (1990), 127147.
30. G. Segal, Equivariant K-theory and symmetric products, lecture at Cambridge, July 1996.
31. K. Ueno, Introduction to the theory of compact complex spaces in the class C, in
‘‘Algebraic Varieties and Analytic Varieties,’’ Adv. Stud. Pure Math., Vol. 1, pp. 219230,
North-Holland, New York, 1983.
32. C. Vafa and E. Witten, A strong coupling test for S-duality, Nucl. Phys. 431 (1994), 377.
33. W. Wang, Equivariant K-theory and wreath product, M.P.I. preprint series, No. 86, 1998.
34. H. Weyl, ‘‘The Classical Groups, Their Invariants and Representations,’’ 2nd ed.,
Princeton Univ. Press, Princeton, NJ, 1949.
312 DE CATALDO AND MIGLIORINI
