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ABSTRACT
Cyber-Physical Systems (CPS) seamlessly integrate computation, networking and
physical devices. A Connected and Autonomous Vehicle (CAV) system in which each
vehicle can wirelessly communicate and share data with other vehicles or infrastructures
(e.g., traffic signal, roadside unit), requires a Transportation Cyber-Physical System
(TCPS) for improving safety and mobility, and reducing greenhouse gas emissions.
Unfortunately, a typical TCPS with a centralized computing service cannot support realtime CAV applications due to the often unpredictable network latency, high data loss rate
and expensive communication bandwidth, especially in a mobile network, such as a CAV
environment. Edge computing, a new concept for the CPS, distributes the resources for
communication, computation, control, and storage at different edges of the systems. TCPS
with edge computing strategy forms an edge-centric TCPS. This edge-centric TCPS system
can reduce data loss and data delivery delay, and fulfill the high bandwidth requirements.
Within the edge-centric TCPS, Vehicle-to-X (V2X) communication, along with the
in-vehicle sensors, provides a 360-degree view for CAVs that enables autonomous
vehicles’ operation beyond the sensor range. The addition of wireless connectivity would
improve the operational efficiency of CAVs by providing real-time roadway information,
such as traffic signal phasing and timing information, downstream traffic incident alerts,
and predicting future traffic queue information. In addition, temporal variation of roadway
traffic can be captured by sharing Basic Safety Messages (BSMs) from each vehicle
through the communication between vehicles as well as with roadside infrastructures (e.g.,
traffic signal, roadside unit) and traffic management centers. In the early days of CAVs,
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data will be collected only from a limited number of CAVs due to a low CAV penetration
rate and not from other non-connected vehicles. This will result in noise in the traffic data
because of low penetration rate of CAVs. This lack of data combined with the data loss
rate in the wireless CAV environment makes it challenging to predict traffic behavior,
which is dynamic over time. To address this challenge, it is important to develop and
evaluate a machine learning technique to capture stochastic variation in traffic patterns over
time.
This dissertation focuses on the development and evaluation of various connected
and autonomous vehicles applications in an edge-centric TCPS. It includes adaptive queue
prediction, traffic data prediction, dynamic routing and Cooperative Adaptive Cruise
Control (CACC) applications. An adaptive queue prediction algorithm is described in
Chapter 2 for predicting real-time traffic queue status in an edge-centric TCPS. Chapter 3
presents noise reduction models to reduce the noise from the traffic data generated from
the BSMs at different penetration of CAVs and evaluate the performance of the Long
Short-Term Memory (LSTM) prediction model for predicting traffic data using the
resulting filtered data set.

The development and evaluation of a dynamic routing

application in a CV environment is detailed in Chapter 4 to reduce incident recovery time
and increase safety on a freeway. The development of an evaluation framework is detailed
in Chapter 5 to evaluate car-following models for CACC controller design in terms of
vehicle dynamics and string stability to ensure user acceptance is detailed in Chapter 5.
Innovative methods presented in this dissertation were proven to be providing
positive improvements in transportation mobility. These research will lead to the real-
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world deployment of these applications in an edge-centric TCPS as the dissertation focuses
on the edge-centric TCPS deployment strategy. In addition, as multiple CAV applications
as presented in this dissertation can be supported simultaneously by the same TCPS, public
investments will only include infrastructure investments, such as investments in roadside
infrastructure and back-end computing infrastructure. These connected and autonomous
vehicle applications can potentially provide significant economic benefits compared to its
cost.
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INTRODUCTION

1.1

Problem Statement
Cyber-Physical Systems (CPS) seamlessly integrate computation, networking and

physical devices. Specifically, a Connected and Autonomous Vehicle (CAV) system in
which each vehicle can wirelessly communicate and share data with other vehicles or
infrastructures (e.g., traffic signal, roadside unit), requires a Transportation Cyber-Physical
System (TCPS) for improving safety and mobility, and reducing greenhouse gas emissions.
Unfortunately, a TCPS with a centralized computing service cannot support realtime CAV applications due to the often unpredictable communication network latency, and
high data loss rate and expensive bandwidth, a difficulty that is particularly characteristic
of mobile networks, such within the CAV environment (NSF, 2017). Edge computing,
however, is a new concept that can support such applications in that the communication,
computation, control and storage resources are placed in a distributed manner at different
edges within the CPS (NSF, 2016; Rabinovich et al., 2004). This CPS with this specific
edge computing strategies is thus used to form an edge-centric TCPS, a system that is quite
effective in reducing data loss and data delivery delays while ensuring the high bandwidth
requirements (Rayamajhi et al., 2017; Chowdhury et al., 2018).
The addition of wireless connectivity would improve the operational efficiency of
CAVs by providing real-time roadway information, such as traffic signal phasing and
timing information, downstream traffic incident alerts and future traffic queue information.
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In addition, temporal variation of roadway traffic can be captured by sharing Basic Safety
Messages (BSMs) from each vehicle through the communication between vehicles as well
as with roadside infrastructures (e.g., traffic signal, roadside unit) and traffic management
centers. During the early deployment of CAVs, data will be acquired from only a limited
number of CAVs (i.e., with a low CAV penetration rate) and not from other non-connected
vehicles. Moreover, the data loss rate in the wireless CAV environment contributes to the
unavailability of data from the limited number of CAVs. The lack of such limited CAV
data in turn greatly increases the challenge of predicting traffic behavior, which changes
dynamically over time. Therefore, the development of a machine learning technique to
capture the stochastic variation of traffic patterns over time is necessary.
Furthermore, the noise of traffic data such as travel speed and space headway
between vehicles could reduce the prediction accuracy of the machine learning model
given the projected limited penetrations of connected vehicles. Therefore, improving the
prediction accuracy through the use of these noisy data necessitates the development of a
traffic prediction model combined with a noise reduction model. Such a model will be most
useful in the accurate prediction of traffic data in real-time for both route planning and
scheduling to reduce travel times, for assessing traffic conditions as they unfold and for
optimizing a vehicle’s energy resources to reduce fuel consumption (Ma et al., 2015; Hua
et al., 2017; Ren et al. 2017; Ma et al., 2009; Ma et al., 2012; Khan et al., 2017).
In a TCPS, efficient incident management systems have both relieved congestion
with the concurrent benefits in terms of economic savings, energy conservation, and
improved environmental conditions, and health and safety aspects (Chowdhury et al.,
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2007). Implementing a traffic incident management (TIM) plan, the characteristics of
which are real time detection and verification scheme, and regularly updated data in terms
of response (e.g., tow truck arrival), scene management and traffic control, and quick
clearance and recovery activities can clearly ease such congestion. Therefore, developing
and evaluating a dynamic routing application that can support a TIM scheme is most
important.
Any substantial level of user acceptance of a CAV system, Cooperative Adaptive
Cruise Control (CACC) for example, requires the replication of the driving experience in
a CACC equipped-vehicle without compromising driver comfort (Islam et al., 2018; Jones,
2016; Wang and Wang 2015). Thus, a key factor in any CACC systems design entails using
driver models that represent driver car-following behaviors to achieve user acceptance of
a CACC application. “User acceptance” can be defined as the safety and comfort of the
occupant in the CACC vehicle in terms of acceptable vehicle dynamics (i.e., the maximum
acceleration or deceleration) and string stability (i.e., the fluctuations in the vehicle’s
position, speed, and acceleration). Both the user acceptable vehicle dynamics and string
stability are critical for all safety-centered scenarios (e.g., incident management). Hence, it
is important to develop an evaluation framework in terms of vehicle dynamics and string
stability to investigate driver car-following models to inform CACC designs.
The simultaneous support of multiple connected and autonomous vehicles
applications detailed in this dissertation by the same TCPS means that the only public
investments required are those concerning infrastructure (e.g. investments in roadside units
and backend computing platforms). Clearly, the limited need for such support in connected
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and autonomous vehicle applications can potentially provide significant economic
benefits compared to its cost (He et al., 2012).
1.2

Research Objectives
The focus of this dissertation entails the development and evaluation of various

applications relating to the CAVs, specifically adaptive queue prediction, traffic data
prediction, dynamic routing and CACC applications, in an edge-centric TCPS. The
followings are the objectives of this dissertation.
i. The first objective is to develop an adaptive traffic queue prediction algorithm to
predict real-time traffic queue status in an edge-centric TCPS (Chapter 2).
ii. The second objective is to investigate noise reduction models to reduce the noise
of the traffic data generated from the Basic Safety Messages (BSMs) for different
penetration of CVs and evaluate the performance of the speed and space headway
prediction model using the resulting filtered data (Chapter 3).
iii. The third objective is to evaluate a dynamic routing application in a connected
vehicle environment to reduce incident recovery time and increase safety on a
freeway (Chapter 4).
iv. The fourth objective is to develop an evaluation framework for the application of a
driver car-following behavior model in a CACC controller design and evaluate the
framework for the application of a driver car-following behavior model in a CACC
controller design (Chapter 5).
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The ultimate aim of this research is to contribute to the understanding of CAV
applications under TCPS by accomplishing the corresponding objectives as discussed
above.
1.3

Dissertation Outlines
This dissertation is organized into six chapters. Chapter 1 describes an overview of

the research problem and objectives of this research. Chapter 2 discusses the development
and evaluation of adaptive queue prediction algorithm for an edge-centric TCPS. Realtime traffic data prediction model is presented in Chapter 3. Chapter 4 presents the
development of an evaluation framework for car-following models to ensure user
acceptance for CACC controller design. A dynamic routing application in a CAV
environment to reduce recovery time and increase safety on a freeway is presented in
Chapter 5. Chapter 6 concludes the dissertation and discusses the implementation strategies
of CAV applications in a TCPS.
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CV APPLICATION: ADAPTIVE QUEUE PREDICTION

2.1

Introduction
The U.S. Department of Transportation (USDOT) has emphasized the need for new

lightweight vehicles to install vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I)
communications to support various safety, mobility, and environmental CV applications to
address such issues as queues on the roadway. These queues, which can be caused by daily
recurring congestion, work zones, incidents and weather conditions, are the major cause of
secondary collisions, accounting for approximately 34% of rear-end collisions of the total
reported crashes (National Safety Council, 2015; Dimitriou et al. 2018). In addition, they
can disrupt regular traffic flow by introducing shockwaves into the upstream traffic. The
successful minimization of this secondary collision risk and the resulting traffic flow
shockwaves depends on i) the quick detection of a traffic queue including its location,
duration, and length, ii) the rapid preparation of a warning message for vehicles
approaching the traffic queue, and iii) the broadcast of traffic queue information to
approaching vehicles in real-time (Balke et al. 2014).
The traditional queue prediction algorithm used in a CAV environment is based on
the average gap between vehicles and the average speed information of the surrounding
vehicles in the traffic stream (Balke et al. 2014). Typically, a queued state is determined
by the speed of the vehicle as well as the separation distance between the subject vehicle
and the one immediately in front of it. If the separation distance is not possible to calculate
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in a traffic stream, the average speed of CAVs can be used to detect queue states. The
queued state along with the Basic Safety Message (BSM) is then transmitted to other CVs
every one-tenth of a second using Dedicated Short Range Communication (DRSC).
However, this algorithm detects queues depending on a specific threshold of
vehicle speed and separation distance. In addition, it is not applicable in mixed traffic
scenarios, one in which non-connected vehicles are between the CVs, making the
separation distance between connected vehicles higher than the threshold. In the early days
of CVs, data can be collected from only a limited number of CVs (i.e., a low penetration
rate) and not from the remaining non-connected vehicles. Moreover, the rate of data loss
in the wireless CV environment also contributes to the lack of data from a limited number
of CVs (Vivek et al., 2014). Thus, it is challenging to predict traffic behavior (e.g., queue
prediction), which changes dynamically over time with this limited CV data.
One potential solution to this issue involves edge computing, a new concept for the
TCPS in which the resources for communication, computation, control, and storage are
placed at the different edges in the CV system (Rabinovich et al., 2004). This system has
the ability to reduce data loss rate and data delivery delay as well as fulfill the high
bandwidth requirement. For example, a Roadside Unit (i.e., RSU), located in the next
immediate edge layer from the associated CVs, can offer data sharing with low latency to
support CV applications. For example, communication bandwidth-hungry sensor data
generated from devices, such as video cameras, can be aggregated, analyzed and distributed
in the edges within a CV Environment.
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In this study, the author develops and evaluates the performance of an adaptive
queue prediction application in an edge-centric TCPS. This algorithm was developed using
a machine learning approach with a real-time feedback loop, and subsequently evaluated
using Simulation of Urban Mobility (SUMO, 2017) and ns3 (Network Simulator 3) (NS3
2017) to determines its efficacy on a roadway network in Clemson, South Carolina, USA.
The performance of this edge-centric TCPS was measured in terms of accuracy at varying
CV penetration levels and data loss.
The rest of this chapter is structured as follows. Section 2.2 reviews the related
work on edge-centric cyber-physical systems and CV applications using machine learning
in a CV environment. Section 2.3 then discusses the architecture for a deployment-ready,
edge-centric TCPS and the adaptive queue prediction algorithm developed for this edgecentric TCPS. The evaluation of this adaptive queue prediction algorithm is discussed in
Section 2.4 along with the analysis of the results. Finally, Section 2.5 concludes with with
a concluding discussion.
2.2

Related Work
The past research in this area is reviewed beginning with edge-centric computing

for a TCPS and followed by connected vehicle applications that use machine learning
strategies.
2.2.1 Edge-centric Computing for a Cyber-Physical System
The term edge-centric computing, first introduced in 2002, was used to refer to
applications deployed over Content Delivery Networks (CDN),

10

type of computing

motivated by the agreement of various software companies to distribute their software
using CDN edge computing servers (Sivasubramanian et al., 2007). These CDN edge
servers had the advantages of proximity to and computing resources availability at the
edge, advantages that helped achieve high scalability. Initially, edge-centric computing
concept was restricted to these CDN servers distributed around the world, with researchers
applying this concept to deploy and replicate applications in these networks
(Sivasubramanian et al., 2007). However, the edge-centric computing concept can be
applied to CV systems because a wealth of devices and roadway sensors, both wired and
wireless, are connected with one another and available at the periphery of CV systems.
Fog Computing is a concept similar to edge computing, defined by Cisco (IoT,
2017) as a paradigm that extends Cloud Computing and services to the edge of the network.
The primary characteristics of Fog Computing include i) its proximity to the users, ii) its
applicability if the geographical distribution is very dense, and iii) its suitability for
mobility applications. The primary benefit of edge and Fog Computing is that computing
services can be provided at the different edges of a CPS (Bonomi et al., 2012), meaning
minimizing computation at the cloud and battery exhaustion in mobile terminals while
ensuring reliability is its key feature. Edge-centric TCPS is appropriate for CV systems and
applications as different heterogeneous edge computing resources are available for realtime data analytics at the different edges of such systems.
2.2.2 Connected Vehicle Applications Development using Machine Learning
The Connected Vehicle Reference Implementation Architecture (CVRIA) provides
a framework and a system architecture, which is appropriate for the research and
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development of CV applications (CVRIA, 2018). CVRIA assumes that a CV platform is
an integration of vehicle sensors, GPS, automotive systems, safety devices, and
information and entertainment systems. The On-Board Unit (OBU) of each CV provides
processing, storage, and V2V and V2I communication functions. It interacts with Roadside
Equipment (RSU) and other vehicles (referred to as Remote Vehicle OBUs) using BSMs
and communication protocols over a dedicated wireless network operating at a licensed
spectrum at 5.9 GHz. To date, CVRIA has defined more than ninety-five CV applications,
which include safety, mobility and environmental applications (ARC-IT, 2018).
For traffic operational analysis, different types of algorithms, such as embedded
algorithms for loop detector systems, computer vision based algorithms and machine
learning based algorithms, have been used for addressing various traffic-related problems
(Hernandez et al., 2017; Coifman and Kim, 2013; Ma et al., 2012; Mossi et al., 2011; Rong
et al., 2013). With the latter being of interest to the work reported here, such algorithms
provide for more accurate traffic operational analysis than statistical methods as they can
learn from previous experience with similar roadway conditions as seen in, for example,
the case-based reasoning (CBR) machine learning method (Aamodt and Plaza, 1994). The
primary assumption for predicting traffic behavior is that new behavior will have a solution
closest to that of the most similar previous experience. The CBR method has been used in
such transportation-related applications as crash analysis, the detouring of traffic during
crash events and traffic signal plan calculation (Andersen, 2012; Chowdhury et al., 2006;
Schutter et al., 2003; Li et al., 2005).
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Support Vector Machine (SVM) and Support Vector Regression (SVR) are also
widely used supervised machine learning techniques. SVMs, which are primarily used for
classification, outlier detection and regression problem (SVM, 2017), have been used to
predict travel time, speed, and traffic flow conditions, and to detect traffic incidents
(Chowdhury et al., 2006; SVM, 2017; Ma et al., 2009; Vanajakshi and Rilett, 2004). In
addition, Artificial Neural Networks (ANN) have been used extensively in studying traffic
data forecasting, driver behavior modeling and vehicle classification (Chowdhury et al.,
2006; Ma et al., 2009; Comert and Cetin, 2009). However, there is no existing literature
investigating the use of an adaptive queue prediction algorithm in a CV environment in an
edge-centric TCPS using machine learning.
2.3

Adaptive Queue Prediction Algorithm in an Edge-centric TCPS
This section describes the details of an edge-centric TCPS system for connected

vehicle applications and the adaptive queue prediction algorithm in the edge-centric TCPS.
2.3.1 Edge-Centric Cyber-Physical System
The edge-centric TCPS consists of three edge levels, i) system edge, ii) fixed edge,
and iii) mobile edge layers as shown in Figure 2.1(a), forming a hierarchical cyberphysical system architecture that can address the complexity and scale issues of CV
systems. The system edge, which pertains to cloud-based services, involves a single endpoint for a cluster of fixed edges. A fixed edge, which includes a general-purpose processor
(i.e., edge device) and a DSRC based roadside unit (RSU), can communicate with the
mobile edge using DSRC and with the system edge using Optical Fiber/WiFi. The fixed
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edge can also be extended to support a video camera and other sensing devices, such as
weather sensors.
CVs participating in a system act as mobile edges and are equipped with an OnBoard Unit (OBU). The fixed edges are backhauled to a system edge that can effectively
serve as a backend resource, and the OBU can exchange data with the RSU through DSRC
communication. Using the DSRC, a mobile edge layer can perform V2I communication.
Figure 2.1(b) shows network connectivity among different nodes of the edge-centric TCPS.
Real-world deployments covering large geographical areas require more than one
network technology to support communication needs, including, for example, DSRC,
WiFi, Long Term Evolution (LTE) and optical fiber. In this system, the choice of
communication depends not only on the location of mobile edges from the fixed edge and
system edge placement but also on the requirements necessitated by the applications and
system services. In this edge-centric system, since the fixed edge layer can support more
than one networking technology, it is designed to be equipped with DSRC Radios, Wi-Fi
hotspots, Cellular 3GPP, LTE networks or fiber networks. It is also designed to support a
wide range of applications and devices such as weather monitoring sensors and video
cameras. A simple publish/subscribe messaging protocol is employed at each node to
support data transfer among intermittently connected ad-hoc mobile edges, these
messaging services enabling applications to send and receive messages via different
networks. Messages are transferred as a topic and routed through these various networks,
reaching a specific edge layer based on the subscription of topics.
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The advantages of the edge-centric TCPS include proximity, intelligence,
scalability and control (Premsankar et al., 2018). The proximity to the edge provides the
flexibility to communicate efficiently with the immediate edge layers, meaning
information distribution is quicker than with a centralized system. For example, the mobile
edge layer can send information to the fixed edge layer instead of sending information to
the system edge directly. With the increasing number of connected vehicles, roadway
sensors and devices will be becoming more powerful, and these large amounts of raw data
need to be processed into a usable format based on different CV applications requirements.
Thus, intelligence functions need to be distributed between edge layers to reduce the time
needed for computationally expensive applications. This edge-centric TCPS can be easily
scalable by increasing the number of edges in the different layers to meet the growing
demand of computational resources. In addition, it is necessary to manage and control the
different edge layers that can assign or delegate computation, synchronization or storage
to other edge layers selectively. Furthermore, the location of personal and social media
data can be in the edge, and control of data privacy and security issues can reside in an
edge depending on the suitability.
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Fig. 2.1. Physical view of edge-centric cyber-physical system for connected vehicle
applications (a) Edge-centric TCPS framework for CV applications; and
(b) Communication networks in the edge-centric cyber-physical system in a CV
environment
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2.3.2 Adaptive Queue Prediction Algorithm using Machine Learning
In this research, an adaptive queue prediction algorithm is developed with a
feedback loop for determining whether a CV is traveling in a queued state (as shown in
Figure 2.2). This algorithm is deployed in different edge infrastructures, with the machine
learning based queue prediction algorithm being deployed in the fixed edge layer, while
the parameter estimation process for the machine learning method is implemented in the
system edge to reduce the computational load at the fixed edges.
Mobile Edge
Real Time CV Data from OBU
(i.e., car id, time stamp, latitude, longitude,
speed)

System Node
Discard the
parameter set

Fixed Edge

No
SVM Parameter
Estimation Algorithm
(C and Gamma)

Is there a new
parameter set?

Yes

Send the updated
parameter

Obtain CV data
(i.e., car id, time stamp
latitude, longitude, speed)

Repeat every
3 second

Process All Data
Collect a Set of Data
(CV penetration and data
loss rate)

Sliding Time Window
Model
Feedback loop
Training Data
from VISSIM
(i.e., headway,
speed, queue
flag)

Predict Queue using SVM
Algorithm
Generate
Speed data
including
Image
Processing
Error

Store Data in
Database
(i.e., MongoDB)

Train SVM Classifier

Verify Queue Prediction
Feedback loop
Store Data in Database
(i.e., MongoDB)

Sliding Time Window
Model

Training Data from
VISSIM
(i.e., Average Space
headway, Average speed,
queue flag)

Fig. 2.2. Adaptive queue prediction algorithm in the edge-centric TCPS.
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Each mobile edge node provides BSMs (i.e., the time stamp, latitude, longitude and
speed of the vehicle) to the fixed edge every one-tenth of a second. After being received,
these basic connected vehicle data are processed and aggregated in the fixed edge, and then
the aggregated data are normalized for queue prediction. For training the machine-learning
model, labeled simulation data can be used initially. At the fixed edge, the predicted queue
status is verified with the average speed on the road network. If the average speed of all
vehicles is less than 5 mph (FHWA, 2017), the traffic state is detected as a queue state, and
these predicted data are stored in a database. As the queue prediction becomes verified
labeled data, it is added to the training dataset for the next prediction time window, and the
SVM parameters are updated at the system edge node as shown in Figure 2.2. As the traffic
state changes over time, the evolving data stream is added to the training data set for
implementing a feedback loop in the system, meaning the queue prediction algorithm
adapts with changes in the traffic situations. This edge-centric queue prediction algorithm
minimizes the computing workload of processing, aggregating and predicting queues using
data from each CV at a mobile edge node or a fixed edge node. The supervised machine
learning method (i.e., Support Vector Machine), the preparation of the training and testing
data from raw data, the data normalization, the feedback loop development using fixed and
dynamic sliding time windows, and the queue prediction accuracy after testing with realtime data are discussed more fully on the following sections.
2.3.2.1

Support Vector Machine
In this study, a Support Vector Machine (SVM) was used for predicting queue

status. A radial basis kernel function, which was used for the binary classification problem
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(queue or no queue), was implemented using the Scikit learn library tool in Python (SVM,
2017). While linear kernel, polynomial kernel, and sigmoid kernel are also types of SVM
kernel functions, the performance of a radial basis kernel in classification problems is better
than other available kernel functions (Ma et al., 2012; Chowdhury et al., 2006). The two
coefficients for a radial basis kernel for classification using SVM are C and γ. These two
parameters were estimated using the training data set by applying a grid search method to
find their optimal values (Hsu and Lin, 2002). As the SVM parameters were estimated in
the system edge, the time needed for estimating the parameter set does not affect the realtime application. As suggested by FHWA (2017), this study used headway and speed from
the CV generated data for the queue prediction.
2.3.2.2

Raw Data Processing and Data Normalization
This study simulated Perimeter Road in Clemson, SC, USA, in the microscopic

traffic simulator, VISSIM (VISSIM, 2017), recording individual vehicle data to train the
SVM model. The VISSIM output file (.fzp), which contains different microscopic traffic
data (e.g., speed, headway, queue flag), was analyzed using a Python script. In this dataset,
“queue flag” indicating whether there is a queue, is not a numerical output. The
microscopic vehicle trajectory data are used to calculate average speed and headway for
all vehicles for every three seconds as an aggregate of three seconds is used for queue
prediction later. For training the SVM, queue flags were labeled either 1 or 0, with
1indicating a queue and 0 no queue. These data processing steps were performed by Python
coding. A grid-search method was used to find the optimal values of C and γ, with the
initial range of C varying from -2 to 2 and γ from -4 to 4. As the SVM parameters were
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estimated in the system edge, the time needed to estimate the parameter set did not affect
the real-time application. When the system edge sent the updated parameter to the fixed
edge, the queue was predicted using the updated parameter. SVM-related literature has
reported that these machine learning algorithms are sensitive to the scale and variance of
the input data (Attig and Perner, 2011; Graf et al., 2003). Thus, both training and real-time
test data are needed for normalizing using the same 0 to 1 scale applying the following
equation:
Y =

Y  min Y 

max Y   min Y 

Where Y  is the normalized vlaue of speed or headway and
Y is the observed speed or space headway

2.3.2.3

Feedback loop Development
As shown in Figure 2.2, the feedback loop includes the verification of the predicted

queue flag and the policy for adding verified predicted data to the training data set. This
study assumes that the adaptive queue prediction algorithm will be implemented in realworld deployment by verifying the queue prediction with the average speed using a video
image processing system with a video camera. In the simulation environment, this study
calculated the average speed for all the data from 100% CVs and added a margin of error
based on the calculated average speed resulting from the video processing. By doing so,
the error added to the estimated speed can replicate the real-world scenario in this algorithm
with simulated data. This can be done by randomly selecting the average speed value from
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a range of speed data for a specific prediction time using the average speed from the
simulation data and the margin of error (IMAGE, 2017).
To update the training data set, this study used a fixed and a dynamic sliding time
window. According to the fixed sliding time window, the predicted labeled data were
stored for a specified time in the head of the dataset, and the same number of data rows
were removed from the tail of the dataset. The focus of this sliding time window technique
is to remove old data from and add recent data to the training data set. However, if the same
pattern of data is added over time and the unique data pattern removed, the prediction
accuracy is reduced due to the unavailability of labeled data with different patterns in the
training data set, especially in evolving data streams. Because of this challenge, this study
introduced a dynamic sliding window technique (Bifet, 2009) for updating the training
dataset. In this technique, recent verified data are added to the training data set, and older
data dropped dynamically based on statistical rules (hypothesis test using mean and
variance). In the feedback loop for this study, a parameter-free adaptive size sliding
window method, which provides theoretical guarantees of the data pattern for the evolving
real-time data streams (Bifet, 2009), was implemented.
There are two inputs in this dynamic sliding time window algorithm, the confidence
value    0,1 and the sequence of real values x1 , x2 , x3 ,..., xt (the real values here are the
headway and speed data from the real-time CV environment). Each xt is generated at
2
time t according to the data distribution Dt , and t  t are the expected mean and variance

values of xt from distribution Dt with xt being normalized on a scale of [0, 1] from an
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interval [a, b] such that a  xt  b with probability 1. In this case, t and  t2 are unknown
for the distribution Dt for all t. This dynamic sliding time window technique keeps the
latest speed ( xi ,speed ) and headway ( xi ,headway ) values for a sliding window W. If the length
of the window W is n, then ˆ w is the observed average value of all the headway or speed in
W, and  w is the unknown average value of all the headway or speed of t for t  W . All
the data generated are indexed with t. However, the instantaneous values of t can be
significantly different from  w or ˆ w . As  w is the expected value of ˆ w , these two values
become closer for larger time windows. In this case, this research added new samples if
the newly added data were distinct from the existing training data and the algorithm added
data to the system and the older portion of the data was dropped.
The distinction between the two windows depends on the value of the global error,

 , the window length and the values of the data stream. At every step, this algorithm
measures the value of ˆ w , which is an approximate value of  w . The difference in the
distribution of elements in time window W0 and W1 are measured using a statistical test.
The elements of the time windows are statistically different if the difference between the
average observed values of these windows exceeds a threshold, 𝜀𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 . The value of
𝜀𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 for the two windows (W0 and W1) is computed as follows. Let n0 and n1 be the
number of elements of W0 and W1, respectively. Let ˆ w0 and ˆ w1 be the average values in
time windows, W0 and W1, and  w0 and  w1 the expected average values of time window,
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W0 and W1, respectively. Multiple hypothesis testing can be avoided by using 𝛿 ′ instead of
global error, 𝛿. The threshold 𝜀𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 is calculated as follows:

1

4

𝜀𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 = √2𝑚 . 𝑙𝑛 𝛿′
2.3.2.4

where, 𝑚 =

1
1
1
+
𝑛0 𝑛1

𝛿

, n = 𝑛0 + 𝑛1 𝑎𝑛𝑑 𝛿 ′ = 𝑛

Accuracy

In this research, accuracy indicates that the percentage of correctly predicted queues
and no queues over the sum of queue and no queue data from the queue prediction
verification with 100% CV data. This queue flag is considered as the “ground truth” value.
For this binary classification problem, the classification accuracy is measured using the
following formula for each test data set:
A

x
*100
n

where,
A  Accuracy(%)
x  Number of correctly classified queue events
n  Number of total events

2.4

Evaluation of Adaptive Queue Prediction Algorithm
The adaptive queue prediction algorithm in the edge-centric TCPS was evaluated

by simulating the Perimeter Road Corridor in Clemson, South Carolina. Based on
simulation experiments, the reliability of the edge-centric TCPS for CV applications was
determined using the performance measure, accuracy, both with and without the feedback
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loop. The adaptive queue prediction algorithm was also compared with the threshold-based
queue prediction algorithm.
2.4.1 Experimental Set-up
Using the Network Simulator Version 3 (ns-3) (NS3, 2017), the CV environment
was developed in the simulation and the effect of different levels of CV penetration on the
data loss rate were evaluated with a stationary wireless node acting as an RSU. The
mobility of nodes was created using SUMO traffic simulator (SUMO, 2017) to mimic real
vehicular movement. An RSU was placed at the Jervy Gym location of Perimeter Road as
shown in Figure 2.3. The propagation loss model based on Benin et al. (2012) was added
to the ns-3 model to emulate the DSRC range between the RSU and the moving vehicles.
An application was developed in the ns-3 simulation to broadcast messages from the
vehicles to the RSU using the DSRC network. The simulation tests comprised 200 vehicles
per hour per lane on Perimeter Road, a four-lane corridor (two lanes each direction) with a
35 mph speed limit. This study assumed that each vehicle in the simulation was equipped
with a DSRC radio only. Fixed edge and system edge were implemented with the
Transmission Control Protocol (TCP) to receive information from the mobile and fixed
edges. Below are the DSRC simulation parameters in ns3:


Propagation loss model: Three log distance



Fading: Nakagami-m



Tx Power Level: 23 dBm



Frequency: 5.9 GHz
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Channel BW: 10 MHz



Packet Size: 250 Bytes (both case)
The DSRC node in each vehicle was used to collect and transfer vehicle data (i.e.,

time stamp, car ID, latitude, longitude and speed) to a fixed edge node (RSU) for the queue
prediction algorithm. The DSRC coverage of the fixed edge through a real-world field
experiment is shown in Figure 2.3(a), as this study deployed a fixed edge at the Jervy Gym
location and a mobile edge in a conventional vehicle. The DSRC coverage (communication
range) of the fixed edge was simulated in ns3 as shown in Figure 2.3(b). As Figure 2.3
shows, the DSRC coverage range in terms of roadway length on the Perimeter Road portion
was similar to that in the simulation.

Fixed Edge
Fixed Edge

(a)

(b)

Fig. 2.3. DSRC range at Jervy Gym location on the perimeter road (a) DSRC Range from
Field Experiment; and (a) DSRC range in Simulation
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2.4.2 Experimental Scenarios
To evaluate the performance of the adaptive queue prediction algorithm, a baseline
scenario of the queue prediction application without a feedback loop was established. This
study considered four data loss rates at seven CV penetration levels (as shown in Table 2I). The range of data loss rate was specified from 2% to 16% based on (Vivek et al., 2014).
Then four experimental scenarios with the feedback loop were evaluated, with raw data
being collected from each CV (i.e., time stamp, car ID, latitude, longitude and speed) to
predict the queue state. The fixed edge used optical fiber to communicate with the backhaul
server (system edge), and all mobile edge device-equipped vehicles sent data to the RSU
using DSRC. TCP communication was used to connect with the system edge layer when
real-time communication was required. After collecting raw data from the CVs (mobile
edge), the fixed edge published data to the raw data processing unit at the fixed edge. These
processed data were subsequently used for queue state prediction. The database system was
hosted using MongoDB to store data at the fixed edge and at the system edge.

Table 2-I Experimental scenarios with and without a feedback loop.
Experimental Scenario
Scenario 1

Data Loss Rate (%)

CV Penetration (%)

2

10, 20, 30, 40, 50, 75, 100

Scenario 2

4

10, 20, 30, 40, 50, 75, 100

Scenario 3

8

10, 20, 30, 40, 50, 75, 100

Scenario 4

16

10, 20, 30, 40, 50, 75, 100
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2.4.3 Analysis of Experiments
This section presents the accuracy and statistical significance test results for the
adaptive queue prediction algorithm using ns3 simulation. A python script was used in this
study to calculate the space headway between two immediate vehicles using the latitude
and longitude data of each. The average speed and space headway were also calculated for
all CVs every three seconds. Figure 2.4 compares the accuracy of the queue algorithm
without the feedback loop with different CV penetration levels and data aggregation times
ranging from 1 to 5 seconds. Data loss rate was not considered in these simulation
experiments. The results found that the accuracy of the queue prediction algorithm
increased with increasing CV penetration level. Moreover, the queue detection accuracy
increased with increasing data aggregation time of up to 3 seconds, after which its accuracy
decreased. Based on this analysis, a data aggregation time of three seconds was selected
for the queue prediction algorithm.
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Fig. 2.4. Adaptive queue prediction algorithm accuracy without feedback loop with
varying CV penetration levels and data aggregation time.
Figure 2.5 compares the accuracy of the queue prediction algorithm with the
feedback loop using a fixed time sliding window of 9 seconds and without the feedback
loop varying the CV penetration level and data loss rate. As this figure shows, the accuracy
of the queue prediction algorithm increased with increasing CV penetration level for
different data loss rates in both cases (i.e., with a feedback loop and without feedback loop).
Moreover, the queue prediction was more accurate for low penetration levels than with
high CV penetration levels for each data loss rate scenario. Further statistical analysis
revealed that the queue detection accuracy with the feedback loop was significantly higher
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for each CV penetration level at a 95% confidence level than the queue prediction accuracy
without the feedback loop.
Figure 2.6 compares the queue prediction algorithm with the feedback loop using a
fixed sliding time window and a dynamic sliding time terms window in of algorithm
accuracy. One significant finding is that the accuracy of the dynamic sliding time window
is higher than for the fixed sliding time window for low penetration levels of CVs. With
the high penetration of CVs (50% and above), the performance of the fixed and dynamic
sliding scenarios was similar.
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Fig. 2.5. Queue prediction accuracy varying the CV penetration levels and data loss rates with and without the feedback loop.
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Fig. 2.6. Comparison of queue prediction accuracy varying the CV penetration levels and data loss rates between Fixed Sliding
Time Window and Dynamic Sliding Time Window for the feedback loop.
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Figure 2.7 compares the adaptive queue prediction algorithms and the thresholdbased algorithm for 100% penetration of CVs with different data loss rates. In terms of
accuracy, the adaptive queue prediction algorithms performed better than the thresholdbased algorithm. The accuracy difference between the two was larger with higher data loss
rates, suggesting for higher data loss, the speed and headway cannot be measured
accurately. The threshold-based algorithm can detect a queue only if the average speed is
less than 5 mph and the gap between two vehicles is less than 20 ft. Thus, the performance
of the threshold-based algorithm decreases because of a predetermined threshold. This

Accuracy with 100% CV (%)

algorithm performs well only at 100% penetration of CVs with a 2% data loss.
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Fig. 2.7. Comparison of queue prediction accuracy varying the data loss rates between
Fixed Sliding Time Window and Dynamic Sliding Time Window for the feedback loop.
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2.5

Summary and Conclusions
For the initial CV environment, data will only be able to be collected from a limited

number of CVs in mixed traffic, a situation compounded by the fact that the data loss rate
in a wireless CV environment contributes to the unavailability of data from a limited
number of CVs. In this study, a feedback system was developed using SVM to improve
the queue prediction accuracy in dynamic traffic conditions. It evaluated the accuracy of
the queue prediction algorithm at different CV penetration levels and data loss rates in an
integrated SUMO and ns-3 simulation. The simulation analyses revealed that the queue
prediction using the feedback system (i.e., adaptive queue prediction algorithm) exhibits a
higher accuracy than the queue prediction without a feedback system. The feedback system
investigated here was developed using both a fixed and dynamic sliding time window. The
unique feature of the dynamic time window is that verified queue prediction data sets with
unique patterns are added from the evolving data streams in real-time depending on
dynamic traffic conditions. Our analyses demonstrated that the dynamic sliding time
window exhibited a higher accuracy than the fixed sliding time window for CV penetration
levels of under 50% and that the performance of both the fixed and dynamic sliding
scenarios was similar with CV penetration levels of 50% and above.

Statistical

significance tests indicated no significant difference between the traffic queue prediction
using an adaptive queue prediction algorithm and ground truth data.
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CV APPLICATION: TRAFFIC DATA PREDICTION

3.1

Introduction
With the advancement of new technology in the field of Intelligent Transportation

Systems (ITS), transportation agencies have implemented such initiatives as Advanced
Traffic Management Systems (ATMS) and Advanced Traveler Information Systems
(ATIS) to inform travelers about current and future traffic conditions (Vanajakshi and
Rilett, 2004; Ma et al., 2012; Khan et al., 2017). These traffic management strategies,
which depend on accurate prediction of traffic data including travel speed and space
headway between vehicles, are used for route planning and scheduling to reduce travel
time, for future traffic condition assessment, and for energy optimization to reduce fuel
consumption (Ma et al., 2015; Hua et al., 2017; Ren et al. 2017; Ma et al., 2009; Ma et al.,
2012; Khan et al., 2017).
This real-time prediction is challenging because the traffic flow of a roadway
stochastically changes over time, for example depending on the time of day or day of the
week (Ma et al., 2015). As a result, it is important to capture the temporal relationship over
time to predict traffic data accurately. Currently, these data have been collected through a
wide range of such roadway traffic sensors as inductive loop detectors and video cameras.
The problem is that such data cannot simultaneously capture the stochastic nature of the
traffic flow in terms of spatial and temporal variation for a specific segment of a roadway
as these sensors are deployed at a fixed location (Ma et al., 2015; Zhao et al., 2017).
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These issues are currently being addressed by connected vehicle (CV) technologies
that provide interconnection between transportation systems allowing vehicles to share
Basic Safety Messages (BSMs) by communicating with one another as well as with
transportation roadside infrastructures (e.g., traffic signal, roadside unit) and Traffic
Management Centers (TMC). In this CV system, BSMs provide trajectory data, such as the
location, speed, acceleration and deceleration, of each vehicle for every one-tenth of a
second (Liu and Khattak, 2016; Du et al., 2017). This more accurate temporal data also
then imply the spatial variation. Providing real-time BSMs with this temporal and spatial
variation requires data-driven approaches, such as machine learning models for capturing
the non-linearity of traffic patterns.
More specifically, recurrent neural networks (RNNs), a type of machine learning
model that can capture temporal variation and predict time series data, have been used to
predict freeway traffic volume (Zhao et al., 2017). However, previous researchers have
confirmed that these traditional RNNs are unable to capture the long temporal dependency
for an input sequence because of vanishing gradient or exploding gradient problems (Zhao
et al., 2017; Ma et al., 2015; Hochreiter and Schmidhuber, 1997). To address these
limitations, a special RNN architecture, the Long Short-Term Memory Neural Network
(LSTM) (Hochreiter and Schmidhuber, 1997) has been developed for time series
prediction.
Over the past decade, the LSTM has been successfully used in the following areas:
(i) robot control; (ii) speed recognition; (iii) handwriting recognition; and (iv) human action
recognition. More recently, it has been used to predict univariate traffic data, such as
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volume and speed, using data collected from roadway sensors (Zhao et at., 2017; Ma et al.,
2015). However, there is limited, if any, research using LSTM and BSMs from connected
vehicles to predict traffic data. Because the penetration of connected vehicles in the near
future will be limited, traffic data such as average speed and space headway between
vehicles will be noisy, thus reducing the prediction accuracy of this model. This resulting
noise in the traffic data because of a less than 100% CV penetration is analogous to the
inaccurate data collection resulting from a sensor fault.
To improve the prediction accuracy using these noisy data, this research first
investigated noise reduction models, the standard Kalman filter and Kalman filter based
Rauch–Tung–Striebel (RTS) data smoothing techniques, to reduce the noise from the
traffic data measured from BSMs. Second, the performance of the LSTM prediction model
was evaluated for predicting traffic data using the resulting filtered data. Using a vehicle
penetration rate ranging from 5% to 90%, Enhanced Next Generation Simulation (NGSIM)
data (Montanino and Punzo, 2013), which contain vehicle trajectory data for every onetenth of a second, was used as the BSMs for the evaluation of the LSTM prediction model.
The remainder of this research is structured as follows. Section 3.2 describes the
related work on traffic data prediction using machine learning and noise reduction models,
while Section 3.3 discusses the analysis of traffic data from BSMs of CVs in a mixed traffic
scenario (connected and non-connected vehicles) to explore the noise resulting from the
speed and space headway data. Section 3.4 analyzes a method for predicting traffic data
using different noise reduction models at low penetration of CVs, with the evaluation of
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resulting method being discussed in Section 3.5 along with the analysis results, and Section
3.6 provides a concluding discussion.
3.2

Related Work
The related work analyzes existing research on different types of recurrent neural

network models for traffic prediction and noise reduction models.
3.2.1 Recurrent Neural Network Models for Traffic Prediction
Feed Forward Neural Networks (FFNN), the simplest neural networks, have been
used extensively to study forecasting travel time and traffic flow as well as subsequent
traffic patterns (Park and Rilett, 1999; Chowdhury et al., 2006; Ma et al., 2009). However,
they are unable to capture temporal and spatial variations in time series problems as they
do not have a memory mechanism that allows for the evolution of traffic patterns for traffic
flow predictions in the future. In addition, spatial and temporal patterns and optimal look
back intervals must be determined beforehand for input into FFNN for the time series
prediction, a step requiring data preprocessing using statistical methods (e.g., correlation
analyses, principal component analysis, and genetic algorithm) to prepare a large enough time
series dataset to capture spatial and temporal patterns that is not efficient for real-time time

series predictions.
More recently, RNNs have been explored for capturing variations over time for a
time series problem including, for example Time-Delay Neural Network (TDNN), Jordan–
Elman Neural Network, State-Space Neural Network (SSNN)). The first two models have
been applied to traffic speed predictions using 30-s loop-detector speed data from a freeway
segment of Interstate 4 in Orlando, Florida, the results showing that these models outperformed
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non-linear statistical time series model (Ishak et al., 2003). The SSNN model has also been

used for real-time short-term freeway travel time prediction using synthetic and real-world
data (Van Lint et al., 2002, 2005; Liu et al., 2006), one example being the real-time data
collected from freeway and urban scenarios for the Regiolab-Delft project (Muller et al.
2005; Van Zuylen and Muller 2002). However, these RNN models are unable to capture
temporal and spatial relationship for a long-term time series problem because of vanishing

gradient and exploding gradient problems.
To address these issues for long-term time series problems, the LSTM model has
been explored for traffic data prediction. For example, Ma et al. (2015) used a three-hiddenlayer LSTM model for traffic speed prediction utilizing microwave sensor data. The hidden
layer of this model includes a memory block for capturing the non-linear patterns of speed
over the time. This research found that the LSTM provided more accurate predictions than
traditional RNN models by determining optimal time lags using a trial and error method.
More recently, Zhao et al. (Zhao et al., 2017) constructed a multi-layers LSTM network for

traffic volume prediction. Their model includes an Origin-Destination Correlation (ODC)
matrix integrated in the LSTM network. This ODC matrix captures the correlations
between the temporal and spatial patterns among different links of a road network, thus
improving the performance of the LSTM model by capturing traffic flow evolution over
time and space. This study found that the two-dimensional LSTM was more accurate than
existing traffic forecast methods for short-term travel speed prediction. In further study,
Wang et al. (2017) developed a deep neural network using an LSTM for predicting driver
behavior. As driver behavior is a time-dependent phenomenon and an LSTM can mimic
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human memory, they developed an LSTM based car-following model that can replicate
driver behavior using microscopic NGSIM data. This research found that this deep neural
network model exhibits significantly higher accuracy than existing car-following models.
However, past research has not explored using an LSTM to predict multivariate
traffic data using BSMs in a connected vehicle environment at a low penetration of CVs.
As the related work indicates that this type of RNN has the capability of capturing longterm dependency for predicting time series data, this study used an LSTM model for
predicting traffic data in a connected vehicle environment. In this environment, the LSTM
model can learn non-linear time-variant traffic behavior from a training data set and predict
traffic data based on the real-time input of traffic data. However, this learning capability of
the LSTM model can be reduced by the noise in the data from a mixed traffic environment
(i.e., connected and non-connected vehicles), as one cannot expect 100% CVs in the near
future.
3.2.2 Noise Reduction Models
Noise reduction models have been used extensively to analyze given measurements
and to estimate accurate measurements because of inaccuracies of sensor collected data. In
the past, vehicle trajectories data were filtered using the following methods: (i) averaging
(Ossen and Hoogendoorn 2008); (ii) locally weighted regression using the tri-cube weight
function (Toledo et al. 2007); (iii) filtering (Punzo et al. 2005; Montanino and Punzo 2013)
and (iv) moving average techniques (Thiemann et al. 2008). The noise reduction accuracy
of these methods depends on window size. Kanagaraj et al. (2015) and Rim et al. (2016)
used locally weighted regression techniques for smoothing erroneous vehicle coordinates
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and speed data, respectively, both finding that the accuracy of locally weighted regression
varies based on the polynomial order. More recently, Punzo et al. (2005, 2011) used
moving average and low pass filtering techniques to correct GPS-based trajectory data,
with the latter study analyzing the vehicle trajectory and speed data and evaluating the
accuracy in terms of jerk, consistency, and spectral analysis. They found that the low pass
filter performs very well in terms of accuracy.
Another widely used data smoothing technique is the Kalman Filter, which is used
to reduce noise from sensor fault in sensor-collected data. This filter, named after Rudolf
E. Kálmán, who provided the concept for this method (Kalman, 1960), estimates the
current state based on a sequence of previous noisy observations. There are three types of
Kalman filter smoothing, fixed-interval smoothing, fixed-point smoothing, and fixed-lag
smoothing in addition to several variations including the standard Kalman filter, the
extended Kalman filter and the scented Kalman filter (Gadsden and Lee, 2017). If the
noise in the sensor-collected data is Gaussian, the standard Kalman filter is applicable for
the noise reduction. The standard Kalman Filter has been found effective in estimating air
vehicle sensor errors. In the past, Ervin et al. (1991) used a Kalman filter to smooth the
vehicle trajectory data.
Using the standard Kalman filter process, Rauch et al. (1965) developed an efficient
method based on the RTS algorithm, a two-pass algorithm that reduces the computational
effort required for Kalman filter smoothing since it requires the standard Kalman filter to
be implemented only in the forward direction. The forward pass is the standard Kalman
filter while the backward recursion is introduced to reduce the inherent bias in the Kalman
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filter estimates. Based on their applicability, the RTS and standard Kalman filter have been
implemented as noise reduction models. In a mixed traffic scenario (connected and nonconnected vehicles), data collected from the low penetration of connected vehicles (e.g., 5
% CVs, 10% CVs) in addition to the temporal variation of traffic make the data noisy.
3.3

Analysis of Traffic Data with Different Penetration of CVs
This section describes the data collected from each vehicle of a 500m (1650 ft)

roadway section on Interstate 80 segment in Emeryville (San Francisco), California
(NGSIM, 2006). Then, data are analyzed for 10 different penetration of CVs to analyze the
noise at the low penetration of CVs.
3.3.1 Basic Safety Messages (BSMs) Obtained from the Enhanced NGSIM Dataset
The original NGSIM dataset, which was collected through video cameras,
represents 45 minutes of the peak afternoon period, specifically 4:00 PM to 4:15 PM, and
5:00 PM to 5:30 PM) (NGSIM, 2006). The vehicle trajectory data of each vehicle were
generated through video image processing. However, since the original NGSIM data
contain inconsistencies and noise, Punzo et al. (2011) improved the data set using a
multistep procedure to reconstruct the original I 80-1 dataset (4.00 PM to 4.15 PM) for
each vehicle trajectory, and subsequently conducted an extensive exploratory study to
determine the accuracy of NGSIM trajectory data (Punzo et al., 2011). They reconstructed
the original data measurements while preserving: i) the dynamics of the actual vehicle
while being driven (i.e., shifting gears, vehicle stoppages); ii) the internal vehicle trajectory
consistency (i.e. the vehicle trajectory consistency for acceleration/deceleration, speed, and
space travelled); and iii) the consistency in the platoon (i.e. the actual space headway
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between the follower and leader vehicles in the traffic stream) (Montanino and Punzo,
2013). This reconstructed data set is referred to as the Enhanced NGSIM dataset.
As the Enhanced NGSIM dataset was collected with a frequency of one-tenth of a
second, it represents a sample of the BSMs (i.e., Vehicle ID, Timestamp, Lane ID,
Location, Acceleration/Deceleration, Vehicle Length, Vehicle Class ID, Follower Vehicle
ID, and immediate Preceding Vehicle ID) in a connected vehicle environment. The study
reported here used trajectory data from 3,335 vehicles with a frequency of 10 Hz from the
Enhanced NGSIM I80-1 dataset. More specifically, this study explored the noise and
outliers in the speed and space headway data from 5% to 90% penetration of CVs (5%,
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%).
3.3.2 Exploring Noise in the Speed and Space Headway Data in a Mixed Traffic Scenario
Figures 3.1(a) and 3.1(c) compare the four penetrations of CVs, specifically, 100%
CVs with 5%, 10%, 20% and 30% penetration, while Figures 3.1(b), and 3.1(d) present the
histogram of the noise distributions in the speed and space headway data. To analyze the
type of noise distributions, the noise for each observation was calculated by subtracting the
speed or space headway data for a specific penetration from the 100% penetration of CVs.
This process was followed for all ten penetration rates studied here. As this comparison
indicates, both the speed and space headway data become noisy over time. The histogram
plots of the noise distributions indicate that all distributions look normally distributed (a
Gaussian distribution). In addition, the analysis of the distributions indicates that the noise
distributions for other six penetration rates followed the similar distribution.
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To confirm the normality (Gaussian distribution) of the noise, the data were further
analyzed using a quantile-quantile plot (Q-Q plot). This plot generated idealized samples
based on the Gaussian or normal distribution from the given noise. The idealized samples
were divided into groups, called quantiles. Each data point in the sample was paired with
a similar member from the idealized distribution at the same cumulative distribution, and
the resulting points were plotted as a scatter plot with the idealized value on the x-axis and
the data sample on the y-axis. The resulting plot indicated that the idealized samples
followed the normal distribution lines, confirming that the noise distributions for all the
penetration rates followed a normal distribution.
This study subsequently analyzed the variation in the outliers by changing the
penetration of CVs. Figures 3.2(a) and 3.2(b) show the box plots of the speed and space
headway data with varying the penetrations of CVs. As these figures show, the number of
outliers increases with decreasing penetration rates of CVs, also indicating that the speed
and headway data are changing drastically and, therefore, suggesting that the representation
of the variation of these data over time is not accurate.
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(a)

(b)

(c)

(d)

(a) Comparison between different penetration of CVs and 100 % CVs for speed data; (b) Histogram of noise distributions in speed data; (c) Comparison between
different penetration of CVs and 100 % CVs for space headway data; (d) Histogram of noise distributions in space headway data.

Fig. 3.1. Exploring noise in speed and space headway distribution for different penetration of CVs.
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(a) Average speed distribution

(b) Average space headway distribution

Fig. 3.2. Average speed and space headway distribution varying penetration of CVs.
3.4

Traffic Data Prediction Model Development
The general framework for the traffic data prediction method reported here using

LSTM combined with the noise reduction model is presented in Figure 3.3. Average speed
and space headway time series data extracted from BSMs at different penetration rate of
CVs were used as the input for the noise reduction model. After the filtered data were put
into a temporal sequence, training and testing data were prepared. Using the normalized
training data, the optimal hyperparameter set of the LSTM model was determined. Then,
this set and the testing data were used to evaluate the data prediction method based on the
LSTM model.
As enhanced NGSIM data were collected every one-tenth of a second for each
vehicle, these data can used as a part of the BSMs in a connected vehicle environment.
BSMs

in

this

study

include

time

stamp,

location

coordinate,

speed,

acceleration/deceleration, relative speed, lane number, leader vehicle number and follower
vehicle number. To prepare the data as a time series, this study used the Frame ID sequence
from the NGSIM data as each video frame was created every one-tenth of a second. Then,
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using the location coordinate of each vehicle, the space headway of a subject vehicle was
calculated. In this study, speed and space headway between vehicles were calculated at
every one-tenth of a second. The entire dataset contained 9800 samples. Then the average
speed and average space headway for the different penetration levels of the connected
vehicles were calculated, data that were used as the input of the noise reduction model.

Fig. 3.3. Traffic data prediction method using LSTM combined with a noise reduction
model.
3.4.1 Noise Reduction Model
This study used two noise reduction models, the Standard Kalman filter and the
Kalman Filter based RTS filter.
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3.4.1.1

Kalman Filter
According to Kalman filter, the state of speed or space headway at time t evolves

from the state at (t-1).

xt  At xt 1  Bt ut  wt
where
At is the state transition matrix that transforms state xt−1 to state xt
Bt is the control input matrix for measuring the correction for external influences
based on control vector ut;
wt-1 is the process noise which is assumed to be drawn from a zero mean
multivariate normal distribution N with covariance Qk: wt 1

N  0,Qt 1 

At time t, zt is a measurement value calculated based on the linear combination of the new
estimated state xt and the measurement noise vt.

zt  Ht xt  vt
where
Ht is the measurement matrix that transforms the new estimated state to a measured
state
vt is the measurement noise which is assumed to be zero-mean Gaussian white noise
with covariance Rt: vt

N  0,Rt 

The Kalman filter algorithm consists of two stages for reducing the noise of the
speed and space headway data: i) prior estimation of the new state and ii) measurement
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update. Using the following equations, new speed and space headway are estimated at time
t.

ˆxt|tprior
1

= At ˆxt 1|t 1  Bt ut

T
Pt|tprior
1 = At Pt 1|t 1 At  Qt
prior
prior
Next, the prior estimation of state x̂t and covariance Pt
are required for

updating the measurement at time t. Then the current speed or space headway x̂t can be
estimated at time t:
ˆxt|t = ˆxt|tprior
ˆ prior
1  Kt  zt  H t xt|t 1



Pt is calculated for updating the value of x at time (t-1) as follows:
Pt =  I  Ht Kt

 Pt|tprior
1

where Kt is the Kalman gain. Using the prior covariance Pt

prior

, the Kalman gain can be

calculated as follows:
T
prior
T
Kt = Pt|tprior
1 H t  H t Pt|t 1 H t  Rt 

3.4.1.2

1

Kalman Filter Based Rauch–Tung–Striebel (RTS) Model
The Rauch–Tung–Striebel (RTS) smoother uses the same forward pass as the

standard Kalman filter algorithm. The resulting prior and posterior state estimates x̂t|t 1 and

x̂t|t , and covariances Pt|t 1 and Pt|t from the forward pass are used in the backward pass,
which computes the smoothed state estimates x̂t|n and covariance Pt|n (where t<n). To do
so, the backward steps can be completed using the following recursive equations:
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ˆxt|n  ˆxt|t  Ct  ˆxt 1|n  ˆxt 1|t 
Pt|n  Pt|t  Ct  Pt 1|n  Pt 1|t  CtT
Where,
Ct  Pt|t Ft T1 Pt 11|t

where xt|t is the a-posteriori state estimate of time step t; xt 1|t is the a prior state
estimate of time step t+1; Pt|t is the posterior covariance estimate of time step t, and Pt 1|t
is the a prior state estimate of time step t+1.
3.4.2 Preparation of the Training and Testing Dataset
After processing the BSMs from the enhanced NGSIM time series data, the time
series data were input into a supervised learning problem. Specifically, the observation of
speed or space headway at the current time step was used as an input to forecast the
observation at the next time step. The data between 0 and 1 were rescaled to meet the
default hyperbolic tangent activation function of the LSTM model. After predicting traffic
data using scaled data, the Root Mean Square Error (RMSE) value for a predicted traffic
data was calculated based on the scaled data. To develop and evaluate the LSTM model,
the dataset was divided into two groups: 1) training dataset and 2) testing dataset.
3.4.3 Long Short-Term Memory (LSTM)
LSTM model used in this research consists of three layers: (i) an input layer, (ii) a
recurrent hidden layer, and (iii) an output layer. The model input in the input layer is
denoted as x   x1 ,x2 ,x3 ,...,xt  , and the output sequence in the output layer is denoted as
h   h1 ,h2 ,h3 ,...,ht  , where t is the prediction period. In the context of speed and space
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headway prediction, x can be considered as current speed or space headway data, and h is
the predicted speed. Of these layers, the primary layer is the recurrent hidden layer, which
consists of a memory block, which solves the vanishing gradient or exploding gradient
problems of traditional RNNs. The memory block consists of three gates: (a) a forget gate,
(b) an input gate, and (c) an output gate. These three gates control what information needs
to be removed or added from the previous cell state to the new cell state. The input gate
controls the activations of input into the memory block. The input gate it decides which
values need to be updated using a sigmoid activation function:
it  sigmoid  wi xt  ui ht 1  bi 

where
w, u  parameter matrices
b

 bias

The forget gate decides what information needs to be forgotten from the previous
cell state. Using a sigmoid layer, the forget gate layer ft, which is represented by the
following equation, makes this decision.

ft  sigmoid  w f xt  u f ht 1  b f 
Based on the input gate and forget gate information, the previous cell state, ct−1, is
updated to the new cell state ct. To obtain the new cell state, the previous cell state ct−1 is
multiplied by ft to forget unnecessary information from the previous state. Then, new
candidate values it

tanh  wc xt  uc ht 1  bc  are added to define how much is needed to

update each state value:
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ct  ft

ct 1  it

tanh  wc xt  uc ht 1  bc 

The output gate controls the activations of output into the memory block. At the
output gate, a sigmoid layer decides what parts of the cell state to output, ot:
ot  sigmoid  wo xt  uo ht 1  bo 

Then, cell state ct is put through tanh (to push the values to between −1 and 1)
activation functions and multiplied by the output of the sigmoid gate output ot to predict
speed or space headway h:
ht  ot

tanh  ct 

However, the prediction accuracy of the LSTM model depends on the
determination of the optimal hyperparameter that includes the number of neurons, the
number of epochs, batch size, dropout rate, and learning rate.

3.4.4 Optimal LSTM Hyperparameter Determination
For the time series problem, traditional hyperparameter selection methods such as
the grid search method and the random search method (Bergstra and Bengio, 2012) cannot
be applied to determine the optimal hyperparameter set. Thus, this study used a trial and
error procedure and the Root Mean Square Error (RMSE) metric to determine the optimal
LSTM hyperparameter set. RMSE measures the square root of the average of the squared
errors, which quantifies the difference between the predicted values and the actual values.
The mathematical formulation of RMSE is as follows:

RMSE =

1
N

N

  y  yˆ 
i 1
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i

i

2

where
N represents the total sample size

yi is the actual value traffic data (speed or space headway) and
yˆi is the predicted value of traffic data (predicted speed or predicted space
headway).
This study used a box and whisker plot to identify the optimal parameter set for a
specific hyperparameter. Figure 3.4 shows the box and whisker plot for the number of
neurons selection process for the LSTM model. Thirty samples for each value of a
hyperparameter were created and subsequently plotted in the box and whisker plot to select
the optimal hyperparameter set. The plot shows the median (green line), 25th and 75th
percentiles of the data. This comparison also indicates that the optimal number of neurons
is 100. A similar procedure was followed for the selection of other hyperparameters (i.e.,
number of the epoch, batch size, dropout rate, learning rate). The optimal hyperparameter
values for LSTM model are number of epochs = 400; number of neurons = 100; batch size
= 50; dropout rate = 0.2; and learning rate = 0.001.
This research applied a stochastics gradient descent algorithm with adaptive
learning rate tricks (Kingma and Ba, 2014) to train the LSTM. This new gradient decent
algorithm is an extension of the stochastic gradient descent algorithm. It was used here
because of its applicability in computer vision and natural language processing
applications.

56

Fig. 3.4. Box and Whisker plot for tuning the number of neuron.
3.4.5 Training and Testing LSTM model
To investigate if the LSTM model has a good fit with the training and testing
datasets, the overfitting and underfitting problems must be determined using optimal the
hyperparameters first to ensure the prediction capability of the model. A good fit is one
for which the performance of the trained model is good on both the training and testing
data sets. An underfit model performs well on the training dataset but poorly on the testing
dataset, while for an overfit model the performance is good on the training set initially and
it continues to improve whereas on the testing set its improves to a point and then begins
to degrade. If the loss on training and testing datasets decreases and stabilizes around the
same point, then the model has a good fit with the training and testing data. To assess the
good fit of the model using training and testing datasets, Mean Absolute Error (MAE),
defined as the average of the absolute error, is used as a measurement of the loss and as a
metric to evaluate the performance. The mathematical formulation of MAE is given below:
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MAE =

1 N
 yi  yˆi
N i 1

where:
N represents the total sample size

yi is the actual value traffic data (speed or space headway) and
yˆi is the predicted value of traffic data (predicted speed or predicted space
To evaluate the good fit of the LSTM model, the author plotted several examples from 5%
to 40% penetration of CVs of the MAE profiles using both the training and testing datasets
and the optimal hyperparameters as seen in Figure 3.5. Based on the comparison of MAE
values of these two datasets, each model exhibits a good fit with the optimal hyperparameter
set.
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(a) 5% CVs

(b) 10% CVs

(c) 20% CVs

(d) 30% CVs

(e) 40% CVs

Fig. 3.5. Comparison of Mean Absolute Error (MAE) for the training and testing datasets
using LSTM with the optimal parameter set.
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3.5

Evaluation Results and Discussions
As the evaluation of the traffic data prediction was based on the performance of the

LSTM model, this study used the filtered data resulting from the noise reduction models to
predict the speed and space headway. The performance of the traffic data prediction using
LSTM in conjunction with different noise reduction models was compared with the LSTM
baseline model without noise reduction using RMSE, MAE, and MAPE as evaluation
metrics.
Figures 3.6, 3.7, and 3.8 compare the speed prediction for the RMSE, MAE and
MAPE values, respectively, for the LSTM with the three noise reduction filters, RTS,
Kalman Filter and Moving Average and LSTM without a noise reduction filter.

All

RMSE, MAE and MAPE values were calculated based on normalized ground truth and the
predicted value of speed using the optimal hyperparameter set for each of the prediction
models as identified in Section 3.4.4. The range of the speed data normalization scale is
from zero (0) to one (1). As shown in Figure 3.6, based on the comparison of the RMSE
values, the results indicate that the LSTM combined with the three noise reduction models
performs better than the LSTM alone. More specifically, the LSTM combined with the
RTS filter provided lower RMSE values compared to filtered speed data using the Moving
Average and the standard Kalman filters. For example, this value was reduced from 0.101
using LSTM only to 0.051 using the combination of LSTM and RTS filter at a 5% CVs
penetration rate. Figure 3.7 shows similar comparison results for the MAE values.
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Fig. 3.6. Comparison of RMSE for speed prediction between LSTM with Moving
Average, standard Kalman and RTS noise reduction filters, and LSTM without noise a
reduction filter.
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Fig. 3.7. Comparison of MAE for speed prediction between LSTM with Moving
Average, standard Kalman and RTS noise reduction filters, and LSTM without noise a
reduction filter.
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As shown in Figure 3.8, compared to LSTM alone, LSTM combined with the RTS
noise reduction model reduced MAPE from 19% to 5% for speed prediction at a 5%
penetration of CVs. This research found that LSTM combined with the RTS noise
reduction model reduced MAPE ranges from 1% to 14% for speed for different penetration

MAPE values (%)

of CVs.
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Fig. 3.8. Comparison of MAPE for speed prediction between LSTM with Moving
Average, standard Kalman and RTS noise reduction filters, and LSTM without noise a
reduction filter.
Figures 3.9, 3.10 and 3.11 compare the RMSE, MAE and MAPE values for space
headway prediction, respectively, for the LSTM with the three noise reduction models
explored here and the LSTM without a noise reduction filter. Similar to the speed
prediction, the results indicate that LSTM combined with all three noise reduction models
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performs better than LSTM without a noise reduction model. Furthermore, LSTM

RMSE Values

combined with RTS filter provided lower MAE values similar to the RMSE values.
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Fig. 3.9. Comparison of RMSE for space headway prediction between LSTM with
Moving Average, standard Kalman and RTS noise reduction filters, and LSTM without
noise reduction filter.
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Fig. 3.10. Comparison of MAE for space headway prediction between LSTM with
Moving Average, standard Kalman and RTS noise reduction filters, and LSTM without
noise reduction filter.
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Fig. 3.11. Comparison of MAPE for space headway prediction between LSTM with
Moving Average, standard Kalman and RTS noise reduction filters, and LSTM without
noise reduction filter.

As shown in Figure 3.11, compared to the LSTM alone, LSTM combined with the
RTS noise reduction model reduced MAPE from 27% (using LSTM only) to 9% for space
headway prediction with a 5% penetration of CVs. The results indicated that LSTM
combined with the RTS noise reduction model reduced MAPE ranges from 2% to 18% for
space headway prediction with different penetrations of CVs compared to the
corresponding MAPEs for LSTM alone.
Figures 3.12 and 3.13 compare the ground truth data (actual speed/space headway
using 100% connected vehicles)with the speed and space headway profile with a low
penetration of CVs after reducing noise using RTS and the predicted speed and space
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headway profile using LSTM model with 5% to 40% penetration rates of CVs as examples.
These figures illustrate the predicted speed profiles of speed and space headway visually.
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(a) 5% CVs

(b) 10% CVs

Fig. 3.12. Comparison of (1) Ground truth, (2) Noise reduction using RTS filter, and (3) Prediction using LSTM and filtered
data from 5% to 30% penetration rates of CVs.

(a) 5% CVs

(b) 10% CVs

Fig. 3.13. Comparison of (1) Ground truth, (2) Noise reduction using RTS filter, and (3) Prediction using LSTM and filtered
space headway data from 5% to 30% penetration rates of CVs.
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Table 3-I summarizes the RMSE, MAE and MAPE values using LSTM combined
with the RTS models. These values indicate that the prediction model performs better with
increasing penetration of CVs. The significant difference between the predicted and actual
value with 100% CVs data was analyzed, with Table 3-II providing a summary of statistical
significance test to identify if the predicted data is significantly different from the actual
data. The significance test was conducted at a 95% confidence interval. The results
indicated that the predicted speed using only LSTM is significantly different from the
actual value for CV penetration ranging from 5% to 50%, while space headway is
significantly different from the actual value for the 5% to 60% penetration range. The
statistical analyses showed that the predicted space headway using LSTM combined with
RTS is not significantly different from the actual value from 5% to 100% CV penetration.
In this analysis, individual vehicle-generated data was aggregated at time intervals of
one-tenth of a second to assess the prediction of the speed and space headway, the results
indicating that the LSTM method requires less than a hundred milliseconds (80ms) to
predict the speed and space headway, within an acceptable limit for real-time traffic
applications.
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Table 3-I Summary of RMSE, MAE and MAPE values using LSTM with RTS

5%

10%

20%

Speed

RMSE
MAE
MAPE (%)

0.035
0.027
4.99

0.027
0.023
4

0.025
0.017
3.1

Penetration of Connected Vehicles
30% 40% 50% 60% 70% 80%
LSTM with RTS
0.017 0.018 0.016 0.018 0.017 0.015
0.016 0.015 0.013 0.012 0.012 0.01
3
2.9
2.57
2.49
2.45
2.42

Headway

RMSE
MAE
MAPE (%)

0.051
0.035
9.02

0.029
0.021
6.62

0.028
0.018
5.6

0.024
0.016
5.6

Traffic
Data

Measure of
Effectiveness

0.028
0.018
5.1

0.022
0.013
4.07

0.024
0.013
4.36

0.027
0.013
3.2

0.02
0.008
2.48

90%

100%

0.015
0.01
2.4

0.013
0.009
2.09

0.019
0.008
2.49

0.017
0.007
2.4

Table 3-II Summary of Statistical Significance Test
Penetration of Connected Vehicles
5% 10% 20%
30%
40%
50%
60%
70%
80%
90%
100%
Traffic Data
LSTM without noise reduction filter
√
√
√
√
√
Speed
×
×
×
×
×
×
√
√
√
√
Space headway ×
×
×
×
×
×
×
LSTM with RTS
√
√
√
√
√
√
√
√
√
√
√
Speed
√
√
√
√
√
√
√
√
√
√
Space headway √
Note: × = the actual and predicted values significantly different with 95% confidence interval; √ = the actual and predicted
values are not significantly different with 95 % confidence interval.
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3.6

Summary and Conclusions
This study investigated an LSTM model combined with a noise reduction model to

predict traffic data using a vehicle penetration rate ranging from 5% to 100%. The traffic
data for speed and space headway used here were generated from the Enhanced Next
Generation Simulation (NGSIM) dataset, which contains vehicle trajectory data for every
one-tenth of a second. The analyses revealed that the model developed here for traffic data
prediction can predict speed and space headway for different penetrations of connected
vehicles with no significant difference from the ground truth data. Specifically, LSTM
combined with a RTS noise reduction model reduced MAPE from 19% to 5% for speed
prediction and from 27% to 9% for space headway prediction at a 5% penetration of CVs
compared to LSTM alone. The reduction of MAPE value ranges from 1% to 14% for speed
and 2% to 18% for space headway prediction with penetration of CVs ranges from 5% to
100% compared to LSTM alone. The statistical significance test with a 95% confidence
interval confirmed that the predicted speed and space headway using LSTM combined with
RTS is not significantly different from the ground truth for 5% to 100% CV penetration. A
comparison of the three noise reduction models (Moving Average, standard Kalman filter
and RTS filter) suggests that LSTM combined with RTS can achieve the best prediction
performance in terms of RMSE, MAE and MAPE. In addition, the prediction accuracy of
speed and space headway prediction improve as the penetration of CVs increases.
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CV APPLICATION: DYNAMIC ROUTING

4.1

Introduction
Non-recurring traffic incidents cause one-quarter of all traffic congestion in the

United States (NTIMC, 2012). A total of 33,561 people died in motor vehicle crashes in
2012 (NTHSA, 2013). According to the U.S. Department of Transportation, the total
societal cost of incidents exceeds $200 billion annually (Blincoe et al., 2013). Connected
vehicle technology has the potential to improve safety and mobility, and reducing
greenhouse gas emissions (Thomas, 2013). Cooperative systems in a connected vehicle
environment can be divided into two main areas: Vehicle-to-Vehicle (V2V) cooperation,
and Vehicle-to-Infrastructure cooperation. In this study, the author developed a dynamic
routing strategy in a cooperative vehicle environment (V2V and V2I) to reduce recovery
time and increase safety on a freeway. Through detection and verification, traveler
information, response (tow truck arrival), scene management and traffic control, and quick
clearance and recovery activities, the impact of such congestion can be eased with the
implementation of a traffic incident management (TIM) plan (see Figure 4.1). Dynamic
routing strategies in a cooperative vehicle environment have not only relieved congestion,
but also have led to economic savings, energy conservation, environmental benefits, and
improved health and safety (CHART, 2013).
Routing vehicles to alternate routes in the event of a major incident is one of the
strategies to increase driver safety, ease congestion, improve traffic operations, and reduce
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negative environmental impact (Chowdhury et al., 2007). The traditional methods to route
vehicles include relaying messages via Variable Message Signs (VMS), Highway
Advisory Radio (HAR) services, etc. However, diverting vehicles to an alternate route is
not always a feasible solution (Fries et al., 2007). Further, due to additional diverted traffic,
the alternate route may face heavy congestion. The solution to this problem is to implement
dynamic routing strategies. Dynamic routing strategy or Dynamic Traffic Assignment
(DTA) assigns routes based on the time-varying demand (Mahmassani, 2001). However,
implementation of these strategies in the real world requires an array of infrastructure
sensors, which can collect, transmit and process data efficiently to reroute vehicles when
needed. The two key concerns for a traffic incident management plan is verification time
and response time (arrival time of a tow truck). Slower verification time or late arrival of a
tow truck results in an increased queue length and secondary incidents on the main route
during an incident. Hence, the impact of a dynamic routing strategy was evaluated in a
traffic microsimulation environment by developing different scenarios based on different
verification times and arrival times of a tow truck.
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Fig. 4.1. Linear incident timeline (adopted from SCDOT 2017).
4.2

Related Works
Dynamic traffic routing can be defined as the real-time point diversion of traffic

during non-recurrent congestion. Non-recurrent congestion, such as congestion caused by
traffic incidents, is the source of over 50% of all travel time delays (Sisiopiku et al., 1994).
Dynamic routing provides real-time navigation information, which is based on traffic
conditions at the incident scene, to emergency responders (Incident, 2013). Sisiopiku et al.
conducted a simulation test on two networks (Birmingham, Alabama and Chicago, Illinois)
to evaluate the capabilities of dynamic traffic assignment to improve existing incident
management (Sisiopiku et al., 1994). In this study, they found that the impact of traffic
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incidents could be improved with existing incident management plans that utilize route
diversion strategies. Incident management authorities in South Carolina only consider
route diversion for the most severe and long-lasting incidents, since longer incidents cause
longer queues (SCDOT 2017). Another study showed that impact analysis of route
diversion included costs of police units, VMS and HAR use, and communication and
infrastructure costs (Chowdhury et al., 2007). Thus, local agencies in South Carolina only
applies route diversion strategies in the most severe traffic incidents due to their costs.
4.3

Dynamic Routing Strategies in a Cooperative Vehicle Environment
The recent advances in connected vehicle technologies have paved the way to solve

mobility problems. With the help of connected vehicle technologies, an individual vehicle
can access incident information through infrastructure sensors and vehicles near the scene
to make a decision. The dynamic routing strategy proposed in this study considered a
connected vehicle environment in which the vehicles are routed based on the average speed
information provided by infrastructure sensors on the main route as well as alternate routes.
In VISSIM, micro-simulation software, traffic diversion strategies can be modeled
using Vehicle Actuated Programming (VAP). The dynamic routing strategy developed in
this study was based on the average speed on I-26 and two alternate routes. In the dynamic
routing strategy, traffic has been assigned to each alternate route based on the time-varying
demand, keeping the average speed as a threshold to avoid congestion on alternate routes.
For instance, Figure 4.2 demonstrates VAP (Vehicle Actuated Programming) logic for
dynamic routing strategies that are developed for the section of I-26 in Berkeley,
Orangeburg and Dorchester Counties with two alternate routes. These routes are
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recommended for the section in the SCDOT contingency plan for traffic incidents (see
Figure 4.2).

Fig. 4.2. VAP logic for the dynamic routing strategy
4.4

A Case Study: On a Section of I-26 in Charleston, South Carolina
The first phase in the two-phase study included the development of a calibrated

traffic simulation network of the section of the I-26 in Charleston, SC. In the second phase,
the dynamic strategy was modeled using the Vehicle Actuated Programming (VAP) feature
provided by the traffic microsimulation software VISSIM 5.40 (PTV VISSION, 2012). As
shown in Figure 4.3, the I-26 network included 17.6 mi of freeway with three interchanges,
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and the length of the two alternate routes is 40 miles and 30 miles respectively. The strategy
was then evaluated for different incident scenarios.

Fig. 4.3. Network developed in VISSIM

4.4.1 Traffic Simulation Network Development
As shown in Figure 4.4, the model development process included VISUM, a
macroscopic planning software developed by PTV vision (PTV VISSION, 2012). The
shape file obtained from the SCDOT GIS database was imported to VISUM. Roadway
geometric data collected in the field was used to modify the network according to existing
conditions. The network was then exported to VISSIM.
The 2012 Annual Average Daily Traffic (AADT) volume, which is collected from
the SCDOT traffic count website (SCDOT, 2012), for each gateway point was converted
to Directional Design Hourly Volume (DDHV) to develop an origin-destination (OD)
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matrix. Travel time data for the main route and two alternate routes were collected along
with the volume data for key links for the calibration of the model. The final OriginDestination (OD) volumes reflected twice the evening peak hour for any given location.
The next step in the process was to use Dynamic Traffic Assignment (DTA) in the network
to get turning volumes for each interchange and intersection. The travel time and volume
data collected for calibration were checked against the simulation output for each run.
During this iterative process, link cost, speed distribution and driver behavior parameters
were adjusted as needed to recreate the volumes and travel times observed on the site visit.
After the volumes and travel times were within 10 percent, the model was considered
calibrated.
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Fig. 4.4. Simulation model development.
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4.4.2 Incident Simulation
Since the incident management authority in South Carolina only considers route diversion
for the most severe and long-lasting incidents, incidents that blocked both lanes of I-26 WB were
modeled in the final calibrated simulation model. The incidents were created using the public
transit stop feature of VISSIM 5.40. The total incident time was 46 minutes and the total simulation
time was 7200 seconds.
4.4.3 Route Diversion Strategies
In order to develop the strategy at first, the base model was simulated without an incident.
The link speed data from the simulation model output for the main route and two alternate routes
were then used to calculate average speed under normal conditions. These average speed constants
were used as speed thresholds in the dynamic routing strategy. As shown in Figure 4.3, the VAP
logic will be executed at every simulation second, and it will check the speeds of the main route
and alternate routes via the detectors in the simulation model. Based on these average speed values,
the vehicles whose final destination is the I-26 end towards Columbia (as shown in Figure 4.3)
will be rerouted.
4.4.4 Simulation scenarios
The simulation scenarios were designed to capture the impact of the dynamic routing
strategy. The scenarios were developed based on the two key time parameters of a traffic incident
management plan; (1) verification time (see Table 4-I) and (2) response time (tow truck arrival
time) (see Table 4-II). The base scenario for both parameters included existing traffic volume with
the incident but without routing. The base model output without the incident and dynamic routing
were also used as a base-line to represent normal conditions.
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4.4.5 Simulation Outcomes and Discussion
The simulation analysis was performed for two components: verification time and arrival
time at the incident scene, using the dynamic routing strategy. Then, dynamic routing strategies
were compared with the base scenario without dynamic routing. The author also compared
dynamic strategies with a range of verification times and response times (tow truck arrival time at
the incident scene) to investigate the effect of these strategies. The following sections discuss the
results of the simulation analysis.
Table 4-I Simulation Scenarios based on Verification Time.
Simulation scenarios

Verification Time

Base scenario with the incident

5 minutes verification time

Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing

5 minutes verification time
4 minutes verification time
3 minutes verification time
2 minutes verification time
1 minute verification time
0 minute verification time
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Table 4-II Recovery Time based on Arrival Time at Incident Scene
Simulation scenario

Recovery time (second)

Base scenario with the incident
Base scenario with the incident
Base scenario with the incident
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing
Base scenario with the incident and
dynamic routing

10 minutes arrival time at the
incident scene
9 minutes arrival time at the
incident scene
8 minutes arrival time at the
incident scene
10 minutes arrival time at the
incident scene
9 minutes arrival time at the
incident scene
8 minutes arrival time at the
incident scene

4.4.6 Effect of Incident on Verification Time
Figure 4.5 represents the effect of the incident on verification time for both incident without
dynamic routing and incident with dynamic routing scenarios. The total duration of incident
clearance time was 46 minutes, including a 5-minute verification time for the base incident
scenario.

Fig. 4.5. Effect of dynamic routing strategies on incident verification time.
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Figure 4.5 shows that in the last 800 seconds of simulation the density profile of the I -26
freeway is reducing, as traffic is rerouting to alternate roads when it reaches maximum base
density. It was found that the recovery time was reduced by 52 % with the dynamic routing
strategy. Recovery time was also reduced by a 5% per minute reduction of verification time with
the dynamic routing strategy.
4.4.7 Effect of response time (tow truck arrival time at the incident scene)
Figure 4.6 represents the density profile for 8, 9, and 10 minute arrival times with and
without dynamic strategies. Tow truck arrival times of 8 to 10 minutes, which is the time between
notification of the incident to response units and their arrival at the incident scene, was used based
on Chowdhury et al., 2007. The total incident clearance time for the base scenario with the incident
was the same as the verification time scenario. For the base case, the arrival time was 10 minutes.
From Figure 4.6, it is clear that the recovery time was significantly reduced. The recovery time
was reduced by 60%, 61% and 61.27% for 10, 9, and 8 minutes, respectively.

Fig. 4.6. Effect of dynamic routing strategies on arrival time at incident scene.
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4.5

Summary and Conclusions
In this study, dynamic routing strategies have been developed to reduce recovery time for

a major incident in a cooperative vehicle environment that would result in increased driver safety,
improved traffic operations, and reduced negative environmental effects. Simulation experiments
were conducted on a segment of roadway of I-26 using a traffic micro-simulator. The study
confirmed that dynamic routing in a cooperative vehicle environment could prove to be a powerful
tool in reducing traffic incident induced impacts on the network.
The case study demonstrated that incidents that are not cleared quickly could affect freeway
traffic operations. The results also demonstrated that the dynamic routing strategy reduced
recovery time by 52% with a reduced verification time and an on average 61% reduction in arrival
time of a tow truck at the incident scene. Recovery time was also reduced by 5% per minute
reduction of verification time with the dynamic routing strategy. This study also revealed that
dynamic routing has an effect on verification time and tow truck arrival time. Thus, timely
verification of an incident and quick response to the incident scene results in reduced recovery
time and restoration of normal traffic conditions.
4.6
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CAV APPLICATION: COOPERATIVE ADAPTIVE CRUISE
CONTROL (CACC)
5.1

Introduction
Advanced driver assistance systems are developed to assist drivers with different

driving tasks. Adaptive cruise control (ACC) is one of the most common advanced driver
assistance systems in traditional vehicles without real-time connectivity support between
vehicles (Basak et al., 2013). An ACC system helps vehicles follow the leading vehicle at
a certain gap by varying the vehicle speed. Cooperative adaptive cruise control (CACC) is
an advanced ACC system that uses wireless communication between multiple connected
vehicles in a platoon (CVRIA, 2016). Connectivity between the vehicles in a CACC
platoon allows the vehicles to react much faster than the drivers in an ACC system (Jones,
2016). A CACC vehicle platoon could be compared to a train: the first vehicle in the
platoon acts as the locomotive, and the other vehicles follow the leader (Zhao and Sun,
2013). The potential benefits of connected vehicles in improving safety and mobility and
decreasing environmental impact have already been demonstrated through studies
involving simulation and real-world pilot testing (Dey et al., 2016; Ma et al., 2012; Ma et
al., 2009). ACC solely uses on-board sensors to determine the gap between vehicles and
the relative speed between the subject vehicle and the vehicle immediately in front; a
CACC system makes use of vehicle-to-vehicle communications to obtain multiple
preceding vehicles’ positions and speeds and reacts on the basis of this information.
Connected vehicles participating in a CACC platoon will allow vehicles to react more
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quickly to roadway traffic conditions and events than would be possible with sensor-based
ACC, as each vehicle in a CACC platoon reacts simultaneously to the platoon leader. The
comfortable space headway between vehicles in a CACC platoon depends on human
response to different driving conditions and roadway events (Dey et al., 2016; TaiebMaimon and Shinar, 2001).
As CACC systems will allow a small gap or headway between vehicles in a platoon,
the systems would increase roadway capacity significantly (Dey et al., 2016). CACC
systems also have potential positive impacts such as (a) reduced fuel consumption, (b)
reduced greenhouse gas emissions, (c) reduced travel time, and (d) improved traffic safety
(Van Arem et al., 2006). Despite these advantages, the adoption of CACC technology could
be hindered if end users are unsure about the comfort of this technology and feel insecure
about autonomous driving in a platoon (Jones, 2016). The time headway under autonomous
CACC driving is much shorter than the perception–reaction delay in manual driving, and
therefore it is challenging for drivers to adapt to CACC application (9). CACC operations
may also result in sudden acceleration or deceleration, which might cause discomfort to
vehicle occupants in a platoon (Wang and Wang, 2015). These negative concerns could
cause users to be reluctant to use the CACC feature in a vehicle. In addition, if the vehicleto-vehicle communication is not reliable and the communication delay is too large, the
subject vehicle might collide with the vehicle immediately in front. This problem is closely
tied to the communication delay requirement between vehicles in a platoon, driving
behavior factors, and the automated CACC algorithm. This research focuses on driving
behavior and describes the development of a framework for evaluating driver behavior
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models that can be used in CACC system design to enable consideration of a user
acceptance criterion.
A CACC system targeted to obtain a high level of user acceptance must replicate a
similar driving experience in each CACC vehicle, and the expectations a human occupant
has for a comfortable driving experience should not be violated. Thus, a key factor in
CACC system design is to use driver models that represent driver car-following behavior
and reactions to the surrounding environment to help maintain the longitudinal position
and the minimum gap from the vehicle immediately in front of the subject vehicle in a
CACC platoon. A reliable and efficient CACC system design requires the consideration of
acceptable vehicle dynamics (i.e., acceptable acceleration or deceleration) and string
stability (i.e., the amplification of the fluctuations in the vehicle’s position, speed, and
acceleration), as these factors help ensure user acceptance (i.e., comfort and safety)
(Gunawan, 2012; Pueboobpaphan and Van Arem, 2010; Bose and Ioannou, 2001; Lei et
al., 2012). Thus, the development of an evaluation framework is critical in assessing which
driver car-following behavior model can provide a comfortable driving experience in terms
of vehicle dynamics and string stability in a CACC platoon. The primary objective of this
study is to develop a framework for evaluating driver car-following behavior models on
the basis of user acceptability criteria to ensure that a CACC system maintains safe and
comfortable vehicle dynamics and string stability in different roadway traffic states. In this
research, the maximum acceleration or deceleration and the sum of squares of the errors
(SSE) of the follower vehicles were measured to evaluate user acceptance in terms of
vehicle dynamics and string stability.
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The author evaluated and compared user acceptance, in terms of vehicle dynamics
and string stability, for two driver car-following behavior models—the optimum velocity
model (OVM) and the intelligent driver model (IDM)—in CACC system design through
the evaluation framework developed in this study. To compare the suitability of these
models with a CACC system, a system of first-order ordinary differential equations (ODEs)
was derived for the OVM and the IDM for a platoon of vehicles.
In the next section of this research, related works on the evaluation of driver carfollowing behavior models for CACC system design are reviewed. The following section
describes a framework for the evaluation of driver car-following behavior models in CACC
system design. Details of a case study for the presented evaluation framework under the
OVM and the IDM are then described. Finally, a concluding discussion is presented.
5.2

Related Work
This section discusses previous studies related to the use of driver car-following

behavior models to ensure a safe and comfortable user experience for CACC vehicles. Each
following vehicle in a CACC platoon has a preceding vehicle and a following vehicle; the
last vehicle in the platoon has only a preceding vehicle (Zhao and Sun, 2013). Driver carfollowing behavior models are an integral component of CACC system design. The
objective of driver car following behavior models is to replicate the behavior of a subject
vehicle’s driver while following a leader vehicle in a traffic stream as well as the driver’s
reaction to a stimulus that leads to acceleration or deceleration (Brackstone and McDonald,
1999). Driver car-following behavior has been extensively studied since the 1950s, and
these studies have resulted in many models (Brackstone and McDonald, 1999; Panwai and
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Dia, 2004; PTV VISSIM, 2012; Fritzsche, 1994). These models include (a) the Gazis–
Herman–Rothery model, (b) the linear model, (c) the fuzzy logic–based model, (d) the
collision avoidance model, (e) metamodels, (f) the OVM, (g) the IDM, and (h)
psychophysical models. For CACC system design, potential driver car-following behavior
models need to beevaluated for their efficacy in a CACC platoon design in different traffic
states.
Van Arem et al. (2006) used the MIXIC traffic flow simulation model to evaluate
the characteristics of traffic flow for CACC platooning. The MIXIC microscopic traffic
simulation tool used a driver car-following behavior model, which resulted from the
optimal control model developed by Burnham et al. (1974). A merging scenario was
evaluated on a four-lane to three-lane highway. An analysis of the simulation results
revealed that string stability and traffic capacity were improved with a CACC merging
scenario compared with a non-CACC scenario. The user acceptance of the driver car
following behavior model in terms of string stability and vehicle dynamics was not
analyzed. Schakel et al. (2010) assessed traffic string stability and shockwaves for CACC
and used the IDM driver car-following behavior model to evaluate traffic flow stability and
shockwaves in mixed traffic; the study compared data from the field test and the CACC
advisory system. It was found that shockwaves moved quickly in a CACC scenario if the
penetration level of connected vehicles was 50% or higher. String stability was evaluated
only on the basis of the position profile; the speed and acceleration profiles were not
considered. Later, Zhao and Sun (2013) evaluated manual, ACC, and CACC scenarios in
the Vissim traffic simulator for different platoon sizes and market penetrations. In another
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study, interactions were examined between vehicles in a platoon of six vehicles in
shockwaves and were evaluated with the Wiedemann (1974) driver car-following behavior
and lane-changing model in terms of vehicle dynamics. It was found that lane capacity
increased significantly with a higher market penetration of CACC vehicles in the CACC
platoon and that the platoon size had an insignificant impact on lane capacity increase. To
evaluate the performance of CACC, Milanés and Shladover (2014) developed three control
systems: (a) ACC that used real-world experimental data, (b) CACC control systems that
used real-world experimental data, and (c) CACC control systems that used the IDM carfollowing model. Field experiments were performed with production vehicles to collect the
actual speed, acceleration, and headway measurements of the vehicles.
The analysis revealed that CACC vehicles overcame the limitations of ACC
vehicles (i.e., unstable driver car-following behavior and amplification of speed) and that
the subject vehicle with the IDM controller did not closely follow the vehicle immediately
in front of the subject vehicle in terms of change of speed. Lei et al. (2012) used the SUMO
traffic simulator [which uses the Krauss (1997) driver car-following behavior model] with
the MiXiM/OMNeT++ communication simulator to evaluate the string stability of a CACC
platoon by varying the ratios of the communication packet loss, the frequency of the data
being sent, and the time headway. It was found that a higher packet loss ratio reduced the
performance of the string stability of the CACC platoon. Gunawan (2012) compared the
vehicle dynamics of two vehicles (non-CACC scenario) with three driver car-following
behavior models: the Gazis–Herman–Rothery model, the OVM with delay, and the IDM.
Gunawan concluded that the OVM and the IDM could simulate different traffic states (i.e.,
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the driver car-following behavior, free-flow, and congestion states) than the Gazis–
Herman–Rothery model. The OVM produced realistic interactions between two vehicles
in terms of vehicle dynamics with acceptable delay, and the IDM produced more rational
vehicle dynamics with an additional driver delay parameter. Numerous studies have
evaluated traffic flow efficiency through different car-following models. However, an
evaluation framework for the application of a driver car-following behavior model in terms
of user acceptance in CACC system design, with consideration of both vehicle dynamics
and string stability, has not been studied.
5.3

Evaluation Framework of Driver Car-Following Behavior Models for CACC

Controller Design
The general evaluation framework of a driver car-following behavior model for
CACC system design comprises the design process for a CACC system and the evaluation
of user acceptance in terms of vehicle dynamics and string stability. In the following
subsections, the author explain the evaluation framework in detail.
5.3.1 Design Process of CACC System
5.3.1.1

Extension of Driver Car-Following Models for CACC Platoon
Before implementing traditional driver car-following behavior models for a CACC

platoon, it is necessary to develop a system-level model by extending an existing driver
car-following behavior model. This system-level model can represent a CACC system that
allows adjustment of the CACC platoon speed and minimum headway simultaneously on
the basis of information from multiple vehicles in the platoon. The key feature of this
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extension for a CACC platoon is that each CACC vehicle can react simultaneously to the
platoon leader’s speed while considering the immediately preceding vehicle’s information.
For example, there is one leader and five following vehicles in a CACC platoon. The first
following vehicle receives the platoon leader’s vehicle trajectory data (i.e., position, speed,
and acceleration) in real time. Similarly, the first following vehicle acts as a leader vehicle
for the second following vehicle, and the second vehicle receives the vehicle trajectory data
from the first following vehicle. All of the following vehicles in the platoon adjust their
own vehicle dynamics on the basis of the information of the immediately preceding vehicle
(which acts as a leader vehicle). As the system of first-order differential equations for a
platoon of vehicles is developed without considering the communication delay between
vehicles or a delay parameter for driver perception–reaction time, all vehicles will react
simultaneously. The position and speed profile of the leader vehicle and the initial position
and speed of the follower vehicles are used as input parameters to solve the system of firstorder ODEs for a platoon of CACC vehicles. The author simultaneously simulated three
traffic states—(a) the uniform speed state, (b) the speed with constant acceleration state,
and (c) the speed with constant deceleration state—to assess driver car-following behavior
in a CACC platoon for different traffic states. These three scenarios can be simulated so
that the vehicle dynamics and string stability of a CACC platoon can be assessed during
the transition from one scenario to another.
5.3.1.2

Simulation of CACC Platoon
In this step, an extended driver car-following behavior model will be used to

simulate N vehicles in a CACC platoon. Different traffic states (i.e., uniform speed, speed
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with constant acceleration, and speed with constant deceleration) need to be defined and
simulated to evaluate the interactions between CACC vehicles. The speed profile of the
CACC platoon leader needs to be adopted to define different traffic states. To initialize the
simulation of a CACC platoon, the initial speed and the position of the leader as well as
follower CACC vehicles are required. To determine platoon behavior in different traffic
conditions, the simulation duration for each traffic state also needs to be defined.
Simulation, using the selected driver car-following behavior models, will generate a
vehicle position, speed, and acceleration profile for CACC platoon vehicles, and these
profiles can be used to evaluate user acceptance in terms of vehicle dynamics and string
stability.
5.3.1.3

Evaluation of User Acceptance of Vehicle Dynamics and String Stability
The evaluation of the vehicle dynamics and the string stability characteristics of

CACC systems will justify the applicability of a specific driver car-following behavior
model in CACC system design. Vehicle dynamics can be evaluated by calculating the
maximum acceleration or deceleration boundary of a simulated CACC platoon in different
traffic states and comparing with the comfortable acceleration or deceleration threshold:
±1 to ±2 ms−2 (Gunawan, 2012). Position, speed, and acceleration profiles are used to
examine the string stability of a platoon (Lei et al., 2012). For example, the spacing error
is used to measure fluctuation and is quantified as the two-norm of the spacing error
(Sheikholeslam and Desoer, 1993). As the follower vehicles in a CACC platoon attempt to
reach the leader vehicle’s speed, uncomfortable speed and acceleration will occur if the
amplification of the follower’s speed and acceleration fluctuations is substantial compared
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with the amplification of the leader’s speed and acceleration changes (Lei et al., 2012). To
calculate the substantial fluctuation of speed and acceleration, the SSE (ρ2tw) was measured
for each time window (tw) of the following vehicles in the CACC platoon with respect to
the leader vehicle, as follows:
N

tw2 (t )    vl  t   vn  t   tw(t )
2

n 1

where,
tw(t )  time window between time t and (t -1)
vl (t )  speed of the leader vehicle at time t
vn (t )  speed of the n-th vehicle at time t
n  index of the follower vehicles in a CACC platoon (1,2,3,...N), and

tw2  t   SSE for tw at time t for the speed of all CACC follower vehicles in a platoon
This error will provide a measure of the comfort level of CACC occupants for a sudden
speed or acceleration change in the follower vehicles. If the value of ( tw2 ) is zero, then all
the follower vehicles are moving in the CACC platoon at the same speed, and there is no
speed fluctuation. However, if the value of ( tw2 ) is greater than zero, there is a fluctuation
in the speed or acceleration and the occupants’ comfort criterion is compromised in terms
of string stability. As the value of ( tw2 ) increases in correspondence with the follower
vehicles’ speed, the speed fluctuation increases, and driver discomfort also increases. To
calculate the total SSE, the area under the SSE ( tw2 ) profiles of the following vehicles in
the CACC platoon was measured with respect to the leader vehicle, as follows:
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T

Area under SSE   tw2 (ti )
i 1

where i is the index of the time window (1, 2,3,...T )

5.4

Case Study: Evaluation of OVM and IDM

To select the driver car-following behavior models, the first step is to consider models that
can represent different states of driver behavior, such as the uniform speed state, the speed
with constant acceleration state, and the speed with constant deceleration state. Of all the
available models, the OVM and the IDM have been used most in traffic flow studies
because of their suitability to modeling diverse traffic states. Thus, the OVM and the IDM
have been selected for an evaluation of their applicability to CACC system design through
the evaluation framework developed in this research. The details of the evaluation of user
acceptance in terms of vehicle dynamics and string stability are described next.
5.4.1 Driver Car-Following Behavior
Models: OVM and IDM In the following subsections, the mathematical
formulation and the parameters of the OVM and the IDM are described in detail.
5.4.1.1

OVM
The OVM is a simple and realistic traffic flow model that considers traffic

congestion dynamics. The OVM was first proposed by Newell, as follows (Newell, 1961;
Bando et al., 1995; Bando et al., 1998; Mehmood and Easa, 2009):
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xn  t  

V  xn  t    xn  t  

1

(1)

xn  t   xn 1  t   xn  t 
where,
n  Subject vehicle
n -1= Immediate leader vehicle
xn  t   Acceleration of the n-th vehicle at time t
xn  t   Speed of the n-th vehicle at time t

 = Speed relaxation time
xn  t   Space headway between subject vehicle and leading vehicle
xn 1  t   Position of the (n-1)-th vehicle at time t
xn  t   Position of the n-th vehicle at time t
V  xn  t    Optimum velocity function of the n-th vehicle at time t
Later, Bando et al. introduced a delay parameter (td) to consider reaction time of a
driver and revised Eq. (1) as follows (Bando et al., 1995):

 xn t   xn t   V  xn t  td  

(2)

The optimum velocity (V) is the function of space headway, which is the distance
from the bumper of the subject vehicle to the bumper of the vehicle immediately in front
of the subject vehicle. According to the OVM, the space headway will be adjusted in such
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a way that collision is avoided between vehicles. For example, the subject vehicle’s speed
increases if the space headway increases. However, the subject vehicle’s speed cannot
exceed the maximum acceptable or comfortable speed, which is defined by the optimum
velocity function.
Hence, the properties of the optimum velocity function are as follows: (a) it
increases monotonically and (b) V  xn  has an upper bound. Many previous studies used
a different optimum velocity function that showed these optimum velocity function
properties (Bando et al., 1995; Bando et al., 1998; Mehmood and Easa, 2009; Tadaki et al.,
1998). However, in this research the author use an optimal velocity function that considers
the desired velocity of the subject vehicle and the braking distance, as proposed by Davis
as follows (Davis, 2002):



  x  D 

V  xn  t    v0  tanh 
 C1   C2 
b





where,
v0  Desired speed of the subject vehicle
D = Effective length of the subject vehicle
b  Required distance for braking
C1  Length constant
C2  Dimensionless constant
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(3)

The author used OVM parameter values estimated in (Gunawan, 2012), which are:x0

= 17.00 m/s; D=7.00 m; b=4.00 m;

C1 =1.72

m;

C2 =0.91;

and  =0.50s. The author used

OVM and IDM parameter values estimated in (Gunawan, 2012) to simulate driver carfollowing behavior of each vehicle in the CACC platoon instead of calibrating driver carfollowing behavior model parameters. As the IDM and OVM model parameters, which
were presented in (Gunawan, 2012), were estimated for urban driving scenario in a realworld roadway segment, the values of these model parameters can be used to simulate
urban car-following behavior for the CACC vehicles to represent real-world effects.
However, the driver car-following behavior changes with changing the traffic condition, it
is required to calibrate driver car-following model parameters to represent realistic
behavior of CACC vehicles based on the traffic condition.
5.4.1.2

IDM
The simplified version of the acceleration of a subject vehicle using IDM is

modeled by the following equation (Triber and Helbing, 2000; Treiber et al., 2000):

  x   s*  x , x  2 
n
n
xn  a 1   n   
 
x
s
  0  
n
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(4)

where,
a  Normal acceleration
xn  Speed of the n-th vehicle at time t
x0  Desired speed when driving on a road
s*  xn , xn   Desired minimum distance between n-th and (n  1)-th vehicle
sn  The distance between n-th and (n  1)-th vehicle

  Exponent for the vehicle's acceleration
The acceleration of a vehicle is divided into two parts: i) “desired” acceleration when the subject vehicle moves with the free flow speed, and ii) braking deceleration –
when the subject vehicle press brake because of the vehicle’s deceleration immediately in


 xn 
1

front of subject vehicle. “Desired” acceleration is
  and braking deceleration of
 x0 
 s*  xn , xn  
the vehicle immediately in front of subject vehicle is 
 . The subject vehicle is
sn


2

approaching the immediate front vehicle with “desired speed”, xn . If (n-1)-th vehicle length
is ln-1, the gap between the n-th and (n-1)-th vehicle is as follows:
sn : xn1  xn  ln1
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For simplicity, the author assumed that the length (lc) of all the vehicles is the same.
The relative speed of the subject vehicle with respect to the vehicle immediately in front
of subject vehicle is as follows:
xn : xn  xn1

The desired gap s* is defined as follows:
 
x x  
s*  xn , xn   s0  max 0,  xnT  n n  
2 ab  
 

(5)

where,
T= Time headway to safely follow the immediate leader vehicle
b  Normal comfortable braking deceleration
s0  Minimum space headway between subject vehicle and the vehicle
immediately in front of the subject vehicle

As

xn

is a non-zero term, the term

xn xn

is only active when the subject vehicle

2 ab

is moving in a traffic stream. The author used the IDM model parameter values estimated
in (Gunawan, 2012) for the evaluation of the performance of the IDM model for a CACC
controller design in this study that includes

x0

=22.0 m/s, s0 =2.0 m, T=0.5 s, b= 1.7 m/s2,

and  =4; lc=5.0m.
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5.4.2 Transformation of Driver Car-Following Behavior Models from Single Vehicle to
N Vehicles
5.4.2.1

OVM
OVM represents the dynamics of the position and speed of a single vehicle, which

can be transformed into systems of differential equations to describe the dynamics of a
CACC platoon. Second-order ODEs for OVM for N number of vehicles can be presented
as follows:





x  t   k V   x  t   x  t     x  t  



x1  t   k V  x0  t   x1  t    x1  t  


x2  t   k V  x1  t   x2  t    x2  t  


3

2

3

3

.......................................................
xN  t   k V


 x

n 1

 t   xn  t     xn  t 

where,
1
k



xn  t   xn 1  t   xn  t 


  x  D 

V  xn  t    v0  tanh 
 C1   C2 
b




That is,
x  f  x, x, p 

(6)

where, x   x1 , x2 , x3 ,..., xN  , x   x1 , x2 , x3 ,..., xn  , x   x1 , x2 , x3 ,..., xN  and p are the
T

T

T

vector of accelerations, the vector of velocities, the vector of positions, and the OVM
parameter vector, respectively. Eq. (6) is a system of second-order ODEs for a platoon of
N number of CACC vehicles so that all the vehicles can move simultaneously using the
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driver car-following behavior model. System of second order ordinary differential
equations do not have exact solution and a numerical method is required to solve the system
of equations (34). As the second order ODE’s increase the complexity in solving the system
of equations using a numerical method and require high computational resource, the author
converted the second order system of ODEs to first order system of ODEs. To convert the
second-order ODEs to a system of first-order ODEs, the author assumes,

yi  xi , i  1, 2,3,..., N
yi  N  xi , i  1, 2,3,..., N
yi  N  xi , i  1, 2,3,..., N
Thus, the system of first-order equations of N number of vehicles in a CACC platoon
becomes,

y1  y N 1
y2  y N  2
y3  y N 3
..........
y N  y2 N

 x t   y t   y
 k V   y  t   y  t     y


y N 1  k V

yN  2

0

1

1

2

N 1

 t  

N 2

 t  

.......................................................
y2 N  k V


 y

N 1

 t   yN  t     y2 N  t  

The system of first-order equations is of the form, y  g  y, p  , where the combined
position

and

speed

vector

of

the

platoon

of

CACC

vehicles

y   y1 , y2 , y3 ,..., yN , yN 1 , yN 2 , yN 3 ,..., y2 N    x1 , x2 , x3 ,..., xN , x1, x2 , x3 ,..., xN  .
T

T

is
The

first N number of elements of this vector represent CACC vehicle position, and the second
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N number of elements represents speed of the CACC vehicles. The OVM parameter vector
is p .
5.4.2.2

IDM
In the IDM model, subject vehicle acceleration depends on the dynamics of the

position and speed of the leader vehicle. The following formulations represent secondorder ODEs for a platoon of N vehicles using IDM:

  x   s*  x , x  2 
1
1
x1  t   a 1   1   
 
s1
  x0  
 

  x   s*  x , x  2 
2
2
x2  t   a 1   2   
 
s2
  x0  
 


  x   s*  x , x  2 
3
3
x3  t   a 1   3   
 
s3
  x0  
 

.......................................................
  x   s*  x , x  2 
N
N
xN  t   a 1   N   
 
sN
  x0  
 

where,
 
x x  
s*  xN , xN   s0  max 0,  xN T  N N  
2 ab  
 
xN  t  : xN 1  t   xN  t 

(7)

sN  t  : xN 1  t   xN  t   lc
That is,
x  f  x, x, p 

(8)
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where, x   x1 , x2 , x3 ,..., xN  , x   x1 , x2 , x3 ,..., xn  , x   x1 , x2 , x3 ,..., xN  and p are the
T

T

T

vector of accelerations, the vector of velocities, the vector of positions, and the IDM
parameter vector, respectively. Eq. (8) is a system of second-order ODEs. A system of
second-order ODEs is required for transformation into a system of first-order ODEs. Thus,
the system of first-order equations using IDM can be represented as follows:
y1  y N 1
y2  y N  2
y3  y N 3
..........
y N  y2 N

  y   s*  y , y  2 
N 1
N 1
yN 1  a 1   N 1   
 
s1
  x0  
 

  y   s*  y , y  2 
N 2
N 2
yN  2  a 1   N  2   
 
s2
  x0  
 


.......................................................
y2 N

  y   s*  y , y  2 
2N
2N
 a 1   2 N   
 
sN
  x0  
 


The system of first-order equations is of the form, y  g  y, p  , where y is the combined
position and speed vectors of a platoon of vehicles as explained for the OVM model in the
previous sub-section 5.4.2.1.
5.4.3 Simulation of a CACC Platoon of N Number of Vehicles
The author coded the system of ODEs for a CACC platoon in MATLAB. Total
number of vehicles for forming a CACC platoon, total simulation time, initial position and
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speed of the follower vehicles, position and speed profile of the platoon leader and carfollowing model parameter values are the input parameters in the simulation. Table 5-I
summarizes input parameters and simulation requirement. Parameter values for both driver
car-following behavior models are adopted from the literature (Gunawan, 2012).
The author simulated three different traffic states: i) uniform speed state, ii) speed
with constant acceleration state, and iii) speed with constant deceleration state and three
different simulation scenarios: 3600s, 240s and 120s based on different acceleration and
deceleration rates to assess the driver car-following behavior for CACC vehicles. In the
simulation, the number of follower vehicles of vehicle was five. The initial position of the
leader vehicle was 100 m from the origin, and five follower vehicles were 0m, 20 m, 40 m,
60 m and 80 m from the leader vehicle. The initial speed of all follower vehicles was 15
m/s, which was same as the leader vehicle’s speed. The speed of all the CACC vehicles
varies between 15m/s (~35mph) to 25m/s (~ 55 mph), which represents the traffic flow
characteristics of the urban roadway (Gunawan, 2012). The author divides the total
simulation durations into four periods: i) uniform speed state (15 m/s), ii) constant
acceleration state (speed changes from 15 m/s to 25 m/s), iii) uniform speed state (25 m/s),
and iv) constant deceleration state (speed changes from 25 m/s to 15 m/s).
The author solved the system of ODEs using the ode45 solver. However, the author
tested three non-stiff (ode45, ode23 and ode113) and three stiff (ode15s, ode23s and
ode23t) ODE solvers to find the reliable and efficient solver for the system of ODEs. ode45
solver provided the most reliable result, based on the area under the curve of SSE (i.e., SSE
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for IDM=1167 and OVM=975) for the speed profiles of follower vehicles with respect to
the leader vehicle without considering any communication delays than other solvers.
Table 5-I Simulation Scenarios
Input Parameters

Simulation Requirement

Total Vehicle number

One leader and five follower vehicles

Initial position of the leader
vehicle
Initial position of follower
Vehicles (1, 2, 3, 4, and 5)
Initial speed of the leader
vehicle
Initial speed of follower
Vehicles’ (1, 2, 3, 4, and 5)
Simulation scenarios

100 m from the origin
0 m, 20 m, 40 m, 60 m, and 80 m respectively from the origin
15 m/s
15 m/s for all follower vehicles
3600 s, 240 s, and 120 s


Traffic states defined by the leader
vehicle




Uniform speed state
(15 m/s and 25 m/s)
Speed with constant acceleration state
(Speed changes from 15 m/s to 25 m/s)
Speed with constant deceleration state
(Speed changes from 25 m/s to 15 m/s)

5.4.4 Analysis of Simulation Results
5.4.4.1

Evaluation of Car-Following Model without Communication Delay

As described in the previous section, the author simulated a CACC platoon with six
vehicles to assess the driver’s car-following behavior with different acceleration and
deceleration rates. Platoon vehicles’ position, speed, and acceleration profiles were
developed using MATLAB simulation outputs to evaluate the follower vehicles’ occupants
comfort level in terms of vehicle dynamics and string stability. Figure 5.1(a) presents the
position profile of a leader and five follower vehicles using OVM and IDM for different
traffic states for 120s simulation scenario. It is evident that the position profile of following
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vehicles maintains a uniform distance between vehicles. As none of the two following
vehicle’s position profile overlapped, there is no collision risk between vehicles using
OVM and IDM. Similar behavior of position profiles for simulation scenarios 240s and
3600s was observed. Figures 5.1(b), 5.1(c), and 5.1(d) represent speed profiles of leader
and following vehicles in a CACC platoon for 3600s, 240s and 120s simulation scenarios,
respectively, using OVM and IDM. The acceleration/deceleration rates followed by the
leader were ±0.01 m/s2, ±0.17 m/s2, and ±0.33 m/s2 for the 3600s, 240s and 120s simulation
scenarios, respectively. Simulation scenario 1 (3600s) as illustrated in Figure 5.1(b) shows
that the CACC platoon was formed in first 20s, where the vehicles were 20m away from
each other at the beginning of simulation. After 20s, all follower vehicles follow the leader
vehicle closely in a CACC platoon. Same space-headway between vehicles was maintained
(as shown in Figure 5.1(a)), and the follower vehicles adjusted the speed to maintain
comfortable vehicle dynamics for the occupants in the vehicle. The detail findings from
the simulation analysis are presented in the following three sub-sections. Analysis of user
acceptance in terms of vehicle dynamics and string stability of the CACC platoon are
described in the sub-sections 5.4.1.1 and 5.4.1.2, respectively. Summary evaluation matrix
of the user acceptance for the driver car-following models has been presented in subsection 5.4.1.3.
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Fig. 5.1. For platoon of six vehicles under OVM and IDM: (a) position profile for 120-s simulation scenario and speed profiles
for (b) 3,600-s, (c) 240-s, and (d) 120-s simulation scenarios
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5.4.4.1.1

Analysis of User Acceptance in terms of Vehicle Dynamics

Figures 5.2(a) and 5.2(b) shows the acceleration/deceleration profiles of the
follower vehicles in a CACC platoon for the 120s simulation scenario using the OVM and
IDM models, respectively. It is observed that the maximum acceleration of five following
vehicles in the platoon forming state (i.e., 20 s) exceeds the maximum comfortable
acceleration/deceleration threshold, ±2 m/s2 for regular traffic using OVM (Gunawan,
2012), shown in Figure 5.2(a). In contrary, Figure 5.2(b) shows that using the IDM model
the observed maximum acceleration/deceleration is less than the maximum
comfortable/acceptable threshold in all traffic states for all CACC vehicles. As the
optimum velocity of the OVM model is only vary with respect to space headway and does
not consider relative speed between the subject vehicle and the vehicle immediately in front
of the subject vehicle, it has a significant effect on the following vehicle’s acceleration
(Treiber and Kesting, 2013). In contrast, IDM considers relative speed, space-headway and
desired maximum acceleration/deceleration constraints in the acceleration calculation.
However, both IDM and OVM model show comfortable acceleration and deceleration in
terms of vehicle dynamics after the first 20 s of the simulation period.
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Fig. 5.2. Acceleration and deceleration profiles of five follower vehicles under (a) OVM
and (b) IDM for 120-s simulation scenario (d = derivative; v = velocity; t = time).
5.4.4.1.2

Analysis of User Acceptance in terms of String Stability

Figures 5.3(a), 5.3(b), and 5.3(c) represent SSE profiles in terms of speed of the
CACC follower vehicles using OVM and IDM for simulation scenarios 3600s, 240s and
120s, respectively. The time window (tw) of 0.001s used in calculating these error profiles.
Speed profiles show higher SSE value for the first 20s of the simulation period using the
OVM compared to the IDM for all simulation scenarios, but the SSE for speed was zero
after first 20s only in 3600s simulation scenario. The author did not consider first 20s of
the simulation to calculate area under the SSE of the speed profile. The first 20s considered
as a platoon forming state. Thus, there was no speed fluctuation and the follower vehicles
followed the same speed as the leader vehicle in acceleration and deceleration states, and
vehicle occupants were comfortable in 3600s simulation scenario.
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Fig. 5.3. SSE profile of follower vehicle speed with respect to leader vehicle in terms of
speed fluctuation for (a) 3,600-s, (b) 240-s, and (c) 120-s simulation scenarios and (d)
comparison of area under curve of SSE profile, excluding first 20 s of simulation.

5.4.4.1.3

Analysis Summary of the CACC Controller design using Car-following Model

A decision matrix is developed summarizing the key observations from the analysis
of speed profiles and acceleration/deceleration profiles of the following vehicles and
presented in Table 5-II. As discussed in sections 5.4.4.1.1 and 5.4.4.1.2, the decision matrix
reveals that if the CACC controller of the follower vehicles use IDM, vehicle occupants
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will be comfortable in all traffic states in terms of string stability and vehicle dynamics. On
the other hand, occupants in the platoon vehicles will be uncomfortable in the CACC
platoon forming states, if CACC controller of the follower vehicles is designed using
OVM.
Table 5-II Comparison of OVM and IDM for 120s Simulation Scenario

Traffic State

OVM
Maximum
Acceleration/
Deceleration
(m/s2)

IDM
Maximum
Acceleration/
Deceleration
(m/s2)

Uniform speed state
-6.65
-1.49
(15 m/s)
Constant
acceleration state
+0.49
+0.28
(Speed changes from
15 m/s to 25 m/s)
Constant
deceleration state
-1.57
-0.51
(Speed changes from
25 m/s to 15 m/s)
Note: Comfortable (C), Uncomfortable (UC)
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Maximum
Acceleration/
Deceleration
Threshold
(m/s2) (12)

Decision Matrix
In terms of
Vehicle
Dynamics
OVM IDM

In terms of
String
Stability
OVM IDM

± (1 to 2)

UC

C

UC

C

± (1 to 2)

C

C

C

C

± (1 to 2)

C

C

C

C

(a) Speed profile for a platoon of six vehicles under OVM and IDM from 20 to 120 s in 120-s simulation scenario with communication delay, (b)
comparison of SSE profile of follower vehicle speed from 20 to 120 s with and without communication delay in 120-s simulation scenario, and (c)
comparison of area under curve of SSE profile.

Fig. 5.4. Simulation results with communication delay.

116

5.4.4.2

Evaluation of Car-Following Model with Communication Delay
The author considered communication delay in transferring vehicle position, speed,

and acceleration information between vehicles for simulating realistic CACC scenario. As
the author simulated urban driving scenarios, 125ms communication delay between
vehicles was used for Dedicated Short Range Communication (DSRC) at 50 mph (Dey et
al., 2016). Thus, each following vehicle in the CACC platoon receives vehicle trajectory
information (i.e., position, speed, acceleration) from the immediate front vehicle with
125ms delay. In MATLAB, driver car-following behavior model was used this delayed
immediate front vehicle trajectory information to calculate the subject vehicle’s position,
speed and acceleration. Figures 5.4(a) represents speed profiles of leader and following
vehicles in a CACC platoon for 120s simulation scenario using OVM and IDM with
communication delay. As illustrated in Figure 5.4(a), the author found that the first 20s is
required to form the CACC platoon (also shown in Figure 5.1(d)). After the first 20s of the
simulation period, all follower vehicles closely follow each other and form a CACC
platoon. Figures 5.4(b) represents SSE ( tw2 ) profiles in terms of speed of the CACC
follower vehicles using OVM and IDM for simulation scenarios 120s with and without
communication delay. The time window (tw) of 0.001s is used for calculating these error
profiles. In Figure 5.4(c), the author compared the total area under the curve of SSE profiles
with and without communication delay for IDM and OVM speed profiles. It shows that
IDM has higher area under the curve of SSE profiles with and without communication
delay than the OVM model. It reveals that OVM is more string stable with and without
communication delay than IDM. The analysis of user acceptance in terms of vehicle
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dynamics with communication delay shows similar vehicle dynamics (i.e., comfortable
acceleration and deceleration) without communication delay.
5.5

Summary and Conclusions
The primary focus of this study was to develop a framework for the evaluation of

the user acceptance of different driver car-following behavior models for a CACC
controller, based on their performance in maintaining acceptable vehicle dynamics and
string stability. Two most widely used car-following models, OVM and IDM, were
considered for the CACC controller design and evaluated using the developed evaluation
framework in this research. In order to evaluate these models, a system of first-order
ODEs for OVM and IDM were derived for a platoon of vehicles and were extended from
a single vehicle to N number of vehicles using a system of ODEs. A platoon of six vehicles
was then simulated for different traffic flow scenarios (i.e., uniform speed, speed with
constant acceleration, and speed with constant deceleration). Analysis of position, speed
and acceleration profiles of each vehicle in the platoon were performed to determine
vehicle dynamics and string stability that measure driver comfort as well as the associated
collision risks between vehicles. It was found that OVM is more suitable for a CACC
controller design due to its capability to incorporate different traffic states while providing
acceptable vehicle dynamics and string stability compared to IDM for a given set of model
parameters, with both with and without communication delays between platooned CACC
vehicles. It is important to note that OVM and IDM model parameters can change if the
traffic condition changes. Vehicle dynamics and string stability of a CACC platoon in a
connected vehicle environment also depends on incorporation of driving behaviors or
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factors, and design of the autonomous control.
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CONCLUSIONS
The author developed and evaluated four connected and autonomous vehicles
applications in an edge-centric TCPS. Through this evaluation, the author demonstrated
the efficacy of these applications with four distinctive objectives. In the second Chapter of
this dissertation, an adaptive queue prediction algorithm was developed using a machinelearning algorithm with a real-time feedback loop. The algorithm was evaluated using
Simulation of Urban Mobility (SUMO) and Network Simulator 3 (NS3) to illustrate the
effectiveness of the algorithm on a roadway network in Clemson, South Carolina, USA.
The simulation analyses revealed that the adaptive queue prediction algorithm using the
feedback loop has higher accuracy compared to the queue prediction without a feedback
loop. The feedback loop was developed using a fixed sliding time window and dynamic
sliding time window. Using a dynamic time window allows queue prediction data sets with
unique patterns to be added from the evolving data streams in real-time depending on
dynamic traffic conditions. Analyses demonstrated that the accuracy for the dynamic
sliding time window is higher than the fixed sliding time window for a CV penetration
level less than 50%. When the CV penetration is 50% or above, the performance of both
fixed and dynamic sliding scenarios were very similar.
The third chapter of this dissertation investigated noise reduction models, the
standard Kalman filter and Kalman filter based Rauch–Tung–Striebel (RTS) data
smoothing techniques, to reduce the noise from the traffic data generated form the BSMs
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and the performance of the LSTM prediction model was evaluated for predicting traffic
data (i.e., speed and space headway) using the resulting filtered data. The traffic data for
speed and space headway used in this study were generated from the Enhanced Next
Generation Simulation (NGSIM) dataset, which contains vehicle trajectory data for every
one-tenth of a second. The analyses revealed that the model developed here for traffic data
prediction can predict speed and space headway for different penetrations of connected
vehicles with no significant difference from the ground truth data. Specifically, LSTM
combined with an RTS noise reduction model reduced MAPE from 19% to 5% for speed
prediction and from 27% to 9% for space headway prediction at a 5% penetration of CVs
compared to LSTM alone. The reduction of MAPE value ranges from 1% to 14% for speed
and 2% to 18% for space headway prediction with penetration of CVs ranges from 5% to
100% compared to LSTM alone. The statistical significance test with a 95% confidence
interval confirmed that the predicted speed and space headway using LSTM combined with
RTS is not significantly different from the ground truth for 5% to 100% CV penetration. A
comparison of the three noise reduction models (Moving Average, standard Kalman filter
and RTS filter) suggests that LSTM combined with RTS can achieve the best prediction
performance in terms of RMSE, MAE and MAPE.
The fourth chapter of this dissertation developed an application for dynamic routing
to reduce recovery time for major incidents in a connected environment which would result
in increased safety, improved traffic operations, and reduced negative environmental
effects. Simulation experiments were conducted on a roadway segment of I-26 using a
traffic micro-simulator, VISSIM. The study confirmed that dynamic routing in a
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cooperative vehicle environment could prove to be a powerful tool in reducing traffic
incident induced impacts on the network. The case study demonstrated that incidents that
are not cleared quickly could affect freeway traffic operations. The results also
demonstrated that the dynamic routing strategy reduced recovery time by 52% with a
reduced verification time and an average reduction of 61% in arrival time of a tow truck at
the incident scene. Recovery time was also reduced by 5% per minute reduction of
verification time with the dynamic routing strategy.
The author developed an evaluation framework for the application of a driver carfollowing behavior model in CACC system design. in the fifth chapter of this dissertation,
which considers user acceptance in terms of vehicle dynamics and string stability. The
author adopted two widely used driver car-following behavior models, (a) the optimum
velocity model (OVM) and (b) the intelligent driver model (IDM), to prove the efficacy of
the evaluation framework developed in this research for CACC system design. A platoon
of six vehicles was simulated for three traffic flow states with different acceleration and
deceleration rates (uniform speed, the speed with constant acceleration, and speed with
constant deceleration). The maximum acceleration or deceleration and the sum of the
squares of the errors of the follower vehicle speed were measured to evaluate user
acceptance in terms of vehicle dynamics and string stability. Analysis of the simulation
results revealed that the OVM performed better at modeling a CACC system than did the
IDM in terms of acceptable vehicle dynamics and string stability.
These connected and autonomous vehicle related research presented in this
dissertation demonstrated the benefits of CAVs in improving traffic mobility. This
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dissertation would lead to the real-world deployment of these applications in an edgecentric TCPS as the dissertation focuses on the edge-centric deployment strategy of CAV
applications. Edge centric architecture has proven effective in managing such applications
by decoupling the dependency and distributing the computation based on the application
requirements. To support different type of CAV applications with different levels of
computation and memory requirements, DSRC devices are coupled with a computation
unit capable of larger memory management, multiprocessor operations and user-friendly
application development. The computation unit also permits the integration of other
communication mediums, such as Bluetooth, Wi-Fi and LTE to support different type of
CAV applications. As multiple CAV applications as presented in this dissertation could

be supported simultaneously by the same CAV infrastructure with a TCPS and public
investments will only include infrastructure investments (such as investments in
roadside units and backend computing infrastructure), connected and autonomous
vehicle applications can potentially provide significant economic benefits compared to
its cost.
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