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Abst rac t - -The  numerical solution of the three-dimensional inverse heat conduction problem 
(IHCP) on an infinite slab is investigated. By applying a mollification procedure, a fully explicit 
space-marching finite-difference scheme is developed. The stability analysis of this scheme is pre- 
sented together with some computational examples of interest. 
1. INTRODUCTION 
It is well known that the IHCP is an ill-posed problem because small errors in the data might 
induce large errors in the computed solution. For this reason, special techniques are needed in 
order to restore stability with respect o the data. Moreover, the degree of ill-posedness and the 
numerical difficulties increase substantially with the dimensionality of the inverse problem. 
The one-dimensional IHCP has been discussed by many authors, and several different methods 
have been proposed for its solution. See Murio [1] and the references therein, for a complete 
description of the algorithms and their historical account. 
The difficulties of the two-dimensional IHCP are more pronounced, and very few results have 
been published. We refer the readers to the articles by Bass and Ott [2], Baumeister and Rein- 
hardt [3], Yoshimura and Ikuta [4] and Zabaras and Liu [5]. The authors have no knowledge of 
any publication related to the three-dimensional IHCP. 
In this paper, we investigate a new fully-explicit and stable finite-difference scheme for the 
three-dimensional IHCP, generalizing previous work of Guo and Murio [6]. The three-dimensional 
IHCP is initially approximated by an associated mollified problem followed by a direct discretiza- 
tion of the resulting well-posed ifferential model. 
In Section 2, we present the mathematical description of the three-dimensional IHCP and 
discuss its ill-posedness. In Section 3, we introduce the mollified inverse problem and give the 
stability and error analysis associated with the well-posed problem. In Section 4, we develop 
a finite difference scheme for the associated well-posed problem and perform the corresponding 
stability analysis. A numerical example and computational details are discussed in Section 5. 
2. DESCRIPT ION OF THE PROBLEM 
We consider a three-dimensional IHCP on an infinite slab in which the temperature and heat 
flux histories f(y, z, t) and fl(Y, z, t) on the right-hand surface (x = xl) are desired and unknown, 
and the temperature and heat flux histories g(y,z,t) and gl(y,z,t) on the left-hand surface 
(x = x0 = 0) are approximately measurable. We assume linear heat conduction with constant 
coefficients. Without loss of generality, we also assume zero initial temperature and normalize the 
problem by dimensionless quantities. The mathematical description of the problem is as follows. 
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The unknown temperature v (x, y, z, t) satisfies: 
vt (x, y, z, t) = vx~ (x, y, z, t) +vuy (x, y, z, t) + Vzz (x, y, z, t), (1.a) 
0 < X < Xl,  --(:X) < y, Z < (X), t > 0, 
v(0, y, z, t) = g (y, z, t) , - c¢<y,z<co ,  t>0,  (1.b) 
with corresponding approximate data function gm (Y, z, t); 
-vz (0 ,  y , z , t )=g l (y ,z , t ) ,  -oc<y,z<co ,  t>0,  (1.c) 
with corresponding approximate data function glm (y, z,t); 
v (x, y, z, 0) = 0, 0 < x < Xl, -co  < y, z < co, (1.d) 
v(x l ,y , z , t )  = f (y ,z , t ) ,  - co  < y, z < co, t>0,  (1.e) 
the desired, but unknown, temperature function; 
-vz(zl,y,z,t)=fl(y,z,t), - co<y,z<co ,  t>0,  (1.f) 
the desired, but unknown, heat flux function. 
In order to apply Fourier analysis, we assume that all the functions have been extended to 
the whole real space (y, z, t) by defining them to be zero for t < 0, whenever it is necessary. We 
also assume that all the functions involved are L2 functions in R 3 and use the corresponding L2 
norm, as defined below, to measure rrors: 
[[g[[ = ( /R3 [g (y, z, t)[2 dy dz dt) U2 
The Fourier transform of a function g (y, z, t) is defined by 
1 /R  e-i(w~Y+~2z+~3t)dy (wl, w2, ~s) = (2r)3/2 ~ g (y, z, t) dz dt, 
- co  < Wl,W2,w3 < +oc, i = vfk-1. 
Fourier transforming equation (la), with respect o y, z and t, we have 
~x~ (x, wl, 032, 093) = (09~ + 09~ + i093) ~ (x,091,092,093), (2) 
0 < X < Xl, -- co ~ 091,022,093 < -[-CO. 
The second-order differential equation (2) has the general solution 
(X, 091,092,093) ---- A (091,022,093) e°tX -)t- B (091,032,093) e-C~x, (3) 
where a = ~/w 2 + w 2 + i093. Also, 
?~x (X, 091,032,093) = A (091,092,093) (~e ~x - B (091,092,033) ae -ax. (4) 
Incorporating the boundary data conditions (lb) and (lc) into the system of equations (3) 
and (4), we obtain 
B @1,092,093)  = e (091,092,033) ' 
while in order to satisfy the boundary conditions (le) and (lf), we must have 
B @1,092,093)  = ae  e (091, 092, 093) " 
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Combining the last two equalities, we conclude 
f l  (Call, ¢d2,033) = --0~ sinh (a (x 1 - x0) ) 
We notice that from 
= ~ (~ + ~)~ + ~ + (~1 ~+ ~)  + 
cosh (a (xl - Xo)) F1 (wl,w2,w3) " 
(5) 
it follows that {sinh(~ (X 1 -- X0) I ~ 00 and Icosh~ (Xl -- X0)I ~ OO as I~dl{ Jr-[0)21 -{-{0)31 --~ O0. 
This shows that attempting to solve for f (y ,z , t )  and f l (y ,z , t ) ,  from given g(y,z,t) and 
gl (Y, z, t), amplifies the errors in the high-frequency components by the factor 
+ 
Consequently, the three-dimensional IHCP (1) is a severely ill-posed problem in the high fre- 
quency components. 
REMARK. Similar analysis shows that for the one-dimensional IHCP---solving for f(t)  and fl  (t), 
from g(t) and gl (t)--the high frequency components of the error are amplified by the factor 
exp (vf&-~) ; for the two-dimensional IHCP--solving for f (y, t) and fl (Y, t), from g (y,t) and 
gl (Y, t ) - - the high-frequency components of the error are amplified by the factor 
exp (~14 -~- o.)~ -~- 022) 1/2 . 
Hence, the three-dimensional IHCP is much more ill-posed (in the high-frequency components) 
than the lower-dimensional problems. 
3. STABIL IZED PROBLEM 
In this section, we use the mollification method to stabilize system (1). We introduce the 
function 
1 ( y2 -{- z2 ~- t2)  
p~ (y, Z, t) -- 63~3/2 exp 62 , 
the three-dimensional Gaussian Kernel of "blurring" radius 6 > 0. The kernel p~ (y, z, t) is always 
positive and nearly vanishes outside the ball centered at the origin and radius approximately 36. 
The convolution of a function g (y, z, t) with p~ (y, z, t) is defined by 
J8 g (Y, z, t) = (p~ * g) (y, z, t) 
:::f: = p~ (y', z', t') g (y - y' ,  z - z', t - t ') dy'  dz '  dt'.  (DO O0 (DO (6) 
For any locally integrable function g(y,z,t) ,  J~g(y,z,t)  is infinitely differentiable and 
I I J~g- gll --* 0 as 6 -~ O, the convergence being uniform on any compact set where g is con- 
tinuous [7]. 
The convolution theorem allow us to evaluate the Fourier transform of J~g from 
A 
(w) 
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The basic idea of the mollification method is that instead of attempting to find the point 
values of the temperature function f (y, z, t) or the heat flux function fl (Y, z, t), we attempt to 
reconstruct the 5-mollification of the functions f or fl at the point (y, z, t), given by 
J~f(y,z,t) = (p~* f)(y,z,t) and J6fl (y,z,t) = (p~* fl)(y,z,t), 
respectively. 
Mollifying system (1), we have the following associated problem. For some 5 > 0, find 
J6fm(y,z,t) = J~V(Xl,y,z,t) and J6flm(Y,z,t) = -J6v=(xl,y,z,t) at the (y,z,t) points 
of interest, given that the mollified temperature function J6v (x, y, z, t) satisfies 
(J~ v)~ = (& v)~ + (J~ ~)~ + (4 ~)~, 
J6v(O,y,z,t) = Js gm (y,z,t) ,
-Jsv= (O,y,z,t) = J~glm (y,z,t), 
J~v(x,y,z,O) = O, 
O<x<xl ,  -oo<y,z<oo,  t>O,  
-oo<y,z<co ,  t>O,  
(8) 
- -c~<y,  Z<O0, t ~0,  
O(X(X l ,  - -o0(y ,  Z (  00. 
For the mollified system (8), we have the following theorem. 
THEOREM 1. Problem (8) is a formally stable problem with respect to perturbations in the data. 
PROOF. Following the same procedure as in the derivation of equation (5) and using equation (7), 
we have 
and 
( / 
J -~ l  - 4/1-"-~ = -~s inh  (a (Xl - xo))  cosh (~ (~1 - ~o)) 
xexp(_~(w2+wg+w2))  ( [7-grn 
~1 - ~1. .  / " 
Thus, 
+ max~l,~2.~3 ls inh(°t (X l -X°) )exp( -~(w~+w2+w2))[  [[~h-Olml[ 
J~l - J~lm <- ~lmax, w2 w3 asinh(a(xl - xo))exp ( -~ (w2 +wg +w2)) Jig - g,,~l[ 
+ wlmax,~2,ws cosh (a (X l -  xo))exp ( - -~  (w~+wg+w~)) [ 'g l  - -  g lml [  • (9 )  
Assuming that Ix1 - x0[ _< 1, we obtain the estimates 
[sinh (a (Xl - zo))[ _< exp ([a[) _< exp ([wl[ + {w2] + {wa[1/2), 
[cosh (a (xl - zo))] _< exp ([a[) <_ exp ([Wl[ + [w2[ + [w311/2), 
I~1-< exp (lal) < exp (Iwll + 1~21 + I~11/2) 
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and 
max 
OJ 1,032 ~0~ 3
ex ,  
/ 
<_ max (oxp(2(l ll+l 21+l 31'J )]exp 
( 62)  m2axex p ( 232)  < m axexp 2[w1[- -TWl 2 2[c02[- - -~-w 2
_< exp (4~-~)exp (4,-~) exp (36-~13) <exp (n*-~). 
(10) 
Inequality (10) is a uniform upper bound for all related terms in formula (9). Hence, it follows 
that 
J~- J~m -< exp (116-2) (H9 -gm][ + [[91 - glm[[) and 
J~ l  - Jbfl'~-~ <_ exp ( l lb  -2) ([[~ -gm[[+ I[gl - 91rnl[). 
By Parseval's identity, taking into account he data error bounds, we obtain 
][J6f - J6fm[[ <- 2eexp (116 -2) and (11) 
IIJ, I~ - &f~.d l  < 2eexp (11 b-s) .  (12) 
Inequalities (11) and (12) show that the mollified problem (8) is a formally stable problem. 
Moreover, for a fixed 6 > 0, 
I I Jd - Jdmll -~ o as e ---4 o and IIJd~ - J~flmll ---4 0 as e ----* O. 
THEOREM 2. Assume Ilg - grail -< e and I[gl - glmll -< e. Suppose that I and I t  have compact 
support 12 (f~ convex with radius r, r > 36) and f, f l  E C 2 (~). Then there exist M > 0 and 
M1 > 0 such that 
3M 
] ] f -d*fm[[n <-If'Ill/2 -i7~ 6 + 2eexp (11 b-2) and 
3M1 b (116-2). ]lfl - J~flml[n <- 1~[ 1/2 ~ "4- 2eexp 
PROOF. By definition, 
f (y ,z , t )  - J , f  (y ,z , t )  
exp ( 
- -00  - -00  ~CX~ 
x f (y - y', z - z', t - t t) dy t dz t dr' 
oo oo oo I 1 
exp (' 
- -00  - -00  --06~ 
y,2 + z,2 + tt2 
62 ) 
y,2 + Z12 .4_ t12 
b2 ) dy' dz I dt I 
/// ( ) I y,2 + z,2 + t,2 - ~ exp 62 f (y - y', z - z', t - t') dy' dz' dr' 
- -00  - -00  - -00  
1 + 
62 + t~2 )
- -00  - -00  --(X) 
x [f (y, z, t) - f (y - y', z - z', t - t')] dy' dz' dr'. 
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Thus, 
2r 2r 2r 
1 I I  I (:+,'+,") I f -& f l  < 537r3/2 exp  . 52 
-2 r  --2r -2 r  
i+  x l f~(~,~,0Y  fz(~,rl, Oz '  + f t ( ( , r l ,¢)t ' l@'dz 'dt  '. 
Here, ~ = y - Oy', rl = z - Oz', and ~ = t - Ot', for some 0 < 0 < 1. Since f, f l  E 6 '2 (12), there 
exist M > 0 and M1 > O, such that max{lful,  If: l ,  Iftl} < M and max{I f ly I , [flzl, Ifltl} < M1 
on 12. Consequently, 
2r 2r 2r 
l i i  (:+z,.+,,.) If - & f l  < 53~r3/2 exp 5' [Iv'l + Iz'l + It'l] dy' dz' dr'. 
--2r -2 r  -2 r  
Hence, 
[_ }}}( If - Jefl 2 < 2M _ ~37r3/2 exp  
0 0 0 
Note that 
2r 2r 2r 
' "  liS 537r3/2 
0 0 0 
y,2 + Z,2 + t,2 ) ] 
52 (yl + z I + t') dy I dz I dt t 
y,2 + z,2 + t,2) 
exp - 52 . y'dy' dz' dt' 
"'[}c ]( 1i : -  __ 2M _~ ) y, dy I . 53r3/2 o o exp exp z '2 + t #2 52 ) dz' dt' 
Analogously, 
2r 2r 
- -  5371.3 /2  - -  exp - - 1 exp , 
o o 
2r 2r 
z '2 + t '2 .~SS(g)  ex.(_ , j.z,.,, 
o o 
5M z ~2 + t ~2 M5 
-- 71.1/2 • 
< ~ /~-~ exp ~ dz'dt' 
2r 2r 2r 
537r3/2 exp 52 z' dy' dz' dt' < 71.11---" ~ 
0 0 0 
2r 2r 2r 
M i l l  ( Y '2+z '2+t '2)  t 'dy'dz'dt'  < M5 
537r3/2 exp  -- 52 _ 7rl/2 . 
0 0 0 
Z '2 -t- t '2 
52 ) dz' dt' 
and 
Therefore, 
and 
( 3M5"~ 2 
I f - -  J~ f l  2 -< t71"1 /2)  ' 
3M 
I l l  - &f l l r~  < 112l z/2 r - i~  ~. (z3) 
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Similarly, 
3M16 
[[fl -- J~fl[]n <- [f~[1/2 ~ . 
Finally, by (11) and (13), we have 
IIf - J~fm[[ = I[f - J6f  + J~f - J~fml[ 
<_ [If - J, sf][ + [[J~f - &frail 
3M 
< I~1 ~/~ -~ + 2~exp (11~-~). 
Similarly, from (12) and (14), we obtain 
3M~ 
[[fl - J~flmll <- [~[1/2 r -~  6 + 2eexp (116-2). 
4. D ISCRETE STABIL ITY  ANALYS IS  
o~ Then system (8) is equivalent to Let u = J6 v and ul = -o--7" 
Ou Oul 02u 02u 
or -  o~+~+~z~'  
Ou 
OX : ?Ale 
u(o ,y ,z , t )  = &g~(y ,z , t ) ,  
U 1 (0, y,  Z, t)  = J6glrn (Y, z, t ) ,  
u (x ,y ,z ,O)  = 0, 
~ (Xl,y,z,t)= &f~ (y,~,t), 
unknown, 
ul (zl ,y, z, t) = J~ f lm (y, z, t ) ,  
unknown. 
Consider a uniform grid in the (x, y, z, t) space: 
0<X<Xl~ 
O<X<Xl, 
O<X<Xl, 
-~<y,  z<c~, t:>O, 
-~<y,z<c~,  t>O, 
--c~ <y, Z< ~, t >0, 
- - cc<y,z<c~,  t>O, 
-co < y, z < cx), 
-c~ <y, z < ~,  t :> O, 
- c~<y,z<~,  t>O, 
and let 
{(x i= ih ,  y j= js ,  zk=kp,  tn=nq) ,  i=0 ,1 , . . . ,N~,  N~h=xl ;  
j=0 ,4 -1 ,4 -2 , . . . ;  k=0,4 -1 ,4 -2 , . . . ;  n=O,  1 ,2 , . . .} ,  
U?j,k = u (z,, y~, zk,t~) ,
i=O,  1 , . . . ,N~;  j - -0 ,4 -1 ,4 -2 , . . . ;  
From system (15), we have 
W~j,k = ul (X~, yj, zk, tn),  
k = 0, 4-1, 4-2 . . . .  ; n = 0,1 ,2 , . . . .  
U~,j,k = &am (y~,zk,t.), W,$,j,k = &91m (yj zk,t.) , 
j=0 ,4 -1 ,4 -2 , . . . ;  k=0,4 -1 ,4 -2 , . . . ;  n=O,  1 ,2 , . . . .  
U°j,k = O, i = O, 1, . . . , Nx; j=0 ,4 -1 ,4 -2 , . . . ;  k=0,4 -1 ,4 -2 , . . . .  
The first two differential equations in system (15) can be approximated by 
Ui n+l  _ U n -1  W n _ W n U n _ 2U~,j, k --~ U n ,j,k i,j,k ~ i-kl,j,k i,j,k _~ i,jq-l,k i , j - l , k  
2q h s 2 
U ~ U ~ q_ i , j ,k+l  -- 2U~,j,k q- i , j ,k -1  
p2 
Uh l,j,k - U~,j,k 
(15) 
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(16) 
n 
h = -W~+l'3'k' 
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which can be reordered as follows: 
h Un U~ W'hl,j,k : W~,j,k At- -~ ( i,j+l,k - -  2V~,j,k "~- i,j-l,k) 
h Un h {T?n+l_u;,nj,...~) -~-p2-- ( i,j,k4-1 - -  2U~,j,k q- U~,nj,k-1) - - -~q  ~ i,j,k ' 
Un+ l,j,k = uinj,k n -- hW~+l,j,k, 
i=O,  1 , . . . ,Nz -1 ;  j . . . .  , -1 ,0 ,1 , . . . ;  k . . . .  , -1 ,0 ,1  . . . .  ; 
(17) 
n -- 1, 2, . . . .  
Formulas (16) and (17) form a consistent finite difference scheme. 
In the following, we concentrate on the stability analysis of the algorithm. We recall that the 
12 norm and the discrete Fourier transform of a discrete function {Vm}mm--_~oo , with step or grid 
size h, are defined, respectively by 
[Iv[[= h [Vml 2 and 
k ' r t2= - -  O0  
O0 
7r  
(~) - ~ ~ e -~ '~.m h, I~l < S" x/2~" m = - ~  
Moreover, the inversion formula reads 
~/h 1/ 
Vm -- V~ 
-~/h 
e imh~ ~ (~) d~. 
Applying discrete Fourier transforms to (17), assuming the discrete mollified functions extended 
to the entire discrete R 3 space, we have 
2q 
and 
In matrix form, the above system can be written as 
eh,s,p,q (~01,032, W3) = 
w~+, = ch,~,p,q (~1,032,~3) w,  , 
h 2 h 2 w2p . h 2 
z- -  sin (w3q) 1 +4-~-s in2( -~)+4~-~s in2( -~ -) - q 
-4A 4± ~P i h s2Sin2 ( -~)  - p2Sin2 ( -~- )+ -sin(w3q)q 
I ll_<  
with 
-h  
(18) 
THEOREM 3. It" $ _> max(~,  ~ ,  ~ ) ,  the finite dif[erence scheme (17) is 
numerically stable and approximates the solution of  the mollified problem (15) for small and 
fixed h, s, p, and q. 
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PROOF. Let G denote Gh,s,p,q (COl,ad2,0d3) and let 
~ (7)  ~ (~)  ~ a=4- f i s in2  +4)-ffsin 2 ~ , b=- -q  sin(w3q), 
7I" 7r 71 
I~1l < - ,  1~21 < - ,  I~al < - .  s p q 
Then 
Thus, 
and 
Hence, 
l+a- ib  -h  ] and 
a = (-a + ib)/h 1 
~IZi+I -~-  G 12Vi = (-a + ib) /h 1 ldVi " 
~÷1 _< (l+h+a+lbl)m~{ ~,  ~ }, 
l~i+l < - (l+ah[b_____~[)max{ ~r ,  17di } 
a+ Ibl'~i+lmax{ U-o lMo } < (1+ h ] 
2 / and 
The following estimates for the quantities a and b are necessary for the analysis. We have 
h 2 h 2 w2 p 
a = 4~-~sin2 ( -~)+ 4~-ffsin2 (--~ - )  
~ (1~1~) ~ ~ (1~11~) ~
<4 +4 
-- s 2 4 p2 4 
= h 2 (]wll + ]w2[) and 
h 2 h 2 
b = - -  sin (w3q) < 1~31 q h 2 q _ q = 1~31.  
Also, taking into account he relationship between the discrete Fourier transform of the Gauss- 
Jan kernel and the continuous Fourier transform given by (7) (see [1, p. 81]), we have 
'~e[?m, <_ 43 exp [ -~  (w2 + w2 + w2) ] [Om , and 
'~601m[ <_n3 exp [ -~  (w~ +w2 +w2)l '[?lm ', 5 > max(s,p,q). 
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Therefore, 
' 43 exp [2Yh ([Wl,-]-,u,)2[ + [w3[)]exp [- -~ ( w2 +.2  2-I-W2)] {'gm]2-F [Olrnl 2} 
= 43 exp ( - -~  w~ + 2Xl 'Wl') exp ( -~ w22 + 2Xl [w2[) 
xexp( - -~w2T2Xl lW31)  {[grnl2+lglml 2} 
_< 43 exp (2Xl 2 6 -2) exp (2x12 6-2) exp (2x 2 6 -2) { ]~m[ 2+ [gXm[ 2) 
=43exp(6x126 -2) {lOre[ 2 +[glm[2}, 
provided that 
6 _> max (~/~,  ~ ,  ~ ) .  
Thus, the stability estimate in the frequency space follows at once: 
Similarly, 
UN ~-- exp (3X126-2) (llgmll + ll01mll}. 
(19) 
(20) 
17VN _ exp (3x~6 -2) {llgmll + II.~1~II}, (21) 
The corresponding stability estimates for the discrete functions UN and WN are obtained 
immediately recalling the relationships IIUN][ = (IN , ])WNII = I?VN , IIg,nll = 1]gml[ and 
Ilglr~ II = Hglm [[ between the corresponding two norms. 
Expressions (20) and (21) demonstrate hat for a given fixed 6 > 0 satisfying condition (19), 
the consistent finite difference scheme (17) is numerically stable and approximates the restriction 
of the solution of the well-posed problem (15) to the grid points. 
REMARK. It is possible to choose the radius of mollification, 5, according to the level of noise in 
the data. The following Lemma, which is a generalization f a result of Murio [8], is useful. 
LEMMA 1. (Montonicity) Given the noisy data function fm(Y, z, t) satisfying 
[[fm -- f[[ --~ e, if6l > ~2 > O, then 
llJ,~,fm -/roll > ll&~fm -/,,,ll • 
This monotonicity property implies that there is a unique -6 such that 
I IyJm - I ll = (22) 
PROOF. 
IlY t'  - Y,.II 2 = d  6L, - ]m 2 
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+ [e-,a/4(wl 2+w~+w~) ]m (WI,CO2,W3)- ]rn (Wl,W2,W3)] 
× .fm(wl,W2,wa) 2}dwldw2dw3 >0.  
Consequently, IIJ~fm - frail as a function of the parameter 5, is monotonically increasing. 
5. NUMERICAL  PROCEDURE 
From Section 4, the numerical scheme is given by 
h Un W~+l,j,k = Wnj,k + -~ ( i,j+l,k -- 2U~,j,k + U~,nj-l,k) 
h h 
( < ,5 - < ), - -  (uni,j,k+l -- :U~j,k + u ni,j,k-1) -- ~q +p2 
U2+l, j ,k = U~,~,k - hWhl , j , k ,  
i=O,  1 , . . . ,Nx ;  j=0 ,± l ,±2, . . . ;  k=0,±l ,±2 . . . .  ; n=O,  1 ,2 , . . . ,  
with the boundary condition 
U°j ,k=O,  i=0 ,1 , . . . ,Nx ;  j=0 ,± l ,±2, . . . ;  
and the initial conditions 
k = 0 ,±1,±2, . . . ,  
U~,j,k = J~ gm (js, kp, nq) , W~,i,k = J~ glm (js, kp, nq),  
j=0 ,± l ,+2, . . . ;  k=0,±l ,±2, . . . ;  n=0,1 ,2 , . . . .  
Using this scheme to evaluate W~+I,j, k and U~+l,j,k, the computations are ordered as 
w~,,,~ -~ u~,,,k -~ w~j ,k  -~ us ,  ~ -~ w~,j,~ -~ us ,  ~ - ~ .  
and, for each fixed io, the time evaluations are performed according to 
W¢o,j,k ---* W~o,i,k ~ W~,j, k -+ ... and U~o,j,k -~ U2o,j,k ---* U3o,j, k ---,... 
We notice that in practice we only handle finite data records and, at each step, when marching 
forward in the x-direction, we must drop the values of W~,j, k and U~,j, k associated with the 
boundary values of j and k and the largest value of n. Thus, in order to obtain the numerical 
solution at all the desired grid points at the final location x = xl, we need to read "enough" 
data at the initial location x = 0. For example, if for a given i0 , we expect to obtain U~o,j,k and 
W~o,j,k for 
j=O,  1 , . . . ,Ny ;  k=O,  1 , . . . ,Nz ;  n=l ,2  . . . . .  Nt, 
we need to initially evaluate the discrete data functions U~,j, k and W~,j, k at least for 
j = - io , - io  + 1 . . . .  ,0,1 . . . .  ,Ny + 1,. . .  ,Ny +io; 
k = - io , - io  + 1 , . . . ,0 ,  1 , . . . ,Nz ,Nz  + 1 , . . . ,Nz  + i0; 
n = 1 ,2 , . . . ,Nt ,  Nt + 1 . . . .  ,Nt +i0.  
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Temperature  h i s tory  a t  x = 0.4, y = z = 0.5. Exact  and  computed  so lu t ion  (* * *); 
I f  g (y, Z, t) and gt (Y, z, t) denote the exact temperature and heat flux functions, respectively, the 
noisy data is obtained by adding random errors to g (yj, zk,tn) and gt (Yj, zk,tn) at each grid 
point. That  is, 
1 gm (y3, zk,tn) = g (yj, zk, tn) + ej,k,n, 
2 
g lm (Yj, Zk, tn) = gl (Yj, zk, tn) ÷ £j,k,n, 
and 
1 and 2 __ £2. where £j,k,n £j,k,n are Gaussian random variables with variance a 2 
For a numerical example, we consider the three-dimensional IHCP  described by 
V t = Vxx ÷Vyy  ÷Vzz  , 
v(O,y ,z , t )  =g(y ,z , t )  =0,  
-vx  (0, y, z, t) = gt (Y, z, t) = -e  -3t sin y sin z, 
v (x, y, z, 0) = 1 (x, y, z) = sin x sin y sin z, 
O<x<l ,  -oo<y,z<oo,  t>O,  
-oo<y,z<co ,  t>O,  
-oo<y,z<co ,  t>O,  
0<x<l ,  - c~ < y, z < co. 
We at tempt  to reconstruct he mollified surface temperature function J~ f (y, z,t )  and the 
mollified surface heat flux function J~ f l  (Y, z, t) at xl = 0.4 for 0 < y, z < 0.5, and 0 < t < 1. 
The exact solutions for this problem are 
v(O.4, y , z , t )  = f (y ,z , t )  = e-3ts in(O.4)s inys inz ,  O <_ y, z<0.5 ,  0<t<l ,  and 
-vx  (0.4, y, z, t) = f l  (Y, z, t) = -e  -3t cos (0.4) sin y sin z, 0 _< y, z < 0.5, 0 < t < 1. 
With h = Ax = 0.1, assuming the data functions gm and glm to be discrete functions defined 
at the grid points of the domain 
~ = [-36 - 4s, 0.5 + 4s + 35] × [-35 - 4p, 0.5 + 4p + 35] × [0, 1 + 4q + 35] 
of the (y ,z , t )  space, (x = 0), with grid parameters  = Ay, p = Az and q = At, we take 
advantage of the fact that  the data functions are given as products of separable variables to 
actually compute J6gm (Yy , Zk, , tn, ) and J6glm (Yj' , zk, , tn, ) by three successive one-dimensional 
discrete mollifications with a much finer grid s' = 0.1s, p' = 0.1p and q' -- 0.1q in 12~, with 
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Figure 2. Heat f lux history at x = 0.4, # = = = 0.5. Exact and computed solution (* * *); 
= 0.005. 
fixed radius of moll i f ication ~i. The restr ict ion of J6gm (yj,, zk,, tn,) and J6glm (Yj', Zk,, tn') to the 
coarser grid in the domain 
= [ -4s ,  0.5 + 4s] × [ -4p,  0.5 + 4p] × [0, 1 + 4q] 
of the (y, z, t) space, (x = 0), denoted J~ gm(Yj, zk, tn) and J~glm(Yj, Zk, t,~), respectively, are 
finally consider to be the discrete data  functions for the computat ional  model problem. 
In order to verify the numerical  stabi l i ty  of the algorithm, we test it against several different 
average perturbat ions  for e = 0, 0.001, 0.002, 0.003, 0.004 and 0.005, with s = Ay  = 0.1, 
p = Az  = 0.1, q = At  = 0.1 and the radius of moll if ication 5 = 0.05 in the finer grid. 
Table 1 summarizes the behavior of the 12 norms of the errors for the reconstructed temperature  
and surface heat flux histories in the unit t ime interval and for one typical  surface point  of 
coordinates x = y = z = 0.4, as functions of the amount of noise in the data.  It is apparent  hat  
stabi l i ty  with respect o the data  has been restored. 
Table 1. Error norms as functions of noise in the data for 
J~f and Jsf l  at x=y= z=O.4,0< t < l. 
Temperature Heat flux 
e 6g Error norm 6g t Error norm 
0 0.05 0.00050458 0.05 0.00197041 
0.001 0.05 0.00051778 0.05 0.00197450 
0.002 0.05 0.00053527 0.05 0.00197911 
0.003 0.05 0.00055664 0.05 0.00198423 
0.004 0.05 0.00058147 0.05 0.00198987 
0.005 0.05 0.00060933 0.05 0.00199602 
Figures 1 and 2 i l lustrate the temperature  and heat flux histories, respectively, at the surface 
point  of coordinates x = 0.4, y = z = 0.5, for an average perturbat ion  e = 0.005 of the discrete 
data  functions g and gl. 
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Figure 3. 
c = 0.005. 
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Grid difference between computed and exact temperatures at x = 0.4 and t -- 1; 
Finally, Figure 3 shows a plot of the difference between the computed and the exact tempera-  
tures at the grid points of the surface x = 0.4 for the final t ime t = 1. 
REMARK• The general situation where the three-dimensional IHCP is defined on a bounded 
domain with experimental ly obtained data functions, available only on a coarse grid of the (y, z, t) 
space, requires a suitable extension of gm and glm in order to be able to mollify the data. It is in 
this case where the automatic  selection of the radius of mollification, as outl ine in (22), becomes 
a more practical and important detail• Results of several numerical experiments involving the 
general three-dimensional model will be described elsewhere. 
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