The problem of state observation, based on sampled output measurements, is addressed for a class of nonlinear state-affine systems. The difficulty lies in the fact that the state equation involve the undisturbed output with unknown parameters. A hybrid adaptive observer is designed and formally analysed. Sufficient conditions are established for the observer to be exponentially convergent in the absence of output disturbance. The sufficient conditions include a usual persistent excitation condition as well as an explicit upper bound on the admissible sampling time. In presence of nonzero disturbance, the  L -gain between the disturbance input and the (state and parameter) estimation errors is explicitly established in function of the design parameters. 
INTRODUCTION
Designing adaptive observers for continuous-time nonlinear systems has also been given a great deal of interest, especially over the last two decades, and some techniques for obtaining exponentially convergent observers are now available, e.g. (Bastin and Gevers, 1988; Marino and Tomei, 1996; Besancon, 2000; Besançon et al., 2006; Zhang, 2002) . The point is that, the nonlinearity of the observer and its adaptive nature makes its exact discretization (necessary for implementation purpose) a highly complex issue. Furthermore, there is no guarantee that approximate discretetime versions will (and generally they will not) preserve the performances of the original continuous-time observers. Therefore, a great deal of attention has been paid to the problem of directly designing sampled-data based observers for continuous-time nonlinear systems. One approach consists in discretizing the system model and using the discrete-time model in the observer design. The point is that, for most nonlinear systems, the exact discretization, when this is possible, leads to quite complex useless discrete-time models. A practical alternative is to use approximate discretetime models obtained using Euler-like discretization techniques. The observers based on these tractable discretetime models provide only state estimates (of the continuoustime system) at sampling instants and are generally shown to guarantee semi-global practical stability of the observation error, e.g. (Assoudi et al., 2002; Laila and Astolfi, 2006) . A different approach, developed in e.g. (Deza et al., 1992; Hammouri et al., 2002; Nadri et al., 2004, Nadri and Hammouri, 2003) , consists in designing discrete-continuous time observers, based on the continuous-time system model. The design principle entails a division of the observation process into two main tasks: open-loop state prediction between two successive sampling times and feedback state correction at sampling times. Another approach has been proposed by (Raff et al., 2008) and consists in letting the innovation term be constant between two successive sampling times. More recently, a new design approach has been developed in (Karafyllis and Kravaris, 2009 ) that consists in using a hybrid observer in association with an inter-sample output predictor. In this approach, only the output predictor is reinitialized at each sampling time, while the state estimate is continuously updated which makes it a continuous function of time. The approach has proved to be applicable to several classes of systems including linear detectable systems and triangular globally Lipschitz systems. Compared to the continuous-discrete observer design technique, the hybrid approach features the exponential convergence of the observation error as well as the simplicity of implementation as only one equation of the observer is reinitialized at sampling times (namely, that of the output predictor).
So far, quite a few studies have focused on the design of sampled-data adaptive observers, for nonlinear systems subject to parametric uncertainty. A first attempt has been made in (Ahmed-Ali et al., 2009) where the work of (Nadri and Hammouri, 2003) has been extended to a class of state affine system with unknown parameters. A continuousdiscrete adaptive observer has thus been obtained and shown to ensure asymptotically the performances of the underlying nonadaptive observer. Inspired by the work of (Karafyllis and Kravaris, 2009 ), a sampled-data hybrid adaptive observer has been designed in (Hann and Ahmed-Ali, 2012 ). This adaptive observer, which involves an inter-sample predictor between sampling instants, has turned to be simpler than the one proposed in (Ahmed-Ali et al., 2009) , though both observers applies to the same class of systems.
In the present paper, we present a new adaptive observer, using sampled measurements, for a class of state affine systems. The novelty of the present study is twofold: (i) the class of systems under study is output injection type; (ii) the system includes two unknown parameter vectors and one of them is multiplied by a not fully accessible system output i.e. an output that only accessible to measurement at sampling times, up to measurement noise. It turns out that the stateaffine property is missing most of the time (it is only recovered up to noise at the sampling times). This is a major difficulty compared to the works of (Ahmed-Ali et al., 2009) and (Hann and Ahmed-Ali, 2012) where all unknown parameters came in multiplied by perfectly available quantities. In this respect, one may note that, in the context of sampled-data observers, state-affine systems with output injection have been considered in (Nadri et al., 2004) . But, the observer proposed there is not adaptive (no parametric uncertainty was considered).
The problem of sampled-data adaptive state observation is presently dealt with using a hybrid adaptive observer including two parameter adaptive laws that allows a separate estimation of the two unknown parameter vectors. Following the observer design principle in (Karafyllis and Kravaris, 2009) , each adaptive law involves a correction of the parameter estimate trajectory using the error between the estimated output (i.e. x cˆ) and a predicted output. The output predictor is an instrumental component of the observer. It is reinitialized at each sampling instant to get benefit of the output measurements. In the rest of the time, it imitates the (continuous-time) system in open loop (no correcting error term is added). The adaptation gains in the two parameter adaptive laws are also separately updated using two exponentially stable ODEs. The first ODE resembles to the one used in (Hann and Ahmed-Ali, 2012) as it is driven with the (perfectly known) model term multiplying the first parameter vector. The second ODE differs from the preceding one in that the driving input is not a given component of the model but a constructed signal. Specifically, the latter is a saturated version of the predicted output z . The saturation function is resorted to ensure the boundedness of the corresponding adaptation gain despite the fact that the predicted output is not a priori bounded. The hybrid adaptive observer thus obtained is formally shown, under ad hoc sufficient conditions, to be exponentially convergent in the absence of output disturbance. The sufficient conditions include a usual persistent excitation condition as well as an explicit upper bound on the admissible sampling time. In presence of nonzero disturbance, the  L -gain between the disturbance input and the (state and parameter) estimation errors is explicitly expressed in function of the design parameters.
The paper is organized as follows: the class of systems dealt with is described along with the proposed observer in Section 2; the main theorem describing the observer performances is presented in Section 3 and its proof is placed in the Appendix; a conclusion and a reference list end the paper.
CLASS OF SYSTEMS AND ADAPTIVE OBSERVER
The system under study is described by the following observable canonical form:
(2b) where u and y denote the system input and output, respectively;  is an external disturbance that is just supposed to be bounded. The state vector n x R  is not accessible to measurements and the parameter vectors a and 1  are unknown.
It is supposed that the dynamic part (1a) is  L -stable and its order n is known. The matrix function (.)  is arbitrary but is continuous. The input u is any bounded and piecewise continuous signal. Then, it immediately follows that the state x and the output y are bounded. The output equation (1b) emphasizes the fact that the signal y is only accessible to measurements at the sampling instants k t . Furthermore, it is readily seen from (2b) that, the state variable 1
x is related to the output by the relation 
. It turns out that, 1 x is only accessible to measurements up-to-noise and only at the sampling times. For this reason, it will be referred to the 'notfully accessible' output. Now, as the state equation (1a) involves 1 x , the system (1a-b) is called output injection type (e.g. Besançon et al., 2006 Sampled-data adaptive observers for state-affine systems have been proposed in (Hann and Ahmed-Ali, 2012, AhmedAli et al., 2009) . However, the class of systems considered in those studies are not output injection type. Inversely, the class of systems considered in (Nadri et al., 2004) is state-affine with output injection, but the sampled-data observer proposed there is not adaptive. A major feature of the present study is that the system under study (1a-b) is output injection type and the proposed observer is adaptive (i.e. the system is not subject to parametric uncertainty). Furthermore, in the state equation (1a), the undisturbed output 1 x comes in affected by the uncertain parameter a . This makes all previous observers (adaptive or not) useless in the present case. A major difficulty in the present study lies in the fact that the undisturbed output 1
x is not accessible to measurements between sampling times. Moreover, even at these times, no exact measurement of 1 x is possible because of the disturbance  in equation (1b). The problem of estimating the state and parameters of the system (1a-b) is presently coped with using the following sampled-output adaptive observer:
with: The saturation function in (3a) and (3c), is defined as follows, 
The sampled-output adaptive observer (3a-f) features a separate estimation of the two unknown parameter vectors. The parameter vector  is estimated using the parameter adaptive law defined by equations (3b) and (3f 
ADAPTIVE OBSERVER ANALYSIS
The adaptive observer defined by equations (3a-f) will now be analyzed. As pointed out earlier, a major difficulty in the analysis is to cope with the term 1 x a (in equation (1a)) which involves an uncertain parameter multiplied by a signal that is fully and exactly accessible to measurements. Another difficulty lies in the hybrid (continuous-discrete) nature of the subsystem (3c-d) of the observer. That subsystem defines an output predictor between two successive sampling periods.
To formally analyze observer (3a-f), introduce the following errors:
Also, introduce the change of coordinates,
(8) Then, the observer equations (3a-f) can be rewritten as follows, in terms of the errors (7-8):
(9e) The analysis of the above error system takes benefit from the fact, shown in many places (see e.g. Besançon et al., 2006; Zhang, 2002) , that the time-varying matrix R (i.e. the solution of (3f)) does exist and is symmetric and positive definite, provided the following persistent excitation condition holds: More formally, there are two positive real numbers ) , ( r r , such that for all 0  s : In the sequel, condition (10) is supposed to hold. Then, the following Lyapunov function is defined:
is any positive definite matrix satisfying the following inequality:
and  is any positive constant such that:
where M  is as in (6) and  is any positive real scalar such that:
where r is as in (11). The following additional notations will also prove to be useful:  is any scalar such that: In the particular case of undisturbed output (i.e.
exponentially converges to the origin ■ The proof of this theorem is placed in the Appendix.
CONCLUDING REMARKS
This study has addressed the problem of adaptive state and parameter estimation for the state-affine systems (1a-b), using sampled output measurements in presence of noise. A key feature of the study is that even the term involving the true output 1 x in the state equation (1a) is affected by an uncertain parameter vector. Theorem 1 shows that, in the case of no output disturbance, the proposed adaptive observer, defined by (3a-f), guarantees the exponential convergence of all errors to the origin. This results goes beyond the existing results on sampled-data adaptive state observers. Nadri M, Hammouri H. (2003 (12) and (9a-e):
with  being any positive constant satisfying (15). Using (11) and (15), inequality (A1) develops further as follows:
It is readily checked that . Then one has, for all 0
Then, it follows from (B2) that: 
