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We study the phase behavior of multicomponent lipid bilayer vesicles that can exhibit intriguing
morphological patterns and lateral phase separation. We use a modified Landau-Ginzburg model
capable of describing spatially uniform phases, microemulsions, and modulated phases on a spherical
surface. We calculate its phase diagram for multiple vesicle sizes using analytical and numerical
techniques as well as Monte Carlo simulations. Consistent with previous studies on planar systems,
we find that thermal fluctuations move phase boundaries, stabilizing phases of higher disorder. We
also show that the phase diagram is sensitive to the size of the system at small vesicle radii. Such
finite size effects are likely relevant in experiments on small, unilamellar vesicles and should be
considered in their comparison to theoretical and simulation results.
I. INTRODUCTION
Bilayers made of multiple species of lipid molecules
form the underlying structure of biological membranes.
An urgent question in membrane biophysics is whether
such bilayers are laterally uniform or whether they ex-
hibit spatial inhomogeneities, i.e., regions that differ in
local composition either permanently or transiently. The
relevance of this question stems from its implications for
the spatial distribution of membrane proteins, which is
influenced by the local lipid environment and which di-
rectly affects fundamental biological processes such as cell
signaling.
The ability of multicomponent bilayers to display in-
homogeneous lateral structure is vividly demonstrated in
fluorescence microscopy experiments on giant unilamellar
vesicles (GUVs) that contain three types of lipids: a lipid
with high melting temperature, typically a saturated
phospholipid such as dipalmitoylphosphatidylcholine
(DPPC) or distearoylphosphatidylcholine (DSPC), a
lipid with low melting temperature, for example an un-
saturated phospholipid like dioleoylphosphatidylcholine
(DOPC), and cholesterol. Over a wide range of com-
positions these ternary systems exhibit a transition
from a high-temperature, homogeneous state to a low-
temperature, phase-separated state in which the vesi-
cle partitions into two distinct regions: the liquid-
ordered (Lo) phase, rich in saturated lipids and choles-
terol, and the liquid-disordered (Ld) phase that con-
tains mostly unsaturated lipids [1–3]. This ability to
support multiple distinct fluid phases has been found
in many ternary lipid mixtures [4] using several exper-
imental techniques including infrared spectroscopy [5, 6],
NMR [7], FRET [8, 9], small-angle neutron or X-ray scat-
tering (SANS or SAXS) [10–12] in addition to optical
microscopy. It has also been found in computer simu-
lations [13–17] and theoretical models [18–21] of mixed
bilayers.
∗ maibaum@uw.edu
The discovery of thermodynamically stable liquid-
ordered phases in ternary lipid systems has spurred re-
newed interest in the lipid raft model of membrane or-
ganization [22–24], which predicts the existence of small,
transient domains of increased lipid order in biological
membranes. While the quest to identify such domains
in these much more complex bilayer systems is ongo-
ing, there is clear evidence for Lo/Ld phase separation
in plasma membrane-derived vesicles [25–27].
Increasing the chemical complexity of a lipid bilayer
can induce additional types of lateral organization not
seen in ternary mixtures. For example, upon adding a
fourth lipid type with one saturated and one unsaturated
tail (sometimes referred to as a hybrid lipid) one finds
bilayers containing nanoscopic domains as well as mod-
ulated (stripe) phases [28–31]. While the latter cannot
be observed in coarse-grained molecular dynamics sim-
ulations [32, 33] due to their limited system size, mod-
ulated phases have emerged in Monte Carlo simulations
of a discretized surface model of phase-separated mem-
branes that captures differences in the bending moduli of
liquid-ordered and liquid-disordered regions [34].
Modulated phases also emerge when a system favors
the creation of interfaces between liquid-ordered and
liquid-disordered regions in the bilayer. This can be
caused, for example, by a coupling between composition
and shape fluctuations in asymmetric bilayers [35]. Hy-
brid lipids that accumulate at interfaces between Lo and
Ld phases and that thereby effectively reduce the inter-
face tension might have a similar effect [36].
The Landau-Ginzburg (LG) model is an elegant de-
scription of a system that exists in a homogeneous, dis-
ordered state at high temperatures and that supports
multiple coexisting phases at low temperatures [37, 38].
To include the possibility of modulated phases, the LG
model was extended by Shlomovitz and Schick to al-
low for an effectively negative interface tension between
liquid-ordered and liquid-disordered domains [35]. A
mean field analysis of this model revealed a new mi-
croemulsion phase in addition to the anticiapted modu-
lated, homogeneous, and coexisting phases. Monte Carlo
simulations of this model later revealed that the phase di-
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2agram changes significantly if the effects of thermal fluc-
tuations are considered [39].
Both the mean field and the finite temperature anal-
ysis of the extended LG model in references 35 and 39
were performed under the assumption of a planar bilayer
patch. Many experiments, however, are performed on
vesicle systems that have the topology and usually also
the shape of a sphere, and one might wonder to what
extent this change in system geometry affects the phase
behavior of the model. This question is particularly per-
tinent for small vesicles such as those used in neutron
scattering studies, which are only 60 nm in diameter [30].
We have recently shown that the principal observable in
such scattering experiments, the static structure factor,
can differ significantly between planar and spherical sys-
tems [40]. Furthermore it is known that even seemingly
simple models can generate surprisingly complex spatial
patterns on spherical surfaces [41].
For these reasons we study in this work the extended
Landau-Ginzburg model on spherical surfaces. The pre-
vious results for the planar system will serve as our refer-
ence point that we expect to recover in the limit of large
sphere radii [35, 39]. The model is described in detail in
Section II. We analyze the model in three different ways,
as outlined in Section III: we study an approximate form
of the ground state that can be obtained analytically,
the actual ground state obtained from numerical energy
minimization, and the finite-temperature behavior of the
model using Monte Carlo simulations. Results of these
calculations are summarized in Section IV. We discuss
several general aspects of finite size and fluctuation ef-
fects in membrane systems in Section V.
II. THE MODEL
To describe the lateral structure of a multicomponent
lipid bilayer we introduce a scalar order parameter field
φ(r) that allows us to distinguish between different types
of local membrane structure. This field is defined on a
two-dimensional surface S representing the shape of the
bilayer. Our model assigns to each realization of this field
a (Landau) energy through the functional [39]
E[φ(r)] =
∫
dS
{α
2
|φ(r)|2 + b
4
|φ(r)|4
+
γ
2
|∇φ(r)|2 + 
2
∣∣∇2φ(r)∣∣2 }. (1)
The first three terms in this expression are the famous
Landau-Ginzburg model for continuous order–disorder
transitions [37, 38]. Its principal features can be obtained
by minimizing the energy with respect to the field φ(r). If
all three parameters α, b and γ are positive, then the low-
est energy configuration is the uniform field φ(r) = 0. We
interpret this state as the homogenous, well-mixed phase
of the system. Making α negative we obtain two degen-
erate, uniform ground states, φ(r) = ±√−α/b. These
states with non-zero order parameter values are at co-
existence with each other, and we interpret them as the
liquid-disordered and liquid-ordered phase, respectively.
In absence of constraints the system will adopt one or
the other at random, but if, for example, a conservation
law determines the area fractions of these two phases
the system will partition into distinct Ld and Lo do-
mains, separated by an interface of characteristic width√−2γ/α [38]. The line tension, i.e., the energy per unit
length of this interface, is
σ =
√
−8γα
3
9b2
. (2)
Extending this model to also describe modulated
phases that are rich in domain boundaries, Shlomovitz
and coworkers considered the case of negative γ, mo-
tivated by previous work on asymmetric lipid bilay-
ers [35, 42]. This requires the introduction of the final
term in (1) with a positive parameter  to maintain ther-
modynamic stability. In addition to the single homo-
geneous phase and the region of phase coexistence, this
extended model can also sustain both a modulated and
a microemulsion phase [39].
While this analysis was performed on planar bilayer
systems, we now consider spherical vesicles of radius R.
We rewrite (1) in spherical coordinates,
E[φ(θ, ϕ)] = R2
∫
dΩ
{α
2
|φ(θ, ϕ)|2 + b
4
|φ(θ, ϕ)|4
+
γ
2
|∇φ(θ, ϕ)|2 + 
2
∣∣∇2φ(θ, ϕ)∣∣2 },
(3)
where the integral is over all solid angles Ω, the field φ
is a function of the inclination angle θ and the azimuthal
angle ϕ, and the derivatives are to be taken within the
spherical surface. For example, the Laplace operator be-
comes
∇2 = 1
R2 sin2 θ
∂2
∂ϕ2
+
1
R2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
. (4)
For numerical calculations it is convenient to expand
the field φ in a basis of spherical harmonic (SH) functions,
φ(θ, ϕ) =
∞∑
l=0
l∑
m=−l
wl,mYl,m(θ, ϕ). (5)
The complex coefficients wl,m can be obtained from the
SH transform of φ,
wl,m =
∫
dΩY ∗l,m(θ, ϕ)φ(θ, ϕ). (6)
Because the field is real-valued the SH coefficients satisfy
the relationship
w∗l,m = (−1)mwl,−m. (7)
Expressed in terms of these coefficients the energy (3)
becomes (see Appendix A for details)
3E =
R2
2
∑
l,m
{
α+
γ
R2
l(l + 1) +

R4
[l(l + 1)]2
}
|wl,m|2
+
bR2
4
∑
l,m
∣∣∣∣∣∣
∑
l1,m1
∑
l2,m2
√
(2l1 + 1)(2l2 + 1)(2l + 1)
4pi
(
l1 l2 l
0 0 0
)(
l1 l2 l
m1 m2 m
)
wl1,m1wl2,m2
∣∣∣∣∣∣
2
.
(8)
Here we introduced the shorthand notation
∑
l,m for
sums over SH indices such as in (5), and we see the emer-
gence of the Wigner 3j symbols in the expression for the
term that is quartic in the order parameter field.
III. COMPUTATION AND SIMULATION
METHODS
We are interested in the phase behavior of the
model (8) as a function of the material parameters α, γ,
, and b as well as the system’s radius R. We work in di-
mensionless units, and limit ourselves to  = b = 1 with-
out loss of generality [39]. We obtain phase diagrams by
either energy minimization or Monte Carlo simulations
for parameter values −3 ≤ α ≤ 3 and −3 ≤ γ ≤ 1, which
we explore with a resolution of ∆α = ∆γ = 0.1. For each
set of parameters we consider three system sizes, R = 1,
3, and 10, the last one being large enough to approach
the behavior of a planar system.
We perform three distinct calculations, as outlined be-
low. The first is an energy minimization using a very
limited basis set of only a single spherical harmonic func-
tion. The second is an energy minimization in a much
larger basis. The third is a Monte Carlo simulation that
allows to sample the thermal equilibrium ensemble of or-
der parameter fields.
A. Single-Mode Energy Minimization
In this approximation we include only a single term in
the SH expansion (5),
φ(θ) = wl,0Yl,0(θ). (9)
We limit ourselves to a term with m = 0, which implies
that the field φ is independent of the azimuth ϕ. In this
case the expression (8) for the energy can be written as
E =
R2
2
{
α+
γ
R2
l(l + 1) +

R4
[l(l + 1)]2
}
w2l,0
+
bR2
4
[
2l∑
l′=0
(2l + 1)2(2l′ + 1)
4pi
∣∣∣∣( l l l′0 0 0
)∣∣∣∣4
]
w4l,0,
(10)
a quartic polynomial in wl,0. We minimize the energy
with respect to the spherical harmonic degree l and to
the value of the coefficient wl,0:
(l∗, wl∗,0) = arg min
l,wl,0
E. (11)
There are three possible outcomes:
1. If the energy is minimal at wl∗,0 = 0, then the
ground state of the system is the uniform field
φ = 0, which has energy E = 0. This state rep-
resents the homogeneous fluid.
2. If the energy is minimal at wl∗,0 6= 0 and l∗ = 0,
then there are two degenerate ground states with
energy E = −piα2R2/b. Both are uniform fields
with φ = ±√−α/b. These two phases are at coex-
istence with each other.
3. If the energy is minimal at wl∗,0 6= 0 and l∗ > 0,
then the ground state consists of l+1 stipe domains
of alternating positive and negative values of the
order parameter, representative of the modulated
phase.
For every parameter pair (α, γ) we compare the energies
for each scenario, considering values of l up to 21. Due
to the simple form of (10) both the assignment of the
minimum energy phase and the identification of phase
boundaries can be done analytically.
B. Full-Mode Energy Minimization
Here we include all spherical harmonic functions with
an index up to lmax = 21 and order m = 0 in the expan-
sion (5):
φ(θ) =
lmax∑
l=0
wl,0Yl,0(θ) (12)
In this case the energy (8) becomes
4E =
R2
2
lmax∑
l=0
{
α+
γ
R2
l(l + 1) +

R4
[l(l + 1)]2
}
w2l,0
+
bR2
4
2lmax∑
l=0
[
lmax∑
l1=0
lmax∑
l2=0
√
(2l1 + 1)(2l2 + 1)(2l + 1)
4pi
∣∣∣∣(l1 l2 l0 0 0
)∣∣∣∣2 wl1,0wl2,0
]2
.
(13)
At every point (α, γ) in the phase diagram we min-
imize this energy numerically with respect to the SH
coefficients {wl,0}. The last contribution, which origi-
nates from the quartic term in (8), is evaluated using the
SHTOOLS spherical harmonics library [43]. We use both
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) and the
Sequential Least Squares Programming (SLSQP) opti-
mization algorithm as implemented in the SciPy scien-
tific programming library, and choose the configuration
with the lowest energy. To further refine the obtained
ground states we perform multiple sweeps through the
parameter space, seeding the energy minimization with
ground states obtained for nearby parameter values.
The ground state configurations are classified into the
same three categories as before. If all wl,0 are zero, then
the system is in the homogeneous phase. Otherwise we
identify the index l∗ for which |wl,0| is largest. If that
dominant index is l∗ = 0 then the system is at coexistence
between two uniform phases. If, one the other hand,
l∗ ≥ 1 then the system is in the modulated phase.
C. Monte Carlo Simulations
We perform Markov Chain Monte Carlo simulations to
sample the equilibrium distribution of the order parame-
ter field. Here we include all terms of the expansion (5),
including those with non-zero m, up to lmax = 21.
The independent degrees of freedom are the real parts
cl,m and imaginary parts sl,m of the SH coefficients wl,m
with m ≥ 0, with the exception of sl,0 which is always
zero for real order parameter fields. The coefficients for
negative m are uniquely determined by the symmetry
relation (7).
As before we use the SHTOOLS library to evaluate
the quartic term in the energy [43]. In each Monte
Carlo step we choose one of these degrees at random,
and propose a change drawn from a normal distribution
with standard deviation 0.1 ×√T/(αR2 + γ + /R2) if
αR2+γ+/R2 > 0, or 0.1 otherwise. Here T = 0.1 is the
temperature of the system. This trial move is then ac-
cepted or rejected according to the Metropolis criterion.
A typical simulation required 106 × (lmax + 1)2 steps to
converge.
From these calculations we obtain the equilibrium av-
erages 〈cl,m〉 and variances
〈
(δcl,m)
2
〉
= 〈c2l,m〉 − 〈cl,m〉2,
and similar for sl,m. For each value of the index l there
exist 2l+1 independent real-valued coefficients that have
to be considered for the assignment of thermodynamic
phases. If the average value of all coefficients is zero then
the system is in the homogeneous phase. If the average
value of all coefficients with l ≥ 1 is zero and 〈c0,0〉 6= 0
then the system is at coexistence. If there is a peak in
average coefficient values at a non-zero SH index l∗ then
the system is in the modulated phase.
Because Monte Carlo simulations capture the effects of
thermal fluctuation we can use them to identify another
phase, the microemulsion. It is characterized by signif-
icant fluctuations at a specific length scale. In planar
systems it can be detected by a peak at non-zero wave
vectors in the static structure factor [35, 39, 42]. For
the spherical systems considered here we use the anal-
ogous condition for the SH coefficients: we identify a
microemulsion by a peak in the variances of either cl,m
or sl,m at a non-zero index l
∗, while the means of the
coefficients remain zero [40].
IV. RESULTS
We present in Figure 1 the phase diagrams obtained
using each of the three methods discussed in the previous
section for three system sizes R = 1, 3, and 10. As a
common point of reference we include in each diagram
the phase boundaries of the planar system obtained by
mean field theory [39] for comparison. The derivation of
these curves is summarized in Appendix B.
A. Single-Mode Energy Minimization
The top panel of Figure 1 shows the phase diagram in
the (α,γ) plane obtained by the single mode energy min-
imization method of Section III A. As expected from the
regular Landau-Ginzburg model, at positive γ we find a
single homogenous fluid at α > 0 and two coexisting flu-
ids at α < 0. Because these phases are spatially uniform
we obtain the exact ground state despite the restriction
of a singe spherical harmonic function as the basis set.
These phases extent into the region of negative γ.
However, for sufficiently negative values there is a transi-
tion to the modulated phase, characterized by a positive
value of the SH index l∗. In this case the order parame-
ter field φ consists of l∗+ 1 parallel stripes of alternating
positive and negative values. The width of these stripes
is determined by the material parameters, and it is there-
fore not surprising that on larger spheres we find a greater
number of stripes at the same values of α and γ.
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FIG. 1. Phase diagrams of the Landau-Ginzburg model (1) on the spherical surfaces of radii R = 1, 3, and 10, as obtained
using (a) the single mode ground state calculation, (b) the full mode ground state calculation, and (c) Monte Carlo computer
simulations. At fixed  = b = 1 the homogenous phase occupies the first quadrant and the coexistence region the fourth
quadrant in the (α, γ) plane. The modulated phase, which lies at sufficiently negative γ is further subdivided into regions of
distinct values of l∗. Inclusion of thermal fluctuations gives rise to the microemulsion phase. Also included in each diagram
are the phase boundaries obtained for the corresponding planar system (Appendix B). The seven state points indicated in the
bottom right panel are discussed in Figures 2 and 3.
6To estimate the number of stripes we use a result from
the planar system [39]: in the modulated phase the dom-
inant contribution to the order parameter field has a
wave vector of k∗ =
√−γ/(2) (see Appendix B for a
brief derivation). The width of a single stripe is there-
fore approximately λ = pi/k∗. A sphere of radius R can
accommodate roughly piR/λ such stripes. A reasonable
estimate of the parameter l∗ in the modulated region is
therefore l∗ ≈ piR/λ− 1 = R√−γ/(2)− 1.
The exact value of the index l∗ and the boundaries
between modulated phases containing different numbers
of stripes are obtained by minimizing (10). By equating
this expression for adjacent values of l one obtains the
boundaries analytically, which are linear but not entirely
vertical, as shown in Figure 1(a). Also linear are the
boundaries between the homogenous phase, the coexis-
tence region, and the modulated phase for each value of
l∗.
Comparing the phase diagram to that of the planar sys-
tem we see several noteworthy differences. At small sys-
tem sizes the triple point is significantly shifted towards
negative γ from its location at (α = 0, γ = 0) in the pla-
nar system. The location and shape of the modulated–
homogeneous and modulated–coexistence boundaries are
also changed. As the radius increases from 1 to 10, the
former phase boundary approaches that of the planar sys-
tem, while the latter does not. This indicates that the
order parameter field is well described by a single spher-
ical harmonic mode in the modulated phase close to the
transition towards the homogenous fluid, but not near
the phase coexistence region. There the single mode ap-
proximation overestimates the energy of the modulated
phase.
B. Full-Mode Energy Minimization
Panel (b) of Figure 1 shows the phase diagram ob-
tained by minimizing the energy with respect to a larger
basis set that includes spherical harmonic functions Yl,0
up to lmax = 21. We find that this phase diagram shares
many features with that obtained in the single mode
approximation. Nevertheless there are also differences.
First, the boundaries within the modulated phase that
separate regions with different numbers of stripes appear
slightly more vertical than in panel (a). More impor-
tantly, we find that the boundary between the modulated
phase and the coexistence region now approaches that of
the planar system at large system sizes. This confirms
our expectation that the phase behavior on a sufficiently
large sphere is similar to that of the planar system, the
latter acting like the R→∞ limit of the former.
C. Monte Carlo Simulations
The introduction of thermal fluctuations causes sig-
nificant changes to the phase diagram, as shown in Fig-
ure 1(c). The microemulsion emerges within the homoge-
neous region, characterized by the ground state (φ = 0)
but a peak in the variance of a SH coefficient with non-
zero index l∗. It is separated from the homogeneous phase
by a vertical boundary called the Lifshitz line, which for
large R lies at γ = 0 as in the planar system [35, 39] but
that shifts toward negative γ at small system sizes.
For all values of R the triple point at the intersection of
modulated, homogeneous, and coexisting phases in pan-
els (a) and (b) splits into a line, opening up space for
a direct transition from the microemulsion to the phase
coexistence region. The transitions between modulated
and microemulsion phases as well as the boundary be-
tween the coexistence region and the homogeneous phase
are shifted downward toward smaller α, which can be
explained by thermal fluctuations stabilizing the less or-
dered phases. These observations are consistent with pre-
vious work on planar systems [39].
To illustrate the differences between the various phases
and the range of spatial patterns that our model de-
scribes we show in Figure 2 snapshots from the Monte
Carlo simulations at six different thermodynamic con-
ditions, marked as points (I)–(VI) in Figure 1(c). These
snapshots were obtained by computing the inverse spher-
ical harmonic transformation (5) of the coefficients wl,m.
Also shown in Figure 2 are the means and variances of
the degrees of freedom cl,m and sl,m that were used to
assign the thermodynamic phases. As discussed in Sec-
tion III C there are 2l + 1 such degrees for each index
l.
The points (I) and (II) fall within the microemulsion
region of the phase diagram. The simulation snapshots
show that the order parameter field φ is zero on average,
but also the presence of thermal fluctuations. The lat-
ter can be quantified by considering the spectra of SH
coefficients. While the means of cl,m and sl,m are essen-
tially zero for all l, there is a peak at l∗ = 11 (I) or at
l∗ = 5 (II) in their variances that is characteristic for
the microemulsion phase. This peak is much sharper in
system (I) that is close to the boundary to the modu-
lated phase. Point (III) shows a behavior similar to the
first two. However, the variances of the SH coefficients
are now monotonically decreasing with l, which together
with the zero means identifies this point as belonging to
the homogeneous phase.
Points (IV)–(VI) show data for the same γ-values as
points (I)-(III), but at much smaller α = −0.5. Sys-
tems (IV) and (V) show a characteristic stripe pattern,
the orientation of which is randomly established over the
course of the simulation. The stripe pattern is not per-
fectly regular but instead contains defects. These stripes
are much sharper in (IV) than in (V), the latter being
close to the boundaries to both the microemulsion and
two-phase coexistence region. The observed surface pat-
terns can be detected in the means and variances of the
SH coefficients: both have a peak at non-zero values l∗,
which identifies these states as being part of the mod-
ulated phase. The values of l∗, 11 for (IV) and 5 for
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FIG. 2. Results from Monte Carlo simulations for R = 10
at states (I)-(VI) shown in Figure 1(c). Shown is a snapshot
of the order parameter field φ as well as the means and vari-
ances of the spherical harmonic coefficients cl,m and sl,m; the
values at l = 0 are highlighted by a circle. These spectra
were used to assign to each state the thermodynamic phase:
the microemulsion (I and II), the homogeneous fluid (III),
the modulated phase (IV and V), and one of the coexisting
homogeneous fluids (VI).
(V), are the same as those found for points (I) and (II),
which gives support to the argument put forth in Sec-
tion IV A that l∗ should depend on γ but not on α. That
the length scales of the modulated and the microemul-
sion phases are independent of α is also seen in planar
systems (Appendix C).
Finally, point (VI) shows the system in one of the
coexisting uniform phases with average order parame-
ter ±√−α/b. In this particular simulation the system
evolved toward the phase with positive φ. This behavior
is reflected in the SH coefficients: the average value of
the l = 0 mode, 〈w0,0〉, is close to its theoretical value√−4piα/b ≈ 2.5, while all other coefficients have an av-
erage of zero. The variance, on the other hand, is a
monotonically decreasing function of l, as expected for a
uniform fluid.
To demonstrate some of the difficulties that one en-
counters when exploring the phase diagram and to study
the transition from the modulated phase into the coexis-
tence region in more detail we show in Figure 3 additional
data for the point (VII) of Figure 1(c), which is located
at (α, γ) = (−1,−1). Shown are the results of two sep-
arate simulations of the same thermodynamic state that
were started from different initial configurations: the one
shown in panel (a) was seeded with a configuration ob-
tained at a larger value of γ, from inside the coexistence
region, while that in panel (c) originated in the modu-
lated phase at smaller γ.
The data shown in (a) indicates that the system is a
microemulsion, as identified by a peak at a non-zero index
l∗ in the variances of the spherical harmonic coefficients.
However, the average value of the order parameter is not
zero but −√−4piα/b ≈ −3.5. This shows that the Lif-
shitz line, which separates the microemulsion from the
homogeneous fluid, can be extended to negative α, and
that the two coexisting phases to the left of the Lifshitz
line are in fact microemulsions for α < 0.
Unless the point (VII) lies exactly on the boundary, the
fact that both the modulated phase and the microemul-
sion phase are stable even over long simulation time scales
shows that one of these two phases is metastable while
the other one is stable. To find out which is the thermo-
dynamically stable phase we define a path in the phase
diagram that crosses the boundary, and monitor the sys-
tem as the parameters are changed along this path in
both directions.
Figure 3(b) shows the results of these calculations. We
begin at (α, γ) = (−1,−0.6), which is well within the co-
existence region. Following a path of slowly decreasing γ
we find that the energy of the system remains nearly con-
stant until we reach γ = −1.5, where we see a sharp drop
in the energy. This drop corresponds to the transition
to the modulated phase. Reversing the path by increas-
ing γ we find a smooth rise in energy up to γ = −0.8,
where the energy is larger than that of the microemul-
sion at the same state point. Increasing γ even further
we eventually find the transition to the stable microemul-
sion phase. Based on this data we place the boundary
of the coexistence region between γ = −1 and γ = −0.9,
and therefore assign point (VII) to the modulated phase.
The metastability and hysteresis are signatures of a
first-order phase transition, as pointed out previously for
the planar system [39, 44]. This is to be contrasted to the
transition from the modulated phase to the microemul-
sion at positive α, which appears to be continuous. In
that case there is no change in the average value of the or-
der parameter across the transition, whereas in the case
considered in Figure 3 the average changes discontinu-
ously from zero in the modulated phase to ±√−α/b in
one of the coexisting microemulsion phases.
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FIG. 3. Demonstration of hysteresis and metastability
when crossing the boundary between the modulated phase
and the coexistence region. Shown are simulation snapshots
and the means and variances of spherical harmonic coefficients
at (α, γ) = (−1,−1) for R = 10, point (VII) in Figure 1, ob-
tained from Monte Carlo simulations that were initiated from
equilibrium states at greater (a) and smaller (c) values of γ.
The phases of the initial states (a microemulsion at coexis-
tence and the modulated phase, respectively) persist through-
out the simulations. Traversing the phase diagram along a
horizontal path in both directions shows that the originally
stable phases persist beyond the phase boundary (b).
V. DISCUSSION
Our results demonstrate that the principal observa-
tions of the role of thermal fluctuations on the phase di-
agram in planar systems [39] also apply in spherical sys-
tems. The most striking effect, which is apparent when
comparing panels (b) and (c) of Figure 1, is the splitting
of the triple points that leads to a new phase boundary
that allows a direct transition between the microemul-
sion and the phase coexistence region. Another impor-
tant consequence of thermal fluctuations is the overall
shift of the modulated–microemulsion and coexistence–
homogeneous boundaries toward lower α, which is a ram-
ification of the higher entropy of the more disordered
phases.
More importantly, our results show that the finite size
can have a significant effect on the phase behavior of
multicomponent bilayer systems, as demonstrated in the
three phase diagrams shown in Figure 1(c). It is reassur-
ing that in the limit of large radius R the phase diagram
resembles that of the planar system despite the difference
in mathematical representation of the model (spherical
harmonics vs. plane wave basis set). When decreasing
the system size, several changes are discernible. One is
the decrease in the value of l∗ in the modulated phase.
As discussed in detail in Section IV A this observation
has an intuitive explanation: the width of the stripes in
the modulated phase is determined by material parame-
ters, especially γ and , and the number of such stripes
that can be accommodated by the system is proportional
to its radius.
Another apparent change is the shift of the Lifshitz
line, which separates the microemulsion from the ho-
mogenous fluid, toward negative γ as the size of the
sphere becomes smaller. The magnitude of this shift can
be estimated by considering an approximation to the full
model (8) that omits the quartic part, effectively setting
the parameter b to zero. This is permissible in the re-
gion of positive α where thermodynamic stability of the
model is not affected. Because the remaining terms in
the energy are quadratic in the SH coefficients wl,m one
can analyze this model analytically, and one finds that
their means are zero and their variances [40] are
〈|wl,m|2〉 = kBT
αR2 + γl(l + 1) + [l(l + 1)]2/R2
. (14)
If all parameters are positive then this expression is
monotonically decreasing with index l, and the system
is therefore a homogeneous fluid. Decreasing γ below
zero, a peak at non-zero index l will eventually form. By
equating the variances of the l = 0 and the l = 1 terms
we find that this first occurs when
γ = − 2
R2
. (15)
This approximate argument yields γ = −2 for R = 1,
γ = −2/9 for R = 3, and γ = −1/50 for R = 10 for
the location of the Lifshitz line, in agreement with the
observed phase behavior.
Another interpretation of (15) is that a sphere must
have at least a radius of
√−2/γ in order to realize a
microemulsion phase induced by a negative γ. We have
recently shown that the same threshold applies for the
detection of a microemulsion in scattering experiments
that measure the structure factor of a spherical vesicle
embedded in three-dimensional Euclidean space [40]. It
is heartening that these two approaches yield the same
result, and it indicates that the finite size effects discussed
here are measurable experimentally.
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is not limited to spherical vesicles, but in principle can
also arise in planar systems such as the one studied previ-
ously [35, 39]. In that case one uses plane waves instead
of spherical harmonic function as a basis set in the expan-
sion of the order parameter field, and typically considers
the wave vector as a continuous variable. This, however,
introduces the assumption that the system is infinitely
large. For a finite system the set of allowed wave vectors
is discrete, which causes changes to the phase diagram
similar to those reported in this work. We include in Ap-
pendix C a brief overview of these finite size effects in
planar systems for the interested reader.
In this work we have limited ourselves to vesicles of
fixed spherical geometry. Additional effects arise if the
system can deform, which can induce a coupling be-
tween bilayer shape and composition. Those are read-
ily observed in experiments [45–47], and have been the
focus of several theoretical [41, 48, 49] and computa-
tional [34, 47, 50–52] investigations. If the bilayer de-
formations are small then the effects of this coupling can
be absorbed in the parameters of the Landau-Ginzburg
model discussed here [35, 42]. If they are not small, how-
ever, an explicit description of the flexible vesicle shape
will be necessary.
VI. CONCLUSION
Their finite size is an important characteristic of lipid
bilayer vesicles, and one that should be taken into ac-
count when exploring their phase diagram. We have
shown that both phase boundaries and surface morpholo-
gies depend on the radius of a spherical vesicle. While
the properties of large vesicles are similar to those of in-
finitely large, planar membrane patches, small vesicles
can behave significantly differently. It is therefore pru-
dent to consider the system size dependence of lipid sys-
tems in both theory and experiment.
Our conclusions are based on the analysis of a modified
Landau-Ginzburg model that has previously been used to
describe planar lipid bilayers. Our results for spherical
systems show that the influence of thermal fluctuations
on the phase diagram is the same in both geometries:
we find the same overall shift of the boundaries between
ordered and disordered phases and a splitting of the triple
point that creates a boundary between the microemulsion
and coexistence regions.
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Appendix A: Energy Expressed in Spherical
Harmonic Coefficients
Here we show how the expansion (5) of the order pa-
rameter field allows us to write the energy (3) in the
form (8). Using the orthonormality of the spherical har-
monic functions [53],∫
dΩY ∗l,m(θ, ϕ)Yl′,m′(θ, ϕ) = δl,l′δm,m′ , (A1)
together with the fact that the Yl,m(θ, ϕ) are eigen-
functions of the Laplace operator (4) with eigenvalues
−l(l + 1)/R2, we can rewrite the integrals over the
quadratic terms in (3) as∫
dΩφ2 =
∑
l,m
|wl,m|2 , (A2)∫
dΩ |∇φ|2 =
∑
l,m
l(l + 1)
R2
|wl,m|2 , (A3)∫
dΩ [52φ]2 =
∑
l,m
[l(l + 1)]2
R4
|wl,m|2 . (A4)
To evaluate the quartic term we use (A2) once more,
but with φ replaced by φ2:∫
dΩφ4 =
∑
l,m
|ul,m|2 (A5)
where ul,m are the coefficients of the spherical harmonic
expansion of the the field φ2. They can be calculated
according to (6) as
ul,m =
∫
dΩY ∗l,m(θ, ϕ)φ(θ, ϕ)
2. (A6)
Taking the complex conjugate of this equation and then
substituting (5) for each power of the real-valued field φ
gives
u∗l,m =
∑
l1,m2
∑
l2,m2
wl1,m1wl2,m2
×
∫
dΩYl,m(θ, ϕ)Yl1,m1(θ, ϕ)Yl2,m2(θ, ϕ).
(A7)
Performing the integral over the triple product of
spherical harmonic functions gives rise to the Wigner 3j
symbols [53]:∫
dΩYl1,m1(θ, ϕ)Yl2,m2(θ, ϕ)Yl,m(θ, ϕ) =√
(2l1+1)(2l2+1)(2l+1)
4pi
(
l1 l2 l
0 0 0
)(
l1 l2 l
m1 m2 m
)
.
(A8)
When combined, these equations result in expres-
sion (8) for the total system energy.
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Appendix B: Mean-Field Phase Diagram for the
Planar System
Here we briefly summarize several key results obtained
in Ref. 39 for the model (1) on a planar surface that are
relevant for this work. The field φ(r) is defined on a
square region of side length L. If all parameters are pos-
itive then the ground state of the system is the uniform
field φ(r) = 0, which has energy Ehomog = 0. If α < 0
while γ > 0 then the states φ(r) = ±√−α/b have a lower
energy of Ecoex = −L2α2/(4b). The boundary between
the coexistence region and the homogeneous fluid is the
line
α = 0. (B1)
To estimate the energy of the modulated phase we ex-
pand the order parameter field φ(r) in a plane wave basis,
φ(r) =
1
L2
∑
k
φ˜(k)eik·r (B2)
Expressed in terms of the Fourier coefficients φ˜(k) the
energy becomes
E =
1
2L2
∑
k
(α+ γk2 + k4)|φ˜(k)|2
+
b
4L6
∑
k,k′,k′′
φ˜(k)φ˜(k′)φ˜(k′′)φ˜(−k − k′ − k′′).
(B3)
Analogous to our approach in Section III A we now
assume that only a single Fourier mode with wave vec-
tor k 6= 0 and its Hermitian conjugate contribute to the
expansion (B2). Under this assumption the energy is
E =
1
L2
(α+ γk2 + k4)|φ˜(k)|2 + 3b
2L6
|φ˜(k)|4 (B4)
Minimizing this expression with respect to both k and∣∣∣φ˜(k)∣∣∣, we find that for negative γ the ground state in
this single mode approximation has the wave vector mag-
nitude k∗ =
√−γ/(2) and energy
Emodulated = −L
2(γ2 − 4α)2
96b2
. (B5)
The phase boundary between the modulated and the
homogeneous fluid in the region α > 0, γ < 0 can be
obtained by determining when Emodulated is equal to
Ehomog, which yields
α =
γ2
4
. (B6)
Similarly, equating Emodulated and Ecoex for α < 0, γ < 0
gives
α = −γ
2
2
(
1 +
√
3
2
)
(B7)
for the boundary between the modulated phase and the
coexistence region. The three curves (B1), (B6) and (B7)
for the planar system are included in Figure 1 for com-
parison with the spherical systems’ phase diagrams.
Appendix C: Finite Size Effect in Planar Bilayers
Here we demonstrate that finite size effects can also
occur in planar systems, for example the shift of the
Lifshitz line that separates the homogeneous fluid from
the microemulsion. Starting with the expression (B3)
for the energy, we follow the same approach we used
to derive (14) for the spherical system: we assume that
we can ignore the quartic term, and consider the case
b = 0. Since the energy is then a quadratic function of the
Fourier coefficients we can immediately determine their
variances, and with them the static scattering structure
factor [40], from the equipartition theorem:
S(k) ≡ 1
L2
〈|φ˜(k)|2〉 = kBT
α+ γk2 + k4
. (C1)
This function is monotonically decreasing if all parame-
ters are positive, but it has a peak at non-zero wave vec-
tor k∗ =
√−γ/(2) if γ is negative. It is notable that the
location of the peak corresponds to the dominant wave
vector of the modulated phase, discussed in the previous
section. These results suggest that the Lifshitz line lies
at γ = 0 as reported previously [35, 39].
This analysis, however, applies only to an infinitely
large system. For a finite system of side length L the
wave vectors must be of the form k = (2pim/L, 2pin/L),
where m and n are integers. The smallest wave vector
supported by such a system is kmin = 2pi/L. If k
∗ is
smaller than that then it is possible that the peak in the
structure factor will not be measurable in the fluctuation
spectrum of the accessible wave vectors.
The transition from a homogeneous fluid to a mi-
croemulsion in a finite system occurs when S(kmin) be-
comes greater than S(0) for the first time. Equating these
two properties we find that this transition occurs at
γ = −4pi
2
L2
. (C2)
As expected, in the limit of L→∞ the Lifshitz line lies
at γ = 0. For small systems, however, the homogeneous
fluid phase is stable even for slightly negative γ if the sys-
tem size is insufficient to accommodate the characteristic
fluctuations of the microemulsion phase.
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