Cross-level interaction effects lie at the heart of multilevel contingency and interactionism theories. Researchers have often lamented the difficulty of finding hypothesized cross-level interactions, and to date there has been no means by which the statistical power of such tests can be evaluated. We develop such a method and report results of a large-scale simulation study, verify its accuracy, and provide evidence regarding the relative importance of factors that affect the power to detect cross-level interactions. Our results indicate that the statistical power to detect cross-level interactions is determined primarily by the magnitude of the cross-level interaction, the standard deviation of lower level slopes, and the lower and upper level sample sizes. We provide a Monte Carlo tool that enables researchers to a priori design more efficient multilevel studies and provides a means by which they can better interpret potential explanations for nonsignificant results. We conclude with recommendations for how scholars might design future multilevel studies that will lead to more accurate inferences regarding the presence of cross-level interactions.
The past quarter century or so has witnessed a growing application of multilevel theories, designs, and analyses in applied psychology (cf. Aguinis, Boyd, Pierce, & Short, 2011; Bliese, Chan, & Ployhart, 2007; Griffin, 2007; Hitt, Beamish, Jackson, & Mathieu, 2007; Klein, Cannella, & Tosi, 1999; Mathieu & Chen, 2011; Rousseau, 1985) . The essence of the multilevel approach is that an outcome of interest is conceptualized as resulting from a combination of influences emanating from the same level as well as higher levels of analysis. Moreover, the multilevel approach formally recognizes that entities (e.g., individuals) are typically nested in higher level collectives (e.g., teams, organizations), which leads to nontrivial theoretical and analytical implications. We conducted a systematic review of all articles The multilevel approach advances three types of relationships.
1 First, there are potential lower level direct influences, such as between individuals' knowledge, skills, abilities, and other characteristics (KSAOs) and their individual job performance. Second, there may be direct cross-level influences, such as the effects of group cohesion on group members' average job performance. And third, there may well be cross-level interactions whereby the relationships between lower level predictors and outcomes differ as a function of higher level factors. For example, the relationship between individuals' need for affiliation and their job performance might be accentuated to the extent that they are members of more cohesive groups. In sum, the multilevel approach in applied psychology has energized the examination of joint influences of predictors from different levels on lower level outcomes of interest while simultaneously recognizing the fact that in organizational settings, individuals are typically nested in higher level units and, hence, are amenable to contextual influences. Although multilevel investigations are drawing increased attention to cross-level interactions, these are not really new phenomena. In fact, arguably what we now refer to as cross-level interactions were the focus of a debate concerning person versus situational influences on individuals' behaviors (e.g., Bowers, 1973; Endler & Magnusson, 1976; see Mischel, 2004, and Pervin, 1989 , for reviews). Although varying in specific form, the consensus arising from that exchange was that individuals' behaviors were the result of some form of interaction between individual and situational forces (Buss, 1977; Mischel, 2004; Pervin, 1989; Schneider, 1983) .
Historically, interactionism has usually been approached from analysis of variance (ANOVA) and moderated multiple regression perspectives, where situations were seen as categorical groupings or conditions that interact with individual differences. What the multilevel approach has contributed to this understanding is that because individuals are nested in higher level units (e.g., groups), this nesting changes the way in which situational factors should be conceptualized and analyzed. Rather than viewing situations as categorical differences (or treatments), the multilevel analytical approach can examine the influences, both direct and interactive, of continuous higher level variables on lower level outcomes. Of note, multilevel modeling has also been referred to as hierarchical linear modeling (Raudenbush & Bryk, 2002) , mixed-effect models (Cao & Ramsay, 2010) , random coefficient modeling (Longford, 1993) , and covariance components models (e.g., Searle, Casella, & McCulloch, 1992) . In this analytical paradigm, cross-level interactions lie at the heart of modern-day contingency theories, person-environment fit models, and any theory that considers outcomes to be a result of combined influences emanating from different levels of analysis (e.g., Grizzle, Zablah, Brown, Mowen, & Lee, 2009; Wallace, Edwards, Arnold, Frazier, & Finch, 2009; Yu, 2009) .
We conducted a review of published Journal of Applied Psychology studies involving tests of cross-level interactions, and results suggest that researchers have typically considered the influence of three types of unit-level moderators: (a) unit-level climate; (b) ambient leadership practices directed at the unit; and (c) other unit-level emergent states such as collective efficacy, team empowerment, or conflict. Representative studies from the 2000 -2010 decade are summarized in Table 1 (note that this table  includes additional information regarding each study, including power analysis computations that we describe later in this article). An example of the first type of cross-level moderator is a study by Hofmann, Morgeson, and Gerras (2003) , who found that the individual-level relationship between the quality of leadermember exchange (LMX) and the extent to which soldiers incorporated safety into their role definitions were more positive to the extent that unit-level safety climate was more positive. Similarly, Liao and Rupp (2005) examined how various aspects of justice climates moderate relationships between individual-level justice orientations and job attitudes. Illustrative of the second type of moderator, Mathieu, Ahearne, and Taylor (2007) found that employees' technology self-efficacy related more positively to their actual use of technology when leaders engaged in more empowering leadership behaviors toward their units. An example of the third type of cross-level moderator was illustrated in a study by Bliese and Jex (1999) , who found that work-related stressors (e.g., work overload) related less negatively to job attitudes (e.g., job satisfaction) when unit members shared higher levels of collective efficacy beliefs. Finally, a study by Chen, Kirkman, Kanfer, Allen, and Rosen (2007) incorporated the latter two types of cross-level moderators, in examining how team-level empowering leadership The common feature in all these studies is that relationships between variables at the individual or other lower level differ as a function of contextual features represented by the upper level moderator. Of course, other cross-level moderators beyond the examples noted above have been examined in the literature, but the ones we described have been considered most frequently thus far by researchers in applied psychology and management. Given the increasing prevalence of cross-level interactions in applied psychology theorizing and research, we argue that it is now critical to develop a clearer understanding of what research design and measurement factors are most likely to enable researchers to reach sufficient statistical power levels to detect theoretically meaningful cross-level interactions.
The advent of multilevel designs and analyses has raised several unique challenges for researchers, not the least of which are concerns about statistical power in the context of nested arrangements. In other words, multilevel designs render traditional methods of estimating statistical power inapplicable, given the complex nonindependence of lower level observations (Snijders & Bosker, 1999) . This has been particularly problematic for the study of cross-level interactions, for which researchers may have beliefs about the statistical power of their tests but no way of assessing the accuracy of such beliefs. For example, in a study of individual safety behavior, Neal and Griffin (2006) noted that "the power of this study to detect effects at the group level of analysis was limited. With only 33 work groups, we only had sufficient power to detect large effect sizes" (p. 952). Elsewhere, Grizzle et al. (2009) lamented, "We also note that our statistical power to identify significant cross-level and aggregate-level effects was limited. This limitation was due to both our relatively small unitlevel sample size (n ϭ 38) and moderately low group mean reliability for our unit climate measure, ICC(2) ϭ .61" (p. 1238). Although such concerns are often voiced by multilevel scholars, to date there has not been a means by which they can calculate the actual power of their cross-level interaction tests (Scherbaum & Ferreter, 2009; Snijders & Bosker, 1999) . Without being able to estimate the actual statistical power of cross-level interaction tests, researchers stand the risks of designing suboptimal multilevel studies, as well as erroneously concluding that meaningful substantive effects are nonexistent, both of which can potentially undermine important substantive discoveries.
Accordingly, in the present investigation we advance a method to calculate the power of cross-level interaction tests in multilevel studies. Below we first outline how power considerations apply to investigations of cross-level interactions. We then present a largescale simulation study that will allow us to understand the relative impact of various research design and measurement factors on the power to detect cross-level interactions, and we also describe a tool that researchers can use to estimate such power a priori. We then estimate the power of previous empirical investigations to illustrate the utility of the new power estimator for substantive research in applied psychology. Finally, we conclude with recommendations for how scholars might design future studies in a manner that maximizes statistical power and improves the accuracy of inferences about cross-level interaction effects in multilevel modeling.
We should note that multilevel models come in two basic varieties, with each concerning the lack of lower level independence of observations in some high-level grouping. One form is where lower level entities are nested in higher level collectives (e.g., individuals in teams). Here the lower level errors are correlated by virtue of joint membership in the collective. The second form is akin to typical repeated measures designs, whereby some set of entities (e.g., individuals, teams, organizations) generates scores repeatedly over time. In this latter design, the lower level error terms not only are correlated but are correlated in a serial manner, given their temporal nature. The serial correlation means that the lower level unit errors are correlated in complex ways and also implies that scaling and centering of time are different than in nested arrangements, all of which present both statistical and substantive challenges (cf. Biesanz, Deeb-Sossa, Papadakis, Bollen, & Curran, 2004; Ployhart & Vandenberg, 2010) . Therefore, we restrict our focus to the nested multilevel designs for this investigation. However, as we highlight below, our focus on cross-level interactions in nested multilevel arrangements still provides important guidance for designing and conducting substantive research in numerous applied psychology domains and, moreover, can serve as starting point for power estimation extensions that consider more complex, repeated measures and mixed-model designs.
Power in Multilevel Designs
As is well known, power refers to the ability of a test statistic to detect an effect of a certain magnitude with a specific degree of confidence. Generally speaking, power increases to the extent that (a) the population effect is larger; (b) sample sizes (i.e., degrees of freedom) increase; (c) the preset Type I error rate ␣ is higher; (d) predictors and criterion are measured with higher fidelity (e.g., reliable measures, appropriate coarseness); (e) variable distributions are not restricted; and (f) assumptions of statistical tests are not violated (e.g., homogeneity of error variances, linear relationships; see Aguinis, 2004 , for single-level models and Culpepper, 2010 , for multilevel models). At issue is the fact that if researchers fail to have sufficient statistical power, they are susceptible to Type II errors, or the likelihood that they will falsely conclude that given effects do not exist. Such errors can lead to suboptimal use of resources, misguided interventions, deficient evaluation studies, and a wide variety of other impediments to an organization's competitive advantage and to employee welfare.
Although challenges associated with achieving sufficient power in single-level investigations are fairly well understood (see Aguinis, Beaty, Boik, & Pierce, 2005 , for a review), multilevel investigations introduce additional complications. Mathieu and Chen (2011) noted that "statistical power in multilevel designs is a complex combination of the number of higher level units and lower level units under investigation, the co-variances within and between units, and a slew of other factors that are still being investigated" (p. 631). They further submitted that factors contributing to multilevel power also differ depending on the parameters of interest-namely, lower level direct effects, cross-level direct effects, or cross-level interactions. This situation has led some to simply advocate general rules of thumb for multilevel samples, such as one should have at least 30 upper level units with at least 30 lower level entities in each (i.e., the so-called 30-30 rule; e.g., Kreft & de Leeuw, 1998) . However, such rules of thumb are not likely to apply universally to the wide variety of situations that researchers encounter. Moreover, no existing approximations to date have allowed researchers to understand the impact of measurement error on multilevel power estimates. As a result, researchers cannot compute accurate a priori estimates regarding the power for their intended designs, and when they fail to find support for cross-level interactions, they cannot make informed interpretations as to whether their findings have substantive importance or might be attributable to low statistical power. In other words, we simply do not know whether hypotheses about the presence of cross-level interaction effects have been abandoned prematurely. Therefore, we turn our attention to estimating the power of tests of cross-level interactions in nested multilevel designs. Raudenbush (1997) , Raudenbush and Liu (2000) , Snijders (2005) , and Scherbaum and Ferreter (2009) have each highlighted some of the general issues associated with statistical power in multilevel designs. For example, consider a typical design with individual employees nested in groups. Using conventional nomenclature, the relationship between a predictor and criterion at the lower level (i.e., Level 1) of a multilevel design can be shown as
where Y ij is the criterion score for the ith person in group j, ␤ 0j is the intercept value for group j, ␤ 1j is the slope for group j, X ij is the predictor score for the ith person in group j and is centered by the group average X j , and r ij is the Level 1 residual term such that r ij ϳ N͑0, 2 ͒. In most applications, the regression coefficients are assumed to be distributed jointly as random normal variables,
That is, 00 measures the variance of ␤ 0j , 11 measures the variance of ␤ 1j , and 01 measures the covariance between ␤ 0j and ␤ 1j . In the single predictor case, previous research notes that a way to test for the presence of cross-level interactions is to estimate the following upper level (i.e., Level 2) models (Enders & Tofighi, 2007; Hofmann & Gavin, 1998; Raudenbush, 1989a Raudenbush, , 1989b :
where u 0j and u 1j are residuals, or random effects, that capture group differences after controlling for Level 2 predictors X j (group j's mean for X ij ), W j (a Level 2 covariate), and the interaction between X j and W j . ␥ 00 is the average Y ij when group j is average on the other predictors (i.e., X j ϭ X and W j ϭ W ) and ␥ 10 is the relationship between X ij Ϫ X j and Y ij when W j ϭ W . The effect of X j and W j on ␤ 0j is captured by ␥ 01 and ␥ 02 , respectively. The interaction effect between X j and W j is represented by ␥ 03 . In Equation 4, ␥ 11 captures the extent to which W j relates to group differences in ␤ 1j . The Level 2 equations can be substituted into the Level 1 equation to yield
shows that the effect of the cross-level interaction between W j and X ij is captured by ␥ 11 . From Equation 5, we can also see that
It is important to appreciate the role of centering decisions in tests of cross-level interactions (Enders & Tofighi, 2007; Hofmann & Gavin, 1998) . The observed variance in lower level predictors (X ij ) may reflect both lower and upper level influences, the relative extent to which can be expressed in terms of an intraclass correlation index (ICC). The ICC ( x ) is the ratio of between-group predictor variance () relative to the total predictor variance [i.e.,
x ϭ /( ϩ 2 )], where 2 is the variance component of the lower level residual from a null model. A null model is one where the variance of a lower level is partitioned into that which resides within and between higher level units. In this fashion, ICCs can range from 0 to 1. At issue is that if lower level predictor variance is used in its raw score form (X ij ) or centered on the basis of the total sample mean, ͑X ij Ϫ X ͒, then it represents an intractable blend of upper and lower level influences. Consequently, it is not clear the extent to which an interaction involving the lower level predictor represents an interaction between the upper level moderator and the within-group variance of the lower level predictor versus an interaction between the upper level moderator and the between-group variance of the lower level predictor. For cases where one wishes to differentiate these two types of interactions, Hofmann and Gavin (1998) and Enders and Tofighi (2007) both advocated that the lower level predictor be centered within groups ͑X ij Ϫ X j ͒ and the between-group variance ͑X j Ϫ X ͒ be reintroduced as a Level 2 predictor. Accordingly, we implemented their recommendation.
Previous researchers have developed techniques for estimating the power of lower level direct effects and cross-level direct effects in the context of multilevel designs (cf. Raudenbush, 1997; Snijders & Bosker, 1993) . Naturally, the number of lower level entities and upper level units plays a large role, akin to total sample size in single-level designs. Researchers often have control over, for example, how many individuals they can sample versus how many groups they sample. Sampling more individuals from fewer groups is usually far less costly and logistically easier than sampling a larger number of groups; however, these decisions have implications in terms of the resulting power to detect various effects. Generally speaking, there is a premium on the average number of lower level entities for enhanced power to detect Level 1 direct effects, and there is a premium on the number of upper level units for enhanced power to detect cross-level direct effects (Raudenbush & Liu, 2000) . Because researchers are often interested in testing both types of effects, they are faced with a dilemma regarding how to best proceed.
Another key distinction for power in multi-versus single-level designs is the percentage of criterion variance that resides within versus between upper level units, again typically expressed in terms of an ICC. Generally speaking, lower ICCs favor the power to detect Level 1 direct effects, whereas higher ICCs favor the power to detect cross-level direct effects (Raudenbush & Liu, 2000) . As is true for single-level designs, the power associated with tests in multilevel studies naturally is influenced by the magnitude of the population effect selected, the preset ␣ level adopted, variable reliabilities and other measurement properties, variable ranges and their distributions, and the extent to which assumptions associated with statistical tests are met.
2 Inevitably, specifying the number of parameter estimates and their complex relationships needed for conducting power analyses in multilevel designs can be a daunting task. Although the calculations associated with weighing various trade-offs are far from straightforward, available tools such as Optimal Design (Raudenbush, 1997; Spybrook, Raudenbush, Congdon, & Martinez, 2009 ) and Power IN Two-level designs (PINT; Bosker, Snijders, & Guldemond, 2003) make them more accessible to researchers while also permitting researchers to incorporate cost factors (Scherbaum & Ferreter, 2009) . Unfortunately, Optimal Design is limited to estimating the power of treatment effects, and PINT requires users to provide estimates of a large number of parameters that may be difficult to obtain a priori (e.g., variances and covariances of residuals). Moreover, neither tool incorporates the ability to consider the impact of variable reliabilities, nor are they capable of providing power estimates for cross-level interactions. To address these needs, we provide a mechanism for addressing these shortcomings.
Our discussion thus far has highlighted that the parameters of interest in multilevel designs have direct consequences regarding the requisite information and a wide variety of decisions that researchers must consider related to the likelihood of detecting significant lower level or cross-level direct effects. However, as our review has highlighted, researchers are advancing hypotheses and testing cross-level interactions (i.e., testing varying slope models) at a rapidly growing rate. Whereas there are formulae and tools available for multilevel designs with fixed direct effects, Scherbaum and Ferreter (2009) concluded that "estimates of statistical power of cross-level interactions are much more complex than the computations for simple main effects or variance components . . . and there is little guidance that can be provided in terms of simple formulas" (p. 363). Indeed, Snijders and Bosker (1993) noted the following: "In the more general case, with within-group regressions which may be heterogeneous, it is impossible to derive analytical expressions for optimal sample sizes" (p. 249). Over a decade later, Snijders (2005) echoed the sentiment that "for the more general cases, where there are several correlated explanatory variables, some of them having random slopes, such clear formulae are not available" (p. 1572). The intractability of these tests stem from the fact that they simultaneously hinge on factors associated with the estimation of the lower level slopes and the higher level moderation of them. Notably, Zhang and Willson (2006) used simulation data to investigate the power difference among three multilevel analytic techniques: (a) hierarchical linear modeling (HLM); (b) deviation structural equation models; and (c) a hybrid approach of HLM and structural equation models. Although their study yielded some important insights concerning different multilevel analytic techniques, it did not offer a usable general approach for estimating the power of cross-level interactions. Zhang and Willson also considered fewer parameters and values per parameter than we do here-for example, they did not consider the role of measurement error.
Accordingly, we next present the results from a simulation study in which we manipulated research design and measurement factors that previous research has suggested could influence the power to detect cross-level interactions. In the simulation study we examined the statistical power of cross-level interaction tests and explored the relative impact of various factors on statistical power.
Simulation Study Data Generation Procedure
We conducted a Monte Carlo simulation to understand how research design and measurement features affect the statistical power to detect cross-level interactions in multilevel models. For the simulation study, we employed the conventional alpha level of .05 for consistency and comparability purposes. Naturally, one's preselected alpha level is directly related to the power of any statistical test, so, as we describe later, a power calculator that we created and make available for use allows researchers to specify any desired alpha level.
Let Y ij and X ij be true scores for the Level 1 criterion and predictor, respectively, for the ith person in the jth Level 2 unit. Also, let W j be a Level 2 predictor assessed without measurement error. The power to detect the cross-level interaction in Equation 5 was estimated by simulating X ij , Y ij , and W j as random variables from normal distributions. Additionally, X ij ϳ N͑ j , 2 ϩ X 2 ͒ where X 2 is the within-unit variance of X ij , which was standardized within each unit, that is,
The variability across Level 2 units ( 2 ) was allowed to vary based upon the ICC for X ij , x . Specifically,
The dependent variable, Y ij , was generated using the following equation:
where ␤ 0j and ␤ 1j are a random intercept and slope, respectively, and the within-unit error term r ij ϳ N(0,1). Moreover, ␤ 1j represents the correlation between X ij and Y ij within each Level 2 unit j. The random coefficients were generated with the following equations:
W j was standardized with a mean of zero and unit variance, and the Level 2 error terms, u 0j and u 1j , were generated with u 0j ϳ N(0, 00 ) and u 1j ϳ N(0, 11 ). Also, note that X j and W j were simulated as uncorrelated random variables. The between-group variance for Y ij ͑ j 2 ͒ was manipulated by changing the ICC value, y . That is, y ϭ j 2 /͑ j 2 ϩ 2 ͒. In this study, E(X ij ) ϭ 0, because E( j ) ϭ 0, and the random effects were assumed to be independent (i.e., 01 ϭ 0), 3 so j 2 ϭ 2 y /(1 Ϫ y ) for the average X ij (Clarke & Wheaton, 2007; Maas & Hox, 2004) and 00 is the variance of ␤ 0j that is independent of X j , W j , and X j W j . Specifically, 00 ϭ j 2 (1Ϫ␥ 0X 2 Ϫ ␥ 0w 2 Ϫ␥ 0X w 2 ). In Equation 7, ␥ 0X , ␥ 0w , and ␥ 0X w capture the standardized relationships between X j , W j , and X j W j with ␤ 0j Additionally, ␥ 1w is the standardized relationship between W j and ␤ 1j and ␥ 10 is the overall average correlation between X ij and Y ij across Level 2 units. In Equation 8, the standard deviation of slopes is ͱ 11 and the unique variance in slopes (i.e., ␤ 1j ), after controlling for W j , is 11 ϭ ␤ 1 2 (1Ϫ␥ 1w 2 ). It is important to emphasize that variability in intercepts and slopes was introduced by manipulating j 2 and ␤1 2 , whereas 00 and 11 represent the conditional variance of ␤ 0j and ␤ 1j after controlling for Level 2 predictors.
In our simulation we also examined the effect of measurement error on the power of the cross-level interaction test. In particular, measurement error was introduced into the true scores of X ij , Y ij , and W j to create fallible measures (x ij , y ij , and w j ) using the following equations:
where e xij , e yij , and e wj are standard normal error terms and xx , yy , and ww are reliability coefficients of x ij , y ij , and w j , respectively. Table 2 summarizes the manipulated parameters and the values that we used in the simulation study. We selected parameter values to be representative of the extant literature as well as to be those encountered by most applied psychology and management researchers. For example, on the basis of our review of 79 multilevel investigations published in the Journal of Applied Psychology between 2000 and 2010, the average Level 1 unit sample sizes ranged from 2 to 291, with a median of 5, whereas the Level 2 sample sizes ranged from 12 to 708, with a median of 51. A few recent atypically large studies (e.g., Atwater, Wang, Smither, & Fleenor, 2009; Dierdorff, Rubin, & Morgeson, 2009 ) markedly skewed these distributions, as their 85th percentiles for Level 1 sample sizes was about 18, whereas the 85th percentile of the Level 2 sample sizes was about 51. The studies that we feature in Table 1 are representative of the ones published in the Journal of Applied Psychology over this period, although had both relatively small Level 1 samples sizes and a relatively large Level 2 sample. Accordingly, in our simulation we set the average Level 1 N (n i ) to represent the primary range of studies (i.e., 3, 5, and 7) and we included a condition with 18 to capture the upper portion of the distribution. We varied the Level 2 N (n j ) across 20, 40, and 60 and also included 115 to capture the corresponding portion of its distribution.
Simulation Design
We set variable ICCs ( x and y ) to range from .15 to .30, which correspond to fairly moderate and large values (Maas & Hox, 2005; Scherbaum & Ferreter, 2009 ) and capture the range (i.e., .00 to .39) observed in Table 1 . We set variable reliabilities ( xx , yy , and ww ) at .8, .9, and 1.0, which are also representative of the values reported in Table 1 . The remaining parameter values are among the most difficult to establish because they are not reported consistently (if at all) in the literature. Indeed, the primary guidance noted in previous literature stems from recommendations offered by Raudenbush and Liu (2000) who, in turn, simply applied Cohen's (1988) rules of thumb for small, medium, and large effect sizes. Therefore, we obtained raw data and calculated these directly for each of the studies reported in Table 1 . 4 From a Level 1 model that included only the lower level predictor, the average slopes (␥ 10 ) ranged from Ϫ.06 to .45 with a mean of .17 across the seven analyses. Accordingly, we varied the magnitude of the average lower level slopes from 0 to .2 to .4.
Given the small sample sizes and the fact that Level 1 sample size distributions were markedly skewed, we conducted metaanalyses to estimate the variability (i.e., SD) of slopes ͱ 11 . In particular, we applied Hunter and Schmidt's (2004) "bare-bones" meta-analysis, which corrects only for varying study (in this case, Level 1) sample sizes. As illustrated in Table 1 , the meta-analysisbased SD of slopes ranged from .00 in one of the analyses to .27 in Hofmann et al. (2003) , averaging .15. Based on these findings and those of the individual study metaanalyses, we set the SDs of Level 1 slopes at .10, .17, and .22. Finally, we set the magnitudes of the cross-level direct effect (␥ 0w ) to 0, .15, .30, and .45 and the cross-level interactions (␥ 1w ) to 0, .15, .30, .45, and .75, which are consistent with the ranges reported in Table 1 and recommendations from the previous work cited above. In total, our simulation design resulted in 2,799,360 unique conditions (i.e., combinations of parameter values). Because we replicated each set of parameter values 1,000 times, our simulation generated and used almost 2.8 billion sets of scores. 3 In support of this assumption, analyses of the data from studies included in Table 1 revealed that 01 absolute values ranged from .0002 to .06, averaging .02. 4 We thank the study authors for graciously supplying us with their raw data. More detailed information regarding these additional analyses and results are not reported in this paper but are available from the first author. Note. L1 ϭ Level 1; L2 ϭ Level 2; ICC ϭ intraclass correlation coefficient; SD ϭ standard deviation.
Simulation Accuracy Checks
Prior to conducting the substantive analysis, we performed a detailed investigation to verify the accuracy of the simulation procedures. We examined the Type I error rate of cross-level interactions and bias of parameter estimates in cases where artifacts such as measurement error were absent from the data generation procedure. For the simulation, we obtained 1,000 replications for each parameter value combination in the absence of a crosslevel interaction (i.e., ␥ 1w ϭ 0). We conducted key accuracy checks for Type I error rates using the 559,872 cells from our design that included a true null cross-level interaction effect.
The average empirical Type I error was .045, and the median absolute value of the difference between the empirical Type I error rates and the expected (i.e., prespecified Type I error) rate of .05 across all Type I error rate conditions was .007. As a further check we found that 95% of these values fell between .000 and .022. The similarity of the empirical Type I error rates compared to the a priori set Type I error rate is evidence to support the accuracy of the data-generation procedures. In short, the results confirmed the ability of the generation procedure to provide data suitable for substantive analyses.
As a second and complementary set of accuracy checks, we investigated the extent to which the simulation generated crosslevel interaction effects that were unbiased in conditions without statistical artifacts. It is important to conduct these analyses regarding the potential presence of bias for the conditions in the simulation for which methodological and statistical artifacts are absent, given their known biasing effects on the observed effect sizes. In this second set of key accuracy checks, we isolated the 2,239,488 cells from our simulation for which there was a true population cross-level interaction effect (i.e., ␥ 1w Ͼ 0). The absolute-value differences between the empirical (i.e., Monte Carlo generated) and the population values (i.e., prespecified parameter values) were negligible, with a median absolute of .007. Moreover, 95% of the absolute-valued differences fell between .000 and .032 for ␥ 11 . Thus, the simulation successfully modeled the cross-level relationships as anticipated. Given the evidence in support of the validity of our simulation, we next describe the simulation's substantive results.
Results
Our goal in the simulation study was to examine factors that affect power in cases where the cross-level interaction (i.e., ␥ 1w ) is greater than zero. The average statistical power across the conditions in the simulation for detecting a cross-level interaction was only .192. We investigated the relative importance of the various factors we manipulated by conducting an ANOVA with statistical power as the dependent variable. The different levels of the factors accounted for 96.1% of the variation in statistical power and are summarized in Table 3 . The partial eta-squared percentage (P-2 %) values in Table 3 suggest that the following four main effects, in order of importance, were the primary factors in determining the statistical power of cross-level interaction tests: (a) size of the cross-level interaction (␥ 1w P-2 % ϭ 33.08, p Ͻ .001); (b) average Level 1 sample size (n i P-2 % ϭ 18.18, p Ͻ .001); (c) Level 2 sample size (n j P-2 % ϭ 11.46, p Ͻ .001); and (d) the standard deviation of slopes ͱ 11 (P-2 % ϭ 9.31, p Ͻ .001). With three exceptions, the remaining direct effects were all statistically significant (p Ͻ .001) but had negligible effects. The ICC effects for X ij and Y ij (i.e., y and x ) and reliabilities of x ij , y ij , and w j were statistically significant but explained small percentages in the variance of statistical power values (Ͻ1%). The insignificant effect of y and x is theoretically grounded. For instance, an anonymous reviewer noted that group-mean centering X ij removes Level 2 variance and the relationship between X ij and Y ij reflects an association between within group variances. Consequently, groupmean centering removes Level 2 variance, and y and x do not affect the power of detecting the cross-level interaction. The three statistically nonsignificant direct effects were (a) Level 2 moderator direct effect, W (␥ 0w ); (b) average Level 1 predictor reintroduced at Level 2 (␥ 0X ); and (c) average Level 1 predictor by Level 2 interaction, computed at Level 2 (␥ 0X w ). Beyond the main effects, there was also evidence that six two-way interactions affected the power to detect cross-level interactions, although the relative influences of these effects were smaller than the aforementioned main effects. The significant interaction between the Level 2 sample size and the magnitude of the cross-level interaction (n j * ␥ 1w P-2 % ϭ 7.14, p Ͻ .001) is presented in Figure 1 . As shown in this figure, power remains under 50% for all combinations until one approaches the highest Level 2 sample size (i.e., 115) with relatively large cross-level interactions (i.e., ␥ 1w ϭ .75). The average Level 1 sample size also interacted with the magnitude of the cross-level interaction (n i * ␥ 1w P-2 ϭ .071, p Ͻ .001), as shown in Figure 2 . Here again, power remains Ͻ 50% until Level 1 average sample size gets to be around 10, and even then it must be paired with relatively large cross-level interactions (i.e., ␥ 1w ϭ .75). With Level 1 samples sizes around 18, the large cross-level interactions reach 90% power, whereas moderate sized cross-level interactions (i.e., ␥ 1w ϭ .45) had power around 60%.
The standard deviation of slopes interacted significantly with the magnitude of the cross-level interaction ( ͱ 11 * ␥ 1w P-2 % ϭ .052, p Ͻ .001), Level 2 sample size ( ͱ 11 * n j P-2 % ϭ .019, p Ͻ .001), and average Level 1 sample size ( ͱ 11 * n i P-2 % ϭ .010, p Ͻ .001), as depicted in Figures 3, 4 , and 5, respectively. Figure 3 shows that power remains less than 50% for the range of slope and cross-level interaction magnitude values that we examined. Extrapolating from the findings in Figure 3 , statistical power would not reach 80% for even a relatively large cross-level interaction effect (i.e., ␥ 1w ϭ .75) until the SD of slopes exceeded .3, which is beyond typically observed values. Similarly, power remains less than 50% for the combinations of SD of slopes and Level 2 samples size values that we examined. Extrapolating the findings in Figure 4 indicates that power would reach 80% for relatively large Level 2 samples (i.e., 115) and SD of slope of approximately .5. The power associated with combinations of the SD of slopes and the average Level 1 sample sizes (see Figure 5 ) showed a similar pattern as that for Level 2 sample size but accelerated at a faster pace. In other words, for relatively large average Level 1 sample sizes (i.e., 18), power exceeded 50% for SD of slopes at .17, although it would not reach 80% unless the SD of slopes exceeded .3. Note that we performed these extrapolations using predictions from polynomial regressions derived from the curves depicted in Figures 3-5 , and they result in values that are not likely to occur in practice. Finally, the two samples sizes interacted significantly (n i * n j P-2 % ϭ .009, p Ͻ .001), as illustrated in Figure 6 . As shown, statistical power remains very low (i.e., Ͻ 40%) for the smaller average Level 1 samples sizes (i.e., Յ 7) even if paired with a relatively large Level 2 sample size of 115. However, relatively large average Level 1 samples sizes (i.e., Ն 18) afford power Ͼ 60% with Level 2 samples as small as 25 and surpass power of 80% with Level 2 samples of 35. Also, using these findings we investigated power values associated with the popular 30-30 rule (Kreft & de Leeuw, 1998) , given its predominance in the literature. Holding both Level 1 and Level 2 samples sizes at 30 and averaging across other parameter values in our entire simulation, the 30-30 rule yields statistical power values ranging from 6.5% for relatively small cross-level interactions (i.e., ␥ 1w ϭ .15) to 79.5% for relatively large cross-level interactions (i.e., ␥ 1w ϭ .75), averaging 32.4% across all other parameter values.
In sum, the results of the simulation study illustrate how important research design and measurement features relate to the power to detect cross-level interactions. Moreover, results indicate that the power to detect cross-level interactions depends, in large part, on the magnitude of the cross-level interactions and the SD of slopes, both in and of themselves but also in combination. The Level 2 and average Level 1 sample sizes also play prominent roles in determining the ability to detect cross-level interactions, both directly and in combinations with other factors. Importantly, our simulation results also demonstrate the fallacy of relying on simplistic rules of thumb, such as the 30-30 rule.
Discussion
Accurate interpretations about the presence of cross-level interactions lie at the heart of multilevel investigations in applied psychology. Our goal was to assess the factors that affect statistical power to detect cross-level interaction effects and to address Snijders' (2005) observation that there is not clear formula for some general cases of complex multilevel models. Accordingly, we sought to provide researchers with a means to a priori estimate the power of their cross-level interaction tests. Our simulation study led us to conclude that our power approximation procedure provides an accurate method to calculate the power of tests of cross-level interactions. Substantively, key insights include the fact that the power associated with such tests is affected primarily by the magnitude of the direct cross-level effect (␥ 1w ) and the standard deviation of the Level 1 slope coefficients ( ͱ 11 ), as well as by both average lower level (n i ) and the upper level (n j ) sample sizes. Moreover, the same four factors worked in combination to drive power estimates, suggesting that there can be compensatory factors affecting the power to detect cross-level interactions.
The lion's share of the variance in power values clearly was accounted for by the magnitude of the cross-level interaction effect, both as a main effect and in combination with the Level 2 and average Level 1 sample sizes. This is consistent with research regarding statistical power in other data-analytic contexts, in that the magnitude of the effect being investigated plays a prominent role, with larger effects affording greater power. In the cross-level context, however, the variability (i.e., SD) of the Level 1 slopes also plays a significant role, both as a main effect and in combination with samples sizes and the magnitude of the cross-level effect. In short, testing for relatively large cross-level interactions in instances where there is abundant variability of Level 1 slopes provides the greatest opportunity to unearth significant effects. Naturally, the Level 2 and average Level 1 sample sizes are focal points for cross-level studies. These represent the sampling frames for investigators and drive decisions as to how to best allocate resources. They are also the factors that are more likely to be under researchers' control. However, contrary to conventional wisdom, our findings suggest that the average Level 1 sample size has a relative premium of about 3:2 as compared to the Level 2 sample size (cf. Snijders, 2005) . Notably, both levels' samples sizes interacted significantly with the magnitude of the cross-level interaction and with the variability of the Level 1 slopes, with the corresponding effect sizes being comparable in all instances. Importantly, we scaled the two sample size distributions to be comparable and representative of cross-level studies published in the Journal of Applied Psychology from 2000 to 2010 (Cooper & Richardson, 1986) . These findings suggest that researchers interested in testing cross-level interactions should attempt to sample more thoroughly within units to enhance their power, as compared to sampling a more units. Yet, many times in applied psychology there may be a natural limit to the sizes of certain groups (e.g., work teams, classrooms, nuclear families), which may preclude large numbers. Fortunately, our results suggest that in such instances some additional power may be garnered by sampling more Level 2 units. Ultimately, the decision as to focus on maximizing Level 1 versus Level 2 sample sizes may come down to what other parameters are of interest in an investigation. In other words, if besides the cross-level interaction a researcher is interested in testing a lower level direct effect, then perhaps Level 1 sample sizes are most important. Alternatively, if the researcher is also interested in testing cross-level direct effects, that may suggest emphasizing the number of units that are sampled.
Multilevel (ML) Power Tool
We developed a Monte Carlo program (see Appendix), executable in R (R Development Core Team, 2011), for researchers to a priori estimate the power of their cross-level interaction tests. R is a language and environment for statistical computing and graphics that can be run locally on a personal computer or via Web interfaces (see, e.g., Culpepper & Aguinis, 2011 , for a review of R). In order to a priori calculate the power of a cross-level interaction test, one needs to estimate values for the various parameters included in Equation 5 and listed in Table 2 . An ideal situation would be to conduct a pilot study with a representative sample from one's target population and estimate values directly from those data. For purposes of consistency in these power calculations, we advocate standardizing (i.e., Z scoring) all lower level variables on the basis of the total sample to provide a common metric (for similar recommendations, see Hox, 2010, p. 243; Raudenbush & Liu, 2000, p. 202) . These scores can then be used to derive the within-group centering and average Level 1 predictor scores for reintroduction at Level 2, as outlined earlier (see Enders & Tofighi, 2007; Hofmann & Gavin, 1998) . We also suggest standardizing all Level 2 effects at that level. Although researchers often do not have the time or resources to conduct elaborate pilot studies, in instances where the primary study will represent an expensive endeavor or when it is vital to have high confidence that one is avoiding Type II errors, they may well be justified.
If a pilot study cannot be conducted, several parameter values may be available from previous investigations. For example, previous work and perhaps even meta-analyses may provide insights regarding the magnitude of lower level and cross-level direct effects. Our experience has been that although researchers sometimes report ICCs for their criteria, they rarely do so for their Level 1 predictors. In lieu of such information, researchers might consider adopting values ranging from very small (e.g., .02) to fairly high (e.g., .75) for the ICC of lower level predictors, as we did earlier in our simulation.
Values for the variability of slopes and the magnitude of the cross-level interaction are not likely to be available from previous research and are among the most difficult to estimate. Generally speaking, the variability of slopes and the magnitude of cross-level interactions are likely to be higher in instances when disordinal (i.e., crossover) interactions are anticipated, as compared to when ordinal (i.e., noncrossing) interactions are expected. In the absence of information, however, we recommend considering a wide range of values. Note that the magnitudes of these parameters are influenced by standardization and centering techniques that are employed, as well as by substantive factors. For example, some have advocated conventionally small (.20), moderate (.30), and large (.40) average effect sizes (e.g., Raudenbush & Liu, 2000; Snijders & Bosker, 1993 , whereas the range of values observed in the studies we chronicled in Table 1 was from .00 to .27. We observed markedly variable and skewed distributions of Level 1 slopes in the studies we reviewed in Table 1 , but bare bones meta-analysis revealed values of .10, .17, .and 22 as representing relatively little, moderate, and high variability, respectively. Little is known about the true distributions of slopes, and we strongly advocate that researchers leverage prior work in their substantive area and/or conduct a pilot study to choose reasonable values for their applications. In many instances, values (or ranges) for various parameters should be chosen for their substantive importance. For example, effect sizes of certain magnitudes may be associated with strategic imperatives or goals, break-even analyses, valued impact of some social initiative, or points where an effort becomes cost prohibitive.
To demonstrate the application of ML Power Tool, as well as to illustrate the statistical power of previously published tests of cross-level interactions, we calculated the parameter values directly from the raw data for the studies listed in Table 1 . We inserted those values in the syntax that appears in the Appendix and then entered and executed the program code in R. We emphasize that these calculations are for illustrative purposes and that proper power estimation should be done in an a priori, not post hoc, fashion. That said, Post hoc power analysis is not only useful in evaluating one's own analysis, as just shown, but also in the planning stages of a new study. By investigating the power of earlier studies, we find what effect sizes and intraclass correlations we may expect, which should help us to design our own study. (Hox, 2010, p. 240) As shown in the rightmost column of Table 1 , the power to detect cross-level interactions across three levels of alpha (i.e., .10, .05, and .01) was quite low in previous research. At the ␣ ϭ .05 level, the estimates ranged from .19 in Liao and Rupp (2005) to .80 in Hofmann et al. (2003) , with an average of .40. At the ␣ ϭ .01 level, the range was .06 to .59 (M ϭ .22), whereas at the ␣ ϭ .10 level the estimates ranged from .29 to .88 (M ϭ .51). In short, the power to detect significant cross-level interactions, even under fairly advantageous conditions, is quite low and substantially below the conventional .80 level. Of course, finding statistically significant effects in spite of low power can also be indicative of the strength of the true population effects considered in these previously published studies.
Notably, several of these authors commented on the power of their cross-level tests. For example, Liao and Rupp (2005) mentioned that "our relatively small number of groups constrained our statistical power to detect the hypothesized [cross-level] relationships" (p. 253). However, they had no way of knowing just how limited the power to detect significant interactions was in their study. Elsewhere, focusing on their Level 2 sample size (N ϭ 212) and the fact that their cross-level interaction hypotheses were supported, mistakenly asserted that they had "sufficient power to test our hypotheses adequately" (p. 536). We now know that Mathieu et al. had less than a one in three chance at finding significant ( p Ͻ .05) cross-level interactions in their data. Having a method by which one can determine the power to detect significant cross-level interactions clearly will sharpen one's ability to draw more accurate conclusions from multilevel investigations.
Implications
Application of our power calculator to previous research suggests that, generally speaking, the power to detect significant cross-level interactions is quite modest. One of the primary implications of this work is that researchers should exercise caution when interpreting statistically nonsignificant cross-level interaction tests. Although the limited power of single-level tests of interactions has been lamented for quite some time, it appears that the power to detect cross-level interactions is just as low, if not even lower. Naturally, a second direct implication of this work is that researchers should calculate their anticipated power a priori and employ the largest samples possible. Whereas using reliable measures certainly enhances power, beyond a certain point (e.g., .70) the impact of improved reliability was negligible as compared to that afforded by larger samples, at both lower and upper levels. We hasten to add that we are not suggesting that measurement reliability has no implications for statistical power-indeed, it is very relevant. Although the reliability of measures had relatively little impact on power in our simulation, that was largely attributable to the fact that we used distributions of reliabilities from articles published in the Journal of Applied Psychology. Of course, given that it is a premier outlet for applied psychological research, studies with poor measurement stand little chance of appearing in the journal. In effect this amounts to reliability distributions that may be restricted as compared to the population of cross-level investigations. That is not, however, likely to be the case for the other parameters on our simulation.
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By way of example, assume that the reliabilities of the lower level predictor and upper level moderator are both .60 and their latent correlation is r xw ϭ .30. Applying Bohrnstedt and Marwell's (1978) formula (designed to estimate single-level product reliabilities) to these values as a rough approximation would suggest that the product term reliability would be about .41! If the predictor and moderator reliabilities were .90, then the reliability of the product term would be closer to .83. The implication of this difference in reliabilities is that the observed cross-level effect sizes are roughly 90% of the magnitude of true (corrected for attenuation) effect sizes with reliabilities around .90, whereas the observed crosslevel effects sizes will be only about 65% of the true effect sizes if estimated with measures having reliabilities around .60. We derived those values using traditional corrections for attenuation, and they hold throughout the range of effect sizes. We wish to emphasize that these estimates are exceedingly rough guesses, as the proper measurement model for cross-level interactions has yet to be specified. With that caveat, we surmise that researchers using measures with poor versus high reliabilities (say .60 vs. .90) may be reducing the power to detect significant cross-level interactions by around 25%. In sum, although measurement reliability played a limited role in our simulation, it is very important for the power associated with testing cross-level interactions. This clearly represents an important direction for future research and development. But equally clear is that measurement reliability is at a premium for researchers interested in testing cross-level interactions.
When it comes to the power of cross-level interaction tests, our findings suggest that there is about a 3:2 premium on the average size of the lower level samples, as compared to the upper level sample size. In other words, researchers wanting to conduct accurate tests of cross-level interactions should place relatively more emphasis on sampling larger units, as compared to sampling a larger number of units. These empirically based conclusions differ from those offered by Snijders and Bosker (1993) and others summarized in Scherbaum and Ferreter (2009) , who placed more emphasis on sampling upper level units. Whereas more research is certainly warranted on the topic, our simulation was fairly comprehensive, manipulated 13 different parameters with values derived from the extant literature, and included a large number of replications.
Our results also highlight the importance of sampling frames for multilevel investigations. Gaining access to a sufficiently large number of units, whether they are teams, departments, or organizations, is an expensive and time-consuming task. Quite often researchers gain access through a single organization that has branches, stores (e.g., Chen et al., 2007) , sales regions (e.g., , or teams (e.g., ) that perform comparable work under similar circumstances. Elsewhere, researchers who employ large-scale secondary sources often limit their investigations to, for example, organizations that fall within certain standard industrial classification (SIC) codes. These types of sampling strategies certainly facilitate collecting data for a multilevel study while holding a slew of potential contaminating influences constant, but they also limit the degree to which lower and upper level relationships are likely to vary within and across levels.
Take, for example, an investigation in which one believes that an upper level variable (e.g., team cohesion) moderates a lower level relationship (e.g., individuals' job satisfaction-withdrawal behaviors relations). Let us further assume that organizations have fairly strong cultures and that attraction-selection-attrition processes (Schneider, Goldstein, & Smith, 1995) operate to create fairly comparable teams, each with fairly homogeneous members. To the extent that teams are sampled from a relatively smaller, as compared to greater, number of organizations (i.e., in effect, a third-level variable), the variability of the job satisfactionwithdrawal slopes is likely to be diminished, as will be the magnitude of the cross-level interaction effect. Both factors would 5 To further explore the influence of reliability in this context, we ran a second simulation and expanded the range of all three reliabilities from 0.8 -1.0 to .6 -1.0 while limiting the ranges for the other parameters to their most representative values. In other words, we substantially favored the odds of reliabilities playing a larger role in the overall power estimates. Whereas the combined linear effects of measurement reliability were Ͻ1% in our original study, they were still Ͻ 5% in this second simulation, even when biasing it to favor their influence. Details regarding this supplemental simulation are available from the authors. serve to seriously limit the power to detect a significant cross-level interaction. In short, there is a premium not only on sampling a larger number of teams in this case but also on sampling a greater diversity of teams from a greater number of organizations or settings so as to not constrain variance across levels. Notably, this suggestion harkens to similar concerns with "extreme-groups designs" whereby researchers intentionally sample entities from the ends of a predictor distribution to maximize variance in a sample. So doing raises questions about the representativeness of the resulting effect sizes because they are subject to range enhancement (see Aguinis, 2004; Cortina & DeShon, 1998) . However, our recommendation to sample a greater diversity of settings is not intended to artificially enhance the range of predictor values but rather to better represent the target population of entities. In other words, researchers are typically interested in making generalizations to groups, units, organizations, or other collectives as a whole, rather than to those that reside in a single organization or industry sampled in a typical study. In sum, the larger issue is that researchers working with multilevel designs should pay serious attention to sampling issues associated with both lower and higher level entities, as typical sampling frames been been restricted and limit the power of investigations to find significant cross-level interactions.
Our results clearly highlight that the power to detect cross-level interactions is severely limited in many circumstances. One response to this situation could be to "open the alpha window" and adopt more lenient levels such as ␣ ϭ .10 or .15 for such tests (see Cascio & Zedeck, 1983 ). But we do not want to promote the adoption of new universal alpha levels that may become new standards no less arbitrary than the typical p Ͻ .05. Instead, we advocate that researchers advance reasoned arguments for the a priori alpha levels that they adopt in any investigation (see Aguinis, 2004) . Such arguments should weigh the relative costs and benefits of Type I versus Type II errors and the maturity of the subject domain. For example, it may be reasonable to adopt more liberal alpha levels for early investigations in a nascent topic area. As the research base matures and relationships become better understood, then perhaps more stringent alpha levels should be adopted. In other instances, for example, in safety and health domains, the costs and consequences of one type of error may be dire as compared to the alternative. In those instances, grounded researchers might adopt even more extreme alpha levels (e.g., ␣ ϭ .01 or .20) to balance such concerns. In short, power is a serious concern when it comes to testing cross-level interactions. But rather than simply advocating a relaxed standard for such tests, we recommend that researchers conduct a priori power analyses and then adopt a well-reasoned alpha level for their context and domain.
In sum, our research leads to the following specific guidelines in terms of designing future multilevel studies. First, researchers should use measures with high reliability and construct validity. Second, they should not rely on simple conventions such as the 30-30 rule because there are complex and interactive relationships among the factors that affect power. Third, researchers should consider the relative impact of the various factors that affect power as revealed by our Monte Carlo simulation. They should conduct a pilot study to obtain reasonable values for each, whenever feasible, or otherwise estimate likely parameter values. Fourth, they should conduct an a priori power analysis using ML Power Tool to estimate power before data are collected. They can use the ML Power Tool to understand how power will change based on various research design and measurement choices, including choices that have different cost implications in terms of time and financial resources as well as practical constraints involved in the data collection effort. Following these guidelines is likely to lead to improved accuracy concerning the presence or absence of cross-level interaction effects.
Limitations, Boundary Conditions, and Extensions
All Monte Carlo simulations are bound by the parameters selected to be manipulated and their values included in the design. Although our simulation was quite large in scope, any such effort can always include additional parameters and values. Our choices for parameters were guided by our theory-based expectations regarding factors known or hypothesized to affect the power to detect cross-level interaction effects. Moreover, our choices for parameter values were guided by ones as reported in the applied psychology literature. In spite of these considerations, we had to make some decisions about what to include and what not to include in our simulation. For example, factors known to affect the power of continuous moderators are generally similar to those known to affect the power of categorical moderators in the context of regression models (Aguinis, 2004) . So, we anticipate that our results regarding the relative impact of factors that affect the power to detect continuous moderators will generalize to the case of categorical moderators in the context of multilevel models. Nevertheless, there are additional issues that are raised when the moderator is categorical, such as a resulting nonnormal distribution.
As a second example of Monte Carlo design features, our simulation held Level 1 sizes constant within each design cell and assumed homogeneity of within-group variances. Again, we do not anticipate that deviations from this scenario will affect our results in a substantive manner. Similarly, Maas and Hox (2005) found little influence of heterogeneous Level 1 sample sizes on power estimates, beyond what the mean Level 1 value suggested. Nevertheless, now that our simulations have led to knowledge regarding the relative impact of Level 1 and Level 2 sample sizes on the power to estimate cross-level interaction effects, future research could examine the extent to which severe heterogeneity of lower level sample sizes and variances across upper level units affect the power to detect existing cross-level interactions. Our simulations also adopted typical hierarchical modeling assumptions, such as normal variable distributions and uncorrelated errors within and across levels. Naturally, to the extent that such assumptions do not hold, they will likely negatively impact the power to detect true effects, the degree to which remains an issue for future investigations. Furthermore, our work-and any application of power analyses-assumes that the targeted effect size estimate is accurate. To the extent that previous investigations have yielded effect size estimates that may have been biased by threats to internal validity, endogeneity influences, or other sources of contamination, the entire exercise is compromised.
We should also highlight that we employed within-group centering and reintroduced the between-group variance in the Level 1 predictor as a Level 2 predictor. This is a commonly recommended procedure for testing cross-level interactions (cf. Enders & To-fighi, 2007; Hofmann & Gavin, 1998) and permits one to partition the observed lower level predictor variance (and potential interactions) into that which resides within versus between Level 1 units. However, the most appropriate centering techniques for any application are guided by the researchers' underlying assumptions and theory concerning the relationships being tested (Hox, 2010) . These become even more complex in the repeated measures versions of multilevel designs (Biesanz et al., 2004) . Our current findings are limited to nested multilevel designs using withingroup centering approach, but research is warranted to test its application to other centering approaches and designs. In a related vein, we advocate standardizing variables on the basis of the total sample for lower level variables and at the upper level for Level 2 variables. This practice is widely recommended by others who have advanced other power estimation approaches (e.g., Raudenbush & Liu, 2000) , but there are costs and benefits of doing so. On one hand, Hox (2010) argued, When we consider power problems in multilevel designs, it is useful to translate the model under consideration into a standardized model. In a standardized model, the logic of power analysis, including decisions about effects sizes, does not depend on the arbitrary scales of the variables. In a standardized framework, it also becomes possible to establish rules of thumb about what may be considered small, medium, and large effects. (p. 243) On the other hand, standardizing variables influences the substantive interpretation of effects in applied research and undermines direct comparisons of effects across samples or times. The larger point is that effect size estimates in multilevel investigations are dicey entities. In fact, Snijders and Bosker (1999) noted the traditional "definition of R 2 now and then leads to unpleasant surprises: it sometimes happens that adding [significant] explanatory variables increases rather than decreases some of the [error] variance components. Even negative values of R 2 are possible" (p. 99). In other words, effect sizes in multilevel research are complex phenomena that are neither totally understood nor directly comparable to their single-level analogues. The implications of centering decisions, standardization, and effect size estimates for interpreting multilevel research findings all deserve further study.
We should note that, for simplicity sake, we limited our investigations to models with one lower level predictor and one upper level predictor/moderator. However, Raudenbush (1997) and others have demonstrated that the power to detect significant lower or cross-level direct effects can be enhanced by including significant covariates from either level. The logic is that covariates help to reduce estimates of standard errors, thereby increasing power. We would surmise that including covariates in one's analysis would also enhance the power to detect cross-level interactions. However, exactly how this operates is likely to be quite complex and to be a function of the covariances among variables within and across levels, centering decisions, as well as error distributions and covariances across levels. This represents the natural next frontier for work along these lines. Another design issue that should be considered would be the role of higher level nesting. Our work has been limited to a two-level design, such as individuals in teams. However, if the teams were sampled from multiple organizations, as recommended above, there would be another level of nesting and interdependence. Given that a failure to consider salient nesting arrangements leads to underestimates of standard errors, the power values from our two-level approximation are likely to overestimate power if there are significant higher level nesting effects that are not taken into account. The extent to which higher level nesting compromises the accuracy of two-level power estimates, however, remains a topic for future investigations.
Beyond measurement, research design, and sampling issues, as well as covariate inclusion, future progress in our knowledge regarding the power to estimate cross-level interactions accurately may be garnered through advancements in analytic techniques. For example, popular hierarchical modeling software packages (e.g., HLM; Raudenbush, Bryk, Cheong, Congdon, & du Toit, 2004) have recently incorporated robust standard error estimates that adjust for minor violations of normality assumptions. Unfortunately, Maas and Hox (2004) suggested that robust errors should only be used with relatively large numbers of Level 2 units (i.e., Ն 100), which limits their use in instances where power needs are acute. Further, advancements in the domain of multilevel structural equation modeling (ML-SEM) have been prominent as of late, and they incorporate the ability to help adjust for measurement unreliability (cf., Muthén & Muthén, 2007) . We anticipate that developments in that area will heighten our ability to detect cross-level interactions in future research, although ML-SEM analyses are also very sensitive to sample size issues-the very crux of power analyses.
Our findings also yield suggestions for the reporting of future multilevel investigations. First, we encourage the reporting of ICCs not only for lower level outcomes but also for lower level predictors. Second, many researchers report reliabilities of Level 2 variables that were calculated using lower level data. We encourage the reporting of variable reliabilities as aligned with the levels at which they are used in the substantive analyses (see Chen, Mathieu, & Bliese, 2004) . Third, the variability of lower level slopes is rarely reported and is critical to the estimation of the power to detect cross-level interactions. These values are output by most multilevel software programs or are relatively easy to calculate, and we encourage future researchers to routinely report them.
Conclusion
Although multilevel investigations have been increasing in popularity at almost an exponential rate, our ability to interpret the meaning of cross-level interaction tests has been seriously limited by an inability to derive power estimates. We developed a means to a priori estimate the power to detect cross-level interactions based on an extensive simulation. Application of our method to a sample of previous multilevel studies illustrated that the power to detect significant cross-level interactions was extremely low. Use of ML Power Tool will better enable scholars to interpret their findings more accurately in terms of Type I and II errors and will also enable them to design more powerful multilevel studies that will enhance the accuracy of future inferences about cross-level interaction tests.
