Abstract. To understand the spreading and interaction of two-competing species, we study the dynamics for a two-species competition-diffusion model with two free boundaries. Here, the two free boundaries which describe the spreading fronts of two competing species, respectively, may intersect each other. Our result shows, there exists a critical value such that the superior competitor always spreads successfully if its territory size is above this constant at some time. Otherwise, the superior competitor can be wiped out by the inferior competitor. Moreover, if the inferior competitor spreads not fast enough such that the superior competitor can catch up with it, the inferior competitor will be wiped out eventually and then a spreading-vanishing trichotomy is established. We also provide some characterization of the spreading-vanishing trichotomy via some parameters of the model. On the other hand, when the superior competitor spreads successfully but with a sufficiently low speed, the inferior competitor can also spread successfully even the superior species is much stronger than the weaker one. It means that the inferior competitor can survive if the superior species cannot catch up with it.
Introduction
The spreading or invasion phenomenon of multiple competing species is an important factor to understand the complexity of ecology. Mathematically, there has been tremendous studies concerned with the existence of positive traveling wave solutions connecting different constant equilibria [6, 14, 16, 19, 20, 27, 29] and the asymptotic spreading speed associated with the Cauchy problem [23, 24, 31] . Recently, a different approach proposed by Du and Lin [10] models the spreading phenomenon for a single species by assuming the spreading front as a free boundary, where the key assumption is that the population density vanishes at the front and the mechanism of spreading is determined by the spatial population gradient at the front. A mathematical deduction is to consider the population loss near the spreading front and the Allee effect is taken into account [2] . More results for more general models have been obtained in, for example, [7, 8, 9, 12, 13, 18, 21, 28] and references cited therein.
Following such approach, there are different biological considerations to two-species LotkaVolterra type competition models. In [11] , the authors consider that an invasive species exists initially in a ball and invades into the environment, while the resident species distributes in the whole space R N . In [15, 33] , the two weak-competition species are assumed to spread along the same free boundary. Similar works but for two-species Lotka-Volterra type predator-prey models can be found in [30, 34] . We also refer to much earlier works [26, 25] in which the environment is assumed to be a bounded domain. For traveling wave solutions of free boundary problems, see [4, 5, 32] for examples. Based on these works, we may ask: if two species u, v spread only at the same direction but with different free boundaries, then what the dynamics can be. More precisely, we envision that two species initially occupy the intervals [0, s ], respectively. Also, they only move to the right and their territories expand to [0, s 1 (t)] and [0, s 2 (t)], respectively, at time t. We ask: does the superior competitor always wipe out the inferior one if it establishes persistent populations ? If not, how is it possible for weaker species to survive ? For this, we shall look for the unknown (u, v, s 1 , s 2 ) satisfying the following free boundary problem (P): u t = d 1 u xx + r 1 u(1 − u − kv), 0 < x < s 1 (t), t > 0, (1.1) v t = d 2 v xx + r 2 v(1 − v − hu), 0 < x < s 2 (t), t > 0, (1.2) u x (0, t) = v x (0, t) = 0, t > 0, (1.3) u ≡ 0 for all x ≥ s 1 (t) and t > 0; v ≡ 0 for all x ≥ s 2 (t) and t > 0, (1.4) s 1 (t) = −µ 1 u x (s 1 (t), t), t > 0; s 2 (t) = −µ 2 v x (s 2 (t), t), t > 0, (1. (1.7)
Notice that the free boundaries x = s 1 (t) and x = s 2 (t) may intersect each other at some time. Also, the derivatives of u, v at the free boundary will be considered as left derivatives.
We now describe the main results of this paper as follows.
Theorem 1 (Global existence and uniqueness). The problem (P) admits a unique global in time solution (u, v, s 1 , s 2 ) with s 1 , s 2 ∈ C 1+α/2 ([0, ∞)) and u ∈ C 2,1 (Ω 1 ) ∩ C 1+α,(1+α)/2 (Ω 1 ), v ∈ C 2,1 (Ω 2 ) ∩ C 1+α,(1+α)/2 (Ω 2 ),
where α ∈ (0, 1) is arbitrary and Ω j := {(x, t) : 0 ≤ x ≤ s j (t), t > 0}, j = 1, 2.
Furthermore, 0 < u(x, t) ≤ K 1 := max{1, u 0 L ∞ }, x ∈ [0, s 1 (t)), t ≥ 0, (1.8) 0 < v(x, t) ≤ K 2 := max{1, v 0 L ∞ }, x ∈ [0, s 2 (t)), t ≥ 0, (1.9) v 0 (x) , t > 0. (1.11) Due to (1.10) and (1.11), the limits are well-defined such that s i,∞ ≤ ∞, i = 1, 2. As in [11, 15, 30, 34] , we see that the dynamics of (P) strongly depends on their territory sizes. To describe the spreading and vanishing phenomena, we define
• The species u (resp., v) vanishes eventually if s 1,∞ < +∞ (resp., s 2,∞ < +∞) and lim t→+∞ u(·, t) C([0,s 1 (t)]) = 0 (resp., lim t→+∞ v(·, t) C([0,s 2 (t)]) = 0);
• The species u (resp., v) spreads successfully if s 1,∞ = +∞ (resp., s 2,∞ = +∞) and the species u (resp., v) persists in the sense that there exist ε > 0 and two continuous curves x = l ± (t) such that l + (t) − l − (t) ≥ ε for all large t and u(x, t) ≥ ε (resp.,
and for all large t.
In this paper, we always assume (H) 0 < k < 1 < h (so that u is a superior competitor and v is an inferior competitor).
We introduce the following three quantities:
Note that s * < s * .
Our next result is to determine the dynamics of (P) via their asymptotical territory sizes 
has a unique positive solution U = U c and U c (·) > 0 in [0, ∞). Moreover, the followings hold:
(iii) c 0 is strictly increasing in a and µ, respectively, and is strictly decreasing in b.
For every
By Proposition 1, A is non-empty. Indeed, by (1.14), given, i = 1, 2. If (µ 1 , µ 2 ) ∈ A, then the dynamics of (P) satisfies the following trichotomy:
(i) both two species vanish eventually: s 1,∞ ≤ s * and s 2,∞ ≤ s * * ,
(ii) u vanishes eventually and v spreads successfully:
(iii) u spreads successfully and v vanishes eventually.
Remark 1.
In the vanishing cases in Cor. 1, the upper bounds of s 1,∞ , s 2,∞ can be given as in Parts (i)(ii). These bounds depend only on the parameters in the system. However, for Part (iii), there does not exist an upper estimate for s 2∞ depending only on the parameters in the system. It also depends on the initial data.
Next, we characterize the set A as follows.
Theorem 4 (characterization of the set A). Assume (H) and d i > 0, r i > 0 are given, i = 1, 2. Then there exist a strictly increasing C 1 function Λ(·) with Λ(0 + ) = 0 and two positive constants ν 1 and ν 2 satisfying
such that the following hold: 
for some positive constantμ depending only on d 2 andd.
Theorem 5 shows that if the superior competitor spreads too slow to catch up with the inferior competitor, it may leave enough space for the inferior competitor to survive.
The rest of the paper is organized as follows. In Section 2, we prove the global existence and uniqueness of solution to (P). Although the problem (P) is related to some recent works (e.g., [5, 11, 15, 25, 30, 34] ), it seems that their arguments in the proof of the existence and uniqueness of solution cannot be applied directly to our problem. In fact, since in our case the two free boundaries may intersect each other at some time, it leads to that these two free boundaries may not be straightened locally into two cylindrical domains at the same time. Thus our proof here becomes more complicated than those of the above-mentioned related works. In Section 3, we first recall some fundamental results from [2, 10] and give a basic estimate which shall be used to derive the main results of this paper. Then we determine the dynamics of (P) via s i,∞ , i = 1, 2, and give proofs of Theorems 2, 3, 4 and 5. Also, some sufficient conditions for spreading and vanishing via the initial data are presented. Finally, in Section 4 we shall give a brief discussion with some future direction of studies.
Existence and uniqueness
In this section, we shall deal with global existence and uniqueness of solutions to the free boundary problem (P). For the local existence, we shall consider the following problem with a more general nonlinearity:
where the initial data satisfies (1.7), and the nonlinearities satisfy (A) f and g are locally Lipschitz continuous for u, v ∈ [0, ∞) with
Our first goal is to establish the local existence result for (2.1):
Proposition 2 (Local existence). Assume (1.7), (A) and α ∈ (0, 1). Suppose that
for some M > 0. Then there exists T 0 ∈ (0, ∞) and M 0 > 0 depending only on α, M and the local Lipschitz constants of f, g such that the problem (2.1) admits a unique solution
Our strategy of the proof of Proposition 2 is as follows: for a given small constant T > 0 we introduce the function spaces
we consider the following problem with variable fixed domains:
u ≡ 0 if x ≥ŝ 1 (t) and t > 0; v ≡ 0 if x ≥ŝ 2 (t) and t > 0,
Then the proof of Proposition 2 can be carried out in two steps:
• Step 1. For any given (ŝ 1 ,ŝ 2 ) ∈ Σ 1 × Σ 2 there exists small τ 1 ∈ (0, ∞) such that the problem (2.4) has a unique solution (û,v) for t ∈ [0, τ 1 ].
• Step 2. Define the following two mappings:
where ϕ 1 =û and ϕ 2 =v. Then we show that F := (F 1 , F 2 ) defined on Σ 1 × Σ 2 admits a unique fixed point using the contraction mapping theorem.
Combining
Step 1 and Step 2, we see the problem (2.1) admits a solution, so does the problem (P).
We shall divide our discussion into three subsections.
2.1.
The local existence and uniqueness for (2.4). In this subsection, we study the problem (2.4) with given (
Lemma 2.1. Assume (1.7), (2.2) and α ∈ (0, 1). Then there exist M 1 > 0 and τ 1 ∈ (0, ∞) depending only on M , α and the local Lipschitz constants of f, g such that the problem (2.4) has a unique solution
Proof. For any givenŝ i (t) ∈ Σ i for i = 1, 2, we first straighten the given boundary x =ŝ 1 (t) into a flat boundary by the transformation y = x/ŝ 1 (t). Also, let
.
Then (U, V ) satisfies the following problem:
Next, we introduce the function spaces
T . Since there exist T 1 ∈ (0, T ), c 1 > 0 which depend only on M and the local Lipschitz constants of f, g such that 1
we can apply the standard parabolic L p theory and the Sobolev embedding theorem (see [17, 22] ) to deduce that the system
where the constant C 1 depends only on α, M and the local Lipschitz constants of f, g.
Let us now turn to the following problem:
As before, we can straighten the given boundary y = η(t). Then, again, the standard parabolic L p theory and the Sobolev embedding theorem (see [17, 22] ) give a unique solution
where constants T 2 , C 2 depend only on α, M and the local Lipschitz constants of f, g, and
From the above discussions, we are able to define the mapping W on X
Then one can prove that W has a unique fixed point as long as T ∈ (0, 1) small enough using the contraction mapping theorem. To do so, we first prove that W maps
T into itself for small T . For this, we set
where M is given in (2.2). Indeed, using the mean value theorem twice, we have
Using (2.8), (2.10) and (2.11), there exists C 3 > 0 depending only on α, M and the local Lipschitz constants of f, g such that
On the other hand, for any (Û i ,V i ), we can define U i and V i as the solution of (2.7) and
are defined in the same domain. Thus, by setting
we obtain the following system:
By L p estimates and the Sobolev embedding theorem we have, for some large p,
for some C 6 depending on α, M and the local Lipschitz constants of f, g. Thus, we obtain
Similarly, we have (by straightening the boundary y = η(t)),
for some C 7 depending on α, M and the local Lipschitz constants of f, g. Combining the above two estimates, we have
for some C 8 depending on α, M and the local Lipschitz constants of f, g. Thus, by choosing
we see that W forms a contraction mapping. Applying the contraction mapping theorem, W has a unique fixed point (still denoted by (U, V )). Thus, the problem (2.4) has a unique solution (û,v) for t ∈ [0, τ 1 ] withû(x, t) := U (y, t),v(x, t) := V (y, t) and y = x/ŝ 1 (t).
Moreover, (2.5) follows from (2.8) and (2.10) . This completes the proof of Lemma 2.1.
Proof of Proposition 2. For any givenŝ
where ϕ 1 =û, ϕ 2 =v and (û,v) is the solution of the problem (2.4) for t ∈ [0, τ 1 ]. Note that
From (2.5), there exists M 2 > 0 depending only on M , α and the local Lipschitz constants of f, g such that
It follows from (2.14) that
To apply the contraction mapping theorem, we define (û s ,v s ) and (û σ ,v σ ) as solutions of (2.4) for t ∈ [0, T ] corresponding to the given boundaries (ŝ 1 ,ŝ 2 ) and (
respectively. For convenience, we set 
where
, and C * is a positive constant depending only on M , α and the local Lipschitz constants of f, g.
Proof.
We set
In order to derive (2.15), we need to estimate U (γ 1 − (t), t) and V (γ 2 − (t), t) first. To do so, we observe that
, the mean value theorem yields that
where M 1 > 0 is given by (2.5). Similarly, we have
From (2.16), (2.17) and (2.18), applying the maximum principle we conclude that
for some constant M 3 > 0 depending on the local Lipschitz constants of f, g.
Next, let
|V (x, t)|.
Then we can derive the following estimate:
To obtain (2.20), we observe that for all t ∈ [0, T ],
, by the mean value theorem (as in deriving the estimate (2.17)), we have Similarly, one can obtain
Due to (2.20) and (2.23), the inequalities (2.19) can be reduced into
By the Gronwall's inequality, (2.15) follows. This completes the proof of Lemma 2.2.
We are ready to show Proposition 2.
Proof of Proposition 2. To apply the contraction mapping theorem, it suffices to show the contraction of F. If necessary we choose τ 1 smaller such that
We now prove there exists C > 0 depending only on α, M and the local Lipschitz constants of f, g such that
as long as T > 0 small enough, where (σ 1 ,σ 2 ) is defined similarly as in (2.12).
To do so, we set
, we see that (U s , V s ) satisfies (2.6). Similarly, by setting
we obtain that (U σ , V σ ) satisfies (2.6) withŝ 1 (t) and η(t) replaced byσ 1 (t) and ξ(t), respectively.
Also, we introduce γ − (t) := min{η(t), ξ(t)}, γ + (t) := max{η(t), ξ(t)}, i = 1, 2,
By direct computations, (P, Q) satisfies
where T ∈ (0, τ 1 ) is given and
In the following we shall estimate P C(Γ 1T ) + Q C(Γ 2T ) , where
By Lemma 2.2 and (2.5), for each (y, t) ∈ Γ 1T , without loss of generality, we assumeŝ 1 (t) ≤ σ 1 (t), then
for some M > 0. Thus, we have
Similarly,
for some M > 0.
We are ready to prove (2.25). From (2.13), we see that
Then using L p estimate and the Sobolev embedding theorem,
where B i (t) is given by (2.26) (i = 1, 2) and the constant C 6 > 0 depending only on α, M and the local Lipschitz constants of f, g. Also, by (2.5) and (2.24),
for some C 7 > 0 depending only on α, M and the local Lipschitz constants of f, g. Thus, we are led to
From (2.26), (2.27) and (2.28), there exists C 8 > 0 depending only on α, M and the local Lipschitz constants of f, g such that
Similarly, we can derive
where C 9 > 0 depending only on α, M and the local Lipschitz constants of f, g. Thus, (2.25) follows. On the other hand, sinceŝ i (0) =σ i (0) = s 0 i , i = 1, 2, it follows that
Together with (2.25), we see that F is a contraction mapping as long as T > 0 small enough.
By the contraction mapping theorem, the problem (2.1) admits a unique solution. Moreover, (2.3) follows from (2.8), (2.10) and (2.14). This completes the proof of Proposition 2.
2.3. Proof of Theorem 1. To prove Theorem 1, we first derive some a priori estimates for solutions of (P). Lemma 2.3 (A priori estimates). Let (u, v, s 1 , s 2 ) be a solution of (P) for t ∈ [0, T ] for
Moreover, the estimates (1.8), (1.9), (1.10) and (1.11) hold for t ∈ [0, T ].
Proof. The strong maximum principle yields that u > 0 for x ∈ [0, s 1 (t)), t ∈ [0, T ] and v > 0 for x ∈ [0, s 2 (t)), t ∈ [0, T ]. Thus, we see from (1.3) that u x (s 1 (t), t) < 0 and v x (s 2 (t), t) < 0 for t ∈ (0, T ]. By (1.5), s i (t) > 0 for t ∈ (0, T ] and i = 1, 2.
To derive upper bound of u, we considerū =ū(t), the solution of u = r 1 u(1 − u) with the initial dataū(0) = u 0 L ∞ . By the standard comparison principle, we have u(x, t) ≤ū(t) ≤ We are ready to give a proof of Theorem 1 as follows.
Proof of Theorem 1. By Propositions 2, we have the local existence and uniqueness of the C 1+α,(1+α)/2 solution to the problem (P). Furthermore, note that u, v ∈ C α,α/2 in {(x, t) :
By the Schauder's estimates, we see that the solution is actually in classical sense.
Next, we shall prove that the solution can be extended to all t > 0. For this, we define the maximal existence time of the solution by T max > 0. By the same argument of [10] , one can show T max = ∞. For reader's convenience, we repeat the proof here. Indeed, using a contradiction argument we assume that T max < ∞. By Lemma 2.3, we can find a constant
and t ∈ [0, T max ). In particular,
T max ) and i = 1, 2. Choosing ∈ (0, T max ), from the standard regularity theory we see that there exists M > 0 depending only on , K such that
By Proposition 2, there is a τ > 0 depending only on K and M such that the solution of (P) with any initial time t ∈ [ , T max ) can be uniquely extended to the interval [t, t + τ ).
Then we reach a contradiction with the definition of T max , since the solution with the initial time T max − τ /2 can be uniquely extended to the time T max + τ /2. It follows that T max = ∞.
Thus, we complete the proof of Theorem 1.
Proofs of main theorems
In this section, we shall give proofs of our main theorems stated in Section 1. First, we give some known results to be used later. The next two propositions can be found in [10, 13] .
Proposition 3 (Theorem 3.3 of [10] and Theorem 1.2 of [13] ). Let (w, h) be a solution of
. Then the following hold:
where c 0 and U c 0 are defined in Proposition 1.
Proposition 4 (Lemma 3.5 of [10]). Assume that
If h 0 ≤ σ(0) and w 0 (x) ≤w(x, 0) for all x ∈ [0, h 0 ], then the solution (w, h) of (3.1) satisfies h(t) ≤ σ(t) for all t ∈ (0, T ] and w(x, t) ≤w(x, t) for 0 ≤ x ≤ h(t), 0 ≤ t ≤ T . Remark 2. We call (w, σ) defined in Proposition 4 a super-solution of (3.1). A sub-solution can be defined if we reverse all the inequalities in Proposition 4 (also replacing the interval
The strategy of the proof in the following lemma is similar to the one in [12] (see also [11, 15] ). For reader's convenience, we give a proof here. Lemma 3.1. Let (u, v, s 1 , s 2 ) be a solution of (P). If s 1,∞ < +∞ (resp., s 2,∞ < +∞), then there exists C > 0 independent of t such that
In particular, lim t→∞ s 1 (t) = 0 (resp., lim t→∞ s 2 (t) = 0).
Proof. We only deal with the case that s 1,∞ < +∞, since the proof of the other case is similar.
To straighten the free boundary x = s 1 (t), we perform the following transformations
Then (U, V ) satisfies the system (2.6) without hat sign. By using L p estimate and the Sobolev's embedding theorem we can conclude that
for some C > 0. Also, by (1.6), there exists a positive constant C such that
Thus, (3.2) follows. Moreover, since s 1,∞ < +∞, by (3.4), we easily obtain lim t→∞ s 1 (t) = 0.
The same argument can apply to the case that s 2,∞ < +∞. This completes the proof of Lemma 3.1.
In order to prove Theorem 2, we prepare the following lemmas. (ii) If 1 − hρ 1 > 0, then s 2,∞ = +∞ and lim inf t→∞ v(x, t) ≥ 1 − hρ 1 uniformly for any bounded subset of [0, ∞) as long as
Proof. First, we consider w = w(t) as the solution of w = rw(1 − w) with r := max{r 1 , r 2 } and the initial data
By the standard comparison principle, we see that ρ i ≤ 1 for i = 1, 2. In particular,s 1 is well-defined because kρ 2 < 1.
Since the proof of (i) and (ii) are similar, we only deal with (i). By (3.6), there exists a sufficiently small ε > 0 such that
Since lim sup t→∞ v(·, t) C[0,s 2 (t)] := ρ 2 , there exists T 1 such that s 1 (T ) >s 1,ε and v ≤ ρ 2 + ε for all x ∈ [0, ∞) and t ≥ T . This implies that
Hence (u, s 1 ) is a super-solution of Note thats 1 = s * if ρ 2 = 0 ands 2 = s * * if ρ 1 = 0.
Proof. We now prove (i). Choose l ∈ [s 1,∞ , s * ]. Letū be the unique solution for u t =
with the boundary condition u x (0, t) = u(l, t) = 0 for t > 0 and the initial data
Then it is well known that lim t→+∞ ū(·, t) C([0,l]) = 0 since l ≤ s * (see, for example, [3, Proposition 3.3] ). By comparingū with u over {(x, t) : 0 ≤ x ≤ s 1 (t), t ≥ 0}, we obtain 0 ≤ u ≤ū and so lim t→+∞ u(·, t) C([0,s 1 (t)]) = 0. The same argument applies to (ii). Thus, we complete the proof of Lemma 3.3.
(ii) Suppose that s 2,∞ < ∞. If s 2 (t) ≤ s 1 (t) for all large t, then
Proof. It suffices to deal with (i) since the same argument can be applied to (ii). To prove (i),
we shall modify a proof of [11] . For contradiction we assume that lim sup t→∞ u(·, t) C([0,s 1 (t)]) > 0. Then we can find a sequence {(x n , t n )} with x n ∈ [0, s 1 (t n )) and lim n→∞ t n = ∞ such that u(x n , t n ) → κ as t → ∞ for some κ > 0. Up to a subsequence, we may assume that lim n→∞ x n =x. We now show thatx = s 1,∞ . For contradiction, ifx = s 1,∞ , then by the mean value theorem and using that s 1,∞ < ∞, we have ξ n ∈ (x n , s 1 (t n )) such that
which contradicts Lemma 3.1. Thus, we must have thatx ∈ [0, s 1,∞ ).
Since s 1,∞ < ∞, we can use the same transformation as in (3.3) to obtain the system (2.6) without hat sign. We now consider
Since s 1 (t) ≤ s 2 (t) for all large t, we have η(t) ≥ 1 for all large t. Similar to the proof of Lemma 3.1, we have
Here we use [0, 1] ⊂ [0, η(t)] for all large t.
Together with (3.2), we obtain
for some positive constant M . By (3.7) and lim n→∞ s 1 (t n ) = 0 (Lemma 3.1), we have (up to a subsequence)
where u * (x/s 1,∞ , 0) = κ > 0 and
Then the strong maximum principle implies that u * > 0 over {(y, t) : y ∈ (0, 1), t ∈ (0, 1)}.
By Hopf's Lemma, there exists θ > 0 such that u * y (1, t) ≤ −θ for all t ∈ (1/4, 1). Combining (3.8) and (1.5),
for all large n. Proof. We first show that We next use a contradiction argument to prove that s 1 (t) − s 2 (t) changes sign only finitely many times. Assume that it changes sign infinitely many times, then we have s 1,∞ = s 2,∞ < ∞. If we can prove that lim t→∞ u(·, t) C[0,s 1 (t)] = 0, then using (3.10) and Lemma 3.2(ii) with ρ 1 = 0 we obtain s 2,∞ = ∞. This leads a contradiction to that s 2,∞ < ∞. Hence s 1 (t) − s 2 (t) must change sign only finitely many times.
To prove that lim t→∞ u(·, t) C[0,s 1 (t)] = 0, we shall modify the proof of Lemma 3.4. For contradiction we assume that lim sup t→∞ u(·, t) C([0,s 1 (t)]) > 0. Then we can choose a sequence {(x n , t n )} with x n ∈ [0, s 1 (t n )) and lim n→∞ t n = ∞ such that u(x n , t n ) → β as t → ∞ for some β > 0 and lim n→∞ x n =x (up to a subsequence). As in the proof of Lemma 3.4, we have thatx ∈ [0, s 1,∞ ).
Again, using the transformation as in (3.3) we have the system (2.6) without hat sign. We now consider
where γ n := min{1, min t∈[tn,tn+1] η(t)} and η(t) is defined in (3.3). Note that s 1,∞ = s 2,∞ , we see that lim n→∞ γ n = 1.
Since s 1,∞ = s 2,∞ < ∞, by Lemma 3.1,
for some positive constant M independent of n.
Using (3.11), lim n→∞ γ n = 1 and lim n→∞ s 1 (t n ) = 0, we have (up to a subsequence)
where u * (x/s 1,∞ , 0) = β > 0 and (u * , v * ) satisfies the same system (3.9). Again, as in the proof of Lemma 3.4, using the strong maximum principle and Hopf's Lemma we can derive s 1 (t n + 1 2 ) ≥ δ for some δ > 0 and for all large n.
This contradicts Lemma 3.1. Hence lim sup t→∞ u(·, t) C([0,s 1 (t)]) = 0. Therefore, s 1 (t) − s 2 (t) changes sign only finitely many times. Then we see that either s 1 (t) ≤ s 2 (t) for all large t or s 1 (t) ≥ s 2 (t) for all large t. In fact, the latter case cannot happen. Otherwise, by Lemma 3.4(ii) and Lemma 3.2(i) (with ρ 2 = 0), we see that s 1,∞ = ∞, a contradiction. Thus, we have s 1 (t) ≤ s 2 (t) for all large t. Consequently, Lemma 3.5 follows from Lemma 3.4(i) and Lemma 3.2(ii) (with ρ 1 = 0). Now, we are ready to give a proof of Theorem 2.
Proof of Theorem 2. For (i), the vanishing of u follows from Lemma 3.3(i). Moreover, by To prove Theorem 3, we need the following lemma.
Lemma 3.6. Suppose that s 1,∞ = ∞ and c 0 is defined in Proposition 1. Then
Proof. It is easy to check that (u, s 1 ) forms a subsolution of
To derive the lower bound estimate in (3.12), we choose any small > 0 and T ( ) 1 such that v(x, t) ≤ 1 + for all x ∈ [0, ∞) and t ≥ T ( ); (3.14)
Then from (3.14) it is easy to check that (u, s 1 ) forms a supersolution of
By Proposition 4, we have lim inf t→∞ [s 1 (t)/t] ≥ c * ( ) and for each 0 <ĉ < c * ( ),
Thus, by taking → 0, we obtain the lower bound estimates in (3.12) and (3.13) . This completes the proof of Lemma 3.6.
Similarly, we have the following result.
Lemma 3.7. It holds that
where c 0 is defined in Proposition 1.
We are ready to prove Theorem 3.
Proof of Theorem 3. We shall divide our proof into two parts: For (a), since s 1,∞ > s * , by Theorem 2 we have s 1,∞ = ∞. To prove s 2,∞ < ∞, we argue by contradiction and assume that s 2,∞ = ∞. Since (µ 1 , µ 2 ) ∈ A, by Lemmas 3.6 and 3.7, there exists T 1 and a constantĉ such that
As in [15] , we shall apply an iteration scheme. For this, we define two sequences {a n } n∈N and {b n } n∈N as follows:
Since h > 1 > k > 0, it is not hard to see that there exists N ∈ N such that a N ∈ [1/h, 1).
We shall prove that u(x, t) ≥ a 1 .
Thus, if N = 1, then (3.16) follows.
Assume that N > 1, i.e., a 1 < 1/h. Then for each small ε > 0, there exists T 1 1 such that u ≥ a 1 − ε for x ∈ [0,ĉt] and t ≥ T 1 . Without loss of generality, we may also assume thatĉt > s 2 (t) for all t ≥ T 1 . Then we have
Thus, by comparing v and V , we conclude that (using that ε > 0 is arbitrary small)
We now use the same argument in the proof of Lemma 3.6 to derive lim inf
Using s 1,∞ = ∞ and (3.17), there exists T 2 > T 1 such that
It follows from (3.20) that (u, s 1 ) forms a supersolution of
Thus, Proposition 4 gives us
On the other hand, because of (3.19), Proposition 3 implies that
Moreover, by the monotonicity of c 0 , we have (if necessary, we choose ε smaller)
which implies that
Note that that u(x, t) ≥ w(x, t) for all x ∈ [0,ĉt] and t ≥ T 2 . Hence (3.18) follows since ε can be arbitrary small.
By repeating the above process, we obtain (3.16). Without loss of generality we may assume that a N > 1/h. Otherwise, we can replace a 1 = 1 − k by a 1 = 1 − k − for sufficiently small > 0 such that a n = 1/h for all n. Hence it follows from (3.16) that there exists T 1 such that
By comparing (v, s 2 ) and (φ, σ), where
we have s 2 (t) ≤ σ(t) for all t ≥ T . It is well known that σ(∞) < ∞. Hence we obtain s 2,∞ < ∞, a contradiction. Consequently, (a) follows. Also, since s 1,∞ = ∞, we can apply Lemma 3.4(ii) to conclude that
Finally, Lemma 3.2(i) with ρ 2 = 0 implies (b). Hence the proof of Theorem 3 is complete.
Before proving Theorem 4, we establish the following lemma.
Lemma 3.8. Let U c 0 be the positive solution of (1.13). Suppose that c 0 is thought of as the function of µ (other parameters are fixed). Then c 0 is C 1 in µ and
where U c 0 (0) is strictly decreasing in c 0 and c 0 is strictly increasing in µ. By the standard ODE theory, we see that U c 0 (0) is C 1 in c 0 . Thus, by differentiating (3.21) with respect to µ, we obtain that c 0 is C 1 in µ and
This completes the proof of Lemma 3.8.
Proof of Theorem 4. We shall apply the Implicit Function Theorem to show the existence of Λ(·). Also, using Proposition 1 we can complete the proof of Theorem 4.
For convenience, we set
Due to Lemma 3.8, we have F ∈ C 1 ((0, ∞) × (0, ∞)) and
It follows that for eachμ 2 > 0, there exists a uniqueμ 1 > 0 such that F (μ 1 ,μ 2 ) = 0.
Moreover, there exists a unique ν 1 such that c
we have c
By the Implicit Function Theorem, there exists a C 1 function Λ defined for µ 2 ∈ (0, ∞) such that F (Λ(µ 2 ), µ 2 ) = 0. Moreover, by Lemma 3.8,
It follows that Λ(∞) exists. We now prove that Λ(∞) = ν 1 . Note that c * (
By the definition of ν 1 , we obtain Λ(∞) = ν 1 . Hence we have proved the existence of Λ.
Also, using ∂F ∂µ 1 > 0 for µ 1 ∈ (0, ∞) and
we see that
The same argument as above can be applied to the case that
We omit the detailed proof here and then Theorem 4 follows. 
regardless of their initial population size, where ν 2 and Λ are defined in Theorem 4.
Proof. The proof of (a) can be done by the similar argument of [10, Lemma 3.7, Lemma 3.8].
We do not repeat it here again. For (b), note that s 0 1 > s * implies that u spreads successfully.
Then by Theorem 3 and Theorem 4, we obtain (b). This completes the proof of Corollary 2.
To prove Theorem 5, we need show the monotonicity of the profile v(·, t) nearby the free boundary x = s 2 (t). The idea is to apply a reflection argument as follows.
Proof. For given τ ∈ (0, τ 1 ] and L ∈ [η(τ ), s 2 (τ )), we consider
Thus, u = 0 over D τ and so v satisfies
as long as σ(t) > 0.
Setd := max{Λ 2 /(4r 2 ),d}. Then for any d 2 >d, we set It is easy to check that w satisfies
(using l > l * and the definition ofd). To finish the proof of Theorem 5, it suffices to show
for some small δ > 0 under the condition σ(0) > 2l, d 2 >d, µ 1 ≤μ, whereμ > 0 depending on d 2 andd will be determined later.
To do so, we first choose δ > 0 small enough such that
Note that it can be done because σ(0) > 2l > l + l 0 (using (3.26) ). Due to (3.25), (3.28) and (3.27) (if necessary we choose δ smaller), we have We now prove (3.29) . From (3.30), we see thatv(y, t) > δw * (y) for y ∈ [0, l + l 0 ] and σ(t) > l + l 0 for all small t > 0. For contradiction, we assume that there exists T * > 0 such that σ(T * ) = l + l 0 and σ(t) > l + l 0 for t ∈ [0, T * ). Then we have σ (T * ) ≤ 0 and so (3.32) where the last inequality follows from (1.10). Next, we introduce Q(y, t) :=v(y, t) − δw * (y).
From (3.31), it follows that Q t − d 2 Q yy + η (t)Q y + γ(x, t)w ≤ 0 for y ∈ (0, l + l 0 ), t ∈ (0, T * ), for some bounded function γ. Also, we have Q(y, 0) > 0, y ∈ [0, l + l 0 ] (by (3.30)), Q y (0, t) =v y (0, t) − δ(w * ) (0) = v y (η(t), t) < 0, t ∈ [0, T * ] (by Lemma 3.9), Q(l + l 0 , t) =v(l + l 0 , t) − δ(w * )(l + l 0 ) =v(l + l 0 , t) ≥ 0, t ∈ [0, T * ].
Thus, we can apply the strong maximum principle and Hopf's Lemma to conclude that Q y (σ(T * ), T * ) < 0. This implies −µ 2vy (σ(T * ), T * ) > −µ 2 δ(w * ) (l + l 0 ) = µ 2 δπ 2l exp − Λl 2d 2 .
Together with (3.32) , it leads to a contradiction to µ 1 ≤μ. Hence (3.29) follows and then the proof of Theorem 5 is completed.
Discussion
In this paper, we consider a free boundary problem which describe the spreading of two competing species in a one-dimensional habitat. We assume that u is a superior competitor occupying the interval [0, s 1 (t)], while v is an inferior competitor with the territory [0, s 2 (t)] at time t. Here, the two free boundaries x = s i (t), i = 1, 2, differently from the previous works, may intersect each other. They are used to describe the spreading fronts of two competing species, respectively. Our goal is to investigate its dynamics. Due to the fact that two free boundaries may intersect each other, it seems very difficult to understand the whole dynamics of this model.
In comparing to the Cauchy problem, our model shows that (under (H)) the superior competitor is not always the winner. If the superior competitor's territory size cannot cross some critical value, it can lose the competition, while if its territory is above this critical value, then spreading occurs. This result is consistent with the one in [11] . An interesting phenomenon appearing in our model is that when spreading of the superior competitor occurs, our model shows the weaker species does not necessarily die out eventually over their territory. In fact, if the superior competitor spreads too slow to catch up with the inferior competitor, it may leave enough space for the inferior competitor to establish persistent population.
From the modeling point of view, the real case should be the case of two-dimensional habitat. Mathematically, the 1d case is the simplest case to do the analysis (for example, the existence and uniqueness issue). For the higher dimensional case, our approach still works in a radially symmetric setting, i.e., the habitat and the solution are assumed to be radially symmetric. Then (1.5) becomes s 1 (t) = −µ 1 u r (s 1 (t), t), t > 0; s 2 (t) = −µ 2 v r (s 2 (t), t), t > 0, where r := |x| and u = u(r, t), v = v(r, t). For general non-symmetric case, the Stefan condition (1.5) can be replaced by the condition (cf. [8] )
if the free boundary is represented by Γ(t) = {x ∈ R N : Φ(x, t) = 0} for some suitable function Φ. We leave this general higher dimensional case as a future study.
On the other hand, the condition (1.3) means that no flux can across the left boundary.
This condition is equivalent to the (radial) symmetric case in 1d, if we consider the following general setting: Indeed, our analysis works for this general case. However, it would increase the complexity of our presentation. For simplicity, we only treat the symmetric case in this paper. We leave the general case to the reader.
For the issue of spreading speed, if one species vanishing eventually, the model can be thought of as the single species model of Du and Lin [10] . Thus, the spreading speed of the species that spreads successfully can be understood as in [10] . If both two species spread successfully, it would be interesting to characterize their spreading speed (we only have some rough estimates). We leave this issue for the future study. We also refer to [1] for the asymptotic behaviour of moving interfaces for some free boundary problems.
