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2
1 Introduction and definitions
In [1] we proposed to consider the matrix models partition functions (a special class of τ -functions
subject to additional set of linear differential equations [2]) as the first family of special functions,
peculiar for the needs of the string theory, and started classification and tabulation of their properties.
The natural place to begin is the Hermitean one-matrix model, with the partition function Z(t) defined
as a solution to the ordinary Virasoro constraints [3]1,
LˆmZ(t) = 0, m ≥ −1,
Lˆm =
∞∑
k=0
ktk
∂
∂tk+m
+ g2
∑
a,b≥0
a+b=m
∂2
∂ta∂tb
(1)
As explained in [1], the partition function Z(t) is a sophisticated function of its infinitely many
variables t0, t1, . . . and, as usual in theory of special functions, one is interested in the two essentially
different types of solutions to (1):
(i) formal series in powers of t-variables and
(ii) globally defined function of (at least, some) variables tk, which take values in some Riemann
surface(s).
The usual situation is that the solutions of type (ii) provide a kind of a linear basis in the space
of all solutions of type (i), and this provides some ground for the theory of “analytical continuations”
or “phase transitions” between different branches of partition function (which are used to describe
various phases of the related physical models).
In the case of the finite-size Hermitean one-matrix model, an interesting basis of type (ii) is formed
by the Dijkgraaf-Vafa partition functions [8, 9], which possess integral representations in the form of the
(specially defined) matrix integrals [10], satisfy Givental-style decomposition formulas into multilinear
combinations of the Gaussian partition functions [1], and which already show some traces of emerging
a global definition in terms of Riemann surfaces [11]. A promising new step in this direction is recently
made by Eynard in [12]. In the present paper we do not discuss these subjects and instead concentrate
on (i). Then, as explained in [1], the interesting (though not exhaustive) class of branches is specified
by the three-step procedure:
(a) One requires existence of the “genus expansion”, i.e. request for Z(t) to depend on the scaling
parameter g2 in (1) as
Z(t) = exp
(
g−2F(t; g)
)
(2)
where the “prepotential” F(t; g) is a formal series in non-negative powers of g2,
F(t; g) =
∞∑
p=0
g2pF (p)(t) (3)
(b) After a shift tk −→ Tk + tk, the partition function and all the prepotentials
ZW (t) = Z(t− T ),
F
(p)
W (t) = F
(p)(t− T )
(4)
are formal series in non-negative powers of t-variables. Different functions W (z) ≡
∑
k=0 Tkz
k give
rise to different branches, the simplest ones being associated with polynomial W (z). In such cases,
the degree n and the roots αi of the derivative polynomial
W ′(z) = (n+ 1)Tn+1
n∏
i=1
(z − αi) (5)
1Sometimes they are called “discrete” Virasoro constraints, as opposed to “continuum” ones [4], which give rise [5]
to the Kontsevich matrix model [6, 7].
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become important parameters, distinguishing between the phases.
In fact, as explained in [1], even after these two steps of specifications, the branches are still not
fully separated, one more step is needed.
(c) The branches are fully specified by choosing an almost arbitrary function
F (T ; g) ≡ FW (t = 0; g) =
∞∑
p=0
g2pF (p)(T ) (6)
of T - (or α-) and g-variables: the ”bare” prepotential. The bare prepotential is constrained only by
the first two reduced Virasoro constraints,
Lˇ−1F (T, g) =
n+1∑
k=1
kTk
∂F (T ; g)
∂Tk−1
= 0,
e−g
−2F (T ;g)Lˇ0e
g−2F (T ;g) =
n+1∑
k=1
kTk
∂F (T ; g)
∂Tk
+
(
∂F (T ; g)
∂T0
)2
+ g2
∂2F (T ; g)
∂T 20
= 0
(7)
which makes it an arbitrary function of n variables, for instance, of T0, . . . , Tn−1, and g. All the
correlators in a given phase depend on the choice of W (z) and of F (T ; g).
It is the purpose of the present paper to study these dependencies. Ref.[1] contains the detailed
description of the Gaussian branch, n = 1, with the (would be arbitrary) function F (T0; g) fixed to be
exp
(
g−2FG(T0; g)
)
=
(g/T2)
−N2/2
Vol(SU(N))
e−NT0/g (8)
Now we want to get rid of these restrictions and explain how expressions for the Gaussian correlators
can be generalized to the phase with arbitrary n and F (T ; g). Significance of the Gaussian case is
that the adequate quantities, which provide a universal description of correlators in any phase, the
“check-operator multidensities” ρˇ(p|m) (to be introduced in the next section 2) look practically the
same as the Gaussian connected correlators ρ
(p|m)
G , see Table 2. Like the discussion of the Gaussian
case in [1], this by itself does not provide an immediate description of these correlators in terms of
Riemann surfaces and does not help to resolve the problems at level (ii), but this step is the first one
to make the systematic description of non-Gaussian branches of the Hermitean one-matrix model.
We begin in s.2 below with formulating the problem of evaluation of correlation functions in generic
phase of the Hermitean matrix model in terms of peculiar “check-operators”. Explicit expressions for
the lowest correlation functions and correlation check-operators are put together in Tables 1 and 2 to
demonstrate that the latter ones (but not the former) look just the same as the Gaussian expressions,
surveyed in [1]. Explicit formulas for the check-operator multidensities in Tables 1 and
2 can be considered as the main result of this paper. Our main hypothesis that the
appropriate check-operator multidensities exist in general, is formulated in s.6. In s.2 we
discuss definitions and explicitly specify the ordering which should be used to obtain the results in
Tables 1 and 2. The derivations in their present form are not conceptually satisfactory, further work
is needed to considerably improve them. In the last s.5 we discuss the variety of solutions to reduced
Virasoro constraints (7), i.e. the entire variety of phases, which admit the genus expansion. Even for
W (z) = 12z
2 the variety is non-trivial: it includes arbitrary linear combinations of the Gaussians.
2 Correlation functions and check operators
2.1 Full and connected correlators
The main task of quantum field theory in application to particular model, to the Hermitean matrix
model in our case, is to provide expressions for the correlation functions. Partition function is a
generating function of correlators of a particular complete set of operators. The partition function
4
Z(t), defined in (1) is associated in this way with single-trace operators, like TrΦk, or Tr esΦ, or
Det±1(z · I−Φ), or Tr(z · I−Φ)−1. Correlation functions of such operators can be obtained by taking
derivatives of Z(t) w.r.t. its variables t; for example, the insertion of TrΦk corresponds to the action
of ∂∂tk , that of Tr e
sΦ – to the action of
∑∞
k=0
sk
s!
∂
∂tk
, that of Det±1(z · I − Φ) – to the action of Miwa
transform generator exp
(
∓
∑∞
k=0
1
kzk
∂
∂tk
)
, that of Tr(zI − Φ)−1 – to the action of
∇ˆ(z) =
∞∑
k=0
1
zk+1
∂
∂tk
(9)
and so on.
In this paper we consider the operators of the last type, and use the operators ∇ˆ(z), introduced
in (9) to generate the “full” and “connected” correlation functions,
K
(·|m)
W (z1, . . . , zm; g) = ZW (t; g)
−1∇ˆ(z1) . . . ∇ˆ(zm)ZW (t; g)
∣∣∣
t=0
=
∞∑
p=0
g2(p−m)K
(p|m)
W (z1, . . . , zm)
(10)
and
ρ
(·|m)
W (z1, . . . , zm; g) = ∇ˆ(z1) . . . ∇ˆ(zm)FW (t; g)
∣∣∣
t=0
=
∞∑
p=0
g2pρ
(p|m)
W (z1, . . . , zm) (11)
where the prepotential FW (t; g) = g
2 logZW (t; g) = g
2 logZ(t− T ; g).
The correlation functions KW and ρW are related by
2
K
(·|m)
W (z1, . . . , zm; g) =
=
m!∑
σ
m∑
k=1
∞∑
ν1,...,νk=1
∞∑
p1,...,pν=0
g2(p1+...+pν−ν)

 ∑
m1,...,mk
m=ν1m1+...+νkmk
1
ν1!(m1!)ν1 . . . νk!(mk!)νk
×
×ρ
(p1|m˜1)
W (zσ(1), . . . , zσ(m˜1))ρ
(p2|m˜2)
W (zσ(m˜1+1), . . . , zσ(m˜2)) . . . ρ
(pν |m˜ν)
W (zσ(m−m˜ν+1), . . . , zσ(m))
)
(13)
The sums here are: over all m! possible permutations σ of m points z1, . . . , zm; over all possible
values of p-indices of all connected correlators involved; and over all possible ways to decompose
the positive integer m into a sum of ordered integers 0 < m1 < m2 < . . . < mk taken with non-
vanishing multiplicities ν1, . . . , νk, i.e. m = ν1m1 + . . . + νkmk; {m˜1, . . . m˜v} denotes the sequence of
ν = ν1 + . . . + νk elements: {m1, . . . ,m1;m2, . . . m2; . . . ;mk, . . . ,mk}. Explicit examples of formula
(13) for small m can be found in Table 1. 3
The Virasoro constraints provide recurrent relations for the connected correlators ρW , which can
be explicitly evaluated and then used to construct the full correlators KW .
2In particular,
K
(p|1)
W (z) = ρ
(p|1)
W (z),
K
(p|2)
W (z1, z2) =
∑
p1+p2=p
ρ
(p1|1)
W (z1)ρ
(p2|1)
W (z2) + ρ
(p−1|2)
W (z1, z2),
. . .
Note that the genus-0 connected double-point correlator ρ
(0|2)
W (z1, z2) contributes only to K
(1|2)
W (z1, z2), not to
K
(0|2)
W (z1, z2). To avoid possible confusion, let us emphasize that the index p can be interpreted as genus only in
ρ(p|m), but not in K(p|m) or Kˇ(p|m) and ρˇ(p|m) (to be introduced below).
Eq. (13) is just a simple generalization of the following relationship:
e
−g−2F
∂
m
e
−g−2F =
m∑
k=1
∑
1≤m1<...<mk
m=ν1m1+...+νkmk
g−2νm!
ν1!(m1!)ν1 . . . νk!(mk!)νk
(∂m1F )ν1 . . . (∂mkF )νk
(12)
3The relevant decompositions of the first natural numbers are:
1 = 1 · 1,
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2.2 From correlators K to operators Kˇ
Our task is to find how the correlation functions depend not only on their explicit arguments z,
but also on the T -variables, which enter through W (z) =
∑n+1
k=0 Tkz
k and also through additional
arbitrary function, the bare prepotential F (T ; g) =
∑∞
p=0 g
2pF (p)(T ) introduced in (6) above. Because
of appearance of this arbitrary function, one can at best hope to represent answers for the correlation
functions in the form of operators, acting on Z(T ; g) = exp
(
g−2F (T ; g)
)
, i.e. express through operators
containing derivatives with respect to the T -variables. Following section 4.3 of ref.[1], we call these
operators check operators and denote by the “check” sign to distinguish them from the hat operators,
which contain t-derivatives and are denoted by “hats”. So, the task is to express the correlation
functions defined in (10) and (11) with the help of hat-operators (containing derivatives w.r.t. infinitely
many variables tk, k = 0, . . .) through the action of check-operators (containing derivatives w.r.t. only
finitely many variables Tk, k = 0, . . . , n− 1),
K
(·|m)
W (z1, . . . , zm; g) = ZW (t; g)
−1∇ˆ(z1) . . . ∇ˆ(zm)ZW (t; g)
∣∣∣
t=0
= Z(T ; g)−1Kˇ
(·|m)
W (z1, . . . , zm)Z(T ; g)
(14)
As explained in [1], from the Virasoro constraints, (1) one can recursively deduce the connected
correlators ρ
(p|m)
W and then (13) can be used to evaluate K
(·|m)
W . Making use of explicit expressions for
ρ
(p|m)
W listed in Table 2, one can obtain explicit expressions for K
(·|1):4
K
(·|1)
W (z; g) =
1
g2
ρ
(0|1)
W (z) + ρ
(1|1)
W (z) + g
2ρ
(2|1)
W (z) +O(g
4) =
=
W ′(z) − y(z)
2g2
−
(
y′′(z)
4y2(z)
+
(Rˇy)(z)
2y2(z)
−
(RˇF (1))(z)
y(z)
)
+ g2
(
(RˇF (1))2 + (Rˇ2F (1))
y3
−
−3
(Rˇy)(RˇF (1))
y
+
(RˇF (2))
y
−
(Rˇ2y)
y4
+
11(Rˇy)2
4y5
+
2y′′(Rˇy)
y5
−
(Rˇy′′)
y4
−
y′′(RˇF (1))
y4
+
+
1
2y2
∂2
(
−
(Rˇy)
2y2
+
(RˇF (1))
y
)
+
(
5
16
(y′′)2
y5
−
1
8y2
∂2
(
y′′
y2
)
−
1
8
y(4)
y4
))
+O(g4)
(18)
This should now be represented as
K
(·|1)
W (z; g) = Z(T ; g)
−1Kˇ
(·|1)
W (z; g)Z(T ; g) (19)
moreover, according to section 4.3 of ref.[1], Kˇ
(·|1)
W (z; g) does not depend on the bare prepotential, but
only on T ’s and ∂/∂T . Again, making use of the explicit formulas for Z(T ; g)−1yˇ(z; g)Z(T ; g) from
2 = 2 · 1 = 1 · 2,
3 = 3 · 1 = 1 · 1 + 1 · 2 = 1 · 3,
4 = 4 · 1 = 2 · 1 + 1 · 2 = 1 · 1 + 1 · 3 = 1 · 4 = 2 · 2
4For the sake of brevity, from now on we omit the subscript W in RˇW (z) and yW (z) when it should not cause a
confusion. Here (see ref.[1])
RˇW (z) = −
∑
a,b=0
(a+ b+ 2)Ta+b+2z
a ∂
∂Tb (15)
and
yW (z) ≡
√
W ′(z)2 − 4
(
Rˇ(z)F (0)
)
(16)
In particular, for the Gaussian potential one has
yG(z) ≡
√
z2 − 4ν (17)
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section 4 and ρˇ(p|1)(z; g) from Table 2, one can rewrite (18) as
K
(·|1)
W (z; g) = Z(T ; g)
−1
(
W ′(z) − yˇ(z; g)
2g2
−
1
4yˇ2(z; g)
yˇ′′(z; g)+
+g2
(
5
16
(yˇ′′)2
yˇ5
−
1
8yˇ2
∂2
(
yˇ′′
yˇ2
)
−
1
8
yˇ′′′′
yˇ4
)
+O(g4)
)
Z(T ; g) = Z(T ; g)−1Kˇ
(·|1)
W (z; g)Z(T ; g)
(20)
Here
yˇ(z; g) =
√
W ′(z)2 − 4g2Rˇ(z) (21)
In this way, one gets rid of the terms with explicitly present operators Rˇ and prepotentials F (p), and
significantly simplify the formulas.
2.3 From Kˇ to ρˇ: first examples
The connected correlators ρ are more ”fundamental” than the full K. Therefore, it is natural to
wonder if one can find check-operator analogues of ρ’s, once we see that check-operator counterparts
of K do exist and can be of some use.
This means that, at the r.h.s. of (20), we would like to put
Kˇ
(·|1)
W (z; g) =
∞∑
p=0
g2p−2ρˇ
(p|1)
W (z; g) (22)
In this way, one gets rid of the terms with explicitly present operators Rˇ and prepotentials F (p),
the relevant check-operators ρˇ(·|p) are expressed through yˇ(z; g) only (with the single exception of
ρˇ
(0|1)
W (z; g), which also contains W
′(z).) Thus, the check-operator Kˇ(·|p) is a polynomial in W ′ of
degree p. Instead, the g dependence is now distributed between explicit factors like g2p−2 and an
additional g-dependence of yˇ(z; g). This, however, allows check-operators ρˇ
(p|m)
W to look exactly the
same (modulo ordering) as the corresponding Gaussian multidensities ρ
(p|m)
G , which are all expressed
through yG only.
In this paper we suggest a hypothesis that eq.(22) is indeed true in all orders in g2 and,
moreover, similar expansions hold for all Kˇ
(·|m)
W (z1, . . . , zm; g): they can be all expressed
through multilinear combinations of check operators ρˇ
(p|m)
W , which (for (p|m) 6= (0|1)) de-
pend only on yˇ(z; g) and its z-derivatives in exactly the same way as ρ
(p|m)
G depends on
yG(z). However, even to formulate this hypothesis, one needs to introduce some ordering prescription
for products of check-operators, which we denote through : : and which is not, as usual, unique. We
distinguish three levels of ordering: (*) the order in which different ρˇ stand in the products, (**) the
order in which W ′, and yˇ stand and (***) the order among yˇ and its derivatives. Different ordering
prescriptions lead to different explicit formulas for ρˇ, and our hypothesis states that there exist order-
ings, when these expressions contain yˇ, it derivative and nothing else, except for a few W ′. Except
for a brief comment (see (27) and (28) below), we do not discuss the freedom at level (**), just fix it
as in Tables 1 and 2. At level (**) we request that all W ′ in a product are carried to the left of all
(derivatives of) yˇ. If one leaves W ′ at their places (we comment on this possibility in the end of this
section), everything would also work, but in expressions for ρˇ(p|m) some yˇ should be substituted by
−2ρˇ(1|0) = yˇ−W ′, i.e. W ′ should appear in explicit expressions for some ρ(p|m). There is nothing bad
in this, we just, somewhat arbitrarily, make the choice to eliminate these dependencies and, thus, to
reduce the freedom at level (**). As to (*), a possible (though again not unique) option is to define
Kˇ(·|m)(z1, . . . , zm|g) recursively and put all the operators containing z1, say, to the left of all others.
In this way, we explicitly break the symmetry of Kˇ(·|m) and ρ(p|m) with respect to permutations of its
arguments z1, . . . , zm.
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The ordering makes its first appearance in the next after (18) example,
K
(·|2)
W (z1, z2; g) = g
−4ρ
(·|1)
W (z1)ρ
(·|1)
W (z2) + g
−2ρ
(·|2)
W (z1, z2) =
= g−4ρ
(0|1)
W (z1)ρ
(0|1)
W (z2) + g
−2
(
ρ
(0|2)
W (z1, z2) + ρ
(0|1)
W (z1)ρ
(1|1)
W (z2) + ρ
(1|1)
W (z1)ρ
(0|1)
W (z2)
)
+O(g0) =
=
1
g4
W ′(z1)W
′(z2)−W
′(z1)y(z2)−W
′(z2)y(z1) + y(z1)y(z2)
4
+
+
1
g2
(
−
1
2y(z1)
(
∂
∂z2
y(z1)− y(z2)
z1 − z2
+
(
Rˇ(z1)y(z2)
))
+
+
(
−
y(z1)
′′
4y(z1)2
−
(Rˇ(z1)y(z1))
2y(z1)2
+
(Rˇ(z1)F
(1))
y(z1)
)
W ′(z2)− y(z2)
2
+
+
(
−
y(z2)
′′
4y(z2)2
−
(Rˇ(z2)y(z2))
2y(z2)2
+
(Rˇ(z2)F
(1))
y(z2)
)
W ′(z1)− y(z1)
2
)
+O(g0) =
= Z(T ; g)−1Kˇ
(·|2)
W (z1, z2; g)Z(T ; g)
(23)
where
Kˇ
(·|2)
W (z1, z2; g) = g
−4 : ρˇ
(·|1)
W (z1)ρˇ
(·|1)
W (z2) : +g
−2ρˇ
(·|2)
W (z1, z2) =
=
1
g4
W ′(z1)W
′(z2)−W
′(z1)yˇ(z2)−W
′(z2)yˇ(z1) + yˇ(z1)yˇ(z2)
4
+
1
g2
(
−
1
2yˇ(z1)
∂
∂z2
yˇ(z1)− yˇ(z2)
(z1 − z2)
+
+
(
−
W ′(z1)− yˇ(z1)
2
1
4yˇ(z2)2
yˇ(z2)
′′ −
W ′(z2)
2
1
4yˇ(z1)2
yˇ(z1)
′′ +
1
4yˇ(z1)2
yˇ(z1)
yˇ(z2)
2
′′
))
+O(g0)
(24)
so that
ρˇ
(0|2)
W (z1, z2; g) = −
1
2yˇ(z1; g)
∂
∂z2
yˇ(z1; g)− yˇ(z2; g)
z1 − z2
(25)
Alternatively, one could consider the natural ordering
Kˇ
(·|2)
W (z1, z2; g) = g
−4ρˇ
(·|1)
W (z1)ρˇ
(·|1)
W (z2) + g
−2ρ
(·|2)
W (z1, z2) (26)
This would correspond to a different ordering at level (**) and provide us with the other expressions
for ρˇ(p|k),
ˇ˜ρ
(0|2)
W (z1, z2; g) =
1
yˇ(z1; g)
∂
∂z2
ρˇ(0|1)(z1; g)− ρˇ
(0|1)(z2; g)
z1 − z2
(27)
and
ˇ˜ρ
(1|2)
W (z1, z2; g) =
1
yˇ1
[(
4
1
4yˇ21
yˇ′′1 −
1
2yˇ1
∂21
)
(−ˇ˜ρ
(0|2)
W (z1, z2; g))+
+
∂
∂z2
1
z1 − z2
(
1
4yˇ22
yˇ′′2 −
1
4yˇ21
yˇ′′1 +
1
y1
(
ˇ˜ρ
(0|2)
W (z1, z1; g) − ˇ˜ρ
(0|2)
W (z1, z2; g)
))] (28)
Similar expressions can be found for higher check operators.
2.4 From Kˇ to ρˇ: general case
In principle, when introducing ρˇ-operators, we have different possibilities of definition, preserving one
or another kind of their relation to Kˇ’s. They could be defined similarly to (14) from (11), so that
eq.(50) below becomes an equality. However, it appears more interesting instead of preserving the
equations, to require for ρˇ(·|k) to be the same (up to ordering) as the Gaussian functions ρ
(·|k)
G . We can
construct recursively an operator modification of expression (13). From now on, the normal ordering
puts all W ′ to the left of all (derivatives of) yˇ and Rˇ which appear in equations. Since the recurrent
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equations for Kˇ are linear (see (76)), they coincide with the equations for operators Kˇ. The equations
for functions ρ are not linear. Thus, for the operators ρˇ we should choose some ordering on level (*).
In this section, it is convenient to use the inverse ordering of the variables.
We define check operators ρˇ(·|k) with the help of the operation J(zp)[. . .], which transform n-point
operators into (n+ 1)-point, and is defined as follows:
J(zp)[: Kˇ
(·|p−1)(zp−1, . . .) . . . :] =: Kˇ
(·|p)(zp, zp−1, . . .) . . . :
J(zp)[: ρˇ
(·|p−1)(zp−1, . . .) . . . :] =: (Bˇ
(p)(zp, zp−1, . . .) + ρˇ
(·|p)(zp, zp−1, . . .)) . . . :
(29)
Here Bˇ(p) is the check counterpart of the quadratic in F term of the equation (75),
Bˇ(p)(zp, zp−1, zp−2, . . . , z1) =
p−1∑
k=1
∑
I∈Kk−2
ρˇ(·|k)(zp, zI)ρˇ
(·|p−k)(zp−1, zK−I) (30)
We define the operator ρˇ(·|p) by the equation
Kˇ(·|p)(zp, . . . , z1) = Aˇ
(p)(zp, . . . , z1) + Bˇ
(p)(zp, . . . , z1) + ρˇ
(·|p)(zp, . . . , z1) (31)
where
Aˇ(p)(zp, zp−1, . . . , z1) = J(zp)[Aˇ
(p−1)(zp−1, . . . , z1) + Bˇ
(p−1)(zp−1, . . . , z1)] (32)
According to our definitions, the equation
Aˇ(p)(z, z, . . .) + Bˇ(p)(z, z, . . .) + ρˇ(·|p)(z, z, . . .) =
=W ′(z)
(
Aˇ(p−1)(z, . . .) + Bˇ(p−1)(z, . . .) + ρˇ(·|p−1)(z, . . .)
)
+ Rˇ(z)Kˇ(·|p−2)(. . .)+
+
p−2∑
i=1
∂
∂zi
Kˇ(·|p−2)(z, . . . , zˇi, . . .)− Kˇ
(·|p−2)(zi, . . . , zˇi, . . .)
z − zi
(33)
reduces to the equations for the connected check operators
Bˇ(p+1)(z, z, zp−1 . . . , z1) + ρˇ
(·|p+1)(z, z, zp−1 . . . , z1) =
=W ′(z)ρˇ(·|p)(z, zp−1, . . . , z1) +
p−1∑
i=1
∂
∂zi
ρˇ(·|p−1)(z, . . . , zˇi, . . . , z1)− ρˇ
(·|p−1)(zi, . . . , zˇi, . . . , z1)
z − zi
(34)
which, up to ordering, coincide with equation (75). This construction starts with
Aˇ(2) = 0, Bˇ(2)(z2, z1) =: ρˇ
(·|1)(z2)ρˇ
(·|1)(z1) : (35)
that is,
Kˇ(·|2)(z2, z1) = ρˇ
(·|2)(z2, z1)+ : ρˇ
(·|1)(z2)ρˇ
(·|1)(z1) : (36)
This means that the equation
Kˇ(·|2)(z, z) =W ′(z)ρˇ(·|1)(z) − Rˇ(z) (37)
is already of the form (34). At the next step of the recursion one has
Aˇ(3)(z3, z2, z1) = J(z3)[Bˇ
(2)(z2, z1)] =: Kˇ
(·|2)(z3, z2)ρˇ
(·|1)(z1) : (38)
Bˇ(3)(z3, z2, z1) =: ρˇ
(1)(z3)ρˇ
(·|2)(z2, z1) : + : ρˇ
(·|2)(z3, z1)ρˇ
(·|1)(z2) : (39)
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and
Kˇ(·|3)(z3, z2, z1) = ρˇ
(·|3)(z3, z2, z1) + Aˇ
(3)(z3, z2, z1) + Bˇ
(3)(z3, z2, z1) =
= ρˇ(·|3)(z3, z2, z1)+ : ρˇ
(·|1)(z3)ρˇ
(·|1)(z2)ρˇ
(·|1)(z1) : +
+ : ρˇ(·|1)(z3)ρˇ
(·|2)(z2, z1) : + : ρˇ
(·|2)(z3, z2)ρˇ
(·|1)(z1) : + : ρˇ
(·|2)(z3, z1)ρˇ
(·|1)(z2) :=
= ρˇ(·|3)(z3, z2, z1)+ : Kˇ
(·|2)(z3, z2)ρˇ
(·|1)(z1) : + : ρˇ
(·|1)(z3)ρˇ
(·|2)(z2, z1) : + : ρˇ
(·|2)(z3, z1)ρˇ
(·|1)(z2) :
(40)
Substituting expressions (36) and (40) into the equation
Kˇ(·|3)(z, z, z1) =W
′(z)Kˇ(·|2)(z, z1)− Rˇ(z)ρˇ
(·|1)(z1) +
∂
∂z3
ρˇ(·|1)(z)− ρˇ(·|1)(z1)
z − z1
(41)
one detects that Aˇ(3)(z, z, z1) is canceled by the terms W
′(z)Bˇ(2)(z, z1) and Rˇ(z)ρ
(·|1)(z1). Here we
use the following identity
−Rˇ(z)ρˇ(·|1)(z1) +
∂
∂z1
ρˇ(·|1)(z)− ρˇ(·|1)(z1)
z − z1
= − : Rˇ(z)ρˇ(·|1)(z1) : +
∂
∂z1
ρˇ
(·|1)
s (z) − ρˇ
(·|1)
s (z1)
z − z1
(42)
where, by definition,
ρˇ(·|1)s (z) = ρˇ
(·|1)(z) −
W ′(z)
2
(43)
The equation one gets
ρˇ(·|3)(z, z, z1)+ : ρˇ
(·|1)(z)ρˇ(·|2)(z, z1) : + : ρˇ
(·|2)(z, z1)ρˇ
(·|1)(z) := W ′(z)ρˇ(·|2)(z, z1) +
∂
∂z1
ρˇ
(·|1)
s (z)− ρˇ
(·|1)
s (z1)
z − z1
(44)
coincides with the equation for the Gaussian three-point function. At the next step one has
Aˇ(4)(z4, z3, z2, z1) =: Kˇ
(·|3)(z4, z3, z2)ρˇ
(·|1)(z1) : + : Kˇ
(·|2)(z4, z3)ρˇ
(·|2)(z2, z1) : +
+ :
(
Kˇ(·|3)(z4, z3, z1)− Kˇ
(·|2)(z4, z3)ρˇ
(·|1)(z1)
)
ρˇ(·|1)(z2) :=
=:
(
Kˇ(·|3)(z4, z3, z2)− Kˇ
(·|2)(z4, z3)ρˇ
(·|1)(z2)
)
ρˇ(·|1)(z1) : +
+ :
(
Kˇ(·|3)(z4, z3, z1)− Kˇ
(·|2)(z4, z3)ρˇ
(·|1)(z1)
)
ρˇ(·|1)(z2) : + : Kˇ
(·|2)(z4, z3)Kˇ
(·|2)(z2, z1) :
(45)
and
Bˇ(·|4)(z4, z3, z2, z1) =: ρˇ
(·|2)(z4, z2)ρˇ
(·|2)(z3, z1) : + : ρˇ
(·|2)(z4, z1)ρˇ
(·|2)(z3, z2) : +
+ : ρˇ(·|1)(z4)ρˇ
(·|3)(z3, z2, z1) : + : ρˇ
(·|3)(z4, z2, z1)ρˇ
(·|1)(z3) :
(46)
Thus,
Kˇ(·|4)(z4, z3, z2, z1) = Aˇ
(4)(z4, z3, z2, z1) + Bˇ
(4)(z4, z3, z2, z1) + ρˇ
(·|4)(z4, z3, z2, z1) =
=:
(
Kˇ(·|3)(z4, z3, z2)− Kˇ
(·|2)(z4, z3)ρˇ
(·|1)(z2)
)
ρˇ(·|1)(z1) : +
+ :
(
Kˇ(·|3)(z4, z3, z1)− Kˇ
(·|2)(z4, z3)ρˇ
(·|1)(z1)
)
ρˇ(·|1)(z2) : +
+ : Kˇ(·|2)(z4, z3)Kˇ
(·|2)(z2, z1) : + : ρˇ
(·|2)(z4, z2)ρˇ
(·|2)(z3, z1) : + : ρˇ
(·|2)(z4, z1)ρˇ
(·|2)(z3, z2) : +
+ : ρˇ(·|1)(z4)ρˇ
(·|3)(z3, z2, z1) : + : ρˇ
(·|3)(z4, z2, z1)ρˇ
(·|1)(z3) : +ρˇ
(·|4)(z4, z3, z2, z1)
(47)
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Explicitly, using the definitions (36), (40), and formulas (37), (41) and (47), one can bring the
equation
Kˇ(·|4)(z, z, z2, z1) =W
′(z)Kˇ(·|3)(z, z2, z1)− Rˇ(z)Kˇ
(·|2)(z2, z1)+
+
∂
∂z1
Kˇ(·|2)(z, z2)− Kˇ
(·|2)(z1, z2)
z − z1
+
∂
∂z2
Kˇ(·|2)(z, z1)− Kˇ
(·|2)(z2, z1)
z − z2
(48)
to the equation
ρˇ(·|4)(z, z, z2, z1)+ : ρˇ
(·|2)(z, z2)ρˇ
(·|2)(z, z1) : + : ρˇ
(·|2)(z, z1)ρˇ
(·|2)(z, z2) : +
+ : ρˇ(·|1)(z)ρˇ(·|3)(z, z2, z1) : + : ρˇ
(·|3)(z, z2, z1)ρˇ
(·|1)(z) :=
=W ′(z)ρˇ(·|3)(z, z2, z1) +
∂
∂z2
ρˇ(·|2)(z, z1)− ρˇ
(·|2)(z2, z1)
z − z2
+
∂
∂z1
ρˇ(·|2)(z, z2)− ρˇ
(·|2)(z1, z2)
z − z1
(49)
2.5 From Kˇ and ρˇ back to K and ρ
With our definition
ρ
(p|m)
W (z1, . . . , zm) 6= Z(T ; g)
−1ρˇ
(p|m)
W (z1, . . . , zm; g)Z(T ; g) (50)
the thing is that, in variance with the l.h.s. of (50), its r.h.s. is still g-dependent,
Z(T ; g)−1ρˇ
(p|m)
W (z1, . . . , zm; g)Z(T ; g) =
∞∑
q=0
g2q
[
Z(T ; g)−1ρˇ
(p|m)
W (z1, . . . , zm; g)Z(T ; g)
](q)
=
=
∞∑
q=0
g2q
[
ρˇ
(p|m)
W
](q)
(z1, . . . , zm)
(51)
where the last equality introduces a condensed notation for sandwiching ρˇ(p|m) between Z(T ; g)−1 and
Z(T ; g). Obviously, [
Aˇ1 . . . Aˇν
](0)
=
[
Aˇ1
](0)
. . .
[
Aˇν
](0)
(52)
but [
Aˇ1 . . . Aˇν
](0)
6= A1 . . . Aν (53)
since (in general)
Ai 6=
[
Aˇi
](0)
(54)
In particular,[
: ρˇ(1|1)(z1)ρˇ
(0|1)(z2) :
](0)
− ρ(1|1)(z1)ρ
(0|1)(z2)
(58)+(52)
=
[
ρˇ(0|1)(z1)
](1) [
ρˇ(0|1)(z2)
](0)
(55)
therefore,
ρ(0|2)(z1, z2) =
[
ρˇ(0|2)(z1, z2)
](0)
+
[
: ρˇ(0|1)(z1)ρˇ
(0|1)(z2) :
](1)
−
[
ρˇ(0|1)(z1)
](1) [
ρˇ(0|1)(z2)
](0)
−
−
[
ρˇ(0|1)(z1)
](0) [
ρˇ(0|1)(z2)
](1)
= −
1
2y(z1)
∂
∂z2
y(z1)− y(z2)
z1 − z2
−
(Rˇ(z1)y(z2))
2y(z1)
(56)
The relation between ρ and ρˇ follows from (14) and the connection between ρˇ and Kˇ, (29)-(32).
For instance, for m = 1
K
(·|1)
W (z) =
∞∑
p=0
g2p−2ρ
(p|1)
W (z) = Z(T ; g)
−1Kˇ
(·|1)
W (z)Z(T ; g) =
= Z(T ; g)−1

 ∞∑
p=0
g2p−2ρˇ
(p|1)
W (z; g)

Z(T ; g) = ∞∑
p,q=0
g2p+2q−2
[
ρˇ
(p|1)
W
](q)
(z)
(57)
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so that
ρ
(0|1)
W (z) =
[
ρˇ
(0|1)
W
](0)
(z),
ρ
(1|1)
W (z) =
[
ρˇ
(1|1)
W
](0)
(z) +
[
ρˇ
(0|1)
W
](1)
(z),
. . .
ρ
(p|1)
W (z) =
p∑
q=0
[
ρˇ
(p−q|1)
W
](q)
(z)
(58)
In order to define the relations between ρ and ρˇ for m > 1, one needs to introduce the notation similar
to (51),
Z(T ; g)−1 : ρˇ
(p1|m1)
W (z1, . . . , zm1 ; g) . . . ρˇ
(pν |mν)
W (zm−mν+1, . . . , zm; g) : Z(T ; g) =
=
∞∑
q=0
g2q
[
: ρˇ
(p1|m1)
W . . . ρˇ
(pν |mν)
W :
](q)
(z1, . . . , zm)
(59)
The order of arguments z1, . . . , zm is essential here.
Then, for m = 2
K
(·|2)
W (z1, z2) =
∑
p1,p2
g2p1+2p2−4ρ
(p1|1)
W (z1)ρ
(p2|1)
W (z2) +
∑
p
g2p−2ρ
(p|2)
W (z1, z2) =
= Z(T ; g)−1Kˇ
(·|2)
W (z1, z2)Z(T ; g) =
= Z(T ; g)−1
(∑
p1,p2
g2p1+2p2−4 : ρˇ
(p1|1)
W (z1; g)ρˇ
(p2|1)
W (z2; g) : +
∑
p
g2p−2ρˇ
(p|2)
W (z1, z2; g)
)
Z(T ; g)
(60)
or
K
(0|2)
W (z1, z2) = ρ
(0|1)
W (z1)ρ
(0|1)
W (z2) =
[
: ρˇ
(0|1)
W ρˇ
(0|1)
W :
](0)
(z1, z2) (61)
Thus, the 2-point functions ρ(p|k) and K(p|k) are connected with the two-point operators ρˇ(p|k) and
Kˇ(p|k) by the following equations
K
(p|2)
W (z1, z2) = ρ
(p−1|2)
W (z1, z2) +
∑
p1+p2=p
ρ
(p1|1)
W (z1)ρ
(p2|1)
W (z2) =
=
p∑
q=0

[ρˇ(p−q−1|2)W ](q) (z1, z2) + ∑
p1+p2=p−q
[
: ρˇ
(p1|1)
W ρˇ
(p2|1)
W :
](q)
(z1, z2)

 (62)
ρ
(p|2)
W (z1, z2) =
p∑
q=0

[ρˇ(p−q−1|2)W ](q) (z1, z2) + ∑
p1+p2=p−q
[
: ρˇ
(p1|1)
W ρˇ
(p2|1)
W :
](q)
(z1, z2)

−
−
∑
p1+p2=p

 p1∑
q1=0
[
ρˇ
(p1−q1|1)
W
](q1)
(z1)
p2∑
q2=0
[
ρˇ
(p2−q2|1)
W
](q2)
(z2)


(63)
Connection of the n-point correlation functions with the n-point check operators is rather obvious.
Note that, acting on Z(T ; g) = exp
(∑∞
p=0 g
2p−2F (p)(T )
)
, the operator g2Rˆ(z) produces the term
Rˇ(z)F (0), which is of the zeroth order in g so that
∞∑
q=0
g2q [yˇ](q) (z) = Z(T ; g)−1yˇ(z; g)Z(T ; g) = y + g2
(
(Rˇy)
y2
−
2(RˇF (1))
y
)
+
+g4
(
−
11
2
(Rˇy)2
y5
+ 2
(Rˇ2y)
y4
+ 6
(Rˇy)
y4
RˇF (1) − 2
1
y3
(Rˇ2F (1) + (RˇF (1))2)−
2(RˇF (2))
y
)
+O(g6)
(64)
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3 Evaluation of ρ(p|m)
In this section we remind the iterative procedure for solving the Virasoro constraints (65), which gives
explicit expressions for the (few lowest) connected correlators ρ(p|m) presented in the Table 2.
Throughout the text we distinguish between the quantities, which depend on all the variables t
(we denote them by the calligraphic letters) and operators with t-derivatives (labeled by hats), and
those depending on T -variables (they are denoted by the ordinary capital letters) and operators with
T -derivatives (labeled by checks). When both the T and t variables are present (they enter always
in combinations Tk + tk so that the t- and T -derivatives coincide), the subscript W is used to label
the T -dependence. When t-variables are not present, the W -subscript is sometimes omitted, to avoid
overloading formulas.
The connected correlators (“multidensities”) can be deduced recursively by solving the Virasoro
constraints (1), which can be conveniently rewritten as
LˆW (z|t)ZW (t) = 0 (65)
where
LˆW (z|t) ≡
∞∑
m≥−1
1
zm+2
Lˆm(T + t) = (−W
′(z) + v′(z))∇ˆ(z) + g2∇ˆ2(z)− RˆW (z|t) (66)
potentials W (z) =
∑n+1
k=0 Tkz
k, v(z) =
∑∞
k=0 tkz
k and
RˆW (z|t) =
∞∑
a,b≥0
(a+ b+ 2)(−Ta+b+2 + ta+b+2)z
a ∂
∂tb
= Rˆv(z|t)− RˇW (z) (67)
The last equality holds because the derivatives of the partition function with respect to tk and Tk for
k = 0, . . . , n− 1 coincide.
RˇW (z) =
n−1∑
a,b≥0
(a+ b+ 2)Ta+b+2z
a ∂
∂Tb
(68)
is a check-operator. Below we often denote it by Rˇ(z), omitting the subscript W .
The standard way of derivation of the connected correlators ρ(p|m) is surveyed in [1] and consists
of acting with a number of operators ∇ˆ(zi) on (65) and putting all t = 0 afterwards. This provides
iterative relations for ρ(p|m), expressing them through the action of the check-operators on ρ(p|m) with
lower values of p+m.
The only relation needed in the process, is
[
∇ˆ(z1), lˆ(z)
]
=
∂
∂z1
(
∇ˆ(z)− ∇ˆ(z1)
z − z1
)
(69)
where
Lˆ(z) = lˆ(z) + g2∇ˆ2(z) (70)
and the “linear Virasoro operator” is
lˆ(z) = (−W ′(z) + v′(z))∇ˆ(z) − Rˆ−W+v(z) (71)
Rewriting (65) in terms of the prepotential as
lˆ(z)F =
(
∇ˆ(z)F
)2
+ g2∇ˆ2(z)F (72)
one directly obtains with the help of (69)(
W ′(z)− (∇ˆ(z)F (0))
)
(∇ˆ(z)F (0))
∣∣∣
t=0
= (Rˇ(z)F (0)) (73)
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for the p = 0, m = 1 contribution, where Rˇ(z) is already the check-operator defined in (68) so that
ρ(0|1)(z) = ∇ˆ(z)F (0)
∣∣∣
t=0
=
1
2
(
W ′(z)−
√
W ′(z)2 − 4(Rˇ(z)F (0))
)
=
1
2
(
W ′(z)− y(z)
)
(74)
and, for all the rest,
(
W ′(z)− 2(∇ˆ(z)F)
)
∇ˆ(z)∇ˆ(z1) . . . ∇ˆ(zm)F
∣∣∣
t=0
=
= Rˇ(z)∇ˆ(z)∇ˆ(z1) . . . ∇ˆ(zm)F
∣∣∣
t=0
+
∑
I,J 6=0
I+J={z1,...zm}
(
∇ˆ(z)
∏
i∈I
∇ˆ(zi)F
)
∇ˆ(z)∏
j∈J
∇ˆ(zj)F


∣∣∣∣∣∣∣∣
t=0
+
+
m∑
i=1
∂
∂zi
1
z − zi

∇ˆ(z)∏
j 6=i
∇ˆ(zj)F − ∇ˆ(z1) . . . ∇ˆ(zm)F


∣∣∣∣∣∣
t=0
+g2∇ˆ2(z)∇ˆ(z1) . . . ∇ˆ(zm)F
∣∣∣
t=0
(75)
Substituting now the genus expansion (3) for the prepotential and picking up the contributions of the
order g2p to (75), one obtains the necessary recurrent relations, which provide the expressions listed
in the Tables.
Similarly to (75), for the full correlators the shifted Virasoro constraint (65) implies that
W ′(z)K(·|m+1)(z, z1, . . . , zm)− Rˇ(z)K
(·|m)(z1, . . . , zm)+
+
m∑
i=1
∂
∂zi
K(·|m)(z, z1, . . . , zˇi, . . . , zm)−K
(·|m)(z1, . . . , zm)
z − zi
= g2K(·|m+2)(z, z, z1, . . . , zm)
(76)
4 Handling yˇ
4.1 Algebra generated by ∂kW (z) and ∂lRˇ(z)
From the definitions of
W ′(z) =
n+1∑
k=1
kTkz
k−1 (77)
and
Rˇ(x) = RˇW (x) = −
∑
a,b=0
(a+ b+ 2)Ta+b+2x
a ∂
∂Tb
(78)
one immediately deduce [
Rˇ(x),W ′(z)
]
= −
∂
∂z
W ′(x)−W ′(z)
x− z
(79)
and [
Rˇ(x), Rˇ(z)
]
=
(
∂
∂x
−
∂
∂z
)
Rˇ(x)− Rˇ(z)
x− z
(80)
Of course, also [
Wˇ ′(x), Wˇ ′(z)
]
= 0 (81)
It, therefore, follows that
[
yˇ2(x; g), yˇ2(z; g)
]
= −4g2
(
∂
∂x
−
∂
∂z
)
yˇ2(x; g) − yˇ2(z; g)
x− z
(82)
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and one observes that yˇ2 is nothing but the positive (nilpotent) part of the Virasoro algebra, while
W ′ is the positive part of the U(1)-current5. Therefore, the modes of operators yˇ2 and Rˇ, say,
Nˇ−k−1(x) :=
−∂kyˇ2(x)
4g2k!
(83)
form a (nilpotent) subalgebra of the Virasoro algebra,[
Nˇk(x), Nˇl(x)
]
= (k − l)Nˇk+l(x), k, l ≤ −2 (84)
In particular, with the help of the general identity (valid for any A(x), function or operator)
∂lx∂
k−1
z
A(z)−A(x)
z − x
∣∣∣∣
x=z
=
l!(k − 1)!
(l + k)!
∂l+kA(z) (85)
one can rewrite the loop algebra (79) - (81) in terms of the Virasoro harmonics, that is, derivatives of
Rˇ(z) and W ′(z) at a single point z,
[
∂lRˇ(z), ∂kW (z)
]
= −
l!k!
(l + k + 1)!
∂l+k+2W (z), l ≥ 0, k ≥ 1
[
∂lRˇ(z), ∂kRˇ(z)
]
=
(k − l)l!k!
(l + k + 2)!
∂l+k+2Rˇ(z), l, k ≥ 0
(86)
The commutator
[yˇ(x; g), yˇ(z; g)] =
−g2
yˇ(z1)yˇ(z2)
(
∂
∂x
−
∂
∂z
)
yˇ2(x; g) − yˇ2(z; g)
x− z
+O(g4) (87)
describes an important Lie algebra which is related to (82) through[
yˇ2(x; g), yˇ2(z; g)
]
=
{
{yˇ(x; g), [yˇ(x; g), yˇ(z; g)]}+ , yˇ(z; g)
}
(88)
but a closed expression for (87) remains unavailable (the first terms of the expansion in g2
written in (87) are obtained with the help of eq.(101) below).
It is useful to keep in mind that Rˇ is just a linear differential operator satisfying the Leibnitz rule;
thus, for example,
(Rˇpy2)(z) =
p∑
q=0
p!
q!(p− q)!
(Rˇqy)(Rˇp−qy)(z) (89)
and
(RˇpW ′
2
)(z) =
p∑
q=0
p!
q!(p− q)!
(RˇqW ′)(Rˇp−qW ′)(z) = (−)p
p∑
q=0
p!
2p(q!(p − q)!)2
(∂2q+1W )(∂2p−2q+1W )(z)
(90)
since, as a corollary of (79),
(
Rˇ ∂kW
)
(z) =
[
Rˇ(z), ∂kW (z)
]
= −
1
k + 1
∂k+2W (z) (91)
and
(RˇqW ′)(z) =
(−)q
(2q)!!
∂2q+1W (z) =
(−)q
2qq!
∂2q+1W (z) (92)
5It can be also evident from manifest formulas (67) if one defines the U(1)-current as
∂φˇ(z) =
∑
kTkz
k−1 +
∑
z
−k−1 ∂
∂Tk
Then, Wˇ ′(z) =
[
∂φˇ(z)
]
+
and yˇ2(z) =
[
:
(
∂φˇ(z)
)2
:
]
+
≡
[∑
k
Nˇk
zk+2
]
+
formally truncated to the finite number of Tk’s .
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4.2 Integral representation for powers of yˇ
Operator yˇ(z; g) is defined in (21) as
yˇ2(z; g) =W ′(z)2 − 4g2Rˇ(z) (93)
Powers of yˇ and their action on Z(T ; g) can be evaluated with the help of the integral representation
yˇ−k =
1
Γ(k/2)
∫
ds
s
sk/2e−syˇ
2
(94)
4.3 Toy example of further calculations
Since, for every given z, the check-operator Rˇ(z) is a linear differential operator in T , and W ′(z)2 is
a function of T , one can take as a toy example of yˇ2(z; g) just w(q)− h¯ ∂∂q . In this toy example
e
−s
(
w(q)−h¯ ∂
∂q
)
= exp
(
−
1
h¯
∫ q+sh¯
q
w(x)dx
)
e
sh¯ ∂
∂q (95)
The integral in the first factor at the r.h.s. can also be rewritten as
1
h¯
∫ q+sh¯
q
w(x)dx =
e
sh¯ ∂
∂q − 1
h¯ ∂∂q
w(q) (96)
The shift operator acts on the toy partition function Z(q) = e
1
h¯
F (q) as follows
Z−1(q)e
sh¯ ∂
∂qZ(q) = Z−1(q)Z(q + sh¯) = exp
1
h¯
(F (q + sh¯)− F (q)) = exp
((
e
sh¯ ∂
∂q − 1
)
1
h¯
F (q)
)
(97)
Thus,
Z−1(q)e−s(w(q)−h¯
∂
∂q
)Z(q) = exp

1− esh¯ ∂∂q
h¯ ∂∂q
(
w(q)−
∂F (q)
∂q
) (98)
Not surprisingly, the formulas for e−syˇ
2
in the following three subsections will just reproduce the above
expressions of the toy example.
4.4 Entangling exponential
Exponential of yˇ2 can be handled with the help of the Campbell-Hausdorff formula [13],
eAeB = exp

∫ 1
0
ds
log
(
es·adAes·adB
)
es·adAes·adB − 1
es·adA (A+B)

 (99)
The operators adA and adB are defined to act as commutators: adA = [A, ] and adB = [B, ]. In our
case, A = −sW ′(z)2 and B = 4sg2Rˇ(z) and only adB acts non-trivially on [A,B]: this significantly
simplifies the formula (of which we, actually, need the inverse):
e−syˇ
2(z) = e−s(W
′(z)2−4g2Rˇ(z)) =
= exp
(
−sW ′(z)2 −
4g2s2
2!
(adRˇW
′2)(z) −
(4g2)2s3
3!
(ad2
Rˇ
W ′
2
)(z) − . . .
)
e4sg
2Rˇ(z) =
= exp

− ∞∑
p=0
(4g2)psp+1
(p + 1)!
(adp
Rˇ
W ′
2
)(z)

 e4sg2Rˇ(z) = exp
(
1− e4sg
2adRˇ(z)
4g2adRˇ(z)
W ′
2
(z)
)
e4sg
2Rˇ(z)
(100)
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To avoid a confusion, note that here (adp
Rˇ
W ′2)(z) = (adp
Rˇ
(z)W ′(z)2), i.e. the argument z is the same
in all Rˇ(z) and W ′(z)2.
From (94) and (100), one gets
yˇ−k =
1
Γ(k/2)
∫
ds
s
sk/2 exp

− ∞∑
p=0
(4g2)psp+1
(p + 1)!
(adp
Rˇ
W ′
2
)(z)

 e4sg2Rˇ(z) =
=
1
W ′k
+ 4g2
(
Γ(k2 + 1)
Γ(k2 )W
′(k+2)
Rˇ−
Γ(k2 + 2)
Γ(k2 )W
′(k+4)
(adRˇW
′2)
2
)
+
+(4g2)2
(
Γ(k2 + 4)
Γ(k2 )W
′(k+8)
(adRˇW
′2)2
2!2!2!
−
Γ(k2 + 3)
Γ(k2 )W
′(k+6)
(
(ad2
Rˇ
W ′2)
3!
+
(adRˇW
′2)
2!
Rˇ
)
+
Γ(k2 + 2)
Γ(k2 )W
′(k+4)
Rˇ2
2
)
+O(g6)
(101)
4.5 Action of Rˇ-shift operator
Further, similarly to (13) and (12),
Z−1(T ; g)e4sg
2Rˇ(z)Z(T ; g) = Z−1(T ; g)
∞∑
m=0
(
4sg2Rˇ
)m
(z)
m!
Z(T ; g) =
=
∑
m=
∑k
i=1
νimi
k∏
i=1
(
(4sg2)mi(admi
Rˇ
F )(z; g)
)νi
νi!(mi!)νi
=
∞∏
l=1

 ∞∑
νl=0
(
(4sg2)l(adl
Rˇ
F )(z; g)
)νl
νl!(l!)νl

 =
= exp
(
∞∑
l=1
(4g2s)l(adl
Rˇ
F )(z; g)
l!
)
= exp
((
e4sg
2adRˇ(z) − 1
)
F
)
=
= exp
(
4s(adRˇ(z)F
(0)) + g2
(
4s(adRˇ(z)F
(1)) + 8s2ad2
Rˇ
(z)F (0)
)
+O(g4)
)
(102)
Note that F (T ; g) =
∑
p g
2pF (p)(T ) here depends on g and includes contributions from all genera.
Powers of operator Rˇ can be written in various ways: (RˇpF )(z) =
[
Rˇ(z),
[
Rˇ(z),
[
. . . [Rˇ(z), F ] . . .
]]]
=
adp
Rˇ(z)
F .
4.6 Action of yˇ and its powers
Multiplying (100) and (102), one gets, substituting l = p+ 1,
exp

− ∞∑
p=0
(4g2)psp+1
(p+ 1)!
(adp
Rˇ
W ′
2
)(z)

 exp
(
∞∑
l=1
(4g2s)l(adl
Rˇ
F )(z; g)
l!
)
=
= exp

− ∞∑
p=0
(4g2)psp+1
(p+ 1)!
(
adp
Rˇ
Y 2(z; g)
) = exp
(
1− e4sg
2adRˇ
4g2adRˇ
Y 2(z; g)
) (103)
where
Y 2(z; g) =W ′(z)2 − 4g2(adRˇF )(z; g) = y
2(z)− 4
∞∑
p=1
g2p
(
adRˇ(z)F
(p)
)
(104)
and, finally,
Z−1(T ; g)yˇ−k(z; g)Z(T ; g) =
1
Γ(k/2)
∫
ds
s
sk/2 exp

− ∞∑
p=0
(4g2)psp+1
(p + 1)!
(
adp
Rˇ
Y 2
)
(z; g)

 (105)
17
Part of the above calculation can also be applied for evaluating the action on Z(T ; g) of combi-
nations made from yˇ(z; g) and its z-derivatives, which enter the expressions for ρˇ(p|m). Technique,
however, remains undeveloped.
Another possibility is to single out the genus zero contribution
Z0 = exp
(
F (0)
g2
)
(106)
from the function Z(T ; g). Then, from (103) one gets
Z0e
−syˇ2Z0 = exp

− ∞∑
p=0
(4g2)psp+1
(p+ 1)!
(adp
Rˇ
y2)

 exp(−4g2sRˇ) = e−sy2
(
1− 4g2
(
s2
2!
adRˇy
2 + sRˇ
)
+
+ (4g2)2
(
s3
2!
(adRˇy
2)Rˇ +
s4
2!(2!)2
(adRˇy
2)2 −
s3
3!
(ad2
Rˇ
y2) +
s2
2!
Rˇ2
)
+O(g6)
)
(107)
With the help of
1
Γ(k/2)
∫
ds
s
sk/2e−sy
2
sm =
Γ
(
k
2 +m
)
Γ
(
k
2
) y−(k+2m) (108)
one gets
Z0yˇ
−kZ0 = y
−k − 4g2

Γ
(
k
2 + 2
)
2!Γ
(
k
2
) y−(k+4)adRˇy2 + Γ
(
k
2 + 1
)
Γ
(
k
2
) y−(k+2)Rˇ

+
+(4g2)2

 Γ
(
k
2 + 4
)
2!(2!)2Γ
(
k
2
)y−(k+8)(adRˇy2)2 + Γ
(
k
2 + 3
)
Γ
(
k
2
) y−(k+6)
(
(adRˇy
2)
2!
Rˇ−
(ad2
Rˇ
y2)
3!
)
+
+
Γ
(
k
2 + 2
)
2!Γ
(
k
2
) y−(k+4)Rˇ2

+O(g6)
(109)
One can further transform (105) with the help of Shur polynomials,
exp

 ∞∑
p=1
rps
p

 = ∞∑
l=0
slSl(r) (110)
however, in our case,
rp+1(z; g) = −
(4g2)p
(p+ 1)!
(
adp
Rˇ
(z)Y 2
)
(z; g) (111)
still depends on g2 in a complicated way (because Y 2 is g-dependent), and this formalism is not
immediately useful for handling the g2-expansions.
Since in this paper we need just the first terms of this expansion, it is simpler to read them directly
from (105). For example,
Z−1(T ; g)yˇ(z; g)Z(T ; g) = y + g2
(
(adRˇy)
y2
−
2(adRˇF
(1))
y
)
−
−g4
(
11
2
(adRˇy)
2
y5
− 2
(ad2
Rˇ
y)
y4
− 6
(adRˇy)
y4
adRˇF
(1) +
2
y3
[
ad2
Rˇ
F (1) + (adRˇF
(1))2
]
+
2(adRˇF
(2))
y
)
+O(g6)
(112)
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5 Freedom in solving reduced Virasoro constraints
5.1 Independent variables
As a corollary of the shifted and reduced Virasoro constraints (7), the partition function can be
represented as
Z(T )|t=0 =
∫
dkz(k; η2, . . . , ηn; h¯)e
1
h¯
(kx−k2w) (113)
with an arbitrary function z of n arguments (k, η2, . . . , ηn) and h¯. Here the Lˆ−1-invariant variables
are used,
w =
1
n+ 1
log Tn+1, ηk = T
− nk
n+1
n+1
(
T kn + . . .
)
, x = T0 + . . . ∼ ηn+1 (114)
In particular,
η2 =
(
T 2n −
2(n + 1)
n
Tn−1Tn+1
)
T
− 2n
n+1
n+1 ,
η3 =
(
T 3n −
3(n+ 1)
n
Tn−1TnTn+1 +
3(n+ 1)2
n(n− 1)
Tn−2T
2
n+1
)
T
− 3n
n+1
n+1 ,
η4 =
(
T 4n −
4(n + 1)
n
Tn−1T
2
nTn+1 +
8(n + 1)2
n(n− 1)
Tn−2TnT
2
n+1 −
8(n+ 1)3
n(n− 1)(n − 2)
Tn−3T
3
n+1
)
T
− 4n
n+1
n+1 ,
. . .
ηk =
(
T kn +
k(k − 2)!
n!
k−1∑
l=1
(−)l
(n + 1)l(n− l)!
(k − l − 1)!
Tn−lT
k−l−1
n T
l
n+1
)
T
− kn
n+1
n+1
(115)
The variable x is obtained from ηn+1 by normalization. The Lˆ0-constraint links the x- and w-
dependencies in (113). Also, W (αi) is Lˆ−1- and Lˆ0-invariant for any root αi of W
′(z) in eq.(5).
If
S =
∂F
∂T0
= const (116)
i.e. is independent of T0, . . . , Tn+1 and g, then,
z(k; η2, . . . , ηn; h¯) = δ(k − h¯S)H(η2, . . . , ηn; h¯, S) (117)
and
F = logZ = Sx+
S2
n+ 1
log Tn+1 + logH(η2, . . . , ηn) (118)
where H is an arbitrary function of n−1 variables (it may depend on S as well). A sophisticated coun-
terpart of the Fourier transform with the help of DV partition functions [8, 9] converts H(η2, . . . , ηn)
into an arbitrary function of the peculiar Si-variables, see [1].
5.2 Changing power of W : n+ 1 = 3 example
x = T0 −
9T1T2T3 − 2T
3
2
27T 23
= T0 +
2
27
T 32
T 23
(
1−
9
2
T1T3
T 22
)
η2 =
T 22 − 3T1T3
T
4/3
3
=
(
T 32
T 23
)2/3 (
1− 3
T1T3
T 22
) (119)
As T3 → 0, x and η2 are both singular, while
x(3) −
2
27
η
3/2
2 → x
(2) (120)
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and
Sx(3) +
1
3
S2 log T3 + g(η2)→ Sx
(2) +
1
2
S2 log T2 (121)
provided
g(η2) ∼ −
2
27
Sη
3/2
2 −
1
4
S2 log η2 +O(η
−1
2 ) (122)
5.3 Gaussian n = 1 case, eq.(8)
Here we want to stress that, along with standard solution for the Gaussian potential (n+ 1 = 2),
exp
(
g−2FG(T0; g)
)
=
(g/T2)
−N2/2
Vol(SU(N))
e−NT0/g (123)
there are non-conventional solutions. Namely, any linear combination of solutions of the form (123)
Z =
∑
N
cNZN , ZN = T
−N2/2
2 e
−NT0/g
(124)
where coefficients cN may depend on N , and N is an arbitrary (not obligatory natural) number. A
particular solution of this form is the θ-function
Z = θ(T0| log T2) (125)
For such solutions, ρ’s turn into the check-operators, e.g.,
ρ(0|1)(z) =
1
2Z
(
2T2z −
√
(2T2z)2 − 8T2g2∂/∂T0
)
Z (126)
6 Summary: the Hypothesis
To summarize, we suggest to consider the following 3-level hypothesis.
• F -independent check-operators Kˇ
(·|m)
W (z1, . . . , zm; g), satisfying (14), do exist (this is actually
proved in s.4.3 of [1]) and can be expressed only through, somehow ordered, yˇW , its derivatives and
W ′. The dependence on W ′ is rather simple: Kˇ
(·|m)
W (z1, . . . , zm; g) is a polynomial in W
′ of degree m.
• Check-operators ρˇ
(p|m)
W (z1, . . . , zm; g) do exist, related to Kˇ by the operator identity (13), which
is defined recurrently in section 2.4 with some ordering, and ρˇ
(p|m)
W are expressed through yˇW in exactly
the same way (modulo ordering) as the corresponding Gaussian ρ
(p|m)
G are expressed through yG.
• All above-mentioned orderings do not need to be uniquely defined: there can be orderings at
level (*), different from ((29)-(32)), but the change of : : can be often compensated by reordering of
yˇ and their derivatives inside ρˇ’s or, at worst, by substituting some of yˇ by −2ρˇ(0|1). Tables 1 and 2
assume one particular, but perhaps in no way distinguished, ordering.
The status of this hypothesis at every level is yet unclear; in this paper we only presented some
evidence for existence of a few lowest ρˇ(p|m), but general proofs (and even convincing arguments) are
still lacking. Without them, one can hardly speak about satisfactory understanding of non-Gaussian
phases; thus, we insist the problem deserves an attention and further investigations.
7 Acknowledgements
Our work is partly supported by Federal Program of the Russian Ministry of Industry, Science and
Technology No 40.052.1.1.1112 and by the grants: RFBR 03-02-17373 and the RFBR grant for support
of young scientists, the grant of the Dynasty foundation and MCFFM (A.A.), Volkswagen Stiftung
(A.Mir. and A.Mor.), RFBR 04-02-16538, Grant of Support for the Scientific Schools 96-15-96798
(A.Mir.), RFBR 04-02-16880 (A.Mor.).
20
TABLE 1.
Explicit expressions for the lowest
K
(p|m)
W and Kˇ
(p|m)
W
K
(·|1)
W (z; g) =
∞∑
p=0
g2p−2ρ
(p|1)
W (z) (T.1)
———————————
Kˇ
(0|1)
W (z) = ρˇ
(0|1)
W (z) =
W ′(z) − yˇ(z)
2
(T.2)
K
(0|1)
W (z) = ρ
(0|1)
W (z) =
W ′(z) − y(z)
2
(T.3)
K
(0|1)
W (z) =
[
Kˇ
(0|1)
W
](0)
(z) (T.4)
———————————
Kˇ
(1|1)
W (z) = −
1
4yˇ2
yˇ′′ (T.5)
K
(1|1)
W (z) = −
y′′
4y2
−
(Rˇy)
2y2
+
(RˇF (1))
y
(T.6)
K
(1|1)
W (z) =
[
Kˇ
(0|1)
W
](1)
(z) +
[
Kˇ
(1|1)
W
](0)
(z) (T.7)
———————————
Kˇ
(2|1)
W (z; g) =
5
16
(yˇ′′)2
yˇ5
−
1
8yˇ2
∂2
(
yˇ′′
yˇ2
)
−
1
8
yˇ′′′′
yˇ4
(T.8)
K
(2|1)
W (z) =
(RˇF (1))2 + (Rˇ2F (1))
y3
− 3
(Rˇy)(RˇF (1))
y
+
(RˇF (2))
y
−
(Rˇ2y)
y4
+
11(Rˇy)2
4y5
++
2y′′(Rˇy)
y5
−
−
(Rˇy′′)
y4
−
y′′(RˇF (1))
y4
+
1
2y2
∂2
(
−
(Rˇy)
2y2
+
(RˇF (1))
y
)
+
5
16
(y′′)2
y5
−
1
8y2
∂2
(
y′′
y2
)
−
1
8
y(4)
y4
(T.9)
K
(2|1)
W (z) =
[
Kˇ
(0|1)
W
](2)
(z) +
[
Kˇ
(1|1)
W
](1)
(z) +
[
Kˇ
(2|1)
W
](0)
(z) (T.10)
———————————
K
(·|2)
W (z1, z2; g) =
2∑
σ

 ∞∑
p1,p2=0
g2p1+2p2−4
2!(1!)2
ρ
(p1|1)
W (zσ(1))ρ
(p2|1)
W (zσ(2)) +
∞∑
p=0
g2p−2
1!2!
ρ
(p|2)
W (zσ(1), zσ(2))


(T.11)
—————————
Kˇ
(0|2)
W (z1, z2) =: ρˇ
(0|1)
W (z1)ρˇ
(0|1)
W (z2) :=
W ′(z1)W
′(z2)−W
′(z1)yˇ(z2)−W
′(z2)yˇ(z1) + yˇ(z1)yˇ(z2)
4
(T.12)
K
(0|2)
W (z1, z2) = ρ
(0|1)
W (z1)ρ
(0|1)
W (z2) =
W ′(z1)W
′(z2)−W
′(z1)y(z2)−W
′(z2)y(z1) + y(z1)y(z2)
4
(T.13)
K
(0|2)
W (z1, z2) =
[
Kˇ
(0|2)
W (z1, z2)
](0)
=
[
: ρˇ
(0|1)
W ρˇ
(0|1)
W :
](0)
(z1, z2) (T.14)
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—————————
Kˇ
(1|2)
W (z1, z2) =: ρˇ
(0|1)
W (z1)ρˇ
(1|1)
W (z2) + ρˇ
(1|1)
W (z1)ρˇ
(0|1)
W (z2) : +ρˇ
(0|2)
W (z1, z2) =
= −
1
2yˇ(z1)
∂
∂z2
yˇ(z1)− yˇ(z2)
(z1 − z2)
−
W ′(z1)− yˇ(z1)
2
1
4yˇ(z2)2
yˇ(z2)
′′−
−
W ′(z2)
2
1
4yˇ(z1)2
yˇ(z1)
′′ +
1
4yˇ(z1)2
yˇ(z1)
′′ yˇ(z2)
2
(T.15)
K
(1|2)
W (z1, z2) = ρ
(1|1)
W (z1)ρ
(0|1)
W (z2) + ρ
(0|1)
W (z1)ρ
(1|1)
W (z2) + ρ
(0|2)
W (z1, z2) =
= −
1
2y(z1)
(
∂
∂z2
y(z1)− y(z2)
z1 − z2
+ (Rˇ(z1)y(z2))
)
+
+
(
−
y(z1)
′′
4y(z1)2
−
(Rˇ(z1)y(z1))
2y(z1)2
+
(Rˇ(z1)F
(1))
y(z1)
)
W ′(z2)− y(z2)
2
+
+
(
−
y(z2)
′′
4y(z2)2
−
(Rˇ(z2)y(z2))
2y(z2)2
+
(Rˇ(z2)F
(1))
y(z2)
)
W ′(z1)− y(z1)
2
(T.16)
K
(1|2)
W (z1, z2) =
[
Kˇ
(0|2)
W
](1)
(z1, z2) +
[
Kˇ
(1|2)
W
](0)
(z1, z2) =
=
[
ρˇ
(0|2)
W
](0)
(z1, z2) +
[
: ρˇ
(0|1)
W ρˇ
(0|1)
W :
](1)
(z1, z2) +
[
: ρˇ
(1|1)
W ρˇ
(0|1)
W + ρˇ
(0|1)
W ρˇ
(1|1)
W :
](0)
(z1, z2)
(T.17)
——————
Kˇ
(2|2)
W (z1, z2) =: ρˇ
(0|1)
W (z1)ρˇ
(2|1)
W (z2) + ρˇ
(0|1)
W (z2)ρˇ
(2|1)
W (z1) + ρˇ
(1|1)
W (z1)ρˇ
(1|1)
W (z2) : +ρˇ
(1|2)
W (z1, z2) =
=
W ′1 − yˇ1
2
(
5
16
(yˇ′′2 )
2
yˇ52
−
1
8yˇ22
∂2
(
yˇ′′2
yˇ22
)
−
1
8
yˇ
(4)
2
yˇ42
)
+
W ′2
2
(
5
16
(yˇ′′1 )
2
yˇ51
−
1
8yˇ21
∂2
(
yˇ′′1
yˇ21
)
−
1
8
yˇ
(4)
1
yˇ41
)
−
−
(
5
16
(yˇ′′1 )
2
yˇ51
−
1
8yˇ21
∂2
(
yˇ′′1
yˇ21
)
−
1
8
yˇ
(4)
1
yˇ41
)
yˇ2
2
+
1
4yˇ21
yˇ′′1
1
4yˇ22
yˇ′′2 +
1
yˇ1
[(
4
1
4yˇ21
yˇ′′1 −
1
2yˇ1
∂21
)
1
2yˇ1
∂
∂z2
yˇ1 − yˇ2
(z1 − z2)
+
+
∂
∂z2
1
z1 − z2
(
1
4yˇ22
yˇ′′2 −
1
4yˇ21
yˇ′′1 +
1
y1
(
−
1
4yˇ1
yˇ′′1 +
1
2yˇ1
∂
∂z2
yˇ1 − yˇ2
(z1 − z2)
)])
(T.18)
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K
(2|2)
W (z1, z2) =
W ′1 − y1
2
(
(Rˇ2F
(1))2 + (Rˇ22F
(1))
y32
− 3
(Rˇ2y2)(Rˇ2F
(1))
y2
+
(Rˇ2F
(2))
y2
−
(Rˇ22y2)
y42
+
+
11(Rˇ2y2)
2
4y52
+
2y′′2 (Rˇ2y2)
y52
−
(Rˇ2y
′′
2)
y42
−
y′′2(Rˇ2F
(1))
y42
+
1
2y22
∂22
(
−
(Rˇ2y2)
2y22
+
(Rˇ2F
(1))
y2
)
+
+
5
16
(y′′2)
2
y52
−
1
8y22
∂2
(
y′′2
y22
)
−
1
8
y
(4)
2
y42
)
+
W ′2 − y2
2
(
(Rˇ1F
(1))2 + (Rˇ21F
(1))
y31
− 3
(Rˇ1y1)(Rˇ1F
(1))
y1
+
+
(Rˇ1F
(2))
y1
−
(Rˇ21y1)
y41
+
11(Rˇ1y1)
2
4y51
+
2y′′1 (Rˇ1y1)
y51
−
(Rˇ1y
′′
1)
y41
−
y′′1(Rˇ1F
(1))
y41
+
+
1
2y21
∂2
(
−
(Rˇ1y1)
2y21
+
(Rˇ1F
(1))
y1
)
+
5
16
(y′′1 )
2
y51
−
1
8y21
∂2
(
y′′1
y21
)
−
1
8
y
(4)
1
y41
)
+
+
(
y′′1
4y21
+
(Rˇ1y1)
2y21
−
(Rˇ1F
(1))
y1
)(
y′′2
4y22
+
(Rˇ2y2)
2y22
−
(Rˇ2F
(1))
y2
)
+
1
y1
Rˇ1
(
(Rˇ2F
(1))
y2
−
(Rˇ2y2)
2y22
−
y′′2
4y22
)
+
+
1
y21
(
(Rˇ1F
(1))
y1
−
(Rˇ1y1)
y21
+
Rˇ1
2
1
y1
−
y′′1
2y41
+
∂21
4y31
)(
∂2
y1 − y2
x2 − x1
− Rˇ1y2
)
−
−
1
y1
∂2
1
x1 − x2
(
y′′2
4y22
−
y′′1
4y21
+
(Rˇ2y2)
2y22
−
(Rˇ1y1)
2y21
+
(Rˇ1F
(1))
y1
−
(Rˇ2F
(1))
y2
+
+
1
2y1
(
(Rˇ1y2)− (Rˇ1y1) + ∂2
y1 − y2
x1 − x2
−
y′′1
2
))
(T.19)
K
(2|2)
W (z1, z2) =
[
Kˇ(0|2)
](2)
(z1, z2) +
[
Kˇ
(1|2)
W
](1)
(z1, z2) +
[
Kˇ
(2|2)
W
](0)
(z1, z2) =
=
[
ρˇ
(0|2)
W
](1)
(z1, z2) +
[
ρˇ
(1|2)
W
](0)
(z1, z2) +
[
: ρˇ
(0|1)
W ρˇ
(0|1)
W :
](2)
(z1, z2)+
+
[
: ρˇ
(1|1)
W ρˇ
(0|1)
W + ρˇ
(0|1)
W ρˇ
(1|1)
W :
](1)
(z1, z2) +
[
: ρˇ
(2|1)
W ρˇ
(0|1)
W + ρˇ
(1|1)
W ρˇ
(1|1)
W + ρˇ
(0|1)
W ρˇ
(2|1)
W :
](0)
(z1, z2)
(T.20)
—————————
K
(·|3)
W (z1, z2, z3; g) =
6∑
σ

 ∞∑
p1,p2,p3=0
g2p1+2p2+2p3−6
3!(1!)3
ρ
(p1|1)
W (zσ(1))ρ
(p2|1)
W (zσ(2))ρ
(p3|1)
W (zσ(3))+
+
∞∑
p1,p2=0
g2p1+2p2−4
(1!)32!
ρ
(p1|1)
W (zσ(1))ρ
(p2|2)
W (zσ(2), zσ(3)) +
∞∑
p=0
g2p−2
1!3!
ρ
(p|3)
W (zσ(1), zσ(2), zσ(3))


(T.21)
—————————
Kˇ
(0|3)
W (z1, z2, z3) =: ρˇ
(0|1)(z1)ρˇ
(0|1)(z2)ρˇ
(0|1)(z3) :=
1
8
[
W ′(z1)W
′(z2)W
′(z3)−W
′(z1)W
′(z2)yˇ(z3)−
−W ′(z1)W
′(z3)yˇ(z2)−W
′(z2)W
′(z3)yˇ(z1) +W
′(z1)yˇ(z2)yˇ(z3)+
+W ′(z2)yˇ(z1)yˇ(z3) +W
′(z3)yˇ(z1)yˇ(z2)− yˇ(z1)yˇ(z2)yˇ(z3)
]
(T.22)
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Kˇ
(0|3)
W (z1, z2, z3) =
1
8
[
W ′(z1)W
′(z2)W
′(z3)−W
′(z1)W
′(z2)y(z3)−W
′(z1)W
′(z3)y(z2)−
−W ′(z2)W
′(z3)y(z1) +W
′(z1)y(z2)y(z3) + W
′(z2)y(z1)y(z3) +W
′(z3)y(z1)y(z2)− y(z1)y(z2)y(z3)
]
(T.23)
K
(0|3)
W (z1, z2, z3) =
[
Kˇ
(0|3)
W
](0)
(z1, z2, z3) =
[
: ρˇ
(0|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(0|1)
W (z3) :
](0)
(T.24)
—————————
Kˇ
(1|3)
W =
(
: ρˇ
(1|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(0|1)
W (z3) : + : ρˇ
(0|1)
W (z1)ρˇ
(1|1)
W (z2)ρˇ
(0|1)
W (z3) : +
+ : ρˇ
(0|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(1|1)
W (z3) : + : ρˇ
(0|2)
W (z1, z2)ρˇ
(0|1)
W (z3) : + : ρˇ
(0|2)
W (z1, z3)ρˇ
(0|1)
W (z2) : +
+ : ρˇ
(0|1)
W (z1)ρˇ
(0|2)
W (z2, z3) :
) (T.25)
—————————
Kˇ
(2|3)
W =
(
: ρˇ
(2|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(0|1)
W (z3) : + : ρˇ
(0|1)
W (z1)ρˇ
(2|1)
W (z2)ρˇ
(0|1)
W (z3) : +
+ : ρˇ
(0|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(2|1)
W (z3) : + : ρˇ
(0|1)
W (z1)ρˇ
(1|1)
W (z2)ρˇ
(1|1)
W (z3) : +
+ : ρˇ
(1|1)
W (z1)ρˇ
(0|1)
W (z2)ρˇ
(1|1)
W (z3) : + : ρˇ
(1|1)
W (z1)ρˇ
(1|1)
W (z2)ρˇ
(0|1)
W (z3) : + : ρˇ
(0|2)
W (z1, z2)ρˇ
(1|1)
W (z3) : +
+ : ρˇ
(0|2)
W (z1, z3)ρˇ
(1|1)
W (z2) : + : ρˇ
(1|1)
W (z1)ρˇ
(0|2)
W (z2, z3) : + : ρˇ
(1|2)
W (z1, z2)ρˇ
(0|1)
W (z3) : +
+ : ρˇ
(1|2)
W (z1, z3)ρˇ
(0|1)
W (z2) : + : ρˇ
(0|1)
W (z1)ρˇ
(1|2)
W (z2, z3) : + : ρˇ
(0|2)
W (z1, z2)ρˇ
(1|1)
W (z3) : +
+ : ρˇ
(0|2)
W (z1, z3)ρˇ
(1|1)
W (z2) : + : ρˇ
(0|3)
W (z1, z2, z3)
)
(T.26)
————————–
K
(·|4)
W (z1, . . . , z4; g) =
4!∑
σ

 ∞∑
p1,...,p4=0
g2p1+...+2p4−8
4!(1!)4
ρ
(p1|1)
W (zσ(1)) . . . ρ
(p4|1)
W (zσ(4))+
+
∞∑
p1,p2,p3=0
g2p1+2p2+2p3−6
2!(1!)21!2!
ρ
(p1|1)
W (zσ(1))ρ
(p2|1)
W (zσ(2))ρ
(p3|2)
W (zσ(3), zσ(4))+
+
∞∑
p1,p2=0
g2p1+2p2−4
(1!)32!
ρ
(p1|1)
W (zσ(1))ρ
(p2|3)
W (zσ(2), zσ(3), zσ(4))+
+
∞∑
p=0
g2p−2
1!4!
ρ
(p|4)
W (zσ(1), . . . , zσ(4)) +
∞∑
p1,p2=0
g2p1+2p2−4
2!(2!)2
ρ
(p1|2)
W (zσ(1), zσ(2))ρ
(p2|2)
W (zσ(3), zσ(4))


(T.27)
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TABLE 2
Explicit expressions for the lowest
ρ
(p|m)
W , ρ
(p|m)
G and ρˇ
(p|m)
W
———————————
ρˇ
(0|1)
W (z; g) =
W ′(z)− yˇ(z; g)
2
(T.28)
ρ
(0|1)
G (z) =
z − yG(z)
2
(T.29)
ρ
(0|1)
W (z) =
W ′(z)− y(z)
2
(T.30)
———————————
ρˇ
(1|1)
W (z; g) = −
1
4yˇ2
yˇ′′ (T.31)
ρ
(1|1)
G (z) =
ν
y5G
= −
y′′G
4y2G
(T.32)
ρ
(1|1)
W (z) = −
y′′
4y2
−
(Rˇy)
2y2
+
(RˇF (1))
y
(T.33)
———————————
ρˇ
(2|1)
W (z; g) =
5
16
(yˇ′′)2
yˇ5
−
1
8yˇ2
∂2
(
yˇ′′
yˇ2
)
−
1
8
yˇ′′′′
yˇ4
(T.34)
(specification of ordering in this formula requires calculations with better accuracy),
ρ
(2|1)
G (z) =
5
16
(y′′G)
2
y5G
−
1
8y2G
∂2
(
y′′G
y2G
)
−
1
8
y′′′′G
y4G
(T.35)
ρ
(2|1)
W (z) =
(RˇF (1))2 + (Rˇ2F (1))
y3
− 3
(Rˇy)(RˇF (1))
y
+
(RˇF (2))
y
−
(Rˇ2y)
y4
+
11(Rˇy)2
4y5
+
+
2y′′(Rˇy)
y5
−
(Rˇy′′)
y4
−
y′′(RˇF (1))
y4
+
1
2y2
∂2
(
−
(Rˇy)
2y2
+
(RˇF (1))
y
)
+
+
5
16
(y′′)2
y5
−
1
8y2
∂2
(
y′′
y2
)
−
1
8
y(4)
y4
(T.36)
———————————
ρ
(0|2)
W (z1, z2) =
[
ρˇ
(0|2)
W
](0)
(z1, z2)+
+
[
: ρˇ
(0|1)
W ρˇ
(0|1)
W :
](1)
(z1, z2) +
[
: ρˇ
(1|1)
W ρˇ
(0|1)
W + ρˇ
(0|1)
W ρˇ
(1|1)
W :
](0)
(z1, z2)
−
[
ρˇ
(1|1)
W
](0)
(z1)
[
ρˇ
(0|1)
W
](0)
(z2)−
[
ρˇ
(0|1)
W
](0)
(z1)
[
ρˇ
(1|1)
W
](0)
(z2)−
−
[
ρˇ
(0|1)
W
](1)
(z1)
[
ρˇ
(0|1)
W
](0)
(z2)−
[
ρˇ
(0|1)
W
](0)
(z1)
[
ρˇ
(0|1)
W
](1)
(z2)
(T.37)
ρˇ(0|2)(z1, z2; g) = −
1
2yˇ(z1; g)
∂
∂z2
yˇ(z1; g)− yˇ(z2; g)
z1 − z2
(T.38)
25
ρ
(0|2)
G (z1, z2) =
1
2(z1 − z2)2
(
z1z2 − 4ν
yG(z1)yG(z2)
− 1
)
=
= −
1
2yG(z1)
∂
∂z2
yG(z1)− yG(z2)
z1 − z2
= −
1
2yG(z2)
∂
∂z1
yG(z1)− yG(z2)
z1 − z2
(T.39)
ρ
(0|2)
W (z1, z2) = −
1
2y(z1)
(
∂
∂z2
y(z1)− y(z2)
z1 − z2
+
(
Rˇ(z1)y(z2)
))
=
= −
1
2y(z2)
(
∂
∂z1
y(z1)− y(z2)
z1 − z2
+
(
Rˇ(z1)y(z2)
))
=
=
W ′1W
′
2 − y1y2 −
(
2(Rˇ1 + Rˇ2)− z12(Rˇ
′
1 − Rˇ
′
2)− z
2
12(Rˇ1Rˇ2 + Rˇ2Rˇ1)
)
F (0)
2z212y1y2
(T.40)
———————————
ρˇ
(1|2)
W (z1, z2; g) =
1
yˇ1
[(
4
1
4yˇ21
yˇ′′1 −
1
2yˇ1
∂21
)
1
2yˇ1
∂
∂z2
yˇ1 − yˇ2
(z1 − z2)
+
+
∂
∂z2
1
z1 − z2
(
1
4yˇ22
yˇ′′2 −
1
4yˇ21
yˇ′′1 +
1
y1
(
−
1
4yˇ1
yˇ′′1 +
1
2yˇ1
∂
∂z2
yˇ1 − yˇ2
(z1 − z2)
)]) (T.41)
ρ
(1|2)
G (z1, z2) =
ν
y7G(z1)y
7
G(z2)
(
z1z2(5z
4
1 + 4z
3
1z2 + 3z
2
1z
2
2 + 4z1z
3
2 + 5z
4
2)+
+4ν
[
z41 − 13z1z2(z
2
1 + z1z2 + z
2
2) + z
4
2
]
+ 16ν2(−z21 + 13z1z2 − z
2
2) + 320ν
3
)
=
=
1
yG1
[(
4
1
4y2G1
y′′G1 −
1
2yG1
∂21
)
1
2yG1
∂
∂z2
yG1 − yG2
(z1 − z2)
+
+
∂
∂z2
1
z1 − z2
(
1
4y2G2
y′′G2 −
1
4y2G1
y′′G1 +
1
yG1
(
−
1
4yG1
y′′G1 +
1
2yG1
∂
∂z2
yG1 − yG2
(z1 − z2)
)])
(T.42)
ρ
(1|2)
W (z1, z2) =
1
y1
Rˇ1
(
(Rˇ2F
(1))
y2
−
(Rˇ2y2)
2y22
−
y′′2
4y22
)
+
+
1
y21
(
(Rˇ1F
(1))
y1
−
(Rˇ1y1)
y21
+
Rˇ1
2
1
y1
−
y′′1
2y41
+
∂21
4y31
)(
∂2
y1 − y2
x2 − x1
− Rˇ1y2
)
−
−
1
y1
∂2
1
x1 − x2
(
y′′2
4y22
−
y′′1
4y21
+
(Rˇ2y2)
2y22
−
(Rˇ1y1)
2y21
+
(Rˇ1F
(1))
y1
−
(Rˇ2F
(1))
y2
+
+
1
2y1
(
(Rˇ1y2)− (Rˇ1y1) + ∂2
y1 − y2
x1 − x2
−
y′′1
2
))
(T.43)
———————————
ρˇ(0|3)(z1, z2, z3; g) =
1
yˇ1
(
2
1
2yˇ1
(
∂
∂z2
yˇ1 − yˇ2
z1 − z2
)
1
2yˇ1
(
∂
∂z2
yˇ1 − yˇ3
z1 − z3
)
+
+
∂
∂z2
1
z2 − z1
(
1
2yˇ1
(
∂
∂z3
yˇ1 − yˇ3
z1 − z3
)
−
1
2yˇ2
(
∂
∂z3
yˇ2 − yˇ3
z2 − z3
))
+
+
∂
∂z3
1
z3 − z1
(
1
2yˇ1
(
∂
∂z2
yˇ1 − yˇ2
z1 − z2
)
−
1
2yˇ3
(
∂
∂z2
yˇ2 − yˇ3
z2 − z3
)))
(T.44)
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ρ
(0|3)
G (z1, z2, z3) =
2ν(z1z2 + z2z3 + z3z1 + 4ν)
y3G(z1)y
3
G(z2)y
3
G(z3)
=
1
yG1
(
2
1
4y2G1
(
∂
∂z2
yG1 − yG2
z1 − z2
)(
∂
∂z2
yG1 − yG3
z1 − z3
)
+
+
∂
∂z2
1
z2 − z1
(
1
2yG1
(
∂
∂z3
yG1 − yG3
z1 − z3
)
−
1
2yG2
(
∂
∂z3
yG2 − yG3
z2 − z3
))
+
+
∂
∂z3
1
z3 − z1
(
1
2yG1
(
∂
∂z2
yG1 − yG2
z1 − z2
)
−
1
2yG3
(
∂
∂z2
yG2 − yG3
z2 − z3
)))
(T.45)
ρ
(0|3)
W (z1, z2, z3) =
1
y1
(
2
1
4y21
(
∂
∂z2
y1 − y2
z1 − z2
+ (Rˇ1y2)
)(
∂
∂z2
y1 − y3
z1 − z3
+ (Rˇ1y3)
)
+ −
−
(
Rˇ1
1
2y2
(
∂
∂z3
y2 − y3
z2 − z3
+ (Rˇ2y3)
))
+
+
∂
∂z2
1
z2 − z1
(
1
2y1
(
∂
∂z3
y1 − y3
z1 − z3
+ (Rˇ1y3)
)
−
1
2y2
(
∂
∂z3
y2 − y3
z2 − z3
+ (Rˇ2y3)
))
+
+
∂
∂z3
1
z3 − z1
(
1
2y1
(
∂
∂z2
y1 − y2
z1 − z2
+ (Rˇ1y2)
)
−
1
2y3
(
∂
∂z2
y2 − y3
z2 − z3
+ (Rˇ3y2)
)))
(T.46)
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