In [2] O. Brunat and J. Gramain recently proved that any two blocks of double covers of symmetric groups are Broué perfectly isometric provided they have the same weight and sign. They also proved a corresponding statement for double covers of alternating groups and Broué perfect isometries between double covers of symmetric and alternating groups when the blocks have opposite signs. Using both the results and methods of O. Brunat and J. Gramain in this paper we prove that when the weight of a block of a double cover of a symmetric or alternating group is less than p then the block is Broué perfectly isometric to its Brauer correspondent. This means that Broué's perfect isometry conjecture holds for the double covers of the symmetric and alternating groups. We also explicitly construct the characters of these Brauer correspondents which may be of independent interest to the reader.
Introduction
Broué's abelian defect group conjecture postulates that every block with abelian defect is derived equivalent to its Brauer correspondent. The conjecture was proved for symmetric groups in a combination of two papers by J. Chuang and R. Kessar [4, Theorem 2] and J. Chuang and R. Rouquier [5, Theorem 7.2] . Let p be a prime and recall that to each p−block of a symmetric group is associated a weight w. The defect group is abelian if and only if w < p. The first of these two papers proved that for any weight w < p there exists a block of a symmetric group of weight w that is Morita equivalent to its Brauer correspondent. The second paper proved that any two blocks of, possible different, symmetric groups with the same weight are derived equivalent.
Presently an analogue of [4, Theorem 2] does not exist for the double covers of symmetric groups. However, recently O. Brunat and J. Gramain proved an analogue of [5, Theorem 7.2] at the level of characters for the double covers (see [2, Theroem 4.15] ). In other words they proved that any two blocks of double covers of symmetric groups with the same weight and sign are Broué perfectly isometric. They also proved a corresponding statement for double covers of alternating groups and Broué perfect isometries between double covers of symmetric and alternating groups when the blocks have opposite signs. The main notion they employed in their proof was that of an MN-structure. This allows one to express character values of a block of a double cover of a symmetric group in terms of character values of blocks of smaller double covers (originally a result of M. Cabanes, see [3, Thoerem 20] ). The MN-structures of two blocks of the same weight and sign commute with an isometry between these two blocks and this then allows one to prove that this isometry is in fact a Broué perfect isometry between the two blocks.
In this paper we develop an MN-structure for the Brauer correspondent of a block of a double cover. This involves very explicitly constructing the characters of such a group. This is a new result (see Theorem 7.2.10). Using this MN-structure we then go on to prove our main Theorem. Theorem 1.0.1. Let p be an odd prime, n a positive integer and B a p−block ofS n orÃ n with abelian defect group. Then there exists a Broué perfect isometry between B and its Brauer correspondent.
In other words, Broué's perfect isometry conjecture holds for the double covers of the symmetric and alternating groups.
We now give a brief description of each section. §2 contains all the results on MN-structures and generalised perfect isometries we need from [2] as well as a couple of lemmas on Clifford theory. §3 describes all the relevant combinatorics needed before we introduce the symmetric groups and their double covers in §4. Clifford algebras are needed to construct the characters of parabolic subgroups of the double covers. We introduce Clifford algebras in §5 and parabolic subgroups and their characters in §6. §7 introduces the groupÑ t pS t and very explicitly constructs its characters. We then go on to prove some more detailed lemmas about the character values ofÑ t pSt in §8. The MN-rules used in the MN-structures ofS n andÑ t pS t are described in §9 before we prove Theorem 1.0.1 in §10.
Preliminaries
Before we go on to look at the specific groups that are are the subject of this paper we need some general preliminaries on representation theory.
MN-structures and generalised perfect isometries
In this section we define the notion of MN-structure as introduced by Brunat and Gramain in [2] . (For more details see [2, §2] .) This will be the main tool used in proving Theorem 1.0.1. Let G be a finite group. We have the usual inner product
for χ, ψ ∈ C Irr(G). Let C be a union of conjugacy classes of G. We define the map res C : Irr(G) → Irr(G) res C (χ)(g) = χ(g) if g ∈ C, 0 otherwise.
Consider the equivalence relation on Irr(G) generated by χ ∼ ψ if res C (χ), res C (ψ) G = 0. We define the C−blocks of G to be the equivalence classes of this relation. If B is a union of C−blocks then we set Irr(B) C = {res C (χ)|χ ∈ Irr(B)} and if b is a C−basis of C Irr(B) Moreover,
We now define the notion of an MN-structure.
Definition 2.1.2. [2, Definition 2.5] Let G be a finite group, C a union of conjugacy classes with 1 ∈ C and B a union of C−blocks. We say G has an MN-structure with respect to C and B if the following hold:
1. There exists a union of conjugacy classes S of G with 1 ∈ S.
2. There exists a subset A ⊂ C × S and a bijection A → G given by (x C , x S ) → x C x S = x S x C . Furthermore, (x C , 1), (1, x S ) ∈ A for all x C ∈ C and x S ∈ S and also ( g x C , g x S ) ∈ A for all (x C , x S ) ∈ A and g ∈ G.
3. For all x S ∈ S there exists G xS ≤ C G (x S ) such that C ∩ G xS = {x C ∈ C|(x C , x S ) ∈ A}.
4. For all x S ∈ S there exists a union of (G xS ∩ C)−blocks B xS and a map r xS : C Irr(B) → Irr(B xS ) such that r xS (χ)(x C ) = χ(x C x S ) for all χ ∈ B and (x C , x S ) ∈ A.
Also G 1 = G, B 1 = B and r 1 = id.
For the rest of this section we assume G is a finite group with an MN-structure and adopt the notation of Definition 2.1.2. For each x S ∈ S we define d xS : C Irr(B) → C Irr(B xS ) d xS (χ) = res C •r xS (χ) for all χ ∈ Irr(B) and extend linearly. We also let e xS : C Irr(B xS ) → Irr(B) be the adjoint of d xS . In other words e xS (χ), ψ G = χ, d xS (ψ) Gx S for all χ ∈ C Irr(B xS ) and ψ ∈ C Irr(B).
Now let S = ∪ λ∈Λ λ where each λ is a conjugacy class of G and pick a set {s λ } λ∈Λ of reprsentatives for the conjugacy classes in Λ. For each λ ∈ Λ we define G λ := G s λ , B λ := B s λ , r λ := r s λ , d λ := d s λ , e λ := e s λ and
We also pick a Z−basis b λ for Z Irr(B λ ) C∩G λ and set b ∨ λ = {Φ ψ |ψ ∈ b λ } to be the dual basis of b λ . Let G ′ be a finite group, C ′ a union of conjugacy classes and B ′ a union of C ′ −blocks of G ′ . Consider the isomorphism Θ : C Irr(B) ⊗ C Irr(B ′ ) → End(C Irr(B), C Irr(B ′ ))
We note that if f ∈ End(C Irr(B), C Irr(B ′ )) then
for some basis (e 1 , . . . , e r ) of C Irr(B).
Theorem 2.1.3. [2, Theorem 2.9] Let G and G ′ be two finite groups. Suppose that 1. The group G (respectively G ′ ) has an MN-structure with respect to C and B (respectively C ′ and B ′ ). We keep the same notation as above, and the objects relative to G ′ are denoted with a "prime".
Assume there are subsets
(b) There is a bijection σ : Λ 0 → Λ ′ 0 with σ({1}) = {1} and for λ ∈ Λ 0 , an isometry
We write J λ = I λ | Cb ∨ λ and J * λ for the adjoint of J λ . Then for all x ∈ G, x ′ ∈ G ′ , we havê
has an MN-structure with respect to C ∩ G λ and B λ (respectively C ′ ∩ G We set C = G\C and
Lemma 2.1.6. Suppose all the hypotheses of Theorem 2.1.3 hold then I {1} is a generalized perfect isometry.
Now let C (respectively C ′ ) be the set of p−regular elements of G (respectively G ′ ). Also let (K, R, k) be a splitting p−modular system for all the groups considered in the rest of this paper. In particular for both G and G ′ .
Definition 2.1.7. We describe I : C Irr(B) → C Irr(B ′ ) as a Broué perfect isometry if
2. I is a generalized perfect isometry.
Lemma 2.1.8. Let x ∈ G and suppose A ≤ G xS has p ′ −index with x C ∈ A and Φ ↓ A a virtual projective character of A for all Φ ∈ Zb ∨ , where b is a Z−basis of Z Irr(B xS ) (C∩Gx S ) . Then
Proof. See the proof of [2, Theorem 2.19].
Projective representations and inertial subgroups
Theorem 2.2.1. (Clifford correspondence) Let G be a finite group, N a normal subgroup of G, χ a character of N and I G (χ) the inertial subgroup of χ in G. If ψ is an irreducible constituent of χ ↑ IG(χ) then ψ ↑ G is irreducible. Furthermore, every irreducible character of G is of this form for a unique G−orbit of a characters of N .
Proof. See [7, Theorem 6.11] .
Remark 2.2.2. Note that by the transitivity of induction I G (χ) can be replaced with any subgroup containing I G (χ) in the above theorem.
Lemma 2.2.3. Let G be a finite group, H a normal subgroup and ρ a representation of G over C. Suppose ρ = ρ 1 ⊗ ρ 2 , where ρ 1 and ρ 2 are irreducible projective representations of G with ρ 2 (h) = 1 for all h ∈ H and ρ 1 ↓ H an irreducible representation of H, then ρ is irreducible.
Proof. Let M = M 1 ⊗ M 2 be the CG−module afforded by ρ with ρ 1 affording M 1 and ρ 2 affording M 2 . We can view M 1 as an irreducible CH−submodule of M and as CH−modules
. By Schur's lemma any irreducible CH−submodule of M is of the form M 1 ⊗ Cm for some non-zero m ∈ M 2 . As ρ 2 is irreducible then any CG−submodule of M containing M 1 ⊗ Cm must be the whole of M . Hence ρ is irreducible.
Combinatorics of partitions
The combinatorics of partition is very important when describing the characters of both the symmetric groups and their double covers. In this section we introduce all the combinatorics relevant to us in this paper.
For n ∈ N 0 let P n be the set of partitions of n. If λ = (λ 1 ≥ · · · ≥ λ t > 0) ∈ P n we define l(λ) := t and σ(λ) = (−1) n−t . For λ ∈ P n and q a positive integer we take from [11] the notion of a q−hook and q−sign δ q (λ). If b is a q−hook of λ such that the partition obtained by removing b is µ then we set c λ µ := b and L(b) to be the leg length of b. Let λ (q) , (λ) (q) and w q (λ) be the q−core, q−quotient and q−weight of λ respectively. Finally we set M q (λ) to be the set of partitions of (n − q) obtained by removing a q−hook from λ.
Let D n be the set of partitions of n with distinct parts and
In addition we define O n := {λ ∈ P n |all parts of λ are odd}.
For λ ∈ D n and q an odd positive integer we again take from [11] the notion of a q−bar and q−sign δ q (λ). If b is a q−bar of λ such that the partition obtained by removing b is µ then we set c λ µ = b and L(b) to be the leg length of b. Let λ (q) , λ (q) and w q (λ) be the q−bar core, q−bar quotient and q−weight of λ respectively. Finally we set M q (λ) to be the set of partitions of (n − q) obtained by removing a q−bar from λ.
Lemma 3.0.4.
1. Let λ ∈ P n and q a positive integer. Then for all µ ∈ M q (λ) we have (−1)
2. Let λ ∈ D n and q an odd positive integer. Then for all µ ∈ M q (λ) we have (−1)
Proof. We also wish to define a q−sign for q−quotients. If λ (q) = (λ 0 , . . . , λ (q−1)/2 ) then we define
For now we give no further comment on this q−sign for q−quotients. Its purpose will become clear when we explicitly describe the Broué perfect isometry of Theorem 1.0.1.
Double covers of symmetric and alternating groups
In this section we introduce double covers of symmetric and alternating groups and gather together some basic facts about them.
Let n be a positive integer. We define the symmetric group on n letters,
We now label the irreducible chraracters of S n . For more details see [8, Theorem 2.1.11].
Theorem 4.0.5. The irreducible characters of S n are labeled by partitions of n.
For λ ⊢ n we label by Sym λ the irreducible character of S n corresponding to λ through the above theorem. If λ = (λ 1 , . . . , λ t ) with λ j ⊢ n j then λ labels a character of S n1 × · · · × S nt that we label Sym λ .
We also define the double covers S + n and S − n of S n ,
From now on we will useS n to denote either S + n or S − n . Note we have a homomorphism
with kernel {1, z}. We defineÃ n to be θ
The conjugacy classes of S n are labelled by partitions of n corresponding to the cycle type of the elements in that conjugacy class. If π ⊢ n and C π is the corresponding conjugacy class of S n thenC π = θ
is the union of one or two conjugacy classes ofS n . If π = (1 π1 , 2 π2 , . . . ) and g ∈ C π then C Sn (g) ∼ = j (C j ≀ S πj ) and so |C Sn (g)| = j j πj π j !. From the above statement about conjugacy classes we can deduce that for g ∈S n
We therefore have the following lemma.
Lemma 4.0.6. Let g ∈S n be in the conjugacy classC π for some
If g ∈ S n is in the conjugacy class C π with π ∈ O n . Then g has odd order say m. Now let h ∈S n with θ n (h) = g and so h m ∈ {1, z}. By multiplying by z we can assume h has order m and we use o(g) to denote such an h.
For any subgroup H ofS n with z ∈ H we call an irreducible character χ of H an irreducible spin character if z / ∈ ker(χ) and denote the set of such characters by IrrSp(H). If in addition H ≤Ã n then an irreducible spin character χ of H is referred to as self-associate if ǫ.χ = χ, where ǫ is the sign character of H with kernel H ∩Ã n . When the embedding of H in anS n is clear from the context then ǫ will always have this meaning. We denote by IrrSp + (H) and IrrSp − (H) the set of self-associate and non-self-associate characters of H respectively.
If χ ∈ IrrSp + (H) then χ ↓ H∩Ãn is the sum of two distinct irreducible spin characters of H ∩Ã n . We label these two characters χ
spin character of H ∩Ã n . We label this character χ.
Schur proved in [13] that there is the following labelling of the irreducible spin characters ofS n and we adopt Schur's labelling for the rest of this paper.
Theorem 4.0.7. The irreducible spin characters ofS n are labelled in the following way. Each λ ∈ D + labels an irreducible self-associate spin character ofS n . We denote such a character by ξ λ . Each λ ∈ D − labels an associate pair of irreducible spin characters ofS n . We denote such a pair by ξ + λ , ξ − λ . Furthermore, the above characters form a complete list of irreducible spin characters of S n .
Due to the remarks preceeding the above theorem we can also label the irreducible spin characters ofÃ n and we make the choice of labelling as described in [2, §4] .
Now suppose σ(π) = 1 and so g ∈Ã n .
3. If σ(λ) = 1 then ξ
We conclude this section by discussing the p−blocks ofS n andÃ n , where p is an odd prime. If γ is a p−bar core then we denote byS n,γ the block ofS n corresponding to γ or byS Using clifford theory we can deduce the corresponding theorems forÃ n . For proofs see [9, Proposition 3.16 ]. 
Clifford algebras
For any positive integer n we define the Clifford algebra C n to be the C−algebra generated by e 1 , . . . , e n subject to the relations e 2 j = 1 and e j e k = −e k e j if j = k. In particular C n has C−basis {e I } I where I runs over the subsets of [n] := {1, . . . , n} and e I := e j1 . . . . .e jt if I = {j 1 < · · · < j t } and e ∅ := 1. We also want to define the special Clifford algebra C + n . We define this to be the subalgebra of C n with C−basis {e I } I where I runs over the subsets of [n] of even size.
Lemma 5.0.14.
1. If n = 2k is even then, as C−algebras, C n ∼ = M 2 k (C), the algebra of 2 k × 2 k matrices over C. The character of this representation is given by χ
2. If n = 2k + 1 is odd then, as C−algebras,
Futhermore, this isomorphism induces two irreducible characters of C n given by χ
3. If n = 2k is even then as C−algebras, C
4. If n = 2k + 1 is odd then, as C−algebras, C + n ∼ = M 2 k (C) and the character associated to this isomorphism is given by χ C n : I c I e I → 2 k c ∅ .
Proof.
1,2. See [14, §3].
3,4. We get the desired results through the isomorphism
Lemma 5.0.15.
One can realise S
+ n and S − n as subgroups of C n via
2. For φ n = φ ± n we have
See [14, §3].
2. We treat only the case of φ + n , as the case of φ − n is similar. Note that t −1 j = t j and so
(e j + e j+1 + e j+1 − e j ) = e j+1 .
Characters of parabolic subgroups
Let H ≤S n with z ∈ H and H ≤Ã n . If V is the representation space of a self-associate irreducible spin representation ρ of H then there exists some S :
Note that by Schur's lemma S 2 = λ Id V for some λ ∈ C. We can always scale S so that λ = 1. In this case we call S an associator and S is uniquely determined up to multiplication by ±1.
Let t ∈ N, n 1 , . . . , n t ∈ N and n := j n j . Suppose we have a family of groups H j with H j ≤S nj and H j ≤Ã nj for (1 ≤ j ≤ t). Now we explicitly construct the irreducible spin characters of
For this construction we follow [14, §4] , where it is assumed each H j =S nj . However, the proofs run through with no extra complications in this more general setup.
Let χ j ∈ IrrSp(H j ) and assume without loss of generality that χ 1 , . . . , χ r are all self-associate and χ r+1 , . . . , χ t are all non-self-associate. Let V j be the representation space of the character χ j and S j an associator map of V j for (1 ≤ j ≤ r) and Id Vj for (r + 1 ≤ j ≤ t). Finally let V be an irreducible representation space of C t−r . If x ∈ H j then we define the action of x on V ⊗ V 1 ⊗ · · ·⊗ V t as follows:
where
This defines a representation of H 1 . . . H t and it is non-self-associate if and only if (t − r) is odd. Furthermore, one can obtain its associate by replacing V with the other irreducible representation of C t−r or by replacing χ j with ǫ.χ j for some j > r. Now suppose that for each j with (1 ≤ j ≤ t) we have sets Λ We can explicitly write down the irreducible spin characters when t = 2.
Lemma 6.0.17. Let s j ∈ H j for j = 1, 2.
Note that in (2) we are also setting up a labelling of characters.
Proof. See [14, 4.2] .
We would also like to describe the irreducible spin characters of H 1 .H 2 ∩Ã n .
Lemma 6.0.18. Let s j ∈ H j for j = 1, 2 with s 1 s 2 ∈ H 1 .H 2 ∩Ã n .
otherwise.
Again note that in 1 and 3 we are setting up a labelling of characters.
Proof. We can do this by directly decomposing the vector space in (1).
The result follows.
7Ñ t pS t and its characters
We now introduce the groupÑ t pSt . The study of this group, its characters and its MN-structure will form the bulk of the rest of the paper. We will eventually use this group to construct intermediate Broué perfect isometries in order to prove Theorem 1.0.1.
Introduction toÑ t pS t
Let p be an odd prime and consider the subgroup N p := N Sp (C p ) ≤ S p where C p is generated by a p−cycle. Note that N p ∼ = C p ⋊ C p−1 where C p−1 acts as the full automorphism group of C p . We denote byÑ p the subgroup θ
Consider the subgroup N t p ≤ S t p ≤ S pt for some positive integer t. We denote byÑ Let (1 ≤ j < l ≤ t). We denote by [j → l] the isomorphism between the j th and l th factor ofÑ t p given by conjugating by some s ∈S t , where θ t (s) = (j, j + 1, . . . , l − 1, l). Note that by considering the case l = j + 1 and induction, one has
Now for some positive integer q ≤ t consider the subgroup ofÑ t pS t that fixes {1, . . . , pq} wherẽ N t pSt is viewed as a subgroup ofS pt . We denote this subgroup byÑ
for x in the j th factor ofÑ
Proof. It is easy to see that [q] induces an isomorphism betweenÑ
[q] and also betweeñ S t−q andS t−q [q]. Let (1 ≤ j, l ≤ t) and x be in the j th factor ofÑ
where θ t (s) = (j, j + 1, . . . , j + q − 1, j + q). On the other hand
and θ t (t l+q s) = (j, j + 1, . . . , j + q, j + q + 1).
Let y 0 be a generator of C p and y 1 a generator of C p−1 then
is a complete list of representatives of conjugacy classes of N p . We write
Let n 1 , . . . , n l ≤ t be distinct positive integers and x j ∈ (N p ) nj for (1 ≤ j ≤ l). We denote by
. . , n l ) is the usual notation for a cycle in S t . We describe x as a cycle of length l in N p ≀ S t and associate to it the element f (x) :
where disjoint means the corresponding elements of S t are disjoint cycles. We associate to g the multipartition π = (π 0 , . . . , π p−1 ) where π j has as its parts the lengths of the cycles x with f (x) conjugate to y j in N p . We say g is of type π. By [8, 4.2.8] the type of an element in N p ≀ S t completely determines its conjugacy class.
Now let x j ∈Ñ p for (1 ≤ j ≤ l) and τ ∈S t with θ t (τ ) = (n 1 , . . . , n l ). We denote by
where it is understood that
We also say g is of type π if θ pt (g) is of type π. Elements of a given type form either one or two conjugacy classes ofÑ
Then the order of ((x j , 1, . . . , 1); τ j ) is |τ j | ord(x j ) and so
Now for each τ j = (n j,1 , . . . , n j,lj ) set
Also, as in §4, we have
Bringing all the above together we have the following lemma:
1. This follows from the above comments.
2. This follows from the above comments, that C p is self-centralising and that where t = (t 0 , . . . , t (p−1)/2 ) with each ζ j appearing t j times. We want to describe the inertial subgroup of χ (±) t . Lemma 7.2.1.
Characters ofÑ
Proof. See [10, Proposition 3.13].
Adopting the notation of Lemma 7.1.1 we set
where Proof. Using the description in §6 we can view the representation space of χ (±) t as an irreducible C t −module. We can now define an action ofS t via the homomorphism
where the second map is given by φ t in Lemma 5.0.15. Note that by part (2) of this lemma and the identification of factors in §7.1 this does indeed define a representation ofÑ We label the character(s) in the above lemma χ (±) t . Continuing with our assumption that t 0 = 0 we now are in a position to describe all the irreducible constituents of χ ′ are isomorphic as CG−modules then they must be isomorphic as CH−modules and hence by Schur's lemma any isomorphism is of the form 1 ⊗ ψ for some invertible linear map ψ : M 2 → M ′ 2 . Hence, distinct χ give rise to distinct characters χ (±) t ⊗ χ. We now show there are no more characters of G appearing. Let e be the idempotent/sum of idempotents of CH corresponding to the character(s) χ
Therefore we have equality throughout and all irreducible constituents of χ We now turn our attention to the case t 1 = · · · = t (p−1)/2 = 0. In this case, unless t ≤ 3, χ t does not extend to a character ofÑ t pSt . However, it does always extend to a character ofÑ t p ⋊ S t , where the action of S t onÑ t p is given, through θ t , by the action ofS t inÑ t pS t . Let ρ : GL(U ) → GL(U ) be the representation corresponding to ζ 0 and S : U → U an associator for ρ. Let U + (respectively U − ) be the 1−eigenspace (respectively (−1)−eigenspace) of S and let u 1 and u 2 be eigenvectors for S. We define the map
and extend linearly.
Lemma 7.2.5.
T commutes with
1. Let u 1 , u 2 ∈ U be eigenvalues of S. Then,
and hence T and S ⊗ S commute.
2. Let u 1 , u 2 , u 3 ∈ U be eigenvalues of S. Then,
where η := −1 if u 1 ∈ U + and u 2 , u 3 do not have the same eigenvalue, 1 otherwise,
3. Let u 1 , u 2 ∈ U be eigenvalues of S. Then,
We decompose ζ 0 as a character ofÑ p ∩Ã p as ζ 0 = ζ Now let U 1 , . . . , U t be t isomorphic copies of U and let S j be the linear map on U j corresponding to S through the isomorphism with U . Now for (1 ≤ j ≤ t − 1) define the linear map
We now define a representation ofÑ t p ⋊ S t . First identify U 1 ⊗ · · · ⊗ U t with the representation space of χ t via the description in §6.
Lemma 7.2.6. The following action defines a representation ρ ofÑ
Proof. One needs to check that ρ defines a representation of S t and that ρ(s j xs
First we note that T 2 j = 1 and, as T commutes with S ⊗ S by Lemma 7.2.5 part (1), we also have that T j T l = T l T j for |j − l| > 1. Lemma 7.2.5 part (2) says that ((S ⊗ T ) • (T ⊗ S)) 3 = 1 and hence that (T j T j+1 ) 3 = 1 and so ρ does indeed define a representation of S t .
Now let x ∈Ñ t p such that x lies in the l th factor ofÑ t p . If l = j, j + 1 then
If l = j then Lemma 7.2.5 part (3) tells us that T j ρ(x)T
We mirror the notation from §7.1 for labelling the elements ofÑ
If for any l we have x l / ∈Ã p then Exten
Proof. Let u 
. We can view the action of x as a Kronecker product of its actions on the vector spaces V l with bases
Note that the action of x on V l is not necessarily the same as the action of ((x l , 1, . . . , 1); (n l−1 + 1, . . . , n l )) on V l . ((x r , 1, . . . , 1); (n r−1 + 1, . . . , n r )) may, for some r = l, act via S ⊗(n l −n l−1 ) on V l . If this is true for an odd number of r = l then "an extra S" acts on V l . We now write down how x acts on V l .
if ǫ n l−1 +1 = 1 and no extra S, We now wish to show that if t > 1 then Exten 
Note that this decomposition respects the action of A t (or even S t ) and so extends to an irreducible decomposition of U ⊗t as a C((Ñ p ∩Ã p )⋊A t )−module. We label the two characters of these modules Exten + t and Exten − t respectively. We now describe these two characters. Lemma 7.2.8. Let 0 = n 0 < · · · < n m = t and x l ∈Ñ p for (1 ≤ l ≤ m). Consider
If for any l we have x l / ∈Ã p then Exten ± t (x) = 0, otherwise
and
Proof. We proceed as in the proof of Lemma 7.2.7. For ǫ ∈ {±1} we define V ǫ l to be the subspace of V l that is the linear span of
Clearly we have
Once again we can conclude that Exten + t (x) = Exten − t (x) = 0 if for some l we have that x l / ∈Ã p so let's assume x l ∈Ã p for all l. Then the trace of the action of ofS t , where λ ⊢ t. We can now define a representation ofÑ
and s ∈S t then we define the action as follows:
We denote by χ is irreducible. Frobenius reciprocity now gives that χ λ ↓ (Ñ t p ∩Ãpt)Ãt is the sum of four non-isomorphic characters. We label these four characters 
Now suppose σ(λ) = −1. Again we have characters χ We now drop all the assumptions on t = (t 0 , . . . , t (p−1)/2 ). Using Lemma 6.0.17 we will describe all the irreducible constituents of χ Let λ = (λ 0 , . . . , λ (p−1)/2 ) be a (p + 1)/2−tuple of partitions with λ 0 strict and |λ j | = t j for (0 ≤ j ≤ (p − 1)/2). We set t(λ) := (t 0 , . . . , t (p−1)/2 ) and define σ(λ) := σ(λ 0 )(−1) t−t0 and 
is a complete list of irreducible constituents of χ 
Therefore we have equality throughout and all irreducible constituents of χ t ↑Ñ t pSt are of the desired form. Now let t 0 > 1, t − t 0 be odd and e + and e − the idempotents of CH corresponding to the characters χ 
Therefore we have equality throughout and all irreducible constituents of χ + t ↑Ñ t pSt are of the desired form. Similar calculations prove the result for t 0 ≤ 1.
Results on character values
In this section we prove many results about the character values ofÑ t pS t .
Lemma 8.0.11. Let a ∈ N p ∩Ã p be an element of order p. Then
Proof. Let ψ be a faithful linear spin character of θ −1 (C p ) with ζ + 0 = ψ ↑Ñ p∩Ãp . Then ψ(a) = ω p for some primitive p th root of unity ω p . We set
where b is a generator of the multiplicative group of F × p . We define the field automorphism
) is a quadratic Gauss sum. This gives 
It is not clear which sign is correct but since (1, . . . , q) 2 is conjugate to (1, . . . , q) in S q , τ 2 is conjugate to τ inS q and so we calculate
We now proceed by induction on q. The result is clearly true for q = 1. By the presentation of S ± n in §4 and by Lemma 5.0.15 for q = 3 we have
. Proof. If x ∈Ã pt then we can assume without loss of generality that x = l j=1 x j is a disjoint cycle decomposition of x with x 1 = ((a, 1, . . . , 1); τ ) for some positive integer m and a ∈ N p ∩ A p . In particular x 1 / ∈Ã pt and so l j=2 x j / ∈Ã pt . Therefore x 1 x 2 = zx 2 x 1 and hence x is conjugate to zx.
Now we note that since
If π j does not have distinct parts then we may assume by the first paragraph that x / ∈Ã pt and that x = l j=1 x j is a disjoint cycle decomposition of x where x 1 = ((a, 1, . . . , 1); τ 1 ) and x 2 = ((a, 1, . . . , 1); τ 2 ), where a ∈Ñ p ∩Ã p , θ t (τ 1 ) = (1, . . . , m) and θ t (τ 2 ) = (m + 1, . . . , 2m) for some positive integer m. In particular
Now for the rest of the section let λ ∈ ∆ t and set t(λ) =: (t 0 , . . . , t (p−1)/2 ). Now let
and set x := x 0 s 0 x ′ s ′ ∈Ñ t pSt(λ) . We will identifyÑ 
Proof. Let φ t(λ) :Ñ t pSt(λ) → C t be the homomorphism in Lemma 7.2.3. Then the coefficient of e [t] in φ t(λ) (x) is zero. The result now follows from 5.0.14.
Proof. We first note that if f (θ pt (x j )) ∈ N p ∩ A p for some j then by Lemmas 6.0.17 and 8.0.16 we have that χ
Now suppose σ(λ 0 ) = 1 and t − t 0 is odd. By Lemmas 6.0.17 and 7.2.8 we can assume that
Therefore by Theorem 4.0.8 χ ± λ (x) = 0 only if s 0 is of type λ 0 . Also by Lemma 7.2.8
only if x 0 s 0 is of type (λ 0 , ∅, . . . , ∅) and in this case by Lemma 8.0.11 we have that Exten
Next suppose σ(λ 0 ) = −1 and t − t 0 is even. By Lemma 6.0.17 we can assume x 0 s 0 / ∈Ã pt0 and
So by Lemma 7.2.7 χ ± λ (x) = 0 only if x 0 ∈Ã pt0 . In this case s 0 / ∈Ã t0 and hence by Theorem 4.0.8 we can assume s 0 is of type λ 0 . Therefore as in the previous paragraph x 0 s 0 is of type (λ 0 , ∅, . . . , ∅) and χ
Now suppose σ(λ 0 ) = 1 and t − t 0 is even. By Lemmas 6.0.18 and 7.2.8 we can assume x 0 ∈Ã pt0 and s 0 ∈Ã t0 and so x ′ s ′ ∈Ã p(t−t0) . Now
Therefore by Theorem 4.0.8 χ
λ (x) = 0 only if s 0 is of type λ 0 and the result then follows by Lemma 7.2.8. Now suppose σ(λ 0 ) = −1 and t − t 0 is odd. By Lemmas 6.0.18 and 7.2.7 we can assume that x 0Ãpt0 and s 0 / ∈Ã t0 and so
Therefore by Theorem 4.0.8 χ 
Murnaghan-Nakayama rules
By Murnaghan-Nakayama rule we mean the maps r xS in part (4) of Definition 2.1.2. For the original Murnaghan-Nakayama rule for the symmetric group (see [8, Theorem 2.4.7] ). In this section we present the corresponding rule for the double covers of the symmetric and alternating groups as proved by M. Cabanes and O. Brunat and J. Gramain respectively. We then go on to prove that N t pSt also possesses a Murnaghan-Nakayama rule.
9.1 Murnaghan-Nakayama rule forS n andÃ n Theorem 9.1.1. [3, Thoerem 20] Let n and q be positive integers with q odd and q ≤ n. We write τ = o((1, . . . , q)) ∈S n . Let x ∈S n−q [q] which we identify withS n−q via Lemma 7.1.1. Then
where L(b) is the leg length of the q−bar b removed from λ to get µ, and
There is also a natural labelling of the characters such that the following theorem forÃ n holds. We also adopt this labelling for the remainder of this paper. 
and the α λ µ are as in Theorem 9.1.1.
Murnaghan-Nakayama rule forÑ t pS t
Let t be a positive integer and λ ∈ ∆ t with t(λ) = (t 0 , . . . , t (p−1)/2 ). We set
If µ is any partition then we set (µ, λ\{j}) = (λ 0 , . . . , λ j−1 , µ, λ j+1 , . . . , λ (p−1)/2 ). 1. If σ(λ 0 ) = 1 and t − t 0 is even then
2. If σ(λ 0 ) = −1 and t − t 0 is even then
3. If σ(λ 0 ) = 1 and t − t 0 is odd then
4. If σ(λ 0 ) = −1 and t − t 0 is odd then
Proof. Let
As always we identify all the above subgroups with their non-shifted counterpart via Lemma 7.1.1.
1. By Lemma 6.0.17
Now by Lemma 7.2.7 and Theorem 9.1.1
Therefore, by Lemma 6.0.17, we have that
2. By Lemma 6.0.17
and so by Lemma 6.0.17
3. By Lemma 6.0.17
and if x 0 s 0 ∈Ã p(t0−q) then by Lemma 6.0.18
Then by Lemma 7.2.8 and Theorem 9.1.2 if x 0 ∈Ã p(t0−q) and s 0 ∈Ã t0−q
Therefore,
and s 0 ∈Ã t0−q and 0 otherwise. Therefore by Lemma 6.0.17
4. By Lemma 6.0.17
and so by Lemma 6.0.17 we have that = (a, 1, . . . , 1) , where
As always we identify all the above subgroups with their non-shifted counterpart via Lemma 7.1.1. First let t − t 0 be even. Then
which by the construction of χ t(λ\{0}) , Lemma 8.0.13 and [12, Theorem 4.4] this is equal to =(−1)
Similarly if t − t 0 is odd then
if t − t 0 is even and
if t − t 0 is odd. The theorem now follows from Lemma 6.0.17 and applying the relevant above equation.
We now have a Murnaghan-Nakayama rule forÑ t pS t .
Theorem 9.2.3. Let q be an odd positive integer. Set τ = o((1, . . . , q)) and g := (a; τ ) ∈Ñ t pS t , where a = (a, 1, . . . , 1) and
Let x ∈Ñ t−q pS t−q [q] which we identify withÑ t−q pS t−q via Lemma 7.1.1.
1. If σ(λ 0 ) = 1 and t − t 0 is even then
l ∈ L 0 if and only if f (θ pw (x l )) is conjugate to y 0 in N p . Then, by multiplying both products by z if necessary, we can assume l∈L0 x l ∈ S ′ and l∈L1 x l ∈ C ′ . We set
Then by iteratively applying Theorem 9.2.3 we have an MN-structure for G ′ with respect to C ′ and IrrSp(Ñ w pS w ). Therefore part (1) of Theorem 2.1.3 holds for G and G ′ .
By an abuse of notation we allow I to denote the map in the statement of the theorem for varying w. Let β be a partition having only odd parts and p|β| ≤ n. We first note that if |β| > w then by induction and Theorem 9.1.1 r β = 0. Let's now assume |β| ≤ w. We wish to show that I • r β = r ′β • I. By induction we can assume l(β) = 1. Let β = (q) for some odd positive integer q and λ ⊢ n. All the other cases are similar. We prove the most complicated case that is that the multiplicity of χ Ψ(µ)+ in I • r β (ξ Now we look at property (2) of a Broué perfect isometry. If x is p−singular and x ′ is p−regular then by Lemma 2.1.6Î(x, x ′ ) = 0 if x / ∈ C so let's assume x ∈ C. Suppose x has cycle type π for some π ∈ P n and then since x / ∈ C, π must have some part divisible by 2p and so π / ∈ O n . If π / ∈ D − n then by Theorem 4.0.8 ξ
λ (x) = 0 for all λ ∈ P n and henceÎ(x, x ′ ) = 0 so let's assume π ∈ D We now show that we have a Broué perfect isometry between the corresponding block ofÃ n andÑ w pS w ∩Ã pw . 
Let Before we prove Theorem 1.0.1 we need the following well-known lemma.
Lemma 10.0.6. Let G be a finite group, H a normal subgroup and RHe a block of RH such that N G (e) = H. Then f = g∈G/H geg −1 is a block idempotent of RG and f RGe induces a Morita equivalence between RHe and RGf .
We are now in a position to prove Theorem 1.0.1 which we first restate.
Theorem. Let p be an odd prime, n a positive integer and B a p−block ofS n orÃ n with abelian defect group. Then there exists a Broué perfect isometry between B and its Brauer correspondent.
Proof. First suppose w ≥ p. Then there is a p−subgroup of S pw isomorphic to C p p ⋊ C p where C p acts on C p p by cyclically permuting factors. This subgroup is not abelian therefore the Sylow p−subgroups of S pw and henceS pw are not abelian. From now on we assume 0 < w < p as the result is clearly true when w = 0. Then by comparing orders we see that a Sylow p−subgroup Q of S pw is isomorphic to C w p and P := {o(g)|g ∈ Q} ∼ = C w p is a Sylow p−subgroup ofS pw . Now N Spw (Q) ∼ = N p ≀ S w and so, as every element of P has odd order, NS pw (P ) ∼ =Ñ w pS w . Now suppose γ ⊢ (n − pw). Then P is a defect group forS n,γ and 
