Conventional genomic selection approaches use breeding values to evaluate individual plants or animals and to make selection decisions. Multiple variants of breeding values and selection approaches have been proposed, but they suffer two major limitations. First, selection decisions are not responsive to changes in time and resource availability. Second, selection decisions are not coordinated with related decisions such as mating and resource allocation. We present three new genomic selection approaches that attempt to address these two limitations, which were designed by engineering students in a class project at Iowa State University. Compared with previous approaches using the same data set from the literature, two of these engineering approaches were found to be comparable to the state of the art, and the third one significantly dominated all the previous approaches. 
WGS, and OHV approaches.
23

Materials
24
In this section, we describe a genomic selection project in a diagram in Figure 1 , define the mathe-25 matical notations that will be used in our analysis, and briefly review the five previous approaches 26 for genomic selection. of presentation, we consider diploid species (M = 2) in this paper, but the analysis can be 34 extended to more general polyploid species. We use N t to denote the number of individuals 35 in the population of generation t. The value G i,j,n indicates whether the allele at locus i 36 from chromosome j of individual n is the desirable (G i,j,n = 1) or undesirable (G i,j,n = 0) 37 variation. The effects of undesirable alleles are normalized to be zero, whereas the effects of 38 desirable alleles are assumed to be known and denoted as β ∈ R
L×1
+ . The deadline T and 39 total budget B for the project should also be determined at this point.
40
41
• The Selection step
Genomic selection approaches mainly influence the decisions made in this step of the process. The selected individuals are mated to produce the next generation according to the decisions 52 from the Selection step. The genotype of a random progeny from crossing two individuals (or 53 selfing one) is described as follows. Let P ∈ B L×2 denote the genotype matrix of a random 54 progeny from crossing individuals n 1 and n 2 . Then P is determined as
, ∀i ∈ {1, ..., L}, j ∈ {1, 2}.
Here, J 1 , J 2 ∈ B L×2 are two identical and independent random vectors following the inher-itance distribution with recombination frequency vector r. A random binary vector J ∈ B L 57 follows an inheritance distribution [Han et al., 2017] , ∀i ∈ {2, ..., L}.
Here, "w.p." stands for "with probability".
59 60
• The P P P P P P P P t ≥ T ? condition
62
The genomic selection project will finish after T generations of breeding, a pre-determined 63 project deadline, and then the effectiveness of the project will be evaluated. The final population is compared with the initial population to assess its genetic gains. Out-68 standing individuals from the final population will proceed to further stages of new cultivar 69 development.
70
Genomic selection approaches focus on the Selection component in the diagram. A salient fea-
71
ture about genomic selection is that it is easy to come up with approaches that achieve genetic 72 gains, but it is hard to improve these approaches by overcoming their limitations without introduc-
73
ing new ones. In the following, we interpret the five previous approaches using the aforementioned what limitations still remain to be overcome.
76
• The GEBV of individual n is defined as
The GS approach calculates the GEBVs for all individuals in the current population and 78 selects those with the highest GEBVs as breeding parents [Meuwissen et al., 2001] do not exist elsewhere.
89
• The WGEBV of an individual n ∈ {1, ..., N } is defined as
where w i is the percentage of desirable alleles at locus i. The WGS approach selects individuals 91 with the highest WGEBVs [Goddard, 2009 , Jannink, 2010 of selection, it might already be too late.
102
• The OHV of an individual n ∈ {1, ..., N } is defined as
where B is the set of haplotype blocks and H(b) is the set of SNPs that belong to block b.
104
The OHV approach selects individuals with the highest OHVs [Daetwyler et al., 2015] . The
105
OHV of an individual measures the GEBV of its best possible progeny from self-pollination,
106
assuming that recombination events may occur between haplotype blocks but not within of the haplotype blocks, as suggested in [Goiffon et al., 2017] , thus parameter tuning may be 111 a necessary step to achieve optimal performance.
112
The improvement from GS to WGS and OHV leaves another limitation unaddressed, which 
118
• The GB value of a sub-population of individuals, S ⊆ {1, ..., N }, is defined as
The GB value measures the GEBV of an ideal progeny that takes two best haplotype segments from two individuals in the sub-population for each block. The GB approach selects a sub-121 population of individuals with the highest GB value [Kemper et al., 2012] . optimal sub-population requires a third layer. In fact, Xu et al. (2011) [Xu et al., 2011] 131 proved that the gene stacking problem, a similar and related optimal selection problem, is 132 NP-hard, meaning that an efficient algorithm that solves the problem in polynomial time may
133 not exist at all.
134
• The OPV of a sub-population of individuals, S ⊆ {1, ..., N }, is defined as
The OPV measures the GEBV of the best possible progeny that can be produced from cross- proach selects a sub-population of individuals with the highest OPV [Goiffon et al., 2017] .
139
By definition, this approach has a built-in focus on the long-term potential, and the tradeoff 140 between short-term and long-term gains is adjustable by the lengths of the haplotype blocks.
141
The OPV approach suffers a similar computational challenge as GB. This challenge was 142 partially ameliorated in [Goiffon et al., 2017] , which presented a more efficient algorithm than 143 the one in [Kemper et al., 2012] for selecting the optimal sub-population with respect to OPV 144 or GB value.
145
A comprehensive computational experiment was conducted in Goiffon et al. (2017) [Goiffon et al., 2017] 146 to compare the performances of these five approaches; multiple sets of parameters were used for 147 OHV, GB, and OPV approaches and the best parameters were used in the comparison. The results
148
are given in Figure 2 , which is Figure 2 in [Goiffon et al., 2017] .
149
We point out two limitations of the five previous genomic selection approaches. The first limi-150 tation is the lack of responsiveness to time and resource constraints. The five previous approaches 151 were designed to make the same selection decisions regardless if the project deadline is only one 152 generation away or ten generations away, and regardless if the project can only afford to maintain 153 a small population size or has a large budget to make many crosses and produce a large number of 154 progeny in each generation. However, as demonstrated in Figure 3 , the performance of a genomic 155 selection approach is very sensitive to the time and resource constraints. In the left subfigure,
156
whether we should use Approach 1 or Approach 2 depends on if the project deadline is t 1 or t 2 ; in the right subfigure, the best progeny from which distribution is more likely to have a higher genetic 158 value depends on the number of progeny we can afford to produce.
159
Although saving time and resources was identified as one of the fundamental advantages of 160 marker assisted selection over conventional phenotypic selection [Collard and Mackill, 2008] , the 161 emphasis on time and resource constraints in selection was quite limited. Dekkers and van Arendonk 162 [Dekkers and Van Arendonk, 1998 ] used optimal control theory to "optimize response to selection 163 over multiple generations" with the assumption of one major gene and a population of infinite size.
164
Their results were later extended and generalized in [Dekkers and Chakraborty, 2001 ]. Frisch et al.
165
[ Frisch et al., 1999] addressed the question of "How many individuals must be generated and geno-166 typed with molecular markers to reduce the undesirable donor genome below a certain threshold?"
167
Riedelsheimer and Melchinger [Riedelsheimer and Melchinger, 2013] proposed an approach for "the 168 allocation of resources in genomic selection (GS) for one breeding cycle" by "optimally split [ting] 169 the total budget between expenditure for the training set on the one hand and the prediction set 170 on the other hand."
171
The second limitation is the lack of coordination between selection and other related decisions, background.
191
The problem definition for the competition was given as follows. A breeding project has a total 
202
The same maize data set used in [Goiffon et al., 2017] alleles. As reported in [Goiffon et al., 2017] , the recombination rates "were estimated using the 208 genetic map developed from the maize nested association mapping (NAM) [Yu et al., 2008] [Fernando and Garrick, 2009] . We assumed that marker effects were additive with no interactions 213 and that inaccuracies in marker effect estimation affected all selection approaches equally.
214
The total budget of B = $30, 750 was enough to keep the same population size of 300 for 10 was the winner of the competition in the IE 312 class. Her approach is summarized as follows.
223
• Resource allocation: total resource is evenly allocated to 10 generations, so $3,075 is spent in 224 each generation.
225
• Number of crosses: the number of crosses to make is twice the number of remaining genera-
The motivation is that in earlier generations more individuals should 227 be selected to maintain genetic diversity, whereas in later generations fewer crosses should 228 be made and a larger number of progeny produced per cross to increase the probability of 229 creating outstanding outlier progeny by the deadline.
230
• Number of progeny: produce the same number of progeny from each cross and make this 231 number as large as resource allows. intended to help maintain the diversity.
240
• Mating strategy: The K individuals with higher GEBVs are paired up and mated with the 241 other K with lower GEBVs: {(1, 8 + t), (2, 9 + t), ..., (K − 1, 6 + K + t), (K, 7 + K + t)}.
242
The motivation is to pair up individuals that are not very similar with each other, and the 243 differences in the GEBV rankings were used as an indication of the similarity of individuals. 
247
• Resource allocation: same as IE 312.
248
• Number of crosses: the number of crosses to make is six times the number of remaining 249 generations: K = 6 × (11 − t).
250
• Number of progeny: produce the same number of progeny from each cross and make this 251 number as large as resource allows. Table 2 summarizes the number of crosses K, number of 252 progeny per cross M , and population size N for each generation t.
253
• Selection and mating strategies: these decisions were made jointly using the following three 254 steps.
255
Step 1: Let N denote the set of indices of 0.05N t progeny with the highest GEBVs: N ⊆ 256 {1, ..., N t }, |N | = 0.05N t , and GEBV(n) ≥ GEBV(n), ∀n ∈ N , n / ∈ N .
257
Step 2: For all n 1 , n 2 ∈ N , evaluate crossing individuals n 1 and n 2 by the following measure:
Step 3: Select K crosses with the highest v 534 (n 1 , n 2 ). As such, an individual may be used 259 in multiple crosses and/or self pollination.
260
The motivation of these steps was to select K most complementary pairs of individuals. The Mr. Guodong Zhu, a graduate student in the Department of Aerospace Engineering, was the winner 268 of the competition in the IE 634 class. His approach is summarized as follows.
269
• Number of crosses: same as IE 312.
271
• Number of progeny: same as IE 312.
272
• Selection and mating strategies: these decisions were made jointly. The K pairs of breeding 273 parents are selected using the following three iterative steps.
274
Step 0: Initialize k = 1. Let N denote the set of indices of 100 progeny with the highest
275
GEBVs: N ⊆ {1, ..., N t }, |N | = 100, and GEBV(n) ≥ GEBV(n), ∀n ∈ N , n / ∈ N .
276
Step 1: Select a pair of individuals (n k 1 , n k 2 ) so that n k 1 has the highest GEBV in N :
and n k 2 ∈ N is the most complementary with n k 1 :
Here the complementarity function for individuals n 1 and n 2 in generation t is defined as
where the f t (v) function is defined in Table 3 .
280
Step 2: If k ≥ K, then stop. Otherwise update k ← k + 1. If t ≤ 8, also update 281 N ← N \{n k 1 , n k 2 }. Go to Step 1.
283
The motivation of these steps was to select K pairs that represent a good tradeoff between control [Khalil, 1996] when designing the complementarity function v 634 (n 1 , n 2 , t).
293
4 Results
294
Simulation tool
295
An Octave [Eaton et al., 2015] based simulation tool was developed by Wang and his research team 296 to implement the selection process described in Figure 1 . Figure 4 shows the result of a random 297 simulation using the conventional GS approach. The dark blue bars, light blue area, and red curve 
In this figure, the maximum GEBV in generation 10 was 7.88.
302
Since the conventional GS approach only specifies the selection strategy, we make the following GEBV is crossed with the second, the third with the fourth, and so on. 
Comparison with GS
308
The three engineering approaches were compared with the conventional GS approach. Figure   309 5 shows a random simulation result for each of these four approaches. The maximum GEBVs 310 achieved by GS, IE 312, IE 534, and IE 634 approaches in generation 10 were, respectively, 7.88, 15th percentiles, so did IE 534 between the 5th and 30th. IE 634 maintained its GEBV at 8.28 326 even at the 1st percentile, significantly higher than IE 534 at 7.32, IE 312 at 6.99, and GS at 6.74. 
Comparison with GS, WGS, OHV, GB, and OPV
328
We also conducted another experiment to compare the three engineering approaches with all five 329 previous approaches. We used a slightly different simulation setting in order to eliminate the 
336
This is the same simulation setting as was used in [Goiffon et al., 2017] , which was to the advantage 337 of OHV, GB, and OPV approaches, since their parameters were fine tuned for such data set and 338 simulation setting.
339
For the previous approaches from the literature, similar assumptions made for GS in the previous 340 simulation were also made here, e.g., $2,050 is spent in each generation, selecting 20 individuals to 341 make 10 crosses, each producing 20 progeny. The mating strategies for WGS and OHV were based 342 on descending orders of the individuals' WGEBVs and OHVs. The heuristic algorithm proposed in 343 [Goiffon et al., 2017] was used for the selection and mating decisions for the two population-based 344 selection approaches GB and OPV.
345
We conducted 2,000 independent random simulation repetitions, and results are summarized in 346 Figure 7 . The IE 312 approach had very similar but slightly weaker performance than GB, which Figure 1 Flowchart of the genomic selection process.
387 Figure 2 Cumulative distribution functions of population maximums after 10 generations of selec-388 tion over 2,000 replications for each selection approach. Adopted from Figure 2 in [Goiffon et al., 2017] . and red curve are, respectively, the histogram, range, and mean of the population's GEBVs.
397
The boundaries of the white and gray areas are the upper and lower selection limits. The 398 maximum GEBV in generation 10 was 7.88. Table 3 Definition of function f t (v).
412
Figure 2: Cumulative distribution functions of population maximums after 10 generations of selection over 2,000 replications for each selection approach. Adopted from Figure 2 in [Goiffon et al., 2017] .
Figure 3: The performance of a genomic selection approach depends on the availability of time and resources of the breeding project. In the left subfigure, Approach 2 outperforms Approach 1 if compared at time t 1 and otherwise at t 2 . In the right subfigure, a random progeny from Distribution 2 is expected to have a higher genetic value than that from Distribution 1, but if a large number of random progeny are produced from each distribution, then the best one from Distribution 1 is expected to be superior to the best one from Distribution 2.
Figure 4: A sample simulation result using the GS approach. The dark blue bars, light blue area, and red curve are, respectively, the histogram, range, and mean of the population's GEBVs. The boundaries of the white and gray areas are the upper and lower selection limits. The maximum GEBV in generation 10 was 7.88.
Figure 5: Sample simulation results using the GS, IE 312, IE 534, and IE 634 approaches, whose maximum GEBVs in generation 10 were 7. 88, 8.35, 8.53, and 8.36 , respectively.
Figure 6: Cumulative distribution functions of population maximum from with 500 repetitions using GS, IE 312, IE 534, and IE 634 approaches. Results were obtained using the first 300 individuals from the data set as the initial population. Figure 7 : Cumulative distribution functions of population maximum from 2,000 repetitions using GS, WGS, OHV, GB, OPV, IE 312, IE 534, and IE 634 approaches. Results were obtained using randomly selected 200 individuals from the data set as the initial population. 
