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PIVOT DUALITY OF UNIVERSAL INTERPOLATION
AND EXTRAPOLATION SPACES
CHRISTIAN BARGETZ1 AND SVEN-AKE WEGNER2
Abstract. It is a widely used method, for instance in perturbation theory, to associate with a
given C0-semigroup its so-called interpolation and extrapolation spaces. In the model case of the
shift semigroup acting on L2(R), the resulting chain of spaces recovers the classical Sobolev scale.
In 2014, the second named author dened the universal interpolation space as the projective limit
of the interpolation spaces and the universal extrapolation space as the completion of the inductive
limit of the extrapolation spaces, provided that the latter is Hausdor.
In this note we use the notion of the dual with respect to a pivot space in order to show that the
aforementioned inductive limit is Hausdor, already complete, and can be represented as the dual
of the projective limit whenever a power of the generator of the initial semigroup is a self-adjoint
operator. In the case of the classical Sobolev scale we show that the duality holds, and that the two
universal spaces were already studied by Laurent Schwartz in the 1950s.
Our results and examples complement the approach of Haase, who in 2006 gave a dierent denition
of universal extrapolation spaces in the context of functional calculi. Haase avoids the inductive
limit topology precisely for the reason that it a priori cannot be guaranteed that the latter is always
Hausdor. We show that this is indeed the case provided that we start with a semigroup dened on
a reexive Banach space.
1. The classical Sobolev scale
We start by considering the following generic example. Let (T (t))t>0 denote the left shift semigroup
on the Hilbert space L2(R) generated by the rst derivative ddx dened on the domain D(
d
dx ) = ff 2
L2(R) ; ddxf 2 L2(R)g. Writing down the abstract interpolation and extrapolation spaces [5, Chapter
II.5] gives the classical scale of Sobolev spaces
    ! H3(R) i
2
3 ! H2(R) i
1
2 ! H1(R) i
0
1 ! L2(R) i
 1
0 ! H 1(R) i
 2
 1 ! H 2(R) i
 3
 2 ! H 3(R)!   
where the maps are all continuous. Taking the projective limit of this chain of spaces, i.e., endowing the
intersection \n2NHn(R) with the coarsest linear topology which makes the inclusions \n2NHn(R)!
Hk(R) for all k 2 N continuous, yields the classical function space
DL2(R) = projn2NHn(R)
studied by Schwartz [10, x 8, p. 199]. Taking the inductive limit, i.e., endowing the union [n2NH n(R)
with the nest linear topology which makes the inclusions Hk(R) ! [n2NH n(R) for all k 2 N
continuous, yields a subspace of the space of distributions which turns out to be isomorphic to the
strong dual of DL2(R), i.e.,
D0L2(R) = indn2NH n(R)
in a natural way. Also this space was investigated by Schwartz [10, x 8, p. 200]. Indeed, we have the
following commutative diagram
L2(R) H 1(R) H 2(R) H 3(R)   
L2(R) H1(R)0 H2(R)0 H3(R)0   
i 10
idL2(R)
i 2 1
Á1
i 3 2
Á2 Á3
(i01)
0 (i12)
0 (i23)
0
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where the maps Án for n 2 N are isomorphisms. Our rst aim is to see that the corresponding inductive
limits are isomorphic. We emphasize that this is not trivial just by having \step-wise" isomorphisms.
Indeed, we have for instance H n(R) = L2(R) for each n 2 N but L2(R) 6= [n2NH n(R), which
shows that we have to be extremely careful when we \identify" isomorphic spaces.
The suitable notion to address our rst aim is that of equivalent inductive sequences. Each row in
the diagram (1) is a so-called inductive sequence, i.e., a sequence (Xn; i
n+1
n )n2N of Banach spaces
Xn and linear and continuous maps i
n+1
n : Xn ! Xn+1 for n 2 N. Two such inductive sequences
(Xn; i
n+1
n )n2N and (Yn; j
n+1
n )n2N are said to be equivalent, if there are increasing sequences (k(n))n2N
and (`(n))n2N of natural numbers with n 6 `(n) 6 k(n) 6 `(n + 1) and linear and continuous maps
n : Y`(n) ! Xk(n), n : Xk(n) ! Y`(n+1) such that
¡ fi
“ ”
⇠ 6⇠
“ ”
fi
,
, ,
↵  
· · · Xk(n) Xk(n+1) · · ·
· · · Y`(n) Y`(n+1) Y`(n+2) · · ·
i
k(n+1)
k(n)
 n  n+1
j
`(n+1)
`(n)
↵n
j
`(n+2)
`(n+1)
↵n+1
commutes. By a matter of fact, two equivalent inductive sequences have isomorphic inductive limits.
We now see that the two inductive sequences in (1) are equivalent and we thus get that
indn2NH n(R) ⇠= indn2NHn(R)0
holds. Now we would like to conclude that the dual of a projective limit (=intersection) is equal to the
inductive limit (=union) of the duals of the spaces in the sequence. This is indeed true but requires
an open mapping theorem for topological vector spaces. We advise those readers, who are not too
familiar with the latter, to take the following a bit easy. The important conclusion is, that we finally
get the isomorphism (2) below. We observe that DL2(R) is a reflexive Fre´chet space by Jarchow [8,
Proposition 11.5.5 and Corollary 11.4.3] and thus distinguished by [8, Remark after 13.4.5 on p. 280].
Then by [8, Corollary 13.4.4] it follows that D0L2(R) is ultrabornological. As H
 n(R) ✓ H (n+1)(R)
is dense for all n 2 N, we have that the corresponding sequence is reduced and [8, Proposition 8.8.7]
implies that there is a natural isomorphism
indn2NHn(R)0
' ! (projn2NHn(R))0b = D0L2(R) (2)
of linear spaces. As '|Hn(R)0 : Hn(R)0 ! (projn2NHn(R))0b is continuous, it follows that ' is continu-
ous and hence an isomorphism by the open mapping theorem [8, Theorem 5.5.2] as its domain is—as
an LB-space—in particular webbed [8, Corollary 5.3.3] and its codomain is ultrabornological.
We point out again, that the crucial fact for the above arguments is not just the existence of isomor-
phisms ¡n. In the current example this indeed might appear to be trivial by well-known characteri-
zation of the Sobolev spaces, e.g., that H n(R) can be identified with the dual of Hn(R). However,
exactly these identifications have to be compatible with the maps in the inductive sequences in order
to induce an equivalence of the latter. Below, in Definition 2, we employ a generalization of the
notion of the “dual with respect to a pivot space”, see Tucsnak, Weiss [11, Chapter 2.10], in order
to construct families of isomorphisms that are compatible with the linking maps of the corresponding
spectra. The gap that we left in the example above will be closed by Corollary 9.
In the notation established by the second-named author in [13], the space projn2NH
n(R) is the
universal interpolation space associated with the shift semigroup on L2(R). According to the latter
article, the universal extrapolation space is defined to be the completion of indn2NH n(R). By the
representation above and as the strong dual of a Fre´chet space is complete, see e.g. Meise, Vogt [9,
p. 296], we see however that the inductive limit is already complete and thus forming the completion
is dispensable.
Haase [6, p. 143↵] and [7, p. 221↵] proposed a di↵erent notion of universal extrapolation space: In
the situation of our example, his extrapolation space is the union U = [n2NH n(R) in which a net
(x↵)↵2A ✓ U converges by definition to x 2 U if
9 n 2 N, ↵0 2 A 8 ↵ > ↵0 : x, x↵ 2 H n(R) and x↵ ! x in H n(R)
holds. Haase [7, Remark 8.1.2] motivates his definition by the fact that the inductive topology even
in the case of a countable sequence of Banach spaces needs not to be Hausdor↵.
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commutes. As a matter of fact, two equivalent inductive sequences have isomorphic inductive limits.
We now see that the two inductive sequences in (1) are equivalent and we thus get that
indn2NH n(R) = indn2NHn(R)0
holds. Now we would like to conclude that the dual of a projective limit (=intersection) is equal to the
inductive limit (=union) of the duals of the spaces in the sequence. This is indeed true but requires
an open mapping theorem for topological vector spaces. Note that the important conclusion of the
following argument is that we nally get the isomorphism (2) below. We observe that DL2(R) is a
reexive Frechet space by Jarchow [8, Proposition 11.5.5 and Corollary 11.4.3] and thus distinguished
by [8, Remark after 13.4.5 on p. 280]. Then by [8, Corollary 13.4.4] it follows that D0L2(R) is ul-
trabornological. As H n(R)  H (n+1)(R) is dense for all n 2 N, we have that the corresponding
sequence is reduced and [8, Proposition 8.8.7] implies that there is a natural isomorphism
indn2NHn(R)0
' ! (projn2NHn(R))0b = D0L2(R) (2)
of linear spaces. As 'jHn(R)0 : Hn(R)0 ! (projn2NHn(R))0b is continuous, it follows that ' is continu-
ous and hence an isomorphism by the open mapping theorem [8, Theorem 5.5.2] as its domain is|as
an LB-space|in particular webbed [8, Corollary 5.3.3] and its codomain is ultrabornological.
We point out again, that the crucial fact for the above arguments is not just the existence of iso-
morphisms Án. In the current example this indeed might appear to be trivial by a well-known
characterization of the Sobolev spaces, e.g., that H n(R) can be identied with the dual of Hn(R).
However, exactly these identications have to be compatible with the maps in the inductive sequences
in order to induce an equivalence of the latter. Below, in Denition 2, we employ a generalization of
the notion of the \dual with respect to a pivot space", see Tucsnak, Weiss [11, Chapter 2.10], in order
to construct families of isomorphisms that are compatible with the linking maps of the corresponding
inductive sequences. The gap that we left in the example above will be closed by Corollary 9.
In the notation established by the second-na ed author in [13], the space projn2N
n( ) is the
universal interpolation space associated ith the shift se igroup on 2( ). ccording to the latter
article, the universal extrapolation space is dened to be the co pletion of indn2N  n( ). y the
representation above and as the strong dual of a rechet space is co plete, see e.g. eise, ogt [9,
p. 296], e see ho ever that the inductive li it is already co plete and thus for ing the co pletion
is dispensable.
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In [13] several sequence space cases were studied in which the inductive limit of the extrapolation
spaces turned out to be Hausdor and to be complete. In this note we go one better and provide a
general theorem that establishes that the inductive limit is Hausdor and even complete whenever our
initial Banach space is reexive. Further, we identify conditions under which the duality of universal
inter- and extrapolation space holds. Above, we gave already one example in which the corresponding
limit space is even well-known since a long time ago.
2. Duals with respect to a pivot space
For the whole section let X be a reexive Banach space with norm k  kX and
A : D(A)! X
be a closed and densely dened operator on X such that A : D(A)! X is invertible with A 1 2 L(X).
In particular we may think of A as the generator of a C0-semigroup on X. Note that in the latter
case one can assume w.l.o.g. that A 1 exists and belongs to L(X), see [5, p. 124].
Following [5, 13], we introduce the interpolation and extrapolation spaces with respect to the opera-
tor A. The n-th interpolation space is dened as
Xn := (D(A
n); k  kn); where kxkn := kxkX + kAnxkX ; for x 2 Xn:
Note that the norm kkn is the graph norm with respect to An. For the denition of the extrapolation
spaces, we dene the norm
kxk n = kA nxkX ; where A n :=
 
A 1
n
;
on X. We dene the n-the extrapolation space
X n := (X; k  k n)^
as the completion of X with respect to the norm k  k n.
As in the motivating example in the rst section, we want to nd a representation of the inductive
limit of the spaces X n as the dual space of a projective limit of a suitable sequence of Banach spaces.
Before we start this construction, we rst summarize some facts which follow easily from [12, Chapter
1] and [5, Appendix B]. Given a Banach space X with dual space X 0, we denote by h; i the duality
mapping between X and X 0, i.e., hx; 'i := '(x), for x 2 X and ' 2 X 0. We put
D(A0) =

x0 2 X 0 ; 9 y0 2 X 0 8 x 2 D(A) : hAx; x0i = hx; y0i	
and denote by A0 : D(A0) ! X 0, A0x0 = y0 the dual operator of A. When we consider its powers we
abbreviate A0n := (A0)n.
Lemma 1. Let X be a reexive Banach space.
(i) The operator A0 : D(A0)! X 0 is closed and densely dened.
(ii) For n > 1 the operator An is invertible and we have (An) 1 = A n 2 L(X).
(iii) For n > 1 we have (A n)0 = (A0) n. 
Observe that it is well-known, that (i) fails without reexivity and that the proof of (iii) relies on (i).
Remember that we only consider reexive spaces, although some single arguments might hold true
without this assumption, as, e.g., part (ii) in the lemma above.
Using that X is reexive, the main idea of the following construction is to nd suitable subspaces of
X 0 which, up to isomorphisms, may act as preduals of the extrapolation spaces X n.
Denition 2. Let X be reexive and n > 1. For x 2 X we put
kxk?;n = sup
jhx;  ij ; k kD(A0n) 6 1	
which denes a family of new norms on X. Using these norms, we denote by
Xdn := (D(A
0n); k  kD(A0n))
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the n-th interpolation space with respect to the dual operator A0. Generalizing the Hilbert space
notation from [11, p. 60], we put
(Xdn)
? := (X; k  k?;n)^
and call this space the \dual of Xdn with respect to the pivot space X".
The spaces Xdn dened above will, up to isomorphisms, act as the aforementioned preduals of the
extrapolation spaces X n. In order to see this relation, we need the spaces (Xdn)
?. The following
lemma is used to establish isomorphisms between X n and (Xdn)
?. In the case where X is Hilbert
and n = 1, it is proved in [11, Proposition 2.10.2].
Lemma 3. Let X be reexive and n > 1. Then, the norms k  k?;n and k  k n are equivalent.
Proof. Let x 2 X be given. From Lemma 1 we get hA nx; 'i = hx; (A n)0'i = hx; (A0) n'i and thus
we obtain
kxk n = kA nxkX = sup
jhA nx; 'ij ; k'kX0 6 1	 = supjhx; (A0) n'ij ; k'kX0 6 1	:
Since A0n : D(A0n) ! X 0 is bijective with inverse (A0) n we can substitute  = (A0) n' and get
from the above
kxk n = sup
jhx;  ij ; kA0n kX0 6 1	:
If we endow D(A0n) with the homogeneous norm k  kA0;n, i.e., kxkA0;n = kA0nxkX , then the map
A0n : D(A0n)! X 0 is an isometric isomorphism. It follows
kxk n = sup
jhx;  ij ; kA0n kX0 6 1	 = supjhx;  ij ; k kA0;n 6 1	
which shows that k  k n and k  k?;n are equivalent, as the homogeneous norm is equivalent to the
graph norm. 
Since A0n : Xdn ! X 0 is an isomorphism and X is reexive, Xdn is again reexive. By Lemma 3 we can
dene
Án : X n ! (Xdn)?
to be the unique extension of idX . Moreover, we dene
Ãn : (X
d
n)
? ! (Xdn)0
by
[Ãn(z)](') = lim
k!1
hzk; 'iX;X0 for z 2 (Xdn)?; ' 2 Xdn
where (zk)k2N  X with zk ! z in (Xdn)?. Finally, we denote by in : X ! (Xdn)? the inclusion and by
(jn)
0 : X ! (Xdn)0 the dual of the inclusion jn : Xdn ! X 0.
Lemma 4. Let X be reexive and n > 1. Then, Ãn is an isomorphism and Ãn  in = (jn)0 holds.
Proof. It is straightforward to see that (Ãn(z))(') is well-dened, i.e., that the limit exists and is
independent of the choice of the sequence. The linearity of Ãn(z) and Ãn follows from the denition
of Ãn and the continuity of the vector space operations. From kzk?;n = supfjhz; 'ij ; k'kD(A0n) 6 1g
we may deduce jhz; 'ij 6 k'kD(A0n)kzk?;n for z 2 X and ' 2 Xdn and by density for z 2 (Xdn)?. Hence
Ãn(z) 2 (Xdn)0 and j(Ãn(z))(')j 6 k'kXdnkzk?;n:
Therefore kÃn(z)k(Xdn)0 6 kzk?;n and Ãn : (Xdn)? ! (Xdn)0 is continuous.
For z 2 X we have (Ãn(z))(') = hz; 'i since the constant sequence (z)k2N converges to z. Therefore
we get for z 2 X
kÃn(z)k(Xdn)0 = supfjhÃn(z); 'ij ; k'kXdn 6 1g = supfjhz; 'ij ; k'kXdn 6 1g = kzk?;n:
Since X  (Xdn)? is dense and Ãn is continuous, we may conclude that kÃn(z)k(Xdn)0 = kzk?;n holds
for all z 2 (Xdn)?. In other words Ãn is an isometric embedding and hence has a closed range. In
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order to nish the proof, we show that the range is also dense. Assume for a contradiction that
Ãn((X
d
n)
?)  (Xdn)0 is not a dense subset. Then the Hahn-Banach Theorem implies the existence of
a functional 0 6= ' 2 (Xdn)00 = Xdn where hÃn(z); 'i = 0 for all z 2 (Xdn)?. In particular, we get
hz; 'i = 0 for all z 2 X which is a contradiction since Xdn  X 0 and therefore 0 6= ' 2 X 0 with
hz; 'i = 0 for all z 2 X. Finally, the equality
(Ãn(in(z)))(') = hÃn(z); 'i = hz; 'i = ((jn)0(z))(')
shows Ãn  in = (jn)0. 
We mention, that the above proof was inspired by [11, Proposition 2.9.2], where a similar statement
is shown when X is a Hilbert space and n = 1.
3. Universal inter- and extrapolation spaces
In this section, we now form inductive and projective limits of the sequences considered before. The
main result of this section is the following theorem which provides a representation of the inductive
limit of the extrapolation spaces for a densely dened, closed operator having a bounded inverse. In
the situation of [13], where A is the generator of a C0-semigroup, this inductive limit was called the
universal extrapolation space. Note that in the latter case one can assume w.l.o.g. that A 1 exists
and belongs to L(X), see [5, p. 124].
Theorem 5. Let X be a reexive Banach space and A : D(A) ! X be a densely dened, closed
operator such that A 1 exists and belongs to L(X). Then we have
(projn2NX
d
n)
0
b
= indn2NX n: (3)
In particular, the inductive limit indn2NX n is complete.
In order to prove this theorem, we rst have to specify the linking maps between the spaces dened
in Section 2 in more detail. We start with the linking maps between the extrapolation spaces, i.e. the
maps
in+1n : X n ! X (n+1):
In [5, Remark after II.5.6], where A is always assumed to be a generator of a C0-semigroup, it is
mentioned, that
X (n+m) = (X (n)) m (4)
holds for all n, m > 1, where X n for n > 1 is the n-th extrapolation space as dened above.
Indeed, the above equality holds in the sense of isometric isomorphisms that constitute an equivalence
of inductive sequences. We rst observe that, given a closed and densely dened operator A with
0 2 (A), then A n has the same properties. Therefore we can dene
Y n := (   (X) 1    ) 1
by forming n-times the rst extrapolation space. We denote by jn+1n : Y n ! Y (n+1) the inclusion
maps. As X  Y n and X  X n are dense and kxk n = kxkY n holds for x 2 X, the identity idX
extends to an isometric isomorphism n : Y n ! X n. We dene the maps in+1n : X n ! X (n+1)
via in+1n := n+1  jn+1n  1n , i.e., the diagram
X    Y n Y (n+1)   
X    X n X (n+1)   
idX
jn+1n
n n+1
in+1n
is commutative. Note that the mappings n are only used to dene the linking maps i
n+1
n and will
not be used the the sequel.
Since the space (Xdn)
? is dened as the completion of X with respect to the norm k  k?;n, X is dense
in (Xdn)
? for all n > 1. We can therefore dene the mapping
(in+1n )
? : (Xdn)
? ! (Xdn+1)?
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as the extension of the identity on X. In addition, we dene the mapping
(in)
? : X ! (Xdn)?
to be the canonical embedding of X into (Xdn)
?. In other words, the above construction means that
(in+1n )
? is the unique continuous linear mapping satisfying (in+1)
? = (in+1n )
?  (in)?. Since Xdn is
dened as D(A0n) equipped with the graph norm, the mappings
jn := idX jD(A0n) : Xdn ! X 0; and jnn+1 := idXdn jD(A0n+1) : Xdn+1 ! Xdn
are continuous inclusions. By [2, Proposition 6.2] the operators also have dense images. Therefore,
we obtain by duality the maps
(jn)
0 : X ! (Xdn)0 and (jnn+1)0 : (Xdn)0 ! (Xdn+1)0
which satisfy (jn+1)
0 = (jnn+1)
0  (jn)0.
Proof of Theorem 5. We divide the proof into three steps.
As a rst step we show that the sequence (Án)n2N dened in Section 2 is an equivalence between the
inductive sequences (X n; in+1n )n2N and ((X
d
n)
?; (in+1n )
?)n2N. We have to show that the diagram
X    X n X (n+1)   
X    (Xdn)? (Xdn+1)?   
idX
in+1n
Án Án+1
(in+1n )
?
; (5)
is commutative. Note that by denition both Án  (in+1n )? and in+1n  Án+1, restricted to X, coincide
with the identity on X, which implies the commutativity since X is dense both in X n and (Xdn+1)
?.
As a second step, we show that the sequence of maps (Ãn)n2N is an equivalence between the inductive
sequences ((Xdn)
?; (in+1n )
?)n2N and ((Xdn)
0; (jnn+1)
0)n2N. Here, we have a commutative diagram
X    (Xdn)? (Xdn+1)?   
X    (Xdn)0 (Xdn+1)0   
idX
(in+1n )
?
Ãn Ãn+1
(jnn+1)
0
(6)
by Lemma 4. Indeed, for x 2 X we have
Ãn+1((i
n+1
n )
?((in)
?(x))) = Ãn+1((in+1)
?(x)) = (jn+1)
0(x)
= (jnn+1)
0((jn)0(x)) = (jnn+1)
0(Ãn((in)?(x)))
because (in+1)
? = (in+1n )
?  (in)? and (jn+1)0 = (jnn+1)0  (jn)0. Since (in)?(X) is a dense subspace of
(Xdn)
? the commutativity follows.
Using these facts, we are now able to to prove the claimed duality result. By [9, 25.12, 25.14 and 25.15],
projn2NX
d
n is a reexive space, being a projective limit of reexive Banach spaces, and therefore it is
distinguished; in particular its dual is isomorphic to indn2N(Xdn)
0 by [4, Denition 9 and Proposition 10,
pp. 84{85]. 
Remark 6. We mention that (5) yields indn2NX n = indn2N(Xdn)?, even if the limit spaces are not
Hausdor. In particular the universal extrapolation space X 1 = (indn2NX n)^ in the sense of [13]
exists if the sequence of the pivot duals is known to have a Hausdor inductive limit.
In the case where X is not only a Banach space but a Hilbert space and the operator A is in addition
self-adjoint, we may get the following stronger result. For a Hilbert space X, in order to avoid
confusion with the duality mapping, we use the notation (; ) for the scalar product of X.
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Theorem 7. Let X be a Hilbert space and A : D(A) ! X be a densely dened, self-adjoint operator
such that A 1 exists and belongs to L(X). Then we have
(projn2NXn)
0
b
= indn2NX n: (7)
In particular, the inductive limit indn2NX n is complete.
Proof. In order to prove this theorem, we want to show that for all n 2 N the spaces Xn and Xdn
are isomorphic in a way which is compatible with the construction in Section 2 and the proof of
Theorem 5. In other words, we have to nd an isomorphism between X and X 0 which is \canonical
enough for our purposes".
Since A is self-adjoint, by the spectral theorem (see eg. [6, Theorem D.5.1]) there is an measure space
(
; ), a real valued continuous function f on 
 and a unitary operator U : X ! L2(
; ) mapping
D(A) onto D(Mf ) and satisfying
A = U? Mf  U; (8)
where Mfg := fg for g 2 D(Mf ).
The conjugation mapping L2(
; ) ! L2(
; ); f 7! f , where f(t) := f(t), is an antilinear isometry
and hence the mapping
J : X ! X; x 7! U?(U(x)) (9)
is an antilinear isometry onto. As the domain D(Mf ) is invariant under complex conjugation, i.e.,
D(Mf ) = D(Mf ), and since U
?(D(Mf )) = D(A), we may deduce J(D(A)) = D(A) and inductively
J(Xn) = Xn for all n 2 N. The identites
(J A)(x) = U?(UAx) = U?((U  U? Mf  U)(x)) = U?(fU(x)) = U?(fU(x))
= (U? Mf  U)(U?(U(x))) = (A  J)(x);
(10)
which follow from (8), (9), and the fact that f is real valued, show that A and J commute.
We denote by JX : X ! X 0; x 7! (; x) the canonical map, which, by the Frechet-Riesz Theorem, is
an antilinear, isometric map onto. Hence the composition
JX  J : X ! X 0; x 7! (; J(x)) (11)
is a linear isometry onto.
Note that a direct computation shows that JX maps D(A) = D(A
?) onto D(A0) and hence inductively
Xn onto X
d
n. In addition, it is easy to see that A = J
 1
X  A0  JX . From this we may conclude that
JX  J maps Xn onto Xdn. Moreover the computation
k(J  J 1X )(')kn = kJ(J 1X )(')kX + kAn(J  J 1X )(')kX = kJ 1X (')kX + kAn(J 1X ('))kX
= k'kX0 + k(JX A  J 1X )      (JX A  J 1X )'kX0
= k'kX0 + k(A0)n'kX0 = k'kXdn
(12)
for ' 2 Xdn, shows that JX  J jXn is even an isometry onto. Since we are only using restrictions of
the mapping JX  J , the diagram
   Xn+1 Xn    X
   Xdn+1 Xdn    X 0;
JXJjXn+1 JXJjXn JXJ (13)
where the horizontal arrow are inclusions, is commutative. From this we may deduce that
projn2NXn = projn2NXdn;
which in combination with Theorem 5 nishes the proof. 
We conclude this section with two corollaries. The rst is the existence result for the universal extra-
polation space, cf. the last paragraph of Section 1.
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Corollary 8. Let X be a reexive Banach space and A : D(A)! X be the generator of a C0-semigroup
such that A 1 exists and belongs to L(X). Then the inductive limit indn2NX n is complete and
X 1 = indn2NX n holds. 
The second corollary lls the gap that we left in our initial example of the classical Sobolev scale
considered in Section 1.
Corollary 9. Let X be a Hilbert space and A : D(A) ! X be the generator of a C0-semigroup such
that A 1 exists and belongs to L(X). If there is a k 2 N such that Ak : D(Ak) ! X is self-adjoint,
then
(projn2NXn)
0
b
= indn2NX n
holds.
Proof. Since Ak is self-adjoint, we can apply Theorem 7 to Ak by Lemma 1(ii). The Corollary follows
since the inductive sequences (Xn; i
n+1
n ) and (Xkn; i
k(n+1)
kn+k 1      ink+1nk ) are equivalent and hence the
projective limits projn2NXn and projn2NXkn coincide. 
4. Examples and open problems
With the above theory we are able to extend our initial Hilbert space example form Section 1 to
arbitrary Lebesgue exponent p 2 (1;1).
We consider X = Lp(R) for 1 < p < 1 and A = ddx with D(A) =

f 2 Lp(R) ; ddxf 2 Lp(R)
	
. We
get Xn = W
p;n(R) and X1 = DLp(R). As duals with respect to the pivot space X = Lp(R), we get
Xdn = W
q;n(R), where 1=p + 1=q = 1 and (Xdn)? = W p; n(R). Indeed, the completion of Lp(R) with
respect to the norm k  k?;n is a classical characterisation of the space W p; n(R), cf. Adams, Fournier
[1, 3.13 on p. 64]. From Lemma 3 we now get that X n = W p; n(R). Finally, Theorem 5 implies that
X 1 = indn2NW p; n(R) = D0Lp(R)
since projn2N(X
d
n)
0 = projn2NW
q;n(R) = DLq (R) and D0Lp(R) = (DLq (R))0. The case p = 2 is the
classical Sobolev scale considered in the introduction.
Unfortunately, the question of how to deal with the case of non-reexive Banach spaces remains open
and therefore other typical spaces on which for instance the shift semigroup can be studied cannot
be treated yet. However, also here the universal interpolation space can appear to be a well-studied
space. For example in the case X = C0(R) and A = ddx with D(A) = C
1
0(R), we get Xn = Cn0 (R)
and X1 = C10 (R) which was again studied by Schwartz [10] under the name _B(R) as a predual of
D0L1(R). The well known space of distributions vanishing at innity is the space
_B0(R) = E0(R)
D0L1
;
whose dual is DL1(R), see e.g. [3, Proposition 7]. Note that _B0(R) is not the dual space of _B(R). It
seems to be natural to conjecture that _B0(R) coincides with the universal extrapolation space X 1.
Acknowledgements. The authors wish to thank Markus Haase for constructive comments and discussions that
improved some of the results and the readability of the whole paper. In addition, the authors would like to thank an
anonymous referee for his/her valuable comments.
References
1. R. A. Adams and J. J. F. Fournier, Sobolev spaces, second ed., Pure and Applied Mathematics (Amsterdam), vol.
140, Elsevier/Academic Press, Amsterdam, 2003.
2. W. Arendt, O. El-Mennaoui, and V. Keyantuo, Local integrated semigroups: evolution with jumps of regularity, J.
Math. Anal. Appl. 186 (1994), no. 2, 572{595.
3. C. Bargetz, Completing the Valdivia-Vogt tables of sequence-space representations of spaces of smooth functions
and distributions, Monatsh. Math. 177 (2015), no. 1, 1{14.
4. Klaus D. Bierstedt, An introduction to locally convex inductive limits, Functional analysis and its applications (Nice,
1986), ICPAM Lecture Notes, World Sci. Publishing, Singapore, 1988, pp. 35{133. MR 979516
5. K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Springer-Verlag, New York,
2000.
6. M. Haase, The functional calculus for sectorial operators, Operator Theory: Advances and Applications, vol. 169,
Birkhauser Verlag, Basel, 2006.
8
7. , Operator-valued H1-calculus in inter- and extrapolation spaces, Integral Equations Operator Theory 56
(2006), no. 2, 197{228.
8. H. Jarchow, Locally Convex Spaces, B. G. Teubner, Stuttgart, 1981.
9. R. Meise and D. Vogt, Introduction to functional analysis, vol. 2, The Clarendon Press Oxford University Press,
New York, 1997.
10. L. Schwartz, Theorie des distributions, Hermann, Paris, 1978.
11. M. Tucsnak and G. Weiss, Observation and control for operator semigroups, Birkhauser Advanced Texts: Basler
Lehrbucher, Birkhauser Verlag, Basel, 2009.
12. J. van Neerven, The Adjoint of a Semigroup of linear Operators, Birkhauser Advanced Texts: Basler Lehrbucher,
Birkhauser Verlag, Basel, 2009.
13. S.-A. Wegner, Universal extrapolation spaces for C0-semigroups, Ann. Univ. Ferrara Sez. VII Sci. Mat. 60 (2014),
no. 2, 447{463.
9
