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Abstract
This work shows an approach to achieve output consensus among heterogeneous agents in a multi-agent environment where
each agent is subject to input constraints. The communication among agents is described by a time-varying directed/undirected
graph. The approach is based on the well-known Internal Model Principle which uses an unstable reference system. One main
contribution of this work is the characterization of the maximal constraint admissible invariant set (MCAI) for the combined
agent-reference system. Typically, MCAI sets do not exist for unstable system. This work shows that for an important class of
agent-reference system that is unstable, MCAI exists and can be computed. This MCAI set is used in a Reference Governor
approach, combined with a projected consensus algorithm, to achieve output consensus of all agents while satisfying constraints
of each. Examples are provided to illustrate the approach.
Key words: Consensus, Multiagent system, Network System, Constrained System.
1 Introduction
The consensus problem of Multi-agent system (MAS)
refers to achieving a consensus value of the outputs of
a group of agents connected via a communication net-
work. The study of this problem has been an active area
of research in the last decade and thus, has a rich lit-
erature. See for example (Mesbahi and Egerstedt, 2010;
Lin and Ren, 2014; Nedic´ et al., 2010; Scardovi and
Sepulchre, 2009; Ren, 2008; Wieland et al., 2011) and
references therein. Since all physical systems have con-
straints, achieving consensus under constraints is clearly
an important consideration. However, most research ef-
fort in MAS considers agents that are constraint-free ex-
cept for a notable few. These include Ren (2008) where
each agent is a double-integrator system under a fixed di-
rected communication network; Yang et al. (2014) where
all agents are described by one general linear system in a
fixed communication network; Wang et al. (2014) where
each agent is either Lyapunov stable or a double integra-
tor and all agents are homogeneous; Meng et al. (2013)
where agents are homogeneous general linear system un-
der a leader-follower switching network.
This work differs from those mentioned above in that the
proposed approach is for general linear system under a
Email address: mpeongcj@nus.edu.sg (Chong Jin Ong).
switching network where agents are heterogeneous sub-
ject to constraints on their inputs. However, the more
significant difference is in the solution approach - it is
based on the Maximal Constraint Admissible Invariant
Set (MCAI) for the combined system of the agent and
the desired reference. The use of MCAI sets for con-
straint satisfaction is well known (Gilbert and Tan, 1991;
Gilbert and Ong, 2011; Blanchini, 1999; Dehghan and
C.J., 2012; Athanasopoulos and Jungers, 2018; Wang
et al., 2019). For example, these sets are featured exten-
sively in Model Predictive Control (Mayne et al., 2000;
Trodden, 2016; Ong and Gilbert, 2006) and are an inte-
gral part of the workings of Command/Reference Gov-
ernors (Casavola et al., 2004; Gilbert and Ong, 2011;
Garone et al., 2017; Kolmanovsky et al., 2012; Kalabic
et al., 2014). To the best of our knowledge, all MCAI
sets in the literature are obtained from system that are
stable or, at least, Lyapunov stable. This is expected
since MCAI sets do not exist for most unstable systems.
This work uses MCAI set where the reference system is
a special class of unstable systems, commonly used in
multi-agent applications. This MCAI set is used in the
Reference Governor (RG) framework (Gilbert and Kol-
manovsky, 2002; Gilbert and Ong, 2011; Garone et al.,
2017) to achieve pointwise-in-time constraint satisfac-
tion for each agent while achieving output consensus
among the agents. While the proposed approach is for
a multi-agent system, the MCAI set can be of indepen-
dent interest for a single system under the IMP settings,
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commonly known as the output regulation problem.
The study of consensus in a similar setting but with-
out constraint has appeared (Wieland et al., 2011). In
that work, the internal model principle (IMP) condi-
tions (Francis and W., 1976; Knobloch et al., 1993) are
shown to be both necessary and sufficient for achiev-
ing output consensus among heterogeneous agents. In
the presence of constraints, the IMP conditions are only
necessary. This work shows how additional conditions
can be obtained to ensure constraint satisfaction while
achieving consensus. A recent work by the authors (Ong
and Djati, 2019) addresses the same consensus problem
among heterogeneous agents with constraints but for the
case where the reference system is Lyapunov stable. As
shown from section 3 onwards, the case where the ref-
erence system is unstable is considerably different from
the stable case, with new formulation of the Reference
Governor, characterization of the unstable MCAI sets
and associated technical results and properties.
The rest of this paper is organized as follows. This section
ends with a description of the notations used. Section 2
describes the problem statement, reviews standard com-
munication network and the internal model principle.
Section 3 discusses the implications of the choices of the
reference system, agent dynamics and their prevalence in
themulti-agent consensus settings. Section 4 begins with
the characterization of the maximal output admissible
set and its properties under the controller obtained from
IMP with the unstable reference system. The overall al-
gorithm is described in later part of section 4 followed
by related results. The performance of the approach is
illustrated using an example in Section 7. Conclusions
are given in Section 8.
The notations used in this paper are standard. Non-
negative and positive integer sets are indicated by Z+0
and Z+ respectively. Selected ranges of the integer
set are ZN = {1, · · · , N} and Zkℓ = {ℓ, ℓ + 1, · · · , k}
where k > ℓ. Similarly, the sets of real numbers, n-
dimensional real vectors and n by m real matrices
are R,Rn,Rn×m respectively. In is the n × n iden-
tity matrix, 1n is the n-column vector of all ones and
Bn(ǫ) := {x ∈ Rn : ‖x‖2 ≤ ǫ} is the ǫ-ball in Rn; ab-
breviated as I, 1 and B(ǫ) when the dimension is clear.
Given a set X , int(X) is its interior. The transpose of
matrix M is M ′. The sign of y ∈ Rn is sgn(y) inter-
preted element wise. For a square matrix Q, Q ≻ ()0
means Q is positive definite (semi-definite) and spec(Q)
is its set of eigenvalues. The 2 and P -norm of x ∈ Rn
are ‖x‖ and ‖x‖P respectively with ‖x‖
2
P = x
′Px for
P ≻ 0. Given Mi ∈ Rn×m, xi ∈ Rn, i ∈ ZN , M
j
i refers
to the jth column of Mi and x
j
i is the j
th element of xi,
and xˆ = [(x11x
1
2 · · ·x
1
N )(x
2
1 · · ·x
2
N ), · · · (x
n
1x
n
2 · · ·x
n
N )]
′ ∈
R
Nn. Diagonal matrix is denoted as diag{d1, · · · , dn}
with diagonal elements di. Additional notations are
introduced when required.
2 Preliminaries
This section consists of two subsections that review back-
ground materials on multi-agent systems and Internal
Model Principle respectively.
2.1 Multi-agent System
The system considered herein is a network ofN discrete-
time linear systems, each of which is described by
xi(t+ 1) = Aixi(t) +Biui(t), i ∈ Z
N , t ∈ Z+0 (1a)
yi(t) = Cix(t), i ∈ Z
N , t ∈ Z+0 (1b)
ui(t) ∈ Ui, i ∈ Z
N , t ∈ Z+0 (1c)
where xi(·) ∈ R
ni , ui(·) ∈ R
pi , yi(·) ∈ R
q are the state,
control and output of the ith system, Ui ⊂ Rpi is the
constraint set on u. The objective is to have yi, i ∈ ZN
reach consensus among the N system while satisfying
(1c) at all time.
The N subsystems are connected on a time-varying di-
rected network which is described by a weighted graph
G(t) = (V , E(t)) with vertex set V = {1, 2, · · · , N},
edge set E(t) ⊆ V × V with (i, j) ∈ E(t) meaning j be-
ing a in-neighbor of i at time t. Neighbors of node i is
Ni(t) := {j ∈ V : (i, j) ∈ E(t), i 6= j}. The communica-
tion network among the agents is described by a N ×N
matrix P(G(t)) with elements
Pij(G(t)) =


αij(t), (i, j) ∈ E(t);
1−
∑
j∈Ni(t)
αij(t), i = j;
0, otherwise.
(2)
where αij(t) ≤ 1 and, if nonzero, is greater than α¯, for
some α¯ > 0.
Several assumptions are needed. These are
(A1) The graph G(t) is uniformly strongly connected,
or equivalently, for every t, there exists a finite T > 0
such that the union of the graphs from t to t+ T given
by G¯(t, t + T ) := G(V ,∪
k∈Z
t+T
t
E(k)) is strongly con-
nected; or that there exists a directed path between any
two nodes.
(A2) (Ai, Bi) is stabilizable, (Ai, Ci) is observable for
all i ∈ ZN .
(A3) The states xi, i ∈ ZN are measurable.
(A4) Ui is a polytope and contains the origin in its in-
terior for all i ∈ ZN .
Assumption (A1) is a standard necessary condition for
time-varying network to achieve consensus (Moreau,
2005). (A2) is a reasonable requirement on individual
agent although it is possible to relax it by introducing
another output equation like ybi (t) = Eixi(t) and re-
quiring that (Ai, Bi, Ei) be output stabilizable so that
there exists a Fi such that (A+ BiFiEi) is Schur. This
is, however, not done for the ease of presentation and
to focus on the more novel aspects of the approach.
(A3) is needed for the implementation of the Reference
Governor, it is also necessary in the sense that without
which, compliance of general constraint (1c) cannot be
enforced. The assumption of (A4) is a reasonable ex-
pectation of Ui and is made to facilitate computational
requirement.
2.2 Internal Model Principle (IMP)
The approach of achieving output consensus using in-
ternal model principle (IMP) for MAS where agents are
constraint-free is now reviewed (Wieland et al., 2011;
Ong and Djati, 2019). The basic idea is to obtain, for
every i ∈ ZN , a reference output from a reference model
having a diffusive term. Specifically,
ωi(t+ 1) = S(ωi(t) +
N∑
j=1
αij(t)(ωj(t)− ωi(t))), (3a)
yri (t) = Qωi(t), (3b)
where ωi ∈ Rnw , S ∈ Rnω×nω is the reference model and
Q ∈ Rq×nω is common among all agents. The output
yri (t) generated using (3a) is to be tracked by the output
yi(t) of the i
th system of (1). The value of αij(t) changes
with time according to G(t). If S is Schur, then ωi con-
verges to 0 for all i under (A1), a trivial case. Hence, it
is typical to assume that
(A5) (S,Q) is observable.
(A6a) S has eigenvalues on the unit circle, or (A6b) S
has eigenvalues outside the unit circle.
When S satisfy (A6a), ωi of (3a) reaches consensus for
all i ∈ ZN under assumption (A1) (Scardovi and Sepul-
chre, 2009). When they do, so does yri for all i ∈ Z
N . If
yi of (1b) tracks y
r
i asymptotically for every i ∈ Z
N , yi
reaches consensus as well for all i ∈ ZN . The tracking of
yi to y
r
i is made possible under IMP for a single system.
This result is stated below as Lemma 1 for easy refer-
ence and notational setup. The proof is omitted as it is
well known and can be found in Francis and W. (1976);
Knobloch et al. (1993). The result does require an ad-
ditional assumption that ensures the existence of Li, Πi
and Γi needed in the statement of the IMP.
(A7)
(
Ai − λI Bi
Ci 0
)
is full row rank for all i ∈ ZN and
for every eigenvalue λ of S.
Lemma 1 Suppose (A2)-(A5), (A7) and, either (A6a)
or (A6b), hold and consider one single system, system i,
of (1a) and (1b) and a reference system
ωi(t+ 1) = Sωi(t), y
r
i (t) = Qωi(t) (4)
The unconstrained system of (1a) and (1b) with
ui(t) = Kixi(t) + Liωi(t) (5)
Li := Γi −KiΠi (6)
ei(t) := yi(t)− y
r
i (t) = Cixi(t)−Qωi(t) (7)
where Ai + BiKi is Schur, combined with (4) has the
properties of
(i) xi(t) → Πiωi(t) exponentially and (ii) ei(t) → 0
exponentially
if and only if there exist matrices Πi ∈ Rni×nω ,Πi 6=
0,Γi ∈ Rpi×nω such that
AiΠi −ΠiS = −BiΓi (8a)
CiΠi = Q (8b)
It is important to note that the stated property of (i) and
(ii) above are for a single system without constraints. In
the presence of constraint (1c), the properties of Lemma
1 may not hold.
3 Choice of S
The implications of (A6a) and (A6b) are now discussed.
Note that (3a), when collected over all i ∈ ZN , can be
rewritten as
ωˆ(t+ 1) = (S ⊗ P(t))ωˆ(t), (9)
where ωˆ(t) = [ω11(t) · · ·ω
1
N (t)ω
2
1(t) · · ·ω
2
N (t) · · ·ω
nw
1 (t) · · ·
ωnwN (t)]
′ ∈ RNnw . When (A6a) holds, the work of Scar-
dovi and Sepulchre (2009) shows that {ωji (t), i ∈ Z
N}
achieve consensus exponentially for each j ∈ Znw under
(A1). On the other hand, if (A6b) hold, (9) will gener-
ally not reach consensus or reach consensus only under
strong assumptions on P(t) (Scardovi and Sepulchre,
2009). Besides needing strong assumptions, there is an-
other reason for not considering (A6b) in the presence
of constraint. It arises as constraint of (1c) imposes ad-
dition requirement on the structure of Γi in (8). To see
this, consider a similarity transformation
(
x˜i
ωi
)
=
(
I −Πi
0 I
)(
xi
ωi
)
(10)
so that ui of (5) is expressed as
ui(t) = Ki(xi(t)−Πiωi(t)) + Γiωi(t)
= Kix˜i(t) + Γiωi(t). (11)
In this form, it is clear that ui(t)→ Γωi(t) when xi(t)→
Πiωi(t) under property (i) of Lemma 1. If S satisfies
(A6b), ωi(t) becomes unbounded with increasing t and,
hence, ui(t) is unbounded for any non-zero Γi. Equiva-
lently, ui(t) is bounded only if Γi = 0. Setting Γi = 0
in (8a) results in AiΠi = ΠiS. The solution of which is
well-known: Πi = 0 if and only if spec(Ai)∩spec(S) = 0.
If S satisfies (A6b) and spec(Ai) ∩ spec(S) = 0, Πi = 0
is the solution of (8a), a non-useful result. Hence, for Πi
to be non-zero under (A6b), spec(S) ⊂ spec(Ai), which
may not be easy to satisfy.
In view of the above, this work focuses on S satisfying
(A6a). Under which, there are two cases to consider: S
is Lyapunov stable (eigenvalue of S are either simple
or, if repeated, admits a diagonal representation under
suitable similarity transform) and S is not Lyapunov
stable (S contains at least one Jordan block of order 2
or higher for one of its eigenvalues). The former case
has been discussed in Ong and Djati (2019). This work
focuses on the latter case with a order 2 Jordan block.
In particular, the following assumptions are made for
the sequel
(A6) S =
(
1 h
0 1
)
for some h > 0 corresponding to the sampling period of
the discrete-time system, and
(A8) Ai has at least one eigenvalue of 1, for all i ∈ ZN .
The advantages and implications of (A6) and (A8) are
discussed in the next two lemmas. Nevertheless, the wide
applicability of (A8) should be noted as it holds for a
large and important class of agents: helicopters, drones,
land vehicles, surface/underwater sea vehicles etc. All of
them has 1 as one of its eigenvalues corresponding to the
rigid body motion of the system.
The properties of system (3a) under (A6) is stated next
for easy reference. It is a special case of theorem 2 of
Scardovi and Sepulchre (2009).
Lemma 2 Suppose (A1) is satisfied, the system of (3a)
with S satisfying (A6) has the following properties: (i)
For each j ∈ Znw , ωji (t) reaches consensus for all i ∈ Z
N ,
(ii) The consensus value of ωi(t) is given by ω
2
i (t) = ω¯
2,
ω1i (t) = ω¯
1 + htω¯2 for some constants ω¯2 and ω¯1.
Proof: (i) Under (A6), all eigenvalues of Ai are on the
unit circle. It follows from the result of Scardovi and
Sepulchre (2009) that consensus can be reached expo-
nentially under (A1). In addition, the consensus value
is Stω¯(0), for some value of ω¯(0). Let (ω¯1(0), ω¯2(0)) =
(ω¯1, ω¯2) and noting that St =
(
1 ht
0 1
)
, the stated re-
sults follow. 
A relevant issue when S is given by (A6) is the value
of Γi in (8). From property (ii) of Lemma 2, it is clear
that ω1i (t) is unbounded as t increases. With ui(t) =
Kix˜i(t) + Γiωi(t) from (11), a necessary condition for
ui(t) ∈ Ui is that Γ1i = 0, where Γ
1
i is the first column of
Γi. A pertinent question is ”Will the Γi obtained from
the solution of (8) has Γ1i = 0?”. The next lemma ad-
dresses this question.
Lemma 3 Consider the ith single system under the set-
tings of Lemma 1 with (A2), (A5)-(A8) holding.
Then (i) Equation (8) admits a solution (Πi,Γi) with
Πi 6= 0,Γ1i = 0 when y
r
i ∈ R; (ii) there exists a non-
zero Q ∈ Rnw×nw with (S,Q) be observable such that (8)
admits a solution (Πi,Γi) with Πi 6= 0,Γ1i = 0 for the
case where yri ∈ R
nw .
Proof:
(i) (⇒) Let Πi = [Π1i Π
2
i ] and Γi = [Γ
1
i Γ
2
i ]. The
conditions of (8) can be expressed as Ai[Π
1
i Π
2
i ] −
[Π1i Π
1
i h + Π
2
i ] = −B[Γ
1
i Γ
2
i ] and Ci[Π
1
i Π
2
i ] =
[Q1 Q2], or,
[
Ai − I
Ci
]
Π1i =
[
−BiΓ
1
i
Q1
]
(12a)
[
Ai − I Bi
Ci 0
] [
Π2i
Γ2i
]
=
[
Π1ih
Q2
]
(12b)
When Ai has at least one eigenvalue of 1 with non-zero
eigenvector ξ, rank(Ai−I) ≤ ni−1. Since (Ai, Ci) is ob-
servable under (A2), it follows that rank
(
Ai − I
Ci
)
=
ni. These two rank conditions show that Ci does not
lie in the row space of Ai − I. Equivalently, Ci has a
component that is in the nullspace of (Ai − I). Hence,
Ciξ 6= 0. When y
r
i ∈ R, Q
1 is a non-zero scalar since
rank
(
S − I
Q
)
= nw under (A5) and (A6). Hence, it is
possible to scale ξ by a constant γ so that Ciξγ = Q
1 for
any non-zeroQ1. This means that the choice of Π1i = γξ
and Γ1i = 0 satisfy (12a). With this choice of Π
1
i , the
right hand side of (12b) is known. Existence of Π2i and
Γ2i for (12b) follows from the full row rank assumption
of (A7).
(ii) When yri ∈ R
nw , let ξ be the eigenvector of Ai corre-
sponding to eigenvalue of 1. Choose Q1 = Ciξ ( Ciξ 6= 0
by the same reason given in the proof of (i)) with Q2 ar-
bitrary. As Q1 is non-zero, this means that columns of(
S − I
(Q1 Q2)
)
are linearly independent and that (S,Q) is
observable. Then Π1i = ξ and Γ
1
i = 0 satisfy (12a). Exis-
tence of Π2i and Γ
2
i of (12b) is again satisfied under (A7).

4 Main Results
The discussion in this section pertains to a single system
and, for notational convenience, the reference of the ith
agent is dropped in the various sets and matrices.
4.1 MCAI set for unstable S
Property (ii) of Lemma 2 shows that ω1(t) is unbounded
under (3a) when S satisfy (A6). This means that x(t) is
unbounded following property (i) of Lemma 1. To ensure
that u(t) ∈ U for each t, ω(0) and x(0) has to be limited
to some appropriate invariant set. This set is the maxi-
mal constraint admissible invariant set (MCAI) for the
combined system of one single ith system of (1a)-(1c)
together with the IMP controller of (5) and reference
system of (4). Collectively, they are expressed as (where
reference of i is dropped)
[
x(t+ 1)
ω(t+ 1)
]
=
[
A+BK BL
0 S
][
x(t)
ω(t)
]
(13)
u(t) =
[
K L
] [ x(t)
ω(t)
]
∈ U ∀t (14)
The MCAI of this system, O∞, is
O∞ ={(x(0), ω(0)) : Kx(t) + Lω(t) ∈ U ∀t,
(x(t), ω(t)) given by (13)} (15)
Clearly, (13) is an unstable system since S is unstable. In
general, MCAI sets for unstable systems do not exist as
state trajectories go unbounded from almost all initial
states. Under the IMP framework with the appropriate
assumptions, a non-empty MCAI set exists and is com-
putable. Using (6), (10) and (11), (13) is expressed as
[
x˜(t+ 1)
ω(t+ 1)
]
=
[
A+BK 0
0 S
][
x˜(t)
ω(t)
]
(16)
In addition, ω1(t) is unbounded ( property (ii) of Lemma
2) and Γ1 = 0 (property (ii) of Lemma 3), (13) - (14)
can be simplified to
[
x˜(t+ 1)
ω2(t+ 1)
]
=
[
A+BK 0
0 1
] [
x˜(t)
ω2(t)
]
(17)
u(t) =
[
K Γ2
] [ x˜(t)
ω2(t)
]
∈ U ∀t (18)
where the unbounded state of ω1(t) is omitted. Note that
(17) is a Lyapunov stable system which, together with
assumptions (A2)-(A4) and
((A9) System (17)-(18) is observable.
satisfy all the conditions (Gilbert and Tan, 1991) needed
for the existence of a non-empty MCAI set. With (A4),
this MCAI set is a polytope, contains the origin in its in-
terior, computable via an iterative procedure that termi-
nates in a finite number of steps (Theorem 5.1 of Gilbert
and Tan (1991)) and has an expression of
O˜∞ = {(x˜, ω
2) ∈ Rn × R : H˜xx˜+ H˜wω
2 ≤ 1} (19)
for some matrices H˜x ∈ Rℓ×n, H˜w ∈ Rℓ. Note that for a
given (x˜, ω2) the choice of ω1 is not uniquely determined
in (19) since it is satisfied by any ω1 and x such that
x˜ = x − Π1ω1 − Π2ω2. Of course, ω1 is unique if x is
known. Hence, when (x˜, ω) is transformed back to (x, ω),
(19) becomes
O∞ = {(x, ω) ∈ R
n × Rnw : Hxx+Hwω ≤ 1} (20)
whereHx := H˜x andHw := [−H˜xΠ1 −H˜xΠ2+H˜w] ∈
R
ℓ×nw . Several properties related to this set are now
given in the next lemma.
Lemma 4 Assume (A2) - (A5), (A6), (A7)-(A9) hold
for a single system. The system of (13)-(14) has the
following properties: (i) O∞, as stated by (20), ex-
ists; (ii) (x(t), ω(t)) ∈ O∞ and u(t) ∈ U for all t
for any (x(0), ω(0)) ∈ O∞; (iii) ω(t) = Stω(0) and
limt→∞x(t) = ΠS
tω(0) for (x(0), ω(0)) ∈ O∞; (iv)
Suppose (x(t), ω(t)) = (Πη, η) ∈ O∞ for some η and
some t, then (x(t+1), ω(t+1)) = (ΠSη, Sη); (v) O∞ is
an unbounded subset of Rn+nw .
Proof: (i) The existence and non-emptiness of O∞ fol-
lows from the existence and non-emptiness of O˜∞, given
byTheorem5.1 of Gilbert andTan (1991) under assump-
tions (A2)-(A4) and (A9). (ii) That (x(t), ω(t)) ∈ O∞
for all t follows becauseO∞ is an invariant set. SinceO∞
is also constraint admissible by construction, u(t) ∈ U
of (18) holds for all t. (iii) Expression of ω(t) follows di-
rectly from the second equation of (13) and the value
of limt→∞x(t) is a consequence of (i) of Lemma 1. (iv)
Since Π satisfies (8a) with L defined by (6). Using these
in (13) yield x(t + 1) =
[
A+BK BL
] [ Π
Inw
]
η =
[AΠ + BΓ]η = ΠSη for any η. In addition, ω(t + 1) =
Sω(t) establishes (x(t + 1), ω(t + 1)) = (ΠSη, Sη). (v)
Property (iii) states that x(t) → Πω(t) or x˜(t) → 0.
Since S satisfy (A6), ω1(t) = ω1(0) + ω2(0)ht. Hence,
x(t) = x˜(t)+Π1ω1(t)+Π2ω2(t)→ Π2ω2(0)+Π1(ω1(0)+
htω2(0)) as t→∞. This shows the O∞ is unbounded. ✷
Four other sets associated with the O∞ set are needed:
the set of feasible ω at a given x, the set of feasible x for a
given ω, the set of admissible ω and the set of admissible
x given by
W (x) : = {ω : Hxx+Hwω ≤ 1} (21)
X (ω) : = {x : Hxx ≤ 1−Hwω} (22)
W∞ : = {ω ∈ R
nw : ∃x such that (x, ω) ∈ O∞} (23)
X∞ : = {x ∈ R
n : ∃ω such that (x, ω) ∈ O∞} (24)
As stated above, W∞ and X∞ are orthogonal projec-
tions of O∞ onto the ω and x spaces respectively. The
set W∞ is needed to construct admissible u(t) and a
more concrete characterization is needed. Using prop-
erty (i) of lemma 1 in the expression of (19) yieldsW∞ =
{(ω1, ω2) ∈ R2 : H˜ωω2 ≤ 1} or
W∞ : = {(ω
1, ω2) ∈ R2 : ω2 ≤ ω2 ≤ ω2} (25)
for some lower and upper bounds, ω2 and ω2 respec-
tively. With the characterizations ofW∞ and X∞, a few
observations are given.
Remark 1 As a definition, (24) does not admit a clear
geometrical interpretation of X∞. One that does is to
consider a different coordinate transformation by letting
xˆ = x−Π1ω1. The expression of (19) can be rewritten as
H˜x(x−Π1ω1)+(H˜w−H˜xΠ2)ω2 ≤ 1, or, Hˆxxˆ+Hˆwω2 ≤
1
This, together with (25), form a combined system of

Hˆx Hˆw
0 1
0 −1


(
xˆ
ω2
)
≤


1
ω2
−ω2

.
Let the orthogonal projection of the set above onto the
space of xˆ be G∞ := {xˆ : Gˆxxˆ ≤ 1}. When converted
back to the original x space, one gets X∞ = {x : Gˆx(x−
Π1ω1) ≤ 1, ω1 ∈ R} which is equivalent to X∞ = G∞ ⊕
{span(Π1)} in set notation. An example of X∞ for a
choice of Π1 is depicted in Figure 1.
Remark 2 The point (0, η2) ∈ O˜∞ is an equilibrium
point of (17) and it corresponds to (Πη, η) in the original
(x, ω) coordinate with η = (η1, η2) ∈ W∞. This has the
following interpretation: For any (x(0), ω(0)) ∈ O∞, the
use of u(t) = Kx(t)+Lω(t) in (1a) drives (x(t), ω(t)) to
the equilibrium point (Πω(t), ω(t)) of (17) with u(t) ∈ U
for all t.
Fig. 1. Depiction of X∞ as G∞ ⊕ {span(Π
1)} for a typical
system with Π1 = [1 0]′
Remark 3 The constraints on ω2 given by (25) define
the maximum time rate of change of ω1(t) under (A6)
for a given U . Since yr(t) = Qω(t), any yr(t) that has
a time rate of change greater than ω2 or less than ω2 is
untractable by u(t) ∈ U using the IMP approach.
Remark 4 Since S contains eigenvalue of 1, the com-
putation of O˜∞ may require many iterations to reach
termination. This problem and steps to minimize its ef-
fect have been discussed in Section V of Gilbert and Tan
(1991) andGilbert andOng (2011). Specifically, a slightly
truncated constraint
Wǫ = {(ω
1, ω2) ∈ R2 : H˜ωω
2 ≤ 1− ǫ}
= {(ω1, ω2) ∈ R2 : ω2 + ǫ ≤ ω2 ≤ ω2 − ǫ} (26)
for some ǫ > 0 is used. This truncated set is used in all
results henceforth.
4.2 The Reference Governor
Consider a single system of (1a) with the control input
given by (5). Clearly, the value of ω(t) of (5) can be
seen as the reference input to this system. Suppose out-
put of this single system is to track a function r(t) ∈
R
nw , the reference/command governor (Casavola et al.,
2004; Gilbert and Kolmanovsky, 2002; Gilbert and Ong,
2011) regulates the transition of the ω(t) towards r(t)
so that constraint (1c) is satisfied at all time while keep-
ing ω(t) as close to r(t) as possible. See Figure 2 for a
depiction of the block diagram arrangement of the com-
mand/reference governor within the system having IMP
as the controller. The reference governor (RG) used here
Fig. 2. Plots of block diagram arrangement of the reference
governor.
defers from the conventional approach because of the
presence of the unstable S. Suppose the affine function
r(t) = Str(0), the reference governor requires an addi-
tional state, α ∈ Rnw given by
α(t) = (1− µ∗)α(t− 1) + µ∗S−tr(t), α(0) = α0 (27)
where α0 ∈ Wǫ is an appropriate starting point and µ
∗
is a function of (x(t), r(t), α(t − 1)) obtained from the
solution of the following Linear Programming problem
µ∗i (x(t), r(t), α(t − 1)) := argmaxµ,αµ∈Rnw µ (28a)
αµ = (1 − µ)α(t− 1) + µS
−tr(t) (28b)
HwS
tαµ ≤ 1−Hxx(t) (28c)
0 ≤ µ ≤ 1 (28d)
Note that the scalar µ defines points on the line segment
with endpoints α(t − 1) and r(0). Maximizing µ corre-
sponds to αµ moving farthest along the line segment to-
wards r(0) while remaining inW (x(t)). Having obtained
µ∗ from (28), α(t) is given by (27) and the control input
to the single system is
u(t) = Kxi(t) + LS
tα(t) (29)
The choice of α0 is obtained from
α0(r(0), x(0)) = argminα{‖α− r(0)‖
2
2 :
Hxx(0) +Hwα ≤ 1, α ∈Wǫ} (30)
although some other choices of the cost function can be
used. The properties of the command governor are given
next.
Theorem 1 Suppose (A2) - (A5), (A6), (A7) - (A9)
are satisfied and consider a single system of (1a) with
x(0) ∈ X∞, r(t) = Str(0), r(0) ∈ Wǫ is a given reference
function. Let u(t) be given by (29) where α(t) is given
by (27) with µ∗ obtained from (28) and α(0) from (30).
Then: (i) α(t) exists and u(t) ∈ U for all t ∈ Z+. (ii)
There exists a tf ∈ Z+ such that α(t) = r(0) for all
t ≥ tf and hence, Stα(t) = r(t) for all t ≥ tf (iii) x(t)
approaches Πr(t) exponentially.
Proof: (i) The existence ofα(t) depends on the existence
of µ∗ at each time t (hereafter denoted by µ∗(t)). We
begin with α0. Since x(0) ∈ X∞, the set of α such that
Hxx(0) + Hwα ≤ 1 is non-empty. This, together with
the fact that ‖α− r(0)‖22 is continuous in α means that
α0 exists. The state α(t) for all t ≥ 1 also exists since
µ∗(t) exists as the Linear Programming problem of (28)
has at least one feasible point of µ = 0. The fact that
u(t) ∈ U follows from property (ii) of Lemma 4 because
(x(t), Stαµ) ∈ O∞ as imposed by (28c).
(ii) A few properties of (28) are first established. When
µ∗(t) = 1 for some t = t1, the value of αµ of (28b)
at time t1 is αµ = S
−t1r(t1) = r(0). This also means
that α(t1) = r(0) by (27). For t = t1 + 1, it is easy to
verify that αµ = r(0) in (28b) for all values of µ ∈ [0, 1]
because α(t1) = r(0). Using this reasoning, it follows
that µ∗(t) = 1 and α(t) = r(0) for t > t1. When this
happens, the proof is complete. If µ∗(t) > ǫ for all t and
for some ǫ > 0, then the α(t) will reach r(0) at some
finite t, in which case, the result of the case of µ∗(t) =
1 will apply. The only case when the stated property
does not hold is when the sequence {µ∗(t)} → 0 and
{α(t)} → α¯ with α¯ 6= r(0). This case is now shown to be
not possible by contradiction. We begin by showing that
the optimal µ∗ of (27) when {µ∗(t)} → 0 is determined
by constraint (28c). This is so because (28b) is always
satisfied since αµ is an intermediate variable and (28d)
is a bound of µ with 0 being the lower bound while the
objective is to maximize µ. This implies that at least
one of the inequalities of (28c) holds as an equality. The
contradiction is to show that this is not true and that
all inequalities of (28c) are strict.
Since {µ∗(t)} → 0 as t → ∞, this implies, from (28b),
that α(t) → α¯ for some α¯ ∈ co{α(0), r(0)}, α¯ 6= r(0).
This also implies that {u(t)} → Kx(t)+LStα¯ and, from
property (i) of Lemma 1, {x(t)} → ΠStα¯. When this
happens, equation (28c) becomes
Hxx(t) +HwS
tα(t) ≤ 1
⇔Hxx(t) + [−HxΠ
1 H˜w −HxΠ
2]Stα(t) ≤ 1
⇔Hxx(t)−Hx[Π
1 Π2]Stα(t) + H˜w[S
tα(t)]2 ≤ 1
⇔Hx(x(t)−ΠS
tα(t)) + H˜w[S
tα(t)]2 ≤ 1
Since α(t) → α¯ and x(t) → ΠStα¯, it follows that for
sufficiently large t, (x(t)−ΠStα(t))→ 0. This, together
with the fact that [Stα(t)]2 = α2(t), implies that
H˜wα
2(t) ≤ 1
However, since both r(0), α(0) ∈ Wǫ, and that Wǫ is
a tightened convex set of W∞, (α
1(t), α2(t)) ∈ Wǫ ⊂
int(W∞). This means that H˜wα
2(t) < 1 and none of
the inequalities of (28c) is an equation. This completes
the contradiction. (iii) When α(t) = r(0) for some t ≥
tf , it follows from (ii) of Lemma 4 that x(t) → Πr(t)
exponentially. 
5 The Multi-agent case
The case of multi-agent is now considered. All sets, vec-
tors, matrices and other notations discussed in Section
4 that are for a single agent are now appended with an
index corresponding to a specific agent in this section.
For consensus among the outputs of all the N agents to
be possible it is clear that ωi(t) needs to reach consensus
for all i ∈ ZN . This, together with the fact that ωi(t) ∈
W iǫ for constraint admissibility, means that a necessary
assumption for consensus is
(A10): ∩iW iǫ 6= ∅.
This assumption can be easily satisfied if the origin is
in the interior of W iǫ for each i, a condition that can be
ready verified from the expression of W iǫ . It is also easy
to see that if (A10) is violated, consensus is not possible
in the presence of constraint (5).
The consensus of ωi(t) is now discussed. In the form of
(3a), ωi(t) reaches consensus as given in Lemma 2. How-
ever, the consensus value reached may not be feasible to
the constraints of all agents. For constraint satisfaction
and consensus, it is required that
lim
t→∞
ωi(t) = ω¯(t) and ω¯(t) ∈ ∩i∈ZNW
i
ǫ∀i ∈ Z
N (31)
where the non-emptiness of ∩i∈ZNW
i
ǫ is ensured by
(A10). To achieve (31), the system of (3a) is replaced by
ωi(t+ 1) = ProjW iǫ (S(ωi(t)−
∑
j∈N(i)
αij(t)(ωj(t)− ωi(t)))),
(32)
for all i ∈ ZN where ProjW (µ) := argminω{‖µ −
ω‖2|ω ∈ W}. The consensus of ωi(t) having the prop-
erty of (31) is now shown.
Lemma 5 Suppose (A1), (A6) and (A10) are satisfied,
ωi(t), i ∈ ZN of (32) reaches consensus satisfying (31).
Proof : Since S under (A6) is of the form St =
(
1 ht
0 1
)
,
the second equation of (32) can be written as
ω2i (t+ 1) = Proj
Ωi
((ω2i (t)−
∑
j∈N(i)
αij(t)(ω
2
j (t)− ω
2
i (t))))
(33)
where Ωi = {γ ∈ R : ω2i + ǫ ≤ γ ≤ ω
2
i − ǫ} with
ω2i , ω
2
i being the limits on ω
2 given in (26) for agent i.
This is a constrained consensus problem which has been
shown (Nedic´ et al., 2010; Lin and Ren, 2014) to reach
consensus asymptotically for all i ∈ ZN with a consensus
value of ω¯2 ∈ ∩iΩi provided that the switching of the
communication graph satisfies (A1) and that ∩iΩi 6= ∅
under (A10).
To show that ω1i (t) also reaches consensus in (32), con-
sider (32) for t after ω2i (t) has reached consensus. Using
the transformation zi(t) := S
−tωi(t), it follows that
zi(t+ 1) = S
−(t+1)ωi(t+ 1)
= S−(t+1) Proj
W iǫ
(S(ωi(t)−
∑
j∈N(i)
αij(t)(ωj(t)− ωi(t))))
= S−(t+1) Proj
W iǫ
St+1(zi(t)−
∑
j∈N(i)
αij(t)(zj(t)− zi(t)))
= zi(t)−
∑
j∈N(i)
αij(t)(zj(t)− zi(t))) (34)
where the last equation above follows from the fact that
ProjW iǫ β(t) = β(t) if β(t) ∈ W
i
ǫ . This last condition
holds since S andW iǫ have special structure under (A6)
and (26) and t is after the convergence of ω2i (t) to ω¯
2 with
ω¯2 ∈ ∩iΩi. The expression of (34) is the standard con-
sensus problem and zi(t) reaches consensus asymptoti-
cally when the switching communication graph satisfies
(A1). When zi(t) reaches consensus, it follows from the
transformation that ωi(t) also reaches consensus with
(31) holding. 
With this result, the overall algorithm for consensus
reaching of (1a) is now stated.
Algorithm I:
Initialization: Given xi(0) ∈ X˜
i, compute αi(0) using
(30).
At each discrete time t ∈ Z+ , each agent i does the
following steps from (i) to (iv):
(i) Invokes the reference governor by solving the linear
optimization problem of (28). Let µ∗i (t) be its optimal
solution and compute αi(t) based on (27).
(ii) Computes ui(t) based on (29) and applies as input to
the ith system of (1a)-(1b).
(iii) Receives ωj(t) from all j ∈ Ni(t). Compute ωi(t+ 1)
using (32).
(iv) Sends ωi(t+ 1) to its neighbors.
The properties of Algorithm I are now stated.
Theorem 2 Suppose Assumptions (A1)-(A5), (A6),
(A7)-(A10) hold and that xi(0) ∈ X˜ i for all i ∈ ZN . Sys-
tem 1 following Algorithm 1 above has the following prop-
erties for all i ∈ ZN : (i) there exists a ω¯(t) ∈ ∩i∈ZNW
i
ǫ
such that ωi(t) approaches ω¯(t) asymptotically and a
ω¯0 ∈ ∩i∈ZNW
i
ǫ such that ω¯(t) = S
tω¯0. (ii) ui(t) ∈ Ui for
all t ; (iii) there exists a finite tf such that αi(t) = ω¯
0
for all t ≥ tf and xi(t) → ΠiStω¯0 (iv) yri (t) approaches
QStω¯0 and yi(t) approaches y
r
i (t) exponentially.
Proof: (i) This result of ω¯(t) reaches consensus follows
from the result of Lemma 5. Since ω¯(t) ∈ ∩i∈ZNW
i
ǫ , it is
easy to verify that S−tω¯(t) ∈ ∩i∈ZNW
i
ǫ because of the
special structure of W iǫ . In addition, ω¯(t + 1) = Sω¯(t)
from Lemma 2 and the special structure of S means that
ω¯0 := S−tω¯(t) is a constant. This establishes the second
part of the property. (ii) Step (ii) of Algorithm I ensures
that ui(t) is obtained from (29) and that (x(t), S
tα(t)) ∈
Oi∞ because of (28c). Since O
i
∞ is constraint admissible,
it follows from property (ii) of Lemma 4 that ui(t) ∈ Ui
for all t. (iii) When ωi(t) reaches consensus, it follows
from property (i) above that ω¯(t+1) = Sω¯(t). Consider
t after the time where ωi(t) has reached consensus, the
setting of each individual system is exactly that given by
Theorem 1 (with r(t) of Theorem 1 replaced by wi(t)).
Hence, this property is the combination of properties (ii)
and (iii) of Theorem 1. (iv) When x(t) → ΠiStω¯0, it
follows from Lemma 1 that yri (t)→ QS
tω¯0 and yi(t)→
yri (t) exponentially for all i.
6 Enlarging the Domain of Attraction
Theorem 2 applies to the case where xi(0) ∈ X i∞. This
can be restrictive for some systems especially when the
‘size’ of X i∞ is small due to a high value of K. This sec-
tion shows how this limitation can be circumvented for
the common case where
(A11)Ai is Lyapunov stable and has 1 as a simple eigen-
value.
The basic idea is to use a different control law when
xi(t) /∈ X i∞ to drive xi(t) into X
i
∞. Once xi(t) ∈ X
i
∞,
the control law of steps (i) and (ii) of Algorithm I is then
used.
Lemma 6 Assume (A11) holds and thatO∞ exists such
that X∞ is defined by (24). Then, R(Π1) ⊆ X∞ where
R(Π1) is the Range space of Π1.
Proof: Let z ∈ R(Π1). This implies that there exists
an α ∈ R such that z = Π1α. Choose ω = [α 0]′. It
follows from (20) that Hx(Π
1α) +Hw(ω) = Hx(Π
1α)−
[H˜xΠ
1 − H˜xΠ2 + H˜w]
(
α
0
)
= 0 which implies that
(z, ω) ∈ O∞. Hence, z ∈ X∞. 
The design of the control law follows from the fact that
Π1i is the eigenvector of Ai for the eigenvalue of 1 from
(12a). Hence, by expressing Ai as TΛT
−1 when ui(t) =
0, we have
lim
t→∞
xi(t) = lim
t→∞
TΛT−1xi(0)
= lim
t→∞
n∑
j=1
qjλjµ
j
i (0) = Π
1
iµ
j
i (0)
where µi(0) = T
−1xi(0) and qj is the j
th eigenvector
of eigenvalue λj . The convergence of xi(t) above fol-
lows since |λj | < 1 for all j except for λj = 1 with
the corresponding eigenvector Π1i . This means that set-
ting ui(t) = 0 leads to x(t) approaches some point in
R(Π1i ) ⊆ X
i
∞ where the last set inclusion follows from
Lemma 6.
With the above observation, the overall algorithm is now
given.
Algorithm II:
Initialization: Given xi(0).
At each discrete time t ∈ Z+ , agent i does the follow-
ing steps from (i) to (v):
(i) Check if xi(t) ∈ X i∞. If yes, go to step (iia). Otherwise,
go to step (iib).
(iia) If α(t−1) is empty, compute α(t−1) using (30). In-
voke the reference governor by solving the linear op-
timization problem of (28). Let µ∗i (t) be its optimal
solution and update αi(t) based on (27). Computes
ui(t) based on (29).
(iib) let ui(t) = 0.
(iii) apply ui(t) as input to the i
th system of (1a)-(1b).
(iv) Receives ωj(t) from all j ∈ Ni(t). Compute ωi(t+ 1)
using (32).
(v) Sends ωi(t+ 1) to its neighbors.
Remark 5 The set X i∞ appears in step (i) above for
notational convenience. The characterization of X i∞ is
not needed in the implementation of the Algorithm II.
Specifically, xi(t) ∈ X i∞ is replaced by the existence of
ρ such that (xi(t), ρ) ∈ Oi∞. Of course, the testing of
this condition can also be combined into step (iia) of
Algorithm II in the form of ming{‖g − ωi(t)‖2 : g ∈
Wi(xi(t))}. Clearly, the quadratic program has a solution
if and only if xi(t) ∈ X
i
∞.
7 Numerical Examples
The example given here is based on the continu-
ous time example used in Wieland et al. (2011). It
has N = 4, pi = 1 and ni = 3 for all i with the
continuous-time agent converted to discrete-time with
a Zero-Order-Hold sampler at a sampling period of
h = 0.37. The graph G(t) switches among 4 graphs
in the cyclic order of G1 to G4 where each Gi has
unit diagonal entries and zero otherwise except for
P22(G1) = P33(G2) = P44(G3) = P11(G4) = 0.6,
P23(G1) = P34(G2) = P41(G3) = P12(G4) = 0.4.
Note that the union of G1 to G4 satisfies (A1). The
constraint set Ui = {ui : |ui| < 1} The dynamics of
the four systems are : A1 =


1 0.37 0.0607
0 1 0.3039
0 0 0.6907

, A2 =


1 0.37 0.0272
0 1 0.0975
0 0 0.0247

, A3 =


1 0.3036 0.0487
0 0.5134 0.2062
0 −2.0623 0.1009

, A4 =


1 0.363 0.0537
0 0.9463 0.2556
0 −0.2556 0.4352

; B1 = [0.0077 0.0607 0.3093]′,
B2 = [0.0082 0.0545 0.1951]
′, B3 = [0.0066 0.0487
0.2062]′, B4 = [0.007 0.0537 0.2556]
′; C1 = C2 =
C3 = C4 = [1 0 0]; Π1 = Π2 = Π3 = Π4 =


1 0
0 1
0 0

.
Using them with S of (A6), Γ1 = Γ2 = [0 0],
Γ3 = [0 10], Γ4 = [0 1], K1 = [−2.3383 −
6.8423 − 4.5499], K2 = [−3.7074 − 10.541 −
2.921], K3 = [−3.1011 0.9655 − 3.8339], K4 =
[−2.7975 −7.1542 −4.4122];L1 = [2.3383 6.8423],
L2 = [3.7074 10.541], L3 = [3.1011 9.0345], L4 =
[2.7975 8.1542]; Q = [1 0] for all i. Note that A1, A2
are unstable while A3, A4 are Lyapunov stable with a
simple eigenvalue at 1. In addition, W 2∞ = W
1
∞ = R
2,
W 3∞ = {(w
1, w2) ∈ R2 : −0.1 < w2 < 0.1} and
W 4∞ = {(w
1, w2) ∈ R2 : −1 < w2 < 1}. The ini-
tial conditions are: x1(0) = [23 − 0.5 − 0.2]′,
x2(0) = [22 −0.3 −0.1]′, x3(0) = [65 −0.3 0.22]′,
x4(0) = [62 − 63 74]′ w1(0) = [24.457 − 7.113]′,
w2(0) = [2.08 22.42]
′, w3(0) = [28.9 0.0793]
′,
w4(0) = [42.6538 0.8]
′. Note that x3(0) /∈ X 3∞ such
that the procedure of section 6 is used.
The plot of yi(t) and y
r
i (t) are shown in Figure 3(a) and
3(b) respectively. Clearly, Figure 3(a) shows that con-
sensus is reached for yi(t) while 3(b) shows the same for
yri (t). Of particular interest is the initial wavy motion of
y3(t) for small values of t. It corresponds to the switch-
ing between two control laws as described in Step (ii)
of Algorithm II since x3(0) /∈ X 3∞. Notice also the rapid
switches of yri (t) in Figure 3(b) for the initial values of
t resulting from the projection operations of ωi(t) into
W iǫ . The fact that y
r
i (t) reaches consensus among all i
and follow the reference model is as predicted in prop-
erty (i) of Theorem 2. The corresponding plots of ui(t)
are depicted in Figure 4 and clearly show that ui(t) ∈ Ui
for all i and all t.
8 Conclusions
This paper describes the procedure for achieving output
consensus among heterogeneous agents where each agent
is subject to constraints on its inputs in a multi-agent
environment. The communication among agents is de-
scribed by a time-varying directed graph. The approach
is based on the Internal Model Principle where a specific
unstable reference model is used and for a large common
family of agents. One significant novelty of the approach
is the characterization of the maximal constraint admis-
sible invariant (MCAI) set for the unstable combined
system. Using this set, consensus and constraint admis-
sibility is achieved via a two-step optimization process,
the first is a projection step that brings the reference in-
puts to the common feasible input space of all agents,
the second is a novel reference/command governor that
ensures satisfaction of constraints of each agent. Both
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convergence to consensus and constraint admissibility
are proved under reasonably mild assumptions.
References
M. Mesbahi and M Egerstedt. Graph Theoretic Methods
in Multiagent Networks. Princeton Series in Applied
Mathematics, 2010.
P. Lin and W. Ren. Constrained consensus in unbal-
anced networks with communication delays. IEEE
Trans. Automatic Control, 59(3):775–781, 2014.
A. Nedic´, A. Ozdaglar, and P. A. Parrilo. Constrained
consensus and optimization in multi-agent networks.
IEEE Transactions on Automatic Control, 55(4):922–
938, 2010.
L. Scardovi and R. Sepulchre. Synchronization in net-
works of identical linear systems. Automatica, 45(11):
2557–2562, 2009.
W. Ren. On consensus algorithms for double-integrator
dynamics. IEEE Trans. Automatic Control, 53(6):
1503–1509, 2008.
P. Wieland, R. Sepulchre, and F. Allgower. An inter-
nal model principle is necessary and sufficient for lin-
ear output synchronization. Automatica, 47(5):1068–
1074, 2011.
T. Yang, Z.Meng, D. V. Dimarogonas, andK.H. Johans-
son. Global consensus for discrete-time multi-agent
systems with input saturation constraints. Automat-
ica, 50(2):499–506, 2014.
Q. Wang, Y. Changbin, and H. Gao. Synchronization
of identical linear dynamic systems subject to input
saturation. Systems & Control Letters, 64(-):107–113,
2014.
Z. Meng, Z. Zhao, and Z. Lin. On global leader-following
consensus of identical linear dynamic systems subject
to actuator saturation. Systems & Control Letters, 62
(2):132–142, 2013.
E.G. Gilbert and K. T. Tan. Linear systems with state
and control constraints: The theory and application of
maximal output admissible sets. IEEE Transactions
on Automatic Control, 36:1008–1020, 1991.
E.G. Gilbert and C. J. Ong. Constrained linear systems
with hard constraints and disturbances: An extended
command governor with large domain of attraction.
Automatica, 47(2):334–340, 2011.
F. Blanchini. Set invariance in control. Automatica, 35
(11):1747–1767, 1999.
M.Dehghan andOngC.J. Discrete-time switching linear
system with constraints: Characterization and com-
putation of invariant sets under dwell-time consider-
ation. Automatica, 48(5):964–969, 2012.
N. Athanasopoulos and R. M. Jungers. Combinatorial
methods for invariance and safety of hybrid systems.
Automatica, 98:130–140, 2018.
Z. Wang, R.M. Junger, and C. J. Ong. Computation of
the maximal invariant set of linear systems with quasi-
smooth nonlinear constraints. In Proceedings of the
European Control Conference, page 38033809, -, 2019.
D. Q. Mayne, J. B. Rawlings, C. V. Rao, and P. O. M.
Scokaert. Constrained model predictive control: Sta-
bility and optimality. Automatica, 36(6):789–814,
2000.
PaulTrodden. A one-step approach to computing a poly-
topic robust positively invariant set. IEEE Transac-
tions on Automatic Control, 61(12):4100–4105, 2016.
C. J. Ong and E. G. Gilbert. The minimal disturbance
invariant set: Outer approximations via its partial
sums. Automatica, 42(9):1563–1568, 2006.
A. Casavola, E. Mosca, and M. Papini. Control un-
der constraints: an application of the command gover-
nor approach to an inverted pendulem. IEEE Trans-
actions on Control Systems Technology, 12:193–204,
2004.
E. Garone, S. D. Cairano, and I. Kolmanovsky. Refer-
ence and command governors for systems with con-
straints: A survey on theory and applications. Auto-
matica, 75:306–328, 2017.
I. Kolmanovsky, U. Kalabic, and E.G. Gilbert. Devel-
opments in constrained control using reference gover-
nors. In IFAC Proceedings, volume 45, pages 282–290,
2012.
U. Kalabic, I. Kolmanovsky, and E.G. Gilbert. Reduced
order extended command governor. Automatica, 50:
1466–1472, 2014.
E. Gilbert and I. Kolmanovsky. Nonlinear tracking con-
trol in the presence of state and control constraints:
a generalized reference governor. Automatica, 38(-):
2063–2073, 2002.
B. Francis and Wonham W. The internal model control
principle of control theory. Automatica, 12(5):457–
465, 1976.
H. Knobloch, A. Isidori, and D. Flockerzi. Topics in
Control Theory. DMV Seminar, 1993.
C. J. Ong and W. D. Djati. Consensus of heterogeneous
systems with constraints in a switching network - a
governor approach. In Proceedings of 58th Confer-
ence on Decision and Control, pages 3718–3723, Nice,
France, 2019.
L. Moreau. Stability of multiagent systems with time-
dependent communication links. IEEE Trans. Auto-
matic Control, 50(2):169–182, 2005.
