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ALMOST SURE BOUNDEDNESS OF ITERATES FOR DERIVATIVE
NONLINEAR WAVE EQUATIONS
SAGUN CHANILLO, MAGDALENA CZUBAK, DANA MENDELSON, ANDREA NAHMOD,
AND GIGLIOLA STAFFILANI
Abstract. We study nonlinear wave equations on R2+1 with quadratic derivative nonlinearities,
which include in particular nonlinearities exhibiting a null form structure, with random initial
data in H1x × L
2
x. In contrast to the counterexamples of Zhou [74] and Foschi-Klainerman [23],
we obtain a uniform time interval I on which the Picard iterates of all orders are almost surely
bounded in Ct(I ; H˙
1
x).
1. Introduction
We consider systems of derivative nonlinear wave equations given by
uI =
∑
J,K
∂uJ∂uK ,(1.1)
where we use ∂ to denote a first order derivative, i.e. ∂ ∈ {∂t, ∂x1 , ∂x2}. In particular, this class
of equations includes the so-called null-form derivative nonlinear wave equations
uI =
∑
J,K
Q(uJ , uK),(1.2)
where  = −∂2t +∆, (uI) : R2 × R→ Rm, m ∈ 2, 3, . . . and Q is a bilinear form given by
Q0(f, g) = ∂tf∂tg −∇f · ∇g,
Q0j(f, g) = ∂tf∂jg − ∂jf∂tg,
Qij(f, g) = ∂if∂jg − ∂jf∂ig,
where ∂j stands for the spatial derivatives and ∇ for the spatial gradient.
We now give some history of the wave equations with null forms as well as of the more general
derivative nonlinear wave equations. The null forms were introduced by Klainerman [33, 29] (see
also Christodoulou [13]) and nonlinearities exhibiting quadratic derivatives with such null form
structure appear in many physical models and geometric wave equations, such as wave maps, the
Maxwell-Klein-Gordon system, the Yang-Mills equations, the space-time Monopole equation, and
Ward wave maps.
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Wave maps are one of the simplest geometric wave equations and can be viewed as the Minkowski’s
analogue of a harmonic map. We refer the reader, for example to [63, 57, 48, 61, 39, 55, 60, 41, 14]
for some of the pioneering works. The equations are particularly interesting in the two dimensional
case which is energy critical.
The Maxwell-Klein-Gordon system can be viewed as an abelian analogue of Yang-Mills. Fun-
damental contributions to the mathematical analysis of the Yang-Mills gauge theory were made
by Uhlenbeck [67, 66], see also the book of Freed and Uhlenbeck [24] for further discussion. We
also refer the reader to [31, 40, 37, 42, 49, 38, 47, 17, 51] and references therein for more on the
Maxwell-Klein-Gordon and Yang-Mills equations.
TheWard wave map and the space-time Monopole equation were introduced byWard in [68, 69].
The first one is an integrable system in 2 + 1 dimensions while the second one is a space-time
analogue of Bogomolny equations. The Monopole equation can be derived from the anti-self dual
Yang-Mills by a dimensional reduction, and the Ward wave map from the Monopole equation by
choosing a particular gauge. For results on the Cauchy problem for Ward wave maps and soliton
construction see [18, 15, 70, 27]. A broad survey on the space-time Monopole equation is given by
Dai, Terng and Uhlenbeck [19], where, in particular, they show global existence and uniqueness
up to a gauge transformation for small initial data in W 2,1 via a scattering transform. For results
on the Cauchy problem for the Monopole equation, see [16, 8, 64].
Our goal in this note is to study (1.1) from a probabilistic point of view. Our motivation
for this is two-fold. First, as we will see when we detail the deterministic local well-posedness
theory below, in two dimensions there exists a gap in Sobolev space between the scaling invariant
space and the optimal local well-posedness for general quadratic derivative nonlinearities (1.1),
including null-form nonlinear wave equations with Qij and Q0j nonlinearities. In this work we
make progress in bridging this gap. A second reason we have for studying (1.1) is that it serves
as a model problem for (1.2) and the geometric flows described above, and hence this note fits
into a broader program of adapting probabilistic techniques to geometric equations. In many of
these cases, however, one would need to define a new randomization procedure which respects
the geometry of the target manifold, is compatible with gauge transformations and pull-backs,
and which still yields (almost surely) better properties for the solutions. This is largely uncharted
territory and represents an exciting future direction of research which will require many new ideas.
We review the well-posedness results for (1.1) and (1.2). Schematically, we compare these to
the following derivative nonlinear wave equation:
(1.3) u = (∂u)2,
where u : Rd+1 → R, and ∂ is any of the derivatives ∂α, α = 0, . . . , d. Solutions to (1.3) are
invariant under the scaling transformation
u 7→ uλ(t, x) = u(λt, λx)
and the scaling critical regularity, sc =
d
2 , is by definition the regularity such that the correspond-
ing homogeneous Sobolev space H˙sc(Rd) is invariant under the above scaling. In particular, in
dimension d = 2, one has sc = 1, and hence (1.3) is energy critical. Energy methods yield local
well-posedness for s > d2 + 1, and using Strichartz estimates (see [53]) one may improve this to
s > max(d2 ,
d+5
4 ), which is sharp for (1.3) with data in the Sobolev class in light of the coun-
terexamples of Lindblad [44]. Nonetheless, this leaves a gap in dimensions d = 2, 3, 4 between the
optimal regularity in Sobolev spaces and the scaling prediction. In dimension d = 3, this gap was
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closed for data in the Fourier-Lebesgue class [28]. See also [20, 62, 26] for improved estimates in
2D.
By replacing the general product (∂u)2 by one of the null forms, Klainerman and Machedon
demonstrated in [30] that one may lower the regularity required for local well-posedness from
s > 2 to s = 2 for either Q0, Q0j or Qij in dimension d = 3. Subsequently, it was shown in
[32, 35, 36] that in the particular case of (1.2) with a Q0 nonlinearity local well-posedness holds
in Hs(Rd)×Hs−1(Rd) with s > d2 and d ≥ 2, which is almost optimal. Similarly, for the Q0j and
Qij null form nonlinearities, almost optimal local well-posedness can also be achieved in Sobolev
spaces with index s > d2 but in dimensions d ≥ 3 [34] .
In the energy critical setting d = 2, the situation is more delicate for the Q0j and Qij null
form nonlinearities. The best known result in Sobolev spaces was achieved by Zhou [74], who
proved local well-posedness for s > 54 , which we note is still
1
4 away from the scaling critical
regularity. Examination of the first iterate shows that in Sobolev spaces, this is optimal using
iteration methods, see [74, 36, 23] for further discussion. This gap in dimension d = 2 was closed
for data in the Fourier-Lebesgue class in [27].
As mentioned above, our aim is to close this gap between the local well-posedness theory and
the scaling critical regularity in Sobolev spaces with the aid of probabilistic methods. The use of
probabilistic techniques to study the well-posedness of nonlinear dispersive equations was initiated
by Bourgain motivated by the question of the invariance of associated Gibbs measures1. In [4, 5]
Bourgain studied the periodic nonlinear Schro¨dinger equation in one and two space dimensions,
in [6] the Gross-Pitaevskii equation and in [7] the Zakharov system. In particular for the periodic
cubic nonlinear Schro¨dinger equation in two dimensions, Bourgain constructed, for the first time,
sets of supercritical initial data of close to full measure which give rise to local in time solutions,
and then proved almost sure global well-posedness via the invariance of the Gibbs measure.
Following the seminal contributions of Bourgain, extensive progress has been made in recent
years in the study of random data well-posedness of nonlinear dispersive, wave and fluid equations,
both in compact and non-compact settings. In the context of nonlinear wave equations, and after
work by Zhidkov [72], Burq and Tzvetkov considered in [10, 11] the cubic nonlinear wave equation
on a three-dimensional compact manifold. As in the two dimensional result of Bourgain, Burq
and Tzvetkov also constructed sets of supercritical initial data of close to full measure which give
rise to local solutions, and subsequently proved the almost sure existence of global solutions for
the radial problem via the invariance of the associated Gibbs measure. For other probabilistic
results on nonlinear wave equations see for instance [9, 12, 58, 59, 45, 46, 52, 50, 21] and references
therein.
As the randomization of the initial data does not regularize in Sobolev spaces, the free evolution
of the random initial data is almost surely no more regular than the function which was random-
ized. Consequently, the typical scheme employed for the random data local well-posedness theory
in previous works on nonlinear wave and dispersive equations with power-type nonlinearities has
involved re-centering the flow and proving a fixed point argument for the nonlinear component of
the solution. Carrying out this method requires one to gain regularity for the nonlinear compo-
nent of the solution, and it is not clear if this can be done in the current setting of a quadratic
derivative nonlinearity. We also note that it is sometimes possible to further re-center the initial
data in cases where regularity is only gained for certain components of the nonlinearity, see for
instance the recent work of [3].
1 after the works by Lebowitz, Rose and Speer [43], by Glimm and Jaffe [25] and by Zhidkov [73, 72]
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Overview of the main results. We state the main theorem precisely in Section 2. Here we
just give the main idea. We study a scalar version of equation (1.1) given by
(1.4) u = (∂u)2.
We consider a pair of functions (φ0, φ1) ∈ H1(R2)×L2(R2), and we randomize them according to
a unit-scale projection in frequency space. See Section 2 for the precise definition of the random-
ization. We then consider the Picard iterates for (1.4), and show that the n-th iterate, u(n)(x, t),
is almost surely bounded, that is, there exists T sufficiently small such that with probability one,
we have
u(n)(x, t) ∈ Ct
(
[0, T ]; H˙1(Rd)
)
,
for every n ≥ 0; see Theorem 2.1 for the precise statement. The analogous result can be also
obtained for vector-valued equations. See Remark 2.2.
This result should be held in contrast to the deterministic results of Zhou which indicate that
for initial data ϕ ∈ Hs(R2), there is no estimate for the first iterate for s ≤ 54 . More precisely, in
[74, Proposition 5] Zhou proves that given functions f and g which lie in Hs+1(R2) for 0 ≤ s ≤ 14 ,
if we consider
F = cos(t|∇|)f, G = cos(t|∇|)g
then the solution ψ to
ψ = Q12
(
F,G
)
,
(ψ,ψt)
∣∣
t=0
= (0, 0),
fails to be in Hs+1(R2), and in particular, the estimate
‖ψ(t, ·)‖Hs+1 + ‖∂tψ(t, ·)‖Hs ≤ C(t)‖f‖Hs+1‖g‖Hs+1
fails.
Notation and conventions. We denote by C > 0 an absolute constant that depends only on
fixed parameters and whose value may change from line to line. We write X . Y if X ≤ CY
for some C > 0, and analogously for X & Y . Finally, we will use Ff or f̂ to denote the Fourier
transform of a function f .
Organization of paper. In Section 2, we introduce our framework and give a precise statement
of the main result, Theorem 2.1. In Section 3, we collect some probabilistic facts which we will
need in our analysis. In Section 4, we set up the iteration scheme. In Section 5, we establish the
main probabilistic bounds for the iterates, and finally, in Section 6, we prove the main theorem,
Theorem 2.1.
2. Set-up and statement of main results
We introduce the randomization procedure by which we construct the initial data. We will
present the randomization for real-valued initial data which readily generalizes to targets Rm by
randomizing each coordinate according to the procedure described below.
To define the randomized initial data on Euclidean space, we let ψ ∈ C∞c (R2) be a non-negative
function with supp(ψ) ⊂ B(0, 1) and such that∑
k∈Z2
ψ(ξ − k) = 1 for all ξ ∈ R2.
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For every k ∈ Z2, we define the function Pkf : R2 → C for any f ∈ Hs(R2) by
(Pkf)(x) = F−1
(
ψ(ξ − k)fˆ(ξ)
)
(x) for x ∈ R2.
We set φ = (φ0, φ1) ∈ H1(R2) × L2(R2) and we let {(εk, νk)}k∈Z2 be a sequence of identically
distributed independent Rademacher random variables on a probability space (Ω,A,P). We recall
that by definition these are centered random variables which take values ±1 with equal probability.
Define
(2.1) φω =
(
φω0 (x), φ
ω
1 (x)
)
:=
(∑
k∈Z2
εk(ω)Pkφ0(x),
∑
k∈Z2
νk(ω)Pkφ1(x)
)
,
where this quantity is understood as a Cauchy limit in L2(Ω;H1(R2) × L2(R2)). Similar ran-
domizations have previously been used in [71], [45], [2]. Crucially, such a randomization does not
regularize at the level of Sobolev spaces, see [10].
2.1. Statement of main results. We denote the free wave evolution of the initial data φω by
W (t)φω = cos(t|∇|)φω0 +
sin(t|∇|)
|∇| φ
ω
1 .(2.2)
Since the randomization does not regularize in Sobolev spaces, the free evolution of the random
initial data (2.2) remains at regularity H1(R2)×L2(R2). Typically, when studying such problem,
one writes solutions as
(u(t), ∂tu(t)) =
(
W (t)φω, ∂tW (t)φ
ω
)
+ (w(t), ∂tw(t)),
and proves that the nonlinear component (w(t), ∂tw(t)) is almost surely smoother than the random
initial data (this dates back to [5]). In studying (1.4), due to the derivative structure of the
nonlinearity, it is not clear that the solution lies in a smoother space. We instead turn to the
Picard iterates. We define
u(0)(x, t) =W (t)(φω0 , φ
ω
1 )(2.3)
and, setting the notation
A0(·, ·) =
∫ t
0
∂ sin((t− t′)|∇|)
|∇| (·)(·)dt
′,
we define the n-th iterate inductively as
∂u(n) = ∂u(0) +A0(∂u
(n−1), ∂u(n−1)), ∂u(0) =
∑
k
εk(ω)Pk∂W (t)φ =:
∑
k
εk(ω)Fk.(2.4)
Our goal is to prove that almost surely, the iterates for (1.4) are bounded. We are now prepared
to state our main theorem.
Theorem 2.1. Let (Ω,A,P) be a probability space. Let (φ0, φ1) ∈ H1(R2) × L2(R2) and let φω
be as given in (2.1). Let u(0) be the free evolution of φω defined in (2.3) and let the n-th Picard
iterate be as defined in (2.4). Then for any T > 0 sufficiently small, there exists ΣT ⊆ Ω, with
P(ΣT ) = 1, such that for every ω ∈ ΣT and n ≥ 0,(
u(n), ∂tu
(n)
) ∈ Ct([0, T ]; H˙1(R2)× L2(R2)).
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Remark 2.2. Although we prove this for scalar valued equations, the results generalize to vector-
valued equations by considering the terms component-wise. For general initial data with an m-
dimensional target, we consider a probability space (Ω,A,P) and we let {(εk, νk)}k∈Z2 be a sequence
of m-dimensional Rademacher random variables. We then randomize the initial data with multi-
dimensional target by randomizing each coordinate separately. In particular, Theorem 2.1 yields
the same results for systems of derivative nonlinear wave equations, as in (1.1).
Our proof relies on writing the n-th iterate in terms of not only the previous iterate, but on
un-packing it all the way to the free solution. Because the nonlinearity is quadratic, this results in
2n many unit-sized projections of the free solutions interacting together at the n-th iterate level.
By expanding the iterates completely, the randomization will then enable us to use the Bernstein
inequality of Lemma 3.1 below to take advantage of the support properties of each term. We will
also show that the quadratic structure naturally gives rise to a connection with binary trees.
Remark 2.3. An almost identical proof will yield the result in Theorem 2.1 for dimensions three
and four, the only modification being the factor appearing in Proposition 4.9 arising from Bern-
stein’s inequality, see Remark 4.10.
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3. Preliminaries
Here we record some facts which will be of use to us in our analysis. The first is a unit-scale
Bernstein estimate for the projection operators.
Lemma 3.1 (Bernstein inequality [56]). Let 1 ≤ q ≤ p ≤ ∞. There exists a constant C0,
depending only on the dimension n, and p, q such that if f is a function with a support of fˆ
contained in a measurable set E, then
‖f‖Lpx ≤ C0 |E|
1
q
− 1
p ‖f‖Lqx .
Remark 3.2. We apply this in two situations. When we have a single function Pkf , and when
we have a product of j functions Pkif for i = 1, . . . , j and j ≥ 2. In both of these cases, we will
take p = 4 and q = 2. This leads to
‖Pkf‖L4x ≤ C0π
1
4 ‖Pkf‖L2x ,
and
‖Pk1f · · ·Pkjf‖L4x ≤ C0π
1
4 j
1
2‖Pkf‖L2x ,
since the supports are then contained in the ball of radius 1 and j, respectively.
In the sequel, it will be useful to introduce the notation
(3.1) M01 :=
∂ sin((t0 − t1)|∇|)
|∇| ,
where once again we mention that ∂ can be either a spatial derivative or a time derivative. We
will repeatedly make use of the following fact about the multiplier M01.
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Lemma 3.3. The multiplier M01 is bounded on L
2
x, with
‖M01f‖L2x ≤ ‖f‖L2x .
3.1. Large deviation estimates. We begin by recalling a large deviation estimate, which goes
back to the classical work of Kolmogorov, Paley and Zygmund.
Lemma 3.4 ([10, Lemma 3.1]). Let {εk}∞k=1 be a sequence of independent identically distributed
(iid) Rademacher random variables on a probability space (Ω,A,P). Then there exists C > 0 such
that for every p ≥ 2 and every {ck}∞k=1 ∈ ℓ2(N;C), we have
(3.2)
∥∥∥ ∞∑
k=1
ckεk(ω)
∥∥∥
Lpω(Ω)
≤ C√p
( ∞∑
k=1
|ck|2
) 1
2
.
As a consequence of Chebychev’s inequality, there exists α > 0 such that for every λ > 0 and every
sequence {ck}∞k=1 ∈ ℓ2(N;C) of complex numbers,
P
({
ω :
∣∣ ∞∑
k=1
ckεk(ω)
∣∣ > λ}) ≤ 2 exp(−α λ2∑
k |ck|2
)
.
We will also use the following lemma, which can be viewed as a generalization of estimate (3.2)
which allows for nondeterministic coefficients. A version of this lemma appeared in [22], however
we include here a proof of this fact for completeness.
Lemma 3.5. Let {εk}∞k=1 be a sequence of iid Rademacher random variables on a probability space
(Ω,A,P), and let bk be a sequence of random variables which are independent of the {εk}∞k=1. Then
there exists C > 0 such that for all p ≥ 2,∥∥ ∞∑
k=1
εkbk
∥∥
Lpω(Ω)
≤ C√p
∥∥∥∥( ∞∑
k=1
|bk|2
) 1
2
∥∥∥∥
Lpω(Ω)
.(3.3)
Proof. First we observe that by the Monotone Convergence Theorem and the Cauchy criterion
for convergence of infinite series, it is enough to prove the estimate for a finite sum.
Next we will prove the desired inequality for even powers of p, i.e., p = 2j ≥ 2. Using the
independence and that E(εk) = 0, one can easily see that
(3.4)
∥∥ N∑
k=1
εkbk
∥∥p
Lpω(Ω)
=
∑
2k1+···+2kN=2j
∫
(2j)!
(2k1)! · · · (2kN )! |b1|
2k1 · · · |bN |2kN .
Expanding the right hand side of (3.3), we similarly get for p = 2j that
(3.5)
∥∥∥∥( N∑
k=1
|bk|2
) 1
2
∥∥∥∥p
Lpω(Ω)
=
∑
k1+···+kN=j
∫
(j)!
k1! · · · kN ! |b1|
2k1 · · · |bN |2kN .
Thus, comparing the right hand side of (3.4) with (3.5) gives us an estimate with constant
max
j1,...,jN
(2j)!
j!
k1! · · · kN !
(2k1)! · · · (2kN )! .
However
k1! · · · kN !
(2k1)! · · · (2kN )! ≤ 1,
8 S. CHANILLO, M. CZUBAK, D. MENDELSON, A. NAHMOD, AND G. STAFFILANI
so an application of the Stirling’s formula yields then a constant of
(2j)!
j!
= C2jjj .
Noting that the bound does not depend on N , the desired estimate follows in the p = 2j case.
To obtain (3.3) for arbitrary p ≥ 2, note first that for p = 2j +2 one obtains a similar estimate
with C(2j + 2)1/2 for the same constant C appearing above. By interpolation for mixed-norm
spaces, see [1, Section 7, Theorem 2] one obtains the desired inequality (3.3) for 2j < p < (2j+2)
with constant
√
2C
√
p, which yields the desired bound for all p ≥ 2. 
We will also use the following variant of Lemma 4.5 in [65] to bound the probability of certain
subsets of the probability space.
Lemma 3.6. Let F be a real valued measurable function on a probability space (Ω,A,P). Suppose
that there exists α > 0, N > 0, k ∈ N∗ and C > 0 such that for every p ≥ p0 ≥ 1 one has
‖F‖Lpω(Ω) ≤ CN−αp
k
2 .
Then, there exists C1, and c depending on C and p0 such that for λ > 0
P(ω ∈ Ω : |F (ω)| > λ) =: P(Eλ) ≤ C1e−cN
2α
k λ
2
k .
We now state the improved linear estimate for the zeroth iterates.
Proposition 3.7. Let φω be as defined in (2.1), and u(0)(x, t) the zeroth iterate defined in (2.3).
Let 2 ≤ q, r <∞. Then
‖∂u(0)‖LqtLrx(I×R2) <∞
almost surely.
Proof. We have
∂u(0)(t) = ∂W (t)φω = ∂ cos(t|∇|)φω0 + ∂
sin(t|∇|)
|∇| φ
ω
1 .
We only prove the estimate for ∂e±it|∇|φω0 since the other terms, including the term involving φ
ω
1 ,
follow analogously. Let p ≥ max(q, r). Then by Lemma 3.4 and Minkowski’s inequality
‖‖∂e±it|∇|φω0 ‖LqtLrx(I×R2)‖Lpω ≤ ‖‖∂e
±it|∇|φω0 ‖Lpω‖LqtLrx(I×R2)
.
√
p
(∑
k
‖∂e±it|∇|Pkφ0‖2LqtLrx(I×R2)
) 1
2
.
We then use Ho¨lder’s inequality and the unit-scale Bernstein estimate of Lemma 3.1 to obtain
‖‖∂e±it|∇|φω0 ‖LqtLrx(I×R2)‖Lpω .
√
p|I| 1q
(∑
k
‖∂e±it|∇|Pkφ0‖2L∞t L2x(I×R2)
) 1
2
.
√
p|I| 1q
(∑
k
‖|∇|Pkφ0‖2L2x(R2)
) 1
2
,
.
√
p|I| 1q ‖φ0‖H˙1x(R2) ,
and the desired result follows from Lemma 3.6 by writing{‖∂u(0)‖LqtLrx(I×R2) <∞} = ∞⋃
ℓ=1
{‖∂u(0)‖LqtLrx(I×R2) ≤ ℓ}. 
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4. The iteration scheme
To bound the iterates, we will employ the energy estimates for the wave equation, namely
‖u(n)‖L∞t H˙1x + ‖∂tu
(n)‖L∞t L2x . ‖u(0)‖L∞t H˙1x + ‖∂tu
(0)‖L∞t L2x + ‖(∂u(n−1))2‖L1tL2x
= ‖u(0)‖L∞t H˙1x + ‖∂tu
(0)‖L∞t L2x + ‖∂u(n−1)‖2L2tL4x .
Hence, it suffices to obtain bounds for the term
‖∂u(n−1)‖L2tL4x .
To do this, we will perform an analysis based on a precise representation of the iterates, namely
as a sum with products of Rademacher random variables as the coefficients.
In the sequel, to simplify our expression for the iterate expansions, we take φ1 = 0 for our initial
data. We prove a preliminary version of this representation formula in the next proposition, which
we will refine subsequently. In the sequel, we will implicitly regard the indices ki ∈ Z2 as belonging
to N via a fixed bijection.
Proposition 4.1. Let {εk}∞k=1 be the sequence of independent identically distributed Rademacher
random variables used in the definition (2.1). We have the representation
∂u(n) =
2n∑
j=1
∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
,
where ki ∈ N, and for any n ∈ N, and 1 ≤ j ≤ 2n,
G
(n)
k1
:= Fk1 , G
(n)
k1,...,kj
:=
∑
i∈Bj
A0
(
G
(n−1)
k1,...,ki
, G
(n−1)
ki+1,...,kj
)
, j ≥ 2(4.1)
for Fk1 defined in (2.4) and
Bj =
{
i : 1 ≤ i ≤ j − 1 if j ≤ 2n−1, j − 2n−1 ≤ i ≤ 2n−1 if j > 2n−1
}
.
Remark 4.2. We point out that Bj is only defined for j ≥ 2 and it is the collection of indices
i for 1 ≤ i ≤ 2n−1 which can contribute to the term with j Rademacher random variables in the
n-th iterate.
Proof. The expression holds for n = 0. Assume next it holds for n − 1. We then have from the
formula (2.4) that
∂u(n) = ∂u(0) +
2n−1∑
i=1
2n−1∑
j=1
∑
k1,...,ki
∑
ℓ1,...,ℓj
εk1 · · · εkiεℓ1 · · · εℓjA0(G(n−1)k1,...,ki , G
(n−1)
ℓ1,...,ℓj
).
Now, since we are summing over all indices, all terms with i + j many Rademacher random
variables may be grouped together since every combination of coefficients appears in front of all of
them. Consequently, we group terms with the same number of the Rademacher random variables
coefficients, and perform the change of variables i+ j = j. Then with Bj as above, we obtain the
result since Bj contains precisely the indices i which contribute to the j-th term. 
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Next observe that the expression for G
(n)
k1,...,kj
involves j− 1 time integrations and using (4.1) it
can be written as
G
(n)
k1,...,kj
∼
∫
. . .
∫
︸ ︷︷ ︸
j−1 times
G˜
(n)
k1,...,kj
,(4.2)
where
G˜
(0)
k1
:= Fk1 ,
G˜
(n)
k1,...,kj
:=
∑
i∈Bj
M01
(
G˜
(n−1)
k1,...,ki
· G˜(n−1)ki+1,...,kj
)
, n ≥ 1,
with M01 as given by (3.1). This can be seen readily by induction and the formulas above.
We will now describe the structure of the terms in G
(n)
k1,...,kj
more precisely. We observe that
these terms involve time integrals with different iterative structures. In the following proposition,
we will establish that these different contributions are in bijection with a collection of full binary
trees. We recall a full binary tree is a tree where each node (also called a vertex) has either no
children or exactly two children. If a node does not have a child, then it is called a leaf (or a
terminal vertex). If a node has a child, it is called an internal node. We define the height of a
binary tree to be the number of edges between the root and the furthest leaf.
In the sequel for a binary tree τ with j leaves it will be useful to set notation τ = τi ∪ τj−i
where τi and τj−i are the unique trees with i and j − i leaves respectively such that the root of τ
has τi and τj−i as left and right children.
Proposition 4.3. Let n ≥ 0 and 1 ≤ j ≤ 2n. Let T denote the collection of full binary trees.
Then there is an injective map from the terms appearing in G
(n)
k1,...,kj
, mapping terms in (4.1) to
trees with j leaves and j − 1 internal nodes. We denote the image of the map by Tj and we will
write
G
(n)
k1,...,kj
:=
∑
τ∈Tj
G
(n),τ
k1,...,kj
.
Remark 4.4. Analogously to (4.2), we will use the notation
G
(n),τ
k1,...,kj
=
∫
. . .
∫
︸ ︷︷ ︸
j−1 times
G˜
(n),τ
k1,...,kj
.
Remark 4.5. Before the proof, we provide some examples. One example arises from
A0(∂u
(0), A0(∂u
(0), . . . A0(∂u
(0), ∂u(0)))),
and in this case, we have a contribution of
G
(n),τ
k1,...,kj
=
∫ t0=t
0
∫ t1
0
. . .
∫ tj−2
0︸ ︷︷ ︸
j−1 times
G˜
(n),τ
k1,...,kj
dt1 . . . dtj−1.
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This maps to a full binary tree with height j − 1, where each left node is a leaf. Another example
arises from the contribution when j = 2n, and
G
(n),τ
k1,...,kj
=
∫ t
0
∫ t1
0
. . .
(∫ tn−2
0
(∫ tn−1
0
G˜
(n),τ
k1,...,kj
dtn
)2
dtn−1
)2
. . . dt2
2 dt1.
This maps to a full binary tree with height n, and with leaves appearing only at the final level.
Proof of Proposition 4.3. We define the map inductively. Let n ≥ 0, and j = 1, then G(n)k1 = Fk1 ,
so there is no integral, and we map this term to a single node. For j ≥ 2, we place a node whenever
there is an appearance of the integral operator A0, with the left and right children of the node
corresponding to the images of the left and right terms in the bilinear operator. Working out one
more example for n = 1 and j = 2, we have
G
(1)
k1,k2
= A0
(
G
(0)
k1
, G
(0)
k2
)
,
which would map to a binary tree with a single internal node, and two leaves. We now proceed
with the induction.
Let now n ≥ 1, and 2 ≤ j ≤ 2n, then by definition, we have
(4.3) G
(n)
k1,...,kj
=
∑
i∈Bj
A0
(
G
(n−1)
k1,...,ki
, G
(n−1)
ki+1,...,kj
)
.
We take the following formula as the inductive hypothesis
G
(n)
k1,...,kj
=
∑
τ∈Tj
G
(n),τ
k1,...,kj
.
By (4.3) and the inductive hypothesis we have
G
(n+1)
k1,...,kj
=
∑
i∈Bj
A0
(
G
(n)
k1,...,ki
, G
(n)
ki+1,...,kj
)
=
∑
i∈Bj
∑
τi∈Ti
∑
τj−i∈Tj−i
A0
(
G
(n),τi
k1,...,ki
, G
(n),τj−i
ki+1,...,kj
)
.
Since A0 gives an integral, we get a collection of trees where the left child comes from trees in
Ti, and the right child comes from trees in Tj−i giving a tree with i + (j − i) = j leaves, and
i−1+(j− i−1) = j−1 internal nodes. Since the decomposition into two children trees is unique,
this map is injective. 
Corollary 4.6. We have the representation
G
(n),τ
k1,...,kj
=
∫ t0=t
0
. . .
∫ tj−2
0︸ ︷︷ ︸
j−1 times
G˜
(n),τ
k1,...,kj
dt1 . . . dtj−1 ,(4.4)
with
G˜
(0),τ
k1
:= Fk1 ,
G˜
(n),τ
k1,...,kj
:=M01
(
G˜
(n−1),τi
k1,...,ki
· G˜(n−1),τj−iki+1,...,kj
)
,
where the notation τi and τj−i means τi ∈ Ti and τj−i ∈ Tj−i for some trees τi and τj−i with i and
j − i leaves respectively.
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Furthermore, we observe the support of G˜
(n),τ
k1,...,kj
is contained in the ball of radius j.
Let Iτ (t) denote the j−1 iterated time integral which arises in (4.4), that is, Iτ (t) is the number
which we obtain by replacing G˜
(n),τ
k1,...,kj
by 1 in (4.4) and carrying out the time integration.
Lemma 4.7. Let n ≥ 0 and let 1 ≤ j ≤ 2n. For every τ ∈ Tj, we have
Iτ (t) =
tj−1
Cτ
,
and furthermore, we have the recurrence relation
Cτ1 = 1, j = 1,
Cτ = (j − 1)CτiCτj−i , τ 6= τ1, j ≥ 2.
(4.5)
where τ1 denotes the tree with only one node.
Proof. We argue again by induction. The case n = 0 is clear, and by definition, for τ = τi ∪ τj−i
we can represent Iτ as
Iτ (t) =
∫ t
0
dt1Iτi(t1)Iτj−i(t1),
and the result follows from the definition of Cτ and integration. 
It will be useful in the sequel to introduce the notation
C∗τ,j = inf
τ∈Tj
Cτ ,
and we note that the upper bound
C∗τ,2n ≤
n∏
k=1
(2k − 1)2n−k(4.6)
follows from considering the tree of height n.
The next proposition now simply follows from Proposition 4.3 and Lemma 4.7.
Proposition 4.8. Let n ≥ 1 and 2 ≤ j ≤ 2n. Then
‖G(n)k1,...,kj‖L∞t L4x ≤
∑
τ∈Tj
|I|j−1
Cτ
‖G˜(n),τk1,...,kj‖L∞t L4x .
We next turn to establishing a suitable bound for
‖G˜(n),τk1,...,kj‖L∞t L4x .
Proposition 4.9. Let n ≥ 1, and 2 ≤ j ≤ 2n. There exists C > 0 such that for any τ ∈ Tj, we
have
‖G˜(n),τk1,...,kj‖L∞t L4x ≤ C
j−1
2 ·
√
Cτ
j∏
i=1
‖Pkiφ0‖H˙1x ,
where Cτ is given in (4.5).
ALMOST SURE BOUNDS OF ITERATES FOR DNLW 13
Proof. We prove this by induction on n. For n = 1, by definition, Lemma 3.1, Lemma 3.3, and
Ho¨lder, we have
‖G˜(1),τk1,k2‖L4x = ‖M01
(
Fk1 · Fk2
)‖L4x
≤ C0
√
2π
1
4‖M01
(
Fk1 · Fk2
)‖L2x
≤ C0
√
2π
1
4‖Fk1‖L4x‖Fk2‖L4x
≤ C30
√
2π
3
4 ‖Fk1‖L2x‖Fk2‖L2x .
For general n, we similarly have
‖G˜(n),τk1,...,kj‖L4x ≤ ‖M01
(
G˜
(n−1),τi
k1,...,ki
· G˜(n−1),τj−iki+1,...,kj
)‖L4x
≤ C0π
1
4 j
1
2‖M01
(
G˜
(n−1),τi
k1,...,ki
· G˜(n−1),τj−iki+1,...,kj
)‖L2x
≤ C0π
1
4 j
1
2‖G˜(n−1),τik1,...,ki ‖L∞t L4x · ‖G˜
(n−1),τi−j
ki+1,...,kj
‖L4x .
We now let C > 0 be such that
(4.7) C20π
1
2 j ≤ C(j − 1)
for all j ≥ 2. Hence, using the inductive hypothesis and (4.7), we obtain
‖G˜(n),τk1,...,kj‖L4x ≤ C0π
1
4 j
1
2C
i−1
2
√
Cτi
i∏
ℓ=1
‖Pkℓφ0‖H˙1xC
j−i−1
2
√
Cτj−i
j∏
ℓ=i+1
‖Pkℓφ0‖H˙1x
≤ C j−22
√
C(j − 1)CτiCτj−i
j∏
ℓ=i
‖Pkℓφ0‖H˙1x ,
which then yields the result by (4.5). 
Remark 4.10. The factor from Bernstein’s inequality will be C0j
3
4 in dimension three and C0j
in dimension four, in which case we will obtain a modified bound for Proposition 4.9, specifically
the power of Cτ will be 3/4 in dimension three and 1 in dimension four.
We conclude this section by stating the required L2tL
4
x bounds we will rely on in the proof of
the main theorem.
Proposition 4.11. For any n ≥ 0, 1 ≤ j ≤ 2n and G(n)k1,...,kj as above, we have
‖G(n)k1,...,kj‖L2tL4x ≤ |I|
j− 1
2C
j−1
2
1√
C∗τ,j
j∏
i=1
‖Pkiφ0‖H˙1x .(4.8)
Proof. For j = 1, this holds by Proposition 3.7, while for j ≥ 2, this result is a summary of the
previous bounds, together with the fact that the number of full binary trees with j leaves is given
by the j-th Catalan number, which is exponential in j, and hence can be absorbed into the C
j−1
2
factor. 
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5. Proof of main probabilistic bounds
By the discussion at the beginning of Section 4, and in view of Proposition 4.1, the goal of this
section is to establish our main probabilistic bounds for the expression∥∥∥∥∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥∥∥
L2tL
4
x
∥∥∥∥
Lpω
.
This will suffice for establishing bounds on the iterates.
Provided p ≥ 4, we can use Minkowski’s inequality to bring the Lpω norm inside, and hence we
first consider ∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥∥∥
Lpω
.
We group the summation over k1, . . . , kj based on how many distinct indices ki appear, ranging
from r = 1, . . . , j. So for example, when r = j, all the indices are different, while if r = 1, then
all the indices are the same, and the product of the random variables reduces to εjk. Moreover,
we observe that for each r, we ask in how many ways we can distribute j (labeled) indices into r
(unlabeled) groups. Stirling numbers of the second kind provide an answer to this and are labeled
by S(j, r) (more on S(j, r) below). We let Pj,r denote the collection of such distributions. An
element of Pj,r can be identified with ~k to denote a vector of length j, which has r distinct indices
ki appearing αi times so that α1 + α2 + · · ·+ αr = j.
Ultimately we need to estimate∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥∥∥
Lpω
≤
j∑
r=1
∑
~k∈Pj,r
∥∥∥∥ ∑
k1,...,kr,ki 6=kℓ
εα1k1 . . . ε
αr
kr
G
(n)
~k
∥∥∥∥
Lpω
.(5.1)
First we consider one of the terms∥∥∥∥ ∑
k1,...,kr,ki 6=kℓ
εα1k1 . . . ε
αr
kr
G
(n)
~k
∥∥∥∥
Lpω
.(5.2)
We would like to apply Lemma 3.5 to estimate this expression. However, we are not quite yet in
a suitable context since the same random variable may appear in more than one summand. Thus
we follow an argument used in [22].
We fix a large N ∈ N and we let NN := {1, . . . , N}. We will estimate∑
k1,...,kr,ki 6=kℓ, ki∈NN
εα1k1 . . . ε
αr
kr
G
(n)
~k
uniformly in N which will enable us to conclude the desired bound for (5.2). We use the identity
1 =
1
rN−r
∑
I1⊔...⊔Ir=NN
1(k1 ∈ I1) · · · 1(kr ∈ Ir),(5.3)
where I⊔J denote a disjoint union, and the sum is over all such disjoint unions of r-many arbitrary
subsets I1, . . . , Ir of NN . Since the summand is zero if any of the Ii = ∅, we will assume that the
Ii are non-empty. We note that this identity holds for all tuples (k1, . . . , kr) with ki ∈ NN such
that ki 6= kℓ for i 6= ℓ.
ALMOST SURE BOUNDS OF ITERATES FOR DNLW 15
The normalization factor in (5.3) is the number of distinct disjoint unions of NN a fixed tuple
(k1, . . . , kr) with ki 6= kℓ for i 6= ℓ, may appear in. We compute it as follows: we need to allocate
the points
{1, . . . , N} \ {k1, . . . , kr}
to sets I1 ∋ k1, . . . , Ir ∋ kr. There are r-many options for each of the remaining N − r points,
which yields the normalization factor.
Consequently, using (5.3) we can write∑
k1,...,kr,ki 6=kℓ,|ki|≤N
εα1k1 . . . ε
αr
kr
G
(n)
~k
=
1
rN−r
∑
I1⊔...⊔Ir=NN
∑
k1∈I1,...,kr∈Ir
εα1k1 . . . ε
αr
kr
G
(n)
~k
.
We first tackle the case where each αi is odd. We may now use Lemma 3.5 and we define
bk1 =
∑
k2∈I2,...,kr∈Ir
εα2k2 . . . ε
αr
kr
G
(n)
~k
.
and we write ∥∥∥∥ ∑
k1∈I1,...,kr∈Ir
εα1k1 . . . ε
αr
kr
G
(n)
~k
∥∥∥∥
Lpω
=
∥∥∥∥∑
k1∈I1
εα1k1 bk1
∥∥∥∥
Lpω
.
By construction, it is now the case that the family {bk1} is independent of the family {εk1}, and
applying Lemma 3.5, we obtain
∥∥∑
k1∈I1
εα1k1 bk1
∥∥
Lpω
≤ C√p
∥∥∥∥(∑
k1∈I1
|bk1 |2
) 1
2
∥∥∥∥
Lpω
≤ C√p
(∑
k1∈I1
‖bk1‖2Lpω
) 1
2
.
We iterate this process and eventually we get∥∥∥∥ ∑
k1∈I1,...,kr∈Ir
εα1k1 . . . ε
αr
kr
G
(n)
~k
∥∥∥∥
Lpω
≤ Crp r2
( ∑
k1∈I1,...,kr∈Ir
∣∣G(n)~k ∣∣2
) 1
2
.
In the general case, where the αi are not all odd, we order the indices and apply the triangle
inequality for the even indices. More precisely, if there are even powers αi, then ε
αi
ki
= 1, and in
that case, we use the triangle inequality at that step in the estimates, for instance∥∥∑
k1∈I1
εα1k1 bk1
∥∥
Lpω
≤
∑
k1∈I1
‖bk1‖Lpω .
Thus, reordering the ki and letting ro denote the number of odd αi, we obtain∥∥∑
k1∈I1
εα1k1 bk1
∥∥
Lpω
≤
∑
ki∈Ii,αi even
Crop
ro
2
( ∑
ki∈Ii,αi odd
∣∣G(n)~k ∣∣2
) 1
2
.
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We put everything together and we have
j∑
r=1
∑
~k∈Pj,r
∥∥∥∥ ∑
k1,...,kr,ki 6=kℓ,|ki|≤N
εα1k1 . . . ε
αr
kr
G
(n)
~k
∥∥∥∥
Lpω
≤
j∑
r=1
∑
~k∈Pj,r
1
rN−r
∑
I1⊔...⊔Ir=NN
∑
ki∈Ii,αi even
Crop
ro
2
( ∑
ki∈Ii,αi odd
∣∣G(n)~k ∣∣2
) 1
2
.
Now we estimate the expression
1
rN−r
∑
I1⊔...⊔Ir=NN
1.
The sum will count the number of surjective functions on N items into r items, and by inclusion
exclusion this is equal to
r!S(N, r),
where S(N, r) is the Stirling number of the second kind, given by the formula
S(N, r) =
1
r!
r∑
j=0
(−1)r−j
(
r
j
)
jN .
We can use the trivial bound
r!S(N, r) ≤ rN ,
which is the total number of functions on N items into r items, and hence we obtain that
1
rN−r
∑
I1⊔...⊔Ir=NN
1 =
r!S(N, r)
rN−r
≤ rr.
Thus we obtain a uniform bound in N , which yields the desired bound∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥∥∥
Lpω
≤
j∑
r=1
∑
~k∈Pj,r
∑
ki,αi even
Crop
ro
2 rr
( ∑
ki,αi odd
∣∣G(n)~k ∣∣2
) 1
2
.(5.4)
We are now ready to establish the relevant bound for (5.1) in the following proposition.
Proposition 5.1. Let p ≥ 4, and let G(n)k1,...,kj be given as above. Then∥∥∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥
L2tL
4
x
∥∥∥∥
Lpω
≤ Cj‖φ0‖jH˙1x |I|
j− 1
2p
j
2
j!√
C∗τ,j
for a constant C independent of n.
Proof. In this proof, we will use C to denote explicit constants whose values do not depend on
the various parameters. We allow the value of C to change line to line.
By Minkowski’s inequality we first have∥∥∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥
L2tL
4
x
∥∥∥∥
Lpω
≤
∥∥∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥
Lpω
∥∥∥∥
L2tL
4
x
,
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so we can take the L2tL
4
x norm of (5.4) and use (4.8) to obtain
j∑
r=1
∑
~k∈Pj,r
∑
ki,αi even
Crop
ro
2 rr
( ∑
ki,αi odd
∥∥G(n)~k ∥∥2L2tL4x
) 1
2
≤ |I|
j− 1
2C
j−1
2√
C∗τ,j
j∑
r=1
Crp
r
2 rr
∑
~k∈Pj,r
∑
ki,αi even
( ∑
ki,αi odd
( r∏
i=1
‖Pkiφ0‖αiH˙1x
)2) 1
2
≤ |I|
j− 1
2C
j−1
2√
C∗τ,j
Cjp
j
2
j∑
r=1
rr
∑
~k∈Pj,r
∑
ki,αi even
( ∑
ki,αi odd
r∏
i=1
‖Pkiφ0‖2αiH˙1x
)1
2
,
where we used ro ≤ r ≤ j. Next we observe that∑
ki,αi even
( ∑
ki,αi odd
r∏
i=1
‖Pkiφ0‖2αiH˙1x
)1
2
≤ ‖φ0‖jH˙1x .
We are then left with estimating
‖φ0‖jH˙1x
|I|j− 12C j−12√
C∗τ,j
Cjp
j
2
j∑
r=1
rr
∑
~k∈Pj,r
1.
Since there are S(j, r) many vectors in Pj,r we use a refined upper bound for the Stirling numbers
of the second kind (c.f. [54, Theorem 3]):
S(j, r) ≤ 1
2
(
j
r
)
rj−r.
Together with the upper bound for the binomial coefficients(
j
r
)
≤
(
ej
r
)r
,
this yields
‖φ0‖jH˙1x
|I|j− 12C j−12√
C∗τ,j
Cjp
j
2
j∑
r=1
1
2
(
ej
r
)r
rj = ‖φ0‖jH˙1x
|I|j− 12C j−12√
C∗τ,j
Cjp
j
2
j∑
r=1
1
2
erjrrj−r
≤ ‖φ0‖jH˙1x
|I|j− 12C j−12√
C∗τ,j
Cjp
j
2 jj
j∑
r=1
1
2
er.
Ultimately, we obtain that there exists some constant C (possibly different from above, but still
uniform in n) such that∥∥∥∥∥∥ ∑
k1,...,kj
εk1 . . . εkjG
(n)
k1,...,kj
∥∥
L2tL
4
x
∥∥∥∥
Lpω
≤ Cj‖φ0‖jH˙1x |I|
j− 1
2 p
j
2
j!√
C∗τ,j
.(5.5)
This yields the desired bound and concludes the proof. 
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Corollary 5.2. Let n ≥ 0. Then∥∥∥∥∂u(n)∥∥
L2tL
4
x
∥∥
Lpω
≤
2n∑
j=1
Cj‖φ0‖jH˙1x |I|
j− 1
2 p
j
2 j!
for a constant C independent of n.
Proof. This follows by Proposition 4.1 and the trivial lower bound C∗τ,j ≥ 1. 
Remark 5.3. We note that using the upper bound in (4.6), we have that
C∗τ,2n ≤
n∏
k=1
2k2
n−k
.
Now we can compute exactly that
n∑
k=1
k2n−k = 2n+1 − n− 2,
hence we see the factor of C∗τ,j in our bound (5.5) does not suffice to cancel the factorial growth.
6. Proof of Theorem 2.1
The main theorem will follow from the following result and Lemma 3.6.
Proposition 6.1. There exist constants C > 0 and δ > 0 such that for every n ∈ N, and every
interval I with |I| < δ the following holds∥∥∥∥∥∥∂u(n)∥∥L2tL4x(I×R2)
∥∥∥∥
Lpω
≤ Cp 2
n
2 ‖φ0‖H˙1x |I|
1
2 (2n)!
Proof. By Corollary 5.2 ∥∥∥∥∥∥∂u(n)∥∥L2tL4x
∥∥∥∥
Lpω
≤
2n∑
j=1
Cj‖φ0‖jH˙1x |I|
j− 1
2 p
j
2 j!.
We rewrite this bound as
C‖φ0‖H˙1x |I|
1
2
2n∑
j=1
Cj−1‖φ0‖j−1H˙1x |I|
j−1p
j
2 j!
≤ C‖φ0‖H˙1x |I|
1
2 p
2
n
2 (2n)!
2n−1∑
j=0
Cj‖φ0‖jH˙1x |I|
j ,
and we note that the sum in j is bounded by one, say, provided we choose I ⊆ R such that
C‖φ0‖H˙1x |I| <
1
2
. 
Corollary 6.2. There exist C, c > 0, independent of n, such that for any I ⊆ R with |I| sufficiently
small, we have
P
{∥∥∂u(n)∥∥
L2tL
4
x(I×R
2)
> λ
} ≤ C exp
− cλ 12n−1
(2n‖φ0‖H˙1x |I|
1
2 )
1
2n−1
 .
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In particular, for any fixed n, we have
P
{∥∥∂u(n)∥∥
L2tL
4
x(I×R
2)
<∞} = 1.
Proof. This is an application of Lemma 3.6 to the result of Proposition 6.1 with k = 2n, α = 1. 
The proof of our main theorem now follows readily from these estimates.
Proof of Theorem 2.1. We fix (φ0, φ1) and T > 0 so that T is sufficiently small in the sense
required for Corollary 6.2. By the energy estimates, we recall that we have
‖u(n)‖L∞t H˙1x + ‖∂tu
(n)‖L∞t L2x . ‖u(0)‖L∞t H˙1x + ‖∂tu
(0)‖L∞t L2x + ‖∂u(n−1)‖2L2L4x .(6.1)
Since φω almost surely in H˙1(R2)× L2x(R2), we let Σ be such that for ω ∈ Σ,
‖φω0 ‖L∞x H˙1x + ‖φ
ω
1 ‖L∞x L2x <∞,
which then provides a bound for
‖u(0)‖L∞t H˙1x + ‖∂tu
(0)‖L∞t L2x .
Now, for n ≥ 0, we let
Σn =
{
ω :
∥∥∂u(n)∥∥
L2tL
4
x(I×R
2)
<∞},
then Σn has full measure by Proposition 3.7 and Corollary 6.2. We then set
ΣT := Σ ∩
∞⋂
n=0
Σn,
and we observe that P(ΣT ) = 1 since it is the countable intersection of sets of full measure.
Now, for any ω ∈ ΣT , and any n ≥ 0, we have by (6.1) that(
u(n), ∂tu
(n)
) ∈ L∞t ([0, T ]; H˙1x(R2)× L2x(R2)).
The continuity follows from the definition of the iterates. This completes the proof. 
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