§0. Introduction
The present paper is concerned with the boundary value problem of the form: where x, /(O and X(f,x,e) are vectors, -4(0 is a matrix, e is a small parameter, L, (z = 0, 1, 2,--, JV) are given constant square matrices, / is a given constant vector, and
As shown in [1] , boundary condition (0.2) is of much generality. Let 0(0 be the fundamental matrix of the linear homogeneous system (0.3) satisfying the initial condition 0(0) =£ (E is the unit matrix). The case where the matrix (0.4) G is non-singular was discussed already in [1] . Hence the case where matrix G is singular will be discussed in the present paper.
First the boundary value problem with boundary condition (0. 2) will be solved for the linear differential system Next by the use of the above result and an existence theorem of a solution of the equation in Banach spaces established by the author in [2] , an existence theorem will be proved for the original boundary value problem (0.1) -(0.2). The theorem obtained will be illustrated with an example.
Lastly the theorem obtained will be applied to the boundary value problem associated with the equation of the form (0 -6) -3p=*a*)+«0af,o.
The existence theorem obtained in the present paper is based not on the common implicit function theorem but on the existence theorem established by the author in [2] . Hence, in our existence theorem, is given an explicit bound of a small parameter within which the existence of a solution is guaranteed.
§1. Boundary Value Problems Associated with
Linear Differential Systems
Lemma concerning linear algebraic equations.
We shall state a lemma concerning linear algebraic equations necessary for proving our theorem concerning boundary value problems associated with linear differential systems. The first conclusion of the lemma is well known, but, for the convenience of proving the second conclusion, the complete proof of the lemma will be given below.
Lemma. Given a system of linear algebraic equations

Proof. Without loss of generality, we may suppose that matrix
A is of the form
1-./T.21 -O-22 -*
where An is an (n -m)x(n~m) matrix such that (1.9) Then, since the rank of A is n -m, there is an mx(n -m) matrix such that (1.10) Now put A= [Ji, J 2 ], where A is an mx(n-m) matrix and J 2 is an mxm matrix. Then from (1.8) and (1. 3), we see that
Since Azi=-A Q An from the first of (1.10), we then have which, by (1. 9), implies (1.11) Then we readily see that (1.12) In fact, if det J 2 = 0, then there is a non-trivial m-dimensional row vector q satisfying qA 2 = Q-Then by (1.11) we have qAi = Q and hence qA = Q, which contradicts the assumption on the row vectors of J. Now let us rewrite the given linear system (1.1) as follows:
( 
Lr.
for an arbitrary m-dimensional vector r. Hence, if r = -/!" bi, that is, =Q, then we have which proves the existence of a matrix 5 specified in the lemma.
Since Sb is a particular solution of the given system (1.1) under condition (1.2), the general solution of (1.1) can be given by (1.4). This completes the proof. Q. E. D.
If we put (1.21) T!" f"i L_ w21 ^22"ĉ orresponding to the partioning (1. 8) of A, then by (1. 6) and (1.15) the condition for the matrix S can be written as follows:
where pi is an arbitrary (n-m) -dimensional column vector. By (1. 10), the above condition is equivalent to the condition Since pi is arbitrary, the above condition is equivalent to the condition where E is the (n -m)x(n-m) unit matrix. Since Jo^-A 2 iAii by the first of (1. 10), we readily see that the above condition can be written as follows: (1. 22) [ = Gc a =0. This completes the proof. Q. E. D.
As was mentioned before, the matrix S specified in Theorem 1 is not unique, but after it has been chosen once in any way, it will be fixed throughout the succeeding discussions. Hence we may suppose that H(t, 5) is a definite matrix and it depends only on matrices -4(0 and L, (i = 0, 1, 2, ••-, #). We shall state a theorem necessary for proving our theorem concerning the given boundary value problem (0.1)~~(0. 2). 
Here r(J^O) and M(>>0) are numbers such that
Then the given equation (2. 1) possesses one and only one solution x = x in D 5 and moreover, for x = x, /"^OO exists and
This theorem has been already proved in [2] except the conclusion on the existence of /~1(#). Hence only the outline of the proof will be given here.
Proof. Putting X = X Q , consider the Newton iterative process (2.9) Finally let us prove the existence of /^O?). Write /(*) in the following form:
where e is the identical operator. In ( 
Setting of the problem and assumptions.
In where E O is a positive number, W(t, x, e) is the Jacobian matrix of X(t, x, e) with respect to x, and J2 is the domain of the ta-space intercepted by two hyperplanes £ = 0 and t = l such that every section of & by an arbitrary hyperplane t = r (0<Ir<Il) is a non-empty open set of the *-space. We assume further that the rank of the matrix
is n -m (l<^m<£n), where <D(t} is the fundamental matrix of the linear homogeneous system If we substitute (3. 10) into (3. 12), then we have (3. 13)
which, as e->0, tends to the equality
Thus we see that £/ /A^r^ rfo wo^ exist x a (a=l,2, -,m) satisfying (3. 14), then our boundary value problem (3. 1) -(3. 2) cannot possess a solution for small |e|>0. The problem is thus to examine whether or not our boundary value problem (3.1)^(3.2) possesses a solution for small |s|>0 when (3. 9) is valid and in addition there exist /c a =«£ (a=l, 2, ••-, m) satisfying (3. 14).
Our setting of the problem thus includes the assumptions that (3. 9) is valid for given vectors f(f) and I, and that there exist Ka=t& (ct=\,2,-~,m) satisfying (3.14) such that the graph of the function 
2. Various relating constants.
Our theorem concerning boundary value problem (3. 1)~~(3. 2) necessitates to introduce various constants. Hence the definitions of these constants will be given in advance in the present section. 
is also small as seen from (3.15) and (3.14). Hence {x Q (t),Q} is an approximate solution of (3. 36). This suggests the application of Theorem 2 to equation (3. 36) for assuring the existence of its solution. Needless to say, the existence of a solution of (3. 36) implies the existence of a solution of our boundary value problem (3.1) -(3. 2).
Let us define the norms of {x(f),ic} and F(x,ic\ e) respectively by (3-39)
and let us examine the conditions of Theorem 2 one by one.
(i)
The domain of definition of F(X,K; e)-For \\x-t and H^ei, by (3.19), (3.17) and (3.7), we have Here it is needless to say that (3.43) flo-ejflo/ since (3. 28) implies 1)^(3.2) . This proves the existence of a solution of the given boundary value problem (3. 1) ~( 3. 2). Inequality (3. 30) in the conclusion of the theorem readily follows from (3.57).
XN (ii) The Frechet derivative of F(X,K\ e) and operator J. Let JK(JX,K\ e) and ]&(JX,K\ e) (/=!, 2) be respectively the Frechet derivatives of Fi(jx,K\ e) with respect to x and K, and put
We shall now prove the isolatedness and the uniqueness of the solution x = x(f).
1° Proof of the isolatedness.
The first variation equation of (3.1) with respect to x = x(f) is 2° Proof of the uniqueness. Let x = x(f) be an arbitrary solution of the given boundary value problem (3. 1)~~(3. 2) lying in region (3. 31) for e satisfying (3. 32).
In (3. 31) it is needless to say that for e satisfying (3. 32). Now, since x = x(f) is a solution of boundary value problem (3.1) -(3.2) for £=£0, equalities (3.34) hold for present x(f).
Then from the first of these equalities we have Then for the M-dimensional vector K whose components are K a Gz=l, 2,-,w), by (3.24), (3.31), (3.19) and (3.17), we have
Then by (3. 31) we have which means that {x(f),K}^Ds.
Since {x(f),K} is a solution of (3.36) and (3.36) possesses a unique solution {x(f),tc} in D 5 for le|<^ei, we thus have This proves the uniqueness of the solution of boundary value problem (3.1) -(3. 2) in region (3.31) for e satisfying (3.32) and this completes the proof of the theorem.
Q. E. D.
Remark e The solution x -£(£) obtained in Theorem 3 is isolated
and hence it will be possible to compute such a SDiution on a machine starting from the approximate solution x = x Q (t} if one uses, say, the method developed by the author in [3].
3. 4. An example. Theorem 3 will be illustrated with the boundary value problem:
then corresponding to (3.65) and (3.66), we have
Comparing these with (3. 1)~(3. 2), we see that 
Lo oJ
Thus, in the present case, we find that 1° condition (3. 9) of Theorem 3 is W"e assume that the unperturbed system of (4.1) (4. Let y(t, f) be the Jacobian matrix of E(t, f ) with respect to £ and put is the first variation equation of (4.3) with respect to the solution z = fo(0-Let $(0 be the fundamental matrix of (4.6) satisfying the initial condition $(0) = E. When the matrix N z = 0 is non-singular, that is, the solution £ = ? 0 (0 is isolated, boundary value problem (4.1)~(4. 2) has been already solved in [1] . Hence in the present paragraph the case where G is singular will be discussed.
Suppose that the rank of G is n -m (l<^w<^)-Then according to Theorem 1, we have m linearly independent solutions 0 a (0 (#=1, 2, •~,m) of (4.6) satisfying the boundary condition and the matrix H(t, s) of the .//-mapping corresponding to matrices A(f) and Z,, (i = 0, 1, 2, -, JV).
The symbols necessary for succeeding discussions will be now introduced.
1° F(X f), Q ± (t, g, e) and ® 2 (t, £, e).
r(jt, f) denotes the Frechet derivative of W(t,g) with respect to <?, ®i(£,?, e) denotes the Jacobian matrix of ®(t,£, e) with respect to ?, and © 2 (^^e) denotes the derivative of ©(#,f, e) with respect to e. These symbols denote respectively the following m-dimensional constant vectors: Since -Y(f, ^, e) is twice continuously differentiable with respect to x and e from our assumption, we can now apply Theorem 3 to the weakly nonlinear differential system (4.19) with boundary condition (4.21). Remark 2. In Theorem 3, as seen from (3.15) and (3.30), the zero-th approximation of the desired solution is given, while in Theorem 4, as seen from (4.10)^(4.11) and (4. 13) -(4. 14), the first approximation of the desired solution is given.
Remark 3. Equations (4. 9) and (4.12) may have several solutions for which the Jacobian of each left member of the equations does not vanish. In such a case, it is needless to say that the given boundary value problem (4.1)~~(4. 2) also possesses several solutions corresponding to solutions of (4. 9) and (4.12).
Remark 4 0 In Theorem 4, the explicit bounds for |e| and |[l(0 -?(OI[» are omitted for brevity of the statement. However it is needless to say that they can be obtained, if necessary, by applying Theorem 3 to equations (4.19) and (4.25).
Remark 5 0 The solutions f=|(0 obtained in Theorem 4 are isolated and hence, like the solution x = x(f) obtained in Theorem 3, it will be possible to compute such solutions on a machine starting from the approximate solutions ?=?(0 given by (4.10) and (4.13) if one uses, say, the method developed by the author in [3] .
