Abstract. Diabetes has become progressively common throughout the world due to changes in the lifestyle and in the eating habits. Among other consequences, this disease seriously affects the circulatory system, whose complications are the leading cause of death in diabetics. In this paper we present a new device, developed specifically for diabetics, which allows estimating blood glucose levels and, simultaneously, automatically detect potentially pathological electrocardiographic patterns. We will present the entire processing sequence system and will give special importance to the modules targeting the electrocardiogram (ECG) and its analysis. A set of reference databases has been used as support for performance evaluation. The system proved to be able to effectively detect changes in the ECG morphology for occurrences of different nature and in various contexts. The use of the ECG signal, whose acquisition is non-invasive, provides comfort to the user and has the advantage of allowing a continuous patient monitoring.
cardiac function by ECG acquisition and analysis. It can provide, on one hand, estimates of glycaemia, which increases patient's quality of life by decreasing the amount of daily finger pricks, and, on the other hand, can automatically discriminate between a regular ECG morphology or an abnormal pattern requiring the attention of a medical professional. This function is particularly important since several cardiopathic states create confusion, dizziness, fainting or weakness which decreases the ability to react or ask for help. The system is housed in a small autonomous device (around the size of cellular phone), with processing and communication functions, and only requires the connection of external electrodes. In this paper we will describe the full system giving special detail to the signal processing sub-systems. The next section starts by introducing the used databases during the system's development and then covers the ECG segmentation algorithm as well as the ECG pattern classification sub-system. Additionally a brief description of a signal correction algorithm is also included. Section 3 contains a wide evaluation of the system whose results are then thoroughly discussed. Conclusions and future work are finally presented in Section 4.
System Description
Our wearable acquisition system was based on a custom built instrumentation amplifier that feeds a 10 bit ADC with a sampling rate of 250Hz. An ARM7 controller with a BlueGiga bluetooth module provided a connection to a computer when necessary. The functional system's architecture is depicted in figure 1. The described algorithms can run locally, at the wearable device, or on a remote PC.
Database
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System Description
Database
The development of the presented system relied on the QT database [4] , widely used in scientific literature and publicly available at the PhysioNet web archives. Besides the data itself the database includes a set of manual and automatic annotations that are useful for performance evaluation and comparison of results. This database contains a statistically significant number of QRST complexes while encompassing a wide variety of wave morphologies. To evaluate the robustness of the system we also used the MIT-BIH Arrhythmia database [5] , also available in the PhysioNet archives, which covers distinct situations where arrhythmic episodes can be observed. The rich annotation provided with this database allows the discrimination of specific pathological occurrences that were useful for restricted event-dependent performance evaluation.
ECG Automatic Segmentation
Segmentation is one of the key steps of any system that aims to evaluate ECG waves characteristics. Several methods have been developed using a wide range of tools (e.g. Dynamic Time Warping, Differentiated ECG) [6] [7] [8] . One of the most accepted methods, described by Laguna [6] , is based on the differentiated ECG, and it's often used as a reference for performance comparisons between automatic segmentation systems. Regarding automatic segmentation systems, the development of solutions based on the Dynamic Time Warping (DTW) algorithm [9] , originally developed for speech signals, showed comparable results with the Laguna's method. Vullings [7] presented a system which combined Piecewise Linear Approximation (PLA) and DTW, in order to reduce noise and enhance the DTW performance on the segmentation procedure. Nevertheless, as described in [7] , the application of PLA demands the assumption that the fiducial points are near the points obtained after the linear approximation, which can be associated to an increase of the segmentation error. For the automatic segmentation task, we suggest a hybrid approach which uses the PLA technique combined with a discrete Kalman Filter (DKF), so that the error from the linear approximation can be reduced.
Kalman Filter. From a general point of view, the Kalman Filter is a tool designed for the estimation of a n-dimensional variable, often called as the system's state, based on both a vector of noisy observations and an underlying model of the process. This estimation can be represented in a state-space form that relies on the following equations:
where w and v represent the noises inherent to the process and to the observations, respectively. The vector C establishes the relationship between the observations z(k) and the states x(k), while the matrix A traduces the system behaviour and is built based on an autoregressive (AR) model according to the following conformation:
in which a(i), i = 1, 2, . . . , p are the AR coefficients used to recover the signal as:
From equations (1) and (2), the estimated samples are:
where a new parameter G k is defined. This recursively calculated parameter, called the Kalman gain, is obtained from previously defined covariances from both the observations and the states.
Piecewise Linear Approximation and the Kalman Filter. Koski's Piecewise Linear Approximation, presented in [10] , aims to approximate a discrete signal with a set of linear branches, considering a maximum approximation window size and a maximum approximation error. This algorithm searches for the highest value of the approximation window size for which the approximation error does not overcome a specified threshold.
As presented earlier in this paper, the application of PLA to ECG usefully removes its' noise, but also introduces an uncertainty regarding the change in the location of the fiducial points [7] . In order to obtain a de-noised ECG signal without considerable changes on the location of the fiducial points, we applied the Kalman Filter structure explained above, where the ECG signal is the set of observations and the output from the PLA is considered as the underlying model of the system. The Kalman Filter is able to estimate the new samples gathering the data from the observations and from the PLA model, relying on these inputs according to their covariances matrices. Thus, the Kalman Filter will produce the new estimates relying on the ECG and its' linear approximation with different and controllable extensions.
Dynamic Time Warping. After the application of the Kalman Filter combined with the PLA, a template matching step is performed, in order to determine which of the previously stored beat templates is morphologically more similar to the beats in the ECG signal. For this purpose a cross-correlation between the templates and the signal was implemented. The template that best suits the morphology of the ECG signal is then used for the segmentation task, applying the DTW algorithm. This algorithm aims to align a template and a test signal in the most efficient way. The efficiency of the alignment can be traduced by a distance, so that the highest efficiency corresponds to the minimization of that distance. This algorithm aligns both the template and the signal by compressing or stretching the temporal axis, thus being an attractive solution to identify patterns where the duration often varies. Considering the signals S = s 1 , s 2 , . . . , s n and T = t 1 , t 2 , . . . , t m , as the ECG signal with length n and template with length m, respectively, an n × m matrix was built, where each of its' elements is a measure of the alignment between the respective samples. The warping path that minimizes the total sum of the distances between the samples of the two series, the optimal path, in equation 6, provides the best time alignment for the signals.
In equation (6),
represents the specific weight from the element k, along one path Φ. Nevertheless, these two parameters are often absent and thus, every element k have the same weight. Our DTW implementation considered as distance between samples δ(s φ k , t ψ k ) the quadratic error:
This formulation provided the basis that allowed to identify ECG components and their related interest points.
Glycaemia Estimation
It is known that blood glucose variations can have consequences in the morphology of the ECG wave. In hypoglycaemic states the effects are more direct and conditions such as fluctuation in cardiac frequency and in the ST interval, enlarged QT segment, fusion of T and U waves or decrease in T peak value can be observed [11] . Furthermore, several authors report the existence of a direct correlation between the duration of the QT segment and the blood glucose levels [12, 13] . This knowledges allows the system to provide glucose level estimates using a linear model whose parameters are obtained from the segmentation module and from manually measured glucose levels supplied by the user. The estimates should be calculated only when in bradycardiac rhythms are detected.
ECG Analysis and Classification
The purpose of the presented ECG analysis is to generate warnings, for the patient and/or for a medical professional, resulting from the automatic detection of an abnormal cardiac function. For class detection we used an SVM classifier. To build a prototype feature vector for feeding the classifier we considered a broad range of wave characteristics that cover intra and inter period informations as well as some of their related statistics. For each ECG period we used the duration of 10 segments plus the corrected QT duration (QTc) calculated according to the Bazett's formula:
where RR represents the interval from the onset of one QRS complex to the onset of the next QRS complex. The non-flat segments P1, P2, T1, T2, R1 and R2 were modelled using linear approximations (slope and origin intersection values) and the peak values for P, Q, R, S and T were also included. By observing the last 10 ECG periods we extract several inter-frame relations. We calculated 4 first-order statistics, namely the average, standard deviation, skewness and kurtosis for all the describes parameters. Additionally, for the peak values P, Q, R, S and T, we extracted a five-point amplitude perturbation quotient (S 5 ) as the average absolute difference between the amplitude A of a period i and the average of the amplitudes of it and its four closest neighbours (two on each side, K = 2), divided by the average amplitude:
A similar metric was also calculated for the time instants of the mentioned peaks. This thus yields a final feature vector, with 150 dimensions, composed by all the described characteristics. Since the classifier system was developed to work on a mobile device with low-resource hardware we had to optimize the feature vector in order to reduce calculation complexity. In a first step, considering that the values on each dimension followed a Gaussian distribution, we normalized the feature components by calculating their Z-values. This procedure centred the points in the origin and equalized the range of values. We then defined as outliers all the points who exceed in value two standard deviations, in any vector dimension, and removed them. A variation of the KolmogorovSmirnov test was used to verify the initial assumption that the values on each dimension followed a normal distribution. To prune dimensions of the feature space we analysed the discriminative power provided by each feature using a t-test with 90% confidence interval. The test allowed to understand if the mean values of the feature for the two classes were different and if the information provided by a given feature could allow to distinguish between classes. The features that have not passed these tests where discarded. The discriminatory power of the remaining features was individually quantified, for two equiprobable classes, using the Fisher's discriminatory ratio (FDR). With this metric we sorted the features in descending order and built a new feature list using the following procedure:
1. The best ranked feature f 1 is the top-ranked in the FDR's ranked list. The next feature f 2 is obtained by
where F DR j is the feature's FDR value, ρ f1,j represents the cross-correlation between the feature in analysis and the remaining features and w 1 and w 2 are used defined weights that allow to adjust the contribution of each criteria to the overall feature ranking (in our case we used w 1 = 0.3 and w 2 = 0.7). 2. The next feature is selected using an analogous formulation but now considering the average correlations with all the previously selected features:
, j = f r , r = 1, 2, . . . , k − 1 (11) with k = 3, 4, . . . , m.
From this multi-criteria ranked feature list we have selected the 20 highest ranked features and performed an exhaustive search for combinations of 10 features using a scatter matrices [14] based approach. As cost function for class separability measurement we used the J 3 criteria defined as:
where S w is the intraclass scatter matrix, defined as:
where P i is the probability of each class c and S i is the related covariance matrix. Still in equation 12, S b represents the interclass scatter matrix,
where µ i is the class mean vector and µ 0 is the mean vector considering all classes.
Using an exhaustive search we combined sets of 10 features from the 20, previously selected, and retained the one that maximized the J 3 criterion. The features that composed our final vector optimized for normal and non-normal cardiac function discrimination were µT1, RpeakS 5 , BL3 kurtosis, BL3, R2 skewness, µT2, BPM, R1slope, BPM standard deviation and T1origin.
Evaluation and Results
As previously stated, the ECG records, used for template extraction and testing, were extracted from the QT database. As the scope of this article refers to the development of an automatic single-lead ECG system, only records acquired through the same lead have been considered. Sixteen manually annotated templates were extracted from the database and processed according to the suggested method, in order to build a template library. A total of 387 beats were automatically segmented and the point specific results are shown in table 1. The table follows the conformation adopted in [7] in order to provide a more comprehensive comparison. Furthermore, we present the interval duration results regarding the corrected QT interval, as the duration of this interval is specially important. The segmentation is applied in the processed ECG but the final results must report to the raw ECG signal. Figures 2 and 3 show the relationship between the processed and the raw ECG beat and the associated segmentation. We can observe that the proposed hybrid PLA plus Kalman methodology can efficiently enhance the characteristic ECG waves while simultaneously smoothing signal fluctuations. Table 1 . Error (mean and standard deviation), in milliseconds, produced by the automatic segmentation system, for the specific fiducial points and intervals. The results presented in table 1 show that the suggested segmentation method appears to be suitable for application to an automatic segmentation system. Comparing to the results collected in [7] , the mean error produced by our method is comparable but slightly higher than the mean error obtained by both Vulling's and Laguna's methods. Nevertheless, in our approach, the standard deviation results are clearly lower than the mentation system, for the specific fiducial points and intervals. Fig. 2 . Segmentation results for one beat on the raw signal. Fig. 3 . Segmentation results for one beat on the processed signal.
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that our method is promising concerning the improvement of the precision of such automatic segmentation systems. We must highlight that the proposed algorithm relies on the analysis of a single signal which greatly reduces the refinement possibilities when additional signals are considered. Furthermore, regarding the duration of the QT, RR and corrected QT intervals, the obtained results show good possibilities of application in an automatic segmentation system. In any case the system's segmentation accuracy showed enough reliability to robustly feed the following classification module.
To evaluate the automatic warning generator, based on the described classifier system, we trained the system by randomly selecting 80% of dataset records and keeping the remaining 20% for evaluation purposes. This procedure was repeated 100 times in order to obtain confidence intervals for the evaluation results. Table 2 shows the classification confusion matrix as well as the related confidence intervals.
The proposed framework provided promising results despite the very high diversity of ECG morphologies. The number of correctly predicted situations is high even when the signal is polluted with Gaussian additive noise (SNR=14dB). In scientific literature there are very few works that address the described problem with the proposed objectives. Most works are directed to medical instrumentation systems that only grasp a single pathology whereas few cover broad spectrum classification tasks based on simple, low resource, wearable devices. mentation system, for the specific fiducial points and intervals. that our method is promising concerning the improvement of the precision of such automatic segmentation systems. We must highlight that the proposed algorithm relies on the analysis of a single signal which greatly reduces the refinement possibilities when additional signals are considered. Furthermore, regarding the duration of the QT, RR and corrected QT intervals, the obtained results show good possibilities of application in an automatic segmentation system. In any case the system's segmentation accuracy showed enough reliability to robustly feed the following classification module.
The proposed framework provided promising results despite the very high diversity of ECG morphologies. The number of correctly predicted situations is high even when the signal is polluted with Gaussian additive noise (SNR=14dB). In scientific literature there are very few works that address the described problem with the proposed objectives. Most works are directed to medical instrumentation systems that only grasp a single pathology whereas few cover broad spectrum classification tasks based on simple, low resource, wearable devices. results of the other two methods, unless for the onset of the P wave. This fact suggests that our method is promising concerning the improvement of the precision of such automatic segmentation systems. We must highlight that the proposed algorithm relies on the analysis of a single signal which greatly reduces the refinement possibilities when additional signals are considered. Furthermore, regarding the duration of the QT, RR and corrected QT intervals, the obtained results show good possibilities of application in an automatic segmentation system. In any case the system's segmentation accuracy showed enough reliability to robustly feed the following classification module.
To evaluate the automatic warning generator, based on the described classifier system, we trained the system by randomly selecting 80% of dataset records and keeping the remaining 20% for evaluation purposes. This procedure was repeated 100 times in order to obtain confidence intervals for the evaluation results. Table 2 shows the classification confusion matrix as well as the related confidence intervals. The proposed framework provided promising results despite the very high diversity of ECG morphologies. The number of correctly predicted situations is high even when the signal is polluted with Gaussian additive noise (SNR=14dB). In scientific literature there are very few works that address the described problem with the proposed objectives. Most works are directed to medical instrumentation systems that only grasp a single pathology whereas few cover broad spectrum classification tasks based on simple, low resource, wearable devices.
The number of false negatives and false positives is an issue for real users because in can reduce the confidence in the system's judgement. However the system was evaluated in conditions that are distant from a real daily usage in a single patient. In most real cases the number of cardiopathic patterns that can be observed in a single patient is very limited which highly reduces the discriminatory difficulty. In these restricted domains the system is able to perform much better. In table 3 we present the obtained results when considering a specific cardiac dysfunction. (For evaluation we used a bootstraping technique due to the reduce number of records.) We can observe that the number of correctly identified situations is much higher as is the number of false predictions. 
