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Abstract
We associate to each infinite primitive Lie pseudogroup a Hopf algebra
of ‘transverse symmetries’, by refining a procedure due to Connes and
the first author in the case of the general pseudogroup. The affiliated
Hopf algebra can be viewed as a ‘quantum group’ counterpart of the
infinite-dimensional primitive Lie algebra of the pseudogroup. It is
first constructed via its action on the e´tale groupoid associated to the
pseudogroup, and then realized as a bicrossed product of a universal
enveloping algebra by a Hopf algebra of regular functions on a for-
mal group. The bicrossed product structure allows to express its Hopf
cyclic cohomology in terms of a bicocyclic bicomplex analogous to the
Chevalley-Eilenberg complex. As an application, we compute the rel-
ative Hopf cyclic cohomology modulo the linear isotropy for the Hopf
algebra of the general pseudogroup, and find explicit cocycle represen-
tatives for the universal Chern classes in Hopf cyclic cohomology. As
another application, we determine all Hopf cyclic cohomology groups
for the Hopf algebra associated to the pseudogroup of local diffeomor-
phisms of the line.
Introduction
The transverse characteristic classes of foliations with holonomy in a tran-
sitive Lie pseudogroup Γ of local diffeomorphisms of Rn are most effectively
described in the framework of the Gelfand-Fuks [11] cohomology of the Lie
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algebra of formal vector fields associated to Γ (cf. e.g. Bott-Haefliger [2]).
In the dual, K-homological context, the transverse characteristic classes of
general foliations have been expressed by Connes and the first author (cf.
[6, 7, 8]) in terms of the Hopf cyclic cohomology of a Hopf algebra Hn
canonically associated to the group Diff Rn.
In this paper we construct similar Hopf algebras for all classical groups of
diffeomorphisms, or equivalently for the infinite primitive Lie-Cartan pseu-
dogroups [3] of local C∞-diffeomorphisms. The Hopf algebra HΠ associated
to such a pseudogroup Π can be regarded as a ‘quantum group’ analog of
the infinite dimensional primitive Lie algebra of Π (cf. Singer-Sternberg [26],
Guillemin [13]). It is initially constructed via its tautological action on the
e´tale groupoid associated to Π, and is then reconstructed, in a manner rem-
iniscent of a ‘quantum double’, as the bicrossed product of a universal en-
veloping algebra by a Hopf algebra of regular functions on a formal group.
In turn, the bicrossed product structure is employed to reduce the compu-
tation of the Hopf cyclic cohomology of HΠ to that a bicocyclic bicomplex
analogous to the Chevalley-Eilenberg complex. This apparatus is then ap-
plied to compute the relative Hopf cyclic cohomology of Hn modulo gln. We
actually find explicit cocycles representing the Hopf cyclic analogues of the
universal Chern classes. In the case of H1, the improved technique allows us
to refine our previous computations [24] and completely determine the non-
periodized Hopf cyclic cohomology of the Hopf algebra H1 affiliated with
the pseudogroup of local diffeomorphisms of the line.
We now give a brief outline of the main results. Our construction of the Hopf
algebra associated to a primitive Lie pseudogroup Π is modeled on that of
Hn in [6], which in turn was inspired by a procedure due to G. I. Kac [18]
for producing non-commutative and non-cocommutative quantum groups
out of ‘matched pairs’ of finite groups. It relies on splitting the group DiffΠ
of globally defined diffeomorphisms of type Π as a set-theoretical product of
two subgroups,
DiffΠ = GΠ ·NΠ, GΠ ∩NΠ = {e}.
For a flat (i.e. containing all the translations) primitive pseudogroup Π,
GΠ is the subgroup consisting of the affine transformations of R
n that are
in DiffΠ, while NΠ is the subgroup consisting of those diffeomorphisms in
DiffΠ that preserve the origin to order 1.
The pseudogroup of contact transformations is the only infinite primitive
pseudogroup which is not flat. In that case, we identify R2n+1 with the
Heisenberg group Hn. Instead of the vector translations, we let Hn act on
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itself by group left translations, and define the group of ‘affine Heisenberg
transformations’ GΠ as the semidirect product of Hn by the linear isotropy
group G0Π consisting of the linear contact transformations. As factor NΠ we
take the subgroup of all contact diffeomorphisms preserving the origin to
order 1 in the sense of Heisenberg calculus, i.e. whose differential at 0 is the
identity map of the Heisenberg tangent bundle (cf. e.g. [25]).
The factorization DiffΠ = GΠ · NΠ allows to represent uniquely any φ ∈
DiffΠ as a product φ = ϕ · ψ, with ϕ ∈ GΠ and ψ ∈ NΠ. Factorizing the
product of any two elements ϕ ∈ GΠ and ψ ∈ NΠ in the reverse order,
ψ · ϕ = (ψ ⊲ ϕ) · (ψ ⊳ ϕ), one obtains a left action ψ 7→ ψ˜(ϕ) := ψ ⊲ ϕ of
NΠ on GΠ, along with a right action ⊳ of GΠ on NΠ. Equivalently, these
actions are restrictions of the natural actions of DiffΠ on the coset spaces
DiffΠ /NΠ ∼= GΠ and GΠ\DiffΠ ∼= NΠ.
The ‘dynamical’ definition of the Hopf algebra HΠ associated to the pseu-
dogroup Π is obtained by means of its action on the (discrete) crossed prod-
uct algebra AΠ = C
∞(GΠ)⋊DiffΠ, which arises as follows. One starts with
a fixed basis {Xi}1≤i≤m for the Lie algebra gΠ of GΠ. Each X ∈ gΠ gives
rise to a left-invariant vector field on GΠ, which is then extended to a linear
operator on AΠ, in the most obvious fashion: X(f Uφ−1) = X(f)Uφ−1 ,
where f ∈ C∞(GΠ) and φ ∈ DiffΠ. One has
Uφ−1 Xi Uφ =
m∑
j=1
Γji (φ)Xj , i = 1, . . . ,m,
with Γji (φ) ∈ C
∞(Gcn), and we define corresponding multiplication opera-
tors on AΠ by taking
∆ji (f Uφ−1) = (Γ(φ)
−1)ji f U
∗
φ, where Γ(φ) =
(
Γji (φ)
)
1≤i,j≤m
.
As an algebra, HΠ is generated by the operators Xk’s and ∆
j
i ’s. In partic-
ular, HΠ contains all iterated commutators
∆ji,k1...kr := [Xkr , . . . , [Xk1 ,∆
j
i ] . . .],
which are multiplication operators by the functions
Γji,k1...kr(φ) := Xkr . . . Xk1(Γ
j
i (φ)), φ ∈ DiffΠ .
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For any a, b ∈ A(Πcn), one has
Xk(ab) = Xk(a) b+
∑
j
∆jk(a)Xj(b),
∆ji (ab) =
∑
k
∆ki (a)∆
j
k(b),
and by multiplicativity every h ∈ H(Πcn) satisfies a ‘Leibniz rule’ of the
form
h(ab) =
∑
h(1)(a)h(2)b) , ∀ a, b ∈ AΠ.
The operators ∆••···• satisfy the following Bianchi-type identities:
∆ki,j − ∆
k
j,i =
∑
r,s
ckrs∆
r
i ∆
s
j −
∑
ℓ
cℓij ∆
k
ℓ ,
where cijk are the structure constants of the Lie algebra gΠ.
Theorem 0.1. Let HΠ be the abstract Lie algebra generated by the operators
{Xk, ∆
j
i,k1...kr
} and their commutation relations.
1. The algebra HΠ is isomorphic to the quotient of the universal envelop-
ing algebra U(HΠ) by the ideal BΠ generated by the Bianchi identities.
2. The Leibniz rule determines uniquely a coproduct, with respect to which
HΠ a Hopf algebra and AΠ an HΠ-module algebra.
We next describe the bicrossed product realization of HΠ. Let FΠ denote
the algebra of functions on N generated by the jet ‘coordinates’
ηji,k1...kr(ψ) := Γ
j
i,k1...kr
(ψ)(e), ψ ∈ N ;
the definition is obviously independent of the choice of basis for gΠ. Fur-
thermore, FΠ is a Hopf algebra with coproduct uniquely and well-defined
by the rule
∆f(ψ1, ψ2) := f(ψ1 ◦ ψ2), ∀ψ1, ψ2 ∈ N,
and with antipode
Sf(ψ) := f(ψ−1), ψ ∈ N.
Now the universal enveloping algebra UΠ = U(gΠ) can be equipped with a
right FΠ-comodule coalgebra structure H : UΠ → UΠ ⊗ FΠ as follows. Let
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{XI = X
i1
1 · · ·X
im
m ; i1, . . . , im ∈ Z
+} be the PBW basis of UΠ induced by
the chosen basis of gΠ. Then
Uψ−1 XI Uψ =
∑
J
βJI (ψ)XJ ,
with βJI (ψ) in the algebra of functions on GΠ generated by Γ
j
i,K(ψ). One
obtains a coaction H : UΠ → UΠ ⊗FΠ by defining
H(XI) =
∑
J
XJ ⊗ β
J
I (·)(e);
again, the definition is independent of the choice of basis.
The right action ⊳ of GΠ on NΠ induces an action of GΠ on FΠ and hence
a left action of UΠ on FΠ, that makes FΠ a left UΠ-module algebra.
Theorem 0.2. With the above operations, UΠ and FΠ form a matched
pair of Hopf algebras, and their bicrossed product FΠ ◮⊳ UΠ is canonically
isomorphic to the Hopf algebra H
cop
Π .
The Hopf algebra HΠ also comes equipped with a modular character δ = δΠ,
extending the infinitesimal modular character δ(X) = Tr(adX), X ∈ gΠ.
The corresponding module Cδ, viewed also as a trivial comodule, defines
a ‘modular pair in involution’, cf. [7], or a particular case of an ‘SAYD
module-comodule’, cf. [16]. Such a datum allows to specialize Connes’
ExtΛ-definition [4] of cyclic cohomology to the context of Hopf algebras
(cf. [6, 7]). The resulting Hopf cyclic cohomology, introduced in [6] and
extended to SAYD coefficients in [17], incorporates both Lie algebra and
group cohomology and provides the appropriate cohomological tool for the
treatment of symmetry in noncommutative geometry. However, its com-
putation for general, i.e. non-commutative and non-cocommutative, Hopf
algebras poses quite a challenge. In the case of Hn, it has been shown in [6]
that HP ∗(Hn;Cδ) is canonically isomorphic to the Gelfand-Fuks cohomol-
ogy of the Lie algebra an of formal vector fields on R
n, result which allowed
to transfer the transverse characteristic classes of foliations from K-theory
classes into K-homology characteristic classes. There are very few instances
of direct calculations so far (see e.g. [24], where the periodic Hopf cyclic
cohomology of several variants of H1 has been directly computed), and a
general machinery for performing such computations is only beginning to
emerge.
We rely on the bicrossed product structure of the Hopf algebra HΠ to reduce
the computation of its Hopf cyclic cohomology to that of a simpler, bicocyclic
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bicomplex. The latter combines the Chevalley-Eilenberg complex of the Lie
algebra g = gΠ with coefficients in Cδ ⊗F
⊗• and the coalgebra cohomology
complex of F = FΠ with coefficients in ∧
•g :
...
∂g

...
∂g

...
∂g

Cδ ⊗ ∧
2g
βF //
∂g

Cδ ⊗F ⊗ ∧
2g
βF //
∂g

Cδ ⊗F
⊗2 ⊗ ∧2g
βF //
∂g

. . .
Cδ ⊗ g
βF //
∂g

Cδ ⊗F ⊗ g
βF //
∂g

Cδ ⊗F
⊗2 ⊗ g
∂g

βF // . . .
Cδ ⊗ C
βF // Cδ ⊗F ⊗ C
βF // Cδ ⊗F
⊗2 ⊗ C
βF // . . . .
Theorem 0.3. 1. The above bicomplex computes the periodic Hopf cyclic
cohomology HP ∗(HΠ;Cδ).
2. There is a relative version of the above bicomplex that computes the
relative periodic Hopf cyclic cohomology HP ∗(HΠ,U(h);Cδ), for any
reductive subalgebra h of the linear isotropy Lie algebra g0Π.
As the main application in this paper, we compute the periodic Hopf cyclic
cohomology of Hn relative to gln and find explicit cocycle representatives
for its basis, as described below.
For each partition λ = (λ1 ≥ . . . ≥ λk) of the set {1, . . . , p}, where 1 ≤
p ≤ n, we let λ ∈ Sp also denote a permutation whose cycles have lengths
λ1 ≥ . . . ≥ λk, i.e. representing the corresponding conjugacy class [λ] ∈ [Sp].
We then define
Cp,λ :=
∑
(−1)µ1⊗ ηj1µ(1),jλ(1)
∧ · · · ∧ η
jp
µ(p),jλ(p)
⊗Xµ(p+1) ∧ · · · ∧Xµ(n),
where the summation is over all µ ∈ Sn and all 1 ≤ j1, j2, . . . , jp ≤ n.
Theorem 0.4. The cochains {Cp,λ ; 1 ≤ p ≤ n, [λ] ∈ [Sp]} are cocycles and
their classes form a basis of the group HP ǫ(Hn,U(gln);Cδ), where ǫ ≡ n
mod 2, while HP 1−ǫ(Hn,U(gln);Cδ) = 0.
The correspondence with the universal Chern classes is obvious. Let
Pn[c1, . . . cn] = C[c1, . . . cn]/In
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denote the truncated polynomial ring, where deg(cj) = 2j, and In is the
ideal generated by the monomials of degree > 2n. To each partition λ as
above, one associates the degree 2p monomial
cp,λ := cλ1 · · · cλk , λ1 + . . . + λk = p;
the corresponding classes {cp,λ ; 1 ≤ p ≤ n, λ ∈ [Sp]} form a basis of the
vector space Pn[c1, . . . cn].
A second application is the complete determination of the Hochschild co-
homology of H1 and of the non-periodized Hopf cyclic cohomology groups
HCq(H1;Cδ), where δ is the modular character of the Hopf algebra H1.
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1 Construction via Hopf actions
This section is devoted to the ‘dynamical’ construction of the Hopf algebras
associated to primitive Lie pseudogroups of infinite type. For the sake of
clarity, we start with the case of the general pseudogroup (cf. also [9]), where
the technical details can be handled in the most transparent fashion. The
7
other cases of flat pseudogroups can be treated in a similar manner. In
order to illustrate the slight adjustments needed to cover them, we describe
in some detail the Hopf algebras affiliated to the volume preserving and
the symplectic pseudogroups. On the other hand, the case of the contact
pseudogroup, which is the only non-flat one, requires a certain change of
geometric viewpoint, namely replacing the natural motions of R2n+1 with
the natural motions of the Heisenberg group Hn.
1.1 Hopf algebra of the general pseudogroup
Let FRn → Rn be the frame bundle on Rn, which we identify to Rn ×
GL(n,R) in the obvious way: the 1-jet at 0 ∈ Rn of a germ of a local
diffeomorphism φ on Rn is viewed as the pair(
x := φ(0), y := φ′0(0)
)
∈ Rn ×GL(n,R), φ0(x) := φ(x)− φ(0). (1.1)
The flat connection on FRn → Rn is given by the matrix-valued 1-form
ω = (ωij) where, with the usual summation convention,
ωij := (y
−1)iµ dy
µ
j = (y
−1 dy)ij , i, j = 1, . . . , n , (1.2)
and the canonical form is the vector-valued 1-form θ = (θk) ,
θk := (y−1)kµ dx
µ = (y−1 dx)k , k = 1, . . . , n (1.3)
The basic horizontal vector fields for the above connection are
Xk = y
µ
k ∂µ , k = 1, . . . , n , where ∂µ =
∂
∂ xµ
, (1.4)
and the fundamental vertical vector fields associated to the standard basis
of gl(n,R), formed by the elementary matrices {Eji ; 1 ≤ i, j ≤ n}, have the
expression
Y ji = y
µ
i ∂
j
µ , i, j = 1, . . . , n , where ∂
j
µ :=
∂
∂ yµj
. (1.5)
Let G := Rn ⋊GL(n,R) denote the group of affine motions of Rn.
Proposition 1.1. The vector fields {Xk, Y
j
i ; i, j, k = 1, . . . , n} form a basis
of left-invariant vector fields on the group G.
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Proof. Represent G as the subgroup of GL(n + 1,R) consisting of the ma-
trices a =
(
y x
0 1
)
, with y ∈ GL(n,R), and x ∈ Rn. Let {ek, E
j
i ; i, j, k =
1, . . . , n} be the standard basis of the Lie algebra g := Rn ⋊ gl(n,R), and
denote by {e˜k, E˜
j
i ; i, j, k = 1, . . . , n} the corresponding left-invariant vector
fields. By definition, at the point a, e˜k is tangent to the curve
t 7→
(
y x
0 1
)(
1 tek
0 1
)
=
(
y tyek + x
0 1
)
and therefore coincides with Xk =
∑
µ y
µ
k ∂µ, while E˜
j
i is tangent to
t 7→
(
y x
0 1
)(
etE
j
i 0
0 1
)
=
(
yetE
j
i 0
0 1
)
which is precisely Y ji =
∑
µ y
µ
i ∂
j
µ.
The group of diffeomorphisms G := Diff Rn acts on FRn, by the natural lift
of the tautological action to the frame level:
ϕ˜(x,y) :=
(
ϕ(x), ϕ′(x) · y
)
, where ϕ′(x)ij = ∂j ϕ
i(x) . (1.6)
Viewing here G as a discrete group, we form the crossed product algebra
A := C∞c (FR
n)⋊G .
As a vector space, it is spanned by monomials of the form f U∗ϕ , where
f ∈ C∞c (FR
n) and U∗ϕ stands for ϕ˜
−1, while the product is given by the
multiplication rule
f1 U
∗
ϕ1 · f2 U
∗
ϕ2 = f1(f2 ◦ ϕ˜1)U
∗
ϕ2ϕ1 . (1.7)
Alternatively, A can be regarded as the subalgebra of the endomorphism
algebra L (C∞c (FR
n)) = EndC
(
C∞c (FR
n)
)
, generated by the multiplication
and the translation operators
Mf (ξ) = f ξ , f ∈ C
∞
c (FR
n) , ξ ∈ C∞c (FR
n) (1.8)
U∗ϕ(ξ) = ξ ◦ ϕ˜ , ϕ ∈ G , ξ ∈ C
∞
c (FR
n) . (1.9)
Since the right action of GL(n,R) on FRn commutes with the action of G,
at the Lie algebra level one has
Uϕ Y
j
i U
∗
ϕ = Y
j
i , ϕ ∈ G . (1.10)
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This allows to promote the vertical vector fields to derivations of A. Indeed,
setting
Y ji (f U
∗
ϕ) = Y
j
i (f)U
∗
ϕ , f U
∗
ϕ ∈ A , (1.11)
the extended operators satisfy the derivation rule
Y ji (a b) = Y
j
i (a) b + aY
j
i (b) , a, b ∈ A , (1.12)
We also prolong the horizontal vector fields to linear transformations Xk ∈
L (A), in a similar fashion:
Xk(f U
∗
ϕ) = Xk(f)U
∗
ϕ , f U
∗
ϕ ∈ A . (1.13)
The resulting operators are no longer G-invariant. Instead of (1.10), they
satisfy
U∗ϕXk Uϕ = Xk − γ
i
jk(ϕ)Y
j
i , (1.14)
where
γijk(ϕ)(x,y) =
(
y−1 · ϕ′(x)−1 · ∂µϕ
′(x) · y
)i
j
y
µ
k . (1.15)
Using the left-invariance of the vector fieldsXk and (1.14), or just the explicit
formula (1.15), one sees that ϕ 7→ γijk(ϕ) is a group 1-cocycle on G with
values in C∞(FRn); specifically,
γijk(ϕ ◦ ψ) = γ
i
jk(ϕ) ◦ ψ˜ + γ
i
jk(ψ), ∀ϕ,ψ ∈G. (1.16)
As a consequence of (1.14), the operators Xk ∈ L (A) are no longer deriva-
tions of A, but satisfy instead a non-symmetric Leibniz rule:
Xk(a b) = Xk(a) b + aXk(b) + δ
i
jk(a)Y
j
i (b) , a, b ∈ A , (1.17)
where the linear operators δijk ∈ L (A) are defined by
δijk(f U
∗
ϕ) = γ
i
jk(ϕ) f U
∗
ϕ . (1.18)
Indeed, on taking a = f1 U
∗
ϕ1 , b = f2 U
∗
ϕ2 , one has
Xk(a · b) = Xk(f1 U
∗
ϕ1 · f2 U
∗
ϕ2) = Xk(f1 · U
∗
ϕ1 f2 Uϕ1)U
∗
ϕ2ϕ1
= Xk(f1)U
∗
ϕ1 · f2 U
∗
ϕ2 + f1 U
∗
ϕ1 ·Xk(f2 U
∗
ϕ2)
+ f1 U
∗
ϕ1 · (Uϕ1 Xk U
∗
ϕ1 − Xk)(f2 U
∗
ϕ2) ,
which together with (1.14) and the cocycle property (1.16) imply (1.17).
10
The same cocycle property shows that the operators δijk are derivations:
δijk(a b) = δ
i
jk(a) b + a δ
i
jk(b) , a, b ∈ A , (1.19)
The operators {Xk, Y
i
j } satisfy the commutation relations of the group of
affine transformations of Rn:
[Y ji , Y
ℓ
k ] = δ
j
kY
ℓ
i − δ
ℓ
iY
j
k , (1.20)
[Y ji ,Xk] = δ
j
kXi , [Xk,Xℓ] = 0 .
The successive commutators of the operators δijk’s with the Xℓ’s yield new
generations of
δijk ℓ1...ℓr := [Xℓr , . . . [Xℓ1 , δ
i
jk] . . .] , (1.21)
which involve multiplication by higher order jets of diffeomorphisms
δijk ℓ1...ℓr (f U
∗
ϕ) := γ
i
jk ℓ1...ℓr(ϕ) f U
∗
ϕ , where (1.22)
γijk ℓ1...ℓr(ϕ) := Xℓr · · ·Xℓ1
(
γijk(ϕ)
)
.
Evidently, they commute among themselves:
[δijk ℓ1...ℓr , δ
i′
j′k′ ℓ′1...ℓr
] = 0 . (1.23)
The commutators between the Y λν ’s and δ
i
jk’s, which can be easily obtained
from the explicit expression (1.15) of the cocycle γ, are as follows:
[Y λν , δ
i
jk] = δ
λ
j δ
i
νk + δ
λ
k δ
i
jν − δ
i
ν δ
λ
jk .
More generally, one checks by induction the relations
[Y λν , δ
i
j1j2 j3...jr ] =
r∑
s=1
δλjs δ
i
j1j2 j3...js−1νjs+1...jr − δ
i
ν δ
λ
j1j2 j3...jr . (1.24)
The commutator relations (1.20), (1.21), (1.23), (1.24) show that the sub-
space hn of L(A) generated by the operators
{Xk, Y
i
j , δ
i
jk ℓ1...ℓr ; i, j, k, ℓ1 . . . ℓr = 1, . . . , n, r ∈ N} (1.25)
forms a Lie algebra.
We let Hn denote the unital subalgebra of L(A) generated by hn. Unlike
the codimension 1 case (cf. [6]), Hn does not coincide with the universal
enveloping algebra A(hn) when n ≥ 2. Indeed, first of all the operators
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δijk ℓ1...ℓr are not all distinct; the order of the first two lower indices or of the
last r indices is immaterial. Indeed, the expression of the cocycle γ,
γijk(ϕ)(x,y) = (y
−1)iλ (ϕ
′(x)−1)λρ ∂µ∂νϕ
ρ(x)yνj y
µ
k , (1.26)
is clearly symmetric in the indices j and k. The symmetry in the last r
indices follows from the definition (1.21) and the fact that, the connection
being flat, the horizontal vector fields commute. It can also be directly seen
from the explicit formula
γijk ℓ1...ℓr(ϕ)(x,y) = (1.27)
= (y−1)iλ∂βr . . . ∂β1
(
(ϕ′(x)−1)λρ∂µ∂νϕ
ρ(x)
)
yνjy
µ
ky
β1
ℓ1
. . .yβrℓr .
Proposition 1.2. The operators δ••···• satisfy the identities
δijℓ k − δ
i
jk ℓ = δ
s
jk δ
i
sℓ − δ
s
jℓ δ
i
sk. (1.28)
Proof. These Bianchi-type identities are an expression of the fact that the
underlying connection is flat. Indeed, if we let a, b ∈ A and apply (1.17) we
obtain
XℓXk(a b) = XℓXk(a) b + Xk(a)Xℓ(b) + δ
i
jℓ(Xk(a))Y
j
i (b)
+Xℓ(a)Xk(b) + aXℓXk(b) + δ
i
jℓ(a)Y
j
i (Xk(b))
+Xℓ(δ
i
jk(a))Y
j
i (b) + δ
i
jk(a)Xℓ(Y
j
i (b)) + δ
r
sℓ(δ
i
jk(a))Y
s
r (Y
j
i (b)).
Since [Xk,Xℓ] = 0, by antisymmetrizing in k, ℓ it follows that
δijℓ(Xk(a))Y
j
i (b) + δ
i
jℓ(a)Y
j
i (Xk(b)) + Xℓ(δ
i
jk(a))Y
j
i (b)
+ δijk(a)Xℓ(Y
j
i (b)) + δ
r
sℓ(δ
i
jk(a))Y
s
r (Y
j
i (b))
= δijk(Xℓ(a))Y
j
i (b) + δ
i
jk(a)Y
j
i (Xℓ(b)) + Xk(δ
i
jℓ(a))Y
j
i (b)
+ δijℓ(a)Xk(Y
j
i (b)) + δ
r
sk(δ
i
jℓ(a))Y
s
r (Y
j
i (b)).
Using the ‘affine’ relations (1.20) and the symmetry of δijk in the lower
indices one readily obtains the equation (1.28).
In view of this result, the algebra Hn admits a basis similar to the Poincare´-
Birkhoff-Witt basis of a universal enveloping algebra. The notation needed
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to specify such a basis involves two kinds of multi-indices. The first kind
are of the form
I =
{
i1 ≤ . . . ≤ ip ;
(
j1
k1
)
≤ . . . ≤
(
jq
kq
)}
, (1.29)
while the second kind are of the form K = {κ1 ≤ . . . ≤ κr}, where
κs =
(
is
js ≤ ks ≤ ℓ
s
1 ≤ . . . ≤ ℓ
s
ps
)
, s = 1, . . . , r ; (1.30)
in both cases the inner multi-indices are ordered lexicographically. We then
denote
ZI = Xi1 . . . Xip Y
j1
k1
. . . Y
jq
kq
and δK = δ
i1
j1 k1 ℓ11...ℓ
1
p1
. . . δirjr kr ℓr1...ℓrpr
. (1.31)
Proposition 1.3. The monomials δK ZI , ordered lexicographically, form a
linear basis of Hn.
Proof. We need to prove that if cI,κ ∈ C are such that∑
I,K
cI,K δK ZI (a) = 0 , ∀ a ∈ A , (1.32)
then cI,K = 0, for any (I,K).
To this end, we evaluate (1.32) on all elements of the form a = f U∗ϕ at the
point
e = (x = 0,y = I) ∈ FRn = Rn ×GL(n,Rn) .
In particular, for any fixed but arbitrary ϕ ∈ G, one obtains
∑
I
(∑
K
cI,K γκ(ϕ)(e)
)
(ZI f)(e) = 0 , ∀ f ∈ C
∞
c (FR
n) . (1.33)
Since the ZI ’s form a PBW basis of A(R
n ⋊ gl(n,R)), which can be viewed
as the algebra of left-invariant differential operators on FRn, the validity
of (1.33) for any f ∈ C∞c (FR
n) implies the vanishing for each I of the
corresponding coefficient. One therefore obtains, for any fixed I,∑
K
cI,K γK(ϕ)(e) = 0 , ∀ϕ ∈ G . (1.34)
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To prove the vanishing of all the coefficients, we shall use induction on the
height of K = {κ1 ≤ . . . ≤ κr}; the latter is defined by counting the total
number of horizontal derivatives of its largest components:
|K| = ℓr1 + · · ·+ ℓ
r
pr .
We start with the case of height 0, when the identity (1.34) reads∑
K
cI,K γ
i1
j1k1
(ϕ)(e) · · · γirjrkr(ϕ)(e) = 0 , ∀ϕ ∈ G .
Let G0 be the subgroup of all ϕ ∈ G such that ϕ(0) = 0. Choosing ϕ in the
subgroup G(2)(0) ⊂ G0 consisting of the diffeomorphisms whose 2-jet at 0
is of the form
J20 (ϕ)
i(x) = xi +
1
2
n∑
j,k=1
ξijkx
jxk, ξ ∈ Rn
3
, ξijk = ξ
i
kj ,
and using (1.26), one obtains:∑
K
cI,K ξ
i1
j1k1
· · · ξirjrkr = 0, ξ
i
jk ∈ R
n3 , ξijk = ξ
i
kj .
It follows that all coefficients cI,K = 0.
Let now N ∈ N be the largest height of occurring in (1.34). By varying ϕ
in the subgroup G(N+2)(0) ⊂ G0 of all diffeomorphisms whose (N + 2)-jet
at 0 has the form
JN+20 (ϕ)
i(x) = xi + 1(N+2)!
∑
j,k,α1,...,αN+2
ξijkα1...αNx
jxkxα1 · · · xαN ,
ξijkα1...αN ∈ C
nN+3 , ξijkα1...αN = ξ
i
kjασ(1)...ασ(N)
, ∀ permutation σ ,
and using (1.27) instead of (1.26), one derives as above the vanishing of all
coefficients cI,κ with |κ| = N . This lowers the height in (1.34) and thus
completes the induction.
Let B denote the ideal of A(hn) generated by the combinations of the form
δijℓ k − δ
i
jk ℓ − δ
s
jk δ
i
sℓ + δ
s
jℓ δ
i
sk, (1.35)
which according to (1.28) vanish when viewed in Hn.
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Corollary 1.4. The algebra Hn is isomorphic to the quotient of the univer-
sal enveloping algebra A(hn) by the ideal B.
Proof. Extending the notation for indices introduced above, we form multi-
indices of the third kind, K ′ = {κ′1 ≤ . . . ≤ κ
′
r}, which are similar to those
of the second kind (1.30) except that we drop the requirement ks ≤ ℓ
s
1, i.e.
κ′s =
(
is
js ≤ ks , ℓ
s
1 ≤ . . . ≤ ℓ
s
ps
)
, s = 1, . . . , r . (1.36)
We then form a Poincare´-Birkhoff-Witt basis of A(hn) out of the monomials
δK ′ ZI , ordered lexicographically. Let π : A(hn) → Hn be the tautologi-
cal algebra homomorphism, which sends the generators of hn to the same
symbols in Hn. In particular, it sends the basis elements of A(hn) to the
corresponding elements in Hn
π(δK ′ ZI) = δK ′ ZI ,
but the monomial in the right hand side belongs to the basis of Hn only
when the components of all κ′s ∈ K
′ are in the increasing order.
Evidently, B ⊂ Kerπ. To prove the converse, assume that
u =
∑
I,K ′
cI,K ′ δK ′ ZI ∈ A(hn)
satisfies
π(u) ≡
∑
I,K ′
cI,K ′ δK ′ ZI = 0. (1.37)
In order to show that u belongs to the ideal B, we shall again use induction,
on the height of u. The height 0 case is obvious, because the 0-height
monomials remain linearly independent in Hn, so π(u) = 0 implies cI = 0
for each I, and therefore u = 0.
Let now N ≥ 1 be the largest height of occurring in u. For each K ′ of
height N , denote by K the multi-index with the corresponding components
κ′s ∈ K
′ rearranged in the increasing order. In view of (1.28), one can replace
each δK ′ in the equation (1.37) by δK+ lower height, because the difference
belongs to B. Thus, the top height part of u becomes
∑
I,|K|=N
cI,K ′ δK ZI ,
and so
u = v +
∑
I,|K|=N
cI,K ′ δK ZI (modB),
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where v has height at most N − 1. Then (1.37) takes the form
π(v) +
∑
I,|K|=N
cI,K ′ δK ZI = 0,
and from Proposition 1.3 it follows that the coefficient of each δK ZI van-
ishes. One concludes that
u = v (modB).
On the other hand, by the induction hypothesis, π(v) = 0 implies v ∈ B.
In order to state the next result, we associate to any element h1⊗ . . .⊗hp ∈
H⊗
p
n a multi-differential operator, acting on A, by the following formula
T (h1 ⊗ . . .⊗ hp) (a1 ⊗ . . . ⊗ ap) = h1(a1) · · · hp(ap) , (1.38)
where h1, . . . , hp ∈ Hn and a
1, . . . , ap ∈ A ;
the linear extension of this assignment will be denoted by the same letter.
Proposition 1.5. For each p ∈ N, the linear transformation T : H⊗
p
n −→
L(A⊗
p
,A) is injective.
Proof. For p = 1, T gives the standard action of Hn on A, which was just
shown to be faithful. To prove that KerT = 0 for an arbitrary p ∈ N,
assume that
H =
∑
ρ
h1ρ ⊗ · · · ⊗ h
p
ρ ∈ KerT .
After fixing a Poincare´-Birkhoff-Witt basis as above, we may uniquely ex-
press each hjρ in the form
hjρ =
∑
Ij ,Kj
Cρ, Ij ,Kj δKj ZIj , with Cρ, Ij ,Kj ∈ C .
Evaluating T (H) on elementary tensors of the form f1U
∗
ϕ1 ⊗ · · · ⊗ fpU
∗
ϕp ,
one obtains∑
ρ,I,K
Cρ, I1,K1 · · ·Cρ, Ip,Kp δK1
(
ZI1(f1)U
∗
ϕ1
)
· · · δKp
(
ZIp(fp)U
∗
ϕp
)
= 0 .
Evaluating further at a point u1 = (x1,y1) ∈ FR
n, and denoting
u2 = ϕ˜1(u1) , . . . , up = ϕ˜p−1(up−1) ,
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the above identity gives∑
ρ,I,K
Cρ, I1,K1 · · ·Cρ, Ip,Kp · γK1(ϕ1)(u1) · · · γKp(ϕp)(up)
· ZI1(f1)(u1) · · ·ZIp(fp)(up) = 0 .
Let us fix points u1, . . . , up ∈ FR
n and then diffeomorphisms ψ0, ψ1, . . . , ψp,
such that
u2 = ψ˜1(u1) , . . . , up = ψ˜p−1(up−1) .
Following a line of reasoning similar to that of the preceding proof, and
iterated with respect to the points u1, . . . , up , we can infer that for each
p-tuple of indices of the first kind (I1, . . . , Ip) one has∑
ρ,K
Cρ, I1,K1 · · ·Cρ, Ip,Kp · γK1(ϕ1)(u1) · · · γKp(ϕp)(up) = 0 .
Similarly, making repeated use of diffeomorphisms of the form
ψk ◦ ϕ with ϕ ∈ G
(N)(uk) , k = 1, . . . , p ,
for sufficiently many values of N , we can eventually conclude that for any
(K1, . . . ,Kp) ∑
ρ
Cρ, I1,K1 · · ·Cρ, Ip,Kp = 0 .
This proves that H = 0.
The crossed product algebra A = C∞c (FR
n) ⋊G carries a canonical trace,
uniquely determined up to a scaling factor. It is defined as the linear func-
tional τ : A → C,
τ (f U∗ϕ) =

∫
FRn
f ̟ , if ϕ = Id ,
0 , otherwise .
(1.39)
Here ̟ is the volume form attached to the canonical framing given by the
flat connection
̟ =
n∧
k=1
θk ∧
∧
(i,j)
ωij (ordered lexicographically) .
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The tracial property
τ(a b) = τ(b a) , ∀ a, b ∈ A,
is a consequence of the G-invariance of the volume form ̟. In turn, the
latter follows from the fact that
ϕ˜∗(θ) = θ and ϕ˜∗(ω) = ω + γ · θ ;
indeed,
ϕ˜∗(̟) =
n∧
k=1
θk ∧
∧
(i,j)
(
ωij + γ
i
jℓ(ϕ)θ
ℓ
)
=
n∧
k=1
θk ∧
∧
(i,j)
ωij .
This trace satisfies an invariance property relative to the modular character
of Hn. The latter, δ : Hn → C, extends the trace character of gl(n,R), and
is defined on the algebra generators as follows:
δ(Y ji ) = δ
j
i , δ(Xk) = 0, δ(δ
i
jk) = 0, i, j, k = 1, . . . , n . (1.40)
Clearly, this definition is compatible with the relations (1.28) and therefore
extends to a character of the algebra Hn.
Proposition 1.6. For any a, b ∈ A and h ∈ Hn one has
τ(h(a)) = δ(h) τ(a) . (1.41)
Proof. It suffices to verify the stated identity on the algebra generators of
Hn. Evidently, both sides vanish if h = δ
i
jk. On the other hand, its restric-
tion to the Lie algebra g = Rn⋊gl(n,R) is just the restatement, at the level
of the Lie algebra, of the invariance property of the left Haar measure on
G = Rn ⋊GL(n,R) with respect to right translations.
Proposition 1.7. There exists a unique anti-automorphism S˜ : Hn → Hn
such that
τ(h(a) b) = τ (a S˜(h)(b)) , (1.42)
for any h ∈ Hn and a, b ∈ A. Moreover, S˜ is involutive:
S˜2 = Id . (1.43)
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Proof. Using the ‘Leibnitz rule’ (1.12) for vertical vector fields, and the
invariance property (1.41) applied to the product ab, a, b ∈ A, one obtains
τ (Y ji (a) b) = − τ (aY
j
i (b)) + δ
j
i τ (a b) , ∀ a, b ∈ A . (1.44)
On the other hand, for the basic horizontal vector fields, (1.17) and (1.41)
give
τ (Xk(a) b) = − τ (aXk(b)) − τ (δ
i
jk(a)Y
j
i (b))
= − τ (aXk(b)) + τ (a δ
i
jk(Y
j
i (b)) ;
(1.45)
the second equality uses the 1-cocycle nature of γijk. The same property
implies
τ (δijk(a) b) = − τ (a δ
i
jk(b)) , ∀ a, b ∈ A . (1.46)
Thus, the generators of Hn satisfy integration by parts identities of the form
(1.42), with
S˜(Y ji ) = −Y
j
i + δ
j
i (1.47)
S˜(Xk) = −Xk + δ
i
jk Y
j
i (1.48)
S˜(δijk) = −δ
i
jk (1.49)
Since the pairing (a, b) 7→ τ(a b) is non-degenerate, the above operators are
uniquely determined.
Being obviously multiplicative, the ‘integration by parts’ rule extends from
generators to all elements h ∈ Hn, and uniquely defines a map S˜ : Hn →Hn
satisfying (1.42). In turn, this very identity implies that S˜ is a homomor-
phism from Hn to H
op
n , as well as the fact that S˜ is involutive.
Relying on the above results, we are now in a position to equip Hn with a
canonical Hopf structure.
Theorem 1.8. There exists a unique Hopf algebra structure on Hn with
respect to which A is a left Hn-module algebra.
Proof. The formulae (1.12), (1.17) and (1.19) extend by multiplicatively to
a general ‘Leibnitz rule’ satisfied by any element h ∈ Hn, of the form
h(ab) =
∑
(h)
h(1)(a)h(2)(b) , h(1), h(2) ∈ Hn , a, b ∈ A (1.50)
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By Proposition 1.5, this property uniquely determines the coproduct map
∆ : H → H⊗H,
∆(h) =
∑
(h)
h(1) ⊗ h(2) , (1.51)
that satisfies
T (∆h)(a⊗ b) = h(ab) . (1.52)
Furthermore, the coassociativity of ∆ becomes a consequence of the asso-
ciativity of A, because after applying T it amounts to the identity
h((ab)c) = h(a(bc)) , ∀h ∈ Hn , a, b ∈ A .
Similarly, the property that ∆ is an algebra homomorphism follows from the
fact that A is a left Hn-module. By the very definition of the coproduct, A
is actually a left Hn-module algebra.
The counit is defined by
ε(h) = h(1) ; (1.53)
when transported via T , its required properties amount to the obvious iden-
tities
h(a 1) = h(1 a) = h(a) , ∀h ∈ Hn , a ∈ A .
It remains to show the existence of antipode. We first check that the anti-
automorphism S˜ is a twisted antipode, i.e. satisfies for any h ∈ H,
(Id ∗S˜)(h) :=
∑
(h)
h(1) S˜(h(2)) = δ(h) 1, (1.54)
(S˜ ∗ Id)(h) :=
∑
(h)
S˜(h(1))h(2) = δ(h) 1. (1.55)
Indeed, with a, b ∈ A arbitrary, one has
τ(a δ(h)b)) = τ(h(ab)) =
∑
(h)
τ(h(1)(a)h(2)(b)) =
∑
(h)
τ(a (S˜(h(1))h(2))(b)),
which proves (1.54). Similarly, but also using the tracial property,
τ(a δ(h)b)) = τ(h(ba)) =
∑
(h)
τ(h(2)(a)h(1)(b)) =
∑
(h)
τ(a (S˜(h(2))h(1))(b)),
or equivalently ∑
(h)
S˜(h(2))h(1) = δ(h) 1;
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applying S˜ to both sides yields (1.55).
Now let δˇ ∈ H∗n denote the convolution inverse of the character δ ∈ H
∗
n,
which on generators is given by
δˇ(Y ji ) = −δ
j
i , δˇ(Xk) = 0, δˇ(δ
i
jk) = 0, i, j, k = 1, . . . , n . (1.56)
Then S := δˇ ∗ S˜ is an algebra anti-homorphism which satisfies the antipode
requirement ∑
(h)
S(h(1))h(2) = ε(h) 1 =
∑
(h)
h(1)S(h(2))
on the generators, and hence for any h ∈ Hn.
1.2 The general case of a flat primitive pseudogroup
Let Π be a flat primitive Lie pseudogroup of local C∞-diffeomorphisms of
Rm . Denote by FΠR
m the sub-bundle of FRm consisting of the Π-frames on
Rm. It consists of the 1-jets at 0 ∈ Rn of the germs of local diffeomorphisms
φ ∈ Π. Since Π contains the translations, FΠR
m can be identified, by the
restriction of the map (1.1), to Rm × G0(Π), where G0(Π) ⊂ GL(m,R) is
the linear isotropy group, formed of the Jacobians at 0 of the local diffeo-
morphisms φ ∈ Π preserving the origin.
The flat connection on FRm restricts to a connection form on FΠR
m with
values in the Lie algebra g0(Π) of G0(Π),
ωΠ := y
−1 dy ∈ g0(Π), y ∈ G0(Π).
The basic horizontal vector fields on FΠR
m are restrictions of those on FRm,
Xk = y
µ
k
∂
∂xµ
, k = 1, . . . , 2n , y = (yji ) ∈ G0(Π), (1.57)
and the fundamental vertical vector fields are
Y ji = y
µ
i
∂
∂yµj
, i, j = 1, . . . , 2n, y = (yji ) ∈ G0(Π); (1.58)
when assembled into a matrix-valued vector field, Y =
(
Y ji
)
takes values in
the Lie subalgebra g0(Π) ⊂ gl(m,R).
By virtue of Proposition 1.1, (1.57), (1.58) are also left-invariant vector
fields, that give a framing of the group of affine Π-motions G(Π) := Rm ⋊
G0(Π).
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The groupG(Π) := Diff(Rm)∩Π of global Π-diffeomorphisms acts on FΠR
m
by prolongation, and the corresponding crossed product algebra
A(Π) := C∞c (FΠR
m)⋊G(Π)
is a subalgebra of A. After promoting the above vector fields Xk and Y
j
i
to linear transformations in L (A(Π)), one automatically obtains, as in §1.1,
the affiliated multiplication operators δijk ∈ L (A(Π)),
δijk(f U
∗
ϕ) = γ
i
jk(ϕ) f U
∗
ϕ , ϕ ∈ G(Π),
and then their higher ‘derivatives’ δijk ℓ1...ℓr ∈ L (A(Π)),
δijk ℓ1...ℓr(f U
∗
ϕ) = γ
i
jk ℓ1...ℓr(ϕ) f U
∗
ϕ , ∀ϕ ∈ G(Π).
These are precisely the restrictions of the corresponding operators in L(A),
characterized by the property that them×m-matrix defined by their ‘isotropy
part’ is g0(Π)-valued:(
γij•···•(ϕ)
)
1≤i,j≤m
∈ g0(Π) ⊂ gl(m,R) , ϕ ∈ G(Π). (1.59)
They form a Lie subalgebra h(Π) of hm and satisfy the Bianchi-type identi-
ties of Proposition 1.2.
We let H(Π) denote the generated subalgebra of L (A(Π)) generated by the
above operators, while B(Π) stands for the ideal generated by the identities
(1.28).
Theorem 1.9. The algebra H(Π) is isomorphic to the quotient of the uni-
versal enveloping algebra A
(
h(Π)
)
by the ideal B(Π), and can be equipped
with a unique Hopf algebra structure with respect to which A(Π) is a left
H(Π)-module algebra.
Proof. The proof amounts to a mere repetition of the steps followed in the
previous subsection to establish Theorem 1.8. It suffices to notice that
all the arguments remain valid when the isotropy-type of the generators is
restricted to the linear isotropy Lie algebra g0(Π).
To illustrate the construction of the Hopf algebra H(Π) in a concrete fash-
ion, we close this section with a more detailed discussion of the two main
subclasses of flat primitive Lie pseudogroups: volume preserving and sym-
plectic.
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1.2.1 Hopf algebra of the volume preserving pseudogroup
The sub-bundle FsR
n of FRn consists in this case of all special (unimodular)
frames on Rn, defined by taking the 1-jet at 0 ∈ Rn of germs of local
diffeomorphisms φ on Rn that preserve the volume form, i.e.
φ∗(dx1 ∧ · · · ∧ dxn) = dx1 ∧ · · · ∧ dxn.
By means of the identification (1.1), FsR
n ≃ Rn × SL(n,R).
The flat connection is given by the sl(n,R)-valued 1-form sω = (sω
i
j)
sω
i
j := ω
i
j = (y
−1)iµ dy
µ
j , i 6= j = 1, . . . , n;
sω
i
i := ω
i
i − ω
n
n, i = 1, . . . , n − 1. (1.60)
The basic horizontal vector fields on FsR
n are restrictions of those on FRn,
sXk = y
µ
k ∂µ , k = 1, . . . , n , y ∈ SL(n,R)
while the fundamental vertical vector fields are
sY
j
i := Y
j
i = y
µ
i ∂
j
µ, i 6= j = 1, . . . , n,
sY
i
i :=
1
2
(
Y ii − Y
n
n
)
, i = 1, . . . , n− 1.
By Proposition 1.1, these are also the left-invariant vector fields on the group
Gs := R
n⋊ SL(n,R) associated to the standard basis of gs := R
n⋊ sl(n,R).
The group Gs := Diff(R
n, vol) of volume preserving diffeomorphisms acts
on FsR
n as in (1.6), and the corresponding crossed product algebra
As := C
∞
c (FsR
n)⋊Gs
is a subalgebra of A.
The analogue of (1.14) is
U∗ϕ sXk Uϕ = sXk − sγ
i
jk(ϕ) sY
j
i , (1.61)
where
sγ
i
jk = γ
i
jk, i 6= j = 1, . . . , n, and
sγ
i
ik = γ
i
ik − γ
n
nk, i = 1, . . . , n− 1.
One thus obtains the multiplication operators sδ
i
jk ℓ1...ℓr
∈ L (As),
sδ
i
jk ℓ1...ℓr(f U
∗
ϕ) = sγ
i
jk ℓ1...ℓr(ϕ) f U
∗
ϕ ,
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which continue to satisfy the Bianchi-type identities of Proposition 1.2.
Denoting by SHn the subalgebra of L (As) generated by the above operators,
one equips it with the canonical Hopf structure with respect to which As
is a left SHn-module algebra. We remark that the Hopf algebra SHn is
unimodular, in the sense that its antipode is involutive.
The conformal volume preserving case is similar, except that the linear
isotropy subgroup is CSL(n,R) = R+ × SL(n,R).
1.2.2 Hopf algebra of the symplectic pseudogroup
Let Gsp ⊂ G be the subgroup of diffeomorphisms of R
2n preserving the
symplecting form,
Ω = dx1 ∧ dxn+1 + · · ·+ dxn ∧ dx2n. (1.62)
Denote by FspR
2n the sub-bundle of FR2n formed of symplectic frames on
R2n, i.e. those defined by taking the 1-jet at 0 ∈ R2n of germs of local dif-
feomorphisms φ on R2n preserving the form Ω. Via (1.1) it can be identified
to R2n×Sp(n,R). In turn, Sp(n,R) is identified to the subgroup of matrices
A ∈ GL(2n,R) satisfying
tAJ A = J, where J =
(
0 Idn
− Idn 0
)
, (1.63)
while its Lie algebra sp(n,R) is formed of matrices a ∈ gl(2n,R) such that
ta J + J a = 0, (1.64)
Thus the flat connection is given by the sp(n,R)-valued 1-form
spω := y
−1 dy ∈ sp(n,R), y ∈ Sp(n,R),
the basic horizontal vector fields on FspR
2n are restrictions of those on FR2n,
spXk = y
µ
k ∂µ , k = 1, . . . , 2n , y ∈ Sp(n,R),
and the fundamental vertical vector fields are given by the sp(n,R)-valued
vector field (spY
j
i ) ∈ sp(n,R)
spY
j
i = y
µ
i ∂
j
µ, i, j = 1, . . . , 2n, y ∈ Sp(n,R).
They also form a basis of left-invariant vector fields on the group Gsp :=
R2n × Sp(n,R) associated to the standard basis of gsp := R
2n ⋊ sp(n,R).
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The groupGsp := Diff(R
n,Ω) of symplectic diffeomorphisms acts on FspR
2n
by prolongation, and the corresponding crossed product algebra
Asp := C
∞
c (FspR
2n)⋊Gsp
is a subalgebra of A. The vector fields spXk and spY
j
i extend to linear
transformations in L (Asp), and their action brings in multiplication opera-
tors spδ
i
jk ℓ1...ℓr
∈ L (Asp),
spδ
i
jk ℓ1...ℓr(f U
∗
ϕ) = spγ
i
jk ℓ1...ℓr(ϕ) f U
∗
ϕ .
We let SpHn denote the generated subalgebra of L (Asp) generated by the
above operators. It acquires a unique Hopf algebra structure such that
Asp is a left SpHn-module algebra. Like SHn, the Hopf algebra SpHn is
unimodular.
The conformal symplectic case is again similar, except that the linear isotropy
subgroup is CSp(n,R) = R+ × Sp(n,R).
1.3 Hopf algebra of the contact pseudogroup
We denote by Gcn ⊂ G the subgroup of orientation preserving diffeomor-
phisms of R2n+1 which leave invariant the contact form
α := −dx0 +
1
2
n∑
i=1
(xidxn+i − xn+idxi). (1.65)
The vector field E0 := ∂0 ≡
∂
∂x0
satisfies ιE0(α) = 1 and ιE0(dα) = 0,
i.e. represents the Reeb vector field of the contact structure. The contact
distribution D := Kerα is spanned by the vector fields {E1, . . . , E2n},
Ei = ∂i −
1
2
xn+iE0, En+i = ∂n+i +
1
2
xiE0, 1 ≤ i ≤ n. (1.66)
The Lie brackets between these vector fields are precisely those of the Heisen-
berg Lie algebra hn:
[Ei, Ej+n] = δ
i
jE0, [E0, Ei] = 0, [E0, Ej+n] = 0, i, j = 1, . . . , n.
This gives an identification of R2n+1, whose standard basis we denote by
{e0, e1, . . . , e2n}, with the Heisenberg group Hn, whose group law is given
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by
x ∗ y = x+ y+ β(x′,y′) e0 ≡
(
x0 + y0 + β(x′,y′), x′, y′
)
(1.67)
where x = (x0, x1, . . . , x2n), y = (y0, y1, . . . , y2n) ∈ Hn ≡ R
2n+1,
x′ = (x1, . . . , x2n), y′ = (y1, . . . , y2n) ∈ R2n
and β(x′,y′) =
1
2
n∑
i=1
(xi yn+i − xn+i yi). (1.68)
Lemma 1.10. The vector fields {E0, E1, . . . , E2n} are respectively the left-
invariant vector fields on Hn determined by the basis {e0, e1, . . . , e2n} of its
Lie algebra hn.
Proof. Straightforward, given that in the above realization the exponential
map exp : hn → Hn coincides with the identity map Id : R
2n+1 → R2n+1.
We recall that a contact diffeomorphism is a diffeomorphism φ : R2n+1 →
R2n+1 such that φ∗(Kerα) = Kerα, or equivalently φ
∗(α) = fα for a
nowhere vanishing function f : R2n+1 → R; φ is orientation preserving iff
f > 0 and is called a strict contact diffeomorphism if f ≡ 1.
In particular, the group left translations La : Hn → Hn, a ∈ Hn,
La(x) = a ∗ x =
(
a0 + x0 + β(a′,x′), a′ + x′
)
∀x ∈ Hn,
are easily seen to be strict contact diffeomorphism. They replace the usual
translations in R2n+1. Together with the linear transformations preserving
the symplectic form β : R2n × R2n → R2n of (1.68),
SA(x) = (x
0, Ax′), A ∈ Sp(n,R), x′ = (x1, . . . , x2n),
they form a group of strict contact transformations which is isomorphic to
Hn ⋊ Sp(n,R). Indeed, one has
(SA ◦ La)(x) = SA
(
x0 + a0 + β(a′,x′), x′ + a′
)
=
(
x0 + a0 + β(a′,x′), A(x′ + a′)
)
=
(
x0 + a0 + β(Aa′, Ax′), A(x′ + a′)
)
= LSA(a)
(
SA(x)
)
= (LSA(a) ◦ SA)(x),
therefore SA ◦ La ◦ S
−1
A = LSA(a); also
(La ◦ SA) ◦ (Lb ◦ SB) = La ◦ (SA ◦ Lb) ◦ SB = La ◦ (LSA(b) ◦ SA) ◦ SB
= La∗SA(b) ◦ SAB.
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We shall enlarge this group the 1-parameter group of contact homotheties
{µt; t ∈ R
∗
+}, defined by
µt(x) = (t
2x0, tx′), x ∈ Hn;
one has
µt ◦ SA = SA ◦ µt and µt ◦ La = Lµt(a) ◦ µt.
We denote by Gcnt the group generated by the contact transformations
{La, SA, µt; a ∈ Hn, A ∈ Sp(n,R), t ∈ R
∗
+}. It can be identified with the
semidirect product
Gcn ∼= Hn ⋊ CSp(n,R),
where CSp(n,R) = Sp(n,R) × R∗+ is the conformal symplectic group. Via
the identification
La ◦ SA ◦ µt ∼= (a, A, t), a ∈ Hn, A ∈ Sp(n,R), t ∈ R
∗
+, (1.69)
the multiplication law is
(a, A, t) · (b, B, s) = (a ∗ SA(µt(b)), AB, ts). (1.70)
Besides the usual tangent bundle TR2n+1, it will be convenient to introduce
a version of it that arises naturally when the contact structure is treated
as special case of a Heisenberg manifold (cf. e.g. [25]). Denoting by R :=
TR2n+1/D the line bundle determined by the class of the Reeb vector field
modulo the contact distribution, the H-tangent bundle is the direct sum
THR2n+1 := R ⊕ D. If φ ∈ Gcn is a contact diffeomorphism, then its
tangent map at x ∈ R2n+1, φ∗x : TxR
2n+1 → Tφ(x)R
2n+1, leaves the contact
distribution D invariant, and hence induces a corresponding H-tangent map,
which will be denoted φH∗x : T
H
x R
2n+1 → THφ(x)R
2n+1.
Lemma 1.11. Given any contact diffeomorphism φ ∈ Gcn, there is a
unique ϕ ∈ Gcn, such that ψ = ϕ
−1 ◦ φ has the properties
ψ(0) = 0 and ψH∗0 = Id : T
H
0 R
2n+1 → TH0 R
2n+1. (1.71)
Proof. Consider the H-tangent map φH∗0 : T
H
0 R
2n+1 → THa R
2n+1, where a =
φ(0). Then relative to the moving frame {E1, . . . , E2n} for D, φ
H
∗0 | D :
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D0 → Da is given by a conformal symplectic matrix Aφ(0) ∈ CSp(n,R)
with conformal factor tφ(0)
2 > 0. Furthermore, one can easily see that
φ∗0(e0) = tφ(0)
2E0 |a +wφ, with wφ ∈ Da,
and so the restriction φH∗0 | R : R0 → Ra can be identified with the scalar
tφ(0)
2 relative to the moving frame E0 of R.
Since A = t−1φ (0)Aφ(0) ∈ Sp(n,R), we can form
ϕ := La ◦ SA ◦ µt ∈ Gcn, a = φ(0), t = tφ(0), (1.72)
and we claim that this ϕ ∈ Gcn fulfills the required property. Indeed, L
−1
a ◦ϕ
has the expression
(L−1a ◦ ϕ)(x) =
(
tφ(0)
2x0, tφ(0)Ax
′
)
and therefore the matrix of ϕ∗0 : T0R
2n+1 → TaR
2n+1 is the same as that
of φH∗0 : T
H
0 R
2n+1 → THa R
2n+1, i.e.
(L−1a ◦ ϕ)∗0 =

tφ(0)
2 0 . . . 0
0
... tφ(0)A
0
 =

tφ(0)
2 0 . . . 0
0
... Aφ(0)
0
 . (1.73)
Thus, ψ = ϕ−1 ◦ φ satisfies (1.71).
To prove uniqueness, observe that if ϕ = La ◦ SA ◦ µt ∈ Gcn fulfills (1.71),
then a = 0 and, since ϕ∗0 : T0R
2n+1 → T0R
2n+1 is of the form (1.73),
A = Id and t = 1.
The subgroup of Gcn defined by the two conditions in (1.71) will be denoted
Ncn. Lemma 1.11 gives a Kac decomposition for the group of orientation
preserving contact diffeomorphisms:
Gcn = Gcn ·Ncn. (1.74)
Note though that the group Ncn is no longer pro-unipotent. However, it
has a pro-unipotent normal subgroup of finite codimension, namely
Ucn := {ψ ∈ Ncn | ψ(0) = 0, ψ∗0 = Id : T0R
2n+1 → T0R
2n+1};
this gives rise to a group extension
Id→ Ucn → Ncn → R
2n → 0, (1.75)
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with the last arrow given by the tangent map at 0.
The decomposition (1.74) gives rise to a pair of actions of Gcn: a left action ⊲
on Gcn ∼= Gcn/Ncn, and a right action ⊳ on Ncn ∼= Gcn\Gcn. To understand
the left action, let φ ∈ Gcn and ϕ = Lx ◦ SA ◦ µt ∈ Gcn. By Lemma 1.11,
φ ◦ ϕ = (φ ⊲ ϕ) ◦ ψ, with φ ⊲ ϕ ∈ Gcn and ψ ∈ Ncn.
Write φ ⊲ ϕ = Lb ◦ SB ◦ µs. If in (1.72) one replaces φ by φ ◦ ϕ then,
Aφ◦ϕ(0) = Aφ(x)Aϕ(0) = tAφ(x)A, tφ◦ϕ(0) = tφ(x)t,
hence
φ ⊲ ϕ = Lφ(x) ◦ Stφ(x)−1Aφ(x)A ◦ µtφt
Using the parametrization (1.69), the explicit description of the action can
be recorded as follows.
Lemma 1.12. Let φ ∈ Gcn and (a, A, t) ∈ Gcn. Then
φ˜(x, A, t) := φ ⊲ (x, A, t) = (φ(x), t−1φ (x)Aφ(x)A, tφ(x)t). (1.76)
With the above notational convention, let R(b,B,s) denote the right transla-
tion by an element (b, B, s) ∈ Sp(n,R), and let φ ∈ Gcn. We want to un-
derstand the commutation relationship between these two transformations.
By (1.70) and (1.76), one has
(φ˜ ◦R(b,B,s))(x, A, t) = φ˜
(
(x, A, t) · (b, B, s)
)
= φ˜(x ∗ SA(µt(b)), AB, ts)
=
(
φ(x ∗ SA(µt(b))), t
−1
φ (x)Aφ(x)AB, tφ(x)ts
)
.
On the other hand,
(R(b,B,s) ◦ φ˜)(x, A, t) = (φ(x), t
−1
φ (x)Aφ(x)A, tφ(x)t) · (b, B, s)
= (φ(x) ∗ t−1φ (x)SAφ(x)A(µtφ(x)t(b)), t
−1
φ (x)Aφ(x)AB, tφ(x)ts).
Although these two answers are in general different, when b = 0 they do
coincide, and we record this fact in the following statement.
Lemma 1.13. The left action of Gcn on Gcn commutes with the right
translations by the elements of the subgroup CSp(n,R).
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As in the flat case, we proceed to associate to the pseudogroupGcn of orien-
tation preserving diffeomorphisms of R2n+1 a Hopf algebra H(Πcn), realized
via its Hopf action on the crossed product algebra A(Πcn) = C
∞(Gcn)⋊Gcn.
This type of construction actually applies whenever one has a Kac decom-
position of the form (1.11).
One starts with a fixed basis {Xi}1≤i≤m for the Lie algebra gcn of Gcn. Each
X ∈ gcn gives rise to a left-invariant vector field X on Gcn, which is then
extended to a linear operator on A(Πcn),
X(f U∗φ) = X(f)U
∗
φ , φ ∈ Gcn .
One has
U∗φ Xi Uφ =
m∑
j=1
Γji (φ)Xj , i = 1, . . . ,m, (1.77)
with Γji (φ) ∈ C
∞(Gcn). The matrix of functions Γ(φ) =
(
Γji (φ)
)
1≤i,j≤m
automatically satisfies the cocycle identity
Γ(φ ◦ ψ) = (Γ(φ) ◦ ψ) · Γ(ψ) , φ, ψ ∈ Gcn . (1.78)
We next denote by ∆ji (φ) the following multiplication operator on A(Πcn):
∆ji (f U
∗
φ) = (Γ(φ)
−1)ji f U
∗
φ , i, j = 1, . . . ,m .
With this notation, we define H(Πcn) as the subalgebra of linear operators
on A(Πcn) generated by the operators Xk’s and ∆
j
i ’s, i, j, k = 1, . . . ,m. In
particular, HΠ contains all iterated commutators
∆ji,k1...kr := [Xkr , . . . , [Xk1 ,∆
j
i ] . . .],
i.e. the multiplication operators by the functions on G,
Γji,k1...kr(φ) := Xkr . . . Xk1(Γ
j
i (φ)), φ ∈ G.
Lemma 1.14. For any a, b ∈ A(Πcn), one has
Xk(ab) = Xk(a) b+
∑
j
∆jk(a)Xj(b), (1.79)
∆ji (ab) =
∑
k
∆ki (a)∆
j
k(b). (1.80)
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Proof. With a = f1 U
∗
φ1
, b = f2 U
∗
φ2
, and assembling the Xk’s into a column
vector X and the ∆ji ’s into a matrix ∆, one has
X(a · b) = X(f1 U
∗
φ1 f2 U
∗
φ2) = X(f1 U
∗
φ1 f2 Uφ1)U
∗
φ2φ1 =
= X(f1)U
∗
φ1 f2 U
∗
φ2 + f1X(U
∗
φ1 f2 Uφ1)U
∗
φ1U
∗
φ2 =
= X(a) b + f1 U
∗
φ1(Uφ1 XU
∗
φ1)(f2)U
∗
φ2 = [using (1.77)]
= X(a) b + f1U
∗
φ1Γ(φ
−1
1 )X(f2)U
∗
φ2 =
= X(a) b + f1(Γ(φ
−1
1 ) ◦ φ1)U
∗
φ1 X(f2)U
∗
φ2 = [using (1.78)]
= X(a) b + f1Γ(φ1)
−1 U∗φ1 X(b) = X(a) b + ∆(a)X(b),
which proves (1.79).
The identity (1.80) is merely a reformulation of the cocycle identity (1.78).
As a consequence, by multiplicativity every h ∈ H(Πcn) satisfies a Leibniz
rule of the form
h(ab) =
∑
h(1)(a)h(2)b) , ∀ a, b ∈ A(Π). (1.81)
Proposition 1.15. The operators ∆••···• satisfy the (Bianchi) identities
∆ki,j − ∆
k
j,i =
∑
r,s
ckrs∆
r
i ∆
s
j −
∑
ℓ
cℓij ∆
k
ℓ , (1.82)
where cijk are the structure constants of gcn,
[Xj ,Xk] =
∑
i
cijkXi. (1.83)
Proof. Applying (1.79) one has, for any a, b ∈ A(Πcn),
XiXj(a b) = Xi
(
Xj(a) b +
∑
s
∆sj(a)Xs(b)
)
=
= Xi(Xj(a)) b +
∑
r
∆ri (Xj(a))Xr(b) +
∑
s
Xi(∆
s
j(a))Xs(b)
+
∑
r,s
(∆ri (∆
s
j(a))Xr(Xs(b)),
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and thus the commutators can be expressed as follows:
[Xi,Xj ](a b) = [Xi,Xj ](a) b +
∑
r
∆ri (Xj(a))Xr(b) −
∑
s
∆sj(Xi(a))Xs(b)
+
∑
s
Xi(∆
s
j(a))Xs(b) −
∑
r
Xj(∆
r
i (a))Xr(b) +
+
∑
r,s
(∆ri (∆
s
j(a))Xr(Xs(b)) −
∑
r,s
(∆rj(∆
s
i (a))Xr(Xs(b))
= [Xi,Xj ](a) b −
∑
r
(
∆ri,j(a)−∆
r
j,i(a)
)
Xr(b) +
+
∑
r,s
(∆ri∆
s
j)(a)
∑
k
ckrsXk(b).
On the other hand, by (1.83), the left hand side equals∑
ℓ
cℓij Xℓ(a b) =
∑
ℓ
cℓij Xℓ(a) b +
∑
ℓ
cℓij ∆
k
ℓ (a)Xk(b)
= [Xi,Xj ](a) b +
∑
ℓ
cℓij ∆
k
ℓ (a)Xk(b).
Equating the two expressions one obtains after cancelation∑
ℓ c
ℓ
ij ∆
k
ℓ (a)Xk(b) = −
∑
k
(
∆ki,j(a)−∆
k
j,i(a)
)
Xk(b) +
+
∑
k
∑
r,s c
k
rs (∆
r
i∆
s
j)(a)Xk(b).
Since a, b ∈ A(Π) are arbitrary and the Xk’s are linearly independent, this
gives the claimed identity.
Let Hcn be the Lie algebra generated by the operators Xk and ∆
j
i,k1...kr
,
i, j, k1 . . . kr = 1, . . . ,m, r ∈ N. Following the same line of arguments as in
the proof of Corollary 1.4, one can establish its exact analog.
Proposition 1.16. The algebra H(Πcn) is isomorphic to the quotient of
the universal enveloping algebra U(Hcn) by the ideal Bcn generated by the
Bianchi identities (1.82).
Actually, one can be quite a bit more specific about the above cocycles as
well as about the corresponding Bianchi identities, if one uses an appropriate
basis of the Lie algebra gcn. Recalling that gcn is a semidirect product
of the Heisenberg Lie algebra hn by the Lie algebra gcsp of the conformal
symplectic group CSp(n,R), one can choose the basis {Xi}1≤i≤m such that
32
the first 2n + 1 vectors are the basis {Ei}0≤i≤2n of hn, while the rest form
the canonical basis {Y ji , Z} of gcsp, with Z central. By Lemma 1.13, for any
φ ∈ Gcn,
U∗φ Y Uφ = Y, Y ∈ gcsp. (1.84)
Thus, the elements of gcsp act as derivations on A(Π), and therefore give rise
to ‘tensorial identities’. The only genuine ‘Bianchi identities’ among (1.82)
are those generated by the lifts of the canonical framing {E0, E1, . . . , E2n}
of THn to left-invariant vector fields {X0,X1, . . . ,X2n} on Gcn.
Proposition 1.17. The left-invariant vector fields on Gcn corresponding to
the canonical basis of the Heisenberg Lie algebra are as follows:
X0 |(x, A, s)= s
2 ∂
∂x0
= s2E0 , (1.85)
Xj |(x, A, s)= s
2n∑
i=1
aij Ei , 1 ≤ j ≤ 2n. (1.86)
Proof. We start with the lift of E0. Since exp(te0) = te0, one has for any
F ∈ C∞(Gcn),
X0F (x, A, s) =
d
dt
|t=0 F ((x, A, s) · (te0, Id, 1)) =
=
d
dt
|t=0 F (x ∗ tSA(µs(e0)), A, s);
as SA(µs(e0)) = s
2e0, we can continue as follows:
=
d
dt
|t=0 F (x ∗ ts
2 e0, A, s) =
d
dt
|t=0 F (x
0 + ts2, x1, . . . , x2n), A, s) =
= s2
∂F
∂x0
(x, A, s).
This proves (1.85).
Next, for 1 ≤ j ≤ 2n, let Xj denote the lift of Ej to Gcn. Again, using that
exp(tej) = tej in Hn, one has
XjF (x, A, s) =
d
dt
|t=0 F ((x, A, s) · (tej, Id, 1)) =
=
d
dt
|t=0 F (x ∗ tSA(µs(ej)), A, s);
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because SA(µs(ej)) = saj, with aj denoting the jth column in the matrix
A, the above is equal to
=
d
dt
|t=0 F (x ∗ ts aj, A, s)
d
dt
|t=0 F ((x
0 + tsβ(x′,aj),x
′ + tsaj), A, s)
=
d
dt
|t=0 F (x
0 +
ts
2
n∑
i=1
(xian+ij − a
i
jx
n+i), x1 + tsa1j , . . . , x
2n + tsa12n), A, s)
=
s
2
n∑
i=1
(
xian+ij − a
i
jx
n+i
) ∂F
∂x0
(x, A, s) + s
2n∑
k=1
ak,j
∂F
∂xk
(x, A, s).
Thus,
Xj |(x, A, s)=
s
2
n∑
i=1
(
xian+ij − a
i
jx
n+i
) ∂
∂x0
+ s
2n∑
k=1
akj
∂
∂xk
=
=
s
2
n∑
i=1
(
xian+ij − a
i
jx
n+i
) ∂
∂x0
+ s
n∑
i=1
(
aij
∂
∂xi
+ an+ij
∂
∂xn+i
)
= s
n∑
i=1
aij
(
∂
∂xi
−
1
2
xn+i
∂
∂x0
)
+ s
n∑
i=1
an+ij
(
∂
∂xn+i
+
1
2
xi
∂
∂x0
)
= s
n∑
i=1
(
aij Ei + a
n+i
j En+i
)
,
which is the expression in (1.86).
Remark 1.18. The formulae (1.85), (1.86), which taken together are the
exact analogue of the formula (1.4), simply express the fact that the transi-
tion matrix from the basis {E0, E1, . . . , E2n} to the basis {X0,X1, . . . ,X2n}
of the horizontal subspace of T(x,A,s)Gcn ∼= TxHn is precisely the matrix
s2 0 . . . 0
0
... sA
0
 .
We now give a few examples the cocycles Γji (φ) ∈ C
∞(Gcn), φ ∈ Gcn,
corresponding to the horizontal vector fields {X0,X1, . . . ,X2n}.
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Starting with X0, one has
(U∗φX0Uφ)F (x, A, s) = (U
∗
φs
2Uφ)(U
∗
φ
∂
∂x0
Uφ)F (x, A, s) =
= tφ(x)
2s2
∂
∂y0
F
(
φ−1(y), tφ−1(y)
−1Aφ−1(y)B, tφ−1(y)z
)
|(φ(x), tφ(x)−1Aφ(x)A, tφ(x)s)=
= tφ(x)
2s2
(
∂xF ·
∂(φ−1)
∂y0
+ ∂AF ·
∂
∂y0
(
tφ−1(y)
−1Aφ−1(y)
)
B+
+ ∂sF
∂
∂y0
(
tφ−1(y)z
))
|(φ(x), tφ(x)−1Aφ(x)A, tφ(x)s)=
= tφ(x)
2s2
(
∂xF ·
∂(φ−1)
∂y0
− tφ−1(y)
−2 ∂
∂y0
(
tφ−1(y)
)
∂AF ·
(
Aφ−1(y)B
)
+
+ tφ−1(y)
−1∂AF ·
∂
∂y0
(
Aφ−1(y)
)
B+
+ ∂sF
∂
∂y0
(
tφ−1(y)
)
z
)
|(φ(x), tφ(x)−1Aφ(x)A, tφ(x)s) .
Taking into account that
tφ−1(φ(x)) tφ(x) = 1, Aφ−1(φ(x))Aφ(x) = Id, (1.87)
and
∂(φ−1)0
∂x0
(φ(x)) = tφ−1(φ(x))
2 = tφ(x)
−2, (1.88)
one obtains after evaluation at (φ(x), tφ(x)
−1Aφ(x)A, tφ(x)s) ∈ Gcn
U∗φX0Uφ =
= X0 + tφ(x)
2s2
2n∑
i=1
∂(φ−1)i
∂x0
(φ(x))
∂
∂xi
− tφ(x)
3s2
∂tφ−1
∂x0
(φ(x)) ∂A ·A
(1.89)
+ tφ(x)
2s2 ∂A ·
∂Aφ−1
∂x0
(φ(x))Aφ(x)A +
∂tφ−1
∂x0
(φ(x)) tφ(x)
3s3
∂
∂s
. (1.90)
To find the cocycles of the form Γ0i ’s, with i = 1, . . . , 2n, we use (1.66) to
replace the partial derivatives by the horizontal vector fields,
∂i = Ei +
1
2
xn+iE0, ∂n+i = En+i −
1
2
xiE0, 1 ≤ i ≤ n, (1.91)
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and rewrite the second term in the right hand side of (1.90) as follows
IIterm = tφ(x)
2 s2
(
n∑
i=1
∂(φ−1)i
∂x0
(φ(x))
∂
∂xi
+
2n∑
i=n+1
∂(φ−1)i
∂x0
(φ(x))
∂
∂xi
)
=
tφ(x)
2 s2
n∑
i=1
(∂(φ−1)i
∂x0
(φ(x)) (Ei+
+
1
2
xn+iE0) +
∂(φ−1)i
∂x0
(φ(x)) (En+i −
1
2
xiE0)
)
= tφ(x)
2 β
(∂(φ−1)′
∂x0
(φ(x)), x′
)
X0 + tφ(x)
2 s2
2n∑
i=1
∂(φ−1)i
∂x0
(φ(x))Ei.
We next invert the formula (1.86), cf. Remark 1.18,
Ei |(x, A, s)= s
−1
2n∑
j=1
aˇji Xj , 1 ≤ i ≤ 2n, (1.92)
where (aˇij) = A
−1, to obtain
IIterm = tφ(x)
2 β
(∂(φ−1)′
∂x0
(φ(x)), x′
)
X0 + tφ(x)
2 s
2n∑
i,j=1
∂(φ−1)i
∂x0
(φ(x)) aˇji Xj.
We have thus shown that
Γ00(φ)(x, A, s) = Id + tφ(x)
2 β
(∂(φ−1)′
∂x0
(φ(x)), x′
)
, (1.93)
Γi0(φ)(x, A, s) = tφ(x)
2 s
2n∑
j=1
∂(φ−1)j
∂x0
(φ(x)) aˇij , i = 1, . . . , 2n. (1.94)
In particular, when restricted to ψ ∈ Ncn and evaluated at the neutral
element e = (1, Id, 1) ∈ Gcn, these cocycles take the simple form
Γ00(ψ)(0, Id, 1) = Id, (1.95)
Γj0(ψ)(0, Id, 1) =
∂(ψ−1)j
∂x0
(0), j = 1, . . . , 2n. (1.96)
By comparison with the flat case, these cocycles and their derivatives give
the only new type of coordinate functions on the group ψ ∈ Ncn, all the rest
being completely analogous to the η••...• coordinates of (2.24).
One last ingredient needed for the construction of the Hopf algebra, is pro-
vided by the following lemma.
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Lemma 1.19. The left Haar volume form of the group Gcn is invariant
under the action ⊲ of Gcn.
Proof. Up to a constant factor, the left-invariant volume form of Gcn is
given, in the coordinates (1.69), by
̟cn := α ∧ dα
n ∧̟Sp ∧ s
−2(n+1)ds
s
, (1.97)
where ̟Sp is the left-invariant volume form of Sp(N,R). Using the formula
(1.76) expressing the action of φ ∈ Gcn on Gcn, in conjunction with the left
invariance of ̟Sp and the fact that
φ∗(α ∧ dαn) = t
2(n+1)
φ α ∧ dα
n,
one immediately sees that φ˜∗(̟cn) = ̟cn.
As a consequence, we can define an invariant trace τ = τcn on the crossed
product algebra A(Πcn) = C
∞(Gcn) ⋊Gcn by precisely the same formula
(1.39). Furthermore, the following counterpart of Proposition 1.6 holds.
Proposition 1.20. The infinitesimal modular character δ(X) = Tr(adX),
X ∈ gcn, extends uniquely to a character δ = δcn of H(Πcn), and the trace
τ = τcn is H(Πcn)-invariant relative to this character, i.e.
τ(h(a)) = δ(h) τ(a) , ∀ a, b ∈ A(Πcn). (1.98)
Proof. On the the canonical basis of gcn, the character δ takes the values
δ(Ei) = 0, 0 ≤ i ≤ 2n, δ(Y
j
i ) = 0, and δ(Z) = 2n+ 2;
indeed, ad(Ei)’s are nilpotent, Ad(Y
j
i )’s are unimodular, and
[Z,E0] = 2E0, [Z,Ei] = Ei, ∀ 1 ≤ i ≤ 2n, [Z, Y ] = 0, ∀Y ∈ gcn.
The rest of the proof is virtually identical to that of Prop. 1.6.
Finally, following the same line of arguments which led to Theorem 1.8, one
obtains the corresponding analog.
Theorem 1.21. There exists a unique Hopf algebra structure on H(Πcn),
such that its tautological action makes A(Πcn) a left module algebra.
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2 Bicrossed product realization
In this section we reconstruct (or rather deconstruct) the Hopf algebra af-
filiated to a primitive Lie pseudogroup as a bicrossed product of a matched
pair of Hopf algebras. In the particular case of H1, this has been proved
in [15], by direct algebraic calculations that rely on the detailed knowledge
of its presentation. By contrast, our method is completely geometric and
for this reason applicable to the entire class of Lie pseudogroups admitting
a Kac-type decomposition.
We recall below the most basic notions concerning the bicrossed product
construction, referring the reader to Majid’s monograph [23] for a detailed
exposition.
Let U and F be two Hopf algebras. A linear map
H : U → U ⊗ F , Hu = u<0> ⊗ u<1> ,
defines a right coaction, and thus equips U with a right F-comodule coalgebra
structure, if the following conditions are satisfied for any u ∈ U :
u<0>(1) ⊗ u<0>(2) ⊗ u<1> = u(1)<0> ⊗ u(2)<0> ⊗ u(1)<1>u(2)<1> (2.1)
ǫ(u<0>)u<1> = ǫ(u)1. (2.2)
One can then form a cocrossed product coalgebra F ◮< U , that has F ⊗ U
as underlying vector space and the following coalgebra structure:
∆(f ◮< u) = f (1) ◮< u(1)<0> ⊗ f (2)u(1)<1> ◮< u(2) , (2.3)
ǫ(h ◮< k) = ǫ(h)ǫ(k). (2.4)
In a dual fashion, F is called a left U module algebra, if U acts from the left
on F via a left action
⊲ : F ⊗ U → F
which satisfies the following condition for any u ∈ U , and f, g ∈ F :
u ⊲ 1 = ǫ(u)1 (2.5)
u ⊲ (fg) = (u(1) ⊲ f)(u(2) ⊲ g). (2.6)
This time we can endow the underlying vector space F ⊗U with an algebra
structure, to be denoted by F >⊳ U , with 1 >⊳ 1 as its unit and the product
given by
(f >⊳ u)(g >⊳ v) = f u(1) ⊲ g >⊳ u(2)v (2.7)
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U and F are said to form a matched pair of Hopf algebras if they are
equipped, as above, with an action and a coaction which satisfy the fol-
lowing compatibility conditions: following conditions for any u ∈ U , and
any f ∈ F .
ǫ(u ⊲ f) = ǫ(u)ǫ(f), (2.8)
∆(u ⊲ f) = u(1)<0> ⊲ f (1) ⊗ u(1)<1>(u(2) ⊲ f (2)), (2.9)
H(1) = 1⊗ 1, (2.10)
H(uv) = u(1)<0>v<0> ⊗ u(1)<1>(u(2) ⊲ v<1>), (2.11)
u(2)<0> ⊗ (u(1) ⊲ f)u(2)<1> = u(1)<0> ⊗ u(1)<1>(u(2) ⊲ f). (2.12)
One can then form a new Hopf algebra F ◮⊳ U , called the bicrossed product
of the matched pair (F ,U) ; it has F ◮< U as underlying coalgebra, F >⊳ U
as underlying algebra and the antipode is defined by
S(f ◮⊳ u) = (1 ◮⊳ S(u<0>))(S(fu<1>) ◮⊳ 1), f ∈ F , u ∈ U . (2.13)
2.1 The flat case
As mentioned in the introduction, the matched pair of Hopf algebras arises
from a matched pair of groups, via a splitting a` la G.I. Kac [18].
Proposition 2.1. Let Π be a flat primitive Lie pseudogroup of infinite type,
FΠR
m the principal bundle of Π-frames on Rm. There is a canonical splitting
of the group G = Diff(Rm) ∩ Π, as a cartesian product G = G · N , with
G ≃ FΠR
m the group of affine Π-motions of Rm, and N = {φ ∈ G ; φ(0) =
0, φ′(0) = Id}.
Proof. Let φ ∈ G. Since G contains the translations, then φ0 := φ−φ(0) ∈
G, and φ0(0) = 0. Moreover, the affine diffeomorphism
ϕ(x) := φ′0(0) · x + φ(0), ∀x ∈ R
m (2.14)
also belongs to G, and has the same 1-jet at 0 as φ. Therefore, the diffeo-
morphism
ψ(x) := ϕ−1(φ(x)) = φ′0(0)
−1 (φ(x)− φ(0)) , ∀x ∈ Rm (2.15)
belongs to N , and the canonical decomposition is
φ = ϕ ◦ ψ, with ϕ ∈ G and ψ ∈ N (2.16)
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given by (2.14) and (2.15). The two components are uniquely determined,
because evidently G ∩N = {e}.
Reversing the order in the above decomposition one simultaneously obtains
two well-defined operations, of N on G and of G on N :
ψ ◦ ϕ = (ψ ⊲ ϕ) ◦ (ψ ⊳ ϕ), for ϕ ∈ G and ψ ∈ N (2.17)
Proposition 2.2. The operation ⊲ is a left action of N on G, and ⊳ is a
right action of G on N . Both actions leave the neutral element fixed.
Proof. Let ψ1, ψ2 ∈ N and ϕ ∈ G. By (2.17), on the one hand
(ψ1 ◦ ψ2) ◦ ϕ =
(
(ψ1 ◦ ψ2) ⊲ ϕ
)
◦
(
(ψ1 ◦ ψ2) ⊳ ϕ
)
,
and on the other hand
ψ1 ◦ (ψ2 ◦ ϕ) = ψ1 ◦ (ψ2 ⊲ ϕ) ◦ (ψ2 ⊳ ϕ)
=
(
ψ1 ⊲ (ψ2 ⊲ ϕ)
)
◦
(
ψ1 ⊳ (ψ2 ⊲ ϕ)
)
◦ (ψ2 ⊳ ϕ).
Equating the respective components in G and N one obtains:
(ψ1 ◦ ψ2) ⊲ ϕ = ψ1 ⊲ (ψ2 ⊲ ϕ) ∈ G, resp. (2.18)
(ψ1 ◦ ψ2) ⊳ ϕ =
(
ψ1 ⊳ (ψ2 ⊲ ϕ)
)
◦ (ψ2 ⊳ ϕ) ∈ N. (2.19)
Similarly,
ψ ◦ (ϕ1 ◦ ϕ2) =
(
ψ ⊲ (ϕ1 ◦ ϕ2)
)
◦
(
ψ ⊳ (ϕ1 ◦ ϕ2)
)
,
while
(ψ ◦ ϕ1) ◦ ϕ2 = (ψ ⊲ ϕ1) ◦ (ψ ⊳ ϕ1) ◦ ϕ2
= (ψ ⊲ ϕ1) ◦
(
(ψ ⊳ ϕ1) ⊲ ϕ2
)
◦
(
(ψ ⊳ ϕ1) ⊳ ϕ2)
)
,
whence
ψ ⊳ (ϕ1 ◦ ϕ2) = (ψ ⊳ ϕ1) ⊳ ϕ2 ∈ N, resp. (2.20)
ψ ⊲ (ϕ1 ◦ ϕ2) = (ψ ⊲ ϕ1) ◦
(
(ψ ⊳ ϕ1) ⊲ ϕ2
)
∈ G. (2.21)
Specializing ϕ = e, resp. ψ = e, in the definition (2.17), one sees that e = Id
acts trivially, and at the same time that both actions fix e.
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Via the identification G ≃ FΠR
m, one can recognize the action ⊲ as the
usual action of diffeomorphisms on the frame bundle, cf. (1.6).
Lemma 2.3. The left action ⊲ of N on G coincides with the restriction of
the natural action of G on FΠR
m.
Proof. Let φ = ψ ⊲ ϕ ∈ G, with ψ ∈ N and ϕ ∈ G. The associated frame,
cf. (1.1), is
(
φ(0), φ′(0)
)
. By (2.17),
ψ
(
ϕ(0)
)
= (ψ ⊲ ϕ)
(
(ψ ⊳ ϕ)(0)
)
= φ(0),
since (ψ ⊳ ϕ)(0) = 0. On differentiating (2.17) at 0 one obtains
ψ′
(
ϕ(0)
)
· ϕ′(0) = (ψ ⊲ ϕ)′
(
(ψ ⊳ ϕ)(0)
)
· (ψ ⊳ ϕ)′(0) = (ψ ⊲ ϕ)′(0) = φ′(0),
since (ψ ⊳ ϕ)′(0) = Id. Thus,
(
φ(0), φ′(0)
)
= ψ˜
(
ϕ(0), ϕ′(0)
)
, as in the
definition (1.6).
Definition 2.4. The coordinates of ψ ∈ N are the coefficients of the Taylor
expansion of ψ at 0 ∈ Rm. The algebra of functions on N generated by these
coordinates will be denoted F(N), and its elements will be called regular
functions.
Explicitly, F(N) is generated by the functions
αijj1j2...jr(ψ) = ∂jr . . . ∂j1∂jψ
i(x) |x=0, 1 ≤ i, j, j1, j2, . . . , jr ≤ m, ψ ∈ N ;
note that αij(ψ) = δ
i
j , because ψ
′(0) = Id, while for r ≥ 1 the coeffi-
cients αijj1j2...jr(ψ) are symmetric in the lower indices but otherwise arbi-
trary. Thus, F(N) can be viewed as the free commutative algebra over C
generated by the indeterminates {αijj1j2...jr ; 1 ≤ i, j, j1, j2, . . . , jr ≤ m}.
The algebra F := F(N) inherits from the group N a canonical Hopf algebra
structure, in the standard fashion.
Proposition 2.5. With the coproduct ∆ : F → F ⊗F , the antipode
S : F → F , and the counit ε : F → C determined by the requirements
∆(f)(ψ1, ψ2) = f(ψ1 ◦ ψ2), ∀ψ1, ψ2 ∈ N, (2.22)
S(f)(ψ) = f(ψ−1), ∀ψ ∈ N, ∀ f ∈ F ,
ǫ(f) = f(e),
F(N) is a Hopf algebra.
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Proof. The fact that these definitions give rise to a Hopf algebra is com-
pletely routine, once they are shown to make sense. In turn, checking that
∆(αijj1j2...jr) ∈ F ⊗ F and S(α
i
jj1j2...jr) ∈ F ⊗ F , (2.23)
only involves elementary manipulations with the chain rule. For instance,
in the case of αijk the verification goes as follows. First, for the coproduct,
∆(αijk)(ψ1, ψ2) = α
i
jk(ψ1 ◦ ψ2) = ∂j∂k(ψ1 ◦ ψ2)
i(x) |x=0
= ∂j
(
(∂µψ
i
1)(ψ2(x))∂kψ
µ
2 (x)
)
|x=0
= (∂ν∂µψ
i
1)(ψ2(x)) |x=0 ∂jψ
ν
2 (x) |x=0 ∂kψ
µ
2 (x) |x=0 +
+ (∂µ(ψ
i
1(ψ2(x)) |x=0 ∂j∂kψ
µ
2 (x)) |x=0
= ∂j∂kψ
i
1(x) |x=0 +∂j∂kψ
i
2(x) |x=0= (α
i
j,k ⊗ 1 + 1⊗ α
i
j,k)(ψ1, ψ2),
where we have used that ψ1(0) = ψ2(0) = 0 and ψ
′
1(0) = ψ
′
2(0) = Id.
To deal with the antipode, one differentiates the identity ψ−1(ψ(x)) = x:
δij = ∂j
(
(ψ−1)i(ψ(x))
)
= ∂λ(ψ
−1)i(ψ(x)) ∂jψ
λ(x),
which yields under further differentiation
∂µ∂λ(ψ
−1)i(ψ(x)) ∂kψ
µ(x) ∂jψ
λ(x) + ∂λ(ψ
−1)i(ψ(x)) ∂k∂jψ
λ(x) = 0;
evaluation at x = 0 gives αijk(ψ
−1) + αijk(ψ) = 0.
Taking higher derivatives one proves (2.23) in a similar fashion.
We shall need an alternative description of the algebra F , which will be used
to recognize it as being identical to the Hopf subalgebra of H(Π) generated
by the δijkℓ1...ℓr ’s.
Lemma 2.6. The coefficients of the Taylor expansion of ψ˜ at e ∈ G,
ηijkℓ1...ℓr(ψ) := γ
i
jkℓ1...ℓr(ψ)(e), ψ ∈ N, (2.24)
define regular functions on N , which generate the algebra F(N).
Proof. Evaluating the expression (1.27) at e = (0, Id) ∈ FΠR
m gives
γijk ℓ1...ℓr(ψ)(e) = ∂ℓr . . . ∂ℓ1
(
(ψ′(x)−1)iν∂j∂kψ
ν(x)
)
|x=0 . (2.25)
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The derivatives of ψ′(x)−1 are sums of terms each of which is a product of
derivatives of ψ′(x) interspaced with ψ′(x)−1 itself. Since ψ′(0) = Id, the
right hand side of (2.25) is thus seen to define a regular function on N .
A more careful inspection actually proves the converse as well. First, by the
very definition,
ηijk = α
i
jk . (2.26)
Next, one has
ηijkℓ(ψ) = ∂ℓ
(
(ψ′(x)−1)iν∂j∂kψ
ν(x)
)
|x=0
= ∂ℓ
(
(ψ′(x)−1)iν
)
|x=0 ∂j∂kψ
ν(x) |x=0 + ∂ℓ∂k∂jψ
i(x) |x=0 ;
on differentiating (ψ′(x)−1)iµ ∂νψ
µ(x) = δiν one sees that
∂ℓ
(
(ψ′(x)−1)iν
)
|x=0 + ∂ℓ∂νψ
i(x) |x=0= 0,
and therefore
ηijkℓ(ψ) = α
i
jkℓ(ψ) − α
i
ℓν(ψ)α
ν
jk(ψ). (2.27)
By induction, one shows that
ηijkℓ1...ℓr = α
i
jkℓ1...ℓr + P
i
jkℓ1...ℓr(α
λ
µν , . . . , α
ρ
τσp1...pr−1), (2.28)
where P ijkℓ1...ℓr is a polynomial. The triangular form of the identities (2.26)-
(2.28) allows to reverse the process and express the αijkℓ1...ℓr ’s in a similar
fashion:
αijkℓ1...ℓr = η
i
jkℓ1...ℓr + Q
i
jkℓ1...ℓr(η
λ
µν , . . . , η
ρ
τσp1...pr−1). (2.29)
Let H(Π)ab denote the (abelian) Hopf subalgebra of H(Π) generated by the
operators {δijkℓ1...ℓr ; 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ m}.
Proposition 2.7. There is a unique isomorphism of Hopf algebras
ι : H(Π)copab → F(N) with the property that
ι(δijkℓ1...ℓr) = η
i
jkℓ1...ℓr , ∀ 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ m . (2.30)
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Proof. In view of (2.26)-(2.27), the generators ηijkℓ1...ℓr satisfy the analogue
of the Bianchi identity (1.28). Indeed,
ηijkℓ − η
i
jℓk = α
i
jkℓ − α
i
ℓρα
ρ
jk − α
i
jℓk + α
i
kρα
ρ
jℓ = η
i
kρη
ρ
jℓ − η
i
ℓρη
ρ
jk.
From Theorem 1.9 (or rather the proof of Corollary 1.4) it then follows that
the assignment (2.30) does give rise to a well-defined algebra homomorphism
ι : H(Π)ab → F(N), which by Lemma 2.6 is automatically surjective.
To prove that ι : H(Π)ab → F(N) is injective, it suffices to show that the
monomials {ηK ;K = increasingly ordered multi-index}, defined in the same
way as the δK ’s of the Poincare´-Birkhoff-Witt basis of H(Π) (cf. Proposition
1.3), are linearly independent. This can be shown by induction on the
height. In the height 0 case the statement is obvious, because of (2.26).
Next, assume ∑
|J |≤N−1
cJ ηJ +
∑
|K|=N
cK ηK = 0.
Using the identities (2.28) and (2.28), one can replace ηK by αK+ lower
height. Since the α••...•’s are free generators, it follows that cK = 0 for each
K of height N , and thus we are reduced to∑
|J |≤N−1
cJ ηJ = 0;
the induction hypothesis now implies cJ = 0, for all J ’s.
It remains to prove that ι : H(Π)copab → F(N) is a coalgebra map, which
amounts to checking that
ι⊗ ι(∆δijkℓ1...ℓr) = ∆
opηijkℓ1...ℓr . (2.31)
Recall, cf. (1.51), that ∆ : H(Π)→H(Π)⊗H(Π) is determined by a Leibniz
rule, which for δijkℓ1...ℓr takes the form
δijkℓ1...ℓr(U
∗
φ1U
∗
φ2) =
∑
ciABj δ
i
jA(U
∗
φ1) δ
i
jB(U
∗
φ2), φ1, φ2 ∈ G,
which is equivalent to
γijkℓ1...ℓr(φ2 ◦ φ1) =
∑
ciABj γ
i
jA(φ1) γ
i
jB(φ2) ◦ φ˜1. (2.32)
Restricting (2.32) to ψ1, ψ2 ∈ N and evaluating at e ∈ G, one obtains
∆opηijkℓ1...ℓr(ψ1, ψ2) := η
i
jkℓ1...ℓr(ψ2 ◦ ψ1) =
∑
ciABj η
i
jA(ψ1) η
i
jB(ψ2).
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The right action ⊳ of G on N induces an action of G on F(N), and hence a
left action ⊲ of U(g) on F(N), defined by
(X ⊲ f)(ψ) =
d
dt
|t=0 f(ψ ⊳ exp tX), f ∈ F , X ∈ g. (2.33)
On the other hand, there is a natural action of U(g) on H(Π)ab, induced by
the adjoint action of g on h(Π), extended as action by derivations on the
polynomials in δijkℓ1...ℓr ’s. In order to relate these two actions, we need a
preparatory lemma.
Lemma 2.8. Let ϕ ∈ G and φ ∈ G. Then for any 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ m,
γijkℓ1...ℓr(ϕ ◦ φ) = γ
i
jkℓ1...ℓr(φ), (2.34)
γijkℓ1...ℓr(φ ◦ ϕ) = γ
i
jkℓ1...ℓr(φ) ◦ ϕ˜. (2.35)
Proof. Both identities can be verified by direct computations, using the
explicit formula (1.27) for γijkℓ1...ℓr , in conjunction with the fact that ϕ has
the simple affine expression ϕ(x) = a · x+ b, a ∈ G0(Π), b ∈ R
m.
An alternative and more elegant explanations relies on the left invariance of
the vector fields Xk, cf. Proposition 1.1. The identity (2.34) easily follows
from the cocycle property (1.16) and the fact that ϕ is affine,
γijk(ϕ ◦ φ) = γ
i
jkℓ1...ℓr(ϕ) ◦ ψ˜ + γ
i
jk(φ) = γ
i
jk(φ) ,
because γijk(ϕ) = 0. To check the second equation one starts with
γijk(φ ◦ ϕ) = γ
i
jk(φ) ◦ ϕ˜ + γ
i
jk(ϕ) = γ
i
jk(φ) ◦ ϕ˜,
and notice that the invariance property UϕX U
∗
ϕ = X, for any X ∈ g,
implies
X
(
γijk(φ) ◦ ϕ˜
)
= X
(
γijk(φ)
)
◦ ϕ˜.
We are now in a position to formulate the precise relation between the
canonical action of U(g) on H(Π)ab and the action ⊲ on F(N).
Proposition 2.9. The algebra isomorphism ι : H(Π)ab → F(N) identifies
the U(g)-module H(Π)ab with the U(g)-module F(N). In particular F(N)
is U(g)-module algebra.
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Proof. We denote below by ϕt the 1-parameter subgroup exp tX of G cor-
responding to X ∈ g, and employ the abbreviated notation η = ηijkℓ1...ℓr ,
γ = γijkℓ1...ℓr . From (2.34) it follows that
γ(ψ ⊳ ϕt) = γ(ψ ◦ ϕt),
whence
(X ⊲ η)(ψ) =
d
dt
|t=0 η(ψ ⊳ ϕt) =
d
dt
|t=0 γ(ψ ◦ ϕt)(e).
Now using (2.35), one can continue as follows:
d
dt
|t=0 γ(ψ ◦ ϕt)(e) =
d
dt
|t=0 γ(ψ)(ϕ˜t(e)) = X
(
γ(ψ)
)
(e).
By iterating this argument one obtains, for any u ∈ U(g),
(u ⊲ ηijkℓ1...ℓr)(ψ) = u
(
γijkℓ1...ℓr(ψ)
)
(e), ψ ∈ N. (2.36)
The right hand side of (2.36), before evaluation at e ∈ G, describes the
effect of the action of u ∈ U(g) on δijkℓ1...ℓr ∈ H(Π)ab. In view of the
defining relation (2.30) for the isomorphism ι, this achieves the proof.
We proceed to equip U(g) with a right F(N)-comodule structure. To this
end, we assign to each element u ∈ U(g) a U(g)-valued function on N as
follows :
(Hu)(ψ) = u˜(ψ)(e), where u˜(ψ) = Uψ uU
∗
ψ. (2.37)
We claim that Hu belongs to U(g)⊗F(N), and therefore the above assign-
ment defines a linear map H : U(g) → U(g) ⊗ F(N). Indeed, let {ZI} be
the PBW basis of U(g) defined in §5, cf. (1.31). We identify U(g) with the
algebra of left-invariant differential operators on G, and regard the ZI ’s as
a linear basis for these operators. In particular, one can uniquely express
Uψ ZI U
∗
ψ =
∑
J
βJI (ψ)ZJ , ψ ∈ N, (2.38)
with βJI (ψ) in the algebra of functions on G generated by {γ
i
jK(ψ)}. The
definition (2.37) then takes the explicit form
HZI =
∑
J
ZJ ⊗ ζ
J
I , where ζ
J
I (ψ) = β
J
I (ψ)(e). (2.39)
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For example, by (1.10), (1.14) and (1.16), one has
HY ij = Y
i
j ⊗ 1, (2.40)
HXk = Xk ⊗ 1 + Y
j
i ⊗ η
i
jk. (2.41)
Thus, H : U(g)→ U(g)⊗F(N) is well-defined.
Lemma 2.10. The map H : U(g) → U(g) ⊗ F(N) endows U(g) with a
F(N)-comodule structure.
Proof. On the one hand, applying (2.38) twice one obtains
Uψ1Uψ2ZIU
∗
ψ2U
∗
ψ1 =
∑
J
βJI (ψ2) ◦ ψ
−1
1 Uψ1 ZJU
∗
ψ1
=
∑
K
(∑
J
βJI (ψ2) ◦ ψ
−1
1 β
K
J (ψ1)
)
ZK , (2.42)
while on the other hand, the same left had side can be expressed as
Uψ1ψ2ZIU
∗
ψ1ψ2 =
∑
K
βKI (ψ1ψ2)ZK ; (2.43)
therefore
βKI (ψ1ψ2) =
∑
J
βKJ (ψ1)β
J
I (ψ2) ◦ ψ
−1
1 . (2.44)
By the very definition (2.39), the identity (2.42) gives
(H⊗ Id)(HZI) =
∑
K
ZK ⊗
∑
J
ζKJ ⊗ ζ
J
I ,
while the definition (2.22) and (2.44) imply
∆ζKI =
∑
J
ζKJ ⊗ ζ
J
I .
One concludes that
(H⊗ Id)(HZI) =
∑
K
ZK ⊗Hζ
K
I = (Id⊗∆)(HZI).
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Proposition 2.11. Equipped with the coaction H : U(g) → U(g) ⊗ F(N),
U(g) is a right F(N)-comodule coalgebra.
Proof. It is obvious from the definition that, for any u ∈ U(g),
ε(u<0>)u<1> = ε(u)1. (2.45)
We just have to check that
u<0>(1) ⊗ u<0>(2) ⊗ u<1> = u(1)<0> ⊗ u(2)<0> ⊗ u(1)<1>u(2)<1> . (2.46)
In terms of the alternative definition (2.37), this amounts to showing that
∆
(
(Hu)(ψ)
)
= H(∆u)(ψ), ∀ψ ∈ N, (2.47)
where
(H(∆u))(ψ) := ∆˜u(ψ)(e, e), with ∆˜u(ψ) = (Uψ ⊗Uψ)∆u (U
∗
ψ ⊗U
∗
ψ).
To this end we shall use the fact that, as it follows for instance from Propo-
sition 1.5, the decomposition ∆u = u(1) ⊗ u(2) is equivalent to the Leibniz
rule
u(ab) = u(1)(a)u(2)(b), ∀ a, b ∈ C
∞(G).
Thus, since
u˜(ψ)(ab) = Uψu
(
U∗ψ(a)U
∗
ψ(b)
)
= Uψ
(
u(1)(U
∗
ψ(a))u(2)(U
∗
ψ(b))
)
=
(
Uψu(1)U
∗
ψ
)
(a) =
(
Uψu(2)U
∗
ψ
)
(b) = u˜(1)(ψ)(a) u˜(2)(ψ)(b);
evaluating at e ∈ G, one obtains
(Hu)(ψ)(ab) = (Hu(1))(ψ)(a) (Hu(2))(ψ)(b), ∀ a, b ∈ C
∞(G),
which is tantamount to (2.47).
Lemma 2.12. For any u, v ∈ U(g) one has
H(uv) = u(1)<0>v<0> ⊗ u(2)<1>(u(2) ⊲ v<1>) (2.48)
Proof. Without loss of generality, we may assume u = ZI , v = ZJ . By the
definition of the coaction one has
u˜(ψ) = Uψ uU
∗
ψ =
∑
βKI (ψ)ZK , v˜(ψ) = Uψ v U
∗
ψ = β
L
J (ψ)ZL,
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which yields
u˜v(ψ) = u˜(ψ)(
∑
L
βLJ (ψ)ZL) =
∑
L
u˜(ψ)(1)(β
L
J (ψ)) u˜(ψ)(2)ZL
=
∑
L
u˜(1)(ψ)(β
L
J (ψ)) u˜(2)(ψ)ZL;
where the last equality follows from (2.47). Denoting
u˜(1)(ψ) =
∑
M
βM(1)(ψ)ZM , u˜(2)(ψ) =
∑
N
βN(2)(ψ)ZN ,
one can continue as follows:
u˜v(ψ) =
∑
L,M,N
βM(1)(ψ)ZM (β
L
J (ψ))β
N
(2)(ψ)ZNZL.
Evaluating at e, one obtains
H(uv) =
∑
L,M,N
ζM(1)(ψ)ZM e(β
L
J (ψ)) ζ
N
(2)(ψ)ZN eZLe;
taking into account that U(g) is co-commutative, this is precisely the right
hand side of (2.48).
Lemma 2.13. For any u ∈ U(g) and any f ∈ F(N) one has
∆(u ⊲ f) = u(1)<0> ⊲ f (1) ⊗ u(1)<1>(u(2) ⊲ f (2)) (2.49)
Proof. By Proposition 2.7 we may assume f ∈ F(N) of the form
f(ψ) = f˜(ψ)(e),
with f˜ in the algebra generated by {γijkℓ1...ℓr ; 1 ≤ i, j, k, ℓ1, . . . , ℓr ≤ m}.
Then
∆(u ⊲ f)(ψ1, ψ2) = (u ⊲ f)(ψ1 ◦ ψ2) = u(f˜(ψ1 ◦ ψ2))(e). (2.50)
Now f˜ corresponds to an element δ˜ ∈ H(Π)ab, via the U(g)-equivariant
isomorphism ι : H(Π)copab → F(N); explicitly,
δ˜(g U∗ψ) = f˜(ψ) g U
∗
ψ.
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Accordingly,
f˜(ψ1 ◦ ψ2)U
∗
ψ2U
∗
ψ1 = δ˜(U
∗
ψ2U
∗
ψ1) = δ˜(1)(U
∗
ψ2) δ˜(2)(U
∗
ψ1) =
f˜(1)(ψ2)U
∗
ψ2 f˜(2)(ψ1)U
∗
ψ1 = f˜(1)(ψ2)
(
f˜(2)(ψ1) ◦ ψ2
)
U∗ψ2U
∗
ψ1 ,
whence
f˜(ψ1 ◦ ψ2) = f˜(1)(ψ2)
(
f˜(2)(ψ1) ◦ ψ2
)
.
Thus, we can continue (2.50) as follows
∆(u ⊲ f)(ψ1, ψ2) = u
(
f˜(1)(ψ2) (f˜(2)(ψ1) ◦ ψ2)
)
(e) =
u(1)(f˜(1)(ψ2))(e)u(2)
(
f˜(2)(ψ1) ◦ ψ2)
)
(e) =
u(1)(f˜(1)(ψ2))(e)u(2)
(
f˜(2)(ψ1) ◦ ψ2)
)
(ψ−12 (e)) =
u(1)(f˜(1)(ψ2))(e)
(
Uψ2u(2)U
∗
ψ2
)
(f˜(2)(ψ1))(e).
Since ι switches the antipode with its opposite, the last line is equal to
(u(1) ⊲ f(2))(ψ2)u(2)<1>(ψ2) (u(2)<0> ⊲ f(1))(ψ1).
Remembering that U(g) is co-commutative, one finally obtains
∆(u ⊲ f)(ψ1, ψ2) = (u(2) ⊲ f(2))(ψ2)u(1)<1>(ψ2) (u(1)<0> ⊲ f(1))(ψ1).
Proposition 2.14. The Hopf algebras U := U(g) and F := F (N) form a
matched pair of Hopf algebras.
Proof. Proposition 2.9 together with Proposition 2.11 show that with the
action and coaction d defined in (2.33) and (2.37) F is U module algebra
and U is a comodule coalgebra. In addition we shall show that the action
and coaction satisfy (2.8). . . (2.12). Since U is cocommutative and F is
commutative (2.12) is automatically satisfied. The conditions (2.9) and
(2.11) are correspondingly proved in Lemma 2.13 and Lemma 2.12. Finally
the conditions (2.10) and (2.8) are obviously held.
Now it is the time for the main result of this section.
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Theorem 2.15. The Hopf algebras H(Π)cop and F ◮⊳ U are isomorphic.
Proof. Proposition 1.3 provides us with δKZI as a basis for the Hopf algebra
H := H(Π)cop. Let us define
I : H → F ◮⊳ U ,
by I(δKZI) = ι(δK) ◮⊳ ZI , where ι is defined in Proposition 2.7, and
linearly extend it on H. First let see why I is well-defined. It suffices to
show that the I preserves the relations between elements of U and F . Let
X ∈ g and f ∈ F , by using Proposition 2.7, we have
I(Xf − fX) = ι(Xf − fX) ◮⊳ 1 =
X ⊲ f ◮⊳ 1 = (ι(f) ◮⊳ X)− (1 ◮⊳ X)(ι(f) ◮⊳ 1) = I(X)I(f)− I(f)I(X).
Now we show I is injective.
This can be shown by induction on the height. In the height 0 case the
statement is obvious because because of (2.26) and the fact that αijk ⊗ ZI
is part of the basis of F ◮⊳ U . Next, assume∑
|J |≤N−1
cJ,I ηJ ⊗ ZI +
∑
|K|=N
cK,L ηK ⊗ ZL = 0.
Using the identities (2.28) and (2.28), one can replace ηK by αK+ lower
height. Since the α••...•’s are free generators, it follows that cK,L = 0 for each
K of height N , and thus we are reduced to∑
|J |≤N−1
cJ,I ηJ ⊗ ZI = 0;
the induction hypothesis now implies cJ,I = 0, for all J, I’s.
So H and F ◮⊳ U are isomorphic as algebras. We now show they are
isomorphic as coalgebras as well. It is enough to show I commutes with
coproducts.
∆F◮⊳U(I(u)) = ∆F◮⊳U(1 ◮⊳ u) = 1 ◮⊳ u(1)<0> ⊗ u(1)<1> ◮⊳ u(2) .
On the other hand let u(1) ⊗ Uϕu(2)U
∗
ϕ = u(1) ⊗
∑
βI(ϕ)ZI . We have
u(fU∗ϕgU
∗
ψ) =
u(fg ◦ ϕ˜)U∗ϕU
∗
ψ =
u(1)(f)u(2)(g ◦ ϕ˜)U∗ϕU
∗
ψ =
u(1)(f)U∗ϕUϕu(2)U
∗
ϕ(g)U
∗
ψ =
u(1)(f)U∗ϕβ
I(ϕ)ZI(g)U
∗
ψ ,
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which shows that ∆Hcop(u) = u (1)ι
−1(u (2) <1>) ⊗ u (2) <0> . Since U(g) is
cocommutative one has (I ⊗ I)∆H(u) = ∆F◮⊳U(I(u)).
2.2 The non-flat case
We now take up the case of the contact pseudogroup Πcn, in which case the
Kac decomposition is given by Lemma 1.11.
As in the flat case, we define the coordinates of an element ψ ∈ Ncn as being
the coefficients of the Taylor expansion of ψ at 0 ∈ R2n+1,
αijj1j2...jr(ψ) = ∂jr . . . ∂j1∂jψ
i(x) |x=0, 0 ≤ i, j, j1, j2, . . . , jr ≤ 2n.
The algebra they generate will be denoted F(Ncn). It is the free commuta-
tive algebra generated by the indeterminates {αijj1j2...jr ; 0 ≤ i, j, j1, j2, . . . , jr ≤
2n, r ∈ R}, that are symmetric in all lower indices.
Proposition 2.16. F(Ncn) is a Hopf algebra, whose coproduct, antipode
and counit are uniquely determined by the requirements
∆(f)(ψ1, ψ2) = f(ψ1 ◦ ψ2), ∀ψ1, ψ2 ∈ Ncn, (2.51)
S(f)(ψ) = f(ψ−1), ∀ψ ∈ Ncn,
ǫ(f) = f(e), ∀ f ∈ F(Ncn).
Proof. The proof is almost identical to that of Proposition 2.5. There are
2n new coordinates in this case, namely αi0, i = 1, . . . , 2n. for which one
checks that the coproduct is well-defined as follows:
∆αi0(ψ1, ψ2) = α
i
0(ψ1 ◦ ψ2) = ∂0(ψ1 ◦ ψ2)
i(0) =
= ∂0ψ
i
1(ψ2(0))∂0ψ
0
2(0) +
2n∑
j=1
∂jψ
i
1(ψ2(0))∂0ψ
j
2(0) =
= ∂0ψ
i
1(0)∂0ψ
0
2(0) +
2n∑
j=1
∂jψ
i
1(0)∂0ψ
j
2(0) =
= ∂0ψ
i
1(0) +
2n∑
j=1
δij∂0ψ
j
2(0) = ∂0ψ
i
1(0) + ∂0ψ
i
2(0) =
= (αi0 ⊗ 1 + 1⊗ α
i
0)(ψ1, ψ2).;
we have been using above the fact that, for any ψ ∈ Ncn,
ψ(0) = 0, and ψH∗ (0) = Id .
52
Taking ψ1 = ψ
−1, ψ2 = ψ, one obtains from the above
αi0(ψ
−1) + αi0(ψ) = 0, hence Sα
i
0 = −α
i
0.
Lemma 2.17. The coefficients of the Taylor expansion of ψ˜ at e ∈ Ncn,
ηijk1...kr(ψ) := Γ
i
jk1...kr(ψ)(e), ψ ∈ Ncn, (2.52)
define regular functions on Ncn, which generate the algebra F(Ncn).
Proof. The formula (1.96) shows that
ηi0 = −α
i
0, i = 1, . . . , 2n,
while
ηij = δ
i
j = α
i
j , i, j = 1, . . . , 2n.
To relate their higher derivatives, we observe that, in view of (1.85), (1.86)
Xk1 . . . Xkr |(0,Id,1)= Ek1 . . . Ekr |(0,Id,1);
on the other hand, it is obvious that the jet at 0 with respect to the frame
{E0, . . . , E2n} is equivalent to the jet at 0 with respect to the standard frame
{∂0, . . . , ∂2n}. This proves the statement for the ‘new’ coordinates. For the
other coordinates the proof is similar to that of Lemma 2.6.
This lemma allows to recover the analog of Proposition 2.7 by identical
arguments.
Proposition 2.18. There is a unique isomorphism of Hopf algebras
ι : H(Πcn)
cop
ab → F(Ncn) with the property that
ι(∆ijk1...kr) = η
i
jk1...kr , 0 ≤ i, j, k1, k2, . . . , kr ≤ 2n.
Next, one has the tautological counterpart of Lemma 2.8.
Lemma 2.19. Let ϕ ∈ Gcn and φ ∈Gcn. Then
Γijk1...kr(ϕ ◦ φ) = Γ
i
jk1...kr(φ),
Γijk1...kr(φ ◦ ϕ) = Γ
i
jk1...kr(φ) ◦ ϕ˜.
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Proof. As is the case with its sibling result, this is simply a consequence of
the left invariance the vector fields {X0, . . . ,X2n}.
In turn, the above lemma allows to recover the analog of Proposition 2.9.
Proposition 2.20. The algebra isomorphism ι : H(Πcn)
cop
ab → F(Ncn) iden-
tifies the U(gcn)-module H(Πcn)ab with the U(gcn)-module F(Ncn). In par-
ticular F(Ncn) is U(gcn)-module algebra.
Furthermore, U(gcn) can be endowed with a right F(Ncn)-comodule struc-
ture H : U(gcn) → U(gcn) ⊗ F(Ncn) in exactly the same way as in the flat
case, cf. (2.37), Lemma 2.10, and is in fact a right F(Ncn)-comodule coal-
gebra (comp. Prop. 2.11). Likewise, the analog of Proposition 2.14 holds
true, establishing that U(gcn) and F(Ncn) form a matched pair of Hopf alge-
bras. Finally, one concludes in a similar fashion with the bicrossed product
realization theorem for the contact case.
Theorem 2.21. The Hopf algebras H(Πcn)
cop and F(Ncn) ◮⊳ U(gcn) are
canonically isomorphic.
3 Hopf cyclic cohomology
After reviewing some of the most basic notions in Hopf cyclic cohomology,
we focus on the case of the Hopf algebras H(Π) constructed in the preceding
section and show how their Hopf cyclic cohomology can be recovered from a
bicocyclic complex manufactured out of the matched pair. We then illustrate
this procedure by computing the relative periodic Hopf cyclic cohomology
of Hn modulo gln. For n = 1, we completely calculate the non-periodized
Hopf cyclic cohomology as well.
3.1 Quick synopsis of Hopf cyclic cohomology
Let H be a Hopf algebra, and let C be a left H-module coalgebra, such that
its comultiplication and counit are H-linear, i.e.
∆(hc) = h(1)c(1) ⊗ h(2)c(2) , ε(hc) = ε(h)ε(c).
We recall from [16] that a right module M which is also a left comodule
is called right-left stable anti-Yetter-Drinfeld module (SAYD for short) over
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the Hopf algebra H if it satisfies the following conditions, for any h ∈ H,
and m ∈M :
m
<0>
m
<−1>
= m
(mh)
<−1>
⊗ (mh)
<0>
= S(h(3))m
<−1>
h(1) ⊗m
<0>
h(2) ,
where the coaction of H was denoted by HM (m) = m<−1> ⊗m<0> .
Having such a datum (H, C,M), one defines (cf. [17]) a cocyclic module
{CnH(C,M), ∂i, σj, τ}n≥0 as follows.
Cn := CnH(C,M) =M ⊗H C
⊗n+1, n ≥ 0,
with the cocyclic structure given by the operators
∂i : C
n → Cn+1, 0 ≤ i ≤ n+ 1
σj : C
n → Cn−1, 0 ≤ j ≤ n− 1,
τ : Cn → Cn,
defined explicitly as follows:
∂i(m⊗H c˜) = m⊗H c
0 ⊗ . . .⊗∆(ci)⊗ . . .⊗ c
n,
∂n+1(m⊗H c˜) = m<0> ⊗H c
0
(2) ⊗ c1 ⊗ . . .⊗ cn ⊗m
<−1>
c0(1) ,
σi(m⊗H c˜) = m⊗H c
0 ⊗ . . .⊗ ǫ(ci+1)⊗ . . .⊗ cn,
τ(m⊗H c˜) = m<0> ⊗H c
1 ⊗ . . .⊗ cn ⊗m
<−1>
c0;
here we have used the abbreviation c˜ = c0 ⊗ . . .⊗ cn.
One checks [17] that ∂i, σj , and τ satisfy the following identities, which define
the structure of a cocyclic module (cf. [5]):
∂j∂i = ∂i∂j−1, i < j, σjσi = σiσj+1, i ≤ j (3.1)
σj∂i =

∂iσj−1 i < j
1n if i = j or i = j + 1
∂i−1σj i > j + 1;
(3.2)
τn∂i = ∂i−1τn−1, 1 ≤ i ≤ n, τn∂0 = ∂n (3.3)
τnσi = σi−1τn+1, 1 ≤ i ≤ n, τnσ0 = σnτ
2
n+1 (3.4)
τn+1n = 1n . (3.5)
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The motivating example for the above notion is the cocyclic complex associ-
ated to a Hopf algebra H endowed with a modular pair in involution, (MPI
for short), (δ, σ), which we recall from [6]. δ is an algebra map H → C, and
σ ∈ H is a group-like element, or equivalently a coalgebra map C→H. The
pair (δ, σ) is called MPI if δ(σ) = 1, and S˜2δ = Adσ; the twisted antipode S˜δ
is defined by
S˜δ(h) = (δ ∗ S)(h) = δ(h(1))S(h(2)).
One views H as a left H-module coalgebra via left multiplication. On the
other hand if one lets M = σCδ to be the ground field C endowed with the
left H-coaction via σ and right H-action via the character δ, then (δ, σ) is
a MPI if and only if σCδ is a SAYD. Thanks to the multiplication and the
antipode of H, one identifies CH(H,M) with M ⊗H
⊗n via the map
I : M ⊗H H
⊗(n+1) →M ⊗H⊗n,
I(m⊗H h
0 ⊗ . . . ⊗ hn) = mh0(1) ⊗ S(h(2)) · (h1 ⊗ . . .⊗ hn).
As a result, ∂i, σj , and τ acquire the simplified form of the original defini-
tion [6], namely
∂0(h
1 ⊗ . . . ⊗ hn−1) = 1⊗ h1 ⊗ . . .⊗ hn−1,
∂j(h
1 ⊗ . . . ⊗ hn−1) = h1 ⊗ . . .⊗∆hj ⊗ . . .⊗ hn−1, 1 ≤ j ≤ n− 1
∂n(h
1 ⊗ . . . ⊗ hn−1) = h1 ⊗ . . .⊗ hn−1 ⊗ σ,
σi(h
1 ⊗ . . . ⊗ hn+1) = h1 ⊗ . . .⊗ ε(hi+1)⊗ . . . ⊗ hn+1, 0 ≤ i ≤ n ,
τn(h
1 ⊗ . . .⊗ hn) = (∆p−1S˜(h1)) · h2 ⊗ . . .⊗ hn ⊗ σ.
For completeness, we record below the bi-complex (CC∗,∗(C,H,M), b, B)
that computes the Hopf cyclic cohomology of a coalgebra C with coefficients
in a SAYD module M under the symmetry of a Hopf algebra H:
CCp,q(C,H;M) =
{
Cq−pH (C,M) , q ≥ p ,
0 , q < p ,
where b : CnH(C,M)→ C
n+1
H (C,M) is given by
b =
n+1∑
i=0
(−1)i∂i ;
the operator B : CnH(C,M)→ C
n−1
H (C,M) is defined by the formula
B = A ◦B0 , n ≥ 0 ,
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where
B0 = σn−1τ(1 − (−1)
nτ)
and
A = 1 + λ+ · · ·+ λn , with λ = (−1)n−1τn .
The groups {HCn(H; δ, σ)}n∈N are computed from the first quadrant total
complex (TC∗(H; δ, σ), b+B) ,
TCn(H; δ, σ) =
n∑
k=0
CCk,n−k(H; δ, σ) ,
and the periodic groups {HP i(H; δ, σ)}i∈Z/2 are computed from the full
total complex (TP ∗(H; δ, σ), b+B) ,
TP i(H; δ, σ) =
∑
k∈Z
CCk,i−k(H; δ, σ) .
We note that, in defining the Hopf cyclic cohomology as above, one has the
option of viewing the Hopf algebra H as a left H-module coalgebra or as
a right H-module coalgebra. It was the first one which was selected as the
definition in [6]. The other choice would have given to the cyclic operator
the expression
τn(h
1⊗. . .⊗hn) = σS(hn(n))⊗h1S(hn(n−1))⊗. . .⊗hn−1S(hn(1))δ(S−1(hn(2))).
As it happens, the choice originally selected is not the best suited for the
situations involving a right action. To restore the naturality of the notation,
it is then convenient to pass from the Hopf algebraH to the co-opposite Hopf
algebra Hn
cop. This transition does not affect the Hopf cyclic cohomology,
because for any H-module coalgebra C and any SAYD module M one has
a canonical equivalence
(C∗H(C,M), b, B) ≃ (C
∗
Hcop(C
cop,M cop), b, B); (3.6)
M cop := M is SAYD module for Hcop, with the action of Hcop the same as
the action of H, but with the coaction H : M cop →Hcop ⊗M cop given by
H(m) = S−1(m
<−1>
)⊗m
<0>
. (3.7)
The equivalence (3.6) is realized by the map
T : CnH(C,M)→ C
n
Hcop(C
cop,M cop), (3.8)
T (m⊗ c0 ⊗ . . .⊗ cn) = m
<0>
⊗m<−1>c
0 ⊗ cn ⊗ . . . ⊗ c1.
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Proposition 3.1. The map T defines an isomorphism of mixed complexes.
Proof. The map T is well-defined because
T (mh⊗ c0 ⊗ . . . ⊗ cn) = mh(2) ⊗ S(h(3))m
<−1>
h(1)c0 ⊗ cn ⊗ . . . ⊗ c1 =
m
<0>
⊗ h(n+2)S(h(n+3))m
<−1>
h(1)c0 ⊗ h(n+1)cn ⊗ . . .⊗ h(2)c1
m
<0>
⊗m
<−1>
h(1)c0 ⊗ h(n+1)cn ⊗ . . .⊗ h(2)c1 =
T (m⊗ h(1)c0 ⊗ . . .⊗ h(n+1)cn).
We denote the cyclic structure of CnH(C,M), resp. CHcop(C
cop,M cop) by ∂i,
σi, and τ , resp. di, sj, and t. We need to show that T commutes with b and
B. One has in fact a stronger commutation property, namely
T ∂i = dn+1−iT , 0 ≤ i ≤ n+ 1. (3.9)
Indeed,
dn+1T (m⊗ c
0 ⊗ . . .⊗ cn) =
dn+1(m<0> ⊗m<−1>c
0 ⊗ cn ⊗ . . .⊗ c1) =
m
<0>
⊗m
<−3>
c0(1) ⊗ cn ⊗ . . .⊗ c1 ⊗ S−1(m
<−1>
)m
<−2>
c0(2)
m
<0>
⊗m
<−1>
c0(1) ⊗ cn ⊗ . . .⊗ c1 ⊗ c0(2)
T (m⊗ c0(1) ⊗ c0(2) ⊗ c1 ⊗ . . .⊗ cn) =
T ∂0(m⊗ c
0 ⊗ . . .⊗ cn)
T ∂n+1(m⊗ c
0 ⊗ . . .⊗ cn) =
T (m
<0>
⊗ c0(2) ⊗ c1 ⊗ . . .⊗ cn ⊗m
<−1>
c0(1))
m
<0>
⊗m
<−1>
c0(2) ⊗m
<−2>
c0(1) ⊗ cn ⊗ . . .⊗ c1
d0(m<0> ⊗m<−1>c
0 ⊗ cn ⊗ . . .⊗ c1) =
d0T (m⊗ c
0 ⊗ . . .⊗ cn);
on the other hand, for 1 ≤ i ≤ n,
T ∂i(m⊗ c
0 ⊗ . . . ⊗ cn) =
T (m⊗ c0 ⊗ . . .⊗ ci−1 ⊗ ci(1) ⊗ ci(2) ⊗ ci+1 ⊗ . . .⊗ cn) =
m
<0>
⊗m
<−1>
c0 ⊗ cn ⊗ . . .⊗ ci+1 ⊗ ci(2) ⊗ ci(1) ⊗ ci−1 ⊗ . . . ⊗ c1 =
dn+1−i(m<0> ⊗m<−1>c
0 ⊗ cn ⊗ . . . ⊗ c1) =
dn+1−iT (m⊗ c
0 . . . cn).
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Thus, T b = (−1)n+1bT .
Next, we check that T τ = t−1T = tnT as follows:
T τ(m⊗ c0 ⊗ . . .⊗ cn) =
T (m
<0>
⊗ c1 ⊗ . . .⊗ cn ⊗m
<−1>
c0) =
m
<0>
⊗m
<−1>
c1 ⊗m
<−2>
c0 ⊗ cn ⊗ . . . ⊗ c2 =
t−1(m
<0>
⊗m
<−1>
c0 ⊗ cn ⊗ . . . ⊗ c1) =
t−1T (m⊗ c0 ⊗ . . .⊗ cn).
It is easy to see that T σi = sn−1−iT , for 0 ≤ i ≤ n − 1. Using the above
identities and ts0 = sn−1t
2 one obtains
T B = T
n−1∑
j=0
(−1)(n−1)jτ jσn−1τ(1 − (−1)
nτ) =
=
n−1∑
j=0
(−1)(n−)jt−js0t
−1(1− (−1)nt−1)T =
=
n−1∑
j=0
(−1)(n−1)jtn−jt−1sn−1t
2(1− (−1)nt−1)T =
= (−1)n+1
n−1∑
j=0
(−1)(n−1)jtn−1−jsn−1t(1− (−1)
nt)T =
= (−1)
n−1∑
k=0
(−1)(n−1)ktksn−1t(1− (−1)
nt)T = −BT ,
which completes the proof.
We next recall from [9] the setting for relative Hopf cyclic cohomology. Let
H be an arbitrary Hopf algebra and K ⊂ H a Hopf subalgebra. Let
C = C(H,K) := H⊗K C , (3.10)
where K acts on H by right multiplication and on C by the counit. It is
a left H-module in the usual way, via left multiplication. As such, it can
be identified with the quotient module H/HK+, K+ = Ker ε|K , via the
isomorphism induced by
h ∈ H 7−→ h˙ = h⊗K 1 ∈ H ⊗K C . (3.11)
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Moreover, thanks to the right action of K onH, C = C(H,K) is anH-module
coalgebra. Indeed, its coalgebra structure is given by the coproduct
∆C (h⊗K 1) = (h(1) ⊗K 1)⊗ (h(2) ⊗K 1) , (3.12)
inherited from that on H, and is compatible with the action of H on C by
left multiplication:
∆C (gh ⊗K 1) = ∆(g)∆C (h⊗K 1) ;
similarly, there is an inherited counit
εC (h⊗K 1) = ε(h) , ∀ c ∈ C , (3.13)
that satisfies
εC (gh ⊗K 1) = ε(g) εC (h⊗K 1) .
Thus, C is a H-module coalgebra. The relative Hopf cyclic cohomology
of H with respect to the K and with coefficients in M , to be denoted by
HC(H,K;M), is by definition the Hopf cyclic cohomology of C with coeffi-
cients in M . Thanks to the antipode of H one simplifies the cyclic complex
as follows (cf. [9, §5]):
C∗(H,K;M) = {Cn(H,K;M) := M ⊗K C
⊗n}n≥0,
where K acts diagonally on C⊗n,
∂0(m⊗K c
1 ⊗ . . .⊗ cn−1) = m⊗K 1˙⊗ c
1 ⊗ . . .⊗ . . .⊗ cn−1,
∂i(m⊗K c
1 ⊗ . . .⊗ cn−1) = m⊗K c
1 ⊗ . . .⊗ ci(1) ⊗ c
i
(2) ⊗ . . .⊗ c
n−1,
∀ 1 ≤ i ≤ n− 1 ;
∂n(m⊗K c
1 ⊗ . . . ⊗ cn−1) = m(0) ⊗K c
1 ⊗ . . .⊗ cn−1 ⊗ m˙(−1) ;
σi(m⊗K c
1 ⊗ . . . ⊗ cn+1) = m⊗K c
1 ⊗ . . .⊗ ε(ci+1)⊗ . . .⊗ cn+1,
∀ 0 ≤ i ≤ n ;
τn(m⊗K h˙
1 ⊗ c2 ⊗ . . .⊗ cn) = m(0)h
1
(1) ⊗K S(h
1
(2)) · (c
2 ⊗ . . . ⊗ cn ⊗ m˙(−1));
the above operators are well-defined and endow C∗(H,K;M) with a cyclic
structure.
Since
k(1) hS(k(2))⊗K 1 = k(1) h⊗K ε(k(2)) 1 = k c⊗K 1 , k ∈ K,
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the restriction to K of the left action of H on C = H ⊗K C can also be
regarded as ‘adjoint action’, induced by conjugation.
When specialized to Lie algebras this definition recovers the relative Lie
algebra homology, cf. [9, Thm. 16]. Indeed, let g be a Lie algebra over the
field F , let h ⊂ g be a reductive subalgebra in g, and let M be a g-module.
We equip M with the trivial g-comodule structure
HM (m) = 1⊗m ∈ H ⊗M , (3.14)
and note the stability condition is then trivially satisfied, while the AYD
one follows from (3.14) and the cocommutativity of the universal enveloping
algebra A(g). The relative Lie algebra homology and cohomology of the
pair h ⊂ g with coefficients in M is computed from the Chevalley-Eilenberg
complexes
{C∗(g, h;M), δ}, Cn(g, h;M) := M ⊗h
n∧
(g/h).
Here the action of h on g/h is induced by the adjoint representation and the
differentials are given by the formulae
δ(m⊗h X˙1 ∧ . . . ∧ X˙n+1) =
n+1∑
i=1
(−1)i+1mXi ⊗h X˙1 ∧ . . . ∧
ˇ˙Xi . . . ∧ X˙n+1
+
∑
i<j
(−1)i+jm⊗h
˙̂
[Xi,Xj ] ∧ X˙1 ∧ . . . ∧
ˇ˙Xi . . .
ˇ˙Xj . . . ∧ X˙n+1 (3.15)
where X˙ ∈ g/h stands for the class modulo h of X ∈ g and the superscriptˇ
signifies the omission of the indicated variable.
There are canonical isomorphisms between the periodic relative Hopf cyclic
cohomology of the pair A(h) ⊂ A(g), with coefficients in any g-module M ,
and the relative Lie algebra homology with coefficients of the pair h ⊂ g (
see [9]):
HP ǫ(A(g),A(h);M) ∼=
⊕
n≡ǫmod 2
Hn(g, h;M). (3.16)
3.2 Reduction to diagonal mixed complex
In this section we develop an apparatus for computing Hopf cyclic coho-
mology of certain cocrossed coproduct coalgebras. These are made of two
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coalgebras endowed with actions by a Hopf algebra. Both coalgebras are
Hopf module coalgebras, and one of them is a comodule coalgebra as well,
which moreover is an Yetter-Drinfeld module. Under these circumstances,
one can unwind the Hopf cyclic structure of the cocrossed product coalgebra
and identify it with the diagonal of a cylindrical module. We then construct
a spectral sequence that computes the cohomology of the total complex of
the cylindrical module, which by Eilenberg-Zilber theorem is quasi isomor-
phic to the diagonal of the cylindrical module.
Let H be a Hopf algebra and let C and D be two left H-module coalgebras.
In addition, we assume that C is a left comodule coalgebra, which makes
C a YD module on H. We denote the coaction of C by HC and use the
abbreviated notation HC(c) = c<−1>⊗c<0> . We recall that the YD condition
stipulates that
HC(hc) = h(1)c<−1>S(h(3))⊗ h(2)c<0> . (3.17)
Using the coaction of H on C and its action on D, one constructs a coalgebra
structure on C ⊗D defined by the coproduct
∆(c⊗ d) = c(1) ⊗ c(2)<−1>d(1) ⊗ c(2)<0> ⊗ d(2) . (3.18)
We denote this coalgebra by C ◮< D. The import of the YD condition is
revealed by the following result.
Lemma 3.2. Via the diagonal action of H, C ◮< D becomes an H module
coalgebra.
Proof. One has
∆(h(1)c ◮< h(2)d) =
h(1)c(1) ◮< (h(2)c(2))<−1>(h(3)d(1))⊗ (h(2)c(2))<0> ◮< h(4)d(2) =
h(1)c(1) ◮< h(2)c(2)<−1>S(h(4))h(5)d(1) ⊗ h(3)c(2)<0> ◮< h(6)d(2) =
h(1)c(1) ◮< h(2)c(2)<−1>d(1) ⊗ h(3)c(2)<0> ◮< h(4)d(2) =
h(1)(c(1) ◮< c(2)<−1>d(1))⊗ h(2)(c(2)<0> ◮< d(2)) =
h(1)((c ◮< d)(1))⊗ h(2)((c ◮< d)(2)).
Now let M be an SAYD over H. We endow M ⊗C⊗q with the following H
action and coaction:
(m⊗ c˜)h = mh(1) ⊗ S(h(2))c˜,
H(m⊗ c˜) = c0<−1> . . . c
n
<−1>m<−1> ⊗m<0> ⊗ c
0
<0> ⊗ . . . ⊗ c
n
<0> ,
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Lemma 3.3. Let C be an YD module over H. Then via the diagonal action
and coaction C⊗q is also an YD module over H.
Proof. We verify that c˜ = c1 ⊗ . . . ⊗ cq ∈ C⊗n and h ∈ H satisfy (3.17).
Indeed,
H(hc˜) = H(h(1)c1 ⊗ . . .⊗ h(q)cq) =
(h(1)c1)<−1> . . . (h(q)c
q)<−1> ⊗ (h(1)c
1)<−1> ⊗ . . .⊗ (h(q)c
q)<−1> =
h(1)c1<−1>S(h(3))h(4)c
2
<−1>S(h(6)) . . . h(3q−2)c
q
<−1>S(h(3q))⊗
h(2)c1<0> ⊗ h(5)c
2
<0> ⊗ . . . ⊗ h(3q−1)c
q
<0> =
h(1) c˜<−1>S(h(3))⊗ h(2) c˜<0> .
Proposition 3.4. Equipped with the above action and coaction, M ⊗ C⊗q
is an AYD module.
Proof. Let c˜ ∈ C⊗q, and h ∈ H. By Lemma 3.3, we can write
H((m⊗ c˜)h) = H(mh(1) ⊗ S(h(2))c˜) =
(S(h(2))c˜)<−1>(mh)<−1> ⊗ (mh(1))<0> ⊗ (S(h(1))c˜)<0> =
S(h(6))c˜<−1>S
2(h(4))S(h(3))m<−1>h(1) ⊗m<0>h(2) ⊗ S(h(5))c˜<0> =
S(h(3))c˜<−1>m<−1>h(1) ⊗ (m<0> ⊗ c˜<0>)h(2) .
We define the following bigraded module, inspired by [10, 12, 1, 24], in order
to obtain a cylindrical module for cocrossed product coalgebras. Set
Xp,q :=M ⊗H D
⊗p+1 ⊗ C⊗q+1,
and endow X with the operators
→
∂ i : X
(p,q) → X(p+1,q), 0 ≤ i ≤ p+ 1 (3.19)
→
σ j : X
(p,q) → X(p−1,q), 0 ≤ j ≤ p− 1 (3.20)
→
τ : X(p,q) → X(p,q), (3.21)
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defined by
→
∂ i(m⊗ d˜⊗ c˜) = m⊗ d
0 ⊗ . . .⊗∆(di)⊗ . . . ⊗ dp ⊗ c˜,
→
∂ p+1(m⊗ d˜⊗ c˜) = m<0> ⊗ d
0
(2) ⊗ . . . ⊗ dp ⊗ c˜<−1>m<−1>d
0
(1) ⊗ c˜<0> ,
→
σ j(m⊗ d˜⊗ c˜) = m⊗ d
1 ⊗ . . .⊗ ε(dj)⊗ . . .⊗ dp ⊗ c˜,
→
τ (m⊗ d˜⊗ c˜) = m
<0>
⊗ d1 ⊗ . . .⊗ dp ⊗ c˜<−1>m<−1>d
0 ⊗ c˜<0> ;
the vertical structure is just the cocyclic structure of C(H,K;K⊗p+1 ⊗M),
with
↑∂i =: X
(p,q) → X(p,q+1), 0 ≤ i ≤ q + 1 (3.22)
↑σj : X
(p,q) → X(p,q−1), 0 ≤ j ≤ q − 1 (3.23)
↑τ : X(p,q) → X(p,q), (3.24)
defined by
↑∂i(m⊗ d˜⊗ c˜) = m⊗ d˜⊗ c
0 ⊗ . . .⊗∆(ci)⊗ . . .⊗ cq,
↑∂q+1(m⊗ d˜⊗ c˜) =
= m
<0>
⊗ S−1(c0(1)<−1>)d˜⊗ c
0
(2) ⊗ c1 ⊗ . . .⊗ cq ⊗m
<−1>
c0(1)<0> ,
↑σj(m⊗ d˜⊗ c˜) = m⊗ d˜⊗m⊗ c
0 ⊗ . . .⊗ ε(cj)⊗ . . .⊗ cq,
↑τ(m⊗ d˜⊗ c˜) = m
<0>
⊗ S−1(c<−1>) · d˜⊗ c
1 ⊗ c2 ⊗ . . .⊗ cq ⊗m
<−1>
c0<0> .
Lemma 3.5. The horizontal and vertical operators defined in (3.19), . . . ,
(3.24) are well-defined and the τ -operators are invertible.
Proof. In view of Lemma 3.4, M ⊗ C⊗q is AYD module and, since the qth
row of the above bigraded complex is the Hopf cyclic complex of K with
coefficients in M ⊗ C⊗q+1, all horizontal operators are well-defined [17]. By
contrast, the columns are not Hopf cyclic modules of coalgebras in general,
except in some special cases such as the case in Subsection 3.4.1.
Let us check that the vertical τ -operator is well-defined, which implies that
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all the others are well-defined. One has
↑τ(mh⊗ d˜⊗ c0 ⊗ . . .⊗ cq) =
(mh)
<0>
⊗ S−1(c0<−1>)d˜⊗ c
1 ⊗ . . .⊗ cn ⊗ (mh)
<−1>
c0<0> =
m
<0>
h(2) ⊗ S−1(c0<−1>)d˜⊗ c
1 ⊗ . . .⊗ cn ⊗ S(h(3))m
<−1>
h(1)c0<0> =
m
<0>
⊗ h(2)S−1(c0<−1>)d˜⊗ h(3)c
1 ⊗ . . . ⊗ h(n+2)cn ⊗m
<−1>
h(1)c0<0> =
m
<0>
⊗ S−1((h(2)c0<−1>S(h(4)))h(1) d˜⊗ h(5)c
1 ⊗ . . .⊗ h(n+4)cn⊗
⊗m
<−1>
(h(3)c0)<0> =
m
<0>
⊗ S−1((h(2)c0)<−1>)h(1) d˜⊗ h(3)c
1 ⊗ . . .⊗ h(n+2)cn ⊗m
<−1>
(h(2))<0> =
↑τ(m⊗ h(1) d˜⊗ h(2)c0 ⊗ . . .⊗ h(n+2)cn).
To show that the τ -operators are invertible, we write explicitly their inverses:
↑τ−1(m⊗ d˜⊗ c˜) =
m
<0>
⊗m
<−3>
cq<−1>S(m<−1>)d˜⊗m<−2>c
q
<0>c
0 ⊗ . . .⊗ cq−1.
→
τ
−1
(m⊗ d˜⊗ c˜) = m
<0>
⊗ S(c˜<−1>m<−1>)d
p ⊗ d0 ⊗ . . .⊗ dq−1 ⊗ c˜<0> .
Using the invertibility of the antipode ofH and also the YD module property
of C, one checks that ↑τ◦ ↑τ−1 =↑τ−1◦ ↑τ = Id and
→
τ ◦
→
τ
−1
=
→
τ
−1
◦
→
τ =
Id.
Proposition 3.6. Let C be a (co)module coalgebra and D a module coalge-
bra over H. Assume that C is an YD module over H, and M is an AYD over
H. Then the bigraded module Xp,q is a cylindrical module. If in addition
M ⊗ C⊗q is stable, then Xp,q is bicocyclic.
Proof. Lemma 3.4 shows that M ⊗ C⊗q is AYD module, and since the qth
row of the above bigraded complex is the Hopf cyclic complex of C∗H(K;M⊗
C⊗q+1), it defines a paracocyclic module [17].
The columns are not necessarily Hopf cyclic modules of coalgebras though,
except in some special cases. However, one can show that the columns are
paracocyclic modules. The verification of the fact that ↑τ , ↑∂i and ↑σj
satisfy (3.1). . . (3.4) is straightforward. The only nontrivial relations are
those that involve ↑τ and ↑∂p+1, the others being the same as for cocyclic
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module associates to coalgebras. One needs thus to prove that
↑τ ↑∂i =↑∂i−1 ↑τ, 1 ≤ i ≤ q + 1,
↑τ ↑∂0 =↑∂q+1,
↑τ ↑σj =↑σj−1 ↑τ, 1 ≤ j ≤ q − 1,
↑τ ↑σ0 =↑σq−1 ↑τ
2
To verify these identities, first let 1 ≤ i ≤ q; one has
↑τ ↑∂i(m⊗ d˜⊗ c
0 ⊗ . . .⊗ cq) =
↑τ(m⊗ d˜⊗ c0 ⊗ . . .⊗ ci(1) ⊗ ci(2) ⊗ . . .⊗ cq) =
m
<0>
⊗ S−1(c0<−1>) · d˜⊗ c
1 ⊗ . . . ⊗ ci(1) ⊗ ci(2) ⊗ . . . ⊗ cq ⊗m
<−1>
c0<0> =
↑∂i−1(m<0> ⊗ S
−1(c0<−1>) · d˜⊗ c
1 ⊗ . . .⊗ cq ⊗m
<−1>
c0<0>) =
↑∂i−1 ↑τ(m⊗ d˜⊗ c
0 ⊗ . . .⊗ cq).
Next let i = q + 1; by using the fact that C is H module coalgebra, one
obtains
↑τ ↑∂q+1(m⊗ d˜⊗ c
0 ⊗ . . .⊗ cq) =
↑τ(m
<0>
⊗ S−1(c0(1)<−1>)d˜⊗ c
0
(2) ⊗ . . .⊗ cq ⊗m
<−1>
c0(1)<0>) =
m
<0>
⊗ S−1(c0(2)<−1>)S
−1(c0(1)<−1>) · d˜⊗ c
1 ⊗ . . .⊗
cq ⊗m
<−2>
c0(1)<0> ⊗m<−1>c
0
(2)<0> =
m
<0>
⊗ S−1(c0(1)<−1>c
0
(2)<−1>) · d˜⊗ c
1 ⊗ . . .⊗
cq ⊗m
<−2>
c0(1)<0> ⊗m<−1>c
0
(2)<0> =
m
<0>
⊗ S−1(c0<−1>) · d˜⊗ c
1 ⊗ . . .⊗
cq ⊗m
<−2>
c0<0>(1) ⊗m<−1>c
0
<0>(2) =
↑∂q(m<0> ⊗ S
−1(c0<−1>) · d˜⊗ c
1 ⊗ . . .⊗ cq ⊗m
<−2>
c0) =
↑∂q ↑τ(m⊗ d˜⊗ c
0 ⊗ . . .⊗ cq).
Finally let i = 0; one has
↑τ ↑∂0(m⊗ d˜⊗ c
0 ⊗ . . . ⊗ cq) =
↑τ(m⊗ d˜⊗ c0(1) ⊗ c0(2) ⊗ c1 ⊗ . . .⊗ cq) =
m
<0>
⊗ S−1(c0(1)<−1>)d˜⊗ c
0
(2) ⊗ c1 ⊗ . . . ⊗ cq ⊗m
<−1>
c0(1)<0> =
↑∂q+1(m⊗ d˜⊗ c
0 ⊗ . . . ⊗ cq).
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The other identities are checked in a similar fashion.
We next show that the vertical operators commute with horizontal operators.
Using Lemma 3.5, and since in any parcocyclic module with invertible τ -
operator one has
∂j = τ
−j∂0τ
j , 1 ≤ j ≤ n, σi = τ
−iσn−1τ
i, 1 ≤ i ≤ n− 1, (3.25)
it suffices to verify the identities
↑τ
→
τ =
→
τ ↑τ, ↑τ
→
∂ 0 =
→
∂ 0 ↑τ,
→
τ ↑∂0 =↑∂0
→
τ ,
↑τ
→
σ p−1 =
→
σ p−1 ↑τ, and
→
τ ↑σq−1 =↑σq−1
→
τ .
Let us check the first; one has
↑τ
→
τ (m⊗ k0 ⊗ . . .⊗ kp ⊗ c0 ⊗ . . .⊗ cq) =
↑τ(m
<0>
⊗ k1 ⊗ . . .⊗ kp ⊗ c˜<−1>m<−1>k
0 ⊗ c˜<0>) =
m
<0>
⊗ S−1(c0<−1>) · (k
1 ⊗ . . .⊗ kp)⊗ c1<−1> . . . c
q
<−1>m<−2>k
0⊗
c1<0> ⊗ . . .⊗ c
q
<0> ⊗m<−1>c
0
<0>
=
m
<0>
⊗ S−1(c0<−2>) · (k
1 ⊗ . . .⊗ kp)⊗
⊗ c1<−1> . . . c
q
<−1>m<−4>c
0
<−1>S(m<−2>)m<−1>S
−1(c0<−2>)k
0⊗
⊗ c1<0> ⊗ . . . ⊗ c
q
<0> ⊗m<−3>c
0
<0> =
m
<0>
⊗ S−1(c0<−1>) · (k
1 ⊗ . . .⊗ kp)⊗
⊗ c1<−1> . . . c
q
<−1>(m<−2>c
0
<0>)<−1>m<−1>S
−1(c0<−2>)k
0⊗
⊗ c1<0> ⊗ . . . ⊗ c
q
<0> ⊗ (m<−2>c
0)<0> =
→
τ (m
<0>
⊗ S−1(c0<−1>) · k˜ ⊗ c
1 ⊗ . . .⊗ cq ⊗m
<−1>
c0) =
→
τ ↑τ(m⊗ k0 ⊗ . . .⊗ kp ⊗ c0 ⊗ . . .⊗ cq)
Since C is a H-module coalgebra one can write
↑τ
→
∂ 0(m⊗ d
0 ⊗ . . .⊗ dp ⊗ c0 ⊗ . . .⊗ cq) =
↑τ(m⊗ d0(1) ⊗ d0(2) ⊗ d1 ⊗ . . . ⊗ dp ⊗ c0 ⊗ . . . ⊗ cq) =
(m
<0>
⊗ S−1(c0<−1>)(d
0
(1) ⊗ d0(2) ⊗ d⊗ . . .
. . .⊗ dp)⊗ c1 ⊗ . . .⊗ cq ⊗m
<−1>
c0<0>) =
→
∂ 0 ↑τ(m⊗ d
0 ⊗ . . .⊗ dp ⊗ c0 ⊗ . . .⊗ cq).
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To show the
→
τ ↑∂0 =↑∂0
→
τ one uses only the module coalgebra property of
C; thus,
→
τ ↑∂0(m⊗ d˜⊗ c˜) =
→
τ (m⊗ d˜⊗ c0(1) ⊗ c0(2) ⊗ c1 ⊗ . . .⊗ cq) =
m
<0>
⊗ d1 ⊗ . . . ⊗ dp ⊗ c0(1)<−1>c
0
(2)<−1>c
1
<−1> . . .
. . . cq<−1>m<−1>d
0 ⊗ c0(1)<0> ⊗ c
0
(2)<0> ⊗ c
1
<0> ⊗ . . . ⊗ c
q
<0> =
m
<0>
⊗ d1 ⊗ . . . ⊗ dp ⊗ c0<−1><−1>c
1
<−1> . . .
. . . cq<−1>m<−1>d
0 ⊗ c0<0>(1) ⊗ c
0
<0>(2) ⊗ c
1
<0> ⊗ . . . ⊗ c
q
<0> =
↑∂0
→
τ (m⊗ d˜⊗ c˜).
The remaining relations,
→
τ ↑σq−1 =↑σq−1
→
τ and ↑τ
→
σ p−1 =
→
σ p−1 ↑τ , are
obviously true.
Finally, by using the stability of M , we verify the cylindrical condition
→
τ
p+1
↑τ q+1 = Id as follows:
→
τ
p+1
↑τ q+1(m⊗ d0 ⊗ . . .⊗ dp ⊗ c0 ⊗ . . .⊗ cq) =
→
τ
p+1
(m
<0>
⊗ S−1(c0<−1> . . . c
q
<−1>) · (d
0 ⊗ . . .⊗ dp)⊗
⊗m
<−q−1>
c0<0> ⊗ . . .⊗m<−1>c
q
<0>) =
m
<0>
⊗m
<−p−q−2>
d0 ⊗ . . . ⊗m
<−q−2>
dp ⊗m
<−q−1>
c0 ⊗ . . .⊗m
<−1>
cq =
m⊗ d0 ⊗ . . .⊗ dp ⊗ c0 ⊗ . . .⊗ cq.
The diagonal of any cylindrical module is a cocyclic module [12] whose cyclic
structures is given by,
∂i :=↑∂i
→
∂ i : X
n,n → Xn+1,n+1, (3.26)
σi :=↑σi
→
∂ i : X
n,n → Xn−1,n−1, (3.27)
τ :=↑τ
→
τ : Xn,n → Xn,n. (3.28)
In order to relate the Hopf cyclic cohomology of C ◮< D to the diagonal
complex of the X, we define a map similar to the one used in [24], and
use the fact that C is a YD module over H to show that is well-defined.
Specifically,
Ψ : CnH(C ◮< D;M)→ X
n,n, (3.29)
Ψ(m⊗ c0 ◮< d0 ⊗ . . . ⊗ cn ◮< dn) =
m⊗ c0<−n−1>d
0 ⊗ . . .⊗ c0<−1> . . . c
n
<−1>d
n ⊗ c0<0> ⊗ . . .⊗ c
n
<0> .
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Proposition 3.7. The map defined in (3.29) establishes a cyclic isomor-
phism between the complex C∗H(C ◮< D;M) and the diagonal of X
∗,∗.
Proof. First we show that the above map is well-defined. The fact that C
is YD module helps in two ways: firstly, Lemma 3.2 shows that H is acting
diagonally on C ◮< D, and secondly the twisting ⊤ : C ⊗ D → D ⊗ C
where⊤(c⊗ d) = c<−1>d⊗ c<0> , is H-linear; indeed,
⊤(h(1)c⊗ (2)d) = (h(1)c)<−1>(h(2)d)⊗ (h(1))<0> =
h(1)c<−1>S(h(3))h(4)d⊗ h(2)c<0> =
h(1)c<−1>d⊗ h(2)c<0> .
This ensures that Ψ is well-defined, because it is obtained out of ⊤ by
iteration.
In order to prove that Ψ is a cyclic map, it suffices to check that Ψ commutes
with the τ -operatorss, the first coface, and the last codegeneracy, because
the rest of the operators are made of these (3.25). One verifies that Ψ
commutes with cyclic operators as follows. On the one hand,
ΨτC◮<D(m⊗ c
0
◮< d0 ⊗ . . .⊗ cn ◮< dn) =
Ψ(m
<0>
⊗ c1 ◮< d1 ⊗ . . .⊗ cn ◮< dn ⊗m<−1>c
0
◮< m<−2>d
0) =
m
<0>
⊗ c1<−n−1>d
1 ⊗ . . . ⊗ c1<−2> . . . c
n
<−2>d
n⊗
⊗ c1<−1> . . . c
n
<−1>(m<−2>c
0)<−1>m<−1>d
0⊗
⊗ c1<0> ⊗ . . .⊗ c
n
<0> ⊗ (m<−2>c
0)<−1> =
m
<0>
⊗ c1<−n−1>d
1 ⊗ . . . ⊗ c1<−2> . . . c
n
<−2>d
n⊗
⊗ c1<−1> . . . c
n
<−1>m<−2>c
0
<−1>d
0 ⊗ c1<0> ⊗ . . .⊗ c
n
<0> ⊗m<−1>c
0
<0> .
On the other hand,
→
τ ↑τΨ(m⊗ c0 ◮< d0 ⊗ . . .⊗ cn ◮< dn) =
→
τ ↑τ(m⊗ c0<−n−1>d
0 ⊗ . . .⊗ c0<−1> . . . c
n
<−1>d
n ⊗ c0<0> ⊗ . . .⊗ c
n
<0>) =
→
τ (m
<0>
⊗ c0<−n−1>c
1
<−n−1>d
1 ⊗ . . .⊗ c0<−2> . . . c
n
<−2>d
n⊗
c0<−1> . . . c
n
<−1>m<−1>c
0
<−n−2>d
0 ⊗ c0<0> ⊗ . . . ⊗ c
n
<0>) =
m
<0>
⊗ S−1(c0<−1>) · (c
0
<−n−1>c
1
<−n−1>d
1 ⊗ . . .⊗ c0<−2> . . . c
n
<−2>d
n⊗
c0<−1> . . . c
n
<−1>m<−1>c
0
<−n−2>d
0)⊗ c1<0> ⊗ . . .⊗ c
n
<0> ⊗m<−1>c
0
<0> =
m
<0>
⊗ c1<−n−1>d
1 ⊗ . . .⊗ c1<−2> . . . c
n
<−2>d
n⊗
⊗ c1<−1> . . . c
n
<−1>m<−2>c
0
<−1>d
0 ⊗ c1<0> ⊗ . . .⊗ c
n
<0> ⊗m<−1>c
0
<0> .
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The next to check is the equality ∂0Ψ = Ψ∂0C◮<D. Using the fact that C is
a module coalgebra, one has
∂0Ψ(m⊗m⊗ c
0
◮< d0 ⊗ . . . ⊗ cn ◮< dn) =
∂0(m⊗ c
0
<−n−1>d
0 ⊗ . . .⊗ c0<−1> . . . c
n
<−1>d
n ⊗ c0<0> ⊗ . . . ⊗ c
n
<0>) =
m⊗ c0<−n−2>d
0
(1) ⊗ c0<−n−1>d
0
(2) ⊗ . . . ⊗ c0<−1> . . . c
n
<−1>d
n⊗
c0<0>(1) ⊗ c
0
<0>(2) ⊗ c
1
<0> ⊗ . . .⊗ c
n
<0> =
m⊗ c0(1)<−n−2>c
0
(2)<−n−2>d
0
(1) ⊗ c0(1)<−n−1>c
0
(2)<−n−1>d
0
(2) ⊗ . . .⊗
c0(1)<−1>c
0
(2)<−1>c
1
<−1> . . . c
n
<−1>d
n ⊗ c0(1)<0> ⊗ c
0
(2)<0> ⊗ c
1
<0> ⊗ . . .
. . .⊗ cn<0> .
On the other hand,
Ψ∂0C◮<D(m⊗ c
0
◮< d0 ⊗ . . .⊗ cn ◮< dn) =
Ψ(m⊗ c0(1) ◮< c0(2)<−1>d
0
(1) ⊗ c0(2)<0> ◮< d
0
(2) ⊗ c1 ◮< d1 ⊗ . . .
. . .⊗ cn ◮< dn) =
m⊗ c0(1)<−n−2>c
0
(2)<−1>d
0
(1) ⊗ c0(1)<−n−1>c
0
(2)<0><−n−1>d
0
(2)⊗
c0(1)<−n>c
0
(2)<0><−n>c
1
<−n>d
1 ⊗ . . . ⊗ c0(1)<−1>c
0
(2)<0><−1> . . . c
n
<−1>d
n⊗
c0(1)<0> ⊗ c
0
(2)<0><0> ⊗ c
1
<0> ⊗ . . . ⊗ c
n
<0> =
m⊗ c0(1)<−n−2>c
0
(2)<−n−2>d
0
(1) ⊗ c0(1)<−n−1>c
0
(2)<−n−1>d
0
(2) ⊗ . . .⊗
c0(1)<−1>c
0
(2)<−1>c
1
<−1> . . . c
n
<−1>d
n ⊗ c0(1)<0> ⊗ c
0
(2)<0> ⊗ c
1
<0> ⊗ . . .
. . .⊗ cn<0> .
The equality σn−1Ψ = Ψσn−1C◮<D is obvious.
In order to show that Ψ is an isomorphism, one constructs again an iterated
map made out of factors ⊥: D ⊗ C → C ⊗ D, defined by ⊥ (d ⊗ c) =
c<0> ⊗ S
−1(c<−1>)d. It is easy to see that ⊤ and ⊥ are inverse to one
another. Explicitly the inverse of Ψ is defined by
Ψ−1(m⊗ d0 ⊗ . . . ⊗ dn ⊗ c0 ⊗ . . .⊗ cn) =
= m⊗ c0<0> ◮< S
−1(c0<−1>)d
0 ⊗ . . .
. . . ⊗ cn<0> ◮< S
−1(c0<−n−1>c
1
<−n> . . . c
n
<−1>)d
n
Applying now the cyclic version of the Eilenberg-Zilber theorem [12] one
obtains the sought-for quasi-isomorphism of mixed complexes.
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Proposition 3.8. The mixed complexes (C∗H(D ◮< C,M), b, B) and
(Tot(X), bT , BT )) are quasi-isomorphic.
The rest of this section is devoted to showing that the Hopf algebras that
make the object of this paper satisfy the conditions of the above proposition.
To put this in the proper setting, we letH be a Hopf algebra, and we consider
a pair of H-module coalgebras C,D such that C is H-module coalgebra and
via its action and coaction it is an YD module over H. Let L ⊂ K be Hopf
subalgebras of H. One defines the coalgebra C := H⊗K C, where K acts on
H by multiplication and on C via counit (cf [9, §5]). In the same fashion
one defines the coalgebra KL := K ⊗L C. If h ∈ H and c = h˙ be its class in
C, then
∆(c) = c(1) ⊗ c(2) := h˙(1) ⊗ h˙(2) , ε(c) := ε(h)
This coalgebra has a natural coaction from H.
H(c) = c<−1> ⊗ c<0> := h(1)S(h(3))⊗ h˙(2) .
Lemma 3.9. The above action and coaction are well-defined and make C a
(co)module coalgebra, respectively. In addition both make C an YD module
over H.
Proof. First let us check that the action and coaction are well defined. With
h, g ∈ H, and k ∈ K, one has
h(gk ⊗ 1) = hgk ⊗K 1 = hg ⊗K ǫ(k) = h(g ⊗ ǫ(k)),
which verifies the claim for the action. For the coaction, we write
H(hk ⊗ 1) = h(1)k(1)S(k(3))S(h(3))⊗ (h(2)k(2) ⊗K 1) =
h(1)k(1)S(k(3))S(h(3))⊗ (h(2) ⊗K ǫ(k(2))) =
= h(1)k(1)S(k(2))S(h(3))⊗ (h(2) ⊗K 1) =
h(1)S(h(3)))⊗ (h(2) ⊗K ǫ(k)) = H(h⊗ ǫ(k)).
It is obvious that these are indeed action, resp. coaction, and thus define
a module coalgebra structure, resp. a module coalgebra structure over C.
One checks that the action and coaction satisfy (3.17) as follows:
H(h(g˙) = H(
˙︷︸︸︷
hg ) = h(1)g(1)S(g(3))S(h(3))⊗
˙︷ ︸︸ ︷
h(2)g(2) =
h(1)(g(1)S(g(3)))S(h(3))⊗ h(2) ˙g(2) .
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Let us assume that H acts on K, as well and via this action K is a module
coalgebra. Similarly to C in relation to H, KL inherits in a natural way an
action from H. This makes KL a module coalgebra over H. Precisely, if
h ∈ H and k ∈ K, denoting k ⊗L 1 by k˙, one defines
h · k˙ = hk ⊗L 1 =
˙︷︸︸︷
hk .
Now C and KL together with their action and coaction satisfy all condi-
tions of Proposition 3.6. As a result one can form the cylindrical module
X(H, C,KL;M). Due to the special properties discussed above, we may
expect some simplification. Indeed, let
Yp,q =M ⊗K K
⊗p+1
L ⊗ C
⊗q
We define the following map from X to Y:
Φ1 : X
p,q → Yp,q, (3.30)
Φ1(m⊗H
˜˙k ⊗ h˙0 ⊗ . . .⊗ h˙n) =
mh0(2) ⊗K S
−1(h0(1)) ·
˜˙
k ⊗ S(h0(3)) · (h˙1 ⊗ . . .⊗ h˙q).
Lemma 3.10. The map Φ1 defined in (3.30) is a well-defined isomorphisms
of vector spaces.
Proof. To check that it is well-defined, we clarify the ambiguities in the
definition of Φ1 as follows. Let k ∈ K,
˜˙
k ∈ K
⊗(p+1)
L , and g, h
0 . . . hq ∈ H;
then
Φ1(m⊗
˜˙
k ⊗ (h0k ⊗K 1)⊗ h˙1 ⊗ . . .⊗ h˙q)) =
mh0(2)k(2) ⊗K S
−1(h1(1)k(1)) ·
˜˙k ⊗ S(h0(3)k(3)) · (h˙1 ⊗ . . .⊗ h˙q) =
mh0(2) ⊗K k(2)S
−1(k(1))S−1(h1(1)) ·
˜˙
k ⊗ k(3)S(k(4))S(h0(3)) · (h˙1 ⊗ . . .⊗ h˙q) =
Φ1(m⊗
˜˙
k ⊗ (h0 ⊗K ǫ(k))⊗ h˙1 ⊗ . . .⊗ h˙n)).
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Also,
Φ1(m⊗ g(1) ·
˜˙
k ⊗ g(2) · (h˙0 ⊗ h˙1 ⊗ . . .⊗ h˙q)) =
m⊗K g(1) ·
˜˙k ⊗ g(2) · (h˙0 ⊗ h˙1 ⊗ . . . ⊗ h˙q) =
mg(3)h0(2) ⊗K S
−1(h0(1))S−1(g(2))g(1) ·
˜˙
k⊗
⊗ S(h0(3))S(g(4))g(5) · (h˙1 ⊗ . . .⊗ h˙q) =
mgh0(2) ⊗K S
−1(h0(1)) ·
˜˜
k ⊗ S(h0(3)) · (h˙1 ⊗ . . .⊗ h˙q) =
Φ1(mg ⊗
˜˙k ⊗ h˙0 ⊗ h˙1 ⊗ . . .⊗ h˙q).
One easily checks that the following map defines an inverse for Φ1:
Φ−11 : Y
p,q → Xp,q,
Φ−11 (m⊗K
˜˙
k ⊗ ˜˙h) = m⊗H
˜˙
k ⊗ 1˙⊗ ˜˙h.
We next push forward the cylindrical structure of X to get the following
cylindrical structure on Y:
→
∂ i(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ k˙0 ⊗ . . .⊗∆(k˙i)⊗ . . .⊗ k˙p ⊗ ˜˙h,
→
∂ p+1(m⊗
˜˙k ⊗ ˜˙h) = m
<0>
⊗ k˙0(2) ⊗ . . .⊗ k˙p ⊗
˜˙h<−1>m<−1> k˙
0
(1) ⊗
˜˙h<0> ,
→
σ j(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ k˙1 ⊗ . . .⊗ ε(k˙j)⊗ . . .⊗ k˙p ⊗ ˜˙h,
→
τ (m⊗ ˜˙k ⊗ ˜˙h) = m
<0>
⊗ k˙1 ⊗ . . . ⊗ k˙p ⊗ ˜˙h<−1>m<−1> k˙
0 ⊗ ˜˙h<0>
↑∂0(m⊗
˜˙k ⊗ ˜˙h) = m⊗ ˜˙k ⊗ 1˙⊗ h˙1 ⊗ . . .⊗ h˙q,
↑∂i(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ ˜˙k ⊗ h˙0 ⊗ . . .⊗∆(h˙i)⊗ . . . ⊗ h˙q,
↑∂q+1(m⊗
˜˙
k ⊗ ˜˙h) = m
<0>
⊗ ˜˙k ⊗ h˙1 ⊗ . . .⊗ h˙q ⊗m
<−1>
,
↑σj(m⊗
˜˙k ⊗ ˜˙h) = m⊗ ˜˙k ⊗m⊗ h˙1 ⊗ . . .⊗ ε(h˙j+1)⊗ . . . ⊗ h˙q,
↑τ(m⊗ ˜˙k ⊗ ˜˙h) =
m
<0>
h1(2) ⊗ S−1(h1(1)) ·
˜˙k ⊗ S(h1(3)) · (h˙2 ⊗ . . . ⊗ h˙q ⊗m
<−1>
).
To obtain a further simplification, we assume that the action of K ⊂ H on
K coincides with the multiplication by K. We define a map from Yp,q to
Zp,q := Zp,q(H,K,L;M) :=M ⊗L K
⊗p
L ⊗ C
⊗q,
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as follows:
Φ2 : Y
p,q → Zp,q, (3.31)
Φ2(m⊗K k˙
0 ⊗ . . .⊗ k˙p ⊗ ˜˙h) = mk0(1) ⊗L S(k
0
(2)) · (k˙1 ⊗ . . .⊗ k˙p ⊗
˜˙h).
Lemma 3.11. The map Φ2 defined in (3.31) is a well-defined isomorphism
of vector spaces.
Proof. One has
Φ2(m⊗ k · (k˙
0 ⊗ . . . ⊗ k˙p ⊗ ˜˙h)) =
Φ2(m⊗ k(1) · k˙
0 ⊗ k(2) · (k˙1 ⊗ . . .⊗ k˙p ⊗
˜˙h)) =
mk(1) k˙0(1) ⊗ S(k(2) k˙0(2)) · (k(3) · (k˙2 ⊗ . . .⊗ k˙p ⊗
˜˙
h)) =
mk(1)ǫ(k(2) k˙0(1))⊗ S(k˙0(2)) · (k˙2 ⊗ . . .⊗ k˙p ⊗
˜˙
h) =
Φ2(mk ⊗ k˙
0 ⊗ . . . ⊗ k˙p ⊗ ˜˙h).
The inverse of Φ2 is given by
Φ−12 : Z
p,q → Yp,q,
Φ−12 (m⊗ k˙
1 ⊗ . . .⊗ k˙p ⊗ h˙1 ⊗ . . . ⊗ h˙q) =
m⊗K 1˙⊗ k˙
1 ⊗ . . .⊗ k˙p ⊗ h˙1 ⊗ . . .⊗ h˙q.
We now push forward the cylindrical structure of of Y on Z to get the
following operators on Z∗,∗ :
→
∂ 0(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ 1˙⊗ k˙1 ⊗ . . .⊗ k˙p ⊗ ˜˙h,
→
∂ i(m⊗
˜˙k ⊗ ˜˙h) = m⊗ k˙1 ⊗ . . . ⊗∆(k˙i)⊗ . . . ⊗ k˙p ⊗ ˜˙h,
→
∂ p+1(m⊗
˜˙
k ⊗ ˜˙h) = m
<0>
⊗ k˙1 ⊗ . . .⊗ k˙p ⊗ ˜˙h<−1>
˙︷ ︸︸ ︷
m
<−1>
⊗ ˜˙h<0> ,
→
σ j(m⊗
˜˙k ⊗ ˜˙h) = m⊗ k˙1 ⊗ . . .⊗ ε(k˙j+1)⊗ . . .⊗ k˙p ⊗ ˜˙h,
→
τ (m⊗ ˜˙k ⊗ ˜˙h) = m
<0>
k1(1) ⊗ S(k1(2)) · (k˙2 ⊗ . . . ⊗ k˙p ⊗
˜˙
h<−1>
˙︷ ︸︸ ︷
m
<−1>
⊗ ˜˙h<0>).
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↑∂0(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ ˜˙k ⊗ 1˙⊗ h˙1 ⊗ . . . ⊗ h˙q,
↑∂i(m⊗
˜˙k ⊗ ˜˙h) = m⊗ ˜˙k ⊗ h˙0 ⊗ . . .⊗∆(h˙i)⊗ . . .⊗ h˙q,
↑∂q+1(m⊗
˜˙
k ⊗ ˜˙h) = m
<0>
⊗ ˜˙k ⊗ h˙1 ⊗ . . . ⊗ h˙q ⊗
˙︷ ︸︸ ︷
m
<−1>
,
↑σj(m⊗
˜˙
k ⊗ ˜˙h) = m⊗ ˜˙k ⊗ h˙1 ⊗ . . .⊗ ε(h˙j+1)⊗ . . .⊗ h˙q,
↑τ(m⊗ ˜˙k ⊗ ˜˙h) = m
<0>
h1(4)S−1(h1(3) · 1K)⊗
S(S−1(h1(2)) · 1K) ·
(
S−1(h1(1)) ·
˜˙
k ⊗ S(h1(5)) · (h˙2 ⊗ . . .⊗ h˙q ⊗
˙︷ ︸︸ ︷
m
<−1>
)
)
.
Lemma 3.12. The above operators defined on Z are well-defined and yield
a cylindrical module.
Proof. The second part of the lemma holds by the very definition, in view
of the fact that X is cylindrical module. We check the first claim for ↑τ and
→
τ , for the other operators being obviously true. Since M is AYD and C is
Y D, we have
→
τ (m⊗ l · (˜˙k ⊗ ˜˙h)) =
m
<0>
l(1)k1(1) ⊗L S(l(2)k
1
(2)) · (l(3) k˙2 ⊗ . . .⊗ l(p+1) k˙p⊗︷ ︸︸ ︷
(l(p+2)
˜˙h)<−1>m<−1> ⊗(l(p+2)
˜˙h)<0>) =
m
<0>
l(1)k1(1) ⊗L S(l(2)k
1
(2)) · (l(3) k˙2 ⊗ . . .⊗ l(p+1) k˙p⊗︷ ︸︸ ︷
l(p+2)
˜˙h<−1>S(l(p+4))m<−1> ⊗l(p+3)
˜˙h<0>) =
m
<0>
l(1)k1(1) ⊗L S(k
1
(2)) · (k˙2 ⊗ . . .⊗ k˙p ⊗
︷ ︸︸ ︷
˜˙
h<−1>S(l(2))m<−1> ⊗
˜˙
h<0>) =
m
<0>
l(2)k1(1) ⊗L S(k
1
(2)) · (k˙2 ⊗ . . .⊗ k˙p ⊗
︷ ︸︸ ︷
˜˙
h<−1>S(l(3))m<−1> l(1) ⊗
˜˙
h<0>) =
→
τ (ml ⊗ ˜˙k ⊗ ˜˙h).
75
For the vertical cyclic operator one only uses the AYD property of M ; thus,
↑τ(m⊗ l · (˜˙k ⊗ ˜˙h)) = m
<0>
l(5)h1(4)S−1(l(4)h1(3) · 1K)⊗L
S(S−1(l(3)h1(2)) · 1K) ·
(
S−1(l(2)h1(1)) · l(1)
˜˙k ⊗ S(l(6)h1(5)) · (l(7) h˙2⊗
. . .⊗ l(5+q) h˙q ⊗ ˙m
<−1>
)
)
= m
<0>
l(1)h1(4)S−1(h1(3) · 1K)⊗L
S(S−1(h1(2)) · 1K) ·
(
S−1(h1(1)) ·
˜˙
k ⊗ S(h1(5)) · (h˙2 ⊗ . . .
. . .⊗ h˙q ⊗ S(l(2))
˙︷ ︸︸ ︷
m
<−1>
)
)
=
m
<0>
l(2)h1(4)S−1(h1(3) · 1K)⊗L S(S
−1(h1(2)) · 1K) ·
(
S−1(h1(1)) ·
˜˙
k⊗
⊗S(h1(5)) · (h˙2 ⊗ . . .⊗ h˙q ⊗
˙︷ ︸︸ ︷
S(l(3))m
<−1>
l(1))
)
=↑τ(ml ⊗ ˜˙k ⊗ ˜˙h).
Proposition 3.13. The following map defines an isomorphism of cocyclic
modules,
Θ := Φ2 ◦ Φ1 ◦Ψ : C
∗
H(C ◮⊳ KL;M)→ Z
∗,∗
L , (3.32)
where Ψ, Φ1, and Φ2 are defined in (3.29),(3.30) and (3.31) respectively.
Proof. The maps Φ2, Φ1, and Ψ are isomorphisms.
Define now the map
Φ : H⊗L 1→ C ◮< KL, by the formula
Φ(h⊗L 1) =
˙︷︸︸︷
h(1) ◮<
˙︷ ︸︸ ︷
h(2) · 1K = (h(1) ⊗K 1) ◮< (h(2) · 1K ⊗L 1). (3.33)
Proposition 3.14. The map Φ is a map of H-module coalgebras.
Proof. Using that if h ∈ H and l ∈ L then (hl) · 1K = (h · 1K)l, one checks
that Φ is well-defined, as follows:
Φ(hl ⊗ 1) = (h(1) l(1) ⊗K 1) ◮< (h(2) l(2) · 1K ⊗L 1) =
(h(1) ⊗K ǫ(l(1))) ◮< ((h(2) · 1K)l(2) ⊗L 1) =
(h(1) ⊗K ǫ(l(1))) ◮< ((h(2) · 1K)⊗L ǫ(l(2))) = Φ(h⊗ ǫ(l)).
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Next, using the coalgebra structure of C ◮< KL, one can write
∆(Φ(h)) = ∆(
˙︷︸︸︷
h(1) ◮<
˙︷ ︸︸ ︷
h(2) · 1K) =
˙︷︸︸︷
h(1) ◮⊳
˙︷ ︸︸ ︷
h(2)S(h(4)) · (h(5) · 1K)⊗
˙︷︸︸︷
h(3) ◮<
˙︷ ︸︸ ︷
h(6) · 1K =
˙︷︸︸︷
h(1) ◮⊳
˙︷ ︸︸ ︷
(h(2)S(h(4))h(5)) · 1K ⊗
˙︷︸︸︷
h(3) ◮<
˙︷ ︸︸ ︷
h(6) · 1K =
˙︷︸︸︷
h(1) ◮⊳
˙︷ ︸︸ ︷
h(2) · 1K ⊗
˙︷︸︸︷
h(3) ◮<
˙︷ ︸︸ ︷
h(4) · 1K =
Φ(h(1))⊗ Φ(h(2)).
Finally, the H-linearity is trivial because H acts on C ◮< KL diagonally.
Summing up, we conclude with the following result, which applies to a many
cases of interest, in particular to those which make the main object of this
paper.
Theorem 3.15. Assuming that Φ is an isomorphism, the Hopf cyclic com-
plex of the Hopf algebra H relative to the Hopf subalgebra L with coefficients
in SAYD M is quasi-isomorphic with the total complex of the mixed complex
of Z(H,K,L;M).
As a matter of fact, the cylindrical modules Z and Y are often bicocyclic
modules, for example if the SAYD M has the property that
m
<−1>
⊗m
<0>
∈ K ⊗M, ∀m ∈M ;
in this case M will be called K-SAYD. In this paper we compute Hopf cyclic
cohomology with coefficients in Cδ, which is obviously K-SAYD for any Hopf
subalgebra K ⊂ H.
Proposition 3.16. If M is K-SAYD module then M ⊗C⊗q is SAYD, and
hence Z and Y are bicocyclic modules.
Proof. Only the stability condition remains to be proved. We check it only
for q = 1, but the same proof works for all q ≥ 1. By the very definition of
the coaction,
∆(m⊗ h) = h(1)S(h(3))m
<−1>
⊗m
<0>
⊗ h(2)
We need to verify the identity
(m⊗ h)
<0>
(m⊗ h)
<−1>
= m⊗ h.
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The left hand side can be expressed as follows:
(m⊗ h)
<0>
(m⊗ h)
<−1>
=
m
<0>
h(1)S(h(5))m
<−2>
⊗ S(m
<−1>
)S2(h(4))S(h(2))h(3) =
m
<0>
h(1)S(h(3))m
<−2>
⊗ S(m
<−1>
)S2(h(2)).
We now recall that the cyclic operator τ1 : M ⊗ H → M ⊗ H is given by
τ1(m⊗ h) = m<0>h(1) ⊗ S(h(2))m<−1> . Since
τ21 (m⊗ h) = τ1(m<−1>h(1) ⊗ S(h(1))m<−1>) =
m
<0>
h(2)S(h(5))m
<−3>
⊗ S(m
<−2>
)S2(h(4))S(h(3))m
<−1>
h(1) ,
the desired equality simply follows from the facts that τ21 = Id and M is
K-SAYD.
3.3 Bicocyclic complex for primitive Hopf algebras
We now proceed to show that the Hopf algebras H(Π) associated to a primi-
tive pseudogroups do satisfy all the requirements of the preceding subsection,
and so Theorem 3.15 applies to allow the computation of their Hopf cyclic
cohomology by means of a bicocyclic complex.
First we note that, in view of Proposition 3.1, we can replace H(Π) by
H(Π)cop. By Theorems 2.15 and 2.21, the latter can be identified to the
bicrossed product F ◮⊳ U , where U := U(g), F := F (N), and we shall do
so from now on without further warning.
Next, we need both F and U to be H-module coalgebras. Recalling that F
is a left U -module, we define an action of H on F by the formula
(f ◮⊳ u)g = f (u ⊲ g), f, g ∈ F , u ∈ U . (3.34)
Lemma 3.17. The above formula defines an action, which makes F an
H-module coalgebra.
Proof. We check directly the action axiom
(f1 ◮⊳ u1)
(
(f2 ◮⊳ u1)g
)
= (f1 ◮⊳ u1)(f2u2 ⊲ g) =
f1u1 ⊲ (f2u1 ⊲ g) = f1(u1(1) ⊲ f2)(u1(2)u2 ⊲ g) =[
f1u1(1) ⊲ f2 ◮⊳ u1(2)u2
]
g =
[
(f1 ◮⊳ u1)((f2 ◮⊳ u1)
]
g,
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and the property of being a Hopf action:
∆((f ◮⊳ u)g) = ∆(fu ⊲ g) = f (1)u(1)<0>g(1) ⊗ f (2)u(1)<1>(u(2) ⊲ g(2)) =
(f (1) ◮⊳ u(1)<0>)g(1) ⊗ (f (2)u(1)<1> ◮⊳ u(2))g(2) .
To realize U as an H-module and comodule coalgebra, we identify it with
C := H⊗F C, via the map ♮ : H⊗F C→ U defined by
♮(f ◮⊳ u⊗F 1) = ǫ(f)u. (3.35)
Lemma 3.18. The map ♮ : C → U is an isomorphism of coalgebras.
Proof. The map is well-defined, because
♮((f ◮⊳ u)(g ◮⊳ 1)⊗F 1) = ♮(fu(1) ⊲ g ◮⊳ u(2) ⊗F 1) =
ǫ(fu(1) ⊲ g)u(2) = ǫ(f)ǫ(g)u = ♮(f ◮⊳ u⊗F ǫ(g)).
Let us check that ♮−1(u) = (1 ◮⊳ u)⊗F 1 is its inverse. It is easy to see that
♮ ◦ ♮−1 = IdU . On the other hand,
♮−1 ◦ ♮(f ◮⊳ u⊗F 1) = ♮
−1(ǫ(f)u) =
(1 ◮⊳ u)⊗F ǫ(f) = (1 ◮⊳ u(2))⊗F ǫ(S
−1(u(1))ǫ(f) =[
(1 ◮⊳ u(2))(S−1(u(1)) ⊲ f ◮⊳ 1)
]
⊗F 1 = f ◮⊳ u⊗F 1.
Finally one checks the comultiplicativity as follows:
♮⊗ ♮(∆C(f ◮⊳ u⊗F 1)) =
♮(f (1) ◮⊳ u(1) ⊗F 1)⊗ ♮(u(2)<−1>f (2) ◮⊳ u(2)<0> ⊗F 1) =
ǫ(f (2))u(1) ⊗ ǫ(u(2)<−1>f (2))u(2)<0> =
ǫ(f (1))u(1) ⊗ ǫ(f (2))u(2) = ∆U (♮(f ◮⊳ u⊗F 1)).
By Proposition 3.14, the following is a map of H-module coalgebras.
Φ : H → C ◮< F ,
Φ(h) = h˙(1) ◮< h(2)1.
79
To be able to use the Theorem 3.15, we need to show that Φ is bijective.
One has
Φ(f ◮⊳ u) =
˙︷ ︸︸ ︷
(f (1) ◮⊳ u<0>)⊗ f (2)u<1> =
˙︷ ︸︸ ︷
(1 ◮⊳ (u<0>(1)))(S(u<0> (2)) ⊲ f (1) ◮⊳ 1)) ⊗ f (2)u<1> =
˙︷ ︸︸ ︷
1 ◮⊳ u<0> ⊗ fu<1> ≡ u<0> ⊗ fu<1> ,
from which it follows that Φ−1(u⊗ f) = fS−1(u<1>) ◮⊳ u<0> .
We are now in a position to apply Theorem 3.15 to get a bicocyclic module
for computing the Hopf cyclic cohomology of H. We would like, before that,
to understand the action and coaction of H on C. One has
(f ◮⊳ u) ·
˙︷ ︸︸ ︷
(g ◮⊳ v) =
˙︷ ︸︸ ︷
fu(1) ⊲ g ◮⊳ u(2)v ≡ ε(f)ε(g)uv,
which coincides with the natural action of H on U .
Next, we take up the coaction of C. Recall the coaction of H on C,
H : C → H⊗ C,
H(
˙︷ ︸︸ ︷
1 ◮⊳ u) = (1 ◮⊳ u)(1)S(1 ◮⊳ u)(3) ⊗
˙︷ ︸︸ ︷
(1 ◮⊳ u)(2) .
Proposition 3.19. The above coaction coincides on the original coaction
of F on U .
Proof. Using the fact that U is cocommutative, one has
(1 ◮⊳ u)(1)S((1 ◮⊳ u)(3))⊗
˙︷ ︸︸ ︷
(1 ◮⊳ u)(2) =
(1 ◮⊳ u(1)<0>)S(u(1)<2>u(2)<1> ◮⊳ u(3))⊗
˙︷ ︸︸ ︷
u(1)<1> ◮⊳ u(2)<0> =
(1 ◮⊳ u(1)<0>)(1 ◮⊳ S(u(3)<0>)(S(u(1)<2>u(2)<1>u(3)<1>) ◮⊳ 1)⊗
⊗
˙︷ ︸︸ ︷
u(1)<1> ◮⊳ u(2)<0> =
(1 ◮⊳ u(1)<0>S(u(3)<0>))(S(u(1)<2>u(2)<1>u(3)<1>) ◮⊳ 1)⊗
˙︷ ︸︸ ︷
u(1)<1> ◮⊳ u(2)<0> =
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which means that after identifying C with U one has
(1 ◮⊳ u(1)<0>S(u(3)<0>))(S(u(1)<1>u(2)<1>u(3)<1>) ◮⊳ 1)⊗ u(2)<0> =
(1 ◮⊳ u<0>(1)S(u<0>(3)))(S(u<1>) ◮⊳ 1)⊗ u<0>(2) =
1 ◮⊳ S(u<1>)⊗ u<0> ≡ S(u<1>)⊗ u<0> .
With the above identifications of actions and coactions, one has the following
bicyclic module Z(H,F ;Cδ), where δ is the modular character:
...
BU

...
BU

...
BU

Cδ ⊗ U
⊗2
bF //
bU
OO
BU

Cδ ⊗F ⊗ U
⊗2
bF //
BF
oo
bU
OO
BU

Cδ ⊗F
⊗2 ⊗ U⊗2
bF //
BF
oo
bU
OO
BU

. . .
BF
oo
Cδ ⊗ U
bF //
bU
OO
BU

Cδ ⊗F ⊗ U
bF //
BF
oo
bU
OO
BU

Cδ ⊗F
⊗2 ⊗ U
bF //
BF
oo
bU
OO
BU

. . .
BF
oo
Cδ ⊗ C
bF //
bU
OO
Cδ ⊗F ⊗ C
bF //
BF
oo
bU
OO
Cδ ⊗F
⊗2 ⊗ C
bF //
BF
oo
bU
OO
. . .
BF
oo ,
(3.36)
At this stage, we introduce the following Chevalley-Eilenberg-type bicom-
plex:
...
∂g

...
∂g

...
∂g

Cδ ⊗ ∧
2g
βF //
∂g

Cδ ⊗F ⊗ ∧
2g
βF //
∂g

Cδ ⊗F
⊗2 ⊗ ∧2g
βF //
∂g

. . .
Cδ ⊗ g
βF //
∂g

Cδ ⊗F ⊗ g
βF //
∂g

Cδ ⊗F
⊗2 ⊗ g
∂g

βF // . . .
Cδ ⊗ C
βF // Cδ ⊗F ⊗ C
βF // Cδ ⊗F
⊗2 ⊗ C
βF // . . . ,
(3.37)
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Here ∂g is the Lie algebra homology boundary of g with coefficients in right
module Cδ ⊗F
⊗p; explicitly
∂g(1⊗ f˜ ⊗X
0 ∧ · · · ∧Xq−1) =∑
i
(−1)i(1⊗ f˜) ⊳ Xi ⊗X0 ∧ · · · ∧ X̂i ∧ · · · ∧Xq−1+
(−1)i+j
∑
i<j
1⊗ f˜ ⊗ [Xi,Xj ] ∧X
0 ∧ · · · ∧ X̂i ∧ · · · ∧ X̂j ∧ · · · ∧Xq−1,
where
(1⊗ f˜) ⊳ X = δ(X) ⊗ f˜ + 1⊗ S(1 ◮⊳ X)f˜ . (3.38)
The horizontal operator is given by
βF (1⊗ f˜ ⊗X
1 ∧ · · · ∧Xq) =
q∑
i=0
1⊗ (Id⊗i⊗∆⊗ Id⊗(q−i))(f˜)⊗X1 ∧ · · · ∧Xq+
(−1)q+11⊗ f˜ ⊗ S(X1<1> . . . X
q
<1>)⊗X
1
<0> ∧ · · · ∧X
q
<0>
In other words, βF is just the coalgebra cohomology coboundary of the
coalgebra F with coefficients in ∧qg induced from the coaction of F on U⊗q.
H∧g : Cδ ⊗ ∧
qg→ F ⊗ Cδ ⊗ ∧
qg, (3.39)
H(1⊗X1 ∧ · · · ∧Xq) = S(X1<1> . . . X
q
<1>)⊗ 1⊗X
1
<0> ∧ · · · ∧X
q
<0>
One notes that, since F is commutative, the coaction H∧g is well-defined.
Proposition 3.20. The bicomplexes (3.36) and (3.37) have quasi-isomorphic
total complexes.
Proof. We apply antisymmetrization map
α˜ : Cδ ⊗F
⊗p ⊗∧qg→ Cδ ⊗F
⊗p ⊗ U⊗q
α˜ = Id⊗α,
where α is the usual antisymmetrization map
α(X1 ∧ · · · ∧Xp) =
1
p!
∑
σ∈Sp
(−1)σXσ(1) ⊗ . . . ⊗Xσ(p). (3.40)
82
Its left inverse is µ˜ := Id⊗µ where µ is the natural left inverse to α (see e.g.
[19, page 436]). As in the proof of Proposition 7 of [6], one has the following
commutative diagram:
Cδ ⊗F
⊗p ⊗ ∧qg
α˜ //
0

Cδ ⊗F
⊗p ⊗ U⊗q
bU

Cδ ⊗F
⊗p ⊗ ∧q+1g
α˜ //
∂g
OO
Cδ ⊗F
⊗p ⊗ U⊗q+1.
BU
OO
Since α˜ does not affect F⊗p, it is easy to see that the following diagram also
commutes:
Cδ ⊗F
⊗p ⊗ ∧qg
α˜ //
βF

Cδ ⊗F
⊗p ⊗ U⊗q
bF

Cδ ⊗F
⊗p+1 ⊗ ∧qg
α˜ //
BF
OO
Cδ ⊗F
⊗p+1 ⊗ U⊗q.
BF
OO
Here BF is the Connes boundary operator for the cocyclic module C
n
F (F ,Cδ⊗
∧qg), where F coacts on Cδ ⊗ ∧
qg via (3.39) and acts trivially.
Since F is commutative and its action on Cδ ⊗∧
qg is trivial, Theorem 3.22
of [22] implies that BF ≡ 0 in Hochschild cohomology. On the other hand
Theorem 7 [6] (which is applied here for coefficients in a general module),
proves that the columns of (3.36) with coboundary BU and the columns of
(3.37) with coboundary ∂g are quasi-isomorphic. This finishes the proof.
3.4 Applications
3.4.1 Hopf cyclic Chern classes
In this section we compute the relative Hopf cyclic cohomology ofHn modulo
the subalgebra L := U(gln) with coefficients in Cδ.
To this end, we first form the Hopf subalgebra K := L ◮⊳ F ⊂ H. Here
L acts on F via its action inherited from L ⊂ U on F , and F coacts on
L trivially. The second coalgebra is C := H ⊗K C. Letting h := gln, and
S := S(g/h) be the symmetric algebra of the vector space g/h, we identify C
with the coalgebra S, as follows. Since g ∼= V >⊳ h, where V = Rn, we can
regard U as being U(V ) >⊳ U(h). The identification of C with S is achieved
by the map
(X >⊳ Y ) ◮⊳ f ⊗K 1 7→ ǫ(Y )ǫ(f)X, X ∈ U(V ), Y ∈ U(h), f ∈ F .
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As in Lemma 3.18, one checks that this identification is a coalgebra iso-
morphism. Finally, since g/h ∼= V as vector spaces, U(V ) ∼= S(g/h) as
coalgebras.
Similarly, one identifies, KL := K ⊗L C with F as coalgebras, via
Y ◮⊳ f ⊗L 1 7→ ǫ(Y )f, Y ∈ U(h), f ∈ F .
Let us recall the mixed complex (Cn, b, B), where Cn := Cn(H,L;Cδ) =
Cδ ⊗L C
⊗n, which computes relative Hopf cyclic cohomology of H modulo
L with coefficients in Cδ. We also recall that the isomorphism Θ defined in
(3.32) identifies this complex with the diagonal complex Z∗,∗(H,K,L;Cδ) =
Cδ ⊗L F
⊗p ⊗S⊗q. Now by using Theorem 3.15 we get the following bicom-
plex whose total complex is quasi isomorphic to Cn via the Eilenberg-Zilber
Theorem.
...
BS

...
BS

...
BS

Cδ ⊗L S
⊗2
bF //
bS
OO
BS

Cδ ⊗L F ⊗ S
⊗2
bF //
BF
oo
bS
OO
BS

Cδ ⊗L F
⊗2 ⊗ S⊗2
bF //
BF
oo
bS
OO
BS

. . .
BF
oo
Cδ ⊗L S
bF //
bS
OO
BS

Cδ ⊗L F ⊗ S
bF //
BF
oo
bS
OO
BS

Cδ ⊗L F
⊗2 ⊗ S
bF //
BF
oo
bS
OO
BS

. . .
BF
oo
Cδ ⊗L C
bF //
bS
OO
Cδ ⊗L F ⊗ C
bF //
BF
oo
bS
OO
Cδ ⊗L F
⊗2 ⊗ C
bF //
BF
oo
bS
OO
. . .
BF
oo ,
(3.41)
Similar to (3.37), we introduce the following bicomplex.
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...
∂(g,h)

...
∂(g,h)

...
∂(g,h)

Cδ ⊗ ∧
2V
βF //
∂(g,h)

Cδ ⊗F ⊗ ∧
2V
βF //
∂(g,h)

Cδ ⊗F
⊗2 ⊗ ∧2V
βF //
∂(g,h)

. . .
Cδ ⊗ V
βF //
∂(g,h)

Cδ ⊗F ⊗ V
βF //
∂(g,h)

Cδ ⊗F
⊗2 ⊗ V
∂(g,h)

βF // . . .
Cδ ⊗ C
βF // Cδ ⊗F ⊗ C
βF // Cδ ⊗F
⊗2 ⊗ C
βF // . . . ,
(3.42)
Here V stands for the vector space g/h and ∂(g,h) is the relative Lie algebra
homology boundary of g relative to h with coefficients in Cδ⊗F
⊗p with the
action defined in (3.38). The coboundary β˜F is induced by βF the coalgebra
cohomology coboundary of F with trivial coefficients in Cδ⊗∧V . One notes
that the coaction of F on S is induced from the coaction of F on U via the
natural projection π : U → U ⊗L C ∼= S.
Proposition 3.21. The total complexes of the bicomplexes (3.41) and (3.42)
are quasi isomorphic.
Proof. The proof is similar to that of Proposition 3.20 but more delicate.
One replaces the anitsymmetrization map by its relative version and instead
of Proposition 7 [6] one uses Theorem 15 [9]. On the other hand since
L ⊂ Hn is cocommutative, every map in the bicomplex (3.41) is L-linear,
including the homotopy maps used in Eilenberg-Zilber theorem [20], and
in [19, pp. 438-442], as well as in the spectral sequence used in [22, Theorem
3.22].
To find the cohomology of the above bicomplex we first compute the sub-
complex consisting of gln-invariants.
Definition 3.22. We say a map F⊗m → F⊗p is an ordered projection of
order (i1, . . . , iq), including ∅ order, if it of the form
f1 ⊗ . . .⊗ fn 7→ f1 . . . f i1−1 ⊗ f i1 . . . f i2−1 ⊗ . . .⊗ f ip . . . fm. (3.43)
We denote the set of all such projections by Πmq .
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Let Sm denote the symmetric group of order m. Let also fix σ ∈ Sn−q, and
π ∈ Πn−qp , where 0 ≤ p, q ≤ n. We define
θ(σ, π) = (3.44)∑
(−1)µ1⊗ π(ηj1µ(1),jσ(1)
⊗ . . .⊗ η
jn−q
µ(n−q),jσ(n−q)
)⊗Xµ(n−q+1) ∧ · · · ∧Xµ(n)
where the summation is over all µ ∈ Sn and all 1 ≤ j1, j2, . . . jq ≤ n.
Lemma 3.23. The elements θ(σ, π) ∈ Cδ⊗F
⊗q⊗∧pV , with σ ∈ Sn−p and
π ∈ Πn−pq , are h-invariant and span the space Cδ ⊗hF
⊗q ⊗∧pV .
Proof. We identify Cδ with ∧
nV ∗ as h-modules, by sending 1 ∈ Cδ into the
volume element ξ1 ∧ . . .∧ ξn ∈ ∧nV ∗, where {ξ1, . . . , ξn} is the dual basis to
{X1, . . . ,Xn}. One obtains thus an isomorphism
Cδ ⊗hF
⊗p ⊗ ∧qV ∼=
(
∧n V ∗ ⊗F⊗p ⊗ ∧qV
)h
. (3.45)
We now observe that the relations (2.33) and (1.24) show that the action
of h on the jet coordinates ηijj1,...,jks is tensorial. In particular, the central
element of h, Z =
∑n
i=1 Y
i
i , acts as a grading operator, assigning degree
1 to each X ∈ V , degree −1 to each ξ ∈ V ∗ and degree k to ηijj1,...,jk .
As an immediate consequence, the space of invariants (3.45) is seen to be
generated by monomials with the same number of upper and lower indices,
more precisely(
∧n V ∗ ⊗F⊗p ⊗ ∧qV
)h
=
(
∧n V ∗ ⊗F⊗p[n− q]⊗ ∧qV
)h
, (3.46)
where F⊗p[n− q] designates the homogeneous component of F⊗q of degree
n− q.
Furthermore, using (2.28), (2.29) we can think of F as generated by αijj1,...,jks
instead of the ηij1,...,jks. The advantage is that the α
i
j1,...,jk
s are symmetric in
all lower indices and freely generate the algebra F . Fixing a lexicographic
ordering on the set of multi-indices ijj1,...,jk , one obtains a PBW-basis of F ,
viewed as the Lie algebra generated by the αijj1,...,jks. This allows us to
extend the assignment
αijj1,...,jk 7→ ξ
i ⊗Xj ⊗Xj1 ⊗ . . .⊗Xjk ∈ V
∗ ⊗ V ⊗k+1,
first to the products which define the PBW-basis and next to an h-equivariant
embedding of F⊗q[n − q] into a finite direct sum of tensor products of the
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form (V ∗)⊗r⊗V ⊗s. Sending the wedge product of vectors into the antisym-
metrized tensor product, we thus obtain an embedding(
∧nV ∗⊗F⊗p[n−q]⊗∧qV
)h
→֒
(
(V ∗)⊗n⊗
∑
r,s
(V ∗)⊗r⊗V ⊗s⊗V ⊗q
)h
. (3.47)
In the right hand side we are now dealing with the classical theory of tensor
invariants for GL(n,R), cf. [27]. All such invariants are linear combinations
tensors of the form
Tσ =
∑
ξj1 ⊗ . . . ⊗ ξjn ⊗Xjσ(1) ⊗ . . .⊗Xjσ(p) ⊗ . . .
. . . ⊗ ξjr ⊗ . . .⊗ ξjm ⊗ . . .⊗Xjσ(s) ⊗ . . .⊗Xjσ(m) ,
where σ ∈ Sm and the sum is over all 1 ≤ j1, j2, . . . jm ≤ n.
Because the antisymmetrization is a projection operator, such linear com-
binations belong to the subspace in the left hand side of (3.47) only when
they are totally antisymmetric in the first n-covectors. Recalling the iden-
tification 1 ∼= ξ1 ∧ . . . ∧ ξn, and the fact that αijk = η
i
jk, while the higher
αijj1,...,jks are symmetric in all lower indices, one easily sees that the pro-
jected invariants belong to the linear span of those of the form (3.44).
For each partition λ = (λ1 ≥ . . . ≥ λk) of the set {1, . . . , p}, where 1 ≤
p ≤ n, we let λ ∈ Sp also denote a permutation whose cycles have lengths
λ1 ≥ . . . ≥ λk, i.e. representing the corresponding conjugacy class [λ] ∈ [Sp].
We then define
Cp,λ :=
∑
(−1)µ1⊗ ηj1µ(1),jλ(1)
∧ · · · ∧ η
jp
µ(p),jλ(p)
⊗Xµ(p+1) ∧ · · · ∧Xµ(n),
where the summation is over all µ ∈ Sn and all 1 ≤ j1, j2, . . . , jp ≤ n.
Theorem 3.24. The cochains {Cp,λ ; 1 ≤ p ≤ n, [λ] ∈ [Sp]} are cocycles
and their classes form a basis of the group HP ǫ(Hn,U(gln);Cδ), where ǫ ≡ n
mod 2. The complementary parity group HP 1−ǫ(Hn,U(gln);Cδ) = 0.
Proof. Let d be the commutative Lie algebra generated by all ηij,k, and
let F = U(d), be the polynomial algebra of ηij,k. Obviously F is a Hopf
subalgebra of F and stable under the action of h. By using Lemma 3.44, we
have:
Cδ ⊗h F
⊗p ⊗ ∧qV ∼= Cδ ⊗hF
⊗p ⊗ ∧qV . (3.48)
Hence we reduce the problem to compute the cohomology of (Cd ⊗h F
⊗∗ ⊗
∧qV, bF ), where βF is induced by the Hochschild coboundary of the coalgebra
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F with trivial coefficients. One uses the fact that (Cδ ⊗F
⊗∗⊗∧qV, bF ) and
(CδV ⊗ ∧
∗d⊗ ∧q, 0) are homotopy equivalent and the homotopy is h-linear
[19] to see that the qth cohomology of the complex under consideration is
Cδ ⊗h ∧
pd ⊗ ∧qV . Similar to the proof of Lemma 3.44 we replace Cδ with
∧nV ∗. We also replace αij,k with ξ˜
i ⊗ X ′j ⊗ X
′′
k , where ξ˜
i, X ′j and X
′′
k are
basis for V ∗, V and V respectively. Using the above identification one has
Cδ ⊗h ∧
pd⊗∧qV ∼=
(
∧n V ∗ ⊗ (∧pV ∗ ⊗∧pV ⊗∧pV )⊗∧qV
)h
. Via the same
argument as in the proof of Lemma 3.44, one concludes that the invariant
space is generated by elements of the form
Cp,σ :=
∑
(−1)µ1⊗ηj1µ(1),jσ(1)
∧· · ·∧η
jp
µ(p),jσ(p)
⊗Xµ(p+1)∧· · ·∧Xµ(n) (3.49)
where σ ∈ Sp, and the summation is taken as in (3.44). Now let σ = σ1 . . . σk,
where σ1 = (a, σ(a), . . . , σ
α−1(a)), . . . , σk = (z, σ(z), . . . , σ
ζ−1(z)). Since
distinct cyclic permutations commute among each other we may assume
α ≥ β · · · ≥ γ ≥ ζ. We defined the following two permutations.
τ := (1, 2, . . . , α)(α + 1, . . . , β), . . . , (α + · · ·+ γ + 1, . . . , α+ · · · + ζ),
θ(i) =

σi−1(a), 1 ≤ i ≤ α
σi−1−α(b), 1 + α ≤ i ≤ α+ β
...
...
σi−1−α−···−γ(z), α+ · · ·+ γ + 1 ≤ i ≤ p
i, p+ 1 ≤ i ≤ n
We claim Cp,σ and Cp,τ coincide up to a sign. Indeed,
Cp,σ = ±
∑
µ
(−1)µηjaµ(a),jσ(a) ∧ η
jσ(a)
µ(σ(a)),j
σ2(a)
∧ . . . ∧ η
j
σα−1(a)
µ(σα−1(a)),ja
∧
ηjbµ(b),jσ(b) ∧ η
jσ(b)
µ(σ(b)),jσ2(b)
∧ . . . ∧ η
j
σβ−1(b)
µ(σβ−1(b)),jb
∧ · · · ∧
ηjzµ(z),jσ(z) ∧ η
jσ(z)
µ(σ(z)),j
σ2(z)
∧ . . . ∧ η
j
σζ−1(z)
µ(σζ−1(z)),jz
⊗X(µ) =
±
∑
µ
(−1)µηj1µ(a),j2 ∧ η
j2
µ(σ(a)),j3
∧ . . . ∧ ηjαµ(σα(a)),j1∧
η
jα+1
µ(b),jα+2
∧ η
jα+2
µ(σ(b)),jα+3
∧ . . . ∧ η
jα+β
µ(σβ (b)),jα+1
∧ · · · ∧
η
jα+···+γ+1
µ(z),jα+···+γ+2
∧ η
jα+···+γ+2
µ(σ(z)),jα+...γ+3
∧ . . . ∧ η
jα+···+ζ
µ(σζ (z)),jα+...γ+1
⊗X(µ)⊗ =
±
∑
µ
(−1)µηj1µθ(1),jτ(1)
∧ · · · ∧ η
jq
µθ(p),jτ(q)
⊗X(µθ) = ±Cp,τ .
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Here X(µ) stands for Xµ(p+1) ∧ · · · ∧Xµ(n).
The fact that {Cp,λ ; 1 ≤ p ≤ n, [λ] ∈ [Sp]} are linearly independent, and
therefore form a basis for Cδ ⊗h F
⊗p ⊗ ∧qV , follows from the observation
that, if σ ∈ Sp, the term∑
(−1)µ1⊗ η1µ(1),σ(1) ∧ · · · ∧ η
p
µ(p),σ(p) ⊗Xµ(p+1) ∧ · · · ∧Xµ(n),
appears in Cp,τ if and only if [σ] = [τ ].
These are all the periodic cyclic classes, because all of them sit on the
nth skew diagonal of (3.42) and there are no other invariants. Therefore
B ≡ ∂g,h = 0 on the invariant space.
In particular
dimHP ∗(Hn,U(gln);Cδ) = p(0) + p(1) + . . . + p(n),
where p denotes the partition function, which is the same as the dimen-
sion of the truncated Chern ring Pn[c1, . . . cn]. Moreover, as noted in the
introduction, the assignment
Cp,λ 7→ cp,λ := cλ1 · · · cλk , λ1 + . . .+ λk = p;
defines a linear isomorphism betweenHP ∗(Hn,U(gln);Cδ) and Pn[c1, . . . cn].
3.4.2 Non-periodized Hopf cyclic cohomology of H1
In this section we apply the bicomplex (3.37) to compute all cyclic coho-
mology of H1 with coefficients in the MPI (1, δ). Actually, invoking the
equivalence (3.6), we shall compute HC(H
cop
1 ,Cδ) instead.
Let us recall the presentation of the Hopf algebra H1. As an algebra, H1 is
generated by X, Y , δk, k ∈ N, subject to the relations
[Y,X] = X, [Y, δk] = kδk, [X, δk] = δk+1, [δj , δk] = 0.
Its coalgebra structure is uniquely determined by
∆(Y ) = Y ⊗ 1 + 1⊗ Y,
∆(X) = X ⊗ 1 + 1⊗X + δ1 ⊗ Y,
∆(δ1) = δ1 ⊗ 1 + 1⊗ δ1,
ǫ(X) = ǫ(Y ) = ǫ(δk) = 0.
By Theorem (2.15), one has H
cop
1
∼= F ◮⊳ U . We next apply Theorem
3.15, which gives a quasi-isomorphism between C∗(F ◮⊳ U ,Cδ) and the
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total complex of the bicomplex (3.37). One notes that Y grades H1 by
[Y , X] = X , [Y , δk] = k δk. Accordingly, Y grades U , and also F by
Y ⊲ η11,...,1 = k η
1
1,...1 ,
where k + 1 is the number of lower indices. Hence Y grades the bicomplex
(3.37). One notes that every identification, isomorphism, and homotopy
which has been used to pass from the bicomplex C∗(F ◮⊳ U ,Cδ) to (3.37)
respects this grading (cf. also [24]). As a result, one can relativize the
computations to each homogeneous component. The degree of f˜ ∈ F⊗q will
be denoted by |f˜ |.
We next recall Goncˇarova’s results [14] concerning the Lie algebra cohomol-
ogy of n. Taking as basis of n the vector fields
ei = x
i+1 d
dx
∈ n, i ≥ 1,
and denoting the dual basis by {ei ∈ n∗ | i ≥ 1}, one identifies ∧kn∗ with
the totally antisymmetric polynomials in variables z1 . . . zk, via the map
ei1 ∧ · · · ∧ eik 7→
∑
µ∈Sk
(−1)µz
iµ(1)
1 . . . z
iµ(k)
k .
According to [14], for each dimension k ≥ 1, the Lie algebra cohomology
group Hk(n,C) is two-dimensional and is generated by the classes
ωk := z1 . . . zkΠ
3
k, ω
′
k := z
2
1 . . . z
2
kΠ
3
k,
where Πk := Π
1≤i<j≤k
(zj − zi). We shall denote by ξk ∈ H
k(F ,C), resp.
ξ′k ∈ H
k(F ,C) the image in Hochschild cohomology with trivial coefficients
of ωk, resp. ω
′
k, under the van Est isomorphism of [6, Proposition 7(b)].
Lemma 3.25. The map γ : F⊗i → F⊗(i+1) defined by
γ(f˜) = f˜ ⊗ η1, where η1 := η
1
11,
commutes with the Hochschild coboundary and for i ≥ 1 is null-homotopic.
Proof. We check that γ is map of complexes:
γ(bf˜) = b(f˜)⊗ η1 =
b(f˜)⊗ η1 + (−1)
i(f˜ ⊗ 1⊗ η1 − f˜ ⊗ 1⊗ η1 + f˜ ⊗ η1 + 1− f˜ ⊗ η1 ⊗ 1)
= b(γ(f˜)).
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Using the bicomplex (3.37), one can show that the above map is zero at the
level of Hochschild cohomology. Indeed, recalling that H acts on F as in
(3.34), and remembering that we are dealing with the normalized bicomplex,
one has
∂gβF (1⊗ f˜ ⊗X) = ∂g(1⊗ b(f˜)⊗X + (−1)
i+11⊗ f˜ ⊗ η1 ⊗ Y =
− (−1)i+11⊗Xb(f˜) + 1⊗ f˜ ⊗ η1 − 1⊗ Y (f˜ ⊗ η1) =
− (−1)i+11⊗Xb(f˜)− 1⊗ |f˜ |f˜ ⊗ η1.
On the other hand,
βF∂g(1⊗ f˜ ⊗X) = −βF (1⊗Xf˜).
This implies that if b(f˜) = 0 and |f˜ | ≥ 1, then
f˜ ⊗ η1 =
1
|f˜ |
b(Xf˜).
To compute the Hochschild cohomology ofH1, we appeal again to the double
complex (3.37). The Eq,p1 term is Cδ ⊗ ∧
pg⊗F⊗q and the boundary is βF ,
as in the diagram below:
Cδ ⊗ ∧
2g
βF // Cδ ⊗F ⊗ ∧
2g
βF // Cδ ⊗F
⊗2 ⊗ ∧2g
βF// . . .
Cδ ⊗ g
βF // Cδ ⊗F ⊗ g
βF // Cδ ⊗F
⊗2 ⊗ g
βF // . . .
Cδ ⊗C
βF // Cδ ⊗F
βF // Cδ ⊗F
⊗2
βF // . . .
Lemma 3.26.
E0,22 = C[1⊗ 1⊗X ∧ Y ],
Eq,22 = C[1⊗ ξq ⊗X ∧ Y ]⊕ C[1⊗ ξ
′
q ⊗X ∧ Y ], q ≥ 1
E0,02 = 1⊗ C, E
q,0
2 = 1⊗ ξq ⊗ C⊕ 1⊗ ξ
′
q ⊗ C, q ≥ 1 .
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Proof. The result for the 0th row is obvious. For the second row one observes
that
H(1⊗X ∧ Y ) =
1⊗ 1⊗X ⊗ Y + 1⊗ η1 ⊗ Y ⊗ Y − 1⊗ η1 ⊗ Y ⊗ Y − 1⊗ 1⊗ Y ⊗X =
1⊗ 1⊗X ∧ Y.
Lemma 3.27.
E0,12 = C[1⊗ 1⊗ Y ],
E1,12 = C[1⊗ ξ
′
1 ⊗ Y ]⊕ C[1⊗ ξ1 ⊗X − 1⊗Xξ1 ⊗ Y ]⊕
⊕C[1⊗ ξ′1 ⊗X −
1
2
1⊗Xξ′1 ⊗ Y ]
Ep,12 = C[1⊗ ξp ⊗ Y ]⊕ C[1⊗ ξ
′
p ⊗ Y ]⊕ C[1⊗ ξp ⊗X −
1
|ξp|
1⊗Xξp ⊗ Y ]⊕
⊕C[1⊗ ξ′p ⊗X −
1
|ξ′p|
1⊗Xξ′p ⊗ Y ], p ≥ 2 .
Proof. We filter Ep,11 by setting
Ep,11 = 1⊗F
⊗p ⊗X ⊕ 1⊗F⊗p ⊗ Y ⊃ 1⊗F⊗p ⊗ Y ⊃ 0.
The spectral sequence E that computes Ep,12 with respect to the above fil-
tration is : E−1,q1 = 1 ⊗ F
⊗q−1 ⊗ X, E0,q1 = 1 ⊗ F
⊗q ⊗ Y , and the rest
= 0,
...
...
...
1⊗F ⊗X
Id⊗b
OO
1⊗F⊗2 ⊗ Y
Id⊗b
OO
0 . . .
1⊗ C⊗X
Id⊗b
OO
1⊗F ⊗ Y
Id⊗b
OO
0 . . .
0
0
OO
1⊗ C⊗ Y
Id⊗b
OO
0 . . .
The E2 term is then described by
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...
...
...
1⊗H1(F ,C)⊗X
γ˜ // 1⊗H2(F ,C)⊗ Y // 0 . . .
1⊗H0(F ,C)⊗X
γ˜ // 1⊗H1(F ,C)⊗ Y // 0 . . .
0 // 1⊗H0(F ,C)⊗ Y // 0 . . . .
Here γ˜(1⊗f˜⊗X) = 1⊗f˜⊗η1⊗Y . One applies Lemma 3.25 to deduce that all
maps in the above diagram are 0, except 1⊗H0(F ,C) ⊗X
γ˜ // 1⊗H1(F ,C)⊗ Y ,
which sends the class of 1⊗ 1⊗X to the class of 1⊗ η1 ⊗ Y = 1⊗ ξ1 ⊗ Y .
The spectral sequence E obviously collapses at this level.
In turn, the spectral sequence E collapses at E2, and we obtain the following
result.
Proposition 3.28. The Hochschild cohomology groups of of H1 are given
by
H0(H1,C) = C[1⊗ 1⊗ 1]
H1(H1,C) = C[1⊗ ξ1 ⊗ 1]⊕ C[1⊗ ξ
′
1 ⊗ 1]⊕ C[1⊗ 1⊗ Y ]
H2(H1,C) = C[1⊗ ξ2 ⊗ 1]⊕ C[1⊗ ξ
′
2 ⊗ 1]⊕ C[1⊗ ξ
′
1 ⊗ Y ]⊕
⊕ C[1⊗ 1⊗X ∧ Y ]⊕C[1⊗ ξ1 ⊗X −
1
|ξ1|
1⊗Xξ1 ⊗ Y ]⊕
⊕ C[1⊗ ξ′1 ⊗X −
1
|ξ′1|
1⊗Xξ′p ⊗ Y ]
Hp(H1,C) = C[1⊗ ξp ⊗ 1]⊕ C[1⊗ ξ
′
p ⊗ 1]⊕ C[1⊗ ξp−1 ⊗ Y ]⊕
⊕ C[1⊗ ξ′p−1 ⊗ Y ]⊕ C[1⊗ ξp−1⊗X −
1
|ξp−1|
1⊗Xξp−1 ⊗ Y ]⊕
⊕ C[1⊗ ξp−1 ⊗X −
1
|ξ′p−1|
1⊗Xξ′p−1 ⊗ Y ]⊕
C[1⊗ ξp−2 ⊗X ∧ Y ]⊕C[1⊗ ξ
′
p−2 ⊗X ∧ Y ], p ≥ 3.
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In the following proposition we use the standard notation S : HCm(H1,Cδ)→
HCm+2(H1,Cδ) for Connes’ periodicity operator [5].
Proposition 3.29. The following classes form a basis of HCp(H1,Cδ):
for p = 0, θ0 = 1⊗ 1⊗ 1;
for p = 1, GV1 ≡ τ1 = 1⊗ ξ1 ⊗ 1, τ
′
1 = 1⊗ ξ
′
1 ⊗ 1;
for p = 2q,
τp = 1⊗ ξp ⊗ 1, τ
′
p = 1⊗ ξ
′
p ⊗ 1,
σp = 1⊗ ξp−1 ⊗X −
1
|ξp−1|
1⊗Xξp−1 ⊗ Y,
σ′p = 1⊗ ξ
′
p−1 ⊗X −
1
|ξp−1|
1⊗Xξ′p−1 ⊗ Y,
TFp = S
q−1(1⊗ 1⊗X ∧ Y );
for p = 2q + 1,
τp =1⊗ ξp ⊗ 1, τ
′
p = 1⊗ ξ
′
p ⊗ 1,
σp = 1⊗ ξp−1 ⊗X −
1
|ξp−1|
1⊗Xξp−1 ⊗ Y,
σ′p = 1⊗ ξ
′
p−1 ⊗X −
1
|ξp−1|
1⊗Xξ′p−1 ⊗ Y,
GVp = S
q(1⊗ ξ1 ⊗ 1).
Proof. Evidently, HC0(H1,Cδ) = H
0(H1,C). From the bicomplex (3.37),
one sees that the vertical boundary ↑B is given by the Lie algebra homology
boundary of g with coefficients in Cδ⊗F
⊗∗, where g acts by (3.38). We thus
need to compute the homology of the derived complex {H•(H1,Cδ), ∂g}.
Since ∂g : H
1(H1,C)→ H
0(H1,C) is given by
∂g(1⊗ ξ1 ⊗ 1) = ∂g(1⊗ ξ
′
1 ⊗ 1) = 0, ∂g(1⊗ 1⊗ Y ) = 1⊗ 1;
it follows that HC1(H1,Cδ) is 2-dimensional, with the Godbillon-Vey class
1⊗ ξ1 ⊗ 1 and Schwarzian class 1⊗ ξ
′
1 ⊗ 1 as its basis.
94
Next, ∂g : H
2(H1,C)→ H
1(H1,C) is given by
∂g(1⊗ ξ2 ⊗ 1) = ∂g(1⊗ ξ
′
2 ⊗ 1) = 0,
∂g(1⊗ 1⊗ Y ) = 1,
∂g(1⊗ ξ
′
1 ⊗ Y ) = 1⊗ (1− |ξ
′
1|)ξ
′
1,
∂g(1⊗ 1⊗X ∧ Y ) = 1⊗ 1⊗X − 1⊗ 1⊗X = 0,
∂g(1⊗ ξ1 ⊗X −
1
|ξ1|
1⊗Xξ1 ⊗ Y ) = 0
∂g(1⊗ ξ
′
1 ⊗X −
1
|ξ1|
1⊗Xξ′1 ⊗ Y ) = 0.
Hence HC2(H1,Cδ) is 5-dimensional and is generated by the transverse
fundamental class 1⊗ 1⊗X ∧ Y , together with the classes
1⊗ ξ2 ⊗ 1, 1⊗ ξ
′
2 ⊗ 1,
1⊗ ξ1 ⊗X −
1
|ξ1|
1⊗Xξ1 ⊗ Y, 1⊗ ξ
′
1 ⊗X −
1
|ξ1|
1⊗Xξ′1 ⊗ Y.
Finally, for p ≥ 3, ∂g : H
p(H1,C)→ H
p−1(H1,C) one has
∂g(1⊗ ξp ⊗ 1) = ∂g(1⊗ ξ
′
p ⊗ 1) = 0,
∂g(1⊗ ξp ⊗ Y ) = (1− |ξp|)1⊗ ξp,
∂g(1⊗ ξ
′
p ⊗ Y ) = (1− |ξ
′
p|)1⊗ ξ
′
p,
∂g(1⊗ ξp−2 ⊗X ∧ Y ) = |ξp−2|1⊗ ξp−2 ⊗X − 1⊗Xξp−2 ⊗ Y,
∂g(1⊗ ξ
′
p−2 ⊗X ∧ Y ) = |ξ
′
p−2|1⊗ ξ
′
p−2 ⊗X − 1⊗Xξ
′
p−2 ⊗ Y,
∂g(1⊗ ξp−1 ⊗X −
1
|ξp−1|
1⊗Xξp−1 ⊗ Y ) = 0
∂g(1⊗ ξ
′
p−1 ⊗X −
1
|ξp−1|
1⊗Xξ′p−1 ⊗ Y ) = 0,
whence the claimed result.
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