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Abstract
In this paper we consider the problem of efficiently computing ǫ-sketches for the Laplacian
and its pseudoinverse. Given a Laplacian and an error tolerance ǫ, we seek to construct a function
f such that for any vector x (chosen obliviously from f), with high probability (1 − ǫ)x⊤Ax ≤
f(x) ≤ (1+ǫ)x⊤Ax where A is either the Laplacian or its pseudoinverse. Our goal is to construct
such a sketch f efficiently and to store it in the least space possible.
We provide nearly-linear time algorithms that, when given a Laplacian matrix L ∈ Rn×n
and an error tolerance ǫ, produce O˜(n/ǫ)-size sketches of both L and its pseudoinverse. Our
algorithms improve upon the previous best sketch size of O˜(n/ǫ1.6) for sketching the Laplacian
form by [1] and O(n/ǫ2) for sketching the Laplacian pseudoinverse by [2].
Furthermore we show how to compute all-pairs effective resistances from our O˜(n/ǫ) size
sketch in O˜(n2/ǫ) time. This improves upon the previous best running time of O˜(n2/ǫ2) by [3].
∗This material is based upon work supported by the National Science Foundation Graduate Research Fellowship
under Grant No. DGE-114747.
1 Introduction
A Laplacian L ∈ Rn×n is a symmetric matrix, with non-positive off-diagonal entries, such that its
diagonal entries are equal to the sum of its off-diagonal entries, i.e. Lij = Lji ≤ 0 for all i 6= j and
L1 = 0. An ǫ-spectral sparsifier is a (hopefully sparse) Laplacian matrix L˜ ∈ Rn×n which preserves
the quadratic form of L up to a multiplicative (1± ǫ) for all x ∈ Rn, that is
(1− ǫ)x⊤Lx ≤ x⊤L˜x ≤ (1 + ǫ)x⊤Lx .
Since they were first proved to exist by Spielman and Teng in [4], spectral sparsification has emerged
as a powerful tool for designing fast graph algorithms and understanding the structure of undirected
graphs [5, 6, 7, 8]. Spectral sparsifiers approximately preserve the eigenvalues of the original matrix,
preserve all cuts in the graphs associated with the Laplacian matrices, serve as good preconditioners
for solving Laplacian linear systems, and more. Furthermore, spectral sparsifiers preserve the
quadratic form of the pseudoinverse and therefore preserve many natural measures of distance
between vertices, like effective resistance distances and roundtrip commute times.
Given their numerous applications, obtaining faster algorithms for constructing sparser ǫ-spectral
sparsiers has been an incredibly active area of research over the past decade [3, 4, 2, 9, 10, 11, 12].
Recently, this work has culminated in the results of [12] which showed how to construct ǫ-spectral
sparsifiers with O(n/ǫ2)-non-zero entries in nearly linear time. In addition, Andoni et al. [1] showed
that for all ǫ > 1/
√
n, any ǫ-spectral sparsifier (or even any data structure from which the quadratic
form of any vector can be approximated) must have size at least Ω(n/ǫ2) thereby settling the size
of spectral sparsifiers up to constant factors.
A natural question remaining is whether relaxing the requirement of preserving x⊤Lx may allow
for a smaller data structure. Instead of compressing a Laplacian so that we can approximate the
quadratic for all vectors to 1± ǫ-multiplicative accuracy we ask for the following weaker notion of
approximately compressing a Laplacian, which is analagous to and inspired from the one in [1].1
Definition 1 (Spectral Sketch). Given a symmetric PSD matrix A ∈ Rn×n we say an algorithm
produces an s-sparse ǫ-spectral sketch of A if it produces a function f : Rn → R such that f can
be stored and evaluated using only O(s)-space and such that for any particular x a query to f , i.e.
f(x), satisfies the following with probability at least 2/3:
(1− ǫ)x⊤Ax ≤ f(x) ≤ (1 + ǫ)x⊤Ax . (1)
Note that a spectral sketch of a Laplacian L can always be improved to have (1) hold with proba-
bility p simply by computing the sketch log(1/p) times independently of each other and outputting
the median result. Consequently, an s-sparse ǫ-spectral sketch of the Laplacian implies a O(s log n)-
sparse ǫ-spectral sketch of the Laplacian where (1) instead holds with high probability in n.
With this weaker notion of Laplacian approximation we can again ask the following question: how
sparse can we make our sketch and how fast can we compute it?
This notion of preserving the quadratic form was introduced and studied recently in [1] where they
showed how to construct O˜(n/ǫ1.6)-sparse2 ǫ-spectral sketches, a much improved dependence on ǫ.
1The definition in [1] is essentially the same as ours; the sole difference is that [1] allows the success probability
to be a parameter.
2Here and throughout the paper we use O˜(·) notation to hide polylogarithmic factors.
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Furthermore, they showed that if queries x to f are restricted to be in {0, 1}n, i.e. cut queries, then
O˜(n/ǫ)-sparse ǫ-spectral sketches can be constructed, which is tight up to polylogarithmic factors.
In this paper we show how to build upon the results in [1] to provide a nearly linear time algorithm
to produce a general O˜(n/ǫ)-sparse ǫ-spectral sketch of L with query time O˜(n/ǫ). This improves
on the sketch size to nearly the best size possible in light of the aforementioned lower bound in the
restricted case of cut queries. Formally, in Section 4 we prove the following:
Theorem 1 (Sketching the Laplacian). For any polynomially-bounded weighted graph G with Lapla-
cian LG, an O˜(n/ǫ)-sparse ǫ-spectral sketch of LG can be constructed in O˜(m) time such that the
sketch has query time O˜(n/ǫ).
We also consider the problem of sketching the pseudoinverse of the Laplacian and show that we
can produce an O˜(n/ǫ)-sparse ǫ-spectral sketch of this matrix. In Section 5 we prove the following:
Theorem 2 (Sketching the Pseudoinverse). For any polynomially-bounded weighted graph G with
Laplacian LG, it is possible to construct an O˜(n/ǫ)-sparse ǫ-spectral sketch of L+G in O˜(m) time
such that the sketch has query time O˜(n/ǫ).
This result is of intrinsic interest as it is the first sketch that improves upon the direct bounds for
this problem achievable through Johnson-Lindenstrauss [3], which yields O˜(n/ǫ2)-sparse ǫ-sketch
sparsifiers for L+G in O˜(m) time. This result is of intrinsic interest as the quadratic form of the
pseudoinverse yields important graph quantities like effective resistances, which have seen many
algorithmic uses over the years, from graph sparsification [3], to random spanning tree sampling
[13, 14, 15], to approximate maximum flow [16], among many others.
As an interesting application of our sketch in time O˜(n2/ǫ) we show how to approximate the effective
resistance between every pair of vertices in a graph. In Section 6 we prove the following:
Theorem 3 (All-Pairs Effective Resistances). For any polynomially-bounded weighted graph G with
Laplacian LG, we can generate a data structure in O˜(m) time that, with high probability, generates
1±ǫ approximations to the effective resistances between every pair of vertices in O˜(n2/ǫ) additional
time. In addition, this data structure requires O˜(n/ǫ) space to store.
This result improves upon the previous best running time of O˜(n2/ǫ2) by Johnson-Lindenstrauss [3],
the running times of O(nω) for ω < 2.373 [17] achievable through fast matrix multiplication, and the
running time of O˜(nm) achievable using nearly linear time Laplacian solvers [4, 18] whenever the
graph is sufficiently dense and ǫ is not too small. Moreover, this result improves upon the previous
best space bound of O˜(n/ǫ2) by [3] for approximately storing all-pairs effective resistances.
The rest of the paper is structured as follows. First, in Section 2 we cover notation and preliminary
facts we use throughout the paper. Then, in Section 3 we provide an overview of previous approaches
and our approach to proving our main results. In Sections 4, 5, and 6 we prove our main results,
Theorem 1, Theorem 2, and Theorem 3 respectively.
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2 Preliminaries
Throughout this paper we typically use G to denote a integer-weighted, undirected graph, with n
nodes, m edges, and polynomially-bounded weights. For graph G and vertex u, we let δu(G) be the
weighted degree of u: the sum of the weights of all edges incident upon u in G. When the graph
in question is clear, we drop the G. We will also at times refer to unweighted graphs, where all
edge weights are assumed to be 1. In this case we note that the weighted degree and the standard
definition of degree are identical. Given G = (V,E) and S ⊆ V we define the subgraph of G induced
on S as H = (S,E′), where E′ consists of the edges in G with both endpoints in S. We call H an
induced subgraph of G if there exists an S where G induced on S is isomorphic to H.
For any weighted graph H = (V,E,w) with non-negative integer edge weights w ∈ ZE≥0 we let
LH ∈ Rn×n denote the Laplacian matrix associated with H, i.e. for all a, b ∈ V we have
LH(a, b) =

δa if a = b
−w{a,b} if {a, b} ∈ E
0 otherwise
.
We also let DH and AH denote the degree and adjacency matrices of H, respectively, i.e.
DH(a, b) =
{
δa if a = b
0 otherwise
and AH(a, b) =
{
w{a,b} if {a, b} ∈ E
0 otherwise
.
Note that LH = DH −AH .
For a symmetric matrix A we use A+ to denote the Moore–Penrose pseudoinverse for A and for
symmetric matrix B we use A  B to denote the condition that x⊤Ax ≤ x⊤Bx for all x; we define
 analogously. We use 0 and 1 to denote the all zero and the all ones vector respectively when the
dimensions are clear from context. We use λi(A) to denote the i
th smallest eigenvalue of A.
Let NH = D−1/2H LHD−1/2H be the normalized Laplacian of H. The conductance of H is
ΦH = min
S⊆V,S/∈{∅,V }
w(S, V − S)
min{Vol(S),Vol(V − S)} .
where w(S, V − S) is the sum of the weights of all edges with one endpoint in S and on in V − S
and the volume Vol(S) refers to the sum of the degrees of the vertices in S.
We use the discrete version of the following famous result relating conductance and eigenvalues:
Lemma 1 (Cheeger’s Inequality [19]). Let H = (V,E,w) be an undirected weighted graph. Then
λ2(NH) ≥ Φ
2
H
2
.
Note that λ1(NH) = λ1(LH) = 0, and λ2(LH) is nonzero if and only if H is connected.
Finally, we use dat to denote the data used to construct a sketch. This data is a collection of objects
of arbitrary types. We use the notation a ∈ dat to refer to objects a being included in dat when
the type of the objects are clear from context.
Throughout the paper we use O˜(·) to hide polylogarithmic factors.
3
3 Approach
Here we summarize previous approaches to the problems of sketching quadratic forms, Laplacians,
and their pseudoinverses as well as the problem computing all-pairs effective resistances (Section 3.1)
and provide an overview of how improve upon these techniques to obtain our results (Section 3.2).
3.1 Previous Approaches
Sketching Laplacians. Despite the enormous amount of research on graph sparsifiers in re-
cent years, the natural concept of ǫ-spectral sketches was introduced only recently in [1]. As our
work builds heavily on that of [1], we first summarize and motivate their approach for obtaining
O˜(n/ǫ5/3)-sparse ǫ-spectral sketches.3
Given an undirected graph G the authors of [1] first directly store DG in their sketch. This diagonal
matrix spectrally dominates the adjacency AG and only has a linear number of nonzero entries to
store. To obtain greater accuracy in the sketch, they then sample from the adjacency matrix.
However, doing so naively, e.g. by for example sampling random edges with uniform probabilities,
does not yield the desired result; such a procedure would likely severely over or underestimate the
number of edges incident upon low degree vertices. To fix this, [1] stores all of the edges incident
upon vertices of low degree. Since these nodes have low degree, storing their edges does not take
too much space. Sampling is then used only on the remaining portion of the graph.
If the graph is has large conductance, i.e. is well-connected, to account for the contribution of
edges between high degree nodes, they randomly sample a small number of edges incident upon
each high degree vertex. With this information, given a vector x the sketch in [1] simply computes
xTDGx − xT A˜Gx, where A˜G is the adjacency matrix of the chosen edges. To see why this works,
note that xTDGx is effectively a weighted volume of x and xTAGx is effectively a weighted sum
of edges inside the set. Since they exactly computing the former and approximate the latter, if
G has high conductance then xTLGx is not too small when compared to the error incurred when
approximating xTAGx and this yields a spectral sketch as desired.
To extend this result to general graphs, [1] recursively partitons the graph along sparse cuts,
stores the crossing edges, and applies the above sketching procedure to each partition. Choosing
parameters appropriately then yields their result.
Sketching Laplacian Pseudoinverses. In contrast to spectral sketching the Laplacian, the prob-
lem of ǫ-spectral sketching the pseudoinverse of a Laplacian has remained unexplored. Nevertheless,
there are three previous approaches towards similar problems that we are aware of.
First, it is known that the pseudoinverse of an ǫ-spectral sparsifier of L is an ǫ-spectral sparsifier
of L+. Consequently, since O˜(n/ǫ2) bit ǫ-spectral sparsifiers of Laplacians are known to exist and
since spectral sparsification is harder than spectral sketching, O˜(n/ǫ2)-sparse ǫ-spectral sketches of
the pseudoinverse are known. However, this is also known to be un-improvable through previously
discussed lower bounds on spectral sparsification.
3The authors of [1] also provide a more complicated algorithm to construct O˜(n/ǫ1.6)-sparse ǫ-spectral sketches,
we describe the approach of their simpler O˜(n/ǫ5/3)-sparse sketch as it contains the main ideas we leverage.
4
Another approach is to apply the Johnson-Lindenstrauss lemma to the the pseudoinverse. This
gives an ǫ-spectral sketch for L+, but it too requires O˜(n/ǫ2) space to store. Further, this technique
works for an arbitrary arbitrary positive semidefinite matrices as well for which it is known that
O(n/ǫ2)-sparse ǫ-spectral sketches do not exist [20].
A third approach has been studied in the work on resistance sparsifiers by [21]. An ǫ-resistance
sparsifier of a given graph G is a graph H which retains the pairwise effective resistances of G up
to a 1± ǫ multiplicative factor. In [21] it is shown how to construct ǫ-resistance sparsifiers of dense
regular graphs with sufficiently high conductance with O˜(n/ǫ) edges. In addition to requiring the
input graph is dense regular and an expander, this approach is also limited in that the quadratic
forms they are able to sketch are those corresponding to effective resistance queries, not the general
quadratic forms that our definition of a spectral sketch requires. Despite these drawbacks, their
algorithm does return a graph, while our algorithm merely provides a sketch. It is as of yet unclear
if the work of [21] could be extended in any way to the general graph and general query setting,
and thereby allow us to compute graphs which sketch quadratic forms of Laplacians.
All Pairs Effective Resistances As an application of the machinery we have developed, we
consider the problem of approximating all pairs effective resistances, i.e. the effective resistance
between every pair of vertices in the graph.
The previous best known previous result for this problem of computing all pairs effective resistances
was achieved by [3]. They achieved a running time of O˜(n2/ǫ2), from a sketch of O˜(n/ǫ2) bits. This
was done by noting that for any graph G, we can write LG = B⊤GBG, where BG is the incidence
matrix of G, an explicit matrix with no more non-zero entries then LG. With this, we have
Ruv = (χu − χv)⊤L+G(χu − χv) = (χu − χv)⊤L+GB⊤GBGL+G(χu − χv) = ‖BGL+G(χu − χv)‖22,
where χi ∈ Rn is 1 in its ith component and 0 everywhere else. Therefore, the effective resistances
in a graph are the ℓ22 distances between vectors BGL+Gχu. With this observation, simply applying a
Johnson-Lindenstrauss projection to each of these n vectors approximately preserves the pairwise
distances between them with high probability. Computing and storing these projected vectors
allows for approximate recovery of all effective resistances in the claimed running time and space.
3.2 Our Approach
To obtain our results, we build upon the foundations described in the previous subsection. We
start by describing our improvement on [1] for sketching L.
Improvements for Sketching Laplacians. Our approach builds on that of [1]. We note that
the partitioning scheme used in [1] to generate subgraphs of high conductance is fundamentally
limited in the degree of conductance ultimately attainable. Moreover, the partitioning procedure
may often cut edges unnecessarily, as it will separate any sufficiently sparse cut, it is possible that
this algorithm will break apart a subgraph with conductance only slightly below the threshold and
needlessly store a large number of edges. Even worse, the subgraphs generated by this split may
not necessarily have a better conductance than what was started with. As the number of crossing
edges cannot be too large, this means that the best conductance guarantee a recursive scheme could
hope to obtain is likely insufficient to obtain O˜(n/ǫ)-sparse ǫ-spectral sketches.
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Consequently, we obtain our conductance guarantee in a different way. Our main insight is to use
a different recursive partitioning procedure similar to many previous works on almost linear time
graph algorithms [4, 6, 22, 23]. Similar to these works, we use that the work of [4] shows that there
exists a partition of the nodes of unweighted graphs into a logarithmic number of expander levels
with “good enough” expansion. More specifically, they show that any graph G can be partitioned
into O(log n) levels G1, G2, ...Gk, where each level’s connected components are all expanders with
Ω(1/ log n) conductance. Applying the above sketch to each of these connected components almost
immediately gives us O˜(n/ǫ)-sparse ǫ-spectral sketches.
Unfortunately, the approach used to find such a partition in [4] is to compute several exact sparsest
cuts at every stage. As sparsest cut is known to beNP -hard, this procedure is infeasible. Mercifully,
[4] also provides a nearly-linear time algorithm to compute an edge partition which, while not being
a strict expander partition, is close enough to being an expander partition that we can prove that
running [1]’s sketch on each of these connected components gives us our desired result anyways.
This technique has found many uses in the previous literature and has given nearly-linear time
algorithms for a diverse set of graph problems [6, 22, 23].
Improvements for Sketching Laplacian Pseudoinverses. To achieve our space improvement
for sketching the Laplacian pseudoinverse, we provide a general reduction from the problem of
sketching a matrix pseudoinverse A+ to the problems of sketching A and computing a (weaker)
sparsifier of A. We construct a O˜(n/ǫ)-size spectral sketch of L+ by combining an O˜(n/ǫ)-size
spectral sketch of L and a (1 ±√ǫ)-spectral sparsifier of L. To query the sketch we solve a linear
system in the computed sparsifier and apply our sketch for LG in a natural way to “smooth” out
the resulting estimate. This approach is inspired by fairly well known techniques in regression [24]
[25] which show that although and stochastic descent [26] that when sampling k components of
decomposable strongly-convex function solving on the samples gives a vector whose quality decays
at a 1/k-rate, rather than a 1/
√
k rate. While the mathematics behind this approach is known
and fairly straightforward, its application for spectral sketches and effective resistance computation
seem quite new as observed by the faster all-pairs effective resistance computation we discuss next.
We hope that this idea may be useful in settings outside of the Laplacian paradigm.
Improvements to All Pairs Effective Resistances. Finally, we describe our improvements to
approximating all pairs effective resistances in a graph. We note that by our result on sketching L+,
we are able to store a sketch which can correctly approximate every Ruv = (χu−χv)⊤L+(χu−χv)
with high probability. Our claimed space bound follows. However, this naive strategy does not
provide the desired runtime improvement on computation. Since computing each Ruv in this way
requires approximately solving a linear system of O˜(n/ǫ) nonzeroes computing all of the effective
resistances in this way will take O˜(n3/ǫ) time.
However, we can do better by taking the pseudoinverse sketch and leveraging some details of its
construction to “matrix-ize” it. More precisely, we quickly convert our O˜(n/ǫ)-bit data structure
into a n×n dense matrix M where querying our data structure with x is equivalent to computing
x⊤Mx. As this matrix is an approximate pseudoinverse, we can then use it to read off the effective
resistances as we please. It is important to note that this procedure only works in the all-pairs
regime. Although one might hope this would be useful for computing leverage scores of all edges,
we require O˜(n2/ǫ) work before computing any resistances. In dense graphs however, this is an
improvement by an ǫ factor over the previous work, and it suggests that similar running times may
be possible for computing leverage scores across all edges in sparse graphs.
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4 Sketching Laplacians
Here we prove Theorem 1, i.e. we show how to produce a O˜(n/ǫ)-sparse ǫ-spectral sketch of a
Laplacian for all ǫ > 0. As explained in Section 3.2, our approach is to partition the graph G into
connected components where each connected component lies inside some expander inside G and
then sketch each of these connected components separately. In Section 4.1, we provide the algorithm
for each of the individual components and then in Section 4.2 we provide the partitioning procedure
and put everything together to prove Theorem 1.
4.1 Sketching Subsets of Expanders
Here we construct our basic sketching tool for sketching well-connected subgraphs. The main result
of this section is to prove the following result which is a key component of our proof of Theorem 1.
Lemma 2 (Sketching Subgraphs of Expanders). Let H be an unweighted undirected graph with n
nodes and m edges and let T be some unknown unweighted graph with n′ nodes and conductance h
which contains H as an induced subgraph. Let x ∈ Rn be any vector, and let z ∈ Rn′ be any other
vector such that xu = zu for all u ∈ H. For any α ≥ 1, there exists a function f(·) where
E[f(z)] = x⊤LHx and Var [f(z)] ≤ 4α−2h−4(z⊤LTz)2.
Moreover, f(·) can be stored in O˜(nα) space and it can be constructed in O˜(m) time. Further, f
has O˜(nα) query time.
Our sketching procedure is as follows. Given the graph H, we store its degree matrix DH and
store all edges incident upon nodes of sufficiently low degree. For the remaining edges (connecting
two high-degree nodes), we simply iterate through all of the high degree nodes and sample a small
number of edges with replacement from the neighborhoods of each. The pseudocode for this routine
is SampleSketch given in Algorithm 1.
Given the sketch above, we evaluate f(x) as follows. We begin by taking x and scaling it by
an appropriate multiple of the all-ones vector to give y. Now, since our sketch is effectively a
combination of degree matrix and adjacency matrix, we then choose our approximator as y⊤DHy−
y⊤A˜Hy. The pseudocode for this routine is ExpanderEval given in Algorithms 2.
Our goal is to show that y⊤A˜Hy is y⊤AHy in expectation, the variance of y⊤A˜Hy can be related
to y⊤DHy, and finally the scaling by the ones vector allows us to show that (y⊤DHy)/(y⊤LHy) is
at most a function of the conductance of T . These pieces combined give us our claimed expectation
and variance bounds and let us prove that f(x) = ExpanderEval(SampleSketch(H,α),x) as given
by Algorithms 1 and 2 satisfies the claims of Lemma 2.
Note that this algorithm is effectively the same as the sketching procedure from [1], and much of
the analysis is inherited as well. Our main contribution is a proof of a slightly more general variance
bound, which will be important later when enforcing our required conductance guarantees.
In the remainder of this section we prove Lemma 2 in two parts. First in Lemma 3 we prove our
claimed results on f(·)’s expectation and variance and then in Lemma 4 we prove the space and
query time claims for the sketch. Lemma 2 follows immediately from these lemmas.
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Algorithm 1: SampleSketch(H,α) (Algorithm 6 from [1])
Input: Unweighted graph H = (V,E), |V | ≤ n and a degree threshold α
Output: dat(H), the data for an ǫ-spectral sketch of H.
1 S ← {u|u ∈ V, δu ≤ α};
2 L← V \S;
3 HL ← H induced on L;
4 dat(H)← ∅;
5 Add S,L, and α to dat(H);
6 Add δu ∀u ∈ V to dat(H);
7 for u ∈ S do
8 Add all of u’s adjacent edges to dat(H);
9 end
10 for u ∈ L do
11 Add δLu to dat(H);
12 Eu ← {(u, v) | v ∈ L};
13 Sample (with replacement) α edges from Eu uniformly;
14 Add the sampled α edges (including repetitions) to dat(H);
15 end
16 return dat(H)
Lemma 3 (Expander Sketch - Expectation and Variance). Let H be an unweighted undirected
graph with n nodes and m edges and let T be an unknown unweighted undirected graph with n′
nodes and conductance h which contains H as an induced subgraph. Let x ∈ Rn be any vector,
and let z ∈ Rn′ be any other vector such that for all u ∈ H xu = zu. Then, for any α ≥
1 our computed f(x) = ExpanderEval(SampleSketch(H,α),x) satisfies E(f(x)) = x⊤LHx and
Var [f(x)] ≤ 4α−2h−4(z⊤LT z)2.
Proof. Let Y uv be the number of times we sampled the edge (u, v) in line 13 of Algorithm 1. Our
algorithm returns the estimator
∑
u∈V (H)
y2uδu −
∑
u∈S
∑
v∈V (H)
(u,v)∈dat(H)
yuyv −
∑
u∈L
∑
v∈S
(u,v)∈dat(H)
yuyv −
∑
u∈L
δLu
α
∑
v∈L
yuyvY
u
v ,
where y = x− c1 for some constant c depending on DH and x and dat(H) is the sketch returned
by SampleSketch. Note that for every node in S, all of the edges incident upon it are stored in
the sketch. Note that the probability of sampling the edge (u, v) for u is 1/δLu . Since we sample
α edges for u, Y uv is distributed as B(α, 1/δ
L
u ), a sum of α trials each with probability of success
1/δLu . With this, we see
E[Y uv ] =
α
δLu
and Var [Y uv ] =
α
δLu
(
1− 1
δLu
)
≤ α
δLu
.
Further, we see that for any distinct nodes u, v, w Y uv and Y
u
w are inversely correlated; choosing (u, v)
8
Algorithm 2: ExpanderEval(dat(H),x)
Input: The sketch dat(H) returned by Algorithm 1; a vector x ∈ Rn
Output: An approximation to x⊤HLHxH
1 DH ← the degree matrix found in dat(H);
2 c = 1
⊤DHx
1⊤DH1 ;
3 y = x− c1;
4 return
∑
u∈V (H)
y2uδu −
∑
u∈S
∑
v∈V (H)
(u,v)∈dat(H)
yuyv −
∑
u∈L
∑
v∈S
(u,v)∈dat(H)
yuyv −
∑
u∈L
δLu
α
∑
v∈L
yuyvY
u
v .
only decreases the number of times we choose (u,w). Consequently, by linearity of expectation,
E[f(x)] =
∑
u∈V (H)
y2uδu −
∑
u∈S
∑
v∈V (H)
(u,v)∈E(H)
yuyv −
∑
u∈L
∑
v∈S
(u,v)∈E(H)
yuyv −
∑
u∈L
∑
v∈L
(u,v)∈E(H)
yuyv
= y⊤LHy = x⊤LHx,
since LH is orthogonal to the all ones vector.
We will now prove our variance bound. Note that DH and x are fixed, and further only the last of
these four sums in f depends on any random decisions. Therefore,
Var [f(x)] = Var
[∑
u∈L
δLu
α
∑
v∈L
yuyvY
v
u
]
≤
∑
u∈L
(δLu )
2
α2
∑
v∈L
y2uy
2
vVar [Y
v
u ] (2)
≤
∑
u∈L
(δLu )
2
α2
y2u
∑
v∈L
y2v
α
δLu
=
1
α
∑
u∈L
δLuy
2
u
∑
v∈L
y2v (3)
≤ 1
α
∑
u∈L
δLuy
2
u
∑
v∈L
y2v
δv
α
(4)
≤ 1
α2
∑
u∈V
δuy
2
u
∑
v∈V
δvy
2
v =
1
α2
‖D1/2y‖42, (5)
where we used in (2) that for distinct nodes u, v, and w, Y uv and Y
u
w are inversely correlated and
Y uw and Y
v
w are independent, and we used α < δv for all nodes v ∈ L in (4).
So far, our analysis is the same as [1]. However, next, we now bound ‖D1/2H y‖42. In the setup of [1],
the conductance of H would be leveraged directly via a Cheeger bound to give a bound in terms of
y⊤LHy. However, we know nothing about H’s conductance itself– although we know T containing
H has high condutance, H may itself have very poor conductance. We therefore apply Cheeger’s
inequality in a slightly more roundabout fashion. It can readily be shown that
c = argmink‖D1/2H (x− k1)‖2.
Therefore, our choice of c when computing f conveniently minimizes our current bound on the
variance. With this, define c′ = 1
Vol(T )1
⊤DT z and let w = z − c′1. Note w is orthogonal to DT1.
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The minimality of c gives us
‖D1/2H y‖22 = ‖D1/2H (x− c1)‖22 ≤ ‖D1/2H (x− c′1)‖22 =
∑
u∈H
δu(xu − c′)2.
Now, let δu(T ) be the degree of u in the unknown expander T , and let DT be the degree matrix of
T . For any node u in H, δu ≤ δu(T ) since H is a subgraph of T . In addition, we have xu = zu by
assumption. Therefore,∑
u∈H
δu(xu − c′)2 ≤
∑
u∈H
δu(T )(zu − c′)2 ≤
∑
u∈T
δu(T )(zu − c′)2 =
∑
u∈T
δu(T )w
2
u = ‖D1/2T w‖22.
Set ρ = D1/2T w. Then,
‖D1/2T w‖22 = (ρ⊤ρ) ≤
1
λ2(NT )(ρ
⊤NTρ) = 1
λ2(NT )(w
⊤LTw),
since ρ is orthogonal to D1/2T 1, the zero eigenvector of NT , and now
1
λ2(NT ) (w
⊤LTw) ≤ 2
h2
(w⊤LTw) = 2
h2
(z⊤LT z)
by Cheeger’s inequality (Lemma 1). Putting this together, we get
Var [f(x)] ≤ 1
α2
‖D1/2H y‖42 ≤
1
α2
‖D1/2T w‖42 ≤
4
α2h4
(z⊤LT z)2 .
Lemma 4 (Expander Sketch - Space and Query Time). Let H be an unweighted undirected graph
with n nodes and m edges. For any α ≥ 1, f(x) requires O˜(nα) bits of space to store, and obtaining
f costs O˜(m) time. Querying f can be performed in O˜(nα) time.
Proof. We first show the space bound. Note that the storage cost of f is just the amount of space
needed to store SampleSketch(H,α). We consider the amount of space each object stored in the
sketch costs. SampleSketch stores n degrees, α, S and L; this clearly cost O(n) in space. In
addition, we store O(n) different δLu , which costs O(n) as well. Now, for every node u of degree
less than α, we store all δu ≤ α edges incident to it; this costs O˜(nα). Finally, for every node v
of degree more than α, we store α edges samples from its neighborhood. This too costs O˜(nα).,
proving our space bound.
We now look at the time needed to find f . Note that again this is just the amount of time
SampleSketch needs to compute its samples. Clearly, computing the δu, the δ
L
u , α, S, and L can
all be done in O˜(m) time. In addition, storing the edges incident upon every node of degree less
than α can be done in O˜(m) time as well. Finally, sampling α edges from a high-degree node v’s
neighborhood can be done in O˜(α) time. Since there are at most O(m/α) nodes of degree more
than α, this entire sketch can be computed in O˜(m) time, as desired.
Lastly, we look at the cost of querying f . Computing f(x) requires first computing y = x − c1,
where c = 1
⊤DHx
1⊤DH1 . This can obviously be done in O(n) time. Then, we compute∑
u∈V (H)
y2uδu −
∑
u∈S
∑
v∈V (H)
(u,v)∈dat(H)
yuyv −
∑
u∈L
∑
v∈S
(u,v)∈dat(H)
yuyv −
∑
u∈L
δLu
α
∑
v∈L
yuyvY
u
v .
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By the above space analysis, this expression sums O˜(nα) terms, and therefore can be computed in
O˜(nα) time. Note that if nα > m then we can simply use the entire graph as the sketch and the
result follows trivially.
4.2 Sketching General Graphs
With Lemma 2 established here we prove Therorem 1 by partitioning an arbitrary graph G into
pieces satisfying Lemma 2’s condition and sketching each piece separately. We make extensive use
of a graph partitioning result of [4] on partitioning a graph into expander-like piece. In particular
we use the following variant:
Lemma 5 (Lemma 32, [27]). Given an unweighted graph G, we can construct in time O˜(m) a
partition of the nodes V1, V2, ...Vk and a sequence of subsets S1, S2, ...Sk where
• Si ⊆ Vi, ∀i.
• The Si contain at least half the edges:
∑ |E[Si]| > 12m.
• For every i, there exists a set Ti where Si ⊆ Ti ⊆ Vi and G(Ti) has conductance Ω(1/ log2 n).
This partitioning scheme above creates sets Si where each Si is inside a good expander Ti, the Ti
are disjoint, and the Si contain half the edges in the graph. With this, we can take a graph H,
apply the theorem to get Si lying inside expanders in H, and then recurse on the graph of edges
which cross between different Si. Since half the volume lies inside the Si at every step, this scheme
generates O(log n) levels H1,H2, ...Hk which partition the edges of H. Further, in a given level Hi
every connected component lies inside some expander of conductance Ω(1/ log2 n) in ∪j≤kHj.
However, the above partitioning scheme only works on unweighted graphs. We can get around
this in the polynomially-bounded integer weights case with standard tricks as in [4]. Assume
the maximum weight of an edge in our graph G is M . Define the unweighted graphs Gi, i =
1, 2, ...⌊logM⌋+1 as follows: Gi is on the same vertices as G, and u and v are connected in G if the
ith bit of the binary expansion of the weight of (u, v) ∈ E(G) is 1. Although each Gi is unweighted,
if we treat every edge in every Gi as having weight 1 we have
LG =
⌊logM⌋+1∑
i=1
2i−1LGi .
In addition, we see that all the Gis have n nodes and at most m edges, and sinceM is polynomially
bounded there are at most O(log n) of them. Sparsifying each of these separately and adding up
the estimators we get will then give us an estimator for our original weighted graph G.
In light of these considerations, consider Algorithm 3. This partitions every Gi into O(log n)
subgraphs Gi1, Gi2, ...GiO(log n), where the Gij edge partition Gi and each of Gij ’s connected com-
ponents lies in a unique expander in ∪j≤lGil. Note that there are O(log2 n) Gij . It then separates
each of the Gij into connected components, and returns the set of connected components. Now, if
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Algorithm 3: Split(G)
Input: A polynomially-bounded weighted graph G = (V,E)
Output: An expander partitioning of G
1 part(G) ← ∅;
2 Bitbucket the edges of G to form unweighted graphs G1, G2... satisfying
LG =
∑
i
2i−1LGi
for each Gi do
3 j = 1;
4 while Gi 6= ∅ do
5 Apply Lemma 5 to Gi to get S1, S2, ... ;
6 Eij ← {(u, v) |(u, v) ∈ Gi,∃k : u ∈ Sk, v ∈ Sk} ;
7 Gij ← (Vi, Eij) ;
8 Gi ← Gi\Gij ;
9 j ← j + 1 ;
10 end
11 end
12 for each Gij do
13 Hij1,Hij2, ...← the connected components of Gij
14 end
15 for each Hijk do
16 Add (i,Hijk) to part(G)
17 end
18 return part(G)
Hijk is a connected component of Gij and if xHijk is our query vector x induced on the nodes of
Hijk, we have
x⊤LGx =
⌊logM⌋+1∑
i=1
2i−1
∑
j
# connected components of Gij∑
k=1
x⊤HijkLHijkxHijk .
But now, each connected componentHijk is known to lie inside some expander subgraph of ∪j≤kGij .
With this, we can apply Lemma 2 and sketch every one of these connected components, and then
summing the contribution of all of the sketches yields something that can approximate x⊤LGx.
Consider Algorithms 4 and 5 and define g(x) = Eval(Sketch(G, ǫ),x). We prove the following
lemma about g(x):
Lemma 6. Let G be a weighted undirected graph with n nodes and m edges. Let ǫ > 0 be a
parameter, and let x be a query vector. g(x) is an unbiased estimator for x⊤LGx, and
Var [g(x)]
ǫ2E[g(x)]2
≤ 0.1
Further, g(x) can be stored in O˜(n/ǫ) space, and it can be found in O˜(m) time. A query to g(x)
can be answered in O˜(n/ǫ) time.
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Algorithm 4: Sketch(G, ǫ)
Input: A polynomially-bounded weighted graph G, an error tolerance ǫ
Output: data(G) Data for ǫ-spectral sketch
1 G← Split(G);
2 α← O(log4.5 n/ǫ);
3 data(G)← ∅;
4 for each (i,Hijk) ∈ G do
5 Add (i, SampleSketch(H, α)) to data(G)
6 end
7 return data(G)
Algorithm 5: Eval(data(G),x)
Input: data(G) a sketch of a graph G, x a query vector
Output: an approximation to x⊤LGx
1 r ← 0;
2 for each integer-expander sketch pair (i, dat(H)) in data(G) do
3 xH ← x induced on the vertices of H;
4 r ← r + 2i−1 ExpanderEval(dat(H),xH);
5 end
6 return r
Before we prove this result, we first explain how Lemma 6 would imply Theorem 1.
Proof of Theorem 1. Assume that Lemma 6 held. Note that g(x) satisfies the desired bounds on
constructing time, storage space, and query time. We now show g(x) satisfies the approximation
guarantee (1 − ǫ)x⊤LGx ≤ g(x) ≤ (1 + ǫ)x⊤LGx with probability 0.9. By Chebyshev’s inequality
we have
P
(
|g(x)− x⊤LGx| > ǫ · x⊤LGx
)
= P (|g(x)− E[f(x)]| > ǫ · E[g(x)]) < Var [g(x)]
ǫ2E[g(x)]2
.
Since we know the term on the right is at most 0.1 by the assumed lemma, our function g(x)
satisfies (1− ǫ)x⊤LGx ≤ g(x) ≤ (1 + ǫ)x⊤LGx with probability 0.9, as claimed.
Consequently, all that remains to complete this section is to prove Lemma 6.
Proof of Lemma 6. We will prove the claims in order. For notational clarity, define Lijk = LHijk
and xijk = xHijk . We start with unbiasedness. Let α = c log
4.5 n/ǫ, for some constant c defined
later. Note that in the end
g(x) =
⌊logM⌋+1∑
i=1
2i−1
∑
j
# connected components of Gij∑
k=1
fijk(x
ijk).
13
where fijk(xijk) = ExpanderEval(SampleSketch(Hijk, α), xijk) is just the algorithm from Lemma
2. Since fijk is unbiased, E[fijk(xijk)] = x
⊤
ijkLijkxijk, and
E[g(x)] =
⌊logM⌋+1∑
i=1
2i−1
∑
j
∑
k
x⊤ijkLijkxijk = x⊤LGx
as desired. We now turn our attention to the inequality. Note by the definition of the partitioning,
each Hijk lies inside a subgraph Tijk of ∪j≤lGil with conductance Ω( 1log2 n), and further none of
Tij1, Tij2, ... overlap. Define zijk as x induced on the nodes of Tijk. As xijk and zijk obviously
overlap on the nodes in Hijk, by Lemma 2, we can then say
Var [fijk(xijk)] ≤ O(α−2 log8 n)(z⊤ijkLTijkzijk)2.
As the fijk are all independently generated, bringing the variance inside the sum and applying our
bound gives
Var [g(x)] ≤
⌊logM⌋+1∑
i=1
4i−1
∑
j
∑
k
O(α−2 log8 n)(z⊤ijkLTijkzijk)2.
Now, note that the Tijk are subgraphs of ∪j≤lGil ⊆ Gi, and further for fixed i and j the Tijk do
not overlap. As such, the vectors zijk appear as distinct subvectors of x, and we can write∑
k
(z⊤ijkLTijkzijk)2 ≤ (
∑
k
z⊤ijkLTijkzijk)2 ≤ (x⊤LGix)2.
Plugging this in gives
Var [g(x)] ≤
⌊logM⌋+1∑
i=1
4i−1
∑
j
O(α−2 log8 n)(x⊤LGix)2.
As there are O(log n) distinct values of j in the inner sum, we also have
Var [g(x)] ≤
⌊logM⌋+1∑
i=1
4i−1O(α−2 log9 n)(y⊤LGiy)2 =
⌊logM⌋+1∑
i=1
4i−1O(c−2ǫ2)(y⊤LGiy)2.
Obeserve
E[g(x)] = x⊤LGx =
⌊logM⌋+1∑
i=1
2i−1x⊤LGix.
With this, we can say
E[g(x)]2 ≥
⌊logM⌋+1∑
i=1
4i−1(x⊤LGix)2
and so
Var [g(x)]
ǫ2E[g(x)]2
≤
∑⌊logM⌋+1
i=1 4
i−1O(c−2)(x⊤LGix)2∑⌊logM⌋+1
i=1 4
i−1(x⊤LGix)2
=
O(1)
c2
.
Choosing c appropriately implies the result.
We now look at the amount of space needed to store g(x). Since we store one Lemma 2 sketch per
Hijk, we will use O˜(|Hijk|/ǫ) space per Hijk. Now, for fixed i and j,
∑
k |Hijk| ≤ n. Therefore,
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storing all of the sketches for fixed i and j costs O˜(n/ǫ) space. Finally, as there are O(log2 n) values
for (i, j), the space requirement follows.
We next look at the running time of this procedure. Note that we can recursively compute the
partitioning from Algorithm 3 in O˜(m) time. Further, by Lemma 2 we will take O˜(|E(Hijk)| time
to sketch each Hijk. Since
∑
k |E(Hijk)| ≤ m, and since there are at most O(log2 n) values for
(i, j), this claim follows as well.
Finally, we look at the query time of the functon f we computed. Similar to the space bound
proven above, we see that by Lemma 2 inducing over the proper nodes and querying the stored
sketches for fixed i and j takes O˜(n/ǫ) time. Since there are O(log2 n) different values for (i, j),
querying the entire sketch takes O˜(n/ǫ) time as well.
5 Sketching the Pseudoinverse
In Section 4, we provided an algorithm which computes an ǫ-spectral sketch for a Laplacian using
O˜(n/ǫ) space. In this section we show that this machinery can also be used to achieve a similar
result for sketching the pseudoinverse and prove Theorem 2, restated below.
Theorem 2 (Sketching the Pseudoinverse). For any polynomially-bounded weighted graph G with
Laplacian LG, it is possible to construct an O˜(n/ǫ)-sparse ǫ-spectral sketch of L+G in O˜(m) time
such that the sketch has query time O˜(n/ǫ).
We prove this result by providing a much more general reduction. Informally we show that to
compute an ǫ-spectral sketch for the pseudoinverse it suffices both a standard
√
ǫ-spectral approxi-
mation and a ǫ-spectral sketch. Since
√
ǫ-sparsifiers for the Laplacian and its pseudoinverse can be
stored in O˜(n/ǫ) space, this yields our desired result. Formally, we show the following.
Theorem 4 (Pseudoinverse Sketch Reduction). Let A ∈ Rn×n be a symmetric positive semidefinite
(PSD) matrix, let b ∈ Range(A), let S ∈ Rn×n satisfy (1+√ǫ)−1A+  S  (1+√ǫ)A+ for ǫ ≤ 1/16,
and let y = Sb. If f(y) is some value satisfying (1− ǫ)y⊤Ay ≤ f(y) ≤ (1 + ǫ)y⊤Ay, then
|2b⊤y − f(y)− b⊤A+b| ≤ 4ǫ · b⊤A+b
Note that (1 +
√
ǫ)−1A+  S  (1 + √ǫ)A+ if and only if (1 + √ǫ)A  S+  (1 + √ǫ)−1A,
i.e. S is a
√
ǫ-spectral approximation to A+ if and only if S+ is a
√
ǫ-spectral approximation to
A. Consequently, this theorem implies that a
√
ǫ-sparsifier for A and an ǫ-sketch for A together
constitute a 4ǫ-spectral sketch for A+. Moreover, the cost of evaluating this sketch of A+ is
essentially the cost of evaluating the sketch of A and solving a linear system in the sparsifier of A.
The intuition behind our approach is as follows. Given a positive semidefinite matrix A and
b ∈ Range(A), consider the function qA,b(z) = 2b⊤z − z⊤Az. Maximizing this objective function
in z is a standard problem in numerical linear algebra; it is the objective function steepest descent
and conjugate gradient seek to maximize to solve the linear system Ax = b [28]. It is not hard
to show (see Lemma 7) that the maximizer of this function is x = A+b, and it achieves objective
value b⊤A+b, exactly the quantity we want to approximate. Consequently, to obtain a sketch of
A+ we simply need to maintain the ability to approximately maximize qA,b(z) for any input b.
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To prove Theorem 4 we show how to approximate qA,b(x), i.e. approximately maximize qA,b,
through two approximations. First, rather than actually maximizing qA,b, i.e. solving Ax = b
and querying qA,b(x), we instead find y = Sb, where S is
√
ǫ-spectrally close to A+, and query
qA,b(y). In other words, we solve A
′y = b where A′ = S+ is a
√
ǫ approximation to A. The
second approximation, is that we replace the quadratic form y⊤Ay inside qA,b(y) with f(y) which
is ǫ-close to y⊤Ay. We show that the error incurred by each of these substitutions is small simply
by carefully analyzing qA,b (see Lemma 7 and Lemma 8) and combining these bounds to prove
Theorem 4.
To actually prove our theorem for Laplacians, i.e. use Theorem 4 to prove Theorem 2, we show that
the required inputs to Theorem 4 can be computed, stored, and applied in the required time and
space. This follows directly from the extensive literature on Laplacian system solving and graph
sparsification (though it is implicit in the work and some care is needed to obtain the desired form).
We begin with some useful properties of the function qA,b(x). Some of these properties are well
known, but we include their proof for completeness.
Lemma 7 (Basic Facts about qA,b). Let A ∈ Rn×n be a symmetric (PSD) matrix, let b ∈ Range(A),
and define qA,b(y) = 2b
⊤y − y⊤Ay for all y. Then if x ∈ Rn satisfies Ax = b we have
qA,b(x)− qA,b(y) = (x− y)⊤A(x− y).
for all y ∈ Rn. Further, x maximizes qA,b and qA,b(x) = b⊤A+b.
Proof. First, we see by direct calculation
qA,b(x) = 2b
⊤x− x⊤Ax = 2x⊤Ax− x⊤Ax = x⊤Ax = b⊤A+AA+b = b⊤A+b .
yielding the final claim. Next, we see by direct calculation
qA,b(x)− qA,b(y) = y⊤Ay − x⊤Ax+ 2b⊤(x− y) .
However, since Ax = b this implies
qA,b(x)− qA,b(y) = y⊤Ay + x⊤Ax− 2x⊤Ay = (x− y)⊤A(x− y)
yielding the first result. To see that x maximizes qA,b, note that for any y (x − y)⊤A(x − y) is
nonnegative by since A is PSD. Therefore for any vector y we have qA,b(x) ≥ qA,b(y).
In the above lemma, the difference qA,b(x)− qA,b(y) is a quadratic form in A. We show that this
term is well behaved for y derived from matrices spectrally close to A. Again, this is analogous to
previous work on sampling algorithms for regression.
Lemma 8 (Error from Solving an Approximate System). Let A,A′ ∈ Rn×n be symmetric positive
semidefinite matrices, let b ∈ Range(A), and define qA,b(z) = 2b⊤z − z⊤Az for all z ∈ Rn. If for
x,y ∈ Rn we have Ax = A′y = b and (1 +√ǫ)−1A  A′  (1 +√ǫ)A for ǫ ≤ 1/16, we have
y⊤Ay ≤ 2qA,b(x) and (x− y)⊤A(x− y) ≤ 2ǫqA,b(x) .
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Proof. Note that as (1−√ǫ)A  (1 +√ǫ)−1A  A′, we have
qA,b(y) = 2b
⊤y − y⊤Ay = 2y⊤A′y − y⊤Ay ≥ [2(1 −√ǫ)− 1]y⊤Ay = (1− 2√ǫ)y⊤Ay .
However, since x is the maximizer of qA,b by Lemma 7, we have qA,b(y) ≤ qA,b(x), and since
1− 2√ǫ ≥ 1/2, we have y⊤Ay ≤ 2qA,b(x) as desired.
To prove the second claim, let A1/2 denote the square root of A, the unique positive semidefinite
matrix such that A1/2A1/2 = A, and let A−1/2 denote the pseudoinverse of A1/2. We have
(x− y)⊤A(x− y) = ‖A1/2(x− y)‖22 = ‖A−1/2A(x− y)‖22 = ‖A−1/2(A−A′)y‖22
= ‖A−1/2(A−A′)A−1/2A1/2y‖22 ≤ ‖A−1/2(A−A′)A−1/2‖22 · ‖A1/2y‖22
where in the last line we used that the formula does not change if we add to y anything in the
kernel of A. Since (1 +
√
ǫ)−1A  A′  (1 +√ǫ)A, by standard properties of  (see [28]) we have
− (√ǫ) I  −( √ǫ
1 +
√
ǫ
)
I  A−1/2(A′ −A)A−1/2  (√ǫ) I
and therefore ‖A−1/2(A − A′)A−1/2‖22 ≤ ǫ. By applying our above bound on ‖A1/2y‖22 = y⊤Ay,
the result follows.
With Lemma 7 and Lemma 8 in hand, we prove Theorem 4:
Proof of Theorem 4. Let A′ = S+. Note that this implies (1 +
√
ǫ)−1A  A′  (1 +√ǫ)A. Also,
note that Range(A′) = Range(S) = Range(A+) = Range(A) (the middle equality holds because S
is a two-sided approximation for A+) and therefore A′y = b. Define x = A+b, and note that this
gives Ax = A′y = b. Consequently, letting qA,b(z) = 2b⊤z− z⊤Az for all z ∈ Rn we see that the
preconditions for Lemmas 7 and 8 hold, yielding
0 ≤ qA,b(x)− qA,b(y) = (x− y)⊤A(x− y) ≤ 2ǫ · qA,b(x) .
However, since qA,b(x) = b
⊤Ab by Lemma 7 taking absolute values implies
|b⊤Ab− 2b⊤y + y⊤Ay| = |qA,b(x)− qA,b(y)| ≤ 2ǫ · qA,b(x) ≤ 2ǫ · b⊤Ab . (6)
Now, by our assumption on f we have |f(y) − y⊤Ay| ≤ ǫy⊤Ay and by Lemma 8 with A′ = S+,
we have y⊤Ay ≤ 2qA,b(x) = 2b⊤Ab. Combining yields
|y⊤Ay − f(y)| ≤ 2ǫ · b⊤Ab (7)
Combining (6) and (7) we get
|2b⊤y − f(y)− b⊤A+b| ≤ |2b⊤y − f(y)− qA,b(y)|+ |qA,b(y)− qA,b(x)|
≤ 2ǫ · b⊤Ab+ 2ǫ · b⊤Ab = 4ǫ · b⊤Ab.
With Theorem 4 in hand to prove Theorem 2 we simply need to show that the sketch f(·) and the
matrix S can be computed and applied quickly and stored in low space. By Theorem 1 proven in
Section 4 we already know that we can achieve an f with the requisite properties. In the following
lemma we show that we can compute a satisfactory S as well. This lemma is implicit in previous
work on preconditioning, linear system solving, and Laplacian system solving, however we include
a more detailed proof for completeness.
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Lemma 9 (Construction of Approximate Laplacian Solver Operator). There is an algorithm, which
when given a Laplacian LG ∈ Rn×n for a graph with m edges and an error tolerance ǫ ∈ (0, 1),
computes with probability at least 0.9 in time O˜(m) an implicit representation of a symmetric matrix
S ∈ Rn×n such that
• (1 +√ǫ)−1L+G  S  (1 +
√
ǫ)L+G,
• the representation can be stored in O˜(n/ǫ) space, and
• for any vector x, we can compute Sx in O˜(n/ǫ) time.
Again, note that there are many ways to prove this lemma and it follows from a general understand-
ing of the literature on Laplacian system solving. Here we provide a particular general approach
towards the lemma that allows us to use sparsification and Laplacian system solvers fairly generally.
Proof of Lemma 9. We construct S as follows. First, we compute a Laplacian matrix L′G which is
a
√
ǫ/4-spectral sparsifier of LG. With L′G, we compute a symmetric linear operator N satisfying
1
2N
+  L′G  2N+. Finally, for z = ⌈4 log(16/
√
ǫ)⌉ we let
S =
1
2
N
z∑
k=0
(
I − L
′
GN
2
)k
.
We claim that this S has all of the desired properties.
We begin by showing that S spectrally approximates L+G. This follows from general analysis of
preconditioning and our particular proof is taken from components of [29]. First, we see that since
L′G spectrally approximates LG, if we can instead show that S sufficiently closely approximates L′+G ,
we can show that it also approximates LG. In this light, we will first show (1−
√
ǫ/4)L′+G  S  L′+G .
We first note that we can write S equivalently as
S =
1
2
N1/2
z∑
k=0
(
I − 1
2
N1/2L′GN1/2
)k
N1/2 .
Let x be any vector, and let y = N1/2x. By the definition of N , we have y ∈ Range(N1/2) =
Range(N) = Range(L′G). Further note that for any vector w ∈ Range(L′G), by N ’s spectral guar-
antee we have 14w
⊤w  12w⊤N1/2L′GN1/2w  w⊤w. Now,
1
2
x⊤N1/2
∞∑
k=0
(
I − N
1/2L′GN1/2
2
)k
N1/2x =
1
2
y⊤
∞∑
k=0
(
I − N
1/2L′GN1/2
2
)k
y
=
1
2
x⊤N1/2
(N1/2L′GN1/2
2
)+
N1/2x = x⊤L′+G x.
Therefore,
1
2
N1/2
∞∑
k=0
(
I − N
1/2L′GN1/2
2
)k
N1/2 = L′+G .
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With this, we have
L′+G − S =
1
2
N1/2
∞∑
k=z+1
(
I − N
1/2L′GN1/2
2
)k
N1/2  0.
We now prove the lower bound on S. By the same idea as before, let x be any vector, and let
y = N1/2x. Note that y ∈ Range(L′G), and further for any vector w ∈ Range(L′G)
w⊤
(
I − N
1/2L′GN1/2
2
)
w ≤ 3
4
w⊤w
by the definition of N . With this, it is not hard to see that for any integer k we have
w⊤
(
I − N
1/2L′GN1/2
2
)k
w ≤
(
3
4
)k
w⊤w
as well and so
x⊤(L′+G − S)x =
1
2
y⊤
( ∞∑
k=z+1
(
I − N
1/2L′GN1/2
2
)k)
y ≤ 1
2
∞∑
k=z+1
(3
4
)k
(y⊤y) ≤
√
ǫ
8
(x⊤Nx)
by our choice of z. With this we have
L′+G − S 
√
ǫ
8
N 
√
ǫ
4
L′+G .
and by rearranging we get (1 −
√
ǫ
4 )L′+G  S  L′+G . By combining this with the sparsification
guarantee of L′G and the fact that (1 + x)(1 + 4x)−1 ≤ (1− x) for x ∈ [0, 1/2) we finally get(
1 +
√
ǫ
)−1L+G  (1− √ǫ4
)(
1 +
√
ǫ
4
)−1
L+G  (1−
√
ǫ
4
)L′+G  S
and
S  L′+G 
(
1−
√
ǫ
4
)−1
L+G 
(
1 +
√
ǫ
)L+G.
We now show that S constructed in the above way can implicitly found quickly and stored in
the desired space. Since S only uses the matrix L′G and the linear operator N as inputs in our
definition, we only need to show that these can be found in the claimed time and space, and that
these can be computed with the desired success probabilities. By the standard machinery of graph
sparsification, we are able to compute L′G in O˜(m) time which is an
√
ǫ-spectral sparisifier of LG
with probability 0.95 and store it in O˜(n/ǫ) space [4, 3, 9, 12]. Further, by the extensive literature
on Laplacian linear system solvers [4, 30, 31, 32, 33, 7, 18, 34], we can construct the linear operator
N in O˜(n/ǫ) time, store some representation of it in O˜(n/ǫ) space, and apply this representation
to a vector in O˜(n/ǫ) time such that N satisfies its spectral guarantee with probability 0.95 (see
[7] or [34] for solvers that clearly meet the symmetry constraints, though other algorithms can be
modified for this purpose as well). Therefore the described implicit form of S can be computed and
stored in the claimed time and space, and S satisfies its spectral guarantee with probability 0.9 by
the union bound.
Finally, we need to show that we can apply S to a vector in O˜(n/ǫ) time. We first note that both
L′G and N can be applied to vectors in O˜(n/ǫ) time. Since S is N times a matrix polynomial in
L′GN of degree z = O˜(1), it follows that S can be applied to a vector in O˜(n/ǫ) time as well. Thus
S satisfies all of our desired properties.
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With Lemma 9 with Theorem 4 we now have everything we need to prove Theorem 2.
Proof of Theorem 2. Consider Algorithms 6 and 7 below. We claim that these have the properties
we desire in Theorem 2.
We begin with the error guarantee. Assume we are given a vector b and wish to approximate
b⊤L+Gb. Note that our sketch computes S, a linear operator as in Lemma 9, and then computes
y = Sb. Once we have this, we take our ǫ-spectral sketch f computed as in Theorem 1, and then
compute 2b⊤y − f(y). Our goal is to show that this quantity is approximately equal to b⊤L+Gb.
By the guarantee from Lemma 9, we have (1 +
√
ǫ)−1L+G  S  (1 +
√
ǫ)L+G with probability 0.9.
Further by the guarantee from 1, we have (1− ǫ)y⊤LGy  f(y)  (1 + ǫ)y⊤LGy with probability
0.9 as well. Thus, by the union bound, both S and f(y) satisfy the requisite inequalities with
probability 0.8. If we define x to be such that LGx = b, by Theorem 4 (with A = LG) , we have
|2b⊤y − f(y)− b⊤L+Gb| ≤ 4ǫqLG,b(x) = 4ǫb⊤L+Gb.
Thus, by appropriately scaling ǫ, we obtain our guarantee.
We now show the space bound and time complexity of constructing the sketch. Our sketch requires
computing and storing two things: a representation of S constructed via Lemma 9 and an ǫ-spectral
sketch for LG constructed by Theorem 1. Now, by the space and construction bounds for each of
these, computing our sketch clearly takes O˜(m) time and storing it costs O˜(n/ǫ) space.
Finally, we prove the running time per query. When evaluating our sketch, we must first apply S
to a vector. This can be done in O˜(n/ǫ) by Lemma 9. Once we have this vector, we must then
compute a query of f (which costs O˜(n/ǫ) time by Theorem 1) and then do O(n) of additional
work to compute a dot product. Thus, in total querying our sketch takes O˜(n/ǫ) time, and all of
our claims are proven.
To conclude, we note that as in the previous section we can boost the constant probability of success
of our algorithm to 1 − 1
poly(n) by storing a logarithmic number of copies of our sketch and taking
the median of the values obtained by querying each copy as our estimate.
Algorithm 6: PseudoinverseSketch(G, ǫ)
Input: A polynomially-bounded weighted graph G = (V,E) with n nodes; a tolerance
parameter ǫ
Output: data(G) data for a sketch of L+G
1 data(G)← ∅;
2 S ← a linear operator which acts as a pseudoinverse of some √ǫ-spectral sparsifier for LG
computed via Lemma 9 ;
3 f ← an ǫ-spectral sketch for LG computed via Theorem 1;
4 Add f and S to data(G);
5 return data(G)
20
Algorithm 7: PseudoinverseEval(data(G),x,ǫ)
Input: data(G) data for a sketch of L+G; a query vector b
Output: an approximation to b⊤L+Gb
1 y← Sb;
2 return 2b⊤y − f(y)
6 All Pairs Effective Resistances with Pseudoinverse Sparsifiers
In Section 5 we provided an algorithm that allows us to sketch the pseudoinverse of a Laplacian
with a constant probability of failure for each vector in nearly linear time and using O˜(n/ǫ) bits
of data from the Laplacian. However, the query time for the function constructed is O˜(n/ǫ): each
time we run our algorithm we need to perform an approximate Laplacian system solve against a
sparsified Laplacian. Although this runtime may be acceptable should we want to check a small
number of vectors, if we wanted to compute effective resistances between every pair of nodes in a
graph this would take O˜(n3/ǫ) work in total, which is slower than exactly computing the effective
resistances via matrix multiplication.
In this section, we demonstrate a way to preprocess our pseudoinverse sparsifier in O˜(n2/ǫ) time
such that the resulting object can answer pseudoinverse queries on vectors with k nonzero entries in
O(k2) time. Since approximating effective resistances is equivalent to querying this data structure
with vectors with two nonzero entries, we can thus use this structure to answer single effective
resistance queries in constant time. This allows us, with the medians trick from previous sections,
to estimate all pairs effective resistances of a graph in O˜(n2/ǫ), and ensure all of them are accurate
within 1± ǫ with high probability.
Recall that our pseudoinverse sparsifier was constructed in the following way: we stored a linear
operator S and our ǫ-spectral sketch f from Section 4. Whenever we received a query b, we found
x = Sb, and we then computed g(x) = 2b⊤x− f(x). This was shown to be a 1± ǫ approximator
for b⊤L+Gb with constant probability for any b. Our approach is as follows: we will take f(x) and
convert it into an explicit matrix M where f(x) = x⊤Mx, and then we will leverage the implicit
sparsity of S to efficiently compute matrix-matrix products with it. We will use this to build a
matrix C, and we will prove that the quadratic forms of C are approximately those of L′+G .
We begin by showing the matrix M described above exists, and can be found efficiently.
Lemma 10. Let LG be a graph Laplacian for a polynomially-bounded weighted graph, and let f
be an ǫ-spectral sketch for LG constructed as in Section 4. Then, there exists a matrix M where
f(x) = x⊤Mx for all x, and we can find M in O˜(n2) time.
Proof. Recall how f was constructed. It was built by converting our input graph into a weighted
combination of unweighted graphs Gi, and then applying expander partitioning to each Gi sepa-
rately to form Gijs. We then sparsified the connected components of the Gijs separately. Indeed,
we have the formula
f(x) =
⌊logM⌋+1∑
i=1
2i−1
∑
j
∑
k
fijk([x]Hijk),
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whereHijk is the set of nodes in the k
th connected component in Gij and [x]S is the vector x induced
on the elements in the set S. Each fijk was constructed in turn by scaling each corresponding
component of the query vector by a multiple of the ones vector to form a vector y, and then
computing ∑
u∈Hijk
y2uδu −
∑
u∈S
∑
v∈V (Hijk)
yuyv −
∑
u∈L
∑
v∈S
yuyv −
∑
u∈L
δLu
α
∑
v∈L
yuyvY
u
v ,
where y is our scaled query and δi, δ
L
u , α, Y
u
v , S, and L are all randomly generated but fixed infor-
mation dependent on i, j, and k. The four sums collectively sum O˜(|Hijk|/ǫ) different products
yiyj: the first sum adds |Hijk| terms, and the last three sum one term for each of the O˜(|Hijk|/ǫ)
edges our sketch stores. Thus, this equation represents a quadratic form y⊤LHijky, for some matrix
LHijk , and this matrix has O˜(|Hijk|/ǫ) nonzeroes. Now, the scaling by the ones vector is obviously a
linear operator, and thus we can write y⊤LHijky = [x]
⊤
Hijk
OijkLHijkOijk[x]Hijk = [x]
⊤
Hijk
Mijk[x]Hijk
for some matrix Mijk. Note that since Oijk simply removes a certain multiple of the ones vector
from a query vector, it is a rank-one matrix plus the identity. Thus, we can compute its image
upon a matrix in O˜(|Hijk|2) time, and so we can compute Mijk in O˜(|Hijk|2) time as well. As the
connected components have no information crossing over from each other, we can combine these
forms to get a larger quadratic form x⊤Mijx. Therefore, we can conclude fij has a corresponding
matrix expression as
fij(x) = x
⊤Mijx,
and that we can find Mij in O˜(n
2) time. Thus,
f(x) =
⌊logm⌋+1∑
i=1
2i−1
∑
j
x⊤Mijx = x⊤
⌊logm⌋+1∑
i=1
2i−1
∑
j
Mij
x = x⊤Mx.
In light of the above lemma, we can finally prove Theorem 3. We restate it for clarity.
Theorem 3 (All-Pairs Effective Resistances). For any polynomially-bounded weighted graph G with
Laplacian LG, we can generate a data structure in O˜(m) time that, with high probability, generates
1±ǫ approximations to the effective resistances between every pair of vertices in O˜(n2/ǫ) additional
time. In addition, this data structure requires O˜(n/ǫ) space to store.
Proof. Consider Algorithm 8 above. Given input LG, first computes a matrix formM of our sketch
from Theorem 1, and it then computes a linear operator S by Lemma 9. With these, it exactly
computes 2S⊤−S⊤MS and returns it. We can generate implicit representations of both M and S
in O˜(m) time, and since M can be computed in O˜(n2) time the cost of finding it explicitly can be
rolled into the evaluation time. Note that if x′ = Sb then
b⊤(2S⊤ − S⊤MS)b = 2b⊤x′ − x′⊤Mx′ = 2b⊤x′ − f(x′) ,
and by the previous section this is a (1 + ǫ)-multiplicative approximation of b⊤L+Gb with constant
probability. Therefore 2S⊤−S⊤MS preserves each quadratic form of L+G with constant probability.
Note that S can be applied to a vector in O˜(n/ǫ) time by Lemma 9, so both MS and S itself
can be computed in O˜(n2/ǫ) time by computing the n matrix-vector products of the rows of the
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Algorithm 8: AllPairsEffectiveResistances(G, ǫ)
Input: A polynomially-bounded weighted graph G = (V,E) with n nodes; a tolerance
parameter ǫ
Output: output: n2 values which estimate the effective resistance between every pair of
nodes (i, j). Any fixed pair is a 1± ǫ approximation with probability 0.8.
1 output ← ∅ ;
2 f ← an ǫ-spectral sketch for LG computed via Theorem 1 ;
3 M ← matrix form of f computed as in Lemma 10 ;
4 S ← a linear operator which acts as a pseudoinverse of some √ǫ-spectral sparsifier for LG
computed via Lemma 9 ;
5 Q← 2S⊤ − S⊤MS ;
6 for i ∈ 1 : n do
7 for j ∈ 1 : n do
8 x← 0 ;
9 x[i] = 1, x[j] = −1 ;
10 Add ((i, j),x⊤Qx) to output;
11 end
12 end
13 return output
corresponding matrix. Therefore, S⊤MS can also be computed in O˜(n2/ǫ) time, and so we can
obtain 2S⊤−S⊤MS exactly in O˜(n2/ǫ) time. Computing each of the quadratic forms corresponding
to effective resistances can be done in O(n2) additional time, and so we can compute approximations
to the all-pairs effective resistances in G (which are each accurate with constant probability) in
O˜(n2/ǫ) total time.
By storing O˜(1) of these sketches, computing approximations to all of the pairwise effective re-
sistances with each, and then returning the median value computed for each, we can boost the
probability of success for every single pair to 1 − 1poly(n) . Taking the union bound over all O(n2)
pairs implies our result.
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