In [5] a new iterative method is given for the linear system of equations Au ¼ b, where A is large, sparse and nonsymmetrical and A T þ A is symmetric and positive definite (SPD) or equivalently A is positive real. The new iterative method is based on a mixed-type splitting of the matrix A and is called the mixed-type splitting iterative method. The iterative method contains an auxiliary matrix D 1 that is restricted to be symmetric. In this note, the auxiliary matrix is allowed to be more general and it is shown that by proper choice of D 1 , the new iterative method is still convergent. It is also shown that by special choice of D 1 , the new iterative method becomes the well-known (point) accelerated overrelaxation (AOR) [1] method. Hence, it is shown that the (point) AOR method applied to the positive real system is convergent under the proper choice of the overrelaxation parameters o and t.
INTRODUCTION
Numerical solutions of partial differential equations by the finite difference method often lead to the linear system of equations
For example, suppose we are given the simple convection-diffusion equation differences for u xx and u yy , and by centered differences for the first derivative terms, then we get a linear system of Eq. (1) with A given by
where M is SPD and S is skew symmetric (SS). Thus the order of the coefficient matrix A of equation (1) is n ¼ N 2 . In order to have more accuracy N has to be large (h ¼ 1=ðN þ 1Þ must be small), hence it may be not possible to solve the linear system of equation (1) by a direct method. Since A is sparse, it is better to solve equation (1) by an iterative method. However, when A has the structure given above, the well-known iterative methods such as Gauss-Seidel (GS) and SOR [8] methods cannot be applied since no theories in the literature were given to guarantee their convergence. In a recent paper [5] Li et al. gave a mixed-type splitting iterative method. Suppose the coefficient matrix A of equation (1) is positive real and has the splitting form (3), where M is SPD, S is skew symmetric (SS). Let
where the splitting M may be in block form or point form.
While the splitting S is always in the point form and S D is always a zero matrix. S L and S U satisfy: ðS L Þ T ¼ ÀS U . The mixed-type splitting iterative method for the linear system of Eq. (1) [5] is given by the following:
Mixed-Type Splitting Iterative Algorithm
where
and where D 1 an auxiliary matrix and was assumed to be symmetric. The mixed-type splitting iterative method was shown to be convergent and becomes the normal point SOR method [8] by a special choice of the auxiliary matrix. Hence it was shown in [5] the point SOR method applied to the positive real linear system is convergent if the overrelaxation parameter o is in ð0; o U Þ. The upper bound o U is given in terms of the related matrix's norm and matrix's smallest eigenvalue.
In this note we eliminate the restriction to the auxiliary matrix D 1 in the above mixed-type splitting method. It is shown the mixed-type splitting iterative method is still convergent under a more general choice of the auxiliary matrix. It is also shown that the mixed-type splitting iterative method becomes the well-known AOR method [1] by a special choice of the auxiliary matrix. In fact, if we choose
Thus, the iterative method (5) becomes
Note
Hence, the iterative method (10) is the AOR method [1] applied to the linear system (1) with the above splitting of A. If the splitting (6) of M is point splitting, then the above iterative method (10) is the normal point AOR method. Therefore it is shown in this note the AOR method is convergent for the proper choice of the overrelaxation parameters o and t. This result about the AOR method seems new to our knowledge. For the basic results on consistently ordered matricies, M-Matrices, H-Matrices, and symmetric positive definite matrices in connection with AOR method, please see [1] [2] [3] [4] 7] . Before this section is ended, we note that for the above iterative method to be of practical value, D 1 must be chosen so that
is easy to solve for u for a given y, compared with solving the original Eq. (1). 3) rðGÞ < 1, where G is the iteration matrix of the iterative method defined by (5) and is given by
Note also that in the literature, the SOR-type splitting iterative method [6, 8] is either in point form or in block form. However, the iterative method defined by (5) is a mixed-type-splitting form. This is because
where M L and M U can be in point or block form. While S L and S U are always in point form.
CONVERGENCE ANALYSIS
Let l be any eigenvalue of the iteration matrix G, and x be the corresponding eigenvector with kxk 2 ¼ 1. For the convergence of the iterative method considered, or equivalently for rðGÞ < 1, it is sufficient to let jlj < 1 for any non-zero eigenvalue l of G.
Now we want to find the condition under which jlj < 1 for any non-zero eigenvalue l of G. Note that from now on, we assume that l 6 ¼ 0. By (13) we have that
Multiplying both sides of the above equation from left side by x H gives
Since
Since A is positive real, (14) and (15) that
Although the iteration matrix G is real since A is real, the eigenvector x may be complex. Thus x H M L x; x H S L x and x H D 1 x may be complex. However, x H ðM D Þx is real since M D is symmetric. Now let
Therefore,
Thus, jlj 2 ¼ ðc 1 þ p À cÞ 2 þ ðc 2 þ d À qÞ 2 À Á = ðf þ c 1 À ðp þ cÞÞ 2 þ ðc 2 À d À qÞ 2 À Á and jlj < 1 if ½f þ c 1 À ðp þ cÞ 2 þ ðc 2 À d À qÞ 2 À ðc 1 þ p À cÞ 2
If we split the auxiliary matrix D 1 into two parts:
where D S 1 is the symmetric part of D 1 and D SS 1 is the skew symmetric part of D 1 . Thus from (17) that f þ 2c 1 
Now we can prove one of our main results: THEOREM 1 Suppose A be positive real and A ¼ M À S, where M is SPD and S is SS. Let M and S have the splitting given in ð4Þ. If we choose the auxiliary matrix D 1 ¼ D S 1 þ D SS 1 so that:
then the mixed-type splitting iterative method defined by Eq. (5) is convergent.
Proof Let G be the iteration matrix given by (6) . By the above discussions, rðGÞ < 1, if inequality (19) holds. Since kxk 2 ¼ 1, therefore,
Here l min ðBÞ is the smallest eigenvalue of the symmetric matrix B. Thus, if the condition of the theorem 1 is true, then the inequality (19) holds. Therefore, for any nonzero eigenvalue l of G, we have jlj < 1, which means rðGÞ < 1.
Note that M D ; kS L k 2 ; kM L k 2 ; l min (M) depend on the original problem (1) . In order to ensure the iterative method (5) converges, kD SS 1 k 2 must be small and D S 1 must be symmetric positive definite and the smallest eigenvalue of D S 1 must be large enough. Note also that though l min (M) is positive since M is SPD, l min (M) may be very small. This situation will affect the choice of the auxiliary matrix D 1 , and hence affect the convergence property of the iterative method (5) . In order to eliminate the effect of l min (M) by (19) we need to choose
In this case, it follows from (19) that
Note that if S L À S U is negative definite, then the iterative method (5) will converge if D S 1 is SPD. Unfortunately, it is not the case. S L À S U is indefinite, although S L À S U is symmetric. However, combining the above discussions, by (21) and (22) we have proved the second of our main results: THEOREM 2 Suppose A be positive real and A ¼ M À S, where M is SPD and S is SS. Let M and S have the splitting given in ð4Þ. If we choose the auxiliary matrix D 1 ¼ D S 1 þ D SS 1 so that D SS 1 is given by ð22Þ and the matrix
is SPD, then the mixed-type splitting iterative method defined by Eq. (5) is convergent.
Note that if we choose D SS 1 to be given by (22) and
then
It can be seen that one can easily choose a and o so that M D þ 2D S 1 þ S U À S L is SPD. Therefore, by theorem 2, the iterative method (5) is convergent. In this case, the iterative method (5) becomes
Now we consider the convergence property of the AOR method (10). Since the auxiliary matrix D 1 is given by (7) , therefore, by (7) and (17)
Thus
It follows from (18) that any eigenvalue l of the AOR iteration matrix will satisfy the following:
Since by (17)
Note that the right hand side goes to zero if o and t are sufficiently small. While the left hand side goes to a positive constant when o and t go to zero. Thus we have proved the following: THEOREM 3 Suppose A be positive real and A ¼ M À S, where M is SPD and S is SS. Let M and S have the splitting given in ð4Þ. The AOR method ð10Þ will converge if parameters o and t satisfy Eq. ð29Þ.
Example Consider the linear system
From the structure of the coefficient matrix A, it is natural that the matrix A is considered as a 2-by-2 block structure. If we let then the associated Jacobi matrix has eigenvalues: AE3:8345 AE 7:7591i. Hence by the Corollary 4.2 of Chapter 6 [8] , the block SOR method does not converge. However, it is clear that M is SPD and S is SS. Therefore, A is positive real, and by the results in [5] and in this paper, the point SOR method and point AOR method converges for proper parameters. However, it is found (using MATLAB) that there are very little choices for the parameters. For example, o must satisfy 0 < o < 0:17 for the convergence of the SOR method. While for the convergence of the point AOR method, the o parameter must satisfy À0:14 < o < 0 or 0 < o < 0:17, the t parameter is in a small range less than o when o is negative and around o when o is positive. Now we consider the mixed-type-splitting algorithm for the above example. If we split the matrix M and S according to Eq. (4), and choose the auxiliary matrix D 1 to be the following:
Here, M D is the (point or block) diagonal part of the M matrix, L 1 is given by Eq. (5). If we let D S 1 ; D SS 1 be the symmetric and skew symmetric parts of D 1 , then
Thus, by theorem 1, the mixed-type-splitting algorithm will converge if a is sufficiently large and b is around zero. For example, if we split the M matrix in point form, then it is found that the mixed-type-splitting algorithm converges for a wide range of parameters a and b. Beside, the optimum parameters and associated spectral radii for the above three methods are found and listed in Table I . It is clear that the mixed-type-splitting algorithm has a faster asymptotic rate of convergence compared with the SOR and AOR method.
