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Abstract 
Recently, electrolyte gating techniques using ionic liquids and gels have proven 
highly effective in tuning large carrier densities at material surfaces. These electrolytes 
enable electric double layer transistor operation, the large capacitances (10’s of F/cm2) 
generating electron/hole densities up to 1015 cm-2, i.e., significant fractions of an electron 
per unit cell in most materials. Uncertainties remain, however, including the true doping 
mechanism (i.e., electrostatic vs. electrochemical), the challenge of in operando 
characterization, and the need to understand the full potential and universality. In regard 
to universality, superconductivity and insulator-metal transitions have been extensively 
studied with electrolyte gating, but this promising technique has been less applied to 
controlling magnetism. Electrical control of magnetism is a long-standing goal in physics 
and technology, electrolyte gating techniques providing a promising route to realization. 
 Employing electric double layer transistors based on ultrathin epitaxial La1-xSrxCoO3 
as a model system, our findings first address the true doping mechanism, clarifying charge 
carrier vs. oxygen defect creation. Transport measurements reveal dramatic asymmetry 
with respect to bias polarity. Negative gate biases lead to reversible behavior (i.e., 
predominantly electrostatic operation) up to some threshold, whereas positive bias 
immediately induces irreversibility. Experiments in inert/O2 atmospheres directly 
implicate oxygen vacancies in this irreversibility, supported by atomic force microscopy 
and X-ray photoelectron spectroscopy. We then demonstrate the use of synchrotron hard 
X-ray diffraction and polarized neutron reflectometry as in operando probes to further 
investigate the gating mechanism. An asymmetric gate bias response is confirmed to 
derive from electrostatic hole accumulation at negative bias vs. oxygen vacancy 
formation at positive bias. The latter is detected via a large gate-induced lattice expansion 
(up to 1 %), complementary bulk measurements and density functional calculations 
enabling quantification of the bias-dependent oxygen vacancy density. Remarkably, the 
gate-induced oxygen vacancies proliferate through the entire thickness of 30-40-unit-cell-
thick films, quantitatively accounting for changes in the magnetization depth profile and 
demonstrating electrochemical control of magnetism. This is interpreted in a simple 
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picture where electrostatic vs. electrochemical response is dictated by the low formation 
enthalpy and high diffusivity of oxygen vacancies in La1-xSrxCoO3. These results, 
therefore, directly elucidate the issue of electrostatic vs. redox-based response in 
electrolyte-gated oxides, also demonstrating powerful new approaches to their in 
operando investigation. Control of ferromagnetism is then demonstrated in electrostatic 
mode by working at negative bias. Guided by theory, we demonstrate reversible electrical 
control of Curie temperature over a 150 K window. This is achieved via gate-induced 
cluster percolation, leading to optimized control of ferromagnetism, directly verified by 
magnetoresistance, anomalous Hall effect, and PNR measurements.  
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Chapter 1: Introduction 
Exponential growth of electronic technology in the last 50 years has driven 
transformational societal changes. Conventional electrical technologies, however, are 
reaching fundamental physical limits in both size and speed, suggesting the exponential 
improvement currently realized could soon come to an end. The search for next-generation 
device concepts, many of which rely on the development of tunable quantum materials, 
thus provides a grand challenge for today’s researchers. In this chapter I will introduce a 
promising class of such quantum materials, the “perovskite oxides.” Included are brief 
discussions on the underlying chemistry and physics giving rise to the multitude of 
phenomena in these oxides, the attractive aspects of using the perovskite building block in 
heterostructures, and the potential for external control of their electronic and magnetic 
properties in a device. I will then introduce “electrolyte gating”, a particularly attractive 
technique used to control material properties with electric fields. Focus will be placed on 
current shortcomings of electrolyte gating studies on oxides, including poorly 
differentiated electrostatic vs. electrochemical gating mechanisms, the dearth of 
experimental probes beyond electrical transport measurements, and its limited application 
to the control of magnetic properties. Finally, I will provide background on the material of 
focus for this work, the perovskite cobaltite La1-xSrxCoO3-δ, with emphasis on how 
electrolyte gating studies on this material could address the shortcomings of electrolyte 
gating of oxides. 
1.1 Perovskite oxides 
“Abundant” is a great word to describe solid oxides, as the majority of Earth’s crust is 
made up of oxides; they are used in a huge variety of applications, and are the focus of 
prolific fundamental research studies. These materials, as the name implies, are made up 
of oxygen and at least one other element serving as the cation in these primarily ionic 
materials. Many gemstones, for example, are single crystalline oxides with properties such 
as shape and color determined by the identity of the cation(s) and the crystal structure they 
form with oxygen anions. One particularly interesting class of oxides is the perovskites, 
their defining feature being the prototypical chemical formula of ABO3 and base crystal 
structure shown in Fig. 1.1(a). The perovskite oxides exhibit a vast range of electronic and 
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magnetic properties, tuned by the choice of A- and B-site cations, leading to a wealth of 
research interest and commercially available products. To name a few electronic 
applications, perovskites are found in solid oxide fuel cells [1], piezoelectric 
transducers [2], and ferroelectric non-volatile memory [3]. At least three primary attributes 
make perovskite oxides an ideal playground for a material scientist: (1) the chemical 
flexibility of the perovskite structure, leading to diverse functionality, (2) the ability to 
tune, combine, and discover diverse properties in perovskite heterostructures, and (3) the 
potential for external control of these properties in devices employing excitations such as 
electric fields. 
          
Fig. 1.1. (a) The cubic ABO3 perovskite unit cell showing the A-site (blue), B-site (red), and oxygen 
(green) sites, as well as highlighting the BO6 octahedron in light yellow. (b) The periodic table of 
the elements highlighting the sites each element can take with the same color scheme. 
1.1.1 Basic chemistry and physics 
Critical to the vast interest in perovskites is the chemical flexibility of the prototypical 
perovskite structure shown in Fig. 1.1(a). The majority of elements can occupy either the 
A- or B-site, as shown in Fig. 1.1(b). A key feature of this chemical flexibility is the ability 
of the simple cubic structure shown in Fig. 1.1(a) to distort. A common parameter used to 
predict the distortions for a given combination of A- and B-site cations is the Goldschmidt 
tolerance factor (Γ) which is defined as 
Γ = 
rA+ rO
√2(rB+ rO)
 ,                                                              1.1 
where rA, rB, and rO are the ionic radii of A, B, and O, respectively. For the ideal cubic 
structure shown in Fig. 1.1(a), which has a space group of Pm3̅m, Γ = 1. Typically, the 
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cubic Pm3̅m structure is observed for 0.9 < Γ < 1. For 0.71 < Γ < 0.9, the structure 
accommodates the small A-site ions by rotating the BO6 octahedra and lowering the 
symmetry to either orthorhombic or rhombohedral symmetries. Cation displacements 
leading to non-centrosymmetric tetragonal structures are typically observed for Γ > 1. With 
access to such a variety of different elements and crystal symmetries, perovskite oxides 
exhibit a multitude of physical phenomena, including high-temperature superconductivity 
in the cuprates [4], colossal magnetoresistance and ferromagnetism in the manganites [5], 
ferroelectricity in the titanates [6], mixed ionic conductivity in the cobaltites [7], and many 
more. Further, these different functionalities can often be tuned by chemical substitution. 
A more general form of a chemically substituted perovskite is A1-xA’xB1-yB’yO3-δ, where x, 
y, and δ represent substitution on the A-site, B-site, and oxygen non-stoichiometry, 
respectively. Such chemical substitution can significantly influence important factors in 
the electronic and magnetic properties, such as bond lengths, bond angles, and electron or 
hole densities. 
        
Fig. 1.2. (a) The 3d orbitals of a transition metal B-site cation [8]. (b) Diagram showing the 
breaking of degeneracy of 3d orbitals when placed in an octahedral bonding environment. 
The B-site cation (typically a transition metal) at the center of the unit cell, shown in 
Fig. 1.1(a), is also the centerpiece in describing the underlying physics responsible for the 
phenomena observed in perovskite oxides. The electronic and magnetic properties of most 
perovskite oxides are primarily a result of the d shell electrons of the transition metal B-
site cation and their hybridization with neighboring oxygen 2p orbitals. The effects of the 
A-site cation have important influences on properties of perovskites, but typically only 
through indirect effects on the B-site d orbitals. The scaffold of the d orbital energies is 
determined by the crystal field splitting experienced by the B-site cation. In an isolated 
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transition metal cation, the five d-orbitals (x2-y2, 3z
2-r2, xy, yz, zx) shown in Fig. 1.2(a) are 
degenerate. When the cation is placed in a perovskite structure, however, the octahedral 
crystal field of the O2- ligands lifts the degeneracy, raising the x2-y2 and 3z2-r2 orbital 
energies and lowering the xy, zx and yz energies, as shown in Fig. 1.2(b). The two orbitals 
that point toward the O2- ligands (x2-y2 and 3z2-r2, the so-called “eg” orbitals) experience 
enhanced Coulombic repulsion between occupying electrons and the negatively charged 
O2- ligands, and thus have higher energy compared to the other three “t2g” orbitals.  The 
magnitude of the energy difference between the eg and t2g orbitals (typically of order 1 eV 
for perovskite oxides) is termed the crystal field energy (ΔCF). 
 
Fig. 1.3. The possible electron occupation and spin states in the 3d orbitals of Co3+ and Co4+ cations 
in an octahedral crystal field [9]. 
The electron occupation of these non-degenerate d-orbitals is often non-trivial and a 
primary source of the diverse functionality in perovskite oxides. The first consideration in 
this regard is simply the number of electrons occupying the d-orbital manifold, which is 
determined by the identity and valence state of the transition metal B-site cation. 
Considering the electron configuration of Co ([Ar]4s23d7), for example, Co3+ will have six 
electrons occupying the d-orbitals, whereas Co4+ will have five. The next consideration 
comes in determining which d-orbitals will be occupied. Occupation of the lower t2g 
orbitals is favored by ΔCF while Hund’s coupling energy (JH, a direct result of electron-
electron repulsion and the Pauli Exclusion Principle) tends to maximize the total spin by 
singly occupying each orbital. The occupation state of the d-electrons will thus depend on 
the balance between these two energies along with other external factors such as 
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temperature, pressure, strain, etc. An example of non-trivial occupation scenarios for Co3+ 
and Co4+, where ΔCF is comparable to JH, is shown in Fig. 1.3 [9]. The low spin (LS) states 
will be favored if ΔCF > JH whereas the high spin (HS) or intermediate spin (IS) states will 
be favored if ΔCF < JH. Clearly, the competition between crystal field and Hund’s coupling 
energies will have significant consequences on the magnetic properties in this case, which 
will be discussed in more detail in Section 1.3.1. Finally, distorting the BO6 octahedron 
can affect the crystal field splitting and lead to lower overall energy in many systems. A 
common distortion that occurs in systems with 1 or 3 eg electrons is the Jahn-Teller effect, 
shown schematically in Fig. 1.4. Essentially, the elongation or compression of the 
octahedron in one direction breaks the degeneracy of the eg and t2g orbitals (on energy 
scales of order 0.1 eV in the manganites [5], for example), resulting in a lower overall 
energy. Such distortions play a significant role in determining the final electronic/magnetic 
state of a system and can often lead to localization of eg electrons. 
 
Fig. 1.4. A schematic showing how Jahn-Teller distortions to the BO6 octahedra change the crystal 
field environment for a transition metal B-site cation in perovskite oxides [10]. 
Once the local occupation/spin state of the transition metal cation is determined, 
magnetic exchange interactions must be considered to determine the final magnetic ground 
state (i.e., will the spin states of neighboring cations “talk” to one another to form a long 
range ferro- or antiferromagnetic state). As opposed to pure transition metal materials, 
where magnetic exchange interactions are dominated by direct exchange between 
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neighboring atoms, indirect exchange interactions of B-site cations through the bridging 
oxygen anions typically dominate in perovskites. Two exchange interactions of interest 
here are “superexchange” and “double exchange” [11]. The superexchange interaction in 
transition metal oxides has been treated extensively [12–14], resulting in the so-called 
“Goodenough-Kanamori-Anderson rules” for predicting the ferromagnetic and 
antiferromagnetic states of such oxides. Important considerations in determining the 
favored magnetic state include the octahedral rotation angle, the d orbital orthogonality, 
and the occupancy of the d orbital manifold.  
 
Fig. 1.5. (a) Schematic of electron transfer in a double exchange system. (b) Diagram the core spin 
alignment dependent probability, P, of an electron transfer [10]. The transfer probability is 
maximized when the core spins are aligned (θ = 0°) and is zero for antiparallel alignment (θ = 
180°). 
The double exchange interaction applies for exchange between B-site cations of 
different nominal valence, and describes the stabilization of ferromagnetism through the 
interaction of localized spin and delocalized electrons. The theory for double exchange was 
developed to describe the correlation of ferromagnetism and metallicity in the mixed 
valence manganites [15], shown schematically in Fig. 1.5. In the manganites, ΔCF < JH, 
resulting in the high spin states for Mn3+ and Mn4+ shown in Fig. 1.5(a). Electron transport 
in this case occurs via the simultaneous transfer of the eg electron from the Mn
3+ to the O2- 
and from the O2- to the empty eg state of the Mn
4+ (Fig. 1.5(a)). The strong Hund’s coupling 
in this system favors the alignment of the eg electron’s spin with that of the t2g electrons in 
the same Mn3+ atom; therefore, parallel spin moments on neighboring Mn ions facilitates 
delocalization of the eg electron, where the transfer probability (P) in some models goes as 
P0cos(θ/2), where θ is the angle between neighboring Mn ion spins (Fig. 1.5(b)) [15]. This 
creates a fundamental link between ferromagnetism and the conductivity in these materials, 
7 
 
in that ferromagnetic ordering suppresses spin fluctuations, thereby increasing transfer 
probability and enhancing conductivity. In a similar vein, conductivity enhancement can 
also be seen by applying a magnetic field, which suppresses spin fluctuations. As will be 
returned to later, the magnetic-field-induced conductivity enhancement possible through 
double exchange alone is only 50 %, however, and cannot explain the observation of 
colossal magnetoresistance. 
As mentioned above, the choice of A-site cation can affect the underlying physics at 
work in the B-site d orbitals. Perhaps the simplest example of this comes in aliovalent 
substitution on the A-site. This is the strategy used to form the multivalent manganites 
shown in the double exchange discussion. To balance charge in LaMnO3, for example, the 
Mn ion is in the 3+ state because of the essentially fixed oxidation states of 3+ and 2- for 
La and O, respectively. In contrast, the 2+ oxidation state of Sr in SrMnO3 results in a Mn 
ion in the 4+ state. Subsequently, an alloy with 1/3 of the sites occupied by Sr (i.e., 
La2/3Sr1/3MnO3) would be expected to have 1/3 of the Mn ions in the 4+ state. In an ideal 
case, such doping would only affect the B-site valence and leave the band structure 
unaltered. However, the alloying element (Sr in this case) and host (La) ionic radii will 
undoubtedly be different, which can cause changes in B-O-B bond lengths and angles 
(through octahedral rotations). These structural changes lead to changes in the bandwidth 
which can in turn have significant influence on electronic properties such as carrier 
mobility and even change the electronic or magnetic ground state. In fact, isovalent A-site 
substitution with cations of different radii is a commonly used strategy to tune the 
properties of perovskites in and of itself. Similarly, oxygen non-stoichiometry (i.e., the δ 
in ABO3-δ) can significantly influence the properties of perovskites by changing the 
electron count on the B-site cation. Oxygen vacancies, for example, are positively charged 
and donate two electrons to the lattice, thus decreasing the nominal B-site valence. Finally, 
ordered defects in the basic perovskite structure lead to entirely new perovskite-derived 
crystal structures. One example is the high-temperature superconducting system La2-
xSrxCuO4-δ, which clearly has a different stoichiometry from the prototypical ABO3 
perovskite. As shown in Fig. 1.6, this material adds an extra layer of (La,Sr)O compared 
to the usual perovskite structure, resulting in the so-called n = 1 Ruddlesden-Popper crystal 
structure. 
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Fig. 1.6. Schematic showing the layer by layer stacking in (a) a prototypical ABO3 perovskite and 
(b) in a so-called n = 1 Ruddlesden-Popper crystal structure observed in La2-xSrxCuO4-δ. 
1.1.2 Thin films and heterostructures 
The chemical doping strategies of bulk perovskites highlighted in the previous section 
result in an essentially endless parameter space for rational materials design. Incredibly, 
the possibilities are expanded exponentially in perovskite oxide thin films and 
heterostructures. Key in this regard is the ability to control such a vast set of properties in 
the single perovskite building block, which allows for the growth of epitaxial films and 
heterostructures of an infinite variety (shown schematically in Fig. 1.7). The ability to 
integrate different perovskites in thin films and heterostructures adds powerful new 
“knobs” for controlling electronic and magnetic properties. The first of these new control 
strategies is the use of lattice mismatch, with lattice parameters (i.e., the edge length of the 
cubic unit cell in Fig. 1.1(a)) of perovskites varying from 3.7 to 4.2 Å. Accommodation of 
the lattice mismatch in an epitaxial perovskite film grown on a single crystalline substrate 
can happen in a variety of ways, but perhaps the simplest is a resultant strain in the film 
(i.e., the film stretches or compresses from its bulk equilibrium structure to match the 
substrate lattice). Importantly, strains up to a few percent can be achieved in thin films, 
which is at least an order of magnitude larger than that achievable in bulk perovskite 
samples. Strain can thus be used to significantly modify, or even lead to bulk-inaccessible, 
ground states in perovskite thin films. A powerful demonstration comes in tensile-strained-
SrTiO3 (STO) films, in which a ferroelectric ground state not observable in the bulk can be 
stabilized up to room temperature [16]. 
9 
 
 
Fig. 1.7. Schematic [17] showing how the single perovskite building block allows for different 
perovskite oxides (represented by cations of different colored balls and oxygen anions as white 
balls) can be seamlessly integrated in thin films and heterostructures. The stack on the left 
represents an interfacial state (e.g., the two-dimensional electron gas at the LaAlO3/SrTiO3 
interface) by highlighting the B-site cations in pink. 
The second control strategy provided by heterostructuring of perovskite oxides is 
simply the ability to integrate two materials with different functionalities with atomic 
precision. This allows for the exciting prospect of rationally engineered multifunctionality 
within a single heterostructure sample. For example, the growth of a ferromagnetic film on 
a ferroelectric substrate (or underlayer) could artificially create a multiferroic sample, of 
which there are few examples in bulk materials alone [3]. Beyond combining two different 
bulk-like functionalities, the discovery of novel electronic and magnetic states at the 
interface between two perovskites has been an extremely prolific area of research. The 
premier example in this case is the two-dimensional electron gas (2DEG) formed at the 
interface between the two band insulators, LaAlO3 (LAO) and STO [18], where the polar 
nature of LAO causes electron transfer to the STO lattice across the interface. The resulting 
2DEG, which is shown schematically in Fig. 1.7, has interesting superconducting and 
magnetic properties that have been studied extensively since its discovery in 2004 [18,19]. 
These rational design strategies in perovskite oxide heterostructures not only open up novel 
electronic device concepts, but also make powerful fundamental research opportunities 
possible. 
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1.1.3 External control 
The final attribute making perovskite oxides an attractive materials class (at least of 
those I will discuss here) is the ability to control their properties with external fields. 
Perhaps the most extensively researched area in this regard is the colossal 
magnetoresistance (CMR) effect observed in the manganites [5], so-named to differentiate 
it from the Nobel-Prize-winning giant magnetoresistance (GMR) effect. While research on 
the manganites started in the 1950s [20], efforts surged in the 1990s after it was discovered 
that magnetic fields could induce changes in the resistivity of these materials by factors up 
to 108 [5]. Basically, the application of magnetic field causes large decreases in resistivity, 
and can even induce an insulator to metal transition in manganites of the right 
composition [5]. While the double exchange mechanism discussed previously is consistent 
with decreased resistivity of mixed-valence manganites in magnetic fields, it cannot exceed 
50 % MR values and thus cannot account for the “colossal” magnitude of CMR. 
 
Fig. 1.8. (a) Differential conductance map [21] of a La0.73Ca0.27MnO3 thin film showing 
magnetoelectronic phase separation with spatial coexistence of insulating (bright) and metallic 
(dark) regions just below the Curie temperature, as well as its suppression under large magnetic 
fields. (b) Phase diagram of La1-xCaxMnO3 [5]. FM: ferromagnetic metal, FI: ferromagnetic 
insulator, AF: antiferromagnetic, CAF: canted AF, and CO: Charge/orbital ordering. 
Critical in regard to explaining this large magnitude is the existence of inhomogeneous 
magnetic and electronic states in these manganites, despite being chemically 
homogeneous, which is a phenomenon called “magneto-electronic phase separation” 
(MEPS). Competition between two phases close in energy, such as the ferromagnetic and 
paramagnetic phases near the Curie temperature (TC) in La0.73Ca0.27MnO3 shown in Fig. 
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1.8(a) [21], results in a spatial coexistence of both phases. Application of a magnetic field 
favors the ferromagnetic metallic phase (also shown in Fig. 1.8(a)), which can lead to the 
percolation of previously isolated metallic clusters, and a subsequent decrease in 
resistivity [5]. The MEPS shown in Fig. 1.8(a) exists on nanometer length scales, which 
can lead to a factor of 10 decrease in resistivity. At higher doping values in typical 
manganites (typically ~0.5 as shown in Fig. 1.8(b) [5]), competition between a 
ferromagnetic phase and an antiferromagnetic or charge/orbital-ordered phase with MEPS 
on micron length scales leads to the many orders-of-magnitude decrease in resistivity with 
applied fields (i.e., the “colossal” magnitude of CMR). The discovery of the CMR effect 
immediately attracted attention for potential applications as sensors in magnetic recording; 
unfortunately, however, relatively large fields (> 1 T) are required to observe such dramatic 
effects, ruling the manganites impractical for use in magnetic recording. Regardless of the 
practicality in eventual applications, the CMR effect demonstrates nicely how the subtle 
phase competition common in perovskite oxides can be susceptible to minor external 
perturbations, leading to strong resultant changes in properties. 
 While external control of bulk perovskite properties through CMR-like effects can be 
powerful, the use of multifunctional heterostructures opens the door to many new 
strategies. The development of artificial multiferroic devices, for example, has been 
heavily pursued [3]. The general strategy in such multiferroic heterostructures has been the 
combination of ferromagnetic perovskites with piezo- or ferroelectric perovskites. 
Applying voltages to the piezoelectric or ferroelectric components causes changes in their 
lattice parameter or electric polarization, respectively, which can significantly affect the 
magnetic properties of the ferromagnetic layer. In fact, the general research area of such 
“voltage-controlled magnetism” is being heavily pursued in many different materials with 
a host of strategies, as it could prove crucial in the development of ultra-low power 
spintronic technologies. Successes outside the world of perovskite oxides include voltage-
assisted switching in spin orbit torque devices  [22] and magnetoionic control of the 
perpendicular magnetic anisotropy of ultrathin Co films [23]. Successes within the 
perovskite community include voltage-controlled: (a) exchange bias in BiFeO3 (an 
antiferromagnetic ferroelectric)/La0.7Sr0.3MnO3 heterostructures [24], (b) spin polarization 
in Co/PbZr0.2Ti0.8O3/ La0.7Sr0.3MnO3 magnetic tunnel junctions [25], and (c) TC in 
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PbZr0.2Ti0.8O3/La0.8Sr0.2MnO3 field effect transistors [26–28]. These examples utilize the 
switchable polarization of the ferroelectric layer to change the electric field applied to the 
La1-xSrxMnO3 layer, affecting the ferromagnetic properties. 
1.2 Electrolyte gating 
Another appealing approach to controlling the magnetic properties of a material with a 
voltage is the use of more standard field-effect structures, such as metal-oxide-
semiconductor field-effect transistors (MOSFETs). A MOS junction under different 
applied gate voltages (Vg) is shown in Fig. 1.9; applied between the metal gate electrode 
and the semiconductor, Vg can tune the carrier density and type in the semiconductor via 
the electric field it induces across the oxide. The ability of the oxide to act as an insulating 
dielectric, therefore sustaining the electric field without allowing current to leak through 
it, is the key to achieving charge density control in the semiconductor. Typical oxide 
dielectrics, such as SiO2, can induce interfacial charge densities in the semiconductor up to 
1013 cm-2, and are limited from reaching higher values by dielectric breakdown [26,29,30]. 
In semiconductors such as Si, changes in charge density of 1013 cm-2 leads to many orders 
of magnitude change in conductivity, thus making MOSFETs extremely relevant in data 
processing and storage technologies (we all currently carry ~1 billion MOSFETs in our 
cell phones). 
 
Fig. 1.9. (a) Accumulation regime of a MOS capacitor showing hole accumulation at the p-type 
semiconductor interface. (b) Inversion regime showing electron accumulation. Delocalized holes 
and electrons are signified using +/- symbols respectively. A- symbols represent acceptor ions in 
the p-type semiconductor.  EFm and EFs mark the Fermi levels of the metal and semiconductor 
respectively. Ec and Ev mark the conduction and valence band edges respectively.  
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While controlling the conductivity in semiconductors in MOSFETs has proven 
powerful, controlling the electronic and magnetic phases of materials such as perovskite 
oxides then becomes an appealing idea, perhaps leading to next-generation electrical 
device concepts [26,29,30]. Such electronic/magnetic phase control, however, cannot be 
achieved using standard MOSFET structures with oxide channels (Fig. 1.10(a) [26,29,30]). 
As shown in Fig. 1.10(b), the characteristic charge densities required to significantly affect 
the magnetic properties of perovskites like the manganites are in the 1014 – 1015 cm-2 regime 
(i.e., at the level of significant fractions of an electron per unit cell, as demonstrated by 
phase diagrams such as Fig. 1.8(b) [26,29,30]). The charge accumulation below 1013 cm-2 
in conventional MOSFETs thus falls short of the levels required to significantly affect the 
properties of perovskites. This is why the use of ferroelectric gate-dielectrics, which are 
capable of reaching the 1014 cm-2 level in field-effect structures, was crucial to the 
successful demonstration of electric-field-controlled magnetic properties in the studies 
above (Sec. 1.1.3). Recently, an appealing and potentially more versatile alternative for the 
controlled induction of very high surface electron/hole densities has gained momentum 
based on the use of electrolyte gate-dielectrics. 
 
Fig. 1.10. (a) Geometry of electric-field-effect devices for electrostatically doping oxide-based 
channel materials, where S and D denote the source and drain electrodes, respectively [30]. (b) 
Illustration of the zero temperature behavior of various correlated materials as a function of sheet 
charge density (n2D). AF, FM, I, M, SC, FQHE, and Wigner stand for antiferromagnetic, 
ferromagnetic, insulator, metal, superconductor, fractional quantum Hall effect, and Wigner 
crystal, respectively [29]. 
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1.2.1 Electric double layer transistor operation and successes 
The use of an electrolyte, a material made up of mobile ions typically in a solvent, as 
the gate-dielectric, is the key feature of this new gating technique. The relevant device is 
referred to as an electric double layer transistor (EDLT, Fig. 1.11(a)) [31,32,41–50,33,51–
54,34–40], where Vg is applied between the electrolyte and the conductor of interest. The 
mobile ions of the electrolyte move under Vg, but typically cannot permeate the sample, 
and therefore accumulate at the electrolyte/sample interface. An equal charge density of 
electrons or holes (dependent on the Vg polarity) is thus induced on the sample side of the 
interface, completing what is known as an electric double layer, or EDL. The result is 
essentially a capacitor with an electrode separation of one Debye length (λD  1 nm), 
resulting in giant specific capacitances (up to 10’s of µFcm-2), and thus very large induced 
charge densities [54–56]. The latter can exceed 1014 cm-2, or even 1015 cm-2, with 
electrolytes called “ionic liquids” (ILs) [57–59]. ILs are a special class of electrolytes that 
are solvent-free. Classical electrolytes consist of a salt (i.e., a solid material made up of 
cations and anions) dissolved in a molecular solvent (e.g., NaCl dissolved in H2O). ILs, 
however, are salts with melting temperatures near or below room temperature (RT), such 
that at RT the constituent ions are mobile, even without dissolution in a solvent. Typically, 
ILs are made up of large, unsymmetrical organic ions, such as 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide (EMI:TFSI) shown in Fig. 1.11(b). 
The odd shape of these ions makes packing into a solid salt structure difficult, thus driving 
the melting temperature to near or below RT. 
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Fig. 1.11. (a) Schematic of an electric double layer transistor (EDLT). The blue area is the ionic 
liquid or gel, with its constituent cations/anions represented by the red/blue charges, respectively. 
S and D denote the source and drain electrodes, respectively. The schematic is showing a positive 
gate bias (Vg) and the resultant EDL formation at the gate/electrolyte and electrolyte/conductor 
interfaces. The characteristic Debye length (λD) is shown as well. (b) Molecular structures of 
the cation and anion of a typical ionic liquid, EMI:TFSI. (c) Optical image [55] of a “cut 
and stick” ion gel based on 80 wt% EMI:TFSI and 20 wt% of the polymer P(VDF-HFP). 
Many attractive features make ILs a natural choice for electrolyte gating, the first being 
high ionic conductivity. In order for an EDLT to operate and do so quickly, ionic 
conductivities must be high so that EDL formation is fast. Ionic conductivities of ~10 
mS/cm are typically observed in ILs, which is comparable to Li-ion conductivity in Li-ion 
batteries, and ~100 times larger than LiClO4/poly(ethylene oxide) [57]. This high ionic 
conductivity makes transistor operation at frequencies as high as 10 kHz possible [43]. The 
second attractive feature of ILs for electrolyte gating is their wide electrochemical stability 
windows, with typical values near ~5 V (depends on the working electrode used; this 
typical value is for Pt) [57]. This means voltages up to ~5 V can be applied in EDLTs 
without causing electrochemical degradation of the IL ions (though, as will be returned to 
later, the materials being gated can be susceptible to electrochemical effects even at low 
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Vg). The chemical flexibility and low vapor pressure (<10
-12 Torr) make ILs practical for 
EDLT studies of a wide range of materials, including those that need to be studied at low 
temperature in evacuated environments. 
Further, the recent development of so-called “ion gels” (Fig. 1.11(c)) [55,59], which 
move IL electrolytes to the solid state, make IL-based EDLTs even more practical. These 
ion gels consist of IL with a small amount of dissolved polymer (< 20 wt. %), resulting in 
a rubbery solid that is easy to handle and maintains high ionic conductivity and capacitance. 
The choice of polymer is crucial in the design of these ion gels, both in achieving the 
desired structural integrity (Fig. 1.11(c) demonstrates how these gels can be manipulated 
with tweezers) and maintaining the high ionic conductivity needed for EDLT operation. 
Typically, copolymers are used, with one of the copolymer substituents (or “blocks” in 
block-copolymers, discussed below) being soluble in the IL and the other being insoluble. 
For example, the polymer in the “cut-and-stick” ion gel shown in Fig. 1.11(c) is the random 
copolymer poly(vinylidene fluoride-co-hexafluoropropylene), P(VDF-HFP). The IL 
(EMI:TFSI) is insoluble in P(VDF), but soluble in P(HFP), thus the P(VDF) portions of 
P(VDF-HFP) give the ion gel structural integrity and the P(HFP) portions allow for 
dissolution in the IL. A particularly exciting area of research, in fact, is utilizing the 
nanostructuring of block-copolymers to further tune ion gels for a variety of applications, 
including EDLTs [59]. 
Based on the above, IL and ion gel gating has grown rapidly, and has been applied to a 
variety of materials with noteworthy results. The materials studied include molecular 
crystals [46,47,60], polymer semiconductors [43,53,61,62], binary 
oxides [31,38,41,42,50,54,56], perovskites [32–34,36,44], a variety of other complex 
oxides [35,37], and 2D materials from several classes [39,40,45], to name a few. These 
studies have demonstrated not only reversible electrical tuning of quantum and 
thermodynamic electronic phase transitions (e.g., metal-insulator 
transitions [34,42,45,49,50,56] and superconductor-insulator transitions [32,35,37]), but 
have also enabled the discovery of interesting phenomena, such as a superconducting 
ground state in KTaO3 (Figs. 1.12(a,b)) [36], and electric field-controlled 
superconductivity in MoS2 (Fig. 1.12(c)) [39]. There is thus indication of a realm, beyond 
17 
 
perturbative doping, in which electrostatic manipulation of carrier densities at significant 
fractions of an electron/hole per unit cell induces dramatic property modification. 
 
Fig. 1.12. (a) Electron mobility vs. three-dimensional electron density (n3D) observed with the pink 
shading representing the region accessible only with electrolyte gating in Ref. [36]. The blue arrow 
points to (b) the sheet resistance (Rs) vs. temperature (T), which shows the superconducting state 
achieved with electrolyte gating that was unobtainable with chemical doping. (c) The 
superconducting transition temperature (Tc) vs two-dimensional n (n2D) dome observed with 
electrolyte gating in MoS2 [39] that could not be investigated with chemical doping due to issues 
with control at low doping levels (limited to n2D > 3 × 1014 cm-2). 
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1.2.2 Open questions 
There are, of course, open questions that remain to be addressed with this promising 
technique. A particularly pressing area in this regard is the poor understanding of the 
doping mechanism active in electrolyte gating of different materials. The simple 
electrostatic charge accumulation in the EDLs discussed above, in fact, has been called into 
question in many systems where evidence for electrochemical doping is strong. For 
example, in the field of organic conductors, it is now generally accepted that electrolyte-
gated devices operate predominantly electrostatically for some materials (e.g., single 
crystals of small molecule semiconductors) [46,47], but electrochemically for others (e.g., 
semi-crystalline thin film polymer semiconductors) [53]. Due to the tight molecular 
packing in single crystal organic semiconductors (e.g., rubrene [46,47]), they are 
impermeable to the IL ions, resulting in the simple electrostatic EDL picture shown in Fig. 
1.11(a). The relatively open structure of semi-crystalline polymers (e.g., P3HT [53]), in 
contrast, allow for permeation of the ions, resulting in a more 3D “electrochemical” doping 
compared to the 2D electrostatic doping observed in the single crystalline organics. 
Identifying differences in doping mechanisms is crucial to understanding gating effects and 
their tunability, reversibility, and reproducibility, and most material systems are far behind 
the understanding established in electrolyte-gated organics. 
Differentiating electrostatic vs. electrochemical operation in oxide EDLTs [44,48–
52,63–66], which are the focus of the current work, are one such example of poor 
understanding. While single crystalline oxides (or epitaxial oxide films) are generally 
accepted to be impermeable to ionic liquid ions, thus ruling out the electrochemical doping 
method active in semi-crystalline polymer EDLTs, other electrochemical doping effects 
have been suggested. A particularly high-profile example illustrates this poor 
understanding, and the urgency for an answer, in electrolyte-gating studies of VO2. In 2012, 
Nakano et al. reported impressive control of the metal-insulator transition in VO2 films, 
including control of the transition temperature from 0 to 330 K, as shown in Fig. 1.13 [42]. 
Importantly, Hall effect measurements in EDLTs with different VO2 film thickness 
suggested that the electrostatic accumulation of electrons on the surface was driving 
delocalization of carriers in the bulk of the film (shown schematically in Fig. 1.13(b) [42]). 
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The authors proposed that they had achieved the long sought after “Mott transistor,” in 
which electrostatic accumulation of a small number of carriers in a strongly correlated 
material (such as VO2) could drive pre-existing localized carriers to be mobile [42]. 
 
Fig. 1.13. (a) Temperature dependence of the sheet resistance (Rs) for a 10-nm strained VO2 film 
with different gate biases in different colors [42]. The inset shows the transition temperature 
(TMI), which is the average of the two inflection points for cooling and warming in plots of 
d[ln(Rs)]/d(1/T) vs. T. (b) TMI plotted against sheet charge density (n2D) for both VO2 
EDLTs and 40-nm V1-xWxO2 films [42]. The insets schematically illustrate the nature of 
the metallic state in each case, with red and yellow dots representing ‘additionally’ 
introduced carriers (that is, ns) and ‘proliferatively’ generated carriers, respectively. 
However, work by Jeong et al. the following year brought this gating mechanism into 
question [50]. The authors demonstrated similarly powerful control over the metal-
insulator transition, but also showed that the positive-Vg-induced metallic state could be 
suppressed when the device was operated in high ambient O2 pressures (shown in Fig. 
1.14(a)) [50]. Further, using Vg cycling experiments in the presence of heavy 
18O2 in 
tandem with secondary ion mass spectrometry measurements, they demonstrated uptake of 
18O into the VO2 films (shown in Fig. 1.14(b)) [50]. All of this evidence pointed to electron 
doping via oxygen vacancy (VO) formation (as opposed to simple electrostatic electron 
accumulation) under positive Vg, which could be suppressed in O-rich atmospheres 
(possibly due to the saturation of the ionic liquid with O2) and, because the effect was 
reversible, eventually lead to the uptake of 18O upon cycling Vg. Essentially, under positive 
Vg, the electric field is oriented in the correct direction for O
2- removal from the film and, 
due to its large magnitude (10s of MV/cm), O2- removal is quite reasonable. Importantly, 
this VO formation could be occurring deep in the film as the length scale involved is no 
longer the electronic screening length, but rather VO diffusion length. Importantly, VO 
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diffusion can be significant in oxides such as VO2 and, therefore, be responsible for the 
bulk doping observed by Nakano et al., nullifying the proposed achievement of a Mott 
transistor. 
 
Fig. 1.14. (a) Sheet conductance (color scale) as a function of gate voltage (VG) and O2 pressure for 
an electrolyte gating device using a 20-nm-thick VO2 film on Al2O3(101̅0) and operated at 300 
K [50]. (b) Excess 18O concentration above the natural abundance (~0.2 atomic %) vs. depth 
determined by secondary ion mass spectrometry for two electrolyte-gated VO2 films (20 
and 40 nm thick) on Al2O3(101̅0) [50]. The devices were gated to the metallic state in vacuum 
and reverse-gated in 18O2 to recover the insulating state. Data are compared to pristine channels on 
the same wafer that were not gated but were subjected to the same dosage of 18O2. 
The generality of electrostatic vs. electrochemical operation in oxide EDLTs, therefore, 
is an important question to address. Similar suppression of gating effects in high O2 
ambient environments for other n-type oxides (e.g., STO [51] and TiO2 [52]) have been 
reported. Further, other electrochemical effects, such as Vg-induced cation diffusion 
(including H+ [63,66] and the constituent cations of the host channel [67]), have also been 
reported in oxide EDLTs. One impediment to improved understanding of electrolyte gating 
mechanisms is the dearth of available probes beyond electronic transport. Electronic 
transport is dominant in the field, with other more direct probes, such as spectroscopy and 
scattering, being challenging to implement in EDLTs. Difficulties include the small volume 
of gated material, and the thick overlying ion gel or ionic liquid, which induce absorption 
and scattering. Few demonstrations of in operando scattering or spectroscopy of 
electrolyte-gated oxides have thus appeared, although this now appears to be changing. 
Synchrotron X-ray diffraction (SXRD) results on ionic-liquid-gated VO2 [68], La2-
xSrxCuO4 [69], SrCoO2.5 [63], WO3 [66], and NdNiO3 [64] have recently appeared, along 
with X-ray absorption on YBa2Cu3O7-x [65] and NdNiO3 [64]. Noteworthy findings 
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emerge from these studies, including giant Vg-induced lattice expansion in VO2 [68], 
deoxygenation of YBa2Cu3O7-x under positive Vg [65], three-phase switching of 
(H)SrCoO3- [63], and gate bias polarity asymmetry in NdNiO3 [64]. In operando probes 
have thus yielded substantial insight, and additional work is clearly desirable, particularly 
with techniques capable of detecting VO formation quantitatively, with spatial resolution. 
A final point, which applies to oxides but also more generally in electrolyte gating, is 
that while phenomena such as insulator-metal transitions and superconductivity have 
attracted much attention in EDLTs, the potential of this approach for the understanding and 
manipulation of magnetic order and properties is not so well understood. Work in this 
regard is starting to gather steam, with results reported on electrolyte-gate-control of 
magnetic properties in manganites [33,70], cobaltites [63], SrRuO3 [44], and Ti1-
xCoxO2 [38]. However, it remains unclear what magnitude of gate-induced effect can be 
generally expected in quantities such as the TC, magnetization, coercivity, anisotropy, etc. 
Further, strategies to optimize such gate-induced changes are completely absent. 
Additionally, how electrolyte gating performs in comparison to other emerging approaches 
to electric field control of magnetism is also not well understood, examples being electric 
field control of magnetic anisotropy and switching in tunnel junctions [22], or ultrathin 
film perpendicular magnetic anisotropy heterostructures [23]. 
In summary, there are three open issues on electrolyte gating which will be the focus 
of this thesis work: 
1. Poorly understood electrostatic vs. electrochemical gating mechanisms, particularly 
with respect to oxygen vacancy formation in oxide EDLTs. 
2. A general lack of in operando probes. 
3. The universality of the approach with respect to control of magnetic material 
properties. 
Note that there are other unknowns to be addressed in the electrolyte gating technique, 
including the differences between conventional 3D chemical and 2D electrostatic doping, 
the location of the induced charges (with respect to interface proximity, energy, and orbital 
occupation), and the potential role of EDL-induced electrostatic disorder. While addressing 
these unknowns will be important, they are not directly addressed in this work. 
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1.3 La1-xSrxCoO3-δ background 
In this thesis, EDLTs based on epitaxial thin films of La1-xSrxCoO3-δ (LSCO) will be 
used to address the open questions on electrolyte gating summarized in the previous 
section. In order to appreciate the reasons why LSCO is an ideal material system to explore 
these questions, some background on LSCO is warranted. In this section I will review the 
basic chemistry and physics of both the bulk and thin film forms of LSCO, with particular 
emphasis on how its properties make it well-suited for EDLT studies. 
1.3.1 Bulk 
The x = 0 parent compound of the LSCO system, LaCoO3 (LCO), has a Γ ≈ 0.88 (the 
ionic radius of Co3+ depends on the spin state, which is complicated and discussed below), 
leading to distortions of the CoO6 octahedra. Rhombohedral symmetry (R3̅c) is observed 
at room temperature, a result of cooperative rotation and compression of the CoO6 
octahedra along the pseudocubic <111> axis [71]. The rhombohedral unit cell is shown in 
Fig. 1.15, including its defining lattice parameters, the edge length (aR) and the 
rhombohedral angle (αR). Also shown in Fig. 1.15 is the pseudocubic lattice parameter (ac), 
which is related to aR by 𝑎𝑅 = 𝑎𝑐√2 (αR = 60° for a cubic lattice). The values of these 
rhombohedral lattice parameters at 300 K for LCO (aR = 5.37 Å, αR = 60.8°) result in a O-
Co-O bond angle of 163.7° [71]. 
 
Fig. 1.15. The rhombohedral (R3̅c) unit cell of LaCoO3, where the blue/red/green spheres represent 
La/Co/O ions, respectively. The rhombohedral unit cell is outlined with a black line, with the 
rhombohedral lattice parameter (aR = 5.37 Å) and angle (αR = 60.8°) shown. The Co-O-Co bond 
angle of 163.7° is shown. The pseudocubic unit cell and its lattice parameter (ac = 3.805 Å) are also 
shown (blue lines) and, because αR isn’t far from the 60° required for the cubic structure, it remains 
pretty recognizable. Note that only the La ions labelled with the * are inside the rhombohedral unit 
cell, the others are outside, but were included so the pseudocubic unit cell could be visualized. 
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The valence state of Co in LCO is 3+, resulting in six electrons occupying the Co d 
orbitals. Interestingly, the crystal field and Hund’s energies in these cobaltites are quite 
similar, making the d orbital occupation of these six electrons non-trivial and leading to 
so-called spin state transitions (SSTs). In LCO the crystal field splitting is slightly larger 
than Hund’s coupling, quantified by the so-called “spin gap” of ~10 meV [72]. Therefore, 
LCO is in the LS state with all six d electrons filling the t2g states at 0 K (as shown in Fig. 
1.3) and is a diamagnetic insulator. The thermal energy provided by warming above ~30 
K, however, leads to the promotion of some t2g electrons to eg states and results in finite 
spin (i.e., the “SST”), as shown in Fig. 1.3. This SST persists up to ~100 K and LCO 
remains insulating, until an insulator-metal transition is traversed at ~500 K [73,74]. 
Despite extensive research, the exact spin state evolution between 30-500 K remains 
unclear, with researchers disagreeing on whether the Co3+ ions are in the IS or HS 
states [71,72,81,73–80]. In fact, the strong hybridization of Co – O bonds may even cause 
these simple atomic spin state models to be invalid. Regardless of these subtle details, the 
Co ions in LCO have finite spin above ~30 K. Importantly, no long-range ordering of these 
finite spins is observed, resulting in paramagnetic behavior. 
Substitution of Sr for La leads to modifications of the rhombohedral crystal structure 
and electronic/magnetic ground states observed in LCO. Beginning with structure, the 
introduction of Sr gradually increases the lattice parameter and reduces αR, the latter 
eventually reaching the cubic value of 60° at x ≈ 0.5. Therefore, the crystal symmetry of 
LSCO is R3̅c for x ≲ 0.5, and Pm3̅m for x ≳ 0.5 [82]. These changes are driven by the 
slightly larger ionic radius of Sr2+ compared to La3+. Electronically, Sr doping increases 
the nominal valence of Co to the formal 4+ state (i.e., hole dopes the system). Importantly, 
with one less d electron, Co4+ has finite spin even in its LS state (spin quantum number, S 
= 1/2), leading to drastic changes in magnetic properties. At low doping levels (x < 0.05) 
the Sr dopants are isolated, as are the corresponding Co4+ ions. These isolated Co4+ ions 
interact with their six Co3+ neighbors, however, inducing finite spin states in these Co3+ 
ions and lead to the so-called “seven-site magnetic polarons” shown in Fig. 1.16 [72,83–
86]. The spin quantum number for these magnetic polarons are quite large, with S values 
between 10 and 16 reported [72]. 
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Fig. 1.16. Schematic of the seven-site magnetic polaron found in La1-xSrxCoO3 at low x [84]. 
Simple percolation arguments suggest these magnetic polarons should percolate at x ~ 
0.05, resulting in interacting polarons and a transition to long-range ferromagnetic (FM) 
behavior for x > 0.05 [87]. While short-range order is observed in hole-rich FM metallic 
(FMM) clusters (~6-8 Å in size [88]) at x = 0.05, the transition to long-range FM order is 
delayed to much higher x. This discrepancy has been attributed to magnetic frustration 
between these polarons, a consequence of competing antiferromagnetic (AF) 
superexchange interactions between Co3+-Co3+ and the FM double exchange interactions 
between Co4+-Co3+ [87]. Above x = 0.05 LSCO thus exhibits MEPS, with the coexistence 
of FMM clusters in an insulating non-FM matrix as shown in Fig. 1.17, similar to the 
manganites at certain doping levels as discussed in Section 1.1.3. This MEPS persists to 
xc,LSCO = 0.18, where the clusters have grown in size (~20-25 Å [88]) and density to the 
point where they percolate (also shown in Fig. 1.17). Above this critical threshold LSCO 
thus exhibits long-range FMM behavior. Note that the presence of insulating non-FM 
regions persists up to x = 0.22, above which LSCO becomes a uniform (non-phase 
separated) FMM, as shown in Fig. 1.17. 
 
Fig. 1.17. Schematic of the magnetoelectronic phase separation observed in La1-xSrxCoO3 in 
different x ranges, where the lighter color represents an insulating non-ferromagnetic region and 
the darker color represents a ferromagnetic, metallic region. 
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A variety of experimental techniques were used to verify the MEPS and percolation 
transitions in LSCO discussed above, including small angle neutron scattering [88,89], 
nuclear magnetic resonance [90,91], inelastic neutron scattering [84,92], electron spin 
resonance [85], heat capacity [93], and magnetometry [9,89]. Important signatures in 
electrical transport measurements also arise, however, and will be particularly relevant to 
this thesis work. In the sub-percolated regime (0.05 < x < 0.18) the primary transport 
signatures are insulating behavior (dρ/dT < 0, where ρ is the resistivity, shown in Fig. 
1.18(a)) and the isotropic intercluster giant magnetoresistance effect (IGMR), a 
consequence of spin-dependent transport between isolated FM clusters [89]. The 
characteristic magnetic field dependence of IGMR is shown in Fig. 1.18(b) [89], with large 
negative MR persisting to high fields, which is hysteretic with the same coercivity observed 
in magnetometry and yields different results in virgin curves compared to subsequent field 
sweeps. This magnetic field dependence is described by increased alignment of 
neighboring clusters leading to increased transport probability, which scales with the 
square of the reduced magnetization [89]. The IGMR is enhanced at low temperatures, a 
consequence of the Coulomb energy penalty associated with individual electron-charging 
events, leading to a distinct form of hopping conduction [89]. 
 
Fig. 1.18.  [89] (a) Temperature (T) dependence of resistivity (ρ) for an x = 0.15 La1-xSrxCoO3 
(LSCO) single crystal. (b) 10 K magnetoresistance (Δρ/ρ0, open symbols, left axis) of an x = 0.15 
LSCO single crystal vs. magnetic field (H) applied along the [111] crystal direction and 
perpendicular to the sample plane. Also shown by the red line is the square of the reduced 
magnetization, -[M(H)/M(H = 90 kOe)]2 (right axis). The inset shows the evolution of the 
magnetoresistance with x.  
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The primary transport signatures in the uniform FM doping regime (x > 0.22) are shown 
in Fig. 1.19(e) and (j) [94]. As expected, metallic behavior (dρ/dT > 0) is observed, as 
shown in Fig. 1.19(e), with an inflection point near the FM TC ≈ 230 K. Again, the MR is 
negative and hysteretic at low temperatures (below TC), but this MR is anisotropic. 
Negative MR is observed when the current is flowing perpendicular to the magnetic field, 
whereas positive MR is observed when the current is parallel to the magnetic field [95]. 
This is described by the conventional anisotropic magnetoresistance (AMR) effect, which 
is observed in all FMs, and is a consequence of spin orbit coupling [96]. The AMR effect 
scales with the magnetization and consequently decreases as temperature increases, 
disappearing above TC. The second transport signature in the uniform FM region is the 
peak in -MR(T) observed in large fields near TC, as shown in Fig. 1.19(j) [94]. This effect 
is described by field suppression of spin disorder scattering in the FM metal near TC, is 
isotropic, and similar to the CMR effect observed in the manganites, but is far smaller in 
magnitude. It turns out these cobaltites lack a key requirement to make this MR effect 
“colossal,” which is a strongly insulating phase in competition with the FMM phase, such 
as the AF, charge, or orbital ordered phases observed in the manganites [5]. Finally, in the 
percolated yet phase separated regime (0.18 < x < 0.22) metallic conduction is observed 
below TC, weakly insulating is observed above TC, and all three of the MR mechanisms are 
active. Both IGMR and AMR are observed at low temperature, as is the CMR-like negative 
MR near the TC for the percolated FMM pathway. 
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Fig. 1.19.  [94] Temperature (T) dependence of (a-e) the resistivity (ρ) and (f-j) the negative 
magnetoresistance (-Δρ/ρ0) in a 9 T magnetic field (H) for La1-xSrxCoO3 single crystals with x = 
0.17, 0.18, 0.19, 0.20, and 0.30, respectively. 
The last item regarding bulk LSCO that will be important in this thesis is the stability 
of Co4+. The effects of Sr doping to this point have been described by an increase in valence 
of a commensurate number of Co3+ to Co4+. While this simple presentation is useful for 
understanding the basic physics at work in both the SST in LCO and the percolation 
transition in LSCO, it neglects two key details. The first of these has to do with the strong 
hybridization of Co 3d and O 2p orbitals in LSCO. Strong evidence has been compiled that 
a negative charge transfer gap exists, suggesting the Sr-doping-induced holes may actually 
reside in O 2p states (i.e., ligand holes) rather than on the Co (which is supposed to be what 
drives the valence from 3+ to 4+) [97]. For the majority of the above discussion and the 
rest of the thesis, this subtle difference is slightly semantic as all of the arguments hold if 
one simply replaces “Co4+” with “Co3+ and O-2p-hole”. The second detail concerning Co4+, 
which is much more important in regard to this thesis work, is its general instability in the 
octahedral environment in LSCO. The instability of Co4+ was demonstrated as early as 
1953 by Jonker and van Santen [98], as shown in Fig. 1.20. Upon Sr doping at low levels 
the nominal Co valence increases commensurately, as expected, but deviates from the 1:1 
line above x ≈ 0.5 at 1200° C synthesis temperatures. At these high Sr concentrations, 
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LSCO spontaneously forms VOs that compensate the hole doping by donating two 
electrons back to the lattice, resulting in an effective doping level of xeff = x – 2δ, where δ 
represents the oxygen deficiency in the chemical formula La1-xSrxCoO3-δ. In fact, the first 
SrCoO3 single crystal was only just synthesized in 2011 and required extremely high 
oxygen pressures (65,000 atm) and the presence of the oxidizing agent KClO4 [99]. 
Therefore, formation of VOs in LSCO is quite facile, particularly at high x. 
 
Fig. 1.20. The amount of Co4+ observed in La1-xSrxCoO3-δ synthesized in air at 1200°C as a function 
of Sr content [98]. 
1.3.2 Films 
As discussed in Section 1.1.2, a lot of interesting physics and engineering science 
becomes accessible in perovskite oxide films and heterostructures, and the cobaltites are 
no exception. A great example lies in epitaxial films of LCO. Despite being non-FM in the 
bulk, epitaxial LCO films grown under tensile lattice mismatch (i.e., the single crystalline 
substrate lattice parameter is larger than LCO) exhibit FM order with TC ≈ 80 K [100–104]. 
A variety of explanations for this mismatch-stabilized FM state in LCO have been put forth, 
including simple strain-stabilization of finite spin states with superexchange-induced FM 
coupling [104] and ideas reliant on the presence of defects such as cation non-
stoichiometry [100] and/or oxygen vacancies (that are possibly ordered, which is discussed 
in detail below) [101–103]. No consensus has been reached, however, and much research 
on LCO films is ongoing. 
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Fig. 1.21. High resolution Z-contrast scanning transmission electron microscopy images of x = 0.5 
La1-xSrxCoO3-δ (LSCO) films grown on SrTiO3(001) [105], the whole 70 Å-thick film shown in (a) 
and a zoomed in image of just the LSCO shown in (b). The (La,Sr)O and CoO2 planes are labelled, 
as are the various interplanar spacings (averaged over the entire image). The black and gray bars at 
the top of the image are guides to the eye for identifying the dark and bright planes, respectively. 
(c) shows an O elemental map corresponding to the O K-edge, with the line trace beneath showing 
the averaged O K image intensity along the direction of the white arrow. The red/blue arrows and 
the gray/black bars highlight the oxygen sufficient and deficient planes, respectively. 
Another interesting phenomenon observed in epitaxial LSCO films, which will be 
extremely important in this thesis work, is the manner in which they accommodate lattice 
mismatch. Most perovskite oxides accommodate lattice mismatch by straining the film to 
the underlying substrate lattice parameter. As the films grow thicker, however, misfit 
dislocations form and lead to relaxation of the film lattice parameter to the bulk value. 
Simple estimates for the characteristic length by which strain relaxation is expected to 
occur in a given system can be calculated using the Mathews-Blakeslee equation [106]. 
LSCO films, however, do not form misfit dislocations, but rather accommodate the lattice 
mismatch by a completely different mechanism. As shown in the high resolution 
transmission electron microscopy (HRTEM) image in Figs. 1.21(a,b) [105], bright and 
dark stripes that run perpendicular to the substrate interface with two different interplane 
spacings are observed in LSCO(x = 0.5) films on STO(001) substrates, which presents a 
1.8 % tensile lattice mismatch. The bright and dark stripes correspond to oxygen sufficient 
and deficient planes, respectively, as shown in Fig. 1.21(c). These alternating planes are a 
hallmark of the so-called brownmillerite crystal structure (ABO2.5, shown in Fig. 1.22), 
which is derived from the perovskite structure, with ordered VO formation in alternating 
(001) CoO2 planes of the LSCO lattice, along staggered <110> lines, resulting in 
alternating planes of tetrahedrally- and octahedrally-coordinated Co ions. The oxygen-
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deficient planes with tetrahedrally-coordinated Co in the brownmillerite structure have a 
larger interplanar spacing compared to the oxygen-sufficient planes with octahedrally-
coordinated Co [107]. 
 
Fig. 1.22. Deriving brownmillerite (far right) from the perovskite (far left) crystal structure, where 
A/B cations are green/red, oxygens are gray, and oxygen vacancies (VOs) are white. In step “a” the 
first line of VOs are removed along the [110] direction. In step “b” the nearby B ions shift into their 
tetrahedral coordination. In step “c” the process is repeated two unit cells down, but with an offset 
in the [010] direction and the A-site cations sift toward the octahedrally coordinated BO2 plane. 
The LSCO films, therefore, form these oxygen-deficient planes to expand until the sum 
of the two interplanar spacings matches twice the STO lattice parameter. Obviously, VOs 
are required to form this oxygen vacancy ordered (OVO) structure, and electron energy 
loss spectroscopy (EELS) measurements shown in Fig. 1.23(a) confirm that they 
accumulate near the LSCO/STO interface [107]. The VO density decreases further from the 
interface as the LSCO film relaxes to its bulk structure, though it does so by forming OVO 
domains with a different orientation, rather than forming misfit dislocations [107]. A final, 
important, note is that the oxygen deficiency in these films does not reach the full 
brownmillerite δ = 0.5 value for x = 0.5 LSCO films, but rather is around δ ~ 0.13 near the 
substrate interface for films on STO(001) [107]. The brownmillerite structure is observed 
in SrCoO2.5 films, however, where reversible switching between this brownmillerite phase 
and the cubic SrCoO3-δ phase have been demonstrated using annealing treatments [108]. 
The general observation of mismatch accommodation via OVO in LSCO provides an 
excellent demonstration of its disposition towards VO formation. 
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Fig. 1.23. (a) Laterally averaged depth profile (depth = 0 Å is the substrate/film interface) of the 
oxygen concentration, as determined from the integrated intensity of the O K-edge in electron 
energy loss spectroscopy measurements on an x = 0.5 La1-xSrxCoO3-δ (LSCO) film grown on 
SrTiO3(001) [107]. (b) Depth profile (depth = 450 Å is the substrate/film interface) of the magnetic 
scattering length density (SLD) of an x = 0.28 LSCO film on SrTiO3(001) [10]. (c) Schematic of 
the magnetoelectronic phase separation observed near the substrate interface in LSCO films, where 
the dark color represents ferromagnetic metallic regions and the lighter color represents insulating 
non-ferromagnetic regions. t* indicates the x-dependent “dead layer” thickness (t* ~ 60 Å for x = 
0.5, and ~180 Å for x = 0.28). (d-g) Temperature (T) dependence of the resistivity (ρ) for x = 0.5 
LSCO films of thickness 130 Å, 60 Å, 45 Å, and 30 Å, respectively [10]. 
The VO accumulation near the LSCO/STO interface required to form the lattice-
mismatch-accommodating OVO structure, as well as the OVO structure itself, impacts 
electronic and magnetic properties of these films. Thick (130 Å) LSCO (x = 0.5) films 
exhibit the expected FMM, metallic ρ(T) behavior with bulk-like TC, as shown in Fig. 
1.23(d) [10]. As the film thickness is reduced, however, the FMM behavior gives way to 
insulating, non-FM behavior (Figs. 1.23(d-g)) [10]. The onset of this insulating non-FM 
behavior is attributed to lowered xeff near the substrate interface, a consequence of the 
increased VO concentration in this region. In fact, IGMR transport signatures similar to 
bulk LSCO with x < 0.18 are observed in these ultrathin LSCO films, suggesting the 
presence of MEPS [95]. Direct evidence of MEPS near the substrate, even in thick LSCO 
films, was demonstrated using both small angle neutron scattering (SANS) [107] and 
polarized neutron reflectometry (PNR) measurements (Fig. 1.23(b)) [10]. Therefore, a 
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MEPS “dead layer” roughly 60 Å thick with suppressed magnetization and metallicity, 
shown schematically in Fig. 1.23(c), results as a consequence of the VO accumulation near 
the LSCO/STO interface in these films. 
 
Fig. 1.24.  [109] High resolution Z-contrast scanning transmission electron microscopy images of 
the interface regions of x = 0.5 La1-xSrxCoO3-δ films grown on (a) SrTiO3(001), (b) SrTiO3(110), 
and (c) LaAlO3(001). Yellow lines mark the O deficient Co-O planes. 
Importantly, all of these effects on the electronic and magnetic properties of LSCO 
films grown on STO fundamentally originate from the formation of the OVO structure as 
a lattice mismatch accommodation mechanism. It has been demonstrated that this lattice 
mismatch accommodation can be used to manipulate the OVO structure, and subsequently 
the electronic and magnetic properties, of LSCO films. This engineering of OVO is 
demonstrated in Fig. 1.24 [109]. The same OVO structure discussed on x = 0.5 LSCO films 
grown under 1.8% tensile mismatch with STO(001) is observed in the HRTEM image in 
Fig. 1.24(a), with OVO planes running perpendicular to the substrate interface. When 
LSCO is grown with the same lattice mismatch but different crystallographic orientation 
on STO(110) substrates, the OVO planes run at 45° angles with respect to the substrate 
interface (Fig. 1.24(b)). This 45° angle is driven by the fact that the OVO planes in the 
brownmillerite structure lie in the (001) Co-O planes. When LSCO is presented with a 
compressive mismatch (-1.2 %) by the substrate LAO(001), the OVO planes are found to 
run parallel to the substrate interface (Fig. 1.24(c)). These parallel planes result due to 
simple Poisson ratio arguments; in order to compress in the plane, the LSCO needs to 
expand in the out-of-plane direction, thus requiring the oxygen-deficient planes to run 
parallel to the interface. 
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Fig. 1.25.  [10] Temperature (T) dependence of the resistivity (ρ) for x = 0.5 LSCO films grown on 
(a-d) SrTiO3(001), (e-h) SrTiO3(110), and (i-l) LaAlO3(001) with thickness labeled in each panel. 
These controlled OVO orientations result in different electronic and magnetic 
properties of these films. For example, Fig. 1.25 shows how the thickness evolution of ρ(T) 
changes between these substrates [10]. While strongly insulating behavior is observed in x 
= 0.5 LSCO films on STO(001) at a thickness of 45 Å, films on STO(110) and LAO(001) 
remain metallic (Figs. 1.25(c,g,k)). In fact, metallic behavior is retained in LSCO films on 
LAO(001) down to 30 Å (8 unit cells). These data suggest the dead layers of films grown 
on STO(110) and LAO(001) are much thinner, which is supported by PNR 
measurements [10]. The reason for this suppressed dead layer thickness is actually different 
for these two substrates. In the case of films on STO(110), the 45° OVO plane orientations 
leads to faster strain relaxation compared to the STO(001) case because the OVO 
modulation vector (q), defined as the direction normal to the O vacancy planes, has a finite 
dot product with the growth direction [109] (where the vertical OVO planes on STO(001) 
do not). This faster strain relaxation leads to faster decrease in VO concentration vs. distance 
from the substrate, thus reaching the xeff required for FMM behavior at lower film 
thicknesses. The key feature for reduced dead layer thickness for films on LAO(001) is 
suspected to be a result of the smaller magnitude in mismatch, leading to lower overall VO 
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densities and stronger FMM behavior at ultralow thicknesses. Importantly, this 
demonstrates that lattice mismatch and crystallographic orientation can be used as routes 
to engineer/tune the electronic and magnetic properties of these LSCO films. In fact, in 
Chapter 7, I will use these lattice mismatch and OVO-engineering strategies to control 
giant changes in the magnetic anisotropy and AMR in LSCO films. 
1.3.3 Goals for electrolyte gating studies 
In this section I will discuss the advantages of using LSCO EDLTs to address the three 
open questions in the area of electrolyte gating highlighted in Section 1.2.2. 
1. Poorly understood electrostatic vs. electrochemical gating mechanisms, particularly 
with respect to oxygen vacancy formation in oxide EDLTs. 
LSCO EDLTs have the potential to be profoundly useful in addressing the electrostatic 
vs. electrochemical gating mechanism in electrolyte-gated oxides. While VO formation 
energies in many oxides are low, LSCO films at high x provide an interesting extreme 
where VO formation energy is essentially zero. If the large electric fields in LSCO EDLTs 
cannot form VOs, it would be reasonable to suspect gate-induced VO formation is negligible 
in other oxides as well. If VO formation indeed occurs, it may be possible to use these 
LSCO EDLTs as a benchmark for the upper limit of the extent of VO formation in 
electrolyte gating, both in VO density and the length scales involved (as the diffusion length 
of VOs is also high in LSCO). Further, all of the previously published work on the prospect 
of VO formation in oxide EDLTs has been done on n-type oxides, and only at positive 
biases where VO doping and electrostatic electron accumulation are difficult to 
differentiate. Investigating the gating mechanism in p-type films such as LSCO could be 
an important step, where hole depletion may be easier to separate from VO formation than 
electron accumulation and the importance of bias polarity can be better investigated.  
2. A general lack of in operando probes. 
While the list of potentially useful and exciting in operando characterization techniques 
is quite long, a logical place to start is with those that can help address the differentiation 
of electrostatic vs. electrochemical gating mechanisms in oxide EDLTs. The real 
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shortcoming there is the inability to distinguish electrochemical from electrostatic doping 
in transport measurements, where only changes in carrier density can be determined and 
not the origin of these carriers. Spectroscopic and scattering probes, however, could 
provide the tools to differentiate such mechanisms. Important capabilities in this regard 
will be the ability to overcome the small sample volumes buried under thick ILs/gels to 
detect VO formation in quantitative fashion with spatial resolution. LSCO EDLTs provide 
a great starting point, as they may be the most prone to significant changes in 
electrochemical composition, perhaps providing the largest response in a variety of 
different signals. 
3. The universality of the approach with respect to control of magnetic material 
properties. 
Voltage control of the magnetic properties of LSCO is an exciting prospect, primarily 
due to the percolative transition it undergoes. The basic concept here is similar to that of 
the Mott transistor, where a small amount of electrostatically induced charge leads to 
dramatic electronic phase changes in the channel material. Here, it may be possible to drive 
a thin film of LSCO through a percolation transition from an insulating non-FM state to a 
FMM state by accumulating a small number of holes on its surface with electrolyte gating. 
If such a gate-induced FMM state were achieved, one may expect drastic changes in the 
LSCO films properties, such as conductivity, magnetization, TC, etc. Further, if 
understanding of the optimization of such gate-induced percolation transitions was 
established, it may be applicable to other percolative materials (such as the manganites [5] 
and cuprates [110]) and even electric-field control strategies other than electrolyte gating, 
such as ferroelectric gating.  
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Chapter 2: Experimental methods 
2.1 Growth of epitaxial La1-xSrxCoO3-δ films via high-pressure oxygen sputtering 
As discussed in Section 1.3.3, EDLTs based on LSCO films could be particularly useful 
in addressing open issues involving electrolyte gating; therefore, high quality LSCO films 
are needed. Epitaxial growth of phase pure and stoichiometric LSCO films has been 
demonstrated with multiple growth techniques, including reactive sputtering [95,111], 
pulsed laser deposition [112], sol-gel synthesis [113], and metal-organic chemical vapor 
deposition [114]. All of these techniques require careful optimization with respect to 
deposition temperature, pressure, growth-gas composition, and cooling protocol, largely 
due to the propensity of LSCO to form VOs. One synthesis strategy to overcome high VO 
densities is a unique form of reactive sputtering, called “high-pressure oxygen sputtering.” 
Conventional reactive sputtering methods typically use an Ar/O2 gas mixture with total 
pressures in the 10-200 mTorr range [95], which has some distinct disadvantages when 
trying to grow VO-prone LSCO films. Oxygen-ion-induced re-sputtering is known to be 
significant, due to the large mean free path of energetic oxygen ions in this pressure range 
(~530 µm at 100 mTorr), leading to severe film inhomogeneity, roughness, cation non-
stoichiometry, and low net deposition rate [115]. Off-axis sputtering has been 
demonstrated to reduce re-sputtering, but makes deposition rates even slower [115]. While 
reducing the O2 partial pressure has also been shown to mitigate this re-sputtering effect, 
it has typically been accompanied by low oxygen content, thus forcing post-growth 
annealing procedures to be used [95]. High-pressure oxygen sputtering circumvents this 
problem by growing in much higher pressures (~1-2 Torr) of pure O2. The mean free path 
of oxygen ions is significantly suppressed at these pressures (~36 µm at 1.5 Torr), which 
means the reactive oxygen ions become thermalized before reaching the substrate, hence 
simultaneously mitigating re-sputtering and encouraging full oxygenation. This deposition 
technique is thus ideal for the growth of VO-prone materials such as LSCO. In fact, high-
pressure oxygen sputtering was first developed for the epitaxial growth of the high 
temperature superconducting material YBa2Cu3O7 [116,117], which is similarly VO-prone. 
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2.1.1 La1-xSrxCoO3 target preparation 
LSCO sputtering targets were synthesized using standard ceramic processing 
methods [10]. Stoichiometric quantities of La2O3 (Alfa Aesar, 99.9 %) (which was dried 
in air at 1000 °C for 24 hours and then massed while hot due to its hygroscopic nature), 
Co3O4 (Alfa Aesar, 99.7 %), and SrCO3 (Sigma-Aldrich, 99.9 %) were thoroughly ground 
together and calcined in an alumina crucible and air at 1000 °C for 7 days, with two 
intermediate grindings at even time intervals during those 7 days. A liquid binder (350 ml 
H2O, 100 ml glycerine, 10 g polyvinyl alcohol) was added to these reacted powders and 
then they were subsequently cold pressed into 2”-diameter disks of ~3 mm thickness at 
13,000 psi. These pressed disks were then sintered in air at 1200 °C for 24 hours, using 
warming and cooling ramp rates of 0.5 °C/min to minimize thermal stresses and maximize 
oxygen content. Powder X-ray diffraction and magnetometry were used to verify the phase 
purity and ferromagnetic TC of the resultant sintered disks. The sintered disks were then 
sanded down to ~1.5” diameter and bonded to a copper backing plate with indium for 
mounting in the sputtering gun. Indium was first soldered meticulously to the back of the 
LSCO disk, then indium was used to coat the copper backing plate by heating on a hot 
plate at ~200 °C, then the disk was placed on the hot, indium covered copper plate. Extra 
weight (typically other blank copper plates) was then added on top of the bonded assembly, 
followed by natural cooling to room temperature. Extra indium was then sanded off and 
the assembly mounted on the sputtering gun, with machined alumina and Macor® washers 
covering the exposed copper portions of the assembly. 
2.1.2 High-pressure oxygen sputtering process 
The substrates used in this work were all bought commercially, either from MTI 
Corporation (Richmond, CA) or Crystec (Berlin, Germany). These include SrTiO3 (STO), 
LaAlO3 (LAO), La0.18Sr0.82Al0.59Ta0.41O3 (LSAT), and SrLaAlO4 (SLAO), all in the (001) 
orientation and with various sizes, though most were 5×5×0.5 mm3. In terms of substrate 
cleaning, only dry nitrogen blowing was used to rid macroscopic dust particles, as solvent 
cleaning was found to leave unwanted residue. Further, substrates were annealed at 900 °C 
in 1 Torr of flowing O2 for 15 min immediately prior to growth to remove organic surface 
contaminants [118]. LSCO targets, also prior to growth, were conditioned by slowly 
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ramping the DC sputter current and O2 pressure (PO). For a brand-new target, this 
conditioning would typically involve ~8 hours of pre-sputtering at 50 mA in PO = 0.75 
Torr, followed by stepwise increases in current (~25 mA) and PO (~0.2 Torr) with ~ 1 hour 
of pre-sputtering at each step, up to the final growth current (200 mA) and PO (~1.5 Torr). 
For a previously conditioned target, the pre-sputtering process typically involved a slow 
ramp up to the growth current and PO over ~ 30 min, followed by a ~1 hour pre-sputter at 
growth conditions. The four primary process variables used to optimize LSCO film growth 
were substrate temperature (Tsub), PO, DC sputter current, and target to substrate distance. 
The majority of this thesis focuses on x = 0.5 LSCO films, where these process variables 
have been particularly well optimized [10]. These optimal values are: Tsub of 600 °C, DC 
sputter current of 200 mA, target to substrate distance of 19 mm, and PO that varies for 
each growth, between values of 1.3 and 1.6 Torr, in order to make the DC sputter voltage 
~331 V. Films at other x values were similarly grown at Tsub = 600 °C and DC sputter 
current = 200 mA, however, the target to substrate distance was varied in the 16 - 21 mm 
range and the optimal DC sputter voltage (and thus the PO values) varied between 320 and 
335 V. These process variables were arrived at based on the optimization of these key film 
properties: phase purity, high oxygen content (lowest δ achievable), minimized ρ, 
maximized TC, and lowest surface roughness. Section 2.2 includes details on the 
characterization techniques used for growth optimization. 
2.2 La1-xSrxCoO3-δ film characterization 
In this section I will introduce the basic characterization techniques performed on 
LSCO films prior to EDLT device fabrication. In addition to covering the basic principles 
and capabilities of each characterization technique, I will provide examples specific to 
LSCO film growth optimization to illustrate the features of most interest to this work. 
2.2.1 High-resolution X-ray diffraction 
High resolution X-ray diffraction (HRXRD) was performed on a PANalytical X’pert 
Pro diffractometer. A four-bounce Ge(220) monochromating crystal was used in tandem 
with a Cu X-ray tube source to provide highly monochromated Cu Kα,1 radiation (λ = 
1.54056 Å). Divergence slits of ½° were used on both the source and scattered beams. The 
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resulting angular resolution (combining the angular and spectral divergence) was ~ 0.004°. 
Samples were mounted on the sample holder using double-sided tape. Alignment was 
achieved by optimizing substrate peak intensities. Two primary scan geometries were 
utilized, including specular wide-angle XRD (WAXRD) with rocking curve (RC) analysis, 
and reciprocal space mapping (RSM). 
 
Fig. 2.1. (a) Schematic [10] depicting the angles and degrees of freedom in wide angle X-ray 
diffraction (WAXRD) measurements, with red labels used for the measured angles and italicized 
labels used for axes of motion. (b) A WAXRD scan of scattered X-ray intensity vs. scattering angle 
(2θ) for a 110 Å thick x = 0.5 La1-xSrxCoO3 (LSCO) film grown with high-pressure oxygen reactive 
sputtering on SrTiO3(001) (STO(001)) at 600 °C and optimized process variables. The substrate 
and film peaks are labeled. (c) A WAXRD scan from a 250 Å thick x = 0.5 LSCO film grown on 
STO(001) at 700 °C using conventional reactive sputtering with argon and oxygen partial pressures 
of 50 and 20 mTorr, respectively [119]. (d) A WAXRD scan from 155 Å thick x = 0.5 LSCO films 
grown on STO(001) at 600 °C in oxygen pressure (PO) of 1.3 (blue) and 1.5 (red) Torr. 
The specular WAXRD geometry rotates the sample and detector with respect to the 
incident X-ray beam (ω and 2θ, respectively) in coupled fashion, setting ω = ½(2θ) as 
shown in Fig. 2.1(a) [10]. This orients the scattering vector (Q) perpendicular to the plane 
of the sample, thus probing the crystal planes that lie parallel to the film plane. This scan 
geometry provides a wealth of information, the first of which is phase purity. A typical 
WAXRD scan of scattering intensity vs. 2θ for a x = 0.5 LSCO film grown on STO(001) 
is shown in Fig. 2.1(b). Only (00L) STO substrate and LSCO film peaks are observed, 
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indicating phase purity to the detection limit (~5 %) and (00L) texturing of the LSCO film. 
An example of a non-phase pure LSCO film (grown by reactive sputtering in an Ar/O2 gas 
mixture [119]) is shown in Fig. 2.1(c), where a peak was observed at 42.5° corresponding 
to CoO. The LSCO(002) film peak position (2θ002) was used to determine the LSCO out-
of-plane lattice parameter, cop = λ/sinθ002. The value of cop for optimized x = 0.5 LSCO 
films in the thickness range of 100 – 180 Å on STO(001) was 3.758 ± 0.005 Å. As expected 
for a film under biaxial in-plane tensile strain, this value is smaller than the bulk value 
3.833 Å (i.e., compressed by a value of 1.9 %). For example, films grown at lower PO 
exhibit film peaks shifted to lower 2θ (as shown in Fig. 2.1(d)), yielding a slightly expanded 
cop = 3.770 Å. This increased cop was accompanied by an increase in electrical resistivity 
(discussed in more detail in Section 2.2.5), which is suspected to be a consequence of 
higher VO concentration. The (002) film peak width can be used to calculate a Scherrer 
length, tS, assuming all of the peak broadening comes from the finite thickness of the film 
(i.e., assuming there is no relaxation or microstrain present, which is justified below) using 
the expression 
tS =
0.9λ
Δ(2θ002) cos θ002
                                                              2.1, 
where Δ(2θ) is the full width at half maximum of the (002) film peak and 0.9 is the shape 
factor assumed for these thin films. This value is typically within 10 Å of the thickness 
determined by grazing incidence X-ray reflectometry (reviewed in Section 2.2.2), 
suggesting little microstrain (and thus little strain relaxation) in these films.  The Laue 
oscillations surrounding the film peak (highlighted in Fig. 2.1(d)) indicate low film 
roughness on short lateral scales and can also be used to quantify the film thickness, tf, 
using 
sin θnL =
λ
2tf
 𝑛L                                                             2.2, 
where θnL is the nLth order Laue oscillation. Linear fits to sin(θn) vs. nL were used to extract 
tf, which is typically within 10% of the thickness determined by grazing incidence X-ray 
reflectometry. Finally, the mosaic spread of the LSCO film can be quantified using RC 
scans (data not shown), in which the sample is tilted such that ω ≠ ½(2θ) near diffraction 
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peaks. Typical (002) RC peak widths for LSCO films (0.08°) were similar to that of (002) 
STO RC peak widths (0.05°), indicating the mosaic spreads of the LSCO films were quite 
small and simply matched that of the underlying substrate. 
Finally, RSMs around the (013) substrate and film peaks were used to investigate the 
level of strain relaxation in LSCO films. In this measurement, initial alignment to the (013) 
substrate peak was followed by repeated rocking curves at different 2θ values in order to 
“map” the region of reciprocal space near the (013) substrate and film diffractions. The 
intensity is recorded for different ω and 2θ, then converted to a 2D intensity map as a 
function the in-plane (Q//) and out-of-plane (Q⊥) scattering vector components 
Q
//
=
2π
𝑑010
=
2π
𝜆
[cos ω − cos(2θ − ω)]                                                    2.3 and 
Q
⊥
=
2π
𝑑001
=
2π
𝜆
[sin 𝜔 + sin(2θ − ω)]                                                     2.4, 
where d010 and d001 are the (010) and (001) interplanar spacings, respectively. Fig. 2.2 
shows an example RSM for a 380 Å thick x = 0.5 LSCO film grown on LAO(001). The 
film peak appears at a lower 3/d001 value, consistent with its larger cop (3.890 Å) compared 
to the lattice parameter of LAO (3.789 Å), but appears at the same 1/d100 value, indicating 
it is epitaxially clamped with the same in-plane lattice parameter as LAO. For reference, 
the expected peak location for completely strained and relaxed LSCO is marked on the 
plot. Therefore, this LSCO film does not exhibit any strain relaxation, which was typical 
of all the LSCO films used in this work and is consistent with the absence of microstrain 
in the film peak width analysis mentioned above. 
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Fig. 2.2. Asymmetric reciprocal space maps around the (013) reflection of a 380 Å thick x = 0.5 
LSCO film on LaAlO3(001). The expected positions of the fully strained and fully relaxed LSCO 
reflections are marked and labeled. Clearly, the LSCO film peak lies at the fully strained position 
indicating no strain relaxation in films with thicknesses up to at least 380 Å. 
2.2.2 Grazing incidence X-ray reflectometry 
Grazing incidence X-ray reflectometry (GIXR) was performed on the same 
PANalytical X’pert Pro diffractometer discussed in Section 2.2.1, but with different optics. 
No monochromator was used in order to increase the incident beam intensity, resulting in 
the inclusion of both Cu Kα,1 and Kα,2 radiation with an average effective wavelength of 
1.5419 Å. A 1/32° divergence slit and focusing mirror for collimation were used on the 
incident beam and a 0.1° parallel plate collimator was used on the reflected beam. The 
resulting angular resolution in this configuration was 0.04°. This specular geometry was 
used in a coupled scanning mode (i.e., ω = ½(2θ)). 
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Fig. 2.3. Grazing incidence X-ray reflectivity from a 218 Å thick x = 0.5 La1-xSrxCoO3 film on 
SrTiO3(001). 
A typical reflectivity vs. 2θ for an x = 0.5 LSCO film grown on STO(001) is shown in 
Fig. 2.3. The overall falloff follows the laws of Fresnel reflectivity, which is proportional 
to θ-4, and the different X-ray scattering length density (SLD, ρxray) between the substrate 
and film results in the observed Kiessig fringes. The SLD of a material is related to its mass 
density (ρm) through 
ρ
xray
 = 
ρ
m
Na ∑ bii
∑ mii
  and  bi = relfi                                               2.5, 
where the sums are over every atom in a material’s unit cell, Na is Avogadro’s number, mi 
is the atomic mass of the ith atom, bi is the scattering length contribution from the ith atom, 
rel is the classical electron radius (e
2/(4πε0m0c2) = 2.82 × 10-15 m), and fi is the real part of 
the atomic scattering factor for the ith atom. The Kiessig fringes observed can be used to 
extract the critical angle (θc) and the thickness (t) of the LSCO film using 
𝑛𝐾λ = 2t√sin2 θnK- sin2 θc                                                       2.6, 
where nK is the Kiessig fringe order integer, θnK is the nKth order Kiessig fringe maxima, 
and λ is the X-ray wavelength (1.5419 Å in this case). Maximizing the correlation function 
from a linear fit of sin2θnK vs. nK2 by varying nK of the first fringe observed (may not be nK 
= 1), while constraining the intercept to be larger than zero, provides the film t (from the 
slope) and θc (from the intercept). The intercept must be larger than zero because θc is 
related to the film’s electron density, ρel = πθc2λ-2rel-1. Such GIXR data were typically used 
with Eq. 2.6 to extract film thicknesses for growth rate calibrations. Further information, 
however, such as roughness at the film/substrate interface and the film surface, as well as 
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non-uniform SLD depth profiles of the film, can be extracted using fitting software (e.g., 
PANalytical X’pert Reflectivity or Refl1D). Importantly, in cases where such advanced 
fitting was performed, proper background subtraction was carried out. The non-specular 
background was subtracted by repeating reflectivity vs. 2θ scans with both positive and 
negative ω offsets, and subtracting their average from the zero offset scan (an example is 
shown in Fig. 2.4(a)). The ω offset was chosen such that it was large enough to be off the 
specular reflection peak, but not so large that it wasn’t representative of the actual 
background signal, as shown in Fig. 2.4(b). While such background subtraction was 
necessary to extract accurate film properties in fitting, such as roughness, it was not crucial 
for quick thickness calculations because it does not change the Keissig fringe analysis (Eq. 
2.6). 
 
Fig. 2.4. (a) Grazing incidence X-ray reflectivity from a 95 Å thick x = 0.5 La1-xSrxCoO3 film on 
SrTiO3(001) without non-specular subtraction (“Raw”, black points) and with background 
subtraction (“BGS”, red points). (b) Three characteristic 2θ locations (marked by dotted lines in 
(a)) where omega (ω) scans were performed to determine the ±ω offset of 0.4° used in the BGS 
scan. 
2.2.3 Atomic force microscopy 
Contact-mode atomic force microscopy (AFM) measurements were performed on a 
Bruker Nanoscope V Multimode 8 system to investigate the film surface topography. 
Cantilevers with 8 nm radius tips and force constants ranging between 0.6 and 2 N/m were 
used. Double-sided tape was used to affix the samples to the AFM sample holder. AFM 
height images of two 155 Å thick x = 0.5 LSCO films on LAO(001) are shown in Fig. 2.5, 
with each grown at a different target-to-substrate distance (Z). The surface morphology at 
Z = 19 mm (Fig. 2.5(a)) is clearly smoother than the result at 16 mm (Fig. 2.5(b)). This was 
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quantified by root mean square (RMS) surface roughness analysis, resulting in values of 
0.25 and 0.54 nm at Z = 19 and 16 mm, respectively. While subtle changes in oxygen 
content (observed by lattice parameter and resistivity changes in the film) were 
occasionally observed in target-to-substrate distance studies, minimization of the film 
roughness was typically the driving factor in target-to-substrate distance optimization. 
Therefore, these AFM height images played a key role in optimization of LSCO film 
growths. 
 
Fig. 2.5. Contact-mode atomic force microscopy height images (2.5 × 2.5 µm2) of 155 Å thick x = 
0.5 La1-xSrxCoO3 films on LaAlO3(001) substrates grown at target-to-substrate distances (Z) of (a) 
19 mm and (b) 16 mm. The height scale (center) is the same for both images. 
2.2.4 Magnetometry 
The magnetic behavior of LSCO films was investigated using a superconducting 
quantum interference device (SQUID) magnetometer inside a Quantum Design Magnetic 
Property Measuring System (MPMS) XL. Measurements were performed using the 
reciprocating sample oscillation head option, which has a magnetic moment sensitivity of 
10-8 emu. The MPMS system has a He flow cryostat with sample temperature capabilities 
of 1.8 - 600 K (though the DC sample head and heater probe must be used for T > 300 K) 
and is equipped with a superconducting magnet capable of applying magnetic fields up to 
7 T. Samples were mounted in plastic drinking straws for both in- and out-of-plane sample 
geometries, as shown in Fig. 2.6. The in-plane mounting consisted of placing the sample 
in a straw that was sliced along its length with a Teflon knife, then placing this assembly 
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into an un-sliced straw. The sliced straw reduces its diameter, thus squeezing the sample 
to hold it in place as shown in Fig. 2.6(b). The diameter reduction of one sliced straw was 
typically enough to hold a 5×5×0.5 mm2 sample, but sometimes two sliced straws were 
required. The out-of-plane mounting required 2 slits to be cut into opposite sides of a straw 
and perpendicular to its long axis, allowing a 5×5×0.5 mm2 sample to be slid in as shown 
in Fig. 2.6(b). Kapton tape was then used to keep the sample from sliding out of these slits, 
and long pieces were used to keep the flux from this tape constant in the extraction scans 
performed in the SQUID. Finally, Kapton tape was used to attach the straws to the MPMS 
probe adapter and seal the bottom of the straw (to catch the sample if it fell) for both 
mounting geometries. Note that care was taken to avoid magnetic tools and other 
contamination sources, as they are known to contribute magnetic moments comparable or 
even larger than those of the LSCO films studied here [120]. 
 
Fig. 2.6. (a) Overhead and (b) axial views of the in-plane and out-of-plane mounting system used 
in the MPMS. 
Despite being careful to avoid magnetic contamination sources, some levels were 
unavoidable, particularly with respect to the background signals provided by substrates. 
Fig. 2.7(a) shows the magnetic moment vs. magnetic flux density (B) hysteresis loop for a 
135 Å thick x = 0.5 LSCO film on LAO(001). Using linear fits at high B, the diamagnetic 
contribution of the LAO substrate can be subtracted, as shown in blue in Fig. 2.7(b). The 
magnetization (M), however, was found to have a higher saturation value (Ms) than bulk 
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(1.92 µB/Co) and two apparent coercive fields (Bc) indicated by the “double-loop” shape. 
Subtraction of the hysteresis loop performed at 300 K (well above the LSCO TC ≈ 220 K) 
removes these effects (Fig. 2.7(b), red points) however, suggesting the extra magnetic 
signal is coming from magnetic contaminants with TC well above 300 K. While some of 
this magnetic contamination could be coming from dust particles, it is suspected the film 
growth process introduces most of these magnetic impurities in the substrate (as it is heated 
to 900 °C on a steel heater). This 300-K-backgound-subtraction technique was therefore 
used for most samples to obtain more reliable M calculations. This background subtraction 
technique, unfortunately, does not take into account any temperature dependence of the 
magnetic contamination signal. On other substrates, such as SLAO, this temperature 
dependence is significant, resulting in severe overestimation of M. Other strategies to 
subtract backgrounds in such systems included repeating scans after etching the film away 
with HCl, or simply measuring a blank substrate that went through the growth process 
minus the actual LSCO growth step. All of these background subtraction methods have 
their shortcomings and are continually being improved. 
 
Fig. 2.7. (a) Magnetic moment vs. magnetic flux density (B) for a 135 Å thick x = 0.5 La1-xSrxCoO3 
film on LaAlO3(001) mounted in the out-of-plane geometry at 5 and 300 K in red and blue, 
respectively.  (b) The resultant 5 K film magnetization (M) vs. B calculated after only subtracting 
the diamagnetic background of the substrate (blue) and after subtracting the 300 K scan (red). 
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2.2.5 Electrical transport 
Electrical resistivity (ρ) of LSCO films was measured using the four wire van der Pauw 
technique [121], which utilizes two pairs of leads (source and sense) to eliminate line and 
contact resistances from ρ measurements. The four stipulations of the van der Pauw method 
are (i) contacts must be placed along the edge of a lamellar sample, (ii) the total contact 
area is kept to a minimum (< 10 % of the sample area), (iii) no holes or cracks are present 
in the sample, and (iv) the sample thickness is uniform [121]. For bare LSCO films, 
soldered In or sputtered Mg(5nm)/Au(50nm) contacts were placed on the corners as shown 
in Fig. 2.8. The two resistance configurations (R1 and R2) were used to calculate the LSCO 
film ρ using 
ρ = 
𝜋t
ln 2
𝑅1 + 𝑅2
2
𝑓                                                         2.9 and 
cosh (
𝑅1
𝑅2
− 1
𝑅1
𝑅2
+ 1
ln 2
𝑓
)  = 
1
2
exp (
ln 2
𝑓
)                                             2.10, 
where t is the film thickness and f is the anisotropy factor, which was calculated by 
numerically solving Eq. 2.10. These resistances were measured with either AC or DC, 
depending on the magnitude of the resistance. AC electronics included a Lakeshore 370 
AC resistance bridge and a Linear Research LR700 resistance bridge, both of which were 
operated at 13.7 Hz. DC electronics included Keithley 2400 and 2612B source-measure-
units, as well as a Keithley 220 precision current source in combination with a Keithley 
2000 or 2002 multimeter. Attention was paid to ensure the contact behavior was Ohmic 
and free of self-heating in all cases. Such measurements were performed in a variety of 
cryostats, with temperature capabilities between 1.5 and 300 K, that were equipped with 
either an electromagnet (B up to 2 T) or a superconducting magnet (B up to 9 T). In all 
cases the sample was mounted to the cryostat-specific sample holder using GE varnish, 
with In-soldered gold wires electrically connecting the sample to cryostat wires. 
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Fig. 2.8. Schematic of wiring in a van der Pauw geometry for resistivity measurements. 
As mentioned in Section 2.1.2, LSCO film growth optimization often included ρ 
considerations. In the x = 0.5 case, optimized film growth resulted in a minimized ρ, which 
was accompanied by a maximization of TC, and minimization of both cop and surface 
roughness. Using the 155 Å thick, x = 0.5 LSCO films grown on STO(001) at different PO 
that were shown in Fig. 2.1(d), for example, the 300 K ρ was lower and residual resistivity 
ratio (RRR = ρ(300 K)/ρ(5 K)) was higher for the film grown at higher PO (with the smaller 
cop), as summarized in Table 2.1. 
Table 2.1. Oxygen growth pressure (PO) dependence of the out-of-plane lattice parameter (cop), 
300 K resistivity (ρ), and residual resistivity ratio (RRR) for 155 Å thick, x = 0.5 La1-xSrxCoO3 films 
grown on SrTiO3(001). 
PO [Torr] cop [Å] ρ(300 K) [mΩcm]  RRR 
1.3 3.770 0.38 1.7 
1.5 3.758 0.29 2.5 
2.3 La1-xSrxCoO3-δ device fabrication 
The fabrication process for creating an LSCO EDLT is shown schematically in Fig. 
2.9. Ar ion milling was first used in conjunction with a steel mask to define the LSCO 
channel, which in most cases was 1×1 mm2 on a 5×5 mm2 substrate (other geometries for 
each specific in operando characterization technique are discussed in their respective 
sections below). Milling was performed with a beam voltage of 200 V, current of 70 mA, 
an accelerating voltage of 24 V, and a substrate temperature of 6 °C, where the estimated 
mill rate was ~10 Å/min. Note that this milling process is known to make STO substrates 
conductive by forming VOs [122], thus ruling this them out for LSCO EDLT studies. This 
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effect was not observed on LAO, SLAO, and LSAT substrates. Sputter deposition of Mg(5 
nm)/Pt(50 nm) through a second steel mask then formed the channel and gate electrodes. 
Often, high resistance electrical shorts between the channel and gate electrodes were 
observed, arising from deposition of Mg/Pt on the side of the sample during electrode 
deposition. Sanding the sample sides prior to gel application eliminated such shorts. “Cut 
and stick” ion gels were made [55] by spin-coating on glass wafers from a 1:4:7 (by weight) 
solution of polymer:ionic liquid:solvent, with the polymer being P(VDF-HFP), the ionic 
liquid EMI:TFSI, and the solvent acetone. After spin-coating, the gels were treated in a 
vacuum oven at 70 °C for ~12 hours to remove residual solvent. The gels were then 
transferred to the fabricated LSCO devices by cutting sections from the glass wafers with 
a blade and placing them on the patterned devices using tweezers. Following gel 
application, the samples were quickly cooled below ~275 K to avoid electrochemical 
degradation. Four-terminal resistance measurements on the LSCO channel were made in 
similar manner to those of bare films discussed in Section 2.2.5, and an additional Keithley 
2400 source-measure-unit was used to apply gate voltages and measure displacement 
currents. 
 
Fig. 2.9. Device fabrication schematic for a 1×1 mm2 channel on a 5×5 mm2 substrate. Steps a-c 
are Ar ion milling, electrode deposition, and ion gel application, respectively. The La1-xSrxCoO3 
film, exposed substrate, electrodes, and ion gel are represented by the colors blue, white, yellow, 
and red, respectively. 
2.4 In operando synchrotron X-ray diffraction 
In operando synchrotron X-ray diffraction (SXRD) measurements were performed at 
the 33-ID beamline at the Advanced Photon Source. Similar WAXRD scans to those 
discussed in Section 2.2.1 were taken, one advantage of SXRD simply being its much 
larger X-ray beam intensity. The X-ray beam brilliance (i.e., the number of photons of a 
given wavelength and direction illuminating a given area per unit time) typically 
achievable with 3rd generation synchrotrons is larger than 1018 photons s-1mm-2mrad-2 
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(0.1% BW)-1, where 0.1% BW denotes a bandwidth of 0.001ν centered around the 
frequency ν, which is more than 105 times larger than a typical laboratory X-ray tube 
source. This large intensity proved crucial, as significant signals could be observed through 
the thick overlying ion gels on LSCO EDLTs. A six-circle Kappa-type goniometer with a 
Pilatus II 100 K area detector was used with an incident X-ray energy = 20 keV (λ = 0.62 
Å), and a ~100 µm beam diameter. For these measurements, 3×3 mm2 LSCO channels 
were used on 10×10 mm2 substrates, as shown in Fig. 2.10(a). These larger channels were 
used so that sequential measurements could be performed on different channel areas, as 
repeated scanning caused beam damage (which is discussed in more detail in Chapter 4). 
Also note that the channel electrode geometry in this case consisted of electrodes angled 
toward the corner of the substrate. These electrodes were designed this way to maximize 
the available incident and diffracted beam paths, as the soldered connections could have 
created significant impediments. The sample was mounted to the cold-finger cryostat using 
silver paint (being careful not to create electrical shorts) and the four cryostat wires were 
In-soldered directly to the sample, as shown in Fig. 2.10(b). Note that the cryostat only had 
four wires, making four-terminal channel resistance measurements impossible (at least one 
wire is needed for the gate). Instead, a simple two terminal measurement was performed as 
shown in Fig. 2.10(a). This in situ monitoring of the LSCO channel was used to ensure the 
expected gating effects occurred. Prior to applying the gel, the sample was aligned in the 
X-ray beam in air. For all measurements the sample was in a vacuum (< 10-5 Torr) 
environment and all gate Vgs were applied at temperatures between 280 and 290 K for 30 
min. The measuring temperature for SXRD was 150 K in order to mitigate beam damage 
of the sample, which is discussed in more detail in Chapter 4. 
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Fig. 2.10. (a) Device schematic for a 3×3 mm2 channel on a 10×10 mm2 substrate. The La1-xSrxCoO3 
film, exposed substrate, electrodes, and ion gel are represented by the colors blue, white, yellow, 
and red, respectively. The source drain bias (VSD) and current (ISD) were used to calculate the two-
terminal resistance across the channel (VSD/ISD) and the gate bias (Vg) was applied to both gate pads. 
(b) Photograph of a device mounted on the 33-ID beamline at the Advanced Photon Source. 
2.5 In operando polarized neutron reflectometry 
In operando polarized neutron reflectometry (PNR) measurements were performed on 
the Polarized Beam Reflectometer at the NIST Center for Neutron Research (Chapter 4) 
and the Magnetism Reflectometer at the Spallation Neutron Source at Oak Ridge National 
Laboratory (Chapter 6). Neutron reflectometry principles are very similar to the GIXR 
principles discussed in Section 2.2.1, but with ρxray and bi in Eq. 2.5 replaced by the nuclear 
SLD (ρn) and the neutron scattering length contribution from each atom, respectively. The 
scattering of neutrons is fundamentally different than X-rays, however, with their 
chargeless and massive nature resulting in scattering from nuclei as opposed to electrons. 
Neutrons thus have much higher penetrating power compared to X-rays and a much weaker 
atomic number dependence of bi, leading to higher sensitivity to some lighter elements. In 
fact, unlike the X-ray case where bi can be predicted quantitatively (Eq. 2.5), atomic 
neutron scattering lengths are more difficult to theoretically predict, but can be looked up 
in data tables [123]. The penetrating nature of neutrons proved critical for in operando 
characterization of LSCO EDLTs, as they were able to penetrate the thick overlying ion 
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gels. Further, neutrons possess a magnetic moment, thus making neutron reflectometry 
sensitive to M depth profiles. The magnetic SLD (ρm) is given by 
𝜌𝑚 = CM                                                                  2.11, 
where C (2.853×10-9 Å-2cm3/emu) is a dimensional physical constant that converts 
magnetization to a magnetic scattering length. The manner in which ρm adds to the ρn 
depends on the relative orientation of the film’s magnetization and the spin axis of 
polarization of the incident neutron beam, as well as whether the neutron spin direction is 
preserved (non-spin-flip) or reversed (spin-flip) in the scattering event. For non-spin-flip 
interactions with the neutron polarization in the film plane, ρm is simply additive to the 
nuclear SLD and sensitive to the sample magnetization component parallel (M//) to the 
neutron polarization axis. For spin-flip interactions with the neutron polarization in the film 
plane, ρm is adds to the nuclear SLD in complex fashion and is sensitive to the sample 
magnetization component perpendicular (M⊥) to the neutron polarization axis Note that 
none of the four reflectivity channels are sensitive to any component of M perpendicular 
to the film plane (i.e., parallel to Q). The four possible reflectivity channels are, therefore, 
two non-spin-flip channels (R++ and R--) and two spin-flip channels (R+- and R-+), where 
(+) and (-) indicate the incident (left) and reflected (right) neutron beam polarization. Their 
respective SLDs are given by 
𝜌++ = 𝜌𝑛+𝜌𝑚                                                                   2.12, 
𝜌+ − = 𝜌𝑛 − 𝑖𝜌𝑚                                                                2.13, 
𝜌− + = 𝜌𝑛 + 𝑖𝜌𝑚                                                          2.14, and 
𝜌−− = 𝜌𝑛 − 𝜌𝑚                                                                  2.15. 
In practice, the (+) neutron polarization direction is set parallel to the applied B. 
Furthermore, if measurements are performed in a saturating B, the non-spin-flip 
components vanish (M⊥ = 0). Therefore, by measuring R++ and R-- in saturating in-plane B 
and simultaneously fitting both of these channels using software such as Refl1D, the depth 
profiles of ρn and ρm can be extracted. 
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Fig. 2.11. (a) Device schematic for a 10×5 mm2 channel on a 20×20 mm2 substrate. The La1-
xSrxCoO3 film, exposed substrate, electrodes, and ion gel are represented by the colors blue, white, 
yellow, and red, respectively. (b) Photograph of a device mounted on the sample holder for the 
Polarized Beam Reflectometer at the NIST Center for Neutron Research. 
For the in operando PNR measurements performed on the Polarized Beam 
Reflectometer at the NIST Center for Neutron Research (Chapter 4), 10×5 mm2 LSCO 
channels on 20 × 20 mm2 LAO substrates were used, as shown in Fig. 2.11(a). The LSCO 
channel was offset from the substrate center because the 3 T magnet on the beamline causes 
depolarization of the neutron beam, which is minimized when offset from the center of the 
beam path. The sample was mounted on a borated-aluminum sample holder with silver 
paint, and rigged with the beam mask shown in Fig. 2.11(b). This beam mask was used to 
mask the gate and channel electrodes from the neutron beam. Two 5×5 mm2 exposed LAO 
substrate regions remained in the beam path, however, and had to be included in the 
reflectivity fitting (discussed in Chapter 4). Both non-spin-flip channels were measured in 
specular geometry (with non-specular reflectivity subtracted) using a monochromated 
(4.75 Å) neutron beam at 30 K (well below TC ≈ 220 K) in a 3 T in-plane B. The sample 
was in a vacuum (< 10-5 Torr) environment and all Vgs were applied at temperatures 
between 280 and 290 K for 30 min. An Fe/Si supermirror and an Al-coil spin flipper were 
used to select the spin state of the incident neutron beam either parallel (+) or antiparallel 
(-) to the magnetic field. A second supermirror and flipper assembly were used to select 
the spin state of the scattered neutron beam. The non-spin flip cross sections, (+ +) and (- 
-) are sensitive to the depth profiles of the nuclear scattering length density and the 
projection of the magnetization parallel to the applied field. 
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Fig. 2.12. (a) Device schematic for a 10×5 mm2 channel on a 10×20 mm2 substrate. The La1-
xSrxCoO3 film, exposed substrate, electrodes, and ion gel are represented by the colors blue, white, 
yellow, and red, respectively. (b) Photograph of a device mounted on the sample holder for the 
Magnetism Reflectometer at the Spallation Neutron Source at Oak Ridge National Laboratory. 
For the in operando PNR measurements performed on the Magnetism Reflectometer 
at the Spallation Neutron Source at Oak Ridge National Laboratory (Chapter 6), 5×10 mm2 
LSCO channels on 10×20 mm2 SLAO substrates were used, as shown in Fig. 2.12(a). Note 
that this sample geometry eliminates the exposed substrate regions. The sample was 
mounted on a copper sample holder with GE varnish. In this case, slits on the beamline 
were used to mask the gate and channel electrodes from the neutron beam. Measurements 
were performed at 30 K in a 1 T in-plane B. The sample was in a vacuum (< 10-5 Torr) 
environment and all gate Vgs were applied at temperatures between 280 and 290 K for 30 
min. Both non-spin-flip channels were measured in specular geometry (with non-specular 
reflectivity subtracted). The spallation source produces neutron pulses as opposed to the 
continuous neutron beam produced by the reactor source and the NCNR. Instead of 
determining the neutron wavelength using monochromation, the time at which the neutrons 
arrive at the detector is used to determine that specific neutron’s wavelength (those arriving 
first are traveling faster and have a smaller wavelength). In this case, 30 Hz neutron beams 
were used. With a range of neutron wavelengths arriving with each pulse, only a small 
subset of 2θ values are required to cover the desired Q range.  A typical set of 2θ values, 
wavelength ranges (chosen with choppers on the beamline), and counting times is shown 
in Table 2.2. The corresponding R++ (R-- was left off this plot for clarity) vs. Q subsets that 
were stitched together and the final re-binning of the data are shown in Fig. 2.13. 
56 
 
Table 2.2. Scan parameters used on the Magnetism Reflectometer at the Spallation Neutron Source 
at Oak Ridge National Laboratory (Chapter 6), where 2θ was the detector angle, λ was the center 
wavelength (the typical range was λ ± 2 Å), and ct is the estimated counting time (note that some 
of the large 2θ scans were stopped short of the full ct). 
2θ (°) 0.55 0.55 0.78 1.09 1.52 2.13 2.56 2.98 3.58 4.17 5.02 5.84 
λ (Å) 8.2 5.7 5.7 5.7 5.7 5.7 5.7 5.7 5.7 5.7 5.7 5.7 
ct (min) 20 20 40 60 90 150 210 240 300 360 480 600 
 
 
Fig. 2.13. The ++ channels of reflectivity (R++) vs. scattering vector magnitude (Q) from a 6 unit 
cell thick x = 0.5 La1-xSrxCoO3-δ device at gate bias of -3 V, magnetic field of 1 T, and temperature 
of 30 K (the same data shown in Chapter 6), including the individual subsets at different detector 
angles (2θ) corresponding to the values in Table 2.2 in (a) and the final re-binning of the data in 
(b). 
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Chapter 3: Electrostatic vs. electrochemical doping and control of 
ferromagnetism in ion-gel-gated ultrathin La0.5Sr0.5CoO3-δ 
This chapter is mainly based on the publication “Electrostatic vs. electrochemical 
doping and control of ferromagnetism in ion-gel-gated ultrathin La0.5Sr0.5CoO3-δ” in ACS 
Nano (2016) by Jeff Walter, Helin Wang, Bing Luo, C. Daniel Frisbie, and Chris Leighton, 
adapted with permission from Ref. [124], copyright (2016) American Chemical Society. 
In this chapter, we address the first and third open issues in electrolyte gating discussed in 
Section 1.2.2 (i.e., the poorly understood electrostatic vs. electrochemical gating 
mechanisms in oxide EDLTs and application of electrolyte gating to controlling magnetic 
material properties). Electrolyte gating is applied to ultrathin epitaxial films of 
La0.5Sr0.5CoO3-δ. While this material is heavily hole-doped, and is therefore expected to 
exhibit modest gate-induced changes even in EDLTs, the detailed knowledge of the x-
dependent electronic properties in LSCO (including in ultrathin films) provides an 
excellent platform for an improved understanding of the mechanisms of gating. Careful 
transport studies reveal that the application of negative gate bias leads to a reversible 
resistance decrease, at least to some threshold voltage, consistent with reversible hole 
accumulation, i.e., predominantly electrostatic operation. Application of positive bias, on 
the other hand, immediately leads to large irreversible resistance increases, which 
experiments in inert and O2 atmospheres (supported by atomic force microscopy and X-
ray photoelectron spectroscopy) show unequivocally to be due to VO formation. It is argued 
that this asymmetry in electrostatic vs. electrochemical response can be understood based 
on the known redox instability of this hole-doped oxide, with important general 
implications for p- and n-type oxides. Voltage control of electronic/magnetic properties is 
then demonstrated under hole accumulation, including resistivity, magnetoresistance, and 
Curie temperature, TC. The large anomalous Hall coefficient and perpendicular magnetic 
anisotropy in these LSCO films (which arises due to the use of LAO(001) substrates that 
apply compressive stress) are shown to provide a particularly powerful probe of 
magnetism, enabling direct extraction of the voltage-dependent order parameter and TC 
shift. The latter is found to be 12 K (7 %), which we argue should grow considerably at 
lower x. 
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3.1 Temperature and gate bias windows 
A schematic of the device used in this study is shown in Fig. 3.1(a). Details on LSCO 
growth and device fabrication are included in Section 2.3 but, briefly, 8-unit-cell-thick 
epitaxial films of x = 0.5 LSCO were deposited on LAO(001) substrates via high pressure 
oxygen reactive sputter deposition. At these high x values bulk LSCO is a heavily hole-
doped ferromagnetic metal with TC  250 K and low temperature (T) single crystal 
resistivity, ρ  75 µΩcm [9,88,89,94]. The 8-unit-cell films used here also exhibit 
ferromagnetic metallic behavior, but with TC  170 K and low temperature ρ  175 µΩcm. 
The suppressed TC and increased ρ occur due to the dead-layer effects that suppress 
ferromagnetic/metallic behavior in ultrathin film perovskites. In LSCO we have shown that 
this is due to strain-induced VO ordering, which increases the VO density, thus depleting 
holes [95,107,109]. The small compressive lattice mismatch on LAO(001) (1.2 %) 
minimizes this VO formation/hole depletion (compared to tensile strain on STO(001) for 
example), and these ultrathin film properties thus compare favorably to those on most other 
substrates. Note that ultrathin films are employed here to maximize the effects of surface 
charge density modulation by gating, and minimize current shunting from the sub-surface 
region. In this context, simple estimates of the Thomas-Fermi screening length yield values 
of just 1-3 unit cells in  LSCO50, highlighting the near-surface nature of the induced 
changes in EDLTs. 
 
Fig. 3.1. (a) Side view schematic of the ion-gel-gated electric double layer transistors. “LSCO” 
designates La0.5Sr0.5CoO3-, S/D/Gate are the metallic source/drain/gate electrodes, and Vsd/Vg are 
the source-drain/gate voltages, respectively. The red/blue charges are the cations/anions of the ion 
gel, and the +/– indicate holes/electrons. (b) Molecular structures of the cations and anions in the 
ion gel (EMI:TFSI). (c) Top view device schematic; the LaAlO3(001) substrate measures 5 × 5 
mm2, the LSCO channel 1 × 1 mm2. The color scheme is identical to (a), i.e. blue ion gel, gray 
electrodes, green LSCO, and white LaAlO3 substrate. 
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To form EDLTs, LSCO channels were patterned to 1  1 mm2 using Ar ion milling, 
followed by DC magnetron sputtering of Mg(5 nm)/Pt(50 nm) channel and gate electrodes. 
Mg was chosen for its known Ohmic contact properties with LSCO [95] and Pt was 
selected for the gate due to its large work function, which enhances hole accumulation at 
negative Vg. Immediately prior to loading such channels for measurement, a “cut and stick” 
ion gel [55] consisting of the ionic liquid EMI:TFSI (Fig. 3.1(b)) and the polymer P(VDF-
HFP) was applied to the surface, straddling the channel and gate electrodes (see Fig. 
3.1(c)). These ion gels are a relatively recent advance, providing the benefits of solid-state 
materials while maintaining very high capacitance [55,59,61]. In this case the addition of 
only 20 wt. % P(VDF-HFP) to EMI:TFSI results in a rubbery solid that is easy to handle 
and amenable to a side-gated device architecture (Fig. 3.1(a) and (c)), while maintaining ~ 
90 % of the specific capacitance of the pure ionic liquid. We note that we employ here a 
side-gate geometry (see Fig. 3.1(a) and (c)), which results in relatively slow gating 
dynamics, as returned to below. 
The first set of transport measurements performed (Fig. 3.2) aimed to establish the T 
window over which gating is effective. In ionic-liquid- or ion-gel-based EDLTs a lower 
limit for gating exists due to the ionic mobility diminishing on cooling, bounded in pure 
ionic liquids by the freezing point. Below this the electric field in the EDL is frozen-in and 
cannot typically be dynamically tuned; rewarming above the freezing point is required to 
change the Vg-controlled surface carrier density. Particularly in oxide devices, literature 
observations suggest that operation at too large a T is also problematic, due to deleterious 
electrochemical reactions [37]. To probe this possibility in our case, the time (τ) 
dependence of the LSCO channel resistance drift (ΔR/R0) at Vg = 0 was measured between 
200 and 300 K, the inset to Fig. 3.2(a) showing an example at 298 K. Even without 
application of bias the channel resistance drifts upwards linearly with t (the solid line is a 
fit to ΔR/R0 = A(T)*τ), which is taken as an indication of continuous degradation of the 
LSCO. The T dependence of the drift rate A is plotted in the main panel to Fig. 3.2(a), 
showing that this degradation is slowed dramatically by cooling. It should be noted here 
that even at Vg = 0 the band alignment in these Pt/ion gel/LSCO devices may result in a 
built-in electric field at the ion gel/LSCO interface, potentially accelerating 
electrochemical reactions. Further insight into this electrochemical degradation is provided 
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below, although we note immediately that reduction of the LSCO would be qualitatively 
consistent with the positive drift in ΔR/R0. In any event, Fig 3.2(a) demonstrates that this 
degradation can be effectively mitigated by cooling, ΔR/R0 falling to < 0.5 %/hr at 275 K. 
All data in this paper were thus taken after rapid cooling to 275 K or below. 
 
Fig. 3.2. Temperature (T) dependence of (a) the zero bias resistance creep coefficient, A, (b) the 
long time (τ) gate leakage current (Ig,τ→∞) at Vg = -1 V, and (c) the deduced injected hole density, 
p, at Vg = -1 V. The parameter A is defined in the inset to (a), which shows the time dependence of 
the relative resistance change R/R0 at 298 K. The insets to (b) and (c) show the time dependence 
of Ig and p, respectively, due to a Vg step from 0 to -1 V at 260 K. The shaded yellow region marks 
the optimal temperature window for gating. 
In order to establish the lower bound for the effective T window for gating, a simple 
probe of ion mobility was performed. This was achieved by abruptly stepping Vg from 0 to 
-1 V at a given T then measuring the subsequent time evolution of the gate current, Ig. An 
example is shown in the inset to Fig. 3.2(b) at T = 260 K, the initial current (essentially the 
gate displacement current) gradually falling off to a constant in the long time limit (Ig,τ→∞). 
As shown in the main panel of Fig. 3.2(b), Ig,τ→∞ is strongly T-dependent, rising above  
230 K, but remaining below 1 nA even at 275 K. We associate this current with the onset 
of ionic mobility near 230 K. That this mobility is sufficient to enable accumulation of 
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large charge densities at the LSCO surface in reasonable times (< 10 min) is confirmed in 
Fig. 3.2(c), which plots the transferred charge normalized by the channel area (Ac), which 
we denote by 
 p = -
1
eAc
∫ Igdτ
 10 min
0
                                                    3.1. 
An example is shown in the inset to Fig. 3.2(c) at 260 K, where p saturates at ~ 0.7  1014 
cm-2 after application of -1 V. The main panel to Fig. 3.2(c) reveals that p indeed turns on 
quickly above  230 K, consistent with Fig. 3.2(b), establishing the lower T bound for 
effective gating. As indicated by the shaded yellow region in Fig. 3.2, the effective T 
window for electrolyte gating in these LSCO/EMI:TFSI devices is thus between  230 and 
275 K. Use of larger magnitudes of negative gate biases than -1 V does not effect this 
window.  
With the T window established, attention was turned to the response to Vg, the goal 
being to understand the limits for electrostatic vs. electrochemical operation. One simple 
approach is to probe the reversible and irreversible responses of the channel resistance, R, 
to application and removal of various magnitudes and polarities of Vg. This was initially 
done in vacuum (< 10-4 Torr), the concept being that any Vg application resulting in VO 
formation in LSCO (an obvious possibility given prior work) is likely to create an 
irreversible R change in such a low O2 pressure environment. Vg(τ) profiles designed to 
probe this are shown in Fig. 3.3(a), where Vg is stepped from 0 to -1 V (red curve), 0 to -
3.5 V (blue curve), and 0 to +0.5 V (green curve) for 30 mins, before returning to 0 V. The 
corresponding changes in LSCO channel resistance (ΔR) at T = 260 K are shown in Fig. 
3.3(b). R indeed decreases upon application of Vg < 0 (i.e., ΔR is negative), with the 
magnitude of ΔR increasing from -1 to -3.5 V, consistent with accumulation of additional 
holes at the LSCO surface. At this temperature, ΔR reaches -16.6 % at Vg = -3.5 V after 30 
mins. In terms of dynamics, the responses seen here are relatively slow, consistent with 
other ionic liquid/gel studies employing low temperatures to minimize degradation [37], 
likely exacerbated in our case by the side-gate geometry. While for Vg = -1 V (red curve) 
the resistance change is completely reversible (i.e., ΔR quickly returns to zero after Vg 
removal), after the application of -3.5 V (blue curve) the resistance recoils to a positive R 
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when Vg is removed, i.e., the channel resistance is irreversibly increased by application and 
removal of Vg. We thus parameterize the channel response to Vg in terms of a gate-induced 
resistance change, ΔRgate, and an irreversible resistance change after removal of the bias, 
ΔRirrev, as illustrated in Fig. 3.3(b). For the Vg = + 0.5 V case, i.e., positive bias, the 
resistance increases on gate application, as expected, but again does not return to the 
starting value after bias removal; ΔRirrev is again present and is positive. 
 
Fig. 3.3. Time dependence of (a) gate voltage (Vg) and (b) the resistance change, ΔR, due to gate 
bias steps from 0 to -1 to 0 V (red), 0 to -3.5 to 0 V (blue), and 0 to +0.5 to 0 V (green). Vg 
dependence of (c) the reversible gate-induced resistance change, (ΔR)gate, and (d) the irreversible 
resistance change, (ΔR)irrev; blue dashed lines are guides to the eye. Definitions of (ΔR)gate and 
(ΔR)irrev are illustrated in (b) for the Vg = -3.5 V curve (blue). All data were taken at 260 K and Ptot 
< 10-4 Torr. The dashed vertical lines in (c) and (d) separate Regimes I, II and III. 
The Vg dependences of ΔRgate and ΔRirrev are shown at 260 K in Fig. 3.3(c) and (d), for 
both bias polarities. It should be noted here that, generally, channel resistance lowering for 
Vg < 0 could be interpreted electrostatically, in terms of hole accumulation, or 
electrochemically, in terms of oxidation (e.g., annihilation of VO’s, or even formation of O 
interstitials [125]). Conversely, resistance increases at Vg > 0 could be interpreted 
electrostatically, in terms of hole depletion (electron accumulation), or electrochemically, 
in terms of reduction (i.e., VO creation). What is actually observed in Fig. 3.3(c) and (d) is 
three distinct regimes of operation, and a strong asymmetry between positive and negative 
Vg. The simplest regime occurs at small negative gate bias, -2 V < Vg < 0 V, which we label 
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Regime II. In this regime ΔRgate increases in magnitude with increasingly negative Vg, with 
negligible ΔRirrev in these in vacuo experiments. Given the relatively rapid and largely 
reversible response, we associate this regime simply with hole accumulation, i.e., 
predominantly electrostatic operation. Further evidence of electrochemical inactivity in 
this regime is provided below. Larger negative biases (Vg < -2 V) induce entry into Regime 
I, which is characterized by significantly larger magnitudes of ΔRgate, but also non-
negligible ΔRirrev. At -3.5 V for instance, an R change of -16.6 % is achieved, but with an 
irreversible increase of 11 % after removal of Vg. This irreversibility at sufficiently negative 
Vg is of course suggestive of electrochemical effects, for which we present further evidence 
below. We note for now, however, that in terms of LSCO redox reactions, enhanced 
negative ΔRgate would require gate-induced oxidation beyond the initial formal Co valence 
of 3.5+. Given the instability of Co4+ in the octahedral environment in perovskites, which 
is responsible for facile VO formation in LSCO at x > 0.5 [98,99,126], this is indeed likely 
to result in electrochemical instability after removal of Vg, consistent with the positive 
ΔRirrev. Unlike the transition between Regimes I and II, the transition to Regime III (Vg > 
0) is abrupt. Specifically, essentially any Vg > 0 induces a regime in which essentially all 
of the gating effect is irreversible, i.e., ΔRgate ≈ ΔRirrev. R does increase with Vg, as expected 
for hole depletion, but the strong irreversibility clearly suggests the formation of VOs, 
further supported by measurements presented below. 
3.2 Gas environment dependence 
Summarizing Fig. 3.3(c) and (d), three regimes exist. In Regime I (Vg < -2 V) a 
significant gating effect is found, of the expected polarity, but with substantial 
irreversibility after Vg removal in vacuo, suspected to be due to electrochemistry. In 
Regime II (-2 V < Vg < 0 V), completely reversible gate effects are observed, in accord 
with simple electrostatic operation. Finally, in Regime III (Vg > 0 V) highly irreversible 
gate-induced increases in R are found, likely due to VO creation. In order to confirm the 
suspected roles of Vg-induced redox electrochemistry, measurements were performed in 
other environments. Specifically, Fig. 3.4 shows transport data (i.e., ΔRgate(Vg) and 
ΔRirrev(Vg)) taken in both inert (Ar and He) and O2-rich environments, a temperature of 275 
K being selected to enhance effects due to electrochemical reactions. In each case the total 
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pressure was 1 atm, pure in the cases of Ar and He, and 50 % O2 / 50 % He for the O2-rich 
case. The first noteworthy point is that the responses seen in Ar and He are not only similar 
to one another, but also similar to vacuum. The same three Vg regimes are in fact present: 
Small negative Vg induces a small negative R change with negligible irreversibility after Vg 
removal, larger negative Vg induces larger R decreases but with significant irreversible R 
increase after Vg removal, and essentially any positive Vg induces large, predominantly 
irreversible R increases. While some quantitative differences between Ar and He are 
apparent, particularly at positive bias, these are within sample-to-sample variations at 275 
K, where the Vg-induced electrochemical effects are strong. We view it as unsurprising that 
some level of variance in results is obtained in positive bias, under reducing conditions, at 
elevated temperatures. 
 
Fig. 3.4. 275 K gate voltage dependence of (a) (ΔR)gate, and (b) (ΔR)irrev, in Ar, He, and O2 (green, 
blue, and red, respectively) atmospheres. The total pressure for all cases was 1 atm; pure in the 
cases of Ar and He, whereas the O2 case was 0.5 atm of O2 and 0.5 atm of He. The inset shows the 
T dependence of the coefficient A in He and O2. (c) Arrhenius plot of the temperature dependence 
of the zero gate bias resistance drift (A(T) in ΔR/R0 = A(T)*time) in both He and O2 atmospheres,  
from the inset of panel (a). The corresponding activation energies, Ea, in each case (0.63  0.03 eV 
and 0.54  0.05 eV for He and O2 respectively) are labelled on the plot. 
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Significant differences are observed in an O2-rich environment, however. Specifically, 
the high Vg response in ΔRgate is suppressed for both polarities, accompanied by a 
substantial widening of the Vg window over which ΔRirrev is negligible. This window in 
fact widens to -3 V < Vg < +1 V (from -2 V < Vg < 0 V in vacuum), strong evidence that 
O2 suppresses the relevant electrochemical reactions. Specifically, we propose that under 
large negative Vg the availability of oxygen suppresses VO formation after removal of the 
gate bias, while for positive Vg the presence of oxygen suppresses VO formation during 
application of the bias. As in prior work [50–52], these mechanisms rely on oxygen 
diffusion through the ionic liquid/gel. As a final piece of evidence for the role of redox 
electrochemistry, in the inset to Fig. 3.4(a) we show the equivalent of Fig. 3.2(a) (i.e., Vg = 
0 channel resistance drift data), taken in both He (blue) and O2-rich (red) environments. 
The presence of O2 suppresses the zero bias R drift by a factor of ~2, strong evidence that 
the degradation in channel resistance at elevated T is indeed due to VO formation. Although 
the T range probed is modest, the drift rate (A) follows Arrhenius behavior, as shown in 
Fig. 3.4(c); the activation energy shifts from 0.63  0.03 eV in He to 0.54  0.05 eV in O2. 
3.3 Ex situ characterization 
With the division between electrochemical and electrostatic gate response better 
understood, the impact on LSCO surface morphology was probed via contact-mode atomic 
force microscopy (AFM), performed before and after Vg application (Fig. 3.5). Fig. 3.5(a) 
first shows the as-grown LSCO surface before application of an ion gel, which presents 
unit-cell-high step edges separating ~150-nm-wide atomically-smooth terraces. Fig. 3.5(b) 
shows the morphology after application of the gel, maintaining Vg = 0 at 260 K, then 
subsequently removing the gel with tweezers and sequential sonication in acetone and 
methanol. Aside from minor degradation, minimal changes in morphology are observed. 
After the application of Vg = -3.5 V and subsequent gel removal, however, a distinct 
morphology change is observed, particles of diameter 100 nm forming on an otherwise 
unperturbed LSCO surface. As supported by spectroscopic results below, we believe this 
debris to be remnant ion gel; that there is higher surface coverage of this residual gel in 
Fig. 3.5(c) compared to (b) suggests stronger interaction between the gel and LSCO film 
under larger negative Vg. 
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Fig. 3.5. Contact mode atomic force microscopy (AFM) height images (2.5 × 2.5 µm2) of the 
surfaces of an LSCO channel (a) before application of the ion gel, (b) after applying the gel but 
maintaining Vg = 0, (c) after applying Vg = -3.5 V, and (d) after applying Vg = +2 V. The height 
scale (center) is the same for all images. All gate voltages mentioned were applied at 260 K. 
Consistent with the data of Fig. 3.3 and 3.4, it is application of positive bias (Vg = +2 
V, Fig. 3.5(d)) that induces the most dramatic changes. In this case conspicuous differences 
in morphology occur after gating, the LSCO developing an inhomogeneous porous 
structure, with pits of diameter 50-200 nm. While an accurate determination of the average 
depth of these is difficult with contact-mode AFM, our best estimate lies at 3.1 nm, 
indistinguishable from the film thickness (8 unit cells, 3 nm), suggesting that the pits 
penetrate the entire film. Given the conclusions above regarding large irreversible R 
increases and VO formation at positive Vg, we associate these pits with local regions that 
have undergone particularly strong reduction, eventually leading to etching. The areal 
density of the pits from AFM is ~108 cm-2 which we note is (a) similar to typical dislocation 
densities in complex oxide substrates [127], and (b) similar to the etch pit density, and thus 
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inferred threading dislocation density, found from experiments on the specific substrates 
used here. The latter employed a 3 M nitric acid solution, generating an etch pit density of 
~108 cm-2 after 1 hour at 95°C. It is thus plausible that the pits in Fig. 3.5(d) are associated 
with enhanced electrochemical etching at dislocations. While electrochemical etching with 
ionic liquids has recently been reported to modify the superconducting transition 
temperature via thickness reduction in FeSe films [128], little appears to be known about 
etching mechanisms, lateral uniformity, etc. Further work in this area would be beneficial. 
Continuing with structural and chemical characterization before and after Vg 
application, Fig. 3.6 shows X-ray photoelectron spectroscopy (XPS) data from the same 
devices highlighted in Fig. 3.5. Wide binding energy (BE) range scans of each film (i.e., 
no gel applied; gel applied, Vg = 0; Vg = -3.5 V; Vg = +2.0 V) were first recorded, and are 
shown in Fig. 3.6(a-d). Peaks from LSCO are labeled in red, the gray labels corresponding 
to contaminants, specifically Pt, In, C, and F. While Pt, In, and C are attributable to the 
contact pads, residual In solder from those pads, and atmospheric exposure, respectively, 
the F 1s peak at 684 eV is of higher interest. This peak appears only after gel application 
and removal (compare Fig. 3.6(a) with 3.6(b-d)). Given that both the TFSI anion and 
P(VDF-HFP) polymer in the ion gels used here contain F, we ascribe this to the residual 
ion gel suggested from the AFM images in Fig. 3.5(b) and (c). 
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Fig. 3.6. X-ray photoelectron spectroscopy (XPS) survey scans of an LSCO channel (a) before 
application of the ion gel (black), (b) after applying the gel but maintaining Vg = 0 (green), (c) after 
applying Vg = -3.5 V (blue), and (d) after applying Vg = +2 V (red). All gate voltages mentioned 
were applied at 260 K. Peaks due to atomic constituents in the film are labelled in red and those 
from contact electrodes or contamination are labelled in gray. High resolution XPS scans of the Co 
2p, Sr 3d, and O 1s peaks are shown in panels (e), (f), and (g), respectively, with the same color 
scheme as panels (a)-(d). Panel (g) includes an XPS spectrum on the O1s edge of a LaAlO3(001) 
substrate in magenta for reference. 
Moving on to the peaks from LSCO, Fig. 3.6(e-g) show higher resolution scans around 
the Co 2p, Sr 3d, and O 1s peaks, respectively, with the intensities normalized to La 3d. In 
all cases only minor differences are observed between films with no gel applied (black 
curves) and films exposed to a gel at Vg = 0 V (green curves). This is unsurprising given 
the above transport and AFM. Also consistent with the above findings, the situation 
changes markedly after application of Vg = +2 V (red curves). In this case Fig. 3.6(e) and 
(f) show large reductions in the Co 2p and Sr 3d intensities (again, relative to La 3d), which 
we attribute to electrochemical etching of significant fractions of the LSCO, thus exposing 
the LAO substrate. This is consistent with the porous morphology shown in Fig. 3.5(d), 
although we note that such strong Co and Sr signal reductions indicate some etching over 
the whole area of the film, in addition to the pits. The O 1s spectrum in the Vg = +2 V case 
(Fig. 3.6(g)) is also consistent with these arguments, particularly in that the spectrum 
becomes similar to that of LAO, which is shown in Fig. 3.6(g) for comparison. Considering 
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next Vg = -3.5 V (blue curves in Fig. 3.6(e-g)), we find that the Co 2p and Sr 3d signals are 
again diminished with respect to as-grown LSCO (albeit less so than at + 2V), potentially 
due to the La2O3 surface segregation observed by Lang et al. after application of Vg < 0 in 
La1/3Sr2/3FeO3 films [67]. In terms of the response of the O 1s signal to Vg = -3.5 V (Fig. 
3.6(g)), the primary observation is the enhancement of the 532 eV peak at the expense of 
the 529 eV intensity. We note that the peak at 532 eV is generally assigned to surface-
bonded O species (e.g., hydroxides, carbonates, etc.), whereas the peak at 529 eV is 
typically assigned to O in a solid-state crystalline environment [129–131]. Within this 
interpretation the increased intensity of the 532 eV peak after application of Vg = -3.5 V 
could be linked to the increased density of surface particles seen in Fig. 3.5(c). These may 
also contain LSCO decomposition products generated in the electrochemical degradation 
that occurs after removal of the negative Vg. As a final comment on XPS, we note that the 
observed changes in O 1s spectra, both the increased intensity of surface-bonded O from 
ion gel/LSCO decomposition products after negative biasing and the substrate exposure 
after positive biasing, are consistent with the findings of Bubel et al. in ionic liquid gating 
of NdNiO3 [49]. 
3.4 Implications of bias-polarity-dependent gating mechanism 
Before moving on to Vg control of transport and magnetism in LSCO, it is worthwhile 
to consider the general implications of the above findings, particularly the asymmetry in 
electrostatic vs. electrochemical response with respect to Vg polarity (Fig. 3.3 and 3.4). 
LSCO at x = 0.5 is interesting in this regard as it is a heavily hole-doped oxide on the verge 
of redox instability. This is because as x is increased in LSCO the substitution of Sr2+ for 
La3+ leads to progressive oxidation of Co from 3+ towards 4+ formal valence. Co4+ is 
unstable in the octahedral environment in perovskites, however, as evidenced by the fact 
that SrCoO3 can only be stabilized under high O pressure or by electrochemical 
means [99,126]. At some threshold average valence (at a fixed temperature and O2 
pressure), VO formation thus becomes facile, with small formation enthalpy [98]. We 
believe that this instability towards VO formation, which is particularly strong in high x 
LSCO, but common to some extent in many oxides, is responsible for the asymmetry in 
electrostatic vs. electrochemical response seen in Fig. 3.3 - 3.6. Specifically, under positive 
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Vg the redox instability renders VO formation strongly favored over hole depletion, whereas 
under small negative Vg hole accumulation is favored over VO annihilation. At larger 
negative Vg the increase in Co formal valence pushes the system beyond electrochemical 
stability, and VO formation thus occurs after Vg removal, leading to the observed 
irreversibility. We note for completeness that the true situation in LSCO may involve O 2p 
holes in addition to/rather than Co4+ (a negative charge transfer gap has been suggested, 
and Co-O hybridization is significant) [97], but this does not substantially alter the above 
arguments. 
Interesting in terms of prior work is to project this understanding onto other systems, 
particularly undoped perovskites such as STO. In that case VO formation energies are also 
low, the difference being that while n-doping is facile (the mobility of electrons in the t2g-
derived conduction band is high, particularly at low T), p-doping is not [132]. Gating can 
therefore only be achieved under electron doping (positive Vg), where the system is most 
prone to electrochemistry (VO formation). It is thus possible that oxides that can be hole 
doped are intrinsically simpler to work with in EDLTs (in terms of electrostatic operation) 
than those that typically only support n-type conduction, e.g., STO, TiO2, and 
VO2 [32,38,42,50–52]. Further experiments along these lines would clearly be worthwhile. 
Low x LSCO is one prospect for such, as the VO formation energy can be controllably 
increased. 
3.5. Electrostatic control of ferromagnetism in initially ferromagnetic films 
We now progress to the electrolyte gate control of the electronic and magnetic 
properties of these LSCO films, which, given the above, we confine to Vg < 0. Between Vg 
= 0 and -2 V this gating is expected to be electrostatic and reversible. While larger negative 
Vg will induce irreversibility after removal of the voltage, these larger negative biases can 
still be used to probe the extent of modulation of electronic/magnetic properties, provided 
that |Vg| is incrementally increased without returning to 0 V. The data shown in Fig. 3.7 
were acquired in this mode. Specifically, Vg = 0 was first applied at 260 K then the system 
was cooled to 5 K before acquiring data on warming. After returning to 260 K the gate bias 
was then stepped to -1 V, followed by cooling and acquiring data, then rewarming to 260 
K and increasing |Vg|, eventually reaching -4 V. 
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Fig. 3.7. Temperature dependence of (a) the zero field channel resisitivity, ρ, and (b) the low field 
(remanent) transverse conductivity, σxy, at Vg = 0, -1, -2, -3, -3.5 and -4 V (i.e., six curves). More 
detail on the measurement in (b) is provided in Fig. 3.9. The insets to (a) and (b) show dρ/dT and 
d2σxy/dT
2, respectively. Also shown are the 10 K out-of-plane magnetic field (H⊥) dependence of 
(c) the magnetoresistance, MR, and (d) σxy, at Vg = 0, -1, -2, -3, -3.5 and -4 V, (i.e., six curves). 
Considering first the T dependence of the channel resistivity, the zero gate bias ρ(T) 
shown in Fig. 3.7(a) is consistent with prior measurements of 8 unit-cell-thick films on 
LAO(001). Metallic behavior is observed, with positive temperature coefficient of 
resistance (i.e., dρ/dT > 0), a residual resistivity ratio near 2, ρ(10 K)  175 µΩcm, and an 
inflection in ρ(T) near TC (~170 K). With application of Vg the channel resistance is lowered 
due to hole accumulation, the magnitude of the gate-induced change being relatively 
weakly T dependent. (Note that Fig. 3.7(a) actually plots the resistivity, ρ(T), determined 
from R(T) using the film thickness. The gate-induced changes likely do not extend over the 
entire thickness, but relative comparisons of ρ(T) among various Vg’s remain valid). 
Between 0 and -4 V the channel resistivity change amounts to -7.3 % at 250 K, increasing 
to -18.2 % at 5 K. Detailed analysis of the Vg-induced difference in ρ (Fig. 3.8) does reveal 
some distinct features in the T dependence, the magnitude of resistivity modulation 
reaching maxima at T = TC and as T → 0. As discussed in the caption of Fig. 3.8, we 
associate this with enhanced ρ in these regions due to spin disorder; the Vg-induced 
resistivity difference and magnetic field (H) induced resistivity difference (i.e., the 
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magnetoresistance, MR) are thus correlated. In terms of the overall magnitude of the Vg-
induced ρ change (-18.2 % at 5 K under Vg = -4 V), we note that this is modest, consistent 
with the high hole density metallic starting point. 
 
Fig. 3.8. Temperature dependence of the change in resistivity, ΔρH, for a 9-unit-cell-thick LSCO 
film grown on a LaAlO3(001) substrate upon applying a 90 kOe in-plane magnetic field, HIP, with 
the current flowing perpendicular to HIP. The strongest effects occur around TC (due to spin 
disorder) and as T → 0 (due to the inter-cluster magnetoresistance discussed in the paper (also a 
form of spin disorder)). (b) Temperature dependence of the change in resistivity, ΔρVg, for the 8 
unit cell thick LSCO film (Fig. 3.7(a)) upon application of Vg = -1, -2, -3, -3.5 and -4 V. ΔρVg is 
relatively temperature independent except near TC and at low T. A very similar shape is found in 
(a), indicating that the field-induced and voltage-induced changes are correlated. In essence the 
largest doping response occurs in the T regions with strongest spin-dependent resistivity. Note that 
because the film in (a) is slightly thicker, its TC is slightly higher than in (b), thus causing the peak 
in ΔρH to shift to a slightly higher T. 
The inflection in ρ(T) in LSCO is known to occur close to, but just below TC, and is 
thus a good indirect indicator of any shift in the magnetic ordering temperature [94]. This 
is probed in detail in the inset to Fig. 3.7(a), which shows the Vg dependence of dρ/dT from 
150 to 190 K. The spin disorder scattering peak is seen to shift upwards by 12 K from Vg 
= 0 to -4 V, suggesting a gate-induced TC increase of 12 K, further confirmed below via 
anomalous Hall effect. Continuing with resistivity analysis, another indication of Vg-
induced modification of electronic properties is provided by ρ(H), i.e., the MR. As shown 
in Fig. 3.7(c), at Vg = 0 these ultrathin LSCO films exhibit a strong hysteretic negative MR 
in fields perpendicular to the plane (H⊥), related to dead layer effects. Specifically, and as 
discussed in prior work on STO(001)/LSCO [95,107], the strain-induced VO 
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ordering [109] in this system leads to VO accumulation near the substrate interface, 
reducing the effective doping, xeff. At some thickness this is reduced to the point that it falls 
below the xeff = 0.22 critical level [88] for the loss of phase-pure ferromagnetism in LSCO, 
leading to the nanoscale magneto-electronic phase separation that characterizes the low 
doping regime of this material [9,88,89,94,95,107]. This phase separation is interface-
induced in this case, the dead layers being composed of nanometric ferromagnetic metallic 
clusters in a non-ferromagnetic semiconducting matrix [95,107]. Transport between such 
clusters is strongly H-dependent, leading to a hysteretic negative MR characteristic of the 
magnetically phase-separated state [95,107]. Of highest interest here, we find that this 
inter-cluster MR is significantly suppressed (by about a factor of 2) by application of Vg = 
-4 V (Fig.3.7(c)). This indicates suppression in the dead layer (i.e., non-ferromagnetic) 
thickness in response to gate-induced holes, consistent with the strengthening of the 
ferromagnetic state seen from the TC increase (Fig. 3.7(a)).      
One potential route to more direct information on the Vg response of the magnetism in 
these ultrathin films is the use of the anomalous Hall effect (AHE). This is particularly 
attractive in LSCO due to the large anomalous Hall conductivity (σAH ≈ 40 S/cm) [133], 
and perpendicular magnetic anisotropy, which generate a large low field AHE signal, easily 
separable from the ordinary Hall effect. In this case the transverse (Hall) resistivity, ρyx, 
can be written [96]  
ρ
𝑦𝑥
= 𝑅𝑂μ0𝐻⊥ + 𝑅𝐴𝐻μ0𝑀                                3.2, 
where 0 is the permeability of free space, RO is the ordinary Hall coefficient, RAH is the 
anomalous Hall coefficient, and M is the magnetization. Due to the large hole density and 
RAH in LSCO, Eq. 3.2 reduces to ρyx ≈ RAHµ0M at the fields of interest here. Using the 
definition of transverse conductivity, σxy, and that RAH  σAH, we then obtain 
σ𝑥𝑦 = ρ𝑦𝑥/ρ𝑥𝑥,0
2 ∝ σ𝐴𝐻𝑀             3.3, 
where ρxx,0 is the zero field resistivity. At fixed T and Vg, σAH is constant, and we can thus 
use σxy as a direct probe of M. This is illustrated in Fig. 3.7(d), where σxy(H) at 10 K is 
shown as a function of Vg, revealing clear, square, hysteresis loops. Consistent with the 
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MR in Fig. 3.7(c), the coercivity is found to be 7 kOe, independent of Vg. This indicates 
that the coercivity of the conductive region probed in transport (i.e., the film surface region) 
is doping independent, consistent with the coercivity of bulk LSCO at doping levels above 
percolation (xeff > 0.18) [94].  
While the coercivity from Fig. 3.7(d) is independent of Vg, the magnitude of σxy is not, 
the zero field σxy increasing from 35 to 44 S/cm from Vg = 0 to -4 V. While it is tempting 
to interpret this as a Vg-induced increase in saturation magnetization, this is complicated 
by the Vg-induced decrease of ρxx,0, which also increases σxy. The Vg control over TC can 
nevertheless be directly verified using the AHE, as shown in Fig. 3.7(b). In this figure we 
isolate the zero H (i.e., remanent) σxy(T) by cooling in +90 kOe, reducing the field to a 
small nominal value (+50 Oe, maintained to avoid remnant field effects), measuring ρyx(T) 
on warming, and then repeating for negative cooling and measuring fields. We then plot 
the remanent σxy = [ρyx(T, +50 Oe) - ρyx(T, -50 Oe)]/2[ρxx(T, 0)]2, generating the curves 
shown in Fig. 3.7(b) as a function of Vg. (More details are provided in Fig. 3.9 and its 
caption). A downturn in σxy is observed at low T, perhaps reflecting a competition between 
in-plane and perpendicular magnetic anisotropies, but, most importantly, σxy(T) indeed 
reveals a ferromagnetic order parameter shape as T → Tc-, demonstrating the power of this 
type of AHE measurement. The deduced increase in TC under Vg = -4 V is thus directly 
verified, most clearly in the inset, where d2σxy/dT2 at various Vg is shown from 150 to 190 
K. The observed 11.4 K shift in TC is in good agreement with the inset to Fig. 3.7(a), albeit 
with the spin disorder peak in dρ/dT systematically down-shifted from the more accurate 
measure of TC provided by the AHE. 
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Fig. 3.9. Temperature dependence of the low field ρyx (no background subtraction) after cooling in 
positive and negative magnetic fields (HFC = ±90 kOe), as used to calculate σxy(T) in Fig. 3.7(b). 
Data are shown for Vg = 0, -1, -2, -3, -3.5 and -4 V. For HFC = +90 kOe the magnetic field was 
reduced to +50 Oe while measuring ρyx on warming, whereas for HFC = -90 kOe the magnetic field 
was reduced to -50 Oe for the measurement. The small measuring fields of ±50 Oe were favored 
over the zero field (remanent) case to avoid the experimental problem of unknown remanent 
magnetic fields in the superconducting magnet after reducing the magnet current to zero. 
It is worthwhile to place the TC shift observed (12 K, or 7 %) in the context of prior 
work on perovskite ferromagnets. In this regard the most comparable results we are aware 
of are the 10 K shift in electrolyte-gated La0.8Ca0.2MnO3 [33], and the 40 K shift in 
ferroelectric-gated La0.8Sr0.2MnO3 [134]. In these cases, however, the ρ values were 50 
mΩcm, over two orders of magnitude higher than the LSCO studied here. A 12 K Curie 
temperature shift can thus be viewed quite positively given the expectation of strengthening 
gate effects with increasing ρ. An important element in further quantification is an estimate 
of the actual induced surface hole density. Previous ion gel gating studies on other materials 
achieved this via integration of Ig, extending the data of Fig. 3.2(c) to all Vg’s [53]. Attempts 
to do this in the current devices generated unphysically large areal hole densities at high 
Vg, however, likely due to parasitic capacitance in the side-gated geometry. Top-gate 
devices are thus desirable, but formation of the gate electrode on the ion gel is not 
conducive to the rapid cooling to 275 K required to mitigate LSCO degradation. 
Determination of the induced hole density from Hall effect is another option, but is 
complicated in this case by the need to measure at T >> TC, or in large H, to isolate the 
ordinary component from the AHE. Moreover, the relationship between ordinary Hall 
coefficient and x is non-trivial in LSCO [93]. Inverting the problem, one simple estimate 
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that can be made is of the hole density required to induce a 12 K TC shift. Based purely on 
TC(x) from bulk crystals this yields xeff  of 0.03 between 0 and -4 V (from 0.19 to 0.22 in 
xeff). This amounts to only 0.2 × 10
14 cm-2, far below expectations, likely underscoring the 
unreasonableness of quantitatively comparing bulk chemical doping with surface 
electrostatic doping of ultrathin films. In any case it is clear that much larger Vg-induced 
modulation in properties is anticipated in lower x, higher resistivity LSCO films. One 
intriguing possibility is to use compositions around x = 0.15, i.e., just sub-percolation, 
seeking to gate from a phase-separated semiconducting state to a long-range ferromagnetic 
metal. This is the doping level at which the rate of change of the magnetic ordering 
temperature with doping is also maximized. The current work lays the foundation for this, 
demonstrating (a) that the transition should be traversed under hole accumulation (i.e., 
from the insulating side) to ensure reversible electrostatic response, and (b) that the AHE 
will serve as an excellent probe of Vg-dependent magnetic response. 
3.6 Conclusions 
In summary, we have used ultrathin films of a ferromagnetic metallic oxide of high 
interest, LSCO, to address two main open questions with electrolytic gating. The first is 
the issue of electrostatic vs. electrochemical operation of electrolyte-based transistors, 
particularly with respect to the role for oxygen vacancies. The primary finding, arrived at 
from (atmosphere-dependent) transport experiments and surface structural/chemical 
probes, is a remarkably strong asymmetry in response with respect to gate bias polarity. 
Simple electrostatic hole accumulation is observed for Vg < 0 up to some threshold, whereas 
the application of essentially any Vg > 0 is found to cause irreversible electrochemistry via 
bias-induced VO formation. These observations have been rationalized in terms of the 
known redox stability of LSCO, implications for the field in general being discussed in 
detail, particularly with respect to the controversial results in n-type systems such as VO2. 
The second open issue addressed is the potential of electrolyte gating for voltage control 
of magnetic order and properties. Despite the use of a heavily hole-doped system, 
optimized for straightforward interpretation of the results rather than large Vg-induced 
changes, clear reversible electrostatic tuning of resistivity, magnetoresistance, and TC have 
been obtained at Vg < 0. The combination of a large anomalous Hall effect and strong 
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perpendicular magnetic anisotropy in ultrathin LaAlO3(001)/LSCO films has been shown 
to provide a powerful in situ probe of gate-controlled magnetism, directly demonstrating a 
12 K (7%) TC shift, comparable to the state-of-the-art. Lower x films are expected to reveal 
more dramatic property modulation, including the possibility of a gate-induced percolation 
transition from a cluster phase to a long-range-ordered ferromagnet.  
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Chapter 4: Ion-gel-gating-induced oxygen vacancy formation in epitaxial 
La0.5Sr0.5CoO3-δ films from in operando X-ray and neutron scattering 
This chapter is mainly based on the publication “Ion-gel-gating-induced oxygen 
vacancy formation in epitaxial La0.5Sr0.5CoO3-δ films from in operando X-ray and neutron 
scattering” in Physical Review Materials (2017) by Jeff Walter, Guichuan Yu, Biqiong 
Yu, Alexander Grutter, Brian Kirby, Julie Borchers, Zhan Zhang, Hua Zhou, Turan Birol, 
Martin Greven, and Chris Leighton, adapted with permission from Ref. [135], copyright 
(2017) American Physical Society. In this work we address the first and second open issues 
in electrolyte gating discussed in Section 1.2.2 (i.e., the poorly understood electrostatic vs. 
electrochemical gating mechanisms in oxide EDLTs and the general lack of in operando 
probes). We demonstrate application of both synchrotron X-ray diffraction (SXRD) and 
polarized neutron reflectometry (PNR) as in operando probes of epitaxial LSCO EDLTs, 
utilizing the penetration of hard X-rays and neutrons. SXRD reveals only a small (<0.1 %) 
decrease in the out-of-plane lattice parameter under negative Vg, compared to a large 
increase at positive Vg (up to 1 % at +2 V). Complementary bulk powder XRD (PXRD) 
and thermo-gravimetric analysis (TGA) confirm that such lattice expansion is consistent 
with VO formation, reproduced by density functional theory (DFT). The cell volume 
dependence on oxygen deficiency is then used to “calibrate” in operando SXRD, enabling 
quantification of the Vg-dependent VO density, which reaches δ = 0.16 at +2 V. Importantly, 
SXRD indicates that these VOs proliferate through the entire thickness of 30-unit-cell-
thick films. This is confirmed by Vg-dependent PNR, the suppressed magnetization 
extending through the whole film, in quantitative agreement with the determined O 
deficiency. These results not only advance our understanding of gating mechanisms in 
oxide EDLTs, but demonstrate powerful new approaches to in operando structural and 
magnetic studies. 
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4.1 In operando synchrotron X-ray diffraction 
Details on LSCO growth and device fabrication are included in Section 2.3 but, briefly, 
epitaxial LSCO was deposited on LAO(001) using high-pressure oxygen sputtering and 
then thoroughly characterized [95,107,109,136]. Bulk-like metallic ferromagnetism with 
Curie temperature, TC  220 K was obtained above 7 unit cell thicknesses. EDLTs 
employing 10-µm-thick “cut and stick” ion gels [55] (see Fig. 4.1(a)) were then fabricated 
from these films. In operando SXRD (Fig. 4.1(a)) was performed on the 33-ID beamline 
of the Advanced Photon Source, with 20 keV (λ = 0.62 Å) radiation. Fig. 4.1(b) and (c) 
display specular 00L scans around the 002 LAO substrate reflection, examining the effects 
of X-ray beam damage. 
 
Fig. 4.1. (a) Device and experimental setup schematic for synchrotron X-ray diffraction on epitaxial 
La0.5Sr0.5CoO3- films. Specular synchrotron X-ray diffraction (SXRD) scans near the 002 reflection 
of the LaAlO3(001) (LAO) substrate, where L is in reciprocal lattice units (r.l.u.) of the LAO 
substrate, examining (b-c) X-ray beam damage, and (d) ion-gel-induced sample changes. 
Fig. 4.1(b) shows three repeated scans with Vg = 0 V with beam exposure times of 20 
minutes/scan. Significant changes from the first (black) to third (blue) scan are observed, 
including suppressed intensity of both the 002 LSCO film peak and its Laue oscillations. 
We attribute these changes to X-ray beam induced damage, as no other changes were made 
to the sample between scans. Note, however, that the signatures of beam damage do not 
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include significant changes in peak position in reciprocal lattice units (L). We were able to 
mitigate beam damage effects, as shown in Fig. 4.1(c), which shows four repeated scans 
with Vg = 0 V with beam exposure times of 5 minutes/scan. The scans in this case are 
indistinguishable, suggesting the shorter beam exposure time to have minimized beam 
damage to below detection limits. We also performed all measurements at 150 K, and 
measured on a new sample location for every warming and cooling cycle (i.e., every new 
Vg), to further minimize beam damage effects. Fig. 4.1(d) compares the results from a 
sample prior to ion gel application (black) to post-ion gel application (red) with a gate bias, 
Vg = 0 V maintained on cooling to the 150 K measuring temperature. No significant 
differences are observed, suggesting the application of the ion gel alone did not cause any 
significant structural changes in the LSCO channel. 
 
Fig. 4.2. (a) Gate-bias-(Vg)-dependent specular diffraction (00L) scans, where L is in reciprocal 
lattice units (r.l.u.) of the LAO substrate. (b) Change in c-axis lattice parameter (Δcop, left axis) and 
cell volume (ΔV, right axis) with Vg. (c) Change in Scherrer thickness (ts, left axis), and ts itself 
(right axis), vs. Vg. (d) Change in film thickness from Laue fringes (tf), and tf itself (right axis), vs. 
Vg. (e) Gate effect and irreversibility (defined in the text) in cop as a function of Vg. Dotted lines are 
guides to the eye. 
Having established the ion gels did not damage the film immediately upon application 
and having developed scan parameters that minimize beam damage effects, we can now 
proceed to study the effects of bias application. Fig. 4.2(a) displays specular 00L scans 
81 
 
around the 002 LAO substrate reflection, at Vg = -3.5, -1, 0, 1 and 2 V. The Vg = 0 scan is 
typical of LAO(001)/LSCO [109,137]: a well-defined LSCO peak occurs at L = 1.95, 
corresponding to out-of-plane lattice parameter cop = 3.89 Å, surrounded by Laue 
oscillations. As expected for a fully-strained film with negligible microstrain (Fig. 2.2), the 
Scherrer length from the film peak width (tS
 = 103  6 Å) and the thickness from the 
oscillation spacing (tf = 109  7 Å) are in agreement with the thickness from X-ray 
reflectometry prior to gel application (t = 110  5 Å, i.e., 28 unit cells). When gating is 
performed, negative Vg (e.g., -1 or -3.5 V in Fig. 4.2(a)) results in only small changes in 
the 002 LSCO peak. For positive Vg, however, the situation is different: the LSCO 
reflection rapidly shifts to lower L, and the Laue oscillations become less prominent, 
indicating increased roughness/structural disorder. These changes are summarized in Fig. 
4.2(b-d), which shows the Vg dependence of the c-axis lattice parameter shift (cop), 
Scherrer length shift (tS), and fringe spacing thickness shift (tf). The right axes show the 
cell volume change (V) and absolute tS and tf, respectively. From Fig. 4.2(b), the 
asymmetry with respect to Vg polarity is striking. Negative Vg up to -3.5 V results in a cop 
decrease of < 0.1% (roughly linear in Vg), whereas Vg = +2 V induces a large (non-linear) 
1% lattice expansion. As shown in Figs. 4.2(c,d), this shift in cop is accompanied by barely 
any variation in tS and tf, the only evidence of a statistically significant change occurring 
in tS at + 2 V. This indicates, as can be seen from Fig. 4.2(a), that the LSCO film peak and 
Laue oscillations are uniformly shifted to lower L at positive Vg, with no significant 
broadening or peak splitting. This suggests that the positive-bias-induced lattice expansion 
occurs through the entire thickness of these 28-unit-cell films. 
In these measurements, which were performed in vacuum, the increase in cop at positive 
Vg is irreversible, as shown in Fig. 4.2(e). This reversibility experiment shown in Fig. 4.2(e) 
proceeded in the following steps: (1) the sample was cooled to 150 K with Vg = 0 V; (2) a 
SXRD scan was performed to calculate the initial cop (cop,i); (3) the sample was warmed to 
~285 K and a Vg was applied; (4) the sample was cooled to 150 K and cop was measured at 
Vg (cop,Vg); (5) the sample was warmed to ~285 K and Vg = 0 V was applied; (6) the sample 
was cooled to 150 K and cop was measured at Vg = 0 V (cop,f); (7) steps 3 – 6 were then 
repeated for different Vgs. The gate effect (blue) is given by Δcop = (100 %)×(cop,Vg – 
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cop,i)/cop,i, and the irreversibility (red) is given by Δcop = (100 %)×(cop,f – cop,i)/cop,i. Note 
that the irreversibility matches well with our previously reported resistance 
irreversibility [124] (discussed in Section 3.1, Fig. 3.3). Specifically, reversible behavior 
is observed for -2 V < Vg < 0 V. Irreversibility eventually appears at Vg < -2 V, with 
completely irreversible behavior being observed at positive Vg. In the case of the green data 
point, after applying Vg = 1 V and measuring a gate effect of Δcop = 0.2 %, instead of 
applying Vg = 0 V we applied Vg = -3.5 V and measured cop,f at Vg = -3.5 V. Even after 
applying Vg = -3.5 V, cop,i is not completely recovered (i.e., cop,f > cop,i) and is not close to 
the gate effect observed at Vg = -3.5 V. Also note that these lattice parameter changes 
cannot be explained by X-ray beam damage, as that was not observed to change the film 
peak position (Fig. 4.1(b)). 
4.2 Quantification of oxygen vacancy density by comparing to bulk 
As discussed above, earlier transport studies on LSCO revealed similarly asymmetric 
Vg response, ascribed to VO formation at positive bias, and electrostatic hole accumulation 
at negative bias [124] (discussed in Section 3.1, Fig. 3.3). VO formation is thus an obvious 
possibility for the positive-bias-induced lattice expansion in Fig. 4.2(b). To investigate the 
cell volume - VO density relationship in LSCO, bulk samples (polycrystalline powders 
synthesized in the same manner as LSCO sputtering targets, described in Section 2.1.1) 
were systematically reduced in a thermo-gravimetric analysis (TGA) apparatus. As 
previously reported [9], LSCO powders synthesized under these conditions have relatively 
low oxygen deficiency (i.e., δ ≈ 0) as deduced from magnetization, Curie temperature, 
resistivity, and iodometric titration. TGA was performed on ~100 mg samples of LSCO 
powder using a TA Instruments Q500 in an atmosphere of N2 flowing at 60 mL/min. Each 
sample was ramped to a maximum temperature at a ramp rate of 10 °C/min, held at that 
maximum temperature for 5 min, and cooled to room temperature at 10 °C/min. The 
maximum temperature was varied from 340 – 1000 °C. Powder XRD (PXRD) on LSCO 
powders pre- and post-TGA was performed on a Rigaku MiniFlex 600 equipped with a Cu 
source and graphite diffracted beam monochromator, allowing Cu Kα,1 and Kα,2 pass-
through. The PXRD pattern of the initial LSCO (bottom of Fig. 4.3(a)) is consistent with 
expectations for Pm3̅m LSCO (Fig. 4.3(b)). Note here that a crossover from R3̅c to Pm3̅m 
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occurs around x = 0 in LSCO. While minor deviations from cubic are thus possible, we 
simply analyze all the data here in terms of the cubic structure. As justified by the synthesis 
conditions and measured magnetic properties, we label this sample “ = 0” in Fig. 4.3(a), 
i.e., we assume an initial state with negligible VO density. The progressive reduction cycles 
shown in Fig. 4.3(c), to maximum temperatures from 340 - 1000 °C, result in mass loss 
that can be directly converted to δ. The PXRD patterns in Fig. 4.3(a) are thereby labeled 
with a deduced , increasing towards the top. The cubic perovskite structure is retained up 
to  = 0.202, above which secondary phases form, being LSCO reduction products 
(brownmillerite, binary oxides, etc.). 
 
Fig. 4.3. (a) Powder X-ray diffraction patterns of bulk La0.5Sr0.5CoO3- before and after the 
thermogravimetric analysis (TGA) scans shown in (b), which induce progressive reduction.    The 
δ values from TGA are labeled on the right side of (a), and the curves are color-coordinated with 
(b). * denotes samples no longer in the perovskite structure, which are omitted from further 
analysis. (b) Reference powder diffraction pattern for cubic La0.5Sr0.5CoO3. (c) Bulk TGA scans, 
i.e., sample mass change (left axis) and conversion to δ (right axis) vs. temperature, for reduction 
in flowing N2. (d) Change in bulk cell volume (ΔV) and bulk lattice parameter (a) as a function of 
δ. The maroon dotted line is a straight line fit and the solid black lines are the theoretical ΔV due 
to formation of oxygen vacancies (UCo = 5 and 6 eV). (e) Change in  (Δδ) with Vg in epitaxial 
films, obtained by combining Figs. 4.2(b) and 4.3(d). The blue dashed line is a guide to the eye. 
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As shown in Fig. 4.3(d), which plots the cubic lattice parameter (a) and cell volume 
expansion (V) vs. δ, the reduction of bulk LSCO is indeed accompanied by lattice 
expansion, qualitatively consistent with prior work [138–140]. V increases linearly with 
VO concentration, at a rate that can be reproduced by DFT. First principles DFT 
calculations were performed using the Projector Augmented Wave scheme [141,142] 
implemented in the Vienna ab initio Simulation Package [143,144]. The exchange 
correlation energy was calculated using the PBEsol functional [145], and the rotationally 
invariant DFT+U scheme was employed [146]. An 888 Monkhorst-Pack grid was used 
for the primitive perovskite cell [147]. The plane wave energy cut-off was set at 500 eV. 
Calculations for the effects of O vacancies were performed in 80 atom supercells with one 
or two O vacancies. The relative positions of the oxygen vacancies (shown in Fig. 4.4) give 
rise to different supercell volumes, and we have taken into account only the lowest energy 
vacancy configuration to calculate these. Incorporation of VOs in DFT supercells at various 
concentrations results in the solid lines shown in Fig. 4.3(d) for Co U values (UCo) of 5 and 
6 eV. A UCo between these values, which is reasonable for Co perovskites [148], thus 
quantitatively reproduces the experimental V(δ). Table 4.1 shows the DFT results used to 
create the solid lines shown in Fig. 4.3(d), as well as results for UCo between 5 and 6 eV. 
 
Fig. 4.4. (a) The 224 LSCO perovskite supercell with 80 atoms used for the DFT calculations. 
Sr and La ions are shown in green, Co ions are shown in blue, and O anions are shown in red. (b) 
The lowest energy configuration for a single vacancy in the supercell where the O vacancy site is 
shown in gray. The only other symmetry equivalent configuration for a single vacancy is slightly 
higher in energy (by a few meV per formula unit), but leads to no significant volume difference 
than the lowest energy one. (c) The lowest energy configuration for two vacancies in the supercell 
that we used. Other configurations, where the two oxygen vacancies are further from each other, 
are tens of meV per formula unit higher in energy and are not taken into account. Table 4.1 below 
summarizes the results on volume expansion in these supercells. 
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Table 4.1. The lattice constant and expansion parameters for La0.5Sr0.5CoO3-δ, where a(δ) = a0 + 
a1δ. The DFT calculations were performed without spin polarization, and a Hubbard U only on the 
Co ion. J = 0.7 eV was kept constant in all calculations. As discussed above, a 2×2×4 supercell was 
used, in which different locations of 1 or 2 oxygen vacancies were considered. (For the final results 
listed in this table, only the 3 lowest energy vacancy configurations were used, one with a single 
and two with double O vacancies in the supercell.) The experimental values of a0 and a1 
(determined from the linear fit in Fig. 4.3(d)) are shown in the bottom row. 
UCo (eV) a0 (Å) a1 (Å/vacancy) 
5.0 3.758 0.1025 
5.2 3.760 0.0876 
5.4 3.763 0.0738 
5.6 3.765 0.0591 
5.8 3.768 0.0465 
6.0 3.771 0.0364 
Experiment 3.833 0.0795 
Taken with the earlier indirect conclusion of VO formation from transport, and the 
observation of irreversibility in vacuum that is suppressed in O2, we take these results as 
strong evidence for VO formation as the source of lattice expansion at positive Vg in Fig. 
4.2(b). Importantly, this ΔV(δ) relationship for bulk LSCO can then be used in conjunction 
with the ΔV(Vg) relationship for gated films to quantitatively estimate the change in δ 
induced by Vg. This essentially uses the bulk data of Fig. 4.3(d) as a calibration to quantify 
δ(Vg) from Fig. 4.2(b), assuming the cell expansion with δ to be similar in films and bulk. 
The straight line fit in Fig. 4.3(d) was used for this purpose, resulting in Fig. 4.3(e). Here, 
we simply plot Δδ, the Vg-induced change in δ with respect to zero bias, as the initial δ in 
these films is not accurately known, though it we have estimated δ ≈ 0.09 in prior 
work [137]. The resulting induced ’s at positive Vg are large but reasonable, reaching 0.16 
at 2 V. Note here that: (a)  < 0.5 even at the largest positive Vg is consistent with the 
absence of brownmillerite in SXRD, and (b) strong arguments can be made against a H 
incorporation mechanism. Recent work has pointed to the possibility of electrochemical 
incorporation of H in ion liquid/gel gated complex oxides, such as SrCoO2.5 [63] and 
WO3 [66]. In our case, at a nominal starting Co valence of 3.5, positive gate bias does not 
lead to reduction to the (La,Sr)CoO2.5 brownmillerite phase. It is after induction of this 
brownmillerite phase that H incorporation is observed in SrCoO2.5, however, and we thus 
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believe it is unlikely that H incorporation plays a dominant role here. Additionally, note 
that in our experiments, measurements of gate current as a function of gate voltage reveals 
no evidence for distinct features at the potential differences expected to result in hydrolysis 
of any remnant H2O in our ion gels [63]. This would be the simplest mechanism for 
availability of H species. 
In the analysis above we directly compared unit cell volume expansion of the bulk, 
ΔV(δ) in Fig. 4.3(d), to convert ΔV(Vg) for our films shown in Fig. 4.2(b) to the Δδ(Vg) 
shown in Fig. 4.3(e). While this is a reasonable approach (confirmed by comparison to the 
results from PNR data below), we show below an alternative approach. This alternative 
uses the Poisson ratio to account for the difference in strain states in the bulk (unstrained) 
and in films (biaxially strained). We begin with the linear elasticity relationship σij = Cijklεkl, 
where σij, Cijkl, and εkl are the stress, stiffness, and strain tensors. Assuming a homogeneous, 
isotropic medium, the linear elasticity relationship simplifies to the following 
𝜎𝑥𝑥 + 𝜎𝑦𝑦 + 𝜎𝑧𝑧 =
𝐸
1−2𝜈
(𝜀𝑥𝑥 + 𝜀𝑦𝑦 + 𝜀𝑧𝑧)          4.1, 
𝜎𝑥𝑥 =
𝐸
1+𝜈
𝜀𝑥𝑥 +
𝜈𝐸
(1+𝜈)(1−2𝜈)
(𝜀𝑥𝑥 + 𝜀𝑦𝑦 + 𝜀𝑧𝑧)             4.2, and 
𝜎𝑧𝑧 =
𝐸
1+𝜈
𝜀𝑧𝑧 +
𝜈𝐸
(1+𝜈)(1−2𝜈)
(𝜀𝑥𝑥 + 𝜀𝑦𝑦 + 𝜀𝑧𝑧)    4.3, 
where E is the Young’s modulus and ν is the Poisson ratio. Assigning the xy-plane as the 
film plane, we can set σzz = 0 (i.e., no out-of-plane stress), εxx = εyy = (as-a)/a, and εzz = 
(cop-a)/a, where as, a, and cop are the substrate, bulk, and out-of-plane film lattice 
parameters, respectively. Using these definitions and Eqs. 4.1 - 4.3 we come to the 
following relationship 
𝑎 =
𝑐𝑜𝑝(1−𝜈)+2𝜈𝑎𝑠
1+𝜈
     4.4. 
Here, if we insert the a(δ) from Fig. 4.3(d) and assume a ν value we can calculate δ(Vg) by 
inserting the cop(Vg) results from Fig. 4.2(b). The results of such a calculation are shown 
for different ν values in Fig. 4.5. Reasonable agreement with Fig. 4.3(e) can be achieved 
with ν  1/3, as expected. However, the exact results are quite sensitive to the assumed 
value of ν, as demonstrated by the significant spread in δ values (~0.1) upon varying ν by 
only 10 % (around the reasonable value of ν = 1/3). Note also that the assumption that these 
LSCO films are isotropic is questionable in this case, particularly considering the oxygen 
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vacancy ordering present to some extent in these films. The sensitivity to the choice of ν 
and the questionable assumption of isotropic behavior are the main reasons we chose to 
use the simpler unit cell volume approach in Fig. 4.3(e). 
 
Figure 4.5. Calculation of oxygen vacancy density (δ in La0.5Sr0.5CoO3-) vs. gate bias (Vg) based 
on the linear elasticity considerations discussed above, with Poisson ratio (ν) of 0.3, 1/3, and 0.37 
in black, red and blue, respectively. The dotted lines are simply guides to the eye. 
While the interpretation of the large structural changes at Vg > 0 are thus clear, the small 
ones occurring at Vg < 0 could involve both electrochemistry and electrostatics. One 
possibility here is that the small lattice contraction seen in Fig. 4.2(b) truly corresponds to 
a minor amount of VO annihilation, i.e., a literal interpretation of Fig. 4.3(e) in terms of 
filling of VO’s. In experiments performed in vacuum the source of the required O for this 
process is not clear, however, although trapping of O species in the ion gel and hydrolysis 
of impurity H2O are possible [63]. Another relevant point is that our prior transport studies 
demonstrated the response at negative Vg to be largely reversible, even in vacuo, suggesting 
simple electrostatic hole accumulation. Interestingly, DFT calculations indeed reproduce a 
lattice contraction with hole accumulation, as shown in Table 4.2 below. This electrostatic 
effect would be expected to be confined to the near-surface region, however, rather than 
throughout the film thickness. The small cell contraction found at negative Vg is thus not 
straightforward to interpret, requiring further investigation. 
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Table 4.2. The lattice constant and expansion parameters for La0.5Sr0.5CoO3 with 2n extra electrons 
per formula unit, where a(x) = a0 + a2n. The DFT calculations were performed without spin 
polarization, and a Hubbard U only on the Co ion. J = 0.7 eV was kept constant in all calculations. 
As discussed above, a 2×2×4 supercell was used, with 1, 2, 3 or 4 extra electrons. There are no 
oxygen ions removed, so this is a calculation of the effect of changing the electron density only. 
UCo (eV) a0 (Å) a2 (Å/electron) 
5.0 3.758 0.4179 
5.2 3.760 0.4194 
5.4 3.763 0.4206 
5.6 3.767 0.4072 
5.8 3.769 0.3906 
6.0 3.773 0.3692 
 
4.3 In operando polarized neutron reflectometry 
Clearly, a key conclusion from the above is that bias-induced VO’s appear to penetrate 
the entire film thickness. To verify this, a depth-sensitive technique, neutron reflectometry, 
was applied. Although VO formation at the densities in Fig. 4.3(e) results in nuclear 
scattering length density changes that are difficult to discern (Table 4.3), the subsequent 
impact on magnetization is substantial. 
Table 4.3. Calculated neutron scattering length densities (SLDs) for the sample components in this 
work [123]. The comparison between La0.5Sr0.5CoO3 and La0.5Sr0.5CoO2.84 demonstrates that 
neutron reflectometry may not be sensitive enough to directly observe the changes (~3%) in SLD 
upon inducing δ = 0.16 (estimated from SXRD and bulk powder analysis). 
Material 
Mass density 
(g/cm3) 
Neutron SLD 
(10-6 Å-2) 
LaAlO3 6.52 5.33 
La0.5Sr0.5CoO3 6.45 4.86 
La0.5Sr0.5CoO2.84 6.40 4.71 
Ion Gel (80% Ionic Liquid, 20% Polymer) 
Ionic Liquid: C8H11F6N3O4S2 
Polymer: C5H2F7 
~1.5 
1.5 
1.8 
2.63 
2.38 
3.63 
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Fig. 4.6. (a) Device and experimental setup schematic for polarized neutron reflectometry on 
epitaxial La0.5Sr0.5CoO3- films. (b) Reflectivity (R) vs. scattering vector magnitude, Q, from a 165 
Å film at zero gate bias (Vg), 30 K, and 3 T. Black and red denote the non-spin-flip “R++” and “R--
“ channels, respectively, for both data (points) and the fits to the model discussed in the text (lines). 
(c-e) Spin asymmetry at 30 K in 3T for Vg = 0, 2, and 3 V, respectively. Solid lines are fits to the 
model discussed in the text. (f) Extracted magnetization (M) depth profile at 30 K in 3 T for Vg = 
0, 2, and 3 V; z = 0 is the substrate/film interface. 
Magnetization depth profiling via PNR was thus performed on the Polarized Beam 
Reflectometer at the NIST Center for Neutron Research (Section 2.5), using devices scaled 
to 10  5 mm2 LSCO channels (Fig. 4.6(a)). Fig. 4.6(b) shows the scattering vector (Q) 
dependence of the specular neutron reflectivity for 42-unit-cell-thick LSCO, at 30 K in a 3 
T in-plane field [] at Vg = 0. The non-spin-flip reflectivities (“R++” and “R--”) are shown, 
where “+” and “–“ indicate the polarization of the incoming and outgoing beams (Fig. 
4.6(a)). As expected, well below TC in a large in-plane field, R
++ and R-- are clearly split. 
Fig. 4.6(c) plots the spin asymmetry, SA = (
𝑅++−𝑅−−
𝑅+++𝑅−−
), which, in the absence of large Vg-
dependent chemical changes, highlights the magnetic scattering. This SA is positive, with 
two oscillations visible to the maximum Q. Most significantly, Fig. 4.6(d,e) shows that the 
SA responds dramatically to Vg. The SA is reduced substantially at 2 V, but with a similar 
oscillation period, while at 3 V the SA appears completely suppressed. Even prior to 
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quantitative analysis, this SA reduction with Vg indicates strong suppression of the 
magnetization, the similarity of the period in Figs. 4.6(c,d) indicating little change in 
magnetic thickness, i.e., relatively uniform suppression. 
Quantitative refinement was performed using Refl1D to substantiate these conclusions, 
resulting in the solid line fits in Fig. 4.6(b,c,d,e). As shown in Table 4.4, these fits are based 
on a model including the LAO substrate, LSCO film, and ion gel. The refined nuclear 
scattering length densitiy for LSCO is as expected, and independent of Vg (along with the 
chemical thickness). Note here that varying  between La0.5Sr0.5CoO3 and La0.5Sr0.5CoO2.84 
(as in Fig. 4.3(e)) results in nuclear scattering length density changes of only 3 %, 
confirming little sensitivity to this effect. The depth-dependent magnetization (M(z)), 
however, is highly sensitive to VO density. The refined M(z) from Fig. 4.6(b-e) is plotted 
in Fig. 4.6(f). At Vg = 0 a single ferromagnetic LSCO layer with M = 1.68 µB/Co describes 
the data (Fig. 4.6(b,c)), with roughnesses of 4 Å and 8 Å at the LAO/LSCO and LSCO/ion 
gel interfaces, respectively. 1.68 µB/Co is slightly lower than the bulk saturation 
magnetization (1.9 µB/Co), but is consistent with magnetometry on these films. While a 
reasonable description of the 2 and 3 V data was also possible with a single ferromagnetic 
LSCO layer with progressively suppressed M, statistically significant fit improvements 
were obtained by introducing a second layer. This captures the weak dip to negative SA 
around 0.045 Å-1 in Fig. 4.6(d). The resulting M(z) in Fig. 4.6(f) reveals strong suppression 
of M with increasing Vg. At 2 V, M is roughly cut in half, the region closest to the ion gel 
interface having a slightly stronger reduction than the bulk of the film. At 3 V, M then 
becomes very small, a weakly magnetized bottom section of the LSCO providing the fit in 
Fig. 4.6(e). These results not only confirm near-uniform magnetization suppression, but 
are also quantitatively consistent with the s from SXRD. Explicitly, taking the depth-
averaged M(Vg) from Fig. 4.6(f), and using bulk data for the x dependence of saturation 
magnetization in La1-xSrxCoO3 [9], an effective doping level (xeff) can be extracted at each 
Vg. Using the fact that Sr hole doping is compensated by VOs according to xeff = x – 2δ 
(assuming doubly ionized VO donors), the curves in Fig. 4.6(f) can then be associated with 
an induced δ. These values are 0.11 and 0.18 for Vg = 2 and 3 V, which, considering the 
approximations, are in reasonable agreement with Fig. 4.3(e). While this analysis ignores 
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other factors in the relationship between M and , making it only approximate, such an 
approach has been employed before and independently verified [107]. 
Table 4.4. Parameters used to fit the PNR data described in the main text. The top value is the 
nuclear SLD, t is the layer thickness, σ is the layer roughness (Gaussian width), and M is the 
magnetization of each layer. All scans were performed at 30 K in an in-plane magnetic field of 3 
T. Note that for all biases an incoherent addition of a simple LaAlO3/vacuum interface was 
required. Specifically, the LaAlO3/vacuum sample composed 50 % of the total signal, consistent 
with the exposure of equal areas of LaAlO3/vacuum and LaAlO3/LSCO/ion gel portions sample in 
the beam path (see Fig. 4.6(a)). The same SLD was used for LaAlO3 as that shown below, with a σ 
= 2 Å; zero SLD for vacuum was used. Note that the nuclear SLDs of LaAlO3 and LSCO match 
the calculated values in Table 4.3 quite well. The SLD of the ion gel, however, is a factor of ~3 
lower than the calculated value in Table 4.3. We cannot directly identify the source of this 
discrepancy, though it could come from an overestimation of the ion gel mass density (1.5 g/cm3), 
lower density in as-processed films, development of voids or cracks, etc.  
Vg (V) LaAlO3 Bottom LSCO Top LSCO Ion gel 
0 
5.29 × 10-6 Å-2 
t = ∞ 
σ = 4.4 Å 
M = 0 
4.91 × 10-6 Å-2 
t = 160.5 Å 
σ = 7.9 Å 
M = 1.68 µB/Co 
- 
0.81 × 10-6 Å-2 
t = ∞ 
σ = NA 
M = 0 
2 
5.29 × 10-6 Å-2 
t = ∞ 
σ = 4.4 Å 
M = 0 
4.91 × 10-6 Å-2 
t = 118 Å 
σ = 3.9 Å 
M = 0.79 µB/Co 
4.91 × 10-6 Å-2 
t = 45 Å 
σ = 5.0 Å 
M = 0.51 µB/Co 
0.81 × 10-6 Å-2 
t = ∞ 
σ = NA 
M = 0 
3 
5.29 × 10-6 Å-2 
t = ∞ 
σ = 4.4 Å 
M = 0 
4.91 × 10-6 Å-2 
t = 65 Å 
σ = 20.8 Å 
M = 0.22 µB/Co 
4.91 × 10-6 Å-2 
t = 100 Å 
σ = 1.0 Å 
M = 0 µB/Co 
0.81 × 10-6 Å-2 
t = ∞ 
σ = NA 
M = 0 
    
Given that the electric field in EDLTs based on metallic perovskites should be screened 
over quite short scales (the Thomas-Fermi screening length is a few unit cells) the 
observation of gate-induced VO formation through 40-unit-cell films warrants discussion. 
One interpretation is that VO creation is first achieved by the EDL electric field at the 
extreme surface of LSCO. While the details remain to be understood, this would then 
generate an O chemical potential gradient, driving further out-migration of O from the bulk, 
potentially assisted by the electric field [149]. Importantly, the VO diffusivity in 
LSCO [150] is large enough to support this interpretation, translating to a VO diffusion 
length of 35 nm at 300 K on the time scales used here, well in excess of the 17 nm film 
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thickness. The enthalpy of formation of VOs is also low in LSCO (as utilized in recent Gd 
gettering studies [151,152]) due to the instability of Co4+ formal valence. This results in 
extraordinary redox activity at x = 1, consistent with recent demonstrations of 
thermal [108] and electrolyte-assisted [63] switching between SrCoO3- and 
brownmillerite SrCoO2.5. The extent to which EDLT response in a given system involves 
redox is thus heavily influenced by the enthalpy of formation of VOs, their diffusivity, and 
the Vg polarity. 
4.4 Conclusions 
In summary, we report the use of SXRD and PNR as in operando probes of gating 
mechanisms in ion-gel-based LSCO EDLTs. Large positive-bias-induced lattice expansion 
is observed, providing direct evidence of VO formation. Complementary bulk 
measurements using TGA and PXRD, supported by DFT, are then used to quantify the Vg-
dependent VO density, which reaches  = 0.16 at +2 V. This electrochemical reduction 
penetrates the entire thickness of 30-unit-cell-thick films, confirmed by uniform 
suppression of the magnetization depth profile from PNR, quantitatively consistent with 
the deduced VO density. The results thus establish SXRD and PNR as powerful in operando 
probes of electrolyte-gated materials, significantly advancing our understanding of gating 
mechanisms in oxide EDLTs.  
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Chapter 5: Percolation via combined electrostatic and chemical doping in 
complex oxides 
This chapter is mainly based on the publication “Percolation via combined electrostatic 
and chemical doping in complex oxide films” in Physical Review Letters (2017) by Peter 
P. Orth, Rafael M. Fernandes, Jeff Walter, Chris Leighton, and Boris I. Shklovskii, adapted 
with permission from Ref. [153], copyright (2017) American Physical Society. In this work 
we address the third open issue in electrolyte gating discussed in Section 1.2.2 (i.e., the 
application of electrolyte gating to control of magnetic material properties). Specifically, 
we address the fact that, despite the capability of EDLTs to reach surface charge densities 
> 1014 cm-2, often they fall short of inducing phase transitions of interest due to the need 
for 1015 cm-2. In such cases one obvious strategy is to employ a combination of chemical 
and electrostatic doping, bringing the material close to some electronic and/or magnetic 
phase boundary by chemical substitution, then using surface electrostatic tuning of the 
carrier density to reversibly traverse the critical point. The work presented here focuses on 
such combined electrostatic surface and bulk chemical doping and resulting electronic 
and/or magnetic percolation transitions. This is an important situation in complex oxide 
materials due to the widespread observation of electronic and magnetic inhomogeneity (as 
in manganites [5], cuprates [110], and cobaltites [9,88,89], for example), where many 
transitions, such as from insulator to metal or from short to long-range magnetism, are 
percolative in nature. We approach this problem using classical percolation 
theory [154,155]. While our analysis and results are general, and could apply to percolation 
transitions in various materials, in this Letter we are motivated by physics of the perovskite 
oxide cobaltite, LSCO, which undergoes a percolation transition from insulator to metal at 
xc,LSCO ≈ 0.18 [9,94]. In this work we identify two different percolation phenomena: bulk-
assisted surface percolation and surface-assisted bulk percolation. The first case applies to 
a system that is initially far away from the (thickness-dependent) bulk percolation threshold 
xc(t). In addition to the trivial effect that bulk doping (x > 0) increases the surface doping 
level (s), percolation on the surface is further facilitated by diluted bulk dopants providing 
bridges that connect disjunct finite surface clusters. In the second case, where the bulk 
chemical doping level is close to the percolation threshold, xc(t) − x << 1, we find that 
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small electrostatic gating of a fraction of the surface lattice sites (Δs) helps to reach bulk 
percolation by connecting large finite bulk clusters on the surface. We show that the 
amount of surface charge that must be induced electrostatically to reach percolation (Δsc) 
grows moderately with (xc − x) for thin films, but increases sharply for thicker films. 
5.1 Numerical modeling of percolation 
The theoretical study of percolation phenomena in correlated systems has a long 
history [154–160]. The combination of bulk chemical and surface electrostatic doping, 
however, defines an unusual percolation problem that is thus far largely unexplored 
theoretically. The schematic setup is shown in Fig. 5.1, where the total (top) surface carrier 
density is given by: 
s = x + Δs     5.1. 
It arises from doping by both chemical substitution of a fraction of lattice sites x and 
electrostatic gating of a fraction of surface lattice sites Δs, and implies s ≤ 1. 
 
Fig. 5.1. Schematic setup showing a thin-film sample (red) of thickness ta and area la × la, where 
a is the lattice constant, with large finite clusters (blue) due to bulk doping. The ionic liquid or gel 
(light green) on top of the sample induces a number of holes (blue spheres) at the top surface—
proportional to the applied gate voltage Vg. Red spheres denote anions in the ionic liquid or gel that 
move towards the surface due to the applied voltage. For bulk doping close to percolation xc − x << 
1 (surface-assisted bulk percolation), electrostatically induced holes connect finite bulk clusters at 
the surface resulting in a conducting path (highlighted) between source (S) and drain (D) electrodes. 
The highlighted upper left-hand cluster shows bulk bridges connecting two surface clusters, which 
is the dominant effect of bulk dopants for x << xc (bulk-assisted surface percolation). 
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To derive our results, we consider the site percolation problem on the cubic lattice of 
size la × la × ta along the X, Y, and Z axes defined in Fig. 5.1, where a is the lattice constant 
and l, t are integers (t ≤ l). This geometry describes films of thickness ta and surface area 
(la)2. We note that the new scaling laws in Eqs. 5.2, 5.3, 5.4, and 5.6 that we derive below 
are universal and therefore independent of microscopic details such as lattice symmetry or 
local connectivity. They thus apply to LSCO and other experimental systems even though 
the percolation thresholds, which are not universal quantities, may differ from that of a 
cubic lattice xc,3D
 = 0.31 [161]. The thin-film percolation problem is solved using the 
numerical algorithm described in Refs. [162,163]. Starting from an empty lattice, a fraction 
x of sites is first randomly filled in the whole lattice to simulate bulk chemical doping. We 
verify that the bulk doping percolation threshold on the isotropic cubic lattice (l = t) lies at 
xc,3D = 0.31, and increases for t < l; i.e., xc(t) > xc(l) ≡ xc,3D [154]. To study the role of 
surface doping, we stop at a bulk doping level x < xc(t) and subsequently add a fraction Δs 
of sites exclusively on the top surface layer to simulate electrostatic gating. The total 
surface density of sites at the top surface is then given by Eq. 5.1. While electrostatically 
doping the system, we continuously monitor whether a percolating path exists between the 
two side surfaces at X = 0 and X = la. We define the critical total density of sites at the top 
surface that is required for percolation between the side surfaces as sc. The amount of 
charge density that must be transferred via electrostatic doping is then denoted Δsc. 
In Fig. 5.2(a), we show numerical results for Δsc as a function of the starting bulk 
chemical doping level x. Figure 5.2(b) shows sc as a function of x. For pure surface doping, 
x = 0, we find the percolation threshold of the 2D square lattice, Δsc(0) = 0.59 [155]. For 
small x << xc(t), the behavior of Δsc(x) depends only weakly on the film thickness t. In 
contrast, for xc(t) − x << 1 the function Δsc(x) depends strongly on the thickness t, 
displaying a sharp enhancement as x decreases for thick films but a much more gradual one 
for thin films. 
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Fig. 5.2. (a) Surface charge density Δsc that must be electrostatically induced to reach percolation, 
as a function of starting bulk chemical doping level x. Different curves correspond to different 
thicknesses t and are obtained from extrapolating results for system sizes l × l × t with l = 32, 64, 
128 to l-1 → 0 and are averaged over at least 4.1 × 105 disorder realizations. The curve labeled “3D” 
is for t = l. The left inset shows that Δsc at the bulk percolation threshold xc,3D = 0.31 obeys Eq. 5.4 
(yellow line) with c2 = 0.27 and vfit = 0.89 ± 0.01. The right inset shows the slope of sc − xc = mt(xc 
- x) close to xc(t) − x << 1, verifying Eq. 5.6, with c5 = 0.56. Yellow rectangles mark the three 
regimes labeled (i)– (iii), addressed by our analytical theory. (b) Total surface charge at percolation 
sc as a function of x. The lines are fits of the numerical results according to Eq. 5.2 with b = 0.91 
for t = 2 and b = 1.12 for t = 4, 8, l. The inset shows the thickness-dependent bulk percolation 
threshold xc(t) for purely chemical doping. The yellow line obeys Eq. 5.5 with xc,3D = 0.312, v = 
0.88 [161], and c3 = 1.21. 
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5.2 Analytical theory 
To develop an analytical scaling theory [154], we focus on three limits: (i) x << xc(t), 
(ii) xc,3D − x << 1, and (iii) xc(t) − x << 1, which are indicated by yellow rectangles in Fig. 
5.2(a). The first case can be described as bulk-assisted surface percolation and the other 
two by surface-assisted bulk percolation. 
(i) For x << xc(t), we have sc(0) - sc(x) << 1: the system is close to the 2D percolation 
threshold on the surface, but far from percolation in the bulk. As a result, the typical size 
of bulk clusters is rather small. These small bulk clusters (away from the surface) can still 
assist percolation at the surface by providing short bridges across missing links between 
disconnected finite large surface clusters, as shown in Fig. 5.1. Since the smallest possible 
bulk bridge consists of three sites below the surface, at x << 1 the main contribution of the 
bulk doping arises from such bridges, yielding: 
sc(x) = sc(0) - bx
3      5.2. 
As shown in Fig. 5.2(b), this equation, with weakly t-dependent coefficient b, describes 
the numerical results well for sc(0) - sc(x) << 1; for t = 2 it is even applicable over almost 
the full range of doping levels up to xc. 
(ii) In the regime of small xc
3D − x << 1, the 3D bulk is close to the percolation threshold, 
but the surface concentration is far from the surface percolation threshold. Thus, while 
large critical finite clusters exist in the bulk, with a typical size of ξ(x) ≈ a(xc,3D - x)-v and 
correlation length exponent v = 0.88 [155,161], the largest surface clusters remain small. 
Let us first discuss the case of an infinite isotropic 3D system. If sites were randomly 
added in the bulk, an infinite cluster connecting X = 0 and X = la, which looks like a 
network of links and nodes with typical separation ξ(x), would occur after adding N = 
N0(xc,3D - x)l
3 sites, with N0 ≈ 2. Because this infinite cluster provides percolation inside a 
layer of height ξ(x) below the surface, the number of sites ΔN = N0(xc,3D - x)l2ξ(x)/a we 
have added to this layer is sufficient to induce percolation along the layer. We assume that 
addition of sites to any of the ξ/a planes parallel to the surface within this layer equally 
contributes to the probability to connect critical clusters. Then, instead of homogeneously 
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doping the layer of volume (la)2ξ(x), we can reach percolation by adding all these sites to 
the surface plane only. This yields a critical surface density of: 
sc(x) = xc,3D + ΔN/l2 = xc,3D + c1(xc,3D - x)1-v   5.3, 
with a nonuniversal constant c1. We see that since ν < 1, connecting bulk clusters on the 
surface can be done by very small surface addition Δs at xc,3D − x << 1. Scaling in Eq. 5.3 
only holds for (xc,3D - x)
1-v << 1. Since 1 − v = 0.12 << 1 [155,161], the validity of Eq. 5.3 
is thus limited to a tiny region of x close to xc,3D, which explains the sharp rise of Δsc(x) for 
t = l (3D) in Fig. 5.2. 
A finite thickness t of the film introduces another length scale, which cuts off the 
scaling behavior of Eq. 5.3 as soon as ξ(x) > ta, and Eq. 5.3 is replaced by: 
sc(x) = xc,3D + c2t
1-1/v     5.4, 
with non-universal constant c2. We numerically verify this scaling behavior at x = xc,3D, as 
shown in the (left) inset of Fig. 5.2(a). A fit to our data yields vfit = 0.89 ± 0.01, confirming 
the expected scaling with v = 0.88 [155,161]. To derive Eq. 5.4, we first notice that the 
bulk percolation threshold xc(t) of a film of thickness t is reached when an infinite bulk 
cluster with correlation length ξ[xc(t)] ≤ ta appears. From this, it follows that [154]: 
xc(t) = xc,3D + c3t
-1/v      5.5, 
with non-universal constant c3 = 1.21, which is in agreement with our numerical results 
shown in the inset of Fig. 5.2(b). Therefore, to achieve percolation at x = xc,3D, a film with 
width t must acquire ΔN = c4(xc(t) - xc,3D)tl2 = c2l2t1-1/v filled sites, where c4 is a non-
universal constant. As above, we assume that we can reach the percolation threshold by 
bringing all these sites into the surface plane by electrostatic gating, yielding Eq. 5.4. Note 
that Eq. 5.4 crosses over to Eq. 5.3 at ξ(x) = ta. 
(iii) We now investigate sc for xc(t) − x << 1. In this regime, it holds that ξ(x) > ta, since 
the correlation length at xc(t) fulfills ξ[xc(t)] = ta. We find that ΔN = N0[xc(t) - x]l2t sites 
should be added to the system in order to reach percolation, such that the critical surface 
percolation threshold obeys: 
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sc(x) = xc(t) + c5t[xc(t) - x]     5.6, 
with non-universal constant c5. We demonstrate in the (right) inset of Fig. 5.2(a) that our 
numerical results follow this scaling relation of the slope mt = c5t, with c5 = 0.56. Note that 
the scaling breaks down for the thinnest system, t = 2, which is instead described by Eq. 
5.2 over the full range of bulk doping levels x [see Fig. 5.2(b)]. 
The key insight from our results is that bulk chemical doping largely reduces the 
amount of electrostatic surface charge Δsc required to reach percolation (compared to the 
2D value) in a region of initial chemical doping levels xc,3D < x < xc(t). In this regime, the 
critical surface charge sc scales with the thickness according to Eq. 5.6 and therefore grows 
quickly for thicker films. The underlying physical phenomenon is that less surface charge 
must be transferred by electrostatic gating if percolation is induced by connecting finite 
large bulk clusters on the surface rather than creating a percolating path that is confined to 
the surface alone. The width of this region xc − xc,3D  t -1/v rapidly narrows for thicker films. 
For smaller x, the dominant effect of the bulk dopants is to act as short bridges between 
disconnected surface clusters. This reduces the number of surface sites that must be filled 
to reach percolation only slightly compared to the 2D case (see Eq. 5.2). 
5.3 Enhanced surface magnetization 
If the percolation transition is associated with ferromagnetic ordering, as for LSCO, the 
extension of the percolating cluster from the surface into the bulk leads to a dramatic 
volume enhancement of the surface saturation magnetization Ms in the case of surface-
assisted bulk percolation [cases (ii) and (iii)]. To capture this equilibrium phenomenon, in 
Fig. 5.3 we show the size (i.e., number of sites) of the largest cluster Nc (per surface area 
l2) as a function of electrostatic doping Δs. Beyond the percolation threshold Δs > Δsc(x), 
this cluster percolates and its size, i.e., number of sites with ferromagnetically polarized 
Co spins, is proportional to the surface saturation magnetization Ms  Nc/l2. For small 
doping levels, we observe regular surface percolation at Δsc ≈ 0.59. The percolated path is 
almost entirely confined to the top surface layer and the magnetization enhancement is 
absent: Nc/l
2 ≲ 1. However, if the system is initially doped closer to the (bulk) percolation 
threshold xc, the percolating cluster extends significantly into the bulk and we observe Nc/l
2 
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> 1. As the (fractal) dimension of this cluster exceeds d = 2, we find that Nc/l
2 becomes as 
large as 4 for a film of thickness t = 16 (a fully magnetized film corresponds to Nc/l
2 = t). 
This shows that bulk doping ultimately generates a much larger saturation magnetization, 
because of the inclusion of preformed clusters of spin polarized sites. We further predict 
an unusual depth profile of magnetization Ms(z) as a function of distance z from the surface, 
which can be directly experimentally measured using polarized neutron reflectometry or 
indirectly inferred using X-ray magnetic circular dichroism (XMCD) or the magneto-
optical Kerr effect (MOKE). 
 
Fig. 5.3. Surface density of the largest cluster in the system Nc = l
2 as a function of electrostatic 
doping Δs in a film of thickness t = 16. Dots indicate percolation thresholds Δsc(x). For Δs > Δsc, 
Nc/l
2 is proportional to the surface saturation magnetization Ms. The plot shows the large 
enhancement of Ms due to the extension of the infinite cluster deep into the bulk. 
5.4 Conclusions 
Motivated by existing and ongoing experiments on complex oxide thin films, we have 
studied a new percolation problem, where bulk chemical doping is combined with 
electrostatic doping of the surface. We have derived new analytical formulas describing 
universal scaling behavior of the electrostatic percolation threshold and explored the full 
crossover from bulk to surface percolation numerically. Experimental predictions that 
follow from our analysis are the following. (i) The critical surface charge density at 
percolation sc depends only weakly on the starting bulk doping level x, except in proximity 
to the bulk percolation transition xc,3D < x < xc(t). The crossover from surface-assisted to 
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bulk-assisted percolation occurs more abruptly for thicker films. Given limitations of ionic 
liquid, gel or ferroelectric gating, experimental validations of gate-induced percolation may 
thus rely in most cases on chemically doping close to the percolation threshold. (ii) Once 
percolation is reached, the saturation magnetization Ms is largely enhanced due to the 
presence of critical clusters extending deep into the bulk. (iii) The existence of 
ferromagnetic bulk clusters will also be reflected in the dependence of the magnetization 
Ms(z) on the distance z from the surface. Our work thus shows that “bulk” magnetic 
properties can be controlled using “surface” electrostatic gating. In our approach, the 
transition to long-range ferromagnetic order in LSCO is driven solely by percolation, and 
not by order parameter fluctuations. While at low enough temperatures thermal fluctuations 
are indeed weak, quantum fluctuations remain present. However, previous studies of 
diluted quantum magnetic systems found that the percolation threshold and certain 
percolation critical exponents (such as β and v) are unaffected by quantum 
fluctuations [164,165], even in the presence of dissipation [166,167], which is expected to 
occur on the metallic side of the transition. Finally, while we have focused on electrostatic 
gating, our conclusions also apply to electrochemical doping describing, for example, the 
transfer of oxygen vacancies into the surface of a sample.  
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Chapter 6: Giant electrostatic modification of magnetism via electrolyte-
gate-induced cluster percolation in La1-xSrxCoO3-δ 
This chapter is mainly based on the manuscript “Giant electrostatic modification of 
magnetism via electrolyte-gate-induced cluster percolation in La1-xSrxCoO3-δ” by Jeff 
Walter, Timothy Charlton, Haile Ambaye, Michael Fitzsimmons, Peter P. Orth, Rafael M. 
Fernandes, Boris Shklovskii, and Chris Leighton, which was submitted for review to 
Physical Review Letters in May 2018. In this work we address the third open issue in 
electrolyte gating discussed in Section 1.2.2 (i.e., the application of electrolyte gating to 
control of magnetic material properties). We first briefly summarize what has been 
achieved in electrolyte-gate-control of magnetism and discuss the specifics of applying the 
theory laid out in Chapter 5. We then validate the theoretical predictions discussed in 
Chapter 5 (i.e., thickness tuning to the brink of percolation in highly doped LSCO films, 
rather than tuning the doping level in thick films, followed by electrolyte gating is a 
promising means to optimize electrostatic control of magnetism)  through transport studies 
of LSCO EDLTs vs. xeff and thickness (texp). Thickness tuning is indeed established as an 
ideal means to tune to the brink of a percolation insulator-metal transition (IMT), 6 u.c. 
proving optimal. Ion gel gating of 6 u.c. films of x = 0.5 LSCO is then shown to enable 
electrostatic tuning from a short-range-ordered insulator to a long-range FM metal, 
spanning a 150 K TC range with only -4 V. The induced FM is robust, with 1 T coercivity, 
high remanance, and perpendicular anisotropy. In operando PNR not only confirms FM, 
but establishes deeper penetration of induced magnetization than naively expected, in 
further agreement with the theoretical predictions discussed in Section 5.3. 
6.1 Current status of voltage-controlled magnetism with electrolyte gating 
Despite obvious potential, less progress has been made with using EDLTs to control 
magnetism [33,38] compared to superconducting transitions [32,35–37,39] and 
IMTs [34,42,49,50]. This is a long-standing challenge in physics and technology, voltage-
control of magnetic order and properties potentially providing many opportunities in data 
storage and processing [3,22,23,151]. Studies of electrolyte-gate-control of magnetism are 
thus rapidly expanding, a logical first step being control of TC in FM conductors. In the last 
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decade, the electrically-induced TC shift in EDLTs has risen from 30 K in 
La0.8Ca0.2MnO3 [33]  and SrRuO3 [44], to 66 K in La0.6Sr0.4MnO3 [70], 90 K in 
La0.6Sr0.4MnO3/SrCoO3-δ [168], 110 K in Co [169], 130 K in 
Pr0.55(Ca0.7Sr0.3)0.45MnO3 [170], and, recently, 220-225 K in La0.5Sr0.5CoO3-δ [135] and 
(H)SrCoO3-δ [63]. While this is impressive, it is important to distinguish electrostatic 
control from electrochemical [44,49,168,50,51,63–66,124,135]. Both approaches are of 
high interest, but the additional ionic motion in electrochemical control could lead to 
slower, less reversible operation. In oxide EDLTs, for example, field-induced VO creation 
and diffusion is established [44,49–51,63–65,124,135,168], along with H injection and 
extraction [63,66], and it is exactly such “magneto-ionic” mechanisms that are implicated 
in these large TC shifts [33,44,63,70,135,168–170]. Our work on La0.5Sr0.5CoO3-δ EDLTs 
provided an illustrative example by distinguishing electrochemistry at positive Vg from 
predominantly electrostatic response at negative Vg (Chapters 3 and 4) [124,135]. In 
essence, positive Vg results in electric fields oriented for field-assisted VO creation and 
diffusion, favored by low formation enthalpy. At negative Vg, however, annihilation of VO 
is thermodynamically disfavored, electrostatic hole accumulation dominating. Electrostatic 
vs. electrochemical response is therefore understood based on Vg polarity and the formation 
enthalpy and diffusivity of VO (Chapters 3 and 4) [124,135]. Critically, electrochemical 
control at Vg > 0 resulted in La0.5Sr0.5CoO3 TC shifts of 220 K (Chapter 4) [135], while 
electrostatic operation at Vg < 0 resulted in a TC shift of only 12 K in -4 V (Chapter 3) [124]. 
6.2 Theory guided optimization of electrolyte-gated La1-xSrxCoO3-δ films  
A natural question is thus how electrostatic control of magnetic order in such materials 
can be optimized. Given the common tendency to evolve from inhomogeneous phases to 
uniform FMs with doping (LSCO [9,89,94], LSMO [5], etc.), one attractive concept (Fig. 
1(a)) is to chemically dope to the brink of a percolation IMT (note the preformed filaments 
in Fig. 6.1(a)) and then gate across the transition, potentially generating anomalously large 
increases in TC, magnetization, conductivity, etc. This situation was considered in our 
recent site percolation theory [153] (Chapter 5), resulting in Fig. 6.1(b), which is a 
recreation of Fig. 5.2(a) with the axes re-scaled (discussed below). The solid lines here 
show the predicted 2D surface electrostatic doping densities required to achieve percolation 
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(Δsc,th, per formula unit) vs. the starting effective chemical doping (xeff), for multiple 
thicknesses (tth). We use xeff here due to finite VO density in LSCO, which compensates 
nominal doping, x. In the thick (3D) limit, Δsc,th at xeff = 0 is 0.5 (the 2D homogeneous 
value), decreasing with xeff before vanishing at the LSCO 3D percolation threshold (xeff = 
0.18 [94]). The xeff axis was scaled by a factor of xc,LSCO/xc,3D (i.e., 0.18/0.312) in order to 
apply Fig. 5.2(a) to the specific case of LSCO. The value of xc,LSCO = 0.18 is actually 
consistent with the 3D homogeneous percolation threshold, thus we also decided to re-
scale the Δsc,th axis such that the homogeneous 2D threshold (0.5) was achieved at xeff = 0, 
as opposed to the site percolation threshold (0.59) shown in Fig. 5.2(a). Such rescaling is 
possible because of the universality of the theoretical approach, as discussed in Section 5.1. 
Considering that an experimentally achievable Δs in a perovskite EDLT is 0.1 (shaded 
region in Fig. 1(b)), the steepness of Δsc,th near percolation means that tuning xeff to the 
brink of percolation in thick films would require unreasonable compositional control. Also 
shown in Fig. 1(b), however, is Δsc,th(xeff) at 8, 4, and 2 u.c. thickness, showing shallower 
approach to percolation. At 2 u.c., for example, an achievable Δs of 0.1 enables 
percolation at 0.23 < xeff < 0.27, a 400 times wider window than 3D. Thickness tuning to 
the brink of percolation thus predicted as a promising means to optimize electrostatic 
control of magnetism. 
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Fig. 6.1. (a) La1-xSrxCoO3-δ (LSCO) EDLT schematic. S/D represents source/drain, Vg/VSD the 
gate/source-drain voltages, red/blue charges the ion gel cations/anions, and yellow/gray charges 
electrons/holes, respectively. The LSCO film has thickness t and sub-percolative clusters are 
shown. (b) Solid curves (color coded for different theoretical thickness, tth) show the theoretical 
surface charge density required to induce percolation, Δsc,th (left axis), vs. bulk chemical doping, 
xeff. These are obtained from Fig. 5.2(a), by rescaling to the LSCO experimental percolation 
threshold, xc,LSCO, as discussed in the main text. Data points (right axis, color coded to the 
experimental thickness, texp) show the maximum experimental surface charge density achieved, 
Δsexp. (c-g) Temperature, T, dependence of resistivity, ρ (log scales), for LSCO films with nominal 
x = 0.15, 0.22, 0.5, 0.5, and 0.5 at texp = 12, 12, 8, 6, and 5 unit cells, respectively, at gate bias, Vg 
= 0 to -4 V. 
Epitaxial LSCO EDLTs utilizing solid-state ion gel electrolytes based on the IL 
EMI:TFSI were prepared and characterized [124,135], as detailed in Section 2.3. 
Throughout this paper, only negative Vgs are applied, working exclusively in electrostatic 
mode. PNR measurement details are provided in Section 2.5. Note that both LAO(001) and 
SLAO(001) substrates were used. The ρ(T, Vg) for 8 u.c. thick x = 0.5 films grown on LAO 
and SLAO are shown in Figs. 6.2(a,b), respectively. Note that these films begin at similar 
ρ values and the gate-induced decrease in ρ at negative Vg is also similar, demonstrating 
that both the starting films and the gating effects observed on these two substrates are 
similar. We thus treat the two substrates as interchangeable. Note that we chose SLAO for 
PNR measurements as it does not exhibit multiple reflections due to twinning as LAO does, 
therefore making the data reduction more straightforward. 
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Fig. 6.2. Temperature (T) and gate bias (Vg) dependence of resistivity (ρ) for 8 u.c. thick 
La0.5Sr0.5CoO3-δ films grown on (001)-oriented (a) LaAlO3 (LAO) and (b) SrLaAlO4 (SLAO). 
We now move back to Fig. 6.1 to test the theoretical predictions with transport studies 
of LSCO EDLTs vs. xeff and texp. Fig. 6.1(c-e) first shows the effect of varying xeff while 
keeping texp approximately constant at 8-12 u.c., i.e., the thick-film-limit in this system, 
where dead layer effects are weak. Starting at x = 0.50 (Fig. 6.1(e)), as in Chapter 3 [], the 
ρ(T) displays clearly metallic behavior, well beyond the percolation IMT. Applying Vg = -
4 V decreases the low T resistivity by 18% via electrostatic hole doping, the inflection 
point between 162 and 174 K evidencing the previously reported 12 K TC shift, confirmed 
by anomalous Hall effect (AHE) [124] (Chapter 3). The impact of decreasing chemical 
doping is shown in Figs. 6.1(d,c), for x = 0.22 and 0.15. Progressively insulating behavior 
is observed, as expected, but without a Vg-induced IMT. At x = 0.15, for example, insulating 
ρ(T) occurs, but application of -4 V, while generating a ten-fold low T resistivity decrease, 
is incapable of inducing percolation. As illustrated in Fig. 6.1(e,f,g), fixing x = 0.50 and 
progressively reducing texp (from 8 to 5 u.c.) is more effective, as predicted. In particular, 
at 6 u.c., initially insulating ρ(T) occurs, but with application of -4 V driving a ten-fold 
decrease in low T resistivity, to a state with positive dρ/dT.  A gate-induced percolative 
IMT is thus realized in LSCO EDLTs, via thickness tuning. 
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Fig. 6.3. 10 K resistivity (ρ) for La1-xSrxCoO3 single crystals vs. x []. The black points are from 
individual crystals and the red line is the empirical fit used to extract the effective doping level (xeff) 
and the achieved electrostatic doping (Δsexp) as discussed in the main text. 
That these results are at least qualitatively consistent with our prior percolation theory 
is shown in Fig. 6.1(b). The colored points here (right axis) show the achieved electrostatic 
doping (Δsexp) as a function of xeff, for various thicknesses, texp. Estimates of xeff were 
attained by comparing the 10 K resistivity (ρ) of each sample at Vg = 0 V to ρ(10 K, x) for 
LSCO single crystals [93], which is shown in Fig. 6.3 (the empirical fit in red was used to 
smooth the x dependence and interpolate between x values). Estimates of Δsexp assumed 
the gate-induced change in ρ happened uniformly throughout the entire film thickness. The 
ρ(10 K) at Vg = - 4 V was again compared to Fig. 6.3, extracting a new xeff(-4 V) and thus 
the change Δxeff = xeff(-4 V) - xeff(0 V). The value for Δsexp was then calculated by projecting 
Δxeff to the surface using Δsexp = texp × Δxeff. While the assumption that the gate-induced 
changes are uniform throughout the entire film thickness is probably a poor one (i.e., the t 
in which Δxeff actually occurs is probably smaller than texp), considering the 1-3 u.c. 
screening lengths in LSCO, this estimation provides a useful upper limit of the Δsexp. With 
estimates of xeff and Δsexp for each of the samples in Figs. 6.1(c-g), we can now compare 
to the theoretical predictions in Fig. 6.1(b). The x = 0.15 film in Fig. 1(c), for example, has 
xeff = 0.11 (black point, Fig. 6.1(b)), the achieved Δsexp = 0.11 falling well below the Δsc,th 
= 0.33 required to reach percolation, consistent with the Vg dependence in Fig. 6.1(c). The 
situation is very different at x = 0.50, however. The thick-film-limit xeff determined there 
is 0.22, consistent with the metallic ρ(T) (Fig. 6.1(e)). Although quantitative comparisons 
between theoretical and experimental thickness dependences are complicated by several 
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issues (as discussed below), decreasing texp from 8 to 6 u.c. does significantly increase Δsexp 
(to 0.18), realizing a situation where Δsexp > Δsc,th, even when comparing to the extreme 
thin-film-limit (tth = 2 u.c., red line, Fig. 6.1(b)). Thickness-tuning of “overdoped” LSCO 
films thus results in EDLTs that can be electrostatically gated through the percolation IMT. 
As mentioned above, quantitative comparisons between theoretical and experimental 
thickness in Fig. 6.1(b) are complicated by several issues. Fig. 6.4 reproduces the 
thickness-dependent bulk percolation threshold, xc(t) (scaled such that xc,3D = xc,LSCO = 0.18 
in a similar manner to what was done for xeff in Fig. 6.1(b)), from inset of Fig. 5.2(b) . As 
discussed above, the effective chemical doping level of the x = 0.5 films was determined 
to be xeff = 0.22. Using Fig. 6.4, the t at which films of this doping level are expected to 
cross the percolation transition is 4.4 u.c., below this value the films are expected to be un-
percolated. In contrast, however, we observe this crossover experimentally to be 
somewhere between texp = 6 and 7 u.c. Esssentially, this suggests the films used here 
contain ~2 u.c. worth of “dead layers.” These dead layers could arise from non-uniform 
oxygen vacancy depth profiles, as similar films grown on SrTiO3(001) have been shown 
to accumulate oxygen vacancies near the substrate/film interface and at the film surface []. 
The 1-2 u.c. roughnesses typically observed could also be contributing to this discrepancy. 
Considering the ~2 u.c. difference between the theoretical and experimental critical 
thicknesses for percolation, we have chosen to compare the texp = 6 and 5 u.c. films (Figs. 
6.1(f,g)) to tth = 4 and 2, respectively, hence the use of similar colors for those thicknesses 
in Fig. 6.1(b). 
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Fig. 6.4. Thickness (t) dependence of the bulk percolation threshold (xc) for purely chemical 
doping, re-scaled by a factor of xc,LSCO/xc,3D = 0.18/0.31 from Ref. [153]. 
Further, a second method of estimating a lower limit for Δsexp was performed, with the 
results shown in Fig. 6.5. This alternative method assumes the gate-induced changes only 
occur in the top unit cell, thus exploring the opposite limit compared to the prior assumption 
of uniform changes. In this case, the sheet resistance (Rs) at 10 K and Vg = -4 V for each 
sample was modeled as two parallel resistors; one of the resistors (Rg) being the gated layer 
at the top of the film the other (Rug) the ungated portion at the bottom of the film. Rs is 
given by 
Rs
-1 = Rug
-1 + Rg
-1     6.1, 
Rug = (texp - 1 u.c.) × ρug    6.2, and 
 Rg = (1 u.c.) × ρg     6.3, 
where ρug is the ungated layer resistivity (which is the same as the Vg = 0 V resistivity) and 
ρg is the gated layer resistivity. Using Eqs. 6.1 - 6.3, ρg was extracted for each sample and 
compared to the single crystal values in Fig. 6.3 to get a new xeff for the gated layer, again 
allowing for calculation of Δsexp = (1 u.c.) × Δxeff. The resulting estimations of Δsexp using 
the second method are shown in Fig. 6.5. All of the values are about a factor of two smaller 
than the Δsexp estimated with the first method (shown in Fig. 6.1(b)), again providing a 
lower limit of Δsexp. Note that the conclusions do not change when comparing these two 
methods, as the texp = 6 u.c. film is still consistent with gate-induced percolation (Δsexp > 
Δsc,th). 
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Fig. 6.5. Solid curves (color coded for different theoretical thickness, tth) show the theoretical 
surface charge density required to induce percolation, Δsc,th (left axis), vs. bulk chemical doping, 
xeff. These are obtained from Fig. 5.2(a), by rescaling to the LSCO experimental percolation 
threshold, xc,LSCO [94]. Data points (right axis, color coded to the experimental thickness, texp) show 
the maximum experimental surface charge density achieved, Δsexp, calculated using the parallel 
resistor model discussed above. 
6.3 Gate-induced ferromagnetism achieved by cluster percolation 
Fig. 6.6 demonstrates that the gate-induced IMT in these 6 u.c. LSCO films also drives 
a transition from a magnetically-clustered state to a long-range FM metal. Initial evidence 
comes from Fig. 6.6(a), where positive dρ/dT emerges at Vg  -3 V, accompanied by 
inflection near 150 K; in LSCO, such inflection points strongly suggest FM order []. More 
direct evidence comes from the AHE, as in Fig. 6.6(f). Shown here is the 5 K B dependence 
of the transverse conductivity (σxy = ρxy/ρxx2, where ρxy is transverse resistivity and ρxx is 
the B = 0 longitudinal ρ), revealing a remarkable evolution with Vg. At Vg = 0 and -1 V no 
trace of AHE is detected, but at Vg = -2 V weak AHE emerges, growing into a large, 
hysteretic effect by -3, -4 V. This is strong evidence for long-range FM, electrostatically-
induced from a non-FM starting point. Notably, the gate-induced FM is robust, exhibiting 
1 T coercivity, remanence of 61 % of saturation, and strong perpendicular magnetic 
anisotropy (PMA). The latter is a feature of LSCO under compressive strain [] (as is the 
case here), the large anomalous Hall conductivity leading to σxy(B) dominated by 
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magnetism [124]. Setting a small out-of-plane B = 0.02 T and measuring σxy(T) then 
enables an order parameter measurement. As shown in Fig. 2(c), σxy(T) reveals negligible 
FM at 0 and -1 V, a minor increase at the lowest T at -2 V, but strong FM order at -3, -4 V. 
The low T downturn in σxy(T) may reflect the upturn in ρ(T) (Fig. 6.6(a)), or T-dependent 
competition between in-plane and perpendicular anisotropy [124], the main point, 
however, being the order-parameter behavior at high T, directly demonstrating TC up to 
150 K at -4 V. The electrostatically-induced TC shift by thickness-tuning to the brink of 
percolation in LSCO is thus 150 K, over an order of magnitude higher than the previous 
12 K [124]. 
 
Fig. 6.6. (a,b,c) Temperature, T, dependence of (a) zero magnetic field resistivity, ρ, (b) 9 T out-
of-plane magnetoresistance, MR, and (c) low field (out-of-plane field, BOP = 0.02 T) transverse 
conductivity, σxy, at gate bias, Vg = 0 to -4 V. (d,e,f) 5 K B dependence of (d) out-of-plane MR, (e) 
in-plane MR (with current, I || B), and (f) σxy, at Vg = 0 to -4 V. (g,h,i) Vg dependence of (g) ρ at 5 
K, (h) out-of-plane MR at 5 K (left axis) and 170 K (right axis), and (i) σxy at 5 K and BOP = 9 T 
(left axis ), and the Curie temperature, TC (right axis). All data are from the x = 0.5, texp = 6 unit cell 
La1-xSrxCoO3- film in Fig. 6.1(f). 
Magnetoresistance (MR) measurements support these conclusions. Shown in Fig. 
6.6(b) is the T dependence of MR = [ρ(T,B)-ρ(T,Bc)]/ρ(T,Bc), where Bc is the coercive field, 
and B is fixed, out-of-plane, at 9 T. At Vg = 0, MR(T) simply increases monotonically on 
cooling, reaching -30% at low T. As shown in Fig. 6.6(d,e), this is due to an essentially 
isotropic, negative, hysteretic MR, with peaks in ρ at Bc. This is a well-known 
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phenomenon in LSCO, arising due to spin-dependent inter-cluster transport on the 
insulating side of the IMT, i.e., an intergranular giant-magnetoresistance-type effect [89]. 
This MR is thus exactly as expected in a sub-percolative starting film. As the magnitude 
of Vg is increased, however, this low T isotropic MR is weakened, while a high T MR turns 
on, around the induced TC (Fig. 6.6(b)). This is again as expected, arising due to the spin-
disorder MR known to exist around TC in the FM metallic phase of LSCO [89,94]. As 
shown in Fig. 6.6(d,e), the low T MR in the gate-induced FM metallic state additionally 
becomes more anisotropic than at low Vg (by a factor of 3), due to the onset of anisotropic 
magnetoresistance (AMR) [95]. The Vg dependence of MR(B,T) is therefore in excellent 
agreement with a gate-induced transition from a magnetically-clustered insulator to a long-
range FM metal.  
A succinct summary of the evolution with Vg is provided in Fig. 6.6(g,h,i). As Vg 
decreases from 0 to -4 V the low T resistivity falls by over an order of magnitude, driven 
by electrostatic hole accumulation (Fig. 6.6(g)). T-dependent measurements confirm this 
to be due to a percolation IMT. Accompanying the IMT, the MR evolves from a state 
dominated by isotropic inter-cluster MR (Fig. 6.6(h), left axis), to a state with substantial 
MR near TC due to field-induced suppression of spin-disorder (Fig. 6.6(h), right axis axis), 
also exhibiting low T AMR (Fig. 6.6(d,e)). Finally, and most directly, as Vg is decreased 
below -2 V a strong AHE turns on (Fig. 6.6(i), left axis), the FM TC increasing from 0 to 
150 K. 
6.4 In operando polarized neutron reflectometry 
While the transport-based evidence for gate-induced percolation to an FM state is 
strong, in operando PNR measurements were also performed, seeking confirmation of 
long-range FM, as well as the depth-profile of induced magnetization, M. The latter is 
important, as our recent theory predicts anomalously deep penetration of M, deeper than 
induced holes, due to surface-gating-mediated connection of existing clusters (Section 5.3, 
Fig. 5.3). Fig. 6.7(a) shows the specular neutron reflectivity, R, vs. scattering wavevector 
(Q), for a 6 u.c. x = 0.5 LSCO film at Vg = -3 V, T = 30 K, and B = 1 T (in-plane). Shown 
are the non-spin-flip reflectivities (R++ and R--), where the “+” and “-“ indicate the relative 
polarization of the incoming and outgoing neutrons. While weak, splitting is indeed 
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observed between R++ and R--, consistent with long-range ordered FM at -3 V. This is 
shown more clearly in Fig. 6.7(b), which plots the Q dependence of the spin asymmetry, 
SA = [(R++ - R--)/(R++ + R--)], at Vg = 0 and -3 V. The SA is statistically insignificant at Vg 
= 0, but becomes finite at -3 V, growing monotonically to SA = 0.1 at Q = 0.09 Å-1. Note 
here that the absence of oscillations in R(Q) and SA(Q) in this Q range is expected, due to 
the ultralow (6 u.c.) thickness. 
 
Fig. 6.7. (a) Neutron reflectivity, R, vs. scattering wavevector magnitude, Q, from an x = 0.5, texp = 
6 unit cell La1-xSrxCoO3- film at gate bias, Vg = -3 V, 30 K, and 1 T (in-plane). Black and red denote 
non-spin-flip “R+ +” and “R- -” channels, for both data (points) and fits (solid lines). (b) Spin 
asymmetry vs. Q for Vg = 0, -3 V. Lines are fits with the depth profiles in (c). (c) Depth profiles of 
the nuclear scattering length density, SLD, (left axis) and magnetization, M, (right axis) for Vg = 0, 
-3 V; the film/substrate interface is at z = 0. 
While the above confirms gate-induced long-range FM, quantitative refinement 
provides additional insight. The solid line fits in Fig. 6.7(a,b) are based on simple depth (z) 
profiles for the nuclear and magnetic SLD, as shown in Fig. 6.7(c). Table 6.1 shows the 
neutron SLDs calculated from the material stoichiometry and mass density using 
Ref.  [123]. Table 6.2 shows the refined parameters used to generate the nuclear and M(z) 
depth profiles in Fig. 6.7(c). The refined magnetic SLD at Vg = 0 is indeed zero at all z, 
confirming that long-range FM is absent. At Vg = -3 V, however, good fits can only be 
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achieved with finite magnetic SLD, the best-fit M(z) being shown in Fig. 6.7(c) (right axis). 
Remarkably, M is quite uniform with depth, the maximum value being 0.34 µB/Co, and the 
magnetic and nuclear roughnesses being identical. To put this in context, at TC  150 K, 
bulk LSCO saturates at M  0.8 µB/Co [9]. This LSCO film has PMA, however, which is 
not overcome by the experimentally available in-plane B = 1 T, and we would thus expect 
M < 0.8 µB/Co, consistent with our result. 
Table 6.1. Calculated neutron scattering length densities (SLDs) for the sample components [123]. 
Material 
Mass density 
(g/cm3) 
Neutron SLD 
(10-6 Å-2) 
SrLaAlO4 5.92 4.71 
La0.5Sr0.5CoO3 6.45 4.86 
Ion Gel (80% Ionic Liquid, 20% Polymer) 
Ionic Liquid: C8H11F6N3O4S2 
Polymer: C5H2F7 
~1.5 
1.5 
1.8 
2.63 
2.38 
3.63 
 
Table 6.2. Parameters used to fit the PNR data in Fig. 6.7(a). The top value is the nuclear SLD, t 
is the layer thickness, σ is the layer roughness (Gaussian width), and M is the magnetization of each 
layer. Note that the nuclear SLDs of SrLaAlO4 and LSCO match the calculated values in Table 6.1 
quite well. The SLD of the ion gel, however, is a factor of ~3 lower than the calculated value in 
Table 6.1. A similar discrepancy was previously observed in Chapter 4. 
Vg (V) SrLaAlO4 LSCO Ion gel 
0 
4.71 × 10-6 Å-2 
t = ∞ 
σ = 4.0 Å 
M = 0 
4.90 × 10-6 Å-2 
t = 25 Å 
σ = 7.0 Å 
M = 0 µB/Co 
1.04 × 10-6 Å-2 
t = ∞ 
σ = NA 
M = 0 
-3 
4.71 × 10-6 Å-2 
t = ∞ 
σ = 4.0 Å 
M = 0 
4.90 × 10-6 Å-2 
t = 25 Å 
σ = 7.0 Å 
M = 0.34 µB/Co 
1.04 × 10-6 Å-2 
t = ∞ 
σ = NA 
M = 0 
Importantly, alternative, non-uniform M(z) profiles weighted to the LSCO top surface 
can be safely excluded. In fact, the determined M(z) extends significantly deeper than the 
induced carrier profile based on simple Thomas-Fermi screening calculations, which 
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indicate 90 % carrier confinement in the top 2.5 u.c. Thomas-Fermi screening length (lTF) 
calculations were made using 
lTF = 
1
2
(
a0
3
n
)
1/6
       6.4 and 
a0 = (0.53 Å)k/m     6.5, 
where a0 is the Bohr radius, n the carrier density, k the relative dielectric constant, and m 
the relative effective mass. To calculate an upper limit of lTF = 4.2 Å (~1.1 u.c.), a high 
estimate of k = 100 and low estimates of n = 7 × 1021 cm-3 and m = 4 were used [93]. The 
M(z) profile shown in Fig. 6.8 is based on this calculation, with 90 % of the induced M in 
the top 9.6 Å (2.5 u.c.). This result again validates our recent percolation theory predictions, 
occurring due to gate-mediated connection of existing sub-percolative clusters that 
penetrate the entire film thickness. 
 
Fig. 6.8. (a) Neutron reflectivity, R, vs. scattering wavevector magnitude, Q, from an x = 0.5, texp = 
6 unit cell La1-xSrxCoO3- film at gate bias, Vg = -3 V, 30 K, and 1 T (in-plane). Black and red denote 
non-spin-flip “R+ +” and “R- -” channels, for both data (points) and fits (solid lines). (b) Spin 
asymmetry vs. Q for Vg = 0, -3 V. Lines are fits with the depth profiles in (c). (c) Depth profiles of 
the nuclear scattering length density, SLD, (left axis) and magnetization, M, (right axis) for Vg = 0, 
-3 V; the film/substrate interface is at z = 0. The M(z) profile for Vg = -3 V (purple) was calculated 
using Thomas-Fermi screening calculations discussed in the main text, resulting in simulated SA 
well below the experimental values in panel (b). 
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6.5 Conclusions 
In summary, using ion-gel-based epitaxial LSCO EDLTs, thorough verification of a 
recent prediction of the efficacy of thickness tuning to approach the verge of a percolation 
IMT has been demonstrated. At an optimal thickness of 6 u.c., a gate-induced transition 
from an insulating magnetically-clustered state to a long-range FM metal is demonstrated 
by transport and PNR. This enables giant electrostatic TC modulation of 150 K, 
dramatically increased over the prior 12 K. This 150 K shift is, to our knowledge, the 
largest electrostatic value in any electrolyte-gated material. The only comparable 
electrostatic value by any method in a complex oxide FM from ferroelectric 
gating [27,28,134] of La0.8Sr0.2MnO3; optimal results being obtained in ultrathin films [27], 
including a gate-induced TC,max ≈ 190 K, though lacking low-T data prevent calculation of 
ΔTC. This work thus brings electrostatically-induced TC shifts into the same realm as 
electrochemical TC shifts, but with significant potential advantages in switching speed and 
reversibility. Future efforts with higher TC materials could potentially realize such TC shifts 
even around room temperature, creating FMs with tunable thermal stability. 
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Chapter 7: Giant perpendicular magnetic anisotropy and anisotropic 
magnetoresistance in lattice-mismatch-engineered oxygen-vacancy-
ordered La1-xSrxCoO3-δ films 
In this chapter I will switch to controlling the electronic and magnetic properties of 
LSCO films with lattice mismatch engineering, as opposed to electrolyte gating. None of 
the results presented in this chapter involve electrolyte gating. First, I will demonstrate that 
x = 0.5 LSCO films presented with tensile and compressive lattice mismatch have in-plane 
and perpendicular magnetic anisotropy (PMA), respectively. Estimations of the anisotropy 
energy density (K) yield values as high as 6 × 106 erg/cm3, which is three times larger than 
bulk LSCO and an of magnitude higher than typical manganite films. Further, the large 
PMA observed on compressive substrates is found to be thickness independent in these 
fully strained LSCO films, suggesting the underlying cause is not driven by a film/substrate 
interface effect. At lower x, the PMA observed on compressive LAO substrates is found to 
diminish. Scanning transmission electron microscopy measurements also show the density 
of oxygen vacancy ordered (OVO) planes is diminished at lower x values. Two possible 
causes of the giant magnetic anisotropy in LSCO films are currently being considered, 
though neither has been established as more likely to-date. The first possible cause is that 
the OVO planes create giant magnetocrystalline uniaxial anisotropy, with the OVO plane 
modulation vector determining the magnetic easy axis. The second possible cause uses 
simple strain arguments based on the deformation of the CoO6 octahedra and concomitant 
changes to the crystal field environment. Finally, giant anisotropic magnetoresistance 
(AMR) is observed in these LSCO films. In fact, x = 0.5 LSCO films on LAO exhibit AMR 
values as high as 40 % at low temperature, which is more than an order of magnitude larger 
than bulk LSCO and the largest conventional AMR, to our knowledge, reported from all 
ferromagnetic materials. Again, the underlying cause for this giant AMR has remained 
elusive, with the OVO structure and strain effects both being considered. 
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7.1 Lattice mismatch engineering of magnetic anisotropy 
7.1.1 Structural characterization 
Details on LSCO growth are included in Section 2.1 but, briefly, epitaxial films of 
LSCO were deposited via high pressure oxygen reactive sputter deposition on SrTiO3 
(STO), LaAlO3 (LAO), La0.18Sr0.82Al0.59Ta0.41O3 (LSAT), and SrLaAlO4 (SLAO) 
substrates, all in the (001) orientation. The crystal structure, lattice parameters, and 
resultant lattice mismatch (εxx) with x = 0.5 LSCO for each substrate is shown in Table 7.1. 
Table 7.1. Structural parameters of bulk x = 0.5 LSCO and the substrates used in this study. The 
pseudocubic lattice parameter (ac) was calculated for LAO using a = ac√2. For SLAO a = ac 
because films were grown on (001) oriented SLAO substrates. The lattice mismatch εxx was 
calculated using εxx = (ac - aLSCO)/aLSCO, where aLSCO is the cubic lattice parameter for bulk x = 0.5 
LSCO (3.833 Å).  
 Structure a (Å) c (Å) ac (Å) εxx (%) 
LSCO (x = 0.5) Cubic 3.833 - - - 
STO Cubic 3.905 - - +1.8 
LSAT Cubic 3.868 - - +0.8 
LAO 
Rhombohedral 
(αR = 60.5°) 
5.365 13.11 3.789 -1.2 
SLAO Tetragonal 3.754 12.63 3.754 -2.1 
Figs. 7.1(a-d) show representative WAXRD scans in the vicinity of the (002) LSCO 
film peak for 90-Å-thick, x = 0.5 films grown on STO, LSAT, LAO, and SLAO, 
respectively. Qualitatively, all scans show well-defined (002) film peaks and Kiessig 
fringes, demonstrating the LSCO films are epitaxial with low roughness. The LSCO film 
out-of-plane lattice parameters (cop) were calculated based on the (002) film peak position 
and used to calculate the out-of-plane strain, εzz = (cop - aLSCO)/aLSCO, where aLSCO is the 
cubic lattice parameter for bulk x = 0.5 LSCO (3.833 Å). As shown in Fig. 7.1(e), a linear 
dependence of εzz vs. εxx is observed with a slope of -1. This is the expected behavior for a 
material under biaxial strain with a Poisson ratio (ν) of 1/3, as shown by the red dotted line 
in Fig. 7.1(e). The value of ν = 1/3 is observed in other oxides [135], suggesting the results 
here are reasonable. A reciprocal space map around the (013) LAO and LSCO peaks for a 
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380-Å-thick film is shown in Fig. 7.1(f). The film peak appears at a lower 3/d001 value, 
consistent with its larger cop (3.890 Å) compared to the lattice parameter of LAO (3.789 
Å), but appears at the same 1/d010 value, suggesting it is epitaxially clamped to the LAO 
substrate with the same in-plane lattice parameter. For reference, the expected peak 
location for completely strained and relaxed LSCO are shown on the plot. Therefore, these 
LSCO films are pseudomorphic with the underlying substrate and do not exhibit any strain 
relaxation up to thicknesses of 380 Å (at least on LAO). Finally, as discussed in Section 
1.3.2, it has been well established that x = 0.5 LSCO films exhibit OVO with an in-plane 
modulation vector (i.e., VO stripes normal to the film/substrate interface, see Fig. 1.24(a)) 
when grown under tensile lattice mismatch on STO and an out-of-plane modulation vector 
(i.e., VO stripes parallel to the film/substrate interface, see Fig. 1.24(c)) when grown under 
compressive mismatch on LAO. While scanning transmission electron microscopy has not 
been performed on films grown on LSAT and SLAO, the fact that the OVO structure is the 
mismatch accommodation mechanism leads us to believe films on LSAT and SLAO will 
exhibit OVO with in-plane and out-of-plane modulation vectors, respectively. 
 
Fig. 7.1. (a-d) Specular WAXRD scans of diffracted beam intensity vs. out-of-plane scattering 
vector magnitude (Q) for 90-Å-thick x = 0.5 LSCO films grown on (001) oriented STO, LSAT, 
LAO, and SLAO, respectively. (e) Out-of-plane strain (εzz) vs. in-plane lattice mismatch (εxx) 
calculated as discussed in the main text for the films shown in (a-d) using the bulk x = 0.5 lattice 
parameter (aLSCO = 3.833 Å). The red dotted line shows the expected result for biaxially strained 
films with Poisson ratio, ν = 1/3. (f) Asymmetric reciprocal space map around the 013 reflection of 
a 380 Å thick x = 0.5 LSCO film on LAO. The expected positions of the LAO substrate and fully 
strained and fully relaxed LSCO reflections are marked and labeled. 
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7.1.2 Lattice mismatch dependence of magnetic anisotropy at x = 0.5 
The temperature (T) dependence of M is shown in Fig. 7.2(a-d) for 90-Å-thick x = 0.5 
LSCO films on STO, LSAT, LAO, and SLAO, respectively. The two curves for each 
sample are for out-of-plane (“OoP”, solid) and in-plane (“IP”, dashed) orientations. In all 
cases the applied magnetic field (H) while cooling and measuring was 1 kOe. Starting with 
the IP orientation on STO, which presents a 1.8 % tensile mismatch (Fig. 7.2(a)), 
ferromagnetic (FM) behavior is observed with a TC of ~215 K, which is consistent with 
prior reports [95,107]. In the OoP orientation, however, M is significantly suppressed while 
measuring in H = 1 kOe, indicating a preferred IP orientation of M. Similar behavior is 
observed on LSAT (Fig. 7.2(b)), which presents a tensile mismatch of 0.8 %.  
 
Fig. 7.2. Magnetometry on 90-Å-thick x = 0.5 LSCO films grown on (001)-oriented STO (purple), 
LSAT (blue), LAO (red), and SLAO (green). (a-d) Temperature (T) dependence of the 
magnetization (M) for out-of-plane (OoP, solid) and in-plane (IP, dashed) orientations, in cooling 
and measuring magnetic fields (H) of 1 kOe. (e-h) M vs. H hysteresis loops at T = 5 K for OoP 
(solid) and IP (dashed) orientations. Lattice mismatch (εxx) dependence of (i) Curie temperature 
(TC) determined from the preferred M axis, (j) 5 K coercivity (Hc), (k) 5 K remnant magnetization  
normalized by the saturation magnetization (MR/Ms), and (l) the saturation field (Hs) at 5 K as 
defined in the main text. Results for both OoP (filled points, solid line) and IP (open points, dashed 
line) orientations are shown in (j-l), where the lines simply connect points. 
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This behavior inverts on LAO, which presents a 1.2 % compressive mismatch. As shown 
in Fig. 7.2(c), FM behavior is observed with a similar TC of 221 K, but the larger M in the 
OoP orientation indicates the preferred orientation on LAO is OoP; i.e., the sample exhibits 
perpendicular magnetic anisotropy (PMA). PMA is also observed in the similarly 
compressive (2.1 %) case of SLAO, as shown in Fig. 7.2(d), with larger M in the OoP 
orientation. 
The H dependence of M at T = 5 K for the same four samples is shown in Fig. 7.2(e-
h). Again, starting with STO (Fig. 7.2(e)), FM hysteresis is observed in the IP orientation 
with saturation magnetization (Ms) of ~2 µB/Co and coercivity (Hc) of 2.9 kOe, both of 
which are consistent with prior reports of x = 0.5 LSCO films on STO [95], as well as 
consistent with the bulk LSCO Ms of 1.92 µB/Co [9,94,95]. Further characterizing the shape 
of the IP hysteresis loop on STO, the remnant magnetization (MR) is 1 µB/Co and the 
saturation field (Hs, in this case I have defined this as the field at which M reaches 0.9Ms) 
is ~23 kOe. In comparison, the OoP loop shows significantly suppressed Hc and MR, as 
well as much larger Hs, clearly indicating the IP direction is the preferred axis of M, which 
is consistent with the M(T) data in Fig. 7.2(a). Similar results are found on LSAT, as shown 
in Fig. 7.2(f), with larger Hc and MR, as well as smaller Hs, being observed in the IP 
orientation compared to the OoP orientation. Again, large differences are observed on the 
compressive LAO and SLAO substrates (Fig. 7.2(g) and (h), respectively), with larger Hc, 
larger MR, and smaller Hs being observed in the OoP orientation compared to the IP 
orientation. These characteristic features are summarized as a function of εxx in Fig. 7.2(i-
l), including TC, Hc, MR/Ms, and Hs, respectively. While TC ≈ 220 K is essentially 
independent of εxx, there is a clear polarity dependence of the other three parameters. Under 
tensile mismatch (εxx > 0), Hc and MR/Ms are larger, and Hs smaller, for the IP orientation 
compared to the OoP orientation. This indicates that the preferred axis of M is in-plane. 
Exactly the opposite is observed under compressive mismatch (εxx < 0), with larger Hc, 
larger MR/Ms, and smaller Hs observed for the OoP orientation, indicating compressive 
mismatch leads to PMA. 
To put this lattice mismatch control of magnetic anisotropy into context, it will be 
useful to briefly review the magnetic anisotropy observed in bulk LSCO. Fig. 7.3 shows 
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M(H) curves of x = 0.3 [171] and x = 1 [99] LSCO single crystals. In the low field regime 
for both doping levels, M111 > M110 > M100, indicating in x = 0.3 and x = 1 LSCO single 
crystals that the easy magnetization axis is <111> and the hard axis is <100>. A <111> 
easy axis is also supported by domain formation studies using small angle neutron 
scattering on x = 0.2 LSCO single crystals [171]. Note that this situation with easy, 
medium, and hard magnetization axes along <111>, <110>, and <100> is similar to that of 
face-centered-cubic (FCC) Ni [96]. The extremely large field (~60 kOe) required to fully 
saturate the x = 0.3 LSCO single crystal along the <100> direction has been attributed to 
isolated non-FM phases existing in the system (i.e., magnetic inhomogeneities) [171]. 
Another explanation put forth to describe similarly large saturation fields [172] and huge 
anisotropic magnetostriction [173] in polycrystalline x = 0.3 LSCO powder is a field 
induced orbital instability, which leads to a spin-state change in Co3+ ions from LS to IS 
with strong intra-atomic spin orbit coupling [172,173].  
 
Fig. 7.3. Normalized magnetization (M/Ms) hysteresis loops of a La0.7Sr0.3CoO3 single crystal 
(Sxtal) at 10 K for an applied magnetic field (H) along the (a) [111], (b) [110], and (c) [100] 
orientations and (d) normalized virgin curves from Ref. [171]. (e) 2 K hysteresis loop for a SrCoO3 
Sxtal along the same orientations, with the low field details shown in the inset, from Ref. [99]. 
In order to compare the magnitude of the bulk magnetic anisotropy observed in these 
crystals to that observed in the epitaxial films above, we will need estimates of the magnetic 
anisotropy energy (K). For a cubic material [96]  
K = K0 + K1(α12α22 + α22α32 + α32α12) + K2(α12α22α32)                      7.1, 
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where K0, K1, and K2 are magnetocrystalline anisotropy constants, usually expressed in 
erg/cm3, and α1, α2, and α3 are the cosines of the angles between the magnetization and the 
three principal axes in the cubic system. Higher order terms can be used in Eqn. 7.1, but 
are generally not needed [96]. In order to observe easy, medium, and hard axes along 
<111>, <110>, and <100>, respectively, as is observed in LSCO single crystals and FCC 
Ni, K1 must be negative and -∞ < K2 < 9K1/4. The values for FCC Ni at room 
temperature, for example, are K1 = -4.5 × 10
4 erg/cm3 and K2 = -2.3 × 10
4 erg/cm3 [96]. In 
order to compute K1 and K2 for LSCO single crystals, more thorough magnetometry would 
be required. Simple estimates of the magnitude of K can be calculated, however, using the 
energy density required to saturate a material in the hard direction, which is given to first 
order by [96] 
K = 
MsHa
2
                                                               7.2, 
where Ha is the anisotropy field, or the field needed to saturate the magnetization. Here, I 
will use Ha ≈ Hs (as defined above). To get an idea of how well this approximation works 
for a material with cubic anisotropy, the calculation for FCC Ni yields K = (500 
emu/cm3)*(175 Oe)/2 = 4.4 × 104 erg/cm3 [96], which is clearly comparable to the K1 and 
K2 reported above. 
Using Eqn. 7.2 with the data shown in Fig. 7.3(e) for the x = 1 LSCO single crystal 
(i.e., SrCoO3), which has Ms = 2.5 µB/Co (which converts to 413 emu/cm
3 using a = 3.829 
Å) and Hs = 9 kOe along the <100> direction [99], K = 1.9 × 10
6 erg/cm3, which agrees 
well with prior reports in polycrystalline LSCO [172]. A similar value is calculated for the 
x = 0.3 LSCO single crystal if the high-field feature in Fig. 7.3(d) is ignored. Note that 
values for bulk ferromagnetic manganites lie about an order of magnitude below this, 
falling around 1 - 4 × 105 erg/cm3 [172]. Using Eqn. 7.2 with the data shown in Fig. 7.2(g) 
for the x = 0.5 LSCO film grown on LAO, which exhibits PMA with Ms = 2 µB/Co (which 
converts to 332 emu/cm3 using the structural parameters shown in Fig. 7.1(e)) and Hs = 36 
kOe, K = 6.0 × 106 erg/cm3. Therefore, not only is the direction of the magnetic anisotropy 
controlled by lattice mismatch in x = 0.5 LSCO films, but the magnitude of K in these films 
is also around three times larger than bulk LSCO. 
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7.1.3 Possible underlying causes for perpendicular magnetic anisotropy 
Clearly, the next step is to understand the underlying cause for the enhanced magnetic 
anisotropy in these epitaxial x = 0.5 LSCO films compared to bulk, and why it lies in- and 
out-of-plane for tensile and compressive lattice mismatches, respectively. In this regard, a 
simple place to start is to analyze three key differences between these films and bulk LSCO; 
(1) the presence of strain, i.e., the crystal structure of the films is not cubic (c.f., SrCoO3) 
or rhombohedral (c.f., x = 0.3 LSCO), (2) the presence of a substrate/film interface, and (3) 
the presence of OVO. Beginning with the presence of strain, a comparison to the magnetic 
anisotropy of epitaxial La1-xSrxMnO3 (LSMO) films near x = 1/3 will be useful. PMA 
anisotropy in LSMO films grown under compressive lattice mismatch on LAO (-1.2 %) 
and in-plane magnetic anisotropy in LSMO films grown under tensile lattice mismatch on 
STO (1.8 %) have been reported in magnetometry [174,175] and magnetic force 
microscopy [176] studies. This mismatch dependence of the magnetic anisotropy direction 
is the same as we observe in LSCO films, but, importantly, these LSMO films do not 
exhibit OVO. This suggests it may not be required to include OVO, and strain alone may 
describe the directional dependence of the magnetic anisotropy. The K value estimated 
using Eqn. 7.2 for a fully-strained, 250-Å-thick LSMO films grown on LAO with 
PMA [175] is 9 × 105 erg/cm3, which is between 2 and 9 times larger than the value for 
bulk LSMO [172] and comparable to the three-fold increase observed in our LSCO films. 
Further, for partially strain-relaxed LSMO films on LAO (1100-Å-thick) K ≈ 2.2 × 105 
erg/cm3 [174], which is comparable to bulk LSMO. The fact that similar K enhancement 
and directionalities are observed in LSMO and LSCO films under strain, and that the 
enhancement is diminished in partially strain-relaxed LSMO films, suggests strain alone 
could be the underlying cause for the magnetic anisotropy characteristics of these films. 
To our knowledge, unfortunately, no descriptions of how strain could lead to such dramatic 
magnetic anisotropy changes have been put forth. Modifications to the crystal field 
environment are the obvious place to start investigating, as altered occupancy of d orbitals 
with different angular momentum quantum numbers could significantly influence the spin-
orbit-coupling, which is at the root of all magnetic anisotropy. Further theoretical work is 
clearly needed and is currently being pursued. 
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The second difference between LSCO films and bulk is the presence of the 
substrate/film interface, which could give rise to an interfacial magnetic anisotropy that 
leads to the PMA observed in LSCO films on LAO and SLAO. Interfacial magnetic 
anisotropy is the driving force for the PMA observed in: (1) ultrathin films or multilayers 
combining a ferromagnetic metal (Fe, Co, and/or Ni) with a metal that has a large spin-
orbit interaction (e.g., Pt or Pd), and (2) ferromagnetic metal/oxide interfaces [177]. The 
latter case is particularly relevant, as quite large interfacial anisotropies have been observed 
(~1 erg/cm2 [177]) despite the fact that these ferromagnetic metal/oxide interfaces typically 
lack high-atomic-number elements that are generally required to achieve large spin-orbit 
coupling [177], which is also the case with LSCO films here. Interestingly, electronic 
hybridization between the oxygen and transition metal orbitals are thought to be the root 
cause of the PMA observed in such structures. Similar mechanisms could also be active in 
the PMA observed in the LSCO films discussed here. Thickness dependence of the 
magnetic anisotropy has been well-established for proving the PMA in such systems is 
driven by interface effects. At low thicknesses, the interfacial magnetic anisotropy 
dominates the shape and magnetocrystalline anisotropies, thus leading to PMA. As the 
thickness increases above a few nanometers, however, the shape and magnetocrystalline 
anisotropies overtake the interfacial anisotropy, leading to in-plane magnetic anisotropy []. 
Thickness dependence measurements of TC, Hc, and MR/Ms for x = 0.5 LSCO films grown 
on LAO are shown in Fig. 7.4. Weak thickness dependence is observed in all of these 
parameters, with larger Hc and MR/Ms observed in the OoP orientation compared to the IP 
orientation. Clearly, these results indicate PMA is preserved to at least t = 400 Å in LSCO 
films on LAO and that the PMA is not driven by a film/substrate interface effect. 
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Fig. 7.4. Thickness (t) dependence of (a) Curie temperature (TC), (b) 5 K coercivity (Hc), and (c) 5 
K remnant magnization, normalized by the saturation magnetization (MR/Ms), for x = 0.5 LSCO 
films grown on LAO(001). Results for both OoP (filled points, solid line) and IP (open points, 
dashed line) orientations are shown; lines are guides to the eye. 
Finally, the OVO present in these films will be entertained as the underlying cause for 
the change in magnetic easy axis compared to the bulk. Recall that the OVO planes lie 
parallel to the film/substrate interface on LAO(001) and perpendicular to the interface on 
STO(001), as shown in Fig. 1.24. The PMA observed on LAO and the in-plane anisotropy 
observed on STO could be consequences of the OVO if the brownmillerite-like structure 
(Fig. 1.22) leads to a magnetocrystalline anisotropy perpendicular to the OVO planes (i.e., 
parallel to the OVO modulation vector). One way to test this idea would be to see if the 
PMA remains after removal of OVO from these films. We cannot do this at x = 0.5 alone, 
because the OVO is fixed by the lattice mismatch, x-dependence provides interesting 
results. Fig. 7.5 shows magnetometry and high resolution transmission electron 
microscopy (HRTEM) images (taken by our collaborators Mariona Cabero Piris and Maria 
Varela) of ~90-Å-thick LSCO films on LAO at x = 0.05, 0.15, 0.28, and 0.5. The same 
M(H) shown in Fig. 7.2(g) is reproduced in Fig. 7.5(a), showing the large PMA at x = 0.5, 
along with the clear OVO structure (highlighted by the red arrows) in Fig. 7.5(e). At x = 
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0.28, the IP and OoP loops are quite similar, as shown in Fig. 7.5(b), indicating a 
suppression of the PMA. While in-plane OVO is still observed at x = 0.28 (Fig. 7.5(f)), the 
oxygen deficient planes are more sporadic compared to the x = 0.5 sample. For the x = 0.15 
and 0.05 samples, which are insulating and do not exhibit long-range FM order, PMA is 
no longer observed and OVO is further suppressed in x = 0.15 and completely absent in x 
= 0.05. The fact that PMA and OVO are both diminished at lower x values could support 
the idea that the OVO structure is the underlying cause for the magnetic anisotropy in 
LSCO films. This x dependence, however, is also convoluted with loss of ferromagnetism 
and other x dependent factors so it is not definitive evidence. 
 
Fig. 7.5. Magnetization (M) vs. magnetic field (H) hysteresis loops at T = 5 K for out-of-plane 
(OoP, red) and in-plane (IP, black) orientations of LSCO films grown on LAO(001) with x values 
of (a) 0.5, (b) 0.28, (c) 0.15, and (d) 0.05. High resolution Z-contrast scanning transmission electron 
microscopy images of the interface regions of LSCO films grown on LAO(001) with x values of 
(e) 0.5, (f) 0.28, (g) 0.15, and (h) 0.05. The red arrows mark oxygen deficient planes. 
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Interestingly, another way to view the possibility of a “bulk” magnetocrystalline 
anisotropy in the OVO brownmillerite structure would be to treat the alternating oxygen 
sufficient and deficient planes as a superlattice with individual layer thicknesses of one unit 
cell. Thinking about the magnetic anisotropy like this re-introduces the interfacial magnetic 
anisotropy concepts discussed above, but here, the interface would be between 
octahedrally-coordinated-Co (oxygen sufficient) and tetrahedrally-coordinated-Co 
(oxygen deficient) planes. The thickness-dependent study shown in Fig. 7.4 does not apply 
in this case, because the OVO structure (and the superlattice period of two unit cells) 
persists throughout the entire film at all thicknesses. An interesting case for comparison 
lies in the large magnetic anisotropy observed in Ruddlesden-Popper (n = 1) Sr2CoO4 
films [178]. In these films, CoO2 planes with octahedrally-coordinated Co
4+ are separated 
by two SrO planes (as shown in Fig. 7.6(a)), such that they can be thought of as 
superlattices similar to the OVO structure in LSCO films, but with no tetrahedral CoO2-δ 
planes. In the case where the CoO2 planes are perpendicular to the substrate (SLAO(100), 
note the different orientation compared to the (001) orientation used throughout this work) 
interface, the films exhibit large magnetic anisotropy perpendicular to these planes (along 
the c-axis), as shown in Fig. 7.6(b). We are not aware, however, of any studies on such 
films with the CoO2 planes running parallel to the substrate interface, where we would 
expect PMA to occur. Finally, the magnetic anisotropy of brownmillerite SrCoO2.5 could 
be informative. Unfortunately, brownmillerite SrCoO2.5 is antiferromagnetic, thus the 
magnetic structure studies that have been performed on SrCoO2.5 may not be applicable. 
Regardless, it is generally accepted that the magnetic structure of SrCoO2.5 is G-type with 
moments lying in the OVO planes, thus directly contradicting the results in our LSCO films 
where the easy axis lies perpendicular to the OVO planes. 
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Fig. 7.6. From Ref. [178]. (a) Schematic of growth of Sr2CoO4(100) film on LaSrAlO4(100) 
substrate and definition of the principal axes. (b) Magnetic field (H) dependence of the 
magnetization (M) for the Sr2CoO4(100) film at 5 K along the c (red) and b (blue) axes as defined 
in panel (a). 
7.2 Giant anisotropic magnetoresistance and anomalous Hall effect 
In addition to the large and lattice-mismatch-dependent magnetic anisotropy in these 
epitaxial LSCO films, interesting magnetotransport properties are also observed. 
Beginning with a simple comparison of LSCO films and bulk, ρ(T) for a 195-Å-thick x = 
0.5 LSCO film grown on LAO(001), where εxx = -1.2 %, and an x = 0.3 LSCO single 
crystal [94] are shown in Fig. 7.7. As expected for LSCO at this doping level, 
ferromagnetic and metallic behavior is observed, with the following features observed for 
the x = 0.5 LSCO film: ρ(5 K) = 60 µΩcm, RRR = 3.5, and an inflection in ρ(T) near TC 
(220 K). While the RRR and TC are slightly smaller than that of an x = 0.3 LSCO single, 
the ρ of the film is even lower than that of the crystal, indicating excellent film quality. 
 
Fig. 7.7. Temperature (T) dependence of resistivity (ρ) for a x = 0.3 LSCO single crystal (Sxtal) 
(black) [] and a 195-Å-thick x = 0.5 LSCO film grown on LAO(001), where the lattice mismatch 
(εxx) is -1.2 % (red). 
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Magnetotransport measurements on the same 195-Å-thick x = 0.5 LSCO film grown 
on LAO(001) are shown in Fig. 7.8. Magnetoresistance (MR) measurements were first 
performed with H applied in the film plane, but at different angles (θ) with respect to the 
applied current (I), as shown in Fig. 7.8(a). The definition of MR used here is 
MR = 
R - Rc
Rc
 × 100 %                                                       7.3, 
where R is the resistance measured at a given H, T, and θ, and Rc is the resistance at the 
coercive field for that given T and θ. The MR(H) at 5 K is positive for θ = 0° (i.e., I parallel 
to H, MR//) and negative for θ = 90° (i.e., I perpendicular to H, MR⊥), as shown in Fig. 
7.8(b). The anisotropy of the MR observed is not a surprise, as the film is ferromagnetic at 
this temperature and the well-known phenomena of anisotropic magnetoresistance (AMR) 
is typically observed in ferromagnetic materials. What is a surprise, however, is the 
magnitude of the anisotropy, quantified by AMR = MR// - MR⊥, which reaches 40 % at H = 
90 kOe. As discussed in more detail below, this AMR is a factor of two larger than any 
value obtained with conventional transition metal alloys, and possibly the largest 
conventional AMR ever observed. Therefore, the temperature and angle dependence of the 
observed AMR were used to investigate whether the observed magnitude could really be 
due to the conventional AMR effect alone. As shown in Fig. 7.8(c), the 90 kOe AMR value 
decreases monotonically with increasing temperature, as expected for conventional AMR, 
which scales with the square of the magnetization (M 2) [96]. The AMR value does remain 
finite above TC = 220 K, however, but can be simply explained by the large field (90 kOe) 
smearing out TC. The angular dependence of conventional AMR is [96] 
R(θ) = ΔRcos2θ + R⊥                                                  7.4, 
where ΔR is the difference between the resistance with the I parallel to H (R//) and the 
resistance with I perpendicular to H (R⊥). Fig. 7.8(d) shows R(θ) in H = 90 kOe for 
temperatures between 2 K and 300 K (points), as well as fits to Eqn. 7.4 (lines). The angular 
dependence is well described by Eqn. 7.4 at all temperatures, which provides strong 
evidence that the giant AMR observed in this LSCO film is solely a consequence of the 
conventional AMR effect. 
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Fig. 7.8. (a) Schematic showing the orientation of the bias current (I), magnetic field (H), and the 
angle between them (θ). (b) The 5 K magnetoresistance (MR) vs. H measured with I // H (θ = 0°, 
black line) and I ⊥ H (θ = 90°, red line). (c) The anisotropic magnetoresistance (AMR, defined in 
the main text) vs. temperature (T) with H = 90 kOe. (d) The θ dependence of the film resistance (R) 
in H = 90 kOe at the temperatures shown on the right. The points represent the experimental data 
and the lines represent fits to Eqn. 7.4. 
In addition to large AMR, these films also exhibit a large anomalous Hall effect, as 
discussed in Section 3.5. The H-dependence of the transverse conductivity (σxy), with H 
applied normal to the film surface, is shown in Fig. 7.9(a). Clearly, the hysteresis loop 
observed is consistent with the large PMA observed in LSCO films grown on LAO(001), 
with large Hc and significant remanence indicating robust ferromagnetism. Using 
extrapolation from the high-field results to H = 0 yields a value for the anomalous Hall 
conductivity (σAHE) of 84 S/cm. This value is consistent with the universal scaling of σAHE 
with the longitudinal conductivity (σxx = 1.7 × 104 S/cm for this film), which lies at the 
cusp between the “dirty” regime (σxx < 104 S/cm) where σAHE  σxx1.6 and the 
“intermediate” regime (104 S/cm < σxx < 106 S/cm) where σAHE ≈ 1000 S/cm (i.e., constant 
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with respect to σxx) [133]. The high field slope in Fig. 7.9(a) can be used to estimate a hole 
density, assuming it arises from the ordinary Hall effect, yielding a value of 8.1 × 1022 cm-
3. Prior reports of hole densities in x = 0.3 LSCO single crystals determined from the 
ordinary Hall effect at 300 K are quite varied, ranging from 0.5 - 14.3 × 1022 cm-3 [93,133], 
thus making the estimate here reasonable. Fig. 7.9(b) shows σxy(T) measured in remanence 
(H = 50 Oe), which follows a ferromagnetic order parameter shape and is consistent with 
the TC measured in magnetometry (Fig. 7.4(a)). 
 
Fig. 7.9. (a) Transverse conductivity (σxy) vs. magnetic field (H) at 5 K for a 195-Å-thick, x = 0.5 
LSCO film grown on LAO(001), where the lattice mismatch (εxx) is -1.2 %, with H applied 
perpendicular to the film plane. (b) Temperature (T) dependence of σxy, measured in H = 50 Oe, 
with σxy calculated in the same manner as Section 3.5. 
The t-dependence of the RRR and the 5 K value of ρ, AMR, and σAHE for x = 0.5 films 
grown on LAO(001) are shown in Fig. 7.10(a-d). The small increase in ρ and decreases in 
RRR, AMR, and σAHE at low t can all be ascribed to approaching the dead layer t of ~7 unit 
cells (~28 Å) observed for x = 0.5 films grown on LAO(001) (Chapter 7). Otherwise, all 
of these parameters are essentially t-independent, suggesting the large AMR and σAHE 
values observed are intrinsic to these LSCO films, similar to the large PMA, and not an 
interface induced effect. The εxx-dependence of the same parameters is shown in Fig. 
7.10(e-h) for 195-Å-thick films on the same substrates used for the magnetic anisotropy 
study above. Also shown are the values from an x = 0.3 LSCO single crystal [], which is 
used as the εxx = 0 point of reference (except for the AMR value, for which no data was 
available at x = 0.3; here, the value from a SrCoO3 crystal is used). The 5 K ρ has a weak 
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εxx dependence, as shown in Fig. 7.10(e), with a minimum observed on LAO. The RRR 
also has a weak εxx dependence in the films (Fig. 7.10(f)), with a maximum observed on 
LAO. All of the films have a much smaller RRR compared to the bulk sample, which is 
probably a consequence of increased surface scattering in the thin films. The σAHE(εxx) 
shown in Fig. 7.10(g) is largest for the x = 0.3 single crystal. Note that the extremely small 
value for the film on STO could be a consequence of the large in-plane magnetic anisotropy 
(see Fig. 7.1(e)), which makes it difficult to saturate the out-of-plane M orientation and 
perform the high-field-extrapolation to H = 0 to calculate σAHE. Finally, the εxx-dependence 
of the AMR in Fig. 7.10(h) demonstrates the significant enhancement of AMR observed in 
these LSCO films compared to a bulk SrCoO3 single crystal, where AMR = 1.8 % [99]. 
While the AMR peaks for films on LAO, the AMR on all of the substrates are more than an 
order of magnitude larger than the bulk value. 
 
Fig. 7.10. Thickness (t) dependence of x = 0.5 LSCO films grown on LAO(001) (where the lattice 
mismatch (εxx) is -1.2 %), of (a) the 5 K resistivity (ρ), (b) the residual resistivity ratio (RRR), (c) 
the 5 K anomalous Hall conductivity (σAHE), and (d) the 5 K anisotropic magnetoresistance (AMR), 
all of which are defined in the main text. The solid lines are guides to the eye. The same four 
parameters are shown as a function of εxx in (e-f), respectively, for 195-Å-thick, x = 0.5 films grown 
on different substrates. Also shown in (e-f) are LSCO single crystal values, represented by open 
points, for the x values labeled. 
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To put the AMR values observed here in context, the 40 % value on LAO is the largest 
conventional AMR we are aware of. In ferromagnetic transition metal alloys, the AMR 
peaks at 20 % (at low T) for alloys with average Bohr magneton number of ~0.9 [179]. 
While much larger anisotropies can be observed in different magnetoresistance 
mechanisms (such as anisotropic CMR where anisotropies as large as 100 % have been 
observed [180]), the largest conventional AMR we are aware of is 32 %, which was 
measured in holmium single crystals [179]. The fact that both the magnetic anisotropy and 
AMR are enhanced in these LSCO films compared to bulk LSCO is interesting, as both of 
these phenomena fundamentally originate from spin-orbit interactions. Again, we cannot 
resolve whether strain or OVO structures are the source of the enhanced spin-orbit coupling 
in these films. Further theoretical work in this regard is clearly warranted. 
7.3 Conclusions 
In summary, enhanced magnetic anisotropy is observed in epitaxial LSCO films, with 
PMA and in-plane anisotropy observed under compressive and tensile lattice mismatch, 
respectively. Giant anisotropic magnetoresistance and anomalous Hall effect are also 
observed; we have, in fact, observed the largest conventional AMR in any material, that 
we are aware of. Thickness dependent measurements rule out the possibility that these 
enhancements are driven by a substrate/film interface effect. Further work is needed to 
elucidate the underlying cause for these effects, however, with leading ideas based on 
strain- or OVO-induced enhancement of the spin-orbit coupling with respect to bulk LSCO.  
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Chapter 8: Summary and outlook 
The key contributions of this work to the scientific community lie in addressing three 
open issues in electrolyte gating, an exciting new platform for materials research. Using 
ion gel transistors based on epitaxial LSCO films, we first addressed the poorly understood 
electrostatic vs. electrochemical gating mechanisms, particularly with respect to oxygen 
vacancy formation in oxide EDLTs. In essence we found a dramatic asymmetry in response 
with respect to bias polarity, with oxygen vacancy formation at positive bias and 
electrostatic hole accumulation at negative bias. We arrived at this conclusion based on 
transport measurements performed in inert and O2-rich atmospheres, as well as in operando 
SXRD and PNR measurements. This was interpreted in a simple picture where electrostatic 
vs. electrochemical response is dictated by enthalpy of formation of VOs, bias polarity, and 
carrier type. Critically, the in operando probes also allowed for quantification and depth-
profiling of the positive-bias-induced VO densities, which were large (δ ≈ 0.16) and 
penetrated deep (> 16 nm) in these films. These results are thus of general interest to the 
community applying electrolyte gating to oxides; both in demonstrating the potential power 
of in operando probes and in exploring gating mechanisms in LSCO, which provides an 
interesting limit of low enthalpy of formation and high diffusivity of VOs. 
Electrical control of magnetism, a long-standing goal in physics and technology, was 
then demonstrated in both electrochemical and electrostatic modes. Electrochemical 
control is possible even in thick films, due to the low formation enthalpy and high 
diffusivity of VOs in LSCO. Further, working at negative bias in electrostatic mode, and 
guided by theory, we then demonstrated reversible electrical control of TC over a 150 K 
window. This electrostatic TC modulation is the largest achieved by electrolyte gating to 
date, and comparable to state-of-the-art techniques such as ferroelectric gating. Such 
impressive TC control was achieved via gate-induced cluster percolation, leading to 
optimized control of ferromagnetism, directly verified by magnetoresistance, anomalous 
Hall effect, and PNR measurements. 
While the work above has led to significantly improved understanding of electrolyte 
gating, it has also unveiled some new questions to answer. The first is whether the 
irreversibility associated with VO formation can be mitigated. The field of electrolyte 
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gating of oxides in general, partially impacted by the results reported here, has come to the 
realization that some of these electrochemical mechanisms (VO formation, H
+ intercalation, 
etc.) can be extremely useful in materials studies. For instance, if we were able to return 
oxygen ions back to the lattice after VO formation at positive bias, we could then traverse 
the phase space of LSCO with VO-doping and perhaps not be charge-screening-limited as 
we are in electrostatic mode. More thorough transport dynamics in O2-rich environments 
could be important to developing new strategies in this regard. Other options could include 
dissolution of O-containing molecules or ions in the IL during gating, particularly those 
that may be amenable to dissociating O atoms/ions (e.g., OH- in H2O), hopefully 
intensifying the role O2 plays. Further, how the bias polarity and reversibility evolve at 
lower x is interesting, as x provides a way to tune the VO formation energy and diffusivity 
in LSCO (at lower x there is less Co in the nominal 4+ valence state, thus leading to lower 
formation enthalpy of VO). 
Another way to improve reversibility would be to develop strategies to prevent VO 
formation, such as including a diffusion barrier between the IL and the film. The ideal 
diffusion barrier would be ultrathin, such that the capacitance of the EDL remained high, 
and would have to be insulating. Promising diffusion barrier candidates include atomically-
thin 2D boron-nitride and self-assembled monolayers of organic molecules. Self-
assembled monolayers are particularly interesting, as they provide a way to tune the 
diffusion barrier thickness using organic molecule size, essentially by changing the length 
of alkyl chains. Preventing VO in LSCO EDLTs would be a great way to test such diffusion 
barriers, as we now know VO formation is facile in LSCO EDLTs. 
Another obvious place for further investigation lies in testing the universality of the 
strategies to achieve gate-induced percolation in other materials. Exciting in this regard 
would be moving to a similarly percolative system with higher typical values of TC, such 
as the manganites. In such systems it may be possible to achieve giant modification of 
room temperature ferromagnetism. Further, developing ideas for the optimization of 
electrolyte-gate-control of magnetism, or other properties, in non-percolative materials 
could prove just as fruitful as the studies presented here.  
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