This appendix presents additional derivations and estimation results that are removed from the paper for space limitations.
In section A we present the effects of misspecified levels on posterior results in a standard New Keynesian Phillips Curve (NKPC). This analysis provides a straightforward motivation for the extended NKPC and HNKPC models in the paper. Specifically, we show that a priori demeaning and detrending of the data, without considering the short and long-run data properties obscure inference in these standard models.
In section B we elaborate and compare the inference of the NKPC model using structural form and unrestricted reduced form. This section illustrates the difficulty of inferring the unrestricted reduced form parameters and to obtain the main parameters of interest, the structural parameters, using these. This difficulty is based on the non-linear parameter transformations required to link the structural and the reduced form models. Through simulation examples, we show that flat prior distributions used in one of the model representations can be very informative in the other model representation. This section motivates the structural parameter estimation approach we follow throughout the paper.
Sections C and D provide the details of the posterior sampling algorithms for the extended NKPC and HNKPC models proposed in the main paper. In these sections, the state space representations of the extended models and the appropriate sampling scheme are explained in detail. We further report the exact prior parameters used for the results in the paper and present a sketch of a prior sensitivity analysis based on prior-predictive likelihood comparisons.
Sections E, F and G provide posterior and predictive results for the extended NKPC and HNKPC models which are not included in the paper due to space constraints. In section E we present additional posterior and predictive results for the extended NKPC models. Main conclusions from these models are similar to the extended HNKPC model results discussed in the paper. Nonetheless, we provide these results for clarity and the ease of comparison. In section F we present additional results for the HNKPC models which are in line with the main conclusions of the paper. Section G presents the entire distribution of the inflation predictions for extended NKPC and HNKPC models we propose.
Section H presents the results of the prior-predictive likelihood analysis for the proposed models. The main conclusion of this section is that the adopted priors in the paper do not dominate the results. The data information is the main factor favoring the extended models we propose.
Section I presents the posterior and predictive results of the alternative NKPC and HNKPC models, considered for robustness checks, in detail. Several alternative models are compared with the extended models in the paper. We show that our main conclusions on the improved model performance through modeling the trends and levels in the data, and the use of survey data hold. We further disentangle the predictive gains from these two sources of extensions.
In section J presents a further alternative HNKPC model to the proposed HNKPC models in our paper. This model aims at accounting for the possibility of measurement errors in survey expectations. The results obtained from this alternative model are very similar to the corresponding results of in the paper, thus, we conclude that the effect of the measurement errors in survey expectations is negligible.
Section K presents a straightforward cointegration analysis for inflation and marginal cost series, based on the time-varying NKPC model structure. This analysis is performed to justify an implicit assumption in the proposed models namely the assumption that there is no stable long-run relationship between the inflation and marginal cost series. The results of this cointegration analysis are in line with the implicit assumption we make in the proposed NKPC model structures.
A Effect of misspecified level shifts on posterior estimates of inflation persistence
The linear NKPC captures the relation between real marginal costz t and inflatioñ π t . We illustrate in this section that model misspecification resulting from ignoring level shifts in inflation data leads to overestimation of persistence in the inflation equation within a linear NKPC.
The linear NKPC model can be written as
with (ϵ 1,t , ϵ 2,t ) ′ ∼ N ID(0, Σ). This model is a triangular simultaneous equations model and can also be interpreted as an instrumental variable model with two instruments. We specify an AR(2) model for the marginal costs in order to mimic for the cyclical behavior of the observed series, see Basistha and Nelson (2007) ; Kleibergen and Mavroeidis (2011) for a similar specification. The AR(2) parameters are restricted to the stationary region |ϕ 1 | + ϕ 2 < 1, |ϕ 2 | < 1, and the lagged adjustment parameter in the inflation equation is restricted as 0 ≤ γ b < 1. The structural parameter λ, the slope of the Phillips curve, is restricted as 0 ≤ λ < 1 which is in line with previous evidence on the slope of the NKPC.
Since NKPC in (1) specifies the relation between the short-run stationary fluctuations in real marginal costs and inflation,π t andz t can be interpreted as the transitory components of inflation and marginal costs, in deviation from their longrun components. In fact, the observed non-filtered data can be decomposed into permanent and transitory components in a straightforward way as
where π t and z t are the inflation and marginal cost data, respectively, and c π,t and c z,t are the permanent components of the series.
In our simulation experiment, we model the steady state inflation as a constant level subject to regime shifts in order to mimic the high inflationary period during the 1970s. For modelling the permanent component of the real marginal cost series, we use a trend specification mimicking the declining real marginal cost levels in the U.S. over the sample starting from the 1960s. This specification can be formulated as follows
where κ t is a binary variable indicating a level shift in the level series, c π,t and c z,t indicate the level value of inflation and real marginal costs, respectively, in period t and µ z,t is the slope of the trend in the real marginal cost series. By excluding the stochastic component for the slope and the trend of the real marginal costs in (3), we specify a deterministic trend for this series.
We simulate three sets of data from the model in (1)-(3). For the first set, the inflation series show no level shifts, i.e. κ t = 0, ∀t. For the other two sets of data, we impose different level shifts with moderate (ω 2 = 2.5) and large (ω 2 = 5) changes in the level values, respectively. For each specification we simulate 100 datasets with T = 200 observations, where two level shifts occur in periods t = 50 and t = 150.
The observation error variance is set to ( 1 0.01 0.01 0.01 ), which leads to a correlation of 0.1 between the disturbances, and parameter λ is set to 0.1. Note that parameters ϕ 1 = 0.1 and ϕ 2 = 0.5 are chosen such that the transitory component of the series is stationary.
In order to capture the effect of model misspecification on posterior inference, when computing the transitory component, we ignore level shifts in the simulated inflation series and simply demean the series. For the marginal cost series, we remove the linear trend prior to the analysis and only focus on the effect of misspecification in the inflation series. This implies that for the simulated data with no level shifts, the model is correctly specified and the posterior results should be close to the true values. For each simulated data set we estimate the model in (1) using flat priors on restricted parameter regions:
Given that model (1) is equivalent to an instrumental variables model with 2 instruments, it can be shown that the likelihood function for such a model combined with the flat prior on a large space yields a posterior distribution that exists but it has no first or higher moments. Due to the bounded region condition on the parameters, where the structural parameter λ is restricted to the unit interval, all moments exist.
For details, we refer to Zellner, Ando, Baştürk, Hoogerheide and Van Dijk (2013) .
We mention this existence result since it provides an econometric explanation why it is often difficult to estimate a structural model for macro-economic data such as
(1). Indeed, the rather flat posterior surface plagues the inference, in particular, when ϕ 2 is close to zero. Posterior moments are in our case computed by means of standard Metropolis-Hastings method on ϕ 1 and ϕ 2 and λ and γ b . Other Monte Carlo methods like Gibbs sampling are also feasible in this case. Figure 1 presents the overestimation results from 100 different simulations for each setting we consider. We report the average overestimation in posterior γ b estimates and 95% highest posterior density intervals (HPDI) for this overestimation. Note: The figure presents overestimation probability of parameter γ b for simulated data from the NKPC model with different structural breaks structures. We report average quantiles of overestimation based on 100 simulation replications for each parameter setting.
The persistence parameter γ b is overestimated in all cases except for the correctly specified model. The degree of overestimation becomes larger with a larger shift in the level of inflation. Note that the average 95% HPDI of overestimation becomes tighter for data with extreme changes in levels. Hence the effect of model misspecification on the persistence estimates is more pronounced if the regime shifts are extreme.
In summary, our simulation experiments using NKPC show that when the shifts in the inflation level are not modelled, inference on model persistence parameters may be severely biased due to the model misspecification. This will also hold for predictive estimates.
We note that we focused on misspecification effects on persistence measures when level shifts in the series are ignored. Similar experiments can be set up for the NKPC with weak identification (or weak instruments) by setting ϕ 2 ≈ 0. The effect of misspecification on posterior and predictive estimates in the case of weak identification is a topic outside the scope of the present paper. We refer to Kleibergen and Mavroeidis (2011) for details on Bayesian estimation in case of weak identification.
B Structural and reduced form inference of the

NKPC model
This section presents the unrestricted reduced form inference (URF) of the NKPC model, and the inference of the corresponding structural form (SF) model parameters. The structural form (SF) representation for the basic NKPC model derived from the firm's price setting for filtered data is given as
where (ϵ 1,t , ϵ 2,t ) ′ ∼ N ID (0, Σ) and standard stationary restrictions hold for ϕ 1 , ϕ 2 .
We show that the posterior draws from the structural form parameters can be obtained using the reduced form representation of (5):
where (ϵ 1,t , ϵ 2,t ) ′ ∼ N ID (0, Σ), and the restricted reduced form (RRF) representation is obtained by introducing the following restrictions on parameters in (5):
Finally, the model in ( (1−γ(ϕ 1 +γϕ 2 )) 2 , where the Jacobian is non-zero and finite if γ(ϕ 1 + γϕ 2 ) ̸ = 1, ϕ 2 ̸ = 0 and λ ̸ = 0. 1 Figure 2 illustrates the nonlinear transformation for the SF and RRF representations, for a grid of parameter values from SF representations, and plot the corresponding RRF parameter values, and vice versa. The top panel in Figure 2 shows the transformations from SF to RRF. Reduced form parameters α 1 and α 2 tend to infinity when persistence in inflation and marginal cost series are high, i.e. when the structural form parameters λ and ϕ 1 + ϕ 2 tend to 1. The bottom panel in Figure 2 shows the RRF to SF transformations. The corresponding SF parameters lead to an irregular shape, for example, when the instrument z t−2 has no explanatory power with ϕ 2 = 0 or when α 2 = 0.
C Bayesian inference of the extended NKPC model
In this section we summarize the prior specifications, our use of prior predictive likelihoods, and the posterior sampling algorithms for the extended NKPC and HNKPC models. We further present a prior sensitivity analysis for the proposed models using a prior-predictive analysis.
C.1 Prior specification for parameters
The extended NKPC and HNKPC models contain several additional parameters compared to the standard NKPC model. We classify the model parameters in five groups, and assign independent priors for each group. The first group includes the common parameters in the NKPC and HNKPC models, θ N = {λ, γ f , ϕ 1 , ϕ 2 , Σ}, in (5). For the structural parameters {λ, γ f , ϕ 1 , ϕ 2 } we define flat priors on restricted regions, which also ensure that the autoregressive parameters, ϕ 1 and ϕ 2 , are in the stationary region and the (observation) variance priors are of inverse-Wishart type 2
where IW (ν, Ψ) is the inverse Wishart density with scale Ψ and degrees of freedom ν. It is possible to use economic theory or steady state relationships to construct priors for these parameters, see Del Negro and Schorfheide (2008) . We do not follow this approach but let the data information dominate our relatively weak prior information. For the same reason, we perform a prior-predictive analysis and investigate the sensitivity of our posterior results with respect to the prior.
Note that the prior specifications of the observation and state covariances are important in this class of models and for macroeconomic data. Since the sample size is typically small, differentiating the short-run variation in series (the observation variances) from the variation in the long-run (the state variation) can be cumbersome, see Canova (2012) . We therefore impose a data based prior on the observation covariances. We first estimate an unrestricted reduced form VAR model using demeaned inflation series and (linear) detrended (log) real marginal cost series, and base the observation variance prior on this covariance estimate,Σ. This specification imposes smoothness for the estimated levels and trends, and ensures that the state errors do not capture all variation in the observed variables. Second, prior distributions for the extra model parameters stemming from the hybrid models,
Third, we define independent inverse-Gamma priors for the state variances
2 We experimented with wider truncated uniform densities for the λ and γ f parameters. The prior truncation does not seem to have a substantial affect on the posterior results.
where IG(α, αξ) is the inverse-Gamma distribution with shape α and scale αξ.
Parameters α and ξ are the a priori number and variance of dummy observations. Similar to the standard counterparts, the extended NKPC and HNKPC models may also suffer from flat likelihood functions. We therefore set weakly informative priors for the state parameters, such that not all variation in inflation and marginal cost series are captured by the time-varying trends and levels. For example, the number of prior dummy observations for σ η 1 and σ η 2 is much less than the number of observations to limit the prior information.
The fourth prior distribution we consider is applicable to the NKPC and HNKPC models with level shifts. For these models, we consider a fixed level shift probability of 0.04. This choice leads to an a priori expected number of shifts of 8 for 200 observations in the sample. Alternatively, this parameter can be estimated together with other model parameters. However, often the limited number of level shifts plague the inference of this parameter. Hence, we set this value, obtained trough an extensive search over intuitive values of this parameter, prior to analysis.
Finally, for the stochastic volatility models, we specify an inverse-gamma prior for the marginal cost variances. For the correlation coefficient, ρ, we take an unin- Together with the level specifications of the inflation and real marginal cost series the proposed extended NKPC model takes the following form
C.2 Posterior existence and the sampling algorithm
where
and the disturbances (ϵ 1,t , ϵ 2,t ) ′ and (η 1,t , η 2,t , η 3,t ) ′ are independent for all t.
The NKPC model in (10) can be cast into the state-space form as follows
For the most general NKPC model with level shifts and stochastic volatility, the simulation scheme is as follows 1. Initialize the parameters by drawing κ t using the prior for level shift probability, p κ , and by drawing unobserved states X t , h t for t = 1, 2, . . . , T from standard normal distribution and conditional on κ t for t = 0, 1, . . . , T . Initialize m = 1.
2. Sample θ (m) from p(θ|Y 1:T , X 1:T , U 1:T , R 1:T , Q 1:T ).
Sample X
9. Set m = m + 1, repeat (2)-(9) until m = M .
Steps (3)-(5) are common to many models in the Bayesian state-space framework, see for example Kim and Nelson (1999) ; Gerlach et al. (2000) ; Ç akmaklı (2012).
Sampling of θ
Conditional on the states c π,t , c z,t and h t for t = 1, 2, . . . , T , redefining the vari- (11) can be rewritten as
Posterior distributions of the structural parameters under flat priors are nonstandard since z t term also is on the right hand side of (12) and the model is highly non-linear in parameters. We therefore use two Metropolis Hastings steps to sample these structural parameters, see Metropolis et al. (1953) and Hastings (1970) . For sampling ϕ 1 , ϕ 2 conditional on λ, γ f and other model parameters, the candidate density is a multivariate student-t density on the stationary region with a mode and scale with the posterior mode and scale using only the second equation in (12) and 1 degrees of freedom. For sampling λ, γ f conditional on ϕ 1 , ϕ 2 and other model parameters, the candidate is a uniform density.
Sampling of states, X t
Conditional on the remaining model parameters, drawing X 0:T can be implemented using standard Bayesian inference. This constitutes running the Kalman filter first and running a simulation smoother using the filtered values for drawing smoothed states as in Carter and Kohn (1994) and Frühwirth-Schnatter (1994) . We start the recursion for t = 1, . . . , T
and store X t|t and P t|t . The last filtered state X T |T and its covariance matrix P T |T correspond to the smoothed estimates of the mean and the covariance matrix of the states for period T . Having stored all the filtered values, simulation smoother involves the following backward recursions for t = T − 1, . . . , 1
Intuitively, the simulation smoother updates the states using the same principle as in the Kalman filter, where at each step filtered values are updated using the smoothed values obtained from backward recursion. For updating the initial states, using the
can be written for the first observation. Given the mean X t|t,X t+1 and the covariance matrix P t|t,P t+1 , the states can be sampled from X t ∼ N (X t|t,X t+1 , P t|t,P t+1 ) for t = 0, ..., T .
Sampling of inflation volatilities, h t
Conditional on the remaining model parameters, we can draw h 0:T using standard Bayesian inference as in the case of X t . One important difference, however, stems from the logarithmic transformation of the variance in the stochastic volatility model.
As the transformation concerns the error structure, the square of which follows a χ 2 distribution, the system is not Gaussian but follows a log-χ 2 distribution. Noticing the properties of log-χ 2 distribution, Kim et al. (1998) and Omori et al. (2007) approximate this distribution using a mixture of Gaussian distributions. Hence, conditional on these mixture components the system remains Gaussian allowing for standard inference outlined above. For details, see Omori et al. (2007) . For the estimation of the volatilities in the BVAR-TV-SV model we use the extension of the algorithm following Kastner and Frühwirth-Schnatter (2013) for improving the efficiency of the MCMC algorithm.
Sampling of structural break parameters, κ t
Sampling of structural break parameters, κ t relies on the conditional posterior of the binary outcomes, i.e. the posterior value in case of a structural break in period t and the posterior value of the case of no structural breaks. However, evaluating this posterior requires one sweep of filtering, which is of order O(T ). As this evaluation should be implemented for each period t the resulting procedure would be of order O(T 2 ). When the number of sample size is large this would result in an infeasible scheme. Gerlach et al. (2000) propose an efficient algorithm for sampling structural break parameters, κ t , conditional on the observed data, which is still of order O(T ).
We implement this algorithm for estimation of the structural breaks and refer to Gerlach et al. (2000) ; Giordani and Kohn (2008) for details. 
Sampling of state error variances
Φ η 1 + ∑ T t=1 κ t η 2 1,t and ∑ T t=1 κ t + ν η 1 .
Sampling of marginal costs variance and correlation coefficient
To sample the variance of marginal costs and correlation coefficient, we decompose the multivariate normal distribution of ϵ t into the conditional distribution of ϵ 2,t given ϵ 1,t and the marginal distribution of ϵ 1,t , as in Ç akmaklı et al. (2011) . This
Hence, together with prior for the variance in (11) 
We can easily implement the griddy Gibbs sampler approach of Ritter and Tanner (1992) . Given that ρ ∈ (−1, 1) we can setup a grid in this interval based on the precision we desire about the value of ρ.
C.3 Prior-predictive likelihood analysis
In the proposed models, it is important to assess the effects of the specified prior distributions on the predictive likelihoods. Due to the nonlinear structure of the models, assessing the amount of prior information on the predictive results is not trivial. We present a prior-predictive analysis as in Geweke (2010) . 
This can be cast into the state-space form as in (11)
using the following definitions 
where parameters α 1 , α 2 , α 3 , α 4 are defined as functions of the structural form parameters
Given this setup, posterior inference can be carried out using the steps outlined in section C.
E Posterior results for the NKPC models with non-filtered time series
This section presents additional estimation results for the NKPC models with nonfiltered time series. We summarize the estimated levels, volatilities, breaks and inflation expectations obtained from the NKPC-TV, NKPC-TV-LS and NKPC-TV-LS-SV models. Figure 3 shows the estimated levels from the three NKPC models. The second panel in Figure 3 presents the estimated levels for the real marginal cost series for all models. A common feature of all these estimates is the smoothness of the estimated levels. In all models, marginal cost series follows a slightly nonlinear trend during the sample period. The estimated slopes of these trends for all models are given in the bottom panel of Figure 3 , together with the 95% HPDIs.
Nonlinearity of the negative trend is reflected in the negative values for the slope of the trend, with an increasing magnitude at the end of the sample. This change in the slope of the trend is accompanied by the increasing uncertainty about the slope. The difference between the models in terms of the estimated marginal cost structures is negligible.
F Posterior results for the HNKPC models with non-filtered time series
This section presents additional estimation results for the HNKPC models with non-filtered time series. We summarize the estimated levels, volatilities, breaks and inflation expectations obtained from the HNKPC-TV, HNKPC-TV-LS and HNKPC-TV-LS-SV models. 1965 1970 1975 1980 1985 1990 1995 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 1965 1970 1975 1980 1985 1990 1995 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 1965 1970 1975 1980 1985 1990 1995 
H Prior-predictive likelihoods of proposed models
Due to the complex model structures in the proposed models, it is important to address the effects of the specified prior distributions on the predictive performances.
We therefore perform the prior-predictive analysis outlined in section C for the extended NKPC models, for the forecast sample analyzed earlier, covering the period between 1973-II and 2012-I. Table 1 presents the average and cumulative prior predictive likelihoods for the forecast sample. Prior predictive likelihoods, not using the data information and also using weak prior information, naturally perform worse than the predictive results reported in Table 3 . Table 1 also shows that the adopted prior distributions clearly favor the less parameterized model, NKPC-TV.
Moreover, the priors clearly do not favor models with stochastic volatility components. Most importantly, the 'best performing model' according to the predictive results in Table 3 , HNKPC-TV-LS-SV, is the least favorable one according to the adopted prior distributions using the same forecast sample. We therefore conclude that data information is dominant, and the superior predictive performance of the HNKPC-TV-LS-SV model is not driven by the prior distribution. 
I Posterior and predictive results from alternative models for robustness checks
The proposed NKPC and HNKPC models extend the standard models in several ways. First, both model structures introduce time variation in the long and short run dynamics of inflation and marginal cost series. Second, the introduction and the iterative solution of the expectational mechanisms and the survey data in the extended HNKPC models enables the use of more data information. Furthermore, extended and standard HNKPC models use the additional information from a backward looking component for the inflation series compared to the HNKPC counterparts. According to the predictive results, the most comprehensive model, HNKPC-TV-LS-SV is also the best performing model. However, a deeper analysis is needed in order to see the added predictive gains from each of these extensions. In this section we consider several alternative models and their predictive performances to separately address the predictive gains from each of these extensions in the model structure. Table 2 presents all NKPC and HNKPC model structures we compare to differentiate these effects. The first set of alternative models we consider are the standard NKPC and HNKPC models combined with data from survey expectations, without introducing explicit time variation in the low frequency structure of data but instead demeaning the inflation series, and detrending the marginal cost series prior to analysis. These models are given in the first two rows of the right panel of Table 2 and are abbre- The second set of alternative models we consider, on the right panel of Table 2, are NKPC models with time-varying levels, where we incorporate the survey expectations in the model directly rather than solving the model iteratively. These models correspond to (5) where the expectation term is replaced by survey expectations.
We denote these models by NKPCS-TV, NKPCS-TV-LS and NKPCS-TV-LS-SV, for the time-varying levels, time-varying levels with regimes shifts in inflation and time-varying levels with regime shifts and stochastic volatility component in inflation, respectively. Comparing the predictive results of these models to the HNKPC counterparts provide the predictive gains solely from the HNKPC extension, i.e. they separate the gains from incorporating the backward looking inflation component in the model from the other model extensions.
The third set of alternative models we consider are the HNKPC models using the survey expectations directly, without solving for the expectational mechanisms. We denote these models by HNKPCS-TV, HNKPCS-TV-LS and HNKPCS-TV-LS-SV, for the time-varying levels, time-varying levels with regimes shifts in inflation and time-varying levels with regime shifts and stochastic volatility component, respectively. Comparing the predictive performance of these models with the proposed HNKPC models clarifies the predictive gains from solving for the inflation expectations iteratively in the hybrid models.
The final set of alternative models aim to pinpoint predictive gains from introducing level shifts in inflation in the models with a stochastic volatility component.
The comparison of the predictive results of models with time-varying levels and stochastic volatility, (H)NKPC-TV-SV, and with level shifts and stochastic volatil-ity, (H)NKPC-TV-LS-SV, highlights predictive gains solely from introducing level shifts when changes in inflation volatility are taken into account.
One period ahead MSFE and log marginal likelihoods of these models, together with the standard (H)NKPC models and the models proposed in the paper, are given in Table 3 . The prediction results are based on the forecast sample, which covers the period between the second quarter of 1973 and the first quarter of 2012. Comparing the first block and the first two rows of the second block Table 3 , we see that the gains from using survey data inflation are substantial even in the standard NKPC models.
In terms of predictive gains, the biggest improvement in predictive likelihoods and the MSFE are achieved with this contribution in the models. However, the predictive performances of these improved models are still far from the more involved models.
Hence the gains from the proposed models do not only stem from the inclusion of the survey data information alone.
We also report the predictive gains resulting specifically from introducing timevariation in the inflation and marginal cost series, by comparing the results of the HNKPCS-LT and HNKPCS-HP models with the HNKPC-TV or HNKPC-TV-LS models in the table. The more involved models with time variation clearly perform better according to the predictive results. Especially the difference in marginal likelihoods of these models enables us to conclude that incorporating time variation in the data is also important.
As a third possible reason for predictive gains, we focus on the models with backward looking components. One way to separate the added value from this component is to consider the second block of Table 3 . The prediction results from the NKPC and Table 3, where only the third (fourth) block uses the iterative solution. According to the MSFE, predictive results deteriorate slightly when we solve the system. We find this result rather counterintuitive since the iterative solution is based on the complete model structure. As we show briefly, despite this slight increase in the predictive performances, models without the iterative solutions suffer from identification issues.
We next focus on changes in parameter estimates for the alternative models proposed in this section. Table 4 presents the parameter estimates for all alternative models. Despite the predictive gains from these alternative models, parameter estimates are rather different from those obtained from the proposed models.
Specifically for the hybrid models considered, uncertainty in posterior distributions increase substantially if the iterative model solution is not used. Furthermore, posterior densities of some parameters are quite irregular in most of these models which use expectations data directly. is spread over a wide region with multiple modes. Similar results hold for the remaining alternative models which make use of the survey expectations data directly. We therefore conclude that replacing the expectational term in the (H)NKPC models with survey expectations deteriorate posterior inference compared to the iterative solution of these expectational terms. 
J Modeling inflation expectations using unobserved components
The HNKPC models implicitly assume that survey based inflation expectations capture 'real' inflation expectations for the next period accurately. However, survey expectations are likely to reflect real inflation expectations with a measurement error.
In this section we extend the HNKPC model by including a latent variable for unobserved inflation expectations, aiming to account for the possibility of measurement errors in survey expectations. Specifically, we propose an adaptive rule under which inflation expectations partially adjust to survey expectations at each period:
where |β S | < 1 and µ t is the survey observation for inflation expectation at time t. This adaptive rule implies that unobserved inflation expectations converge to the survey based expectations in the long run. Given the restriction on parameter β S , one can solve (19) for S t and obtain S t = µ t + ∑ ∞ j=0 β j S η S,t−j . This specification allows for the interpretation that expected inflation is equal to the survey values with a measurement error that is specified as an infinite moving average with declining weights.
We next consider the HNKPC model given the specified adaptive rule for the unobserved inflation expectations. Notice that we can factorize the expectation term in equation (9) in the main text of the paper, E t (π t+k ), into two parts related to the measurement error and the relation between survey based expectations and long run expectations, as
Then the weighted sum of expectations in equation (9) in the paper becomes
We next compare the models specified in (21) and in (22) with a HNKPC-TV parametrization in terms of their forecast performances. For the forecast sample considered in the paper, the cumulative predictive likelihood for the HNKPC-TV model in (21) is −36.19 while for the model in (22) this value is −36.44. The cumulative predictive likelihood values for the HNKPC-TV model with and without the restriction β S = β µ indicate that this restriction is statistically valid as the difference between the likelihood values are very small. Following this evidence we display the parameter estimates of all extended HNKPC models using the expectation specification in (22) in Table 5 . We further report the cumulative predictive likelihood values and 1 step ahead MSFE for these models in Table 6 .
Results are very similar to the corresponding table in the paper (Table 2) , thus, we conclude that the effect of the measurement errors in survey expectations is negligible. (22). β S is the autoregressive parameter for the deviation of inflation expectations, as used in (22). ρ is the correlation coefficient of the residuals ϵ 1 and ϵ 2 . ϕ 1 and ϕ 2 are the autoregressive parameters for the real marginal cost specification. Posterior results are based on 40000 simulations of which the first 20000 are discarded for burn-in. Model abbreviations are as in Table 1 in the paper. 
K Analysis of cointegration in inflation and marginal cost levels
The models in the paper considered rely on the implicit assumption of the absence of a long-run cointegrating relationship between the inflation and marginal cost series.
We assess whether this assumption is plausible for the U.S. data. For this reason, we consider the NKPC-TV model that provides the unobserved levels of both series at each posterior draw. For each of these obtained posterior draws, we perform a simple two-step analysis to check the existence of the cointegrating relationship, which can be seen as a Bayesian extension of the method of Engle and Granger (1987) .
We perform a two step analysis, where in the first step we obtain the residuals from the regression of the estimated level of inflation on a constant and the estimated level of marginal costs, for each posterior draw. This implies that we take the estimation uncertainty in the analysis into account. Next, we obtain the posterior distribution of the autoregressive parameter, ρ, for each set of residuals from the following regression using flat priors on the identified region ρ ∈ [−1, 1] ∆ε t = ρε t−1 + η t , η t ∼ N ID(0, σ 2 ),
whereε t denotes the residuals from the first stage, and ρ = 0 implies that there is no cointegrating relationship between the series. An HPDI including the value of 0 indicates that a cointegrating relation between inflation and marginal cost is unlikely.
We compute the mean and the quantiles of these individual densities using 5000 posterior draws, and report the average values of the mean and the quantiles of ρ based on 3000 simulations. These results are presented in Figure 8 . Posterior means of parameter ρ are around 0 for all posterior draws of inflation and marginal cost levels, and the 80% an 90% percent quantiles of the distribution are around 0 as well. Hence this simulation experiment does not indicate a cointegrating relationship between the inflation and marginal cost levels. This pattern is also found for other TV-NKPC models we considered for the U.S. data, but these results are not reported for the sake of brevity. We conclude that the underlying assumption of 'no cointegrating relationship' is found to be feasible for the NKPC models we consider. Note: The figure presents the posterior means and quantiles of the ρ parameter from 5 × 10 3 posterior draws from the NKPC-TV models, where for each draw, the the reported values are calculated using 3000 simulations. ρ = 0 implies that there is no cointegrating relationship between the series.
