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ABSTRACT

DATA PARALLEL FRAMEWORKS FOR TRAINING
MACHINE LEARNING MODELS
MAY 2022
GUOYI ZHAO
B.Sc., NORTHEASTERN UNIVERSITY OF CHINA
M.Sc., NORTHEASTERN UNIVERSITY OF CHINA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Lixin Gao

Machine learning (ML) is the study of computer algorithms that focuses on analyzing and interpreting patterns and structures in data. It has been successfully
applied to many areas in computer science and achieved state-of-the-art results to
enable learning, reasoning, and decision-making without human interactions. With
the explosion of data nowadays, it becomes challenging for a single machine to train
machine learning models efficiently. It is essential to distribute the model training to
a cluster of machines to accelerate the process. Data parallel frameworks are one of
the widely used approaches to distribute the training at a data level. Data parallelism
focuses on distributing the data across different machines, which operate on the data
in parallel.

vi

Updating machine learning model parameters through synchronization is one of
the most common and easy-to-use approaches for machine learning systems. The
synchronous models work well when we have a homogeneous environment and the
workloads in different machines are balanced. However, the per-iteration barrier
synchronization may cause a straggler problem, which can significantly reduce the
performance of these algorithms. To break the synchronization barrier of each iteration, asynchronous updates are usually adopted. That is, each machine/thread
continues its data processing right after it updates the model parameters from its
own result. Although asynchronous models remove the synchronization barrier, they
suffer from another problem of delayed updates. Before a worker contributes to the
model parameter, the model parameter may have already been updated by several
other workers. However, the asynchronous models without any restriction of the staleness will lose the convergence guarantee and potentially slow down the convergence
from stale updates.
This research aims to develop innovated data parallel frameworks to accommodate
the computing resources to parallelize different machine learning and deep learning
algorithms and speed up the training. To achieve that, we explore three interesting
frameworks in this dissertation: (1) Sync-on-the-fly framework for gradient descent
algorithms on transient resources; (2) Asynchronous Proactive Data Parallel framework for both gradient descent and Expectation-Maximization algorithms; (3) Cohesive Mini-batches graph convolutional network framework for graph convolutional
networks.
In the Sync-on-the-fly framework, we take advantage of the fact that many machine learning algorithms do not require fixed synchronization barriers. We dynamically determine when to synchronize the update of model parameters instead of using
pre-defined synchronization barriers. So it is particularly useful when we train machine learning algorithms using transient resources or straggler situation occurs.

vii

In the Asynchronous Proactive Data Parallel framework, we further propose an
Asynchronous Proactive Data Parallel model to break the synchronization barrier
while restricting the stale update. We theoretically prove the convergence property
of our Asynchronous Proactive Data Parallel model and show up to 20 times speedup.
We also explore the training for both gradient descent algorithms and ExpectationMaximization algorithms using flexible synchronization.
With the increasing popularity of graph convolutional networks (GCNs), we explore the data parallel model in GCN training and propose a Cohesive Mini-batches
GCN framework. The cohesive mini-batches group nodes that are tightly connected
in the graph in order to reduce more than half of the computations required for each
mini-batch while still using the full-graph information to train the GCN. We design
asynchronous computations between GCN layers to further eliminate the waiting
among workers. Our evaluation shows that CM-GCN can achieve up to 3X speedup
without compromising the training accuracy.
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CHAPTER 1
INTRODUCTION

Machine learning (ML) has successfully applied to many areas in computer science,
such as computer vision [115, 6], natural language processing [52, 14], and financial
services [73, 106]. They achieved state-of-the-art results to enable learning, reasoning,
and decision-making without human interactions. Generally, we develop machine
learning algorithms that focus on analyzing and interpreting patterns and structures
in data. Machine learning models are the output or expression of the machine learning
algorithms that comb through data to find patterns or make predictions. Training
a machine learning model is fitting the input data to update the machine learning
model parameters through iterative processes.
With the explosion of data, it becomes challenging for a single machine to train
machine learning models in a timely manner. It is essential to distribute the model
training to a cluster of machines [85, 23, 59]. As a key component in the parallel
computing mechanisms, data parallelism is parallelization across multiple processors
in parallel computing environments. It has become an important field of computer
science in many machine learning applications and has proven to be critical in many
high-performance solutions [58, 34, 5, 7, 50, 49, 71].
Distributed machine learning has typically been proposed from a data parallel
perspective under various synchronous and asynchronous schemes to speed up the
training [74, 54, 96, 92]. The big data are partitioned to multiple workers and the
training algorithms, such as gradient descent (GD) [26, 63, 64] and ExpectationMaximization (EM) [10, 101, 72, 102], are executed concurrently over different data
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subsets. The widely-used bulk synchronous parallel (BSP) model [89, 90] enables
the update of the model parameter through a pre-defined synchronization barrier.
Comparing to BSP, many frameworks [78, 104, 59, 22, 4, 64, 63] also apply the Asynchronous Parallel (AP) models to break the synchronization barrier while sacrificing
some consistency to accelerate the model training.
This research aims to develop innovative data parallel frameworks to accommodate the computing resources to parallelize different machine learning algorithms and
speed up the training. To do that, three interesting topics are explored in this dissertation. First, we show how a flexible synchronous model Sync-on-the-fly can accelerate
the gradient descent algorithms on transient resources. Then, we explain a more general framework with the Proactive Data Parallel model and Asynchronous Proactive
Data Parallel model to support both gradient descent and Expectation-Maximization
algorithms. At last, we show how we apply the idea to more computation-intensive
applications in graph convolutional networks (GCNs) using cohesive mini-batches.

1.1

Sync-on-the-fly Framework for Gradient Descent Algorithms

Transient resources are the services that are provided by cloud service providers
with a fraction of the cost of on-demand servers, such as Amazon EC2 spot instances [1], Google preemptible instances [2], and Microsoft Azure Batch [3]. The
iterative computations for machine learning algorithms to process data with iterative
update functions are ideal to run on transient resources. This is because iterative
computations typically involve processing a large amount of data and performing
updates iteratively. The training process usually takes a long time but is not latencycritical. However, the modern distributed data processing systems such as Hadoop
[85] and Spark [108] provide little support for running an iterative computation on
transient resources. The fault-tolerant mechanism provided in MapReduce or Spark
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typically leads to cascading re-computations after revocations on transiently available
resources.
Checkpointing techniques [45, 108, 97, 99, 100] are usually used to leverage additional nodes of on-demand resources as storage to checkpoint intermediate results.
After a revocation, computations can be resumed from the last checkpointed data.
Although such systems introduced various techniques to decide the optimal frequency
of checkpointing, checkpointing can still be quite expensive for data-intensive workloads. Checkpointing requires large amounts of data to be transferred back and forth
which incurs substantial network and disk overhead.
In Chapter 2, we propose a distributed framework, Sync-on-the-fly, that takes
advantage of the fact that many machine learning algorithms do not require fixed
synchronization barriers. These synchronization barriers can be established at any
time, and under the situation that some of the workers are revoked. We use the widely
used gradient descent algorithms as examples to illustrate the design of Sync-on-thefly. We implement several popular gradient descent algorithms, Linear Regression,
Logistic Regression, and Matrix Factorization, under Sync-on-the-fly. Our evaluation
shows that Sync-on-the-fly can achieve at least 2x speedup over Spark for infrequent
revocation, and more than 5x speedup over Spark for frequent revocations.

1.2

Asynchronous Proactive Data Parallel Framework for
Machine Learning

The most widely used data parallel model is the Bulk Synchronous Parallel (BSP)
model [89, 90]. In BSP, the model parameters of ML algorithms are updated through
synchronization. Each worker processes data points until it reaches a pre-defined
synchronization point. When we adopt a parameter server architecture [59, 62], the
parameter server aggregates the processing results from workers and updates the
model parameters.
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During the synchronization, every worker needs to wait until the model parameter
has been updated and then continue the processing. The number of data points
processed between synchronization points needs to be specified by the programmers
before runtime. When a worker computes significantly slower than other workers
[33, 20, 32] (i.e., becomes a straggler), the pre-defined synchronization point will lead
to excessive waste of computing resources because other workers have to wait for the
straggler. This is particularly true when we employ transient resources in the cloud
[111, 97]. Workers deployed on transient servers may get revoked at any time. Once
a worker is revoked, it effectively becomes a straggler.
In Chapter 3, we propose a novel Proactive Data Parallel (PDP) framework. PDP
enables the parameter server to initiate the update of the model parameter. That
is, we can perform the update at any time without pre-defined update points. PDP
not only initiates the update but also determines when to update. The global decision on the frequency of updates will accelerate the training. We further propose
Asynchronous PDP (APDP) to reduce the idle time caused by synchronizing parameter updates. We theoretically prove the convergence property of asynchronous PDP.
We implement a distributed PDP framework and evaluate PDP with several popular
machine learning algorithms including Multilayer Perceptron, Convolutional Neural
Network, K-means, and Gaussian Mixture Model. Our evaluation shows that PDP
can achieve up to 20X speedup over the BSP model and scale to large clusters.

1.3

Cohesive Mini-batches GCN Framework for Graph Convolutional Networks

Deep neural networks (NNs) and graph convolutional networks (GCNs) [82, 15, 24]
and its variants [51, 17, 91] have achieved state-of-the-art results in many graph-based
applications, including node classification [51, 103], link prediction [19, 110], inductive
node embedding [30] and recommender systems [103]. Since matrix multiplications
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play a prominent role in many machine learning algorithms, these workloads are highly
amenable to acceleration through ASICs. However, training a large-scale GCN is still
challenging due to the high computation cost that grows with the size of the graph.
The traditional GCN training on large graphs can be slow because we are only able
to update the parameter after processing the full graph. It is also memory-consuming
to store all the graph structures especially training on GPUs.
Mini-batch stochastic gradient descent (SGD) [30, 12] is proposed to accelerate
GCN training from more frequent updates. The updates of the GCN model parameters will focus on the gradients computed from a mini-batch, which reduces the
memory requirement and conducts several updates per epoch; this usually leads to
faster convergence. However, mini-batch SGD introduces a significant computational
overhead due to the neighborhood expansion because the convolution operation expands the neighborhood nodes in several hops away. The number of dependent nodes
grows exponentially when GCN goes deeper. Computing the training loss from fewer
nodes in a mini-batch may not reduce the nodes that need to be processed in the
early GCN layers.
During the training, asynchronous computation or pipelining the computation
and communication are applied to reduce the communication cost among distributed
workers [56, 64, 41, 114]. However, a pure asynchronous model using stale model
parameters to compute the embeddings or gradients will lead to slow convergence
and a waste of computation. Systems such as Dorylus [88] adopt a bounded staleness
asynchronous model to alleviate the influence of the stale model parameter. However,
the slowdown of convergence and wasted computation are not removed.
In Chapter 4, we propose CM-GCN, a distributed GCN framework using cohesive mini-batches to accelerate large-scale GCN training. The cohesive mini-batches
group nodes that are tightly connected in the graph. As a result, CM-GCN can
reduce the computation required to train a GCN. We propose a computation cost
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function to quantify the computation required for mini-batches. By exploring the
submodular property of the computation cost function, we develop an efficient algorithm to partition nodes into tightly coupled mini-batches. Based on the computation
cost function, we evenly distribute the workloads of mini-batches to workers. We design asynchronous computations between GCN layers to further eliminate the waiting
among workers. We implement a CM-GCN framework and evaluate its performance
with graphs that contain millions of nodes. Our evaluation shows that CM-GCN can
achieve up to 3X speedup without compromising the training accuracy.

1.4

Contributions

The major contributions of this dissertation are to explore the data parallel frameworks for different machine learning algorithms. The dissertation focuses on three
aspects: flexible synchronous data parallel framework, asynchronous proactive data
parallel framework, and asynchronous GCN using cohesive mini-batches. More specifically, our main contributions are as follows.
• We propose Sync-on-the-fly, a distributed programming model to utilize flexible
synchronous barriers afforded by many machine learning algorithms. Our Syncon-the-fly framework can reach a 2X to 5X speedup and save 76% - 85% of the
expense in both simulated revocation situations and the real spot market.
• We propose a Asynchronous Proactive Data Parallel (APDP) framework for
iterative ML algorithms. The evaluations of APDP on several ML algorithms
and straggler scenarios show that we can achieve up to 20X speedup over synchronous models and 6X over asynchronous models. We also theoretically prove
that APDP can guarantee the converge property for GD algorithms.
• We propose CM-GCN, a distributed GCN framework using cohesive mini-batches
to accelerate large-scale GCN training in CPU clusters. With the cohesive mini6

batches, balanced workloads, and asynchronous computation between GCN layers, CM-GCN can speedup up to 3X towards GCN while maintain the comparable training accuracy.
The rest of this dissertation is organized as follows. In Chapter 2, we propose
a Sync-on-the-fly framework for gradient descent algorithms on transient resources.
Chapter 3 presents our Proactive Data Parallel framework for both gradient descent
and Expectation-Maximization algorithms. In Chapter 4, we illustrate our Cohesive
Mini-batches GCN Framework for Graph Convolutional Networks. We conclude this
dissertation in Chapter 5.
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CHAPTER 2
SYNC-ON-THE-FLY FRAMEWORK FOR GRADIENT
DESCENT ALGORITHMS

2.1

Introduction

Many cloud service providers offer transient resources such as spare servers at a
fraction of the cost of on-demand servers. These transient resources may be revoked
at any time [86] since the demand might fluctuate. Machine learning algorithms in
big data analytics that typically require a large number of resources are ideally suited
to run on such transient resources. These machine learning jobs usually process a
large amount of data and might need several iterations of processing. However, they
are not latency-critical. Recent works such as Flint [84] and TR-Spark [97] leverage
additional nodes of on-demand resources as storage to checkpoint intermediate results.
After a revocation, computations can be resumed from the last checkpointed data.
In addition to the overhead of checkpointing, transient resources make it hard to
perform synchronization. When a revocation occurs to a worker, all other workers
have to wait for the recovery of the worker before performing synchronization. This
entails a large amount of resource waste. This is particularly expensive when a large
cluster of servers is involved in one data analytic job. Current distributed frameworks
such as Spark or Pregel use the bulk synchronous parallel (BSP) model where all
workers have to synchronize at a predefined barrier. Given the unpredicted nature of
server revocations, it is challenging to deploy BSP-based distributed frameworks on
transient resources for large-scale machine learning algorithms.
In this chapter, we propose Sync-on-the-fly, a distributed framework for machine
learning algorithms that enables machine learning computations to establish synchro8

nization barriers during runtime. Sync-on-the-fly exploits the fact that synchronization in machine learning algorithms does not have to be performed after a full pass
of the data or a fixed set of data points. Synchronization barriers are established for
building consistent model parameters, and thus can be performed at any time during
the computation, even under the situation that one or several servers are revoked and
have not been recovered.
We design and implement the distributed framework using the gradient descent
algorithm as an example. Sync-on-the-fly provides the capability to initiate synchronizations at runtime. When there is a revocation, the Syn-on-the-fly ensures all
remaining workers can continue to synchronize without waiting for the recovery of
the revoked workers. We evaluate Sync-on-the-fly with several well-known machine
learning algorithms (Linear Regression, Logistic Regression, and Non-negative Matrix Factorization) on a cluster of Amazon EC2 instances. We perform experiments
on simulated revocation scenarios and revocation scenarios on the spot market of
Amazon EC2. The results show that we can achieve at least 2X speedup over Spark
under infrequent revocations, and more than 5X speedup over Spark under frequent
revocations.
Our major contributions are summarized as follows.
• We propose Sync-on-the-fly, a distributed programming model to utilize flexible synchronous barriers afforded by many machine learning algorithms. We
use gradient descent algorithms such as Linear Regression, Logistic Regression,
Non-negative matrix factorization as an example to illustrate the feasibility of
such a programming model.
• We design and implement the distributed framework to support gradient descent
algorithms under transient resources. The framework is built to support server
revocation and recovery at any time. Our framework proactively decides when
to establish a synchronization barrier based on the progress of active workers.
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• We evaluate our framework for the three example algorithms and compare it to
the state-of-art system Spark. In both simulated revocation situations and the
real spot market, our Sync-on-the-fly can reach a 2X to 5X speedup and save
76%-85% of the expense.
The remainder of this chapter is organized as follows. Section 2.2 formally introduces the sync-on-the-fly programming model and suitable algorithms. Section 2.3
presents the design of the Sync-on-the-fly framework. Section 2.4 reports extensive
evaluation results. Section 2.5 highlights the related work.

2.2

Sync-on-the-fly Programming Model

In this section, we first introduce the Sync-on-the-fly programming model for
gradient descent algorithms. We then illustrate a series of machine learning problems
that can be expressed under the Sync-on-the-fly model.

2.2.1

Sync-on-the-fly

The Gradient Descent algorithm is widely used in supervised machine learning.
It considers the problem of minimizing an objective function that has the form of a
sum as

Q(w)
~ =

N
X

Qi (w,
~ xi )

(2.1)

i=1

where w
~ is the model parameter vector to be learned, and the function Qi is associated
with the i-th observation, xi , from the input data set.
Starting with an initial guess of the model parameters, GD iteratively updates
model parameters with a gradient vector. The gradient vector is computed as a
summation of the gradient at each data point.
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g(w)
~ =

1 X ∂
Qi (w,
~ xi )
|X| x ∈X ∂ w
~

(2.2)

i

Then the model parameter w
~ can be updated with the gradient as follows.

w
~ =w
~ − ηg(w)
~

(2.3)

where η is the learning rate.
To implement GD in a distributed environment, it is common to use the Bulk
Synchronous Parallel (BSP) model. That is, the input data points are distributed
among workers. Each worker computes the gradient at the data points assigned to
the worker. These gradients are aggregated together at a synchronization barrier.
Each worker then updates the model parameter with the gradient and computes the
gradient for the next iteration. We show an example of GD under the BSP model in
Figure 2.1.
Worker1

Worker2

Worker3

Predefined
Sync. barrier

Figure 2.1: Illustration of the process order for BSP model. The dashed lines indicate
synchronous barriers. Each block represents one data point.

GD under the BSP model has several drawbacks. First, it requires a full pass of the
input data set before performing synchronization. In reality, it is possible to compute
the gradients based on a subset of input data points, This is commonly referred to
as mini-batch GD. Second, even under mini-batch GD, the synchronization barrier
is predefined. This is problematic since the stragglers are common in practice [102].
Predefined synchronization barriers can result in fast workers waiting for the stragglers
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to finish. Third, predefined synchronization barriers make it hard to take advantage
of transient resources in the cloud. Transient resources can be revoked at any time. A
revocation to one worker might lead to all other workers waiting in the synchronization
barrier.
In this chapter, we propose Sync-on-the-fly for Gradient Descent algorithms. Under Sync-on-the-fly, synchronization can be performed at any time. At each synchronization point, the gradient from each worker is aggregated and broadcast to
all workers. Then each worker updates the model parameter with the gradient and
computes the gradient at each input data point until a synchronization barrier is
established. This process repeats. Figure 2.2(a) shows GD under the Sync-on-the-fly
model. Each box on workers illustrates the processing of one data point or a fixed
amount of data points. The whole chuck of the boxes represents the partition stored
in each worker from one epoch. In the Sync-on-the-fly, the synchronization barriers
are initiated by the parameter server. So the number of data that are processed in
one update may differ from different workers. In Figure 2.2(a), we use elbow dashed
lines to illustrate the synchronization across different workers.

Worker1

Worker2

Worker3

Worker1

Worker2

Worker3

Sync. barrier

Sync. barrier

Sync. barrier
Revoked

Sync. barrier
Sync. barrier

Sync. barrier

(a) Sync-on-the-fly model

(b) Sync-on-the-fly in transient resources

Figure 2.2: Illustration of the process order for Sync-on-the-fly model. The dashed
box indicates that a revocation occurs on Worker 3
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When using transient resources, the Sync-on-the-fly model can greatly reduce the
impact of the revoked workers. As shown in Figure 2.2(b), when Worker 3 gets
revoked, the synchronization will involve Worker 1 and Worker 2 only. When an
available worker is found for Worker 3, the next synchronization will include all the
workers again. During the revocation, the consistency of the model parameter still
holds in the Sync-on-the-fly model. The restarted worker can catch up with the
progress of the computation by requesting the up-to-date model parameter. So all
the gradients are computed based on the same model parameter at any time.
Formally, the gradient of the objective function at input data point i is computed
as an atomic operation as

g(w,
~ xi ) =

∂
Qi (w,
~ xi )
∂w
~

(2.4)

The gradient in each worker will be aggregated as a local gradient. At a synchronization point, the global gradient is computed by summing up all the local gradients

θ(w)
~ =

1 X
g(w,
~ xi )
|B| x ∈B

(2.5)

i

where B is the set of the immutable variables that contributes the gradient in this
synchronization. The gradient is then used to update the model parameter as in
Equation (2.3).
Since the input data are distributed among workers, we can compute the gradient
at an input data point at the worker that the data point resides at. The model
parameter might be necessary for computing gradients at a data point. So model
parameters reside (and might be duplicated) on the worker where they are needed for
computing the gradient. Updating model parameters is considered to be an atomic
operation at each worker. Each worker computes gradients by iterating on all data
points residing at it in a round-robin fashion.
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2.2.2

GD algorithms under Sync-on-the-fly

We will illustrate how GD algorithms work under Sync-on-the-fly. We will use the
examples of Linear Regression, Logistic regression, and Nonnegative Matrix Factorization.
2.2.2.1

Linear Regression

Linear regression (LinR) is a supervised machine learning algorithm for modeling
the relationship between a dependent variable y and explanatory variables xi ∈ X.
It assumes that the relationship between yi and xi is linear, which is derived based
on unknown model parameters β as

f (X) = β0 +

p
X

Xj βj

(2.6)

j=1

where p is the dimension of X.
To estimate the model parameter β, the objective function can be written as the
residual sum of squared error.

Q(β) =

X

Qi (β)

xi ∈X

=

X

yi − β0 −

xi ∈X

p
X

!2
xij βj

j=1

To compute the gradient at each data point i, we have the jth dimension of the
gradient as

∂
Qi (β)
∂βj
p
X
= 2(β0 +
xij βj − yi )xij

gj (β) =

j=1
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Since the computation of the gradient at each data point requires all dimensions
of the model parameter, we will distribute the model parameter to all workers and
consequently, the model parameter will be updated at each worker.

2.2.2.2

Logistic Regression

Logistic Regression(LogR) is a supervised machine learning algorithm that derived
the relationship between input data points and outcomes. Each data point xi ∈
X contains d attributes and one additional value yi which indicates outcomes as a
boolean variable. The model parameters w is derived to make the values from logistic
function P ()˙ in Equation 2.7 close to yi for data point xi .

P (xi ) =

1
1 + exp(−xTi w)

(2.7)

That is, we aim to derive w that minimizes the loss function

Q(w) =

X

Qi (w)

xi ∈X

=

X

((yi − 1) ∗ log(1 − P (xi )) − yi ∗ log P (xi ))

xi ∈X

To compute the gradient at each data point i, we have the jth dimension of the
gradient as

gj (w) =

∂
((yi − 1) ∗ log(1 − P (xi ))
∂wj

− yi ∗ log P (xi ))
= (P (xij ) − yij ) ∗ xij
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Since the computation of the gradient at each data point requires all dimensions
of the model parameter, we will distribute the model parameter to all workers and
consequently, the model parameter will be updated at each worker.

2.2.2.3

NMF

Nonnegative Matrix Factorization (NMF) aims to factorize a given matrix A ∈
Rm×n
with observed entries into two nonnegative low-rank factor matrices W ∈ Rm×k
+
+
and H ∈ Rk×n
+ , where A ≈ W ·H and the positive integer k  min{m, n}. It minimize
a loss function:

L(A, W, H) = ||A − W · H||2F

(2.8)

based on Frobenius norm || · ||F .
The matrix loss function L can be written as a series of independent functions for
parallel optimization. Towards this end, let WI denote the I-th row of W , HJ denote
the J-th column of H, and AI,J denote the entry of A at row I and column J. Then
L can be expressed as:

L(A, W, H) =

XX
(AI,J − WI HJ )
J

(2.9)

I

Under the Sync-on-the-fly model, W and H are two parameters to update. They
can be updated alternatively by fixing one variable and updating the other one. So
every time we can use the latest version of the feature vector to compute the gradients.
So for the gradient computation in Equation (2.4), we can rewritten specifically for
W or H at each data point AI,J as:

gWI (AI,J , W ) = (AI,J − WI HJ )HJT
gHJ (AI,J , H) = WIT (AI,J − WI HJ )
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Note here to figure out the gradient at the point AI,J for W requires only HJ and
WI . Therefore, we store WI and HJ at the worker where AI,J resides. Therefore, the
model parameter does not have to be stored (and updated) at all workers and rather
at workers where their corresponding input data points reside.
2.2.3

Programming Interfaces

To program GD algorithms under the Sync-on-the-fly model, we define the following APIs.
• initialization(): Initialize the model parameter w.
~
• partition(X, w):
~ Indicate the location of the workers where input data points
and model parameters reside.
• gradient(xi , w
~ k ): Function for computing the gradient of objective function at
xi for dimension k of w.
~ It is possible to have several of these functions, each
of which is for one model parameter.
• scheduleUpdate(w):
~ Indicate the order of updating model parameters. When
computing gradient, we go through input data points in a round-robin fashion.
However, between two consecutive synchronization barriers, we compute the
gradient for one model parameter. This scheduler determines the order we
update model parameters and the corresponding gradient computation function
used.
• progress(xi ): Function for computing objective function for data point xi . This
function is used for determining termination condition and when to synchronize.

2.3

System Design

In this section, we propose a distributed framework to support the algorithms
under the Sync-on-the-fly programming model. In the following, we first discuss the
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overview design of the system in Section 2.3.1. Then we illustrate the procedures of
workers and the coordinator in Section 2.3.2 and Section 2.3.3.

2.3.1

System Overview

In the Sync-on-the-fly model, a global view of the worker status and progress is
necessary to identify the revocation and determine a proper synchronous barrier. So
we introduce a centralized coordinator in our system to keep track of the progress
of the computation on each worker and monitor the health status of workers. As
shown in Figure 2.3, the coordinator communicates with workers through signals.
When enough progress has been made by active workers, it initiates a synchronization by broadcasting Sync signals to active workers. When a worker gets revoked,
the revocation signal from the transient servers is passed to the coordinator through
WRevok signal. The future synchronization will exclude that worker until it is recovered. When an available worker is found, the coordinator starts a recovery process.
The coordinator and the worker communicate through Recv and paraReq signals to
recover and catch up on the computation.
Coodinator
Initiate
synchronization

Initiate recovery

Replaced
Worker 1

Send
local gradient
Worker 1

Worker 2

……

Worker N

Revocation
interruption

Figure 2.3: Architecture of Sync-on-the-fly. The dashed box groups a cluster of workers. The arrow lines indicate the signals that communicated between the Coordinator
and the workers.
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2.3.2

Worker

The worker mainly takes charge of scheduling the computation of gradients and
updating the model parameter. As shown in Figure 2.4, we divide the functions of
workers into several modules. Without interruption signals, the workers schedule
the computation of gradients in a round-robin fashion in the computation module.
When the interruption signals such as synchronization or revocation occur, the worker
interrupts the update or computation. As the worker receives a new global gradient,
it updates the model parameter and then continues the computation of gradients.

Worker

Sync. signal

Sync.

Global
gradient

Compute
Local gradient
Send
gradient

Update
model
parameter

Archive
Revocation
signal

Recovery

Request
model
parameter

Recover
signal
stable
storage

Figure 2.4: Worker overview. The boxes are the computation modules. The solid arrow lines indicate the data passing among modules. The dashed arrow lines illustrate
the signals that the worker sends and receives.

Compute local gradients: The worker schedules the computation of gradients for
each data point in a round-robin fashion. Based on the order of the model parameters
from scheduleUpdate(w)
~ function, the worker selects one model parameter w
~ k to call
the corresponding gradient(xi , w
~ k ) function. In the Sync-on-the-fly model, the input
data points should evenly contribute to the gradients, so the worker keeps track of a
pointer vector (local contexts) to record the progress of the model parameter vector.
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The computation of gradients won’t stop until all the data points have been gone
through once or a synchronization signal from the coordinator comes. The gradients will be aggregated to the local gradient right after they are computed. So the
worker can respond to the signals without spending additional time summarizing the
gradients.
When we update the model parameter, the changes of the objective function
reflect the progress of the current computations in that worker. The progress of the
worker is the criteria for the coordinator to determine the synchronize barrier. So the
worker needs to send a progress report to the coordinator periodically. The shorter
period will bring a more fine-grained view. However, there will be a huge overhead
on computing progress and sending the progress reports. Meanwhile, it is not feasible
to compute the exact value of the objective function, which should be based on all
the data points. So we approximate the progress by computing the value on a small
set of data points r. Each data point xi in r will call the progress(xi ) function.
Synchronization: When the worker receives a Sync signal from the coordinator,
it will first finish the computation of the gradient on the current data point as an
atomic operation. Then it sends the local gradients to the coordinator and waits for
the new global gradients. In the meantime, the local context will point to the next
data point. If the Sync signal arrives when the worker is still in a model parameter
update stage, the worker will restart the model parameter update stage with the new
global gradient.
Update model parameter: After each synchronization, the worker updates the
model parameter with the global gradient that the coordinator broadcast. Since
there is an order of model parameter which is scheduled by the scheduleUpdate(w)
~
function, the worker selects one parameter to update based on the iteration number.
Then the parameter moves to the next one for the future update.
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Revocation: When a worker gets revoked, it first receives a Revok signal from the
transient server. The revocation requires an immediate response so that it can be
handled within the advanced warning time. Therefore, the worker sends a WRevok
signal to the coordinator first. If the worker is in the stage of local gradient computation, it interrupts the current computation immediately and sends the local gradients
to the coordinator. Then it archives the local context which points to the current
data point. When the worker is waiting for the next synchronization, it just archives
the local context.
The Revok signal can arrive when the worker is updating the model parameter
or processing other signals like Sync. Any current process of the worker will be
interrupted. Then the local context will be archived and the local gradient will be
sent to the coordinator if it is not empty.
Recovery: A recovery process is initiated by the coordinator when an available
worker is found. After the new worker receives a WorkRecv signal with the location of
the input data and archived data, it reloads the input data and sets the local context
as the archived one. Then it requests the current model parameter by sending a
paraReq signal to the coordinator. Since the coordinator does not maintain the model
parameter, it will send requests to active workers for the gradients. For the cases like
the NMF algorithm, the workers with the same partition of W or H will respond and
send their current model parameter. Then new worker resumes the computation of
gradients.

2.3.3

Coordinator

The coordinator monitors the status of workers and controls synchronization
among active workers. As shown in Figure 2.5, it maintains a worker status table
and keeps track of the progress of computation on each worker from the worker reports since the last synchronization. The progress quantifies the contribution to the
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convergence of objective function between two synchronizations. The coordinator
accumulates the progress of each active worker and decides when to synchronize the
workers. After synchronization is initiated, it waits for all the local gradients from
the active workers and aggregates them as global gradients. Then it distributes the
global gradient based on the partition function of the model parameter.

Coordinator
Worker status table
Revocation
signal

Local
gradients
Worker
reports

Monitor
status

wid

status

1

active

2

revok

...

…

N

active

Compute
global gradient
Check synchronization
& termination

Recovery
signal

Distribute
global gradient
Initiate
synchronization

Figure 2.5: Coordinator overview. The boxes are the computation modules. The
solid arrow lines indicate the data passing among modules. The dashed arrow lines
illustrate the signals that the coordinator sends and receives.

Monitor Status: When the coordinator receives a WRevok signal from worker k, it
changes worker k status in the status table. If the revocation is on the computation
stage of the worker, the coordinator will receive the local gradients from the worker
after the signal. Since the local gradient from the revoked worker may only involve
a few data points, starting a new synchronization immediately may not be a good
choice. So the coordinator just stores the local gradient. When the coordinator is in
the synchronization stage, it only deactivates that worker from future computation
until recovery.
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Compute global gradient: After receiving all the local gradients from the active
workers, the coordinator aggregates the gradients to the global gradient. Then it
broadcasts the new global gradient to all the active workers.
Initiate synchronization: Frequent synchronizations make the model parameter
keep being updated and increase the computation quality. However, the synchronization is not free. More synchronization will decrease the number of computations per
unit time. So identifying a proper synchronization point is extremely important for
the efficiency of our system.
The observation of the convergence curve for the objective functions of GD algorithms shows that the progress from the first few epochs is much larger than the later
ones. The increasing updates in the first few epochs will accelerate the convergence
speed for updating the model parameter, because the updates will make use of the
most updated value. Our intuitive is to frequently update the model parameter in the
first few epochs. We slow down the synchronization rate in the later epochs gradually
based on the accumulated progress reports from workers. When some workers get
revoked, we will need the active workers to make more progress rather than having a
fixed synchronous barrier.
The coordinator aggregates the progress of the worker reports to monitor the
global progress. At iteration t, we use p(t) to denote the worker reports which indicates
the decrease of the objective function in the current iteration. The p(t) will keep
increasing after more worker reports have been received. The progress p(t) will be
compared with the previous progress p(t−1) . Since the value difference of the objective
function is getting smaller and smaller, we predefined a percentage λ to reduce the
progress needed for the later synchronization. When p(t) > λp(t−1) , we assume enough
progress has been made and we can initiate a new synchronous barrier. By default,
λ is set to 0.8.
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Generally, the progress score can reflect the data amount that contributes to the
gradients. However, the update of the model parameter from a small set of data
points or outliers can make the objective function value fluctuate. An accumulation
of the gradients can reduce the fluctuation by adding gradients from more data points.
So as long as we reach certain progress on the objective function, it is worth a new
synchronization.
In the last few iterations, the progress score may not be enough to reach the
threshold even after a full pass of the data points. So the coordinator also maintains
some data points that have been visited in the worker reports. When half of the data
points have contributed to the progress, a new synchronous barrier will be initiated.
Then the coordinator broadcasts the sync signal to all the active workers. Initially,
the p(0) will be computed based on the first P reports from the workers, where P is
the number of workers.
Revocation on Coordinator: The coordinator is a key component in our system
to control the synchronization. It requires an immediate recovery if the coordinator
gets revoked to prevent waiting for all the workers. Since the total progress from
the last synchronization and worker status table are relatively small, we can easily
archive them and select a worker to replace the revoked coordinator. But when the
global gradients are large or the advanced warning time is very limited, it is better
to place the coordinator in a steady server to prevent possible revocation.
If recovery of coordinator is required, the selected worker first reloads the lists of
workers and the historical progress scores. Then the coordinator notifies all the active
workers with a coordRevok signal. So the workers can send their local gradients or
resend the local gradients from the last synchronization. After receiving all the local
gradients, it resumes the function.
Recovery: When an available worker is found, the coordinator initiates a recovery
for one revoked worker. The coordinator sends a Recv signal to recover from the data
24

partition and the archived data location of the worker that was revoked earliest. Then
it puts the new worker on the active list. After receiving the paraReq signal from the
new worker, the coordinator forwards the signal to the workers that hold the same
partitions of the model parameter. These workers will send the model parameter
directly to the new worker. To maintain the consistency of the model parameter,
when these workers are in the computation stage, they reply immediately. When
these workers are in the synchronization stage or model parameter update stage,
they will respond to the request after they update the model parameter.
Termination Check: The termination condition is checked each time we processed
roughly a full pass of the input data. Usually, the true value of the objective function is
computed based on the current model parameter. However, both the model parameter
and input data are located in the workers, it is hard and unnecessary to compute the
exact objective function value. Since we accumulate the progress score of each worker,
we can estimate the value of the objective function by summing up the progress score
in one epoch, which is from the latest |X|/r reports. Here |X| is the size of the input
data size and the r is the size of data points for a worker report. When the value
change of the objective function between two epochs is smaller than a threshold γ,
we terminate the job.

2.4

Experiments

We evaluate Sync-on-the-fly on several algorithms to show the benefits of our dynamic synchronous barrier. By comparing with the state-of-art system, we illustrate
the speedup by Sync-on-the-fly on handling different revocation situations using transient resources. We further calculate the expense we can save by using our system on
transient resources in the real spot market.
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2.4.1

Experiment Setup

We first describe our experiment environment, the data processing engines that
we compare, the revocation scenarios, and the measurement of the evaluation.
We conduct our experiments on an AWS EC2 cluster with two types of instances
to test the performance and scalability of our algorithms. One type is EC2 m4.large
instance which contains 2 CPU cores at 2.3-GHz and 8GB memory. Another one is
EC2 t2.micro instance which contains 1 CPU core with high-frequency Intel Xeon
processors and 1GB memory. Each experiment is conducted with half the instances
as m4.large and the other half are t2.micro. The free tier t2.micro instance is treated
as a straggler. We use persistent network-attached disk volumes from the Elastic
Block Store (EBS) to set up the HDFS file system. They are used to archive the
status of the revoked worker and store RDD checkpoints for the comparing system
Spark.
The state-of-art data processing engine Spark is selected as the baseline of the
comparison. We compare Sync-on-the-fly with the original Spark that checkpoints
every RDD whenever it is generated. So every time a revocation occurs, the spark
can recover the process from the checkpoint.
We test three representative applications, Linear Regression (LineR), Logistic Regression (LogR), and Nonnegative Matrix Factorization (NMF) to explore the performance features of all tested frameworks. For regression, we tested on the YearPredictionMSD DataSet from UCI Machine Learning Repository which contains 0.5 million
with 90 dimensions. The NMF test is performed under the user-movie matrix from
the Netflix prize [53]. The matrix contains 480,190 rows and 17,770 columns with
100 million non-zero elements.
Revocation model: We test the performance of the framework for two revocation
models. These two models evaluate how Sync-on-the-fly works in a moderate revocation or a severe revocation situation. We also performed experiments in the real
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Amazon spot market to show how much we can save by using Sync-on-the-fly on
transient resources.
According to the analysis from a Google data center trace [79], the revocations
can occur only a few minutes after the batch jobs are newly allocated with transient
resources. Based on the transient container lifetimes and their revocation rates with
different safety margins, we generate a normal distribution function to simulate the
revocation time following the safety margin introduced in Borg [93].
We simulate two revocation models to test low or high revocation ratios. The low
rate one takes an average of 10 minutes revocation time, while the high rate one takes
an average of 2 minutes revocation time. The restarting time for one worker is set as
3 minutes, which is built on the assumption that a spot instance with a higher bid
price or other types will always be available to us. And the restart of an instance
takes roughly 2-3 minutes to deploy our system.
In a real spot market situation, we evaluate the price saving with spot instances
towards on-demand instances. We requested the spot instances with a gradually
increasing bid price from the current spot price. So when there is a price fluctuation,
only part of the instances will be affected. However, the price cannot recover quickly
to restart the instance with the same type. So we select the instance with the ondemand price to guarantee an available worker can be quickly found.
Evaluation metrics: Two metrics are evaluated in experiments, running time and
objective function value. Running time is defined as the elapsed time from the point
when computation starts to the point when an algorithm converges. The overheads
of loading data and dumping results are excluded since they are the same for all
compared frameworks. Objective function value, i.e., Q(), has been given when introducing tested algorithms. In particular, Q() needs to be minimized for Linear
Regression, Logistic Regression, and Nonnegative Matrix Factorization.
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2.4.2

Experiment Results

In the following, we first illustrate the performance of our framework for different
algorithms under low and high revocation ratios. Then we test how the different
synchronization scenarios affect the convergence speed. With a different number of
workers, we show the scalability of the system next. At last, we compare the expense
saving by using our system on transient resources.

2.4.2.1

Performance Evaluation

We first evaluate the convergence acceleration (objective function value decrease)
for the three example algorithms. We select a total of 16 instances to deploy the
workers which contain 8 m4.large instances and 8 t2.micro instances. One of the
m4.large instances with the highest bid price is selected as the coordinator.
The results of Linear Regression are shown in Figure 2.6(a) and 2.6(b). In the
Spark case, for an average of 5 to 6 epochs, there will be one revocation, which
randomly revokes 1 to 8 workers. After the revocation, Spark reloads the RDD from
the last checkpoint and recomputes the gradient. Under a low revocation rate, the
Sync-on-the-fly can improve 54% of the final convergence time towards the Spark
implementation. It saved 85% of the running time to reach an objective function
value around 5 × 107 to 8.5 × 107 in the middle of the computation.
For a high revocation rate, every 2 to 3 epochs, there will be a revocation for Spark.
So the Spark will spend more time recovering from checkpoints. A new revocation
may occur even before the recovery is finished. Sync-on-the-fly can still make the
convergence smooth and fast, which can save around 59% of the running time.
The experiment setting of Logistic Regression is similar to the Linear Regression.
In Figure 2.6(c) and 2.6(d), the Sync-on-the-fly can improve the convergence time to
48% and 52% for low revocation rate and high revocation rate.
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Figure 2.6: Convergence performance for Regression when varying the revocation
rate.

In the later period of the Logistic Regression on Sync-on-the-fly, there are several
jumps in the convergence curve. That is because the algorithm first converges to
a local minimum without the data points for the revoked workers. When the new
workers are found, they participate in the computation again and further improve the
objective function.
In Figure 2.7(a) and 2.7(b), we show the results for NMF algorithm. In the first
few epochs of the run, the convergence is relatively slow because the initial feature
vector is quite different from the final vector. To avoid the divergence of the algorithm,
the step size is usually not very large. After around 5 to 10 epochs of one run, the
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Figure 2.7: Convergence performance for NMF when varying the revocation rate.

convergence speed increases much more. Generally, the Sync-on-the-fly model can
reach 23% and 39% improvement for low revocation rate and high revocation rate.
2.4.2.2

Impact of Synchronous Barrier

In this section, we evaluate the impact of the different strategies in determining
synchronous barriers under the Sync-on-the-fly model. We compare our progressbased strategy with a fixed-size mini-batch interval implementation.
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Figure 2.8: Impact of the synchronization interval for Sync-on-the-fly model

We illustrate the impact of synchronization interval for Linear Regression and
Logistic Regression algorithms. As our observation in the convergence curve, the
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algorithms have the trends to converge much faster in the first few epochs. So with
frequent updates at the first few iterations, it will make the algorithm converge to a
better point quickly. We can see the trends in Figure 2.8 for both algorithms that
they can reduce 81% and 67% of the original value of the objective function in the
first 10% of the running time.
While in the mini-batch implementation, each epoch of the computation will have
a jump on the objective function value, which is because it is an estimation of the
value of the data points that have been processed. The changes at the beginning of
the epoch will be huge because of the model parameter change.
When in the later execution, the Sync-on-the-fly model can accumulate enough
progress of the workers to perform a synchronization. So we can reduce tens of
additional synchronization costs compared to the fixed size mini-batch approach.

2.4.2.3

Scalability Evaluation

We further evaluate Sync-on-the-fly on the large-scale cluster to test its scalability. As the number of workers increases, the probability that a revocation occurs
will increase at an exponential rate. With a low rate of revocation, the estimated
revocation of one worker occurs every 10 minutes. But with 64 workers, the expected
time that at least one revocation occurs reduces to 9.4 seconds. So it is important to
test the scalability of Sync-on-the-fly.
In the experiments, we scale the dataset with the number of workers instead of
using the same dataset for more workers. This is because using the same dataset, the
shorter the running time, the more impact of the time from recovery when the number
of workers increases. When the dataset scales at the same ratio of the workers, we
can expect the same behavior of revocation, and the running time should be the same
for the ideal case.
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Figure 2.9: Performance of Sync-on-the-fly on low/high revocation rate varying the
number of workers

In Figure 2.9, we show the performance of Linear Regression and NMF under
sync-on-the-fly. We test the scalability for both low rate and high rate revocation.
When the number of workers increases, we observe very good scalability results. The
running time increased at most 10% compared to a two worker case.

2.4.2.4

Evaluation on Spot Market

To evaluate our framework in the real Amazon EC2 spot market, we test the performance of machine learning algorithms under different revocation scenarios. Since
the revocation is affected by the fluctuation of the price which we are unable to control, we repeat each experiment several times and then categorize the results based
on different recovery times after a revocation.
When the bid price is high, usually no revocation will occur during the running of
the task. So we applied different bid prices for the 64 instances of the experiments(half
t4.large, half t2.micro). First, we select 32 instances to bid as 10 times higher than
the current spot price. So they are unlikely to be revoked. Then we set the bid price
for the rest 32 instances for 8 groups, starting from the current price than increasing
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$0.005 for every 4 instances in one group. So we can experience multiple revocations
during one execution of the algorithm.
When no available workers can be found in a short time, Spark cannot converge
due to the lack of revoked data. But the Sync-on-the-fly can still finish the job with
around 30%-50% more time than run without revocation.
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Figure 2.10: Cost of different frameworks for on-demand instance and spot instance
for Linear Regression and NMF

We compare the cost for different experiment settings for Spark and Sync-on-thefly using on-demand instance and spot instance in Figure 2.10. During the testing,
the price for on-demand instance m4.large is $0.1, while the average hourly rate of
spot price in US east zones is $0.0189 to $0.0244. So we will get 20% of the price
to request a spot instance. From the experiments, we can save 4X to 5X from the
on-demand instances even with a high revocation rate.

2.5

Related Work

Many representative techniques have been developed to execute the machine learning algorithms. The distributed computation systems also enable scalable implementation efforts in utilizing transient resources. Here we review these existing works
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from two perspectives on programming model and distributed system to highlight
our contributions.
Programming model for machine learning algorithms: The input training
data are rapidly growing in size. In order to efficiently run machine learning algorithms, there is a flurry of efforts targeted at developing distributed solutions. Early
researchers pioneer in algorithm implementations on top of bulk synchronous systems
like MapReduce [23] and Pregel [68]. One most important branch is to transform fullbatch update into mini-batch variant for efficiency [61, 101]. However, the predefined
synchronous barrier on the BSP system will suffer the stragglers’ problem, which is
common in practice [102]. Confining the barrier operation to a subset of workers can
perform fine-grained synchronous computation, which naturally reduces the number
of workers blocked by stragglers in Naiad [70] and ASAP [44]. However, the finegrained barrier is still predefined, which inevitably incurs waiting for overheads for
workers, especially for transient resources.
In FSP [94], they break the fixed synchronous barrier and apply the flexible synchronous parallel model in EM algorithms. The dynamic synchronous intervals speed
up the computation while maintaining the convergence guarantee. In our Sync-onthe-fly model, we explore the flexible synchronous barrier on GD algorithms. Based
on the features of convergence of GD algorithms, we dynamically decide the synchronous barrier from the progress of workers. Thus, the more frequent update in
an early stage of the computation can make more progress by using the latest model
parameter.
The recent parameter server framework [60] aims for the distributed machine
learning problems as well. The data and workloads are distributed over worker nodes,
while the server nodes maintain a globally shared parameter. They apply the asynchronous communication model so there will be no block on computation. However,
in GD algorithms, the update for model parameters and computation for gradients
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is no need to separate. In our Sync-on-the-fly model, we distribute the data and
the associated model parameter to workers. So we can save the communication cost
and make recovery more efficient by requesting model parameters from other workers
instead of checkpoints or the replicated workers in the parameter server.
Distributed solution for transient resources: Generalized distributed data processing systems such as Hadoop [85], Spark [108], and Pregel [68] are designed to
run data analytic jobs on steady servers. These systems can tolerate failures as rare
events, but not frequent revocations. To handle the cascading re-computations when
using transient resources, recent works have come up with intelligent methods of
checkpointing to efficiently handle data loss and interruptions. Flint [84], checkpoints
the frontier of the RDD [107] lineage graph in every updated interval. TR-Spark
[97] further provides finer granularity task-level checkpointing and together with a
scheduling algorithm according to resource instability. However, it can still be quite
expensive to the checkpoint for data-intensive workloads. In our Sync-on-the-fly, we
utilize the feature of the GD algorithm that the gradients are consumed after each
synchronization. There is no need to checkpoint the massive intermediate results. We
can take advantage of the short advanced warning time to archive necessary worker
status and prevent recomputation. Most important, the computation can continue
running without waiting for the recovery of the revoked workers.
Besides checkpointing, many systems explored the additional workers to handle
the failure or transient revocations. Parameter server [60] and some other distributed
systems [113, 21] replicate the workers and deploy simultaneously across different
resources. So when a revocation occurs, the replicated workers continue the computation. Pado [98] use the additional reserved resources to selectively run the computations that are most likely to cause high recomputation costs once revoked. Even
Hadoop and Spark support speculative execution by running straggling workers redundantly and using the output from the first successful run. Clearly, the two backup
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policies require additional memory and compute resources. Even with a replication
of two instances, we need to pay double the price for the workers. And also there
is no guarantee that the replicated workers may not suffer a revocation at the same
time.
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CHAPTER 3
ASYNCHRONOUS PROACTIVE DATA PARALLEL
FRAMEWORK FOR MACHINE LEARNING

3.1

Introduction

Machine learning (ML) has been widely applied in many fields. In computer vision,
deep learning models such as convolutional neural networks can successfully detect
objects [6], and recognize images [35, 55, 83]. In financial services, ML plays a key
role in automatically detecting frauds and checking user identification [73, 106]. For
natural language processing, ML becomes essential in writing articles and translating
languages [14].
In the most widely used data parallel model is the Bulk Synchronous Parallel
(BSP) model [89], the model parameters of ML algorithms are updated through synchronization. During the synchronization, every worker needs to wait until the model
parameter has been updated and then continue the processing. The number of data
points processed between synchronization points needs to be specified by the programmers before runtime. When a worker computes significantly slower than other workers
(i.e., becomes a straggler), the pre-defined synchronization point will lead to excessive
waste of computing resources. Stragglers can occur in many scenarios [33], including
heterogeneity and failures of hardware, unbalanced data distribution among tasks,
using transient resources in the cloud [111]. For ML algorithms, the computationintensive tasks amplify the waiting that can lead to significant straggler effects.
Distributed frameworks such as [96, 75, 78, 59] are proposed to support asynchronous data parallel models. In these frameworks, each worker continues its data
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processing right after it contributes to the model parameters. Although asynchronous
models remove the synchronization barrier, they suffer from another problem of delayed updates. That is, before a worker contributes to the model parameter, the model
parameter may have already been updated by several other workers. Since the number of data points to be processed still needs to be specified before runtime, stragglers
take a much longer time to finish a batch. So stragglers usually process data from
an out-of-date model parameter, which will be less effective or even make a negative
impact on the convergence speed [63, 8].
In this chapter, we propose a novel data parallel distributed framework for ML
algorithms, a Proactive Data Parallel (PDP) framework. PDP reduces the impact of
stragglers to accelerate the training. Instead of specifying a pre-defined synchronization point, PDP proactively decides when to update the model parameter at runtime,
so the stragglers will not slow down other workers caused by waiting. The parameter
server pulls the processing results from workers rather than waiting for workers to
push the results. The global decision on the parameter server can provide workers
with more up-to-date model parameters to accelerate the training.
PDP exploits the fact that an update of model parameters does not have to be
performed after a pass of a fixed set of data points. The parameter server is able to
not only pull from workers but also determine when to pull. The more proactively we
pull, the more frequently the model parameter is updated. So that the workers can
compute updates from more up-to-date model parameters to potentially accelerate
the training. However, the frequent pulling incurs overhead in interrupting workers
and communicating intermediate results. Therefore, PDP determines the optimal
time to pull at runtime according to different algorithms and datasets.
To further reduce the waiting time during synchronization, we propose an Asynchronous Proactive Data Parallel (APDP) model to support asynchronous computations. APDP removes the synchronization barrier so that each worker can keep
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computing after responding to the pulling from the parameter server. Each worker
uses the current model parameter to process data until the updated model parameters arrive. We theoretically prove that APDP guarantees the version differences of
the model parameter between workers and the parameter server are at most one. So
APDP still has the same convergence property as the BSP model.
Our major contributions are summarized as follows.
• We propose a new Proactive Data Parallel framework for iterative ML algorithms. PDP reduces the waiting time on workers especially when stragglers
occur. PDP enables the parameter server to pull from workers so that there
are no pre-defined synchronization points needed for workers. PDP not only
pulls from workers but also determines the optimal time to pull. As a result, it
will accelerate the training with an appropriate frequency of model parameter
update.
• We propose APDP to further reduce the waiting time by removing synchronization barriers. Each worker keeps computing with its current model parameter
instead of waiting for new model parameters. We theoretically prove that APDP
can guarantee the version differences between a worker and the parameter server
are at most one.
• We design and implement the distributed PDP and APDP. We evaluate PDP
and APDP with several well-known ML algorithms, specifically Multilayer Perceptron, Convolutional Neural Network, K-means, and Gaussian Mixture Model
on Google cloud clusters. We perform experiments on several straggler scenarios. The results show that we can achieve up to 20X speedup over synchronous
models and 6X over asynchronous models.
The remainder of this chapter is organized as follows. Section 3.2 describes how the
ML algorithms are implemented under a data parallel model. Section 3.3 introduces
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our PDP framework and Section 3.4 presents the design of the PDP system. We show
the convergence property of the PDP framework in Section 3.5. Section 3.6 reports
extensive evaluation results. Section 3.7 highlights the related work.

3.2

Machine Learning Algorithms

In this section, we show how machine learning algorithms are implemented under
data parallel models. In Section 2.2.2, we use several examples to describe the Gradient Descent (GD) algorithm that is widely used for model training. In this section,
we show how we expand the algorithm in a distributed setting. Then, we use the
K-means algorithm to explain how an Expectation-Maximization (EM) algorithm is
expressed in a distributed setting. In the end, we generalize how other algorithms
can be executed in the data parallel models.

3.2.1

Distributed Gradient Descent (GD) algorithm

In a distributed environment, model parameters can be managed with a parameter
server architecture [59]. The parameter server aggregates gradients from workers and
accumulates them into model parameters. The aggregation is usually performed at
a synchronization barrier. During the synchronization, workers send gradients gjt ,
referred to as update, to the parameter server and wait for new model parameters.
The parameter server collects the gradients from workers, re-estimates the model
parameters following Equation (3.1), and then broadcasts new model parameters to
all workers.

θ

t+1

t

= θ − ηt

P
X

gjt

(3.1)

j=1

For each update of the model parameters, processing a full batch of data points
might not be necessary. A mini-batch GD is usually applied. Each worker j only
processes a subset Bj ⊆ Xj for an update. Therefore, we can re-estimate the model
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parameters more often, and the later mini-batch can make use of the more up-to-date
model parameters to potentially improve the quality of gradients. Formally, at time
t, the update gjt is computed from a mini-batch Bj instead of the whole partition Xj .

gjt =

X

∇Q(θjt , xi )

(3.2)

xi ∈Bj

In both full batch GD and mini-batch GD, batch size and consequently synchronization point are pre-defined before runtime. The fastest worker, which completes its
mini-batch first, needs to wait for other workers to finish. Therefore, synchronization
leads to overhead in a distributed environment.

3.2.2

K-means in Expectation-Maximization (EM) algorithm

We use the K-means algorithm as an example to introduce how to implement EM
algorithms in a distributed environment through update aggregation. The K-means
algorithm aims to partition N data points into K clusters. Formally, we represent
each cluster with a centroid, which is the center of the cluster whose coordinators are
the average of data points belonging to the cluster. K-means finds the assignments of
all the data which minimizes the summation of the distance between each data point
and its assigned cluster centroid. The model parameters for K-means consists of the
K centroids θ = {θ1 , · · · , θK } and the cluster assignments Z = {z1 , · · · , zN }. So the
objective function Q(θ, Z, X) is

Q(θ, Z, X) =

N X
K
X


I(zi , k)||xi − θk ||2

(3.3)

i=1 k=1

where I(a, b) is the indicator function which outputs 1 if and only if a = b, otherwise
it outputs 0.
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The K-means algorithm re-estimates Z and θ alternatively to minimize Q. First,
given the current centroids θ, the algorithm assigns each data point to its nearest
centroid as follows.
zi = arg min ||xi − θk ||2

(3.4)

k∈{1,··· ,K}

Then, the algorithm re-estimates the centroids by averaging the coordinates of all
data points assigned to the same cluster as the following equation.
PN

θk = Pi=1
N

xi I(zi , k)

i=1

(3.5)

I(zi , k)

In a distributed environment, the assignments Z are computed on workers, while
the centroids θ need to be aggregated based on the summation of xi I(zi , k) and I(zi , k)
from every worker. To efficiently re-estimate the centroids, we sum up the numerator
and denominator in Equation (3.5) at each worker as sufficient statistics. So each
worker j computes the sufficient statistics from a mini-batch Bj ⊆ Xj for cluster k as

X

t+1
Sj,k
=

t+1
Cj,k
=

t
xi I(zi,j
, k)

xi ∈Bj

X

t
I(zi,j
, k)

xi ∈Bj

t
represents the assignment of data xi based on model parameter θjt .
where zi,j

In the K-means, we can apply a delta change of the sufficient statistics to the total
sufficient statistics to compute the centroids. So without synchronization, the new
centroids can still be computed from the sufficient statistics of all the data. On worker
j, the update is computed as the delta changes between two consecutive computations
of sufficient statistics.

t+1
t+1
t
∆Sj,k
= Sj,k
− Sj,k

t+1
t+1
t
∆Cj,k
= Cj,k
− Cj,k

42

Those updates can be aggregated through a centralized server or in a decentralized
way as well. The model parameter θkt can be computed from the update on worker j
as
θkt+1 =

t+1
Skt + ∆Sj,k
t+1
Ckt + ∆Cj,k

(3.6)

When using a centralized server, the new model parameter θkt+1 can be sent back to
t+1
at any worker p
j or broadcast to all the workers. Or θkt+1 is directly applied to θp,k

that performs the re-estimation.

3.2.3

Other Machine Learning Algorithms

Many other machine learning algorithms can also be executed in a distributed
fashion. Many ML algorithms try to learn a model through iteratively processing the
given data. Each data point contributes updates towards the final model through update aggregation, so we can distribute the workload of processing data among workers
while aggregating the updates to re-estimate the model. Similar to K-means, other
algorithms, such as Gaussian Mixture Model (GMM), Nonnegative Matrix Factorization (NMF), and Latent Dirichlet Allocation (LDA), can also be implemented using a
data parallel model. As long as there are some sufficient statistics that can be aggregated, the algorithms can be executed under data parallel models. In each iteration,
we compute the sufficient statistics of all the data points based on current model
parameters. Then we re-estimate the model parameters from sufficient statistics to
maximize the likelihood. Specifically, each worker maintains a local copy of the model
parameters and computes sufficient statistics (updates). Then the parameter server
aggregates the updates from all the workers and re-estimates the model parameters
through a synchronization barrier.
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3.3

Proactive Data Parallel Framework

We propose a novel Proactive Data Parallel (PDP) model to solve the problem of
the slowdown caused by stragglers. In this section, we first give an overview of PDP
in using a pulling mechanism to enable updating model parameters at any time. We
then describe how PDP determines the optimal time to update model parameters.
At last, we show the workflow of PDP and how we further reduce the idle time on
workers with asynchronous computation.

3.3.1

Overview of PDP

PDP is designed to address the straggler problem to accelerate the training. A
straggler is a worker that works significantly slower than other workers. To parallel
the computation, people typically distribute the workload to several workers. After
every worker finishes its own workload, we perform a synchronization on the model
parameter. However, the workload on each worker is pre-defined. When there is a
straggler, all the workers have to wait for the straggler which leads to excessive waste
of computing resources. Even if we update model parameters in an asynchronous
manner, a straggler takes a much longer time than other workers to contribute from
an out-of-date model parameter. The pre-defined workload will make the updates
from stragglers less effective or even make a negative impact on the convergence
speed.
PDP determines the synchronization point based on how much workload has been
done globally. Instead of assigning a workload to each worker beforehand, PDP
monitors the global progress all the time. Therefore, the parameter server can use
the global view of the progress to make a better synchronization point. To help
the parameter server monitor the progress, workers periodically send reports which
contain the count of processed data points. We will discuss more details about the
reports in Section 3.4.3.
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At the synchronization point, the parameter server pulls from all the workers and
aggregates them to the model parameter. Using the pulling mechanism, workers can
keep processing the data points without waiting for other workers. Meanwhile, the
stragglers can contribute in time. Since the pulling decision is the key to determine
the efficiency of PDP, we will next describe the high-level idea.

3.3.2

Pulling Decision

A good pulling decision helps the PDP framework to accelerate the training. As
the model parameter is updated more frequently, the workers can compute updates
from more up-to-date model parameters to potentially accelerate the training. However, the frequent pulling incurs higher communication overhead and occupies more
computing time. When the benefit of updating the model parameter covers the overhead, it is worthwhile to update. However, it is hard to quantify the benefit directly.
Our goal is to accelerate the training, in other words, increase the convergence speed.
We can estimate the relationship between the convergence speed and a pulling point
to decide the optimal pulling time. Here, the pulling point k represents the number
of data points we need to process from all the workers between two pullings.
We derive the relationship between convergence speed and different pulling points
to find the optimal k. Generally, convergence speed is the ratio of the final loss
function gain and the total training time which can only be learned after the training
is completed. In order to find a good k at the beginning of the training process, we
estimate the convergence speed after processing a number of data points. We measure
the gain of loss function based on the model parameters after processing these data
points. Therefore, the optimal pulling point k should have the highest gain as follows:

K ∗ = arg max (gain(k, N )) ,
k
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(3.7)

where the gain function gain(k, N ) presents the gain of loss function after processing
N data points while updating the model parameter for processing every k data points.
The gain of the loss function is affected not only by N and k, but also the starting
model parameter, and the order of data points that are selected to process. We will
show the details of how we select N and k to estimate gain(k, N ) in Section 3.4.2.

3.3.3

Synchronous PDP

The update of the model parameter can be performed through synchronization.
In contrast with the widely-used bulk synchronous parallel (BSP) model, PDP does
not need a pre-defined synchronization barrier. As shown in Figure 3.1a, the parameter server in BSP waits for all the workers to finish their computation and then
synchronize the model parameter update. Therefore, a faster worker needs to wait
for the slowest worker to finish, which leads to excessive waste of computing resources
especially when there are stragglers. Also, it is hard to determine the number of data
points that need to be processed for synchronization. That number usually varies for
different algorithms, datasets, and infrastructure we use.
Parameter
Server

Worker 1

Worker 2

pulling request
Sync.
Barrier

update

update

Sync. model param.
Barrier

(a) BSP

(b) PDP (Sync.)

Figure 3.1: Illustration of BSP (a) and PDP (Sync.) (b) on a cluster with one
parameter server and two workers
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For synchronous PDP, the synchronization is initiated by the parameter server.
As shown in Figure 3.1b, the parameter server first broadcasts pull requests to all the
workers in the synchronization. When workers reply to the parameter server, they
pause the computation and wait for the new model parameter. So the convergence
property in PDP can be still guaranteed as the same as BSP.

3.3.4

Asynchronous PDP

To make full use of the computation resources, we propose an Asynchronous Proactive Data Parallel (APDP) model to further eliminate the idle time on workers during
synchronization. After a worker sends updates, the computation has to pause in synchronous models. Any delay in synchronizing the updates, aggregating the updates
to the model parameter, or sending the new model parameter will make idle time get
longer. Since we still have the current model parameter, we can make use of the idle
time to keep processing data. As shown in Figure 3.2b, after sending the updates,
workers continue the computation with the current model parameters instead of waiting for the updated model parameters. Therefore, more data points can be processed
instead of waiting.
The asynchronous variant of PDP further reduces the waiting time. Comparing
to the basic asynchronous parallel (BAP) model that is used in many frameworks
[78, 59, 22, 4], APDP limits the delay updates. As shown in Figure 3.2a, BAP makes
each worker pushes its update to the parameter server by its own choice. So there is
no waiting for the stragglers. However, the BAP still requires a pre-defined number
of data points to be processed for each update. When the straggling situation occurs,
the slow worker takes a much longer time to contribute its updates that are based
on an out-of-date model parameter. The delay will make the updates less effective or
even have a negative impact.
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Parameter
Server

Worker 1

Worker 2

update

model param.

update

model param.

(a) BAP

(b) APDP

Figure 3.2: Illustration of BAP (a) and APDP (b) on a cluster with one parameter
server and two workers

In contrast to the BAP model, APDP guarantees the version differences between
workers and the parameter server are at most one. Although the delay updates
from the current model parameter still make the update inconsistent with the model
parameter in the parameter server, we can bound the impact. We will show the
theoretical analysis of the convergence property in Section 3.5.

3.4

Distributed PDP System

Now we represent our PDP distributed system. We first show an overview of the
system. Then we explain the design of the parameter server and worker separately.
3.4.1

Overview of PDP system

Figure 3.3 shows an overview of the parameter server and workers, as well as the
interactions between them. The parameter server manages the model parameters
while the workers compute the updates from input data. For the parameter server,
it controls the re-estimation of the model parameters. It also monitors the progress
of workers to determine when to pull the updates from workers. The pulling de48

termination module derives the pulling point based on the performance statistics of
the parameter server and workers. For workers, each worker computes updates and
reports its progress that is the number of data points processed from the last pulling.

Figure 3.3: Design of PDP framework

The parameter server and workers interact with each other through module communication. The parameter server broadcasts pulling requests to all the workers when
the number of data points processed from all workers reaches K ∗ . Then the workers
reply to the parameter server with its update. After accumulating updates to the
model parameters, the parameter server broadcasts the new model parameters. The
performance monitoring module helps the parameter server to determine when to
pull. So the workers send the worker performance statistics along with the update.

3.4.2

Parameter Server Design

The parameter server maintains and re-estimates the model parameters; meanwhile, it pulls updates and determines when to pull. When the number of data
points processed reaches K ∗ from the last pulling, the parameter server broadcasts
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the pulling requests. As described in Section 3.3.2, the gain function gain(k, N ) is a
key factor for the efficiency of the PDP framework.

3.4.2.1

Estimate Gain Function

Based on Equation (3.7), the optimal k is estimated from the gain of loss function for processing N data points. Mathematically, the gain function gain(k, N ) =
Q(θkN , X) − Q(θ0 , X), where θ0 and θkN are the initial and final model parameters. To
avoid additional overhead, we use the early stage of the training as a probing phase
to estimate gain(k, N ). Generally, a large N , such as a full epoch, is more accurate
to estimate gain(k, N ). However, the large N will increase the probing phase and
delay the time to find the best K ∗ . To quickly estimate gain(k, N ), we only use a
portion of a full batch to compute the gain(k, N ). Since the number of data points
varies vastly in different datasets, instead of using an absolute value of N , we use the
percentage of data points towards the full batch to indicate N . In PDP, we represent the percentage as a probe ratio pr = N/M , where M is size of the full dataset.
By default, we select pr = 0.01 for each k. We show that N = 0.01M is sufficient
based on the experiments in Section 3.6.3; however, the user can choose another pr
to achieve a better estimation of gain(k, N ) or less probing time.
We adopt a multiplicative strategy to fast approach the optimal K ∗ instead of
checking every possible k. From literature [61, 16, 13] and our experiments, we
observed that the optimal mini-batch size can be around 1% to 20% of the total data
volume. Therefore, we aim to probe as few points in this range to find the optimal k.
In PDP, we propose a heuristic method that starts from the most possible optimal
mini-batch k0 = 0.1∗M and gradually explore the optimal k from both sides. First, we
compute gain(k0 , pr ∗ M ) after processing one batch of pr ∗ M data points. Then, we
compute gain(k1 , pr ∗ M ) where k1 is half of previous k0 . If the gains are smaller than
k0 , we explore the other direction for larger k. For the case that gain(k0 /2, pr ∗ M )
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is better, we iteratively decrease the k1 by half until a certain k has a smaller gain.
Since each update incurs overhead in pulling and updating model parameters at the
parameter server, the processing time of k data points cannot be shorter than this
overhead. When we reach the minimum possible k, we stop probing. For the other
case that gain(k0 ∗ 2, pr ∗ M ) is better, we iteratively increase the k2 by 2 until a
certain k has a smaller gain or pr ∗ M reaches. Then the parameter server broadcasts
the optimal K ∗ to every worker for count reports.

3.4.2.2

Pull Updates

When the number of data points reaches the optimal pulling point K ∗ , the parameter server broadcasts the pulling requests. The parameter server monitors the
progress of workers by counting the reports sent by each worker after the last pulling.
If each worker sends a counter of one for each data point that is processed, the parameter server needs to count them until K ∗ is reached. However, this will bring a
huge overhead for both the parameter server and workers. Meanwhile, the goal of
the monitoring is to know when K ∗ is reached. It is not necessary to count every
data point one by one to reach K ∗ . Therefore, instead of counting the reports from
workers for the accurate number of data points that have been processed, we estimate
when the overall progress is about to reach K ∗ .
To estimate when to pull, we need to know the processing speed of each worker
in runtime, but we want to limit the overhead of the count report. So the workers
will send the count report when each worker reaches the 1/4 of K ∗ /P where P is the
number of workers. Then we use the time we received the count report between 1/4,
1/2, and 3/4 to estimate when to pull. For example, for worker i, we have the time
to processed K ∗ /P as ti . Then time we broadcast the pulling requests from the last
P
pulling will be T = 1/ Pi=1 t−1
i .
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3.4.3

Worker Design

The main job of the workers is to compute updates and monitor the processed
data points. The workers compute updates using their copy of the model parameters
and respond to pulling requests and the arrived model parameters. After receiving
a pulling request, the worker first finishes its atomic computation on the current
data point. Then it sends out the accumulated updates since the last pulling. After
processing the current data point, the worker pauses the computation and renews
the model parameters. So the next data point can make use of the latest model
parameters.
During the processing of data, the worker sends the count report to the parameter
server. As described in Section 3.4.2.2, each worker knows the optimal K ∗ and sends
the count report for every K ∗ /P/4 data points that have been processed. Therefore,
there will be 3 count reports for each pulling which will not bring much overhead.

3.5

Convergence Property of APDP Model

In this section, we use GD algorithms as an example to analyze the convergence
property of APDP.
Parameter
Server

𝜃t-1

Worker 2

pulling

update

𝜃t

Worker 1

(#)

𝜃t

𝐵!

𝐴!
(#)

pulling

(%)

𝐵!

𝐶!

(%)

𝐶!

Figure 3.4: Illustrate the model parameters used in one mini-batch At
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Before discussing the GD under APDP, we first revisit the mini-batch GD in BSP.
For the BSP model, the model parameter is reestimated through the gradient of a
mini-batch At as
θt+1 = θt − η t

X

∇Q(θt , xi )

(3.8)

xi ∈At

As shown in Figure 3.4, we use At to represent all the data we process in mini-batch
At at iteration t. Since the parameter is updated in the middle of the computation,
we can separate the data in At , into two parts Bt and Ct . Thus, the gradient to
re-estimate parameter θt is computed based on both of parameters θt−1 and θt under
APDP. Suppose θt−1 is applied to a subset Bt and θt is applied to Ct . The reestimation of the model parameters using a learning rate ηt can be written as



θt+1 = θt − η t 

X

∇Q(θt−1 , xi ) +

X

∇Q(θt , xj )

(3.9)

xj ∈Ct

xi ∈Bt

To bound the expected loss for the APDP model, we follow the idea of instantaneous regret from the analysis in [57]. We use the instantaneous regret Q(θt , X) −
Q(θ∗ , X) to show the loss difference for θt towards θ∗ , where θ∗ represents the minimizer of Q(θ, X). By bounding the average regret from a sequence Θ = {θ1 , ..., θT }
of parameters to get smaller to 0 as T increase, we can say θT converges to the θ∗ .
In APDP model, the gradients that are computed on model parameter θt come
from two sets Bt+1 and Ct . We denote that total set as Ãt = Ct +Bt+1 . So the instantaP
neous regret is computed as Q(θt , Ãt ) − Q(θ∗ , Ãt ), where Q(θt , Ãt ) = xi ∈Ãt Q(θt , xi ).
So the average regret we want to bound is

R[Θ] :=

T
i
1 Xh
Q(θt , Ãt ) − Q(θ∗ , Ãt )
T t=1

When the loss function Q is convex, we can bound R[Θ] as
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(3.10)

T
E
1 XD
∇Q(θt , Ãt ), θt − θ∗
R[Θ] 6
T t=1
T
1X t t
=
g̃ , θ − θ∗
T t=1

Here we denote g̃ t as the subdifferentials for Q, so g̃ t =

P

xi ∈Ãt

∇Q(θt , xi ) =

P

i∈Ãt

git

where git = ∇Q(θt , xi ).
To prove regret bounds of GD in APDP, we can bound each instantaneous regret
hg̃ t , θt − θ∗ i at a given iteration t. However, g t is not exist in APDP update, so we
split the gradients that use θt from the update at Ct and Bt+1 . So

g̃ t =

X
i∈Ãt

git =

X

X

git +

i∈Ct

gjt

j∈Bt+1

Then the summation of hg̃ t , θt − θ∗ i can be rearranged based on the same update on
Bt and Ct as
T
1X t t
R[Θ] 6
g̃ , θ − θ∗
T t=1
*
+ *
+
T
X
X
X
1

=
git , θt − θ∗ +
gjt , θt − θ∗ 
T t=1
i∈C
j∈B
t

t+1

Since A1 is our first mini-batch, which is C1 = A1 , B1 = ∅. So we can format R[Θ]
as the APDP update form as
T
1X
R[Θ] 6
T t=1

"*

+
X

gjt−1 , θt−1 − θ∗

j∈Bt

*
+

+#
X

git , θt − θ∗

(3.11)

i∈Ct

Next, we will first derive the following auxiliary lemma which bound the regret
DP
E
P
t−1 t−1
∗
t t
∗
−θ +
j∈Bt gj , θ
i∈Ct gi , θ − θ . Then we show how the total regret is
bounded in Theorem 1.
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Lemma 1. For all θ ∈ Θ and for all t > 1, the GD under APDP with a gradient
i
hP
P
t−1
t
g
g
+
g̃ t =
j∈Ct j for a mini-batch At = Bt + Ct , the following expansion
i∈Bt i
holds.
*

+
X

gjt−1 , θt−1 − θ∗

*

+
X

+

j∈Bt

git , θt − θ∗

i∈Ct

1
D(θ∗ ||θt ) − D(θ∗ ||θt+1 )
= ηt ||g t ||2 + ηt−1
git−1 , g t−1 +
2
ηt
i∈B
X

(3.12)

t

Proof. Based on the divergence function D(θ||θ0 ) = 12 ||θ − θ0 ||2 , we can decompose
the difference of two divergence functions as

D(θ∗ ||θt+1 ) − D(θ∗ ||θt )
1
1
= ||θ∗ − θt + θt − θt+1 ||2 − ||θ∗ − θt ||2
2
2
1
1
= ||θ∗ − θt + ηt g t ||2 − ||θ∗ − θt ||2
2
2
1 2 t 2
= ηt ||g || − ηt g t , θt − θ∗
2
*"
#
+
X
X
1 2 t 2
= ηt ||g || − ηt
git−1 +
gjt , θt − θ∗
2
i∈B
j∈C
t

(3.13)

t

For the inner product in Equation (3.13), we can further expend it as
*"

#
X

git−1 +

i∈Bt

X

∇gjt , θt − θ∗

j∈Ct

*

+
X

=

+

git−1 , θt − θ∗

*
+

i∈Bt

=

gjt , θt − θ∗

j∈Ct

*

+
X

+
X

git−1 , θt − θt−1

*

+
X

+

i∈Bt

git−1 , θt−1 − θ∗

X

+

i∈Bt

git−1 , g t−1 +

∇gjt , θt − θ∗

j∈Ct

+
X

+
X

i∈Bt

*
= −ηt−1

*

git−1 , θt−1 − θ∗

i∈Bt

*
+

+
X

j∈Ct
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gjt , θt − θ∗

(3.14)

Based on Equation (3.13) and Equation (3.14), if we rearrange
P
∗
t t
to the left, we will get
i∈Ct gi , θ − θ
*

+
X

*

gjt−1 , θt−1 − θ∗

j∈Bt

E
t−1 t−1
∗
g
+
,
θ
−
θ
j∈Bt j

+
X

+

DP

git , θt − θ∗

i∈Ct

D(θ∗ ||θt ) − D(θ∗ ||θt+1 )
1
= ηt ||g t ||2 + ηt−1
git−1 , g t−1 +
2
ηt
i∈B
X

t

Theorem 1. Suppose the loss function Q is convex and Lipschitz continuous with a
√
constant L, and maxθ,θ0 ∈Θ D(θ||θ0 ) 6 F 2 , given ηt = σ/ t for some constant σ > 0
and maximum mini-batch size as M . The regret of GD in APDP is bounded by
F2
3σM 2 L2
√
+ √
T
σ T

R[Θ] 6

and consequently for σ = F/M L and we obtain the bound

R[Θ] 6

Proof. Summing over

4M F L
√
T

E P
t−1 t−1
t t
∗
∗
and using Lemma
g
,
θ
−
θ
+
j∈Bt j
i∈Ct gi , θ − θ

DP

1 yields the inequality that

T
X
t=1

"*

+
X

gjt−1 , θt−1 − θ∗

*
+

j∈Bt

+#
X

git , θt − θ∗

i∈Ct

"


T
X
X
1
D(θ∗ ||θt ) − D(θ∗ ||θt+1 )
t−1 t−1
t 2
=
ηt ||g || + ηt−1
gi , g
+
2
ηt
t=1
i∈B

(3.15)

t

Since the the loss function Q is convex and Lipschitz continuous with a constant
L, ||git ||2 6 L2 . So the total gradient g t from a mini-batch of M data points has
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||g t ||2 6 M 2 L2 We can also bound hgit , g t i 6 M L2 in the worst case. So in Equation
(3.15),
T
X
√
σ
√ 6 σM 2 L2 T
||g || 6 M L
2
2 t
t=1

T
X
ηt
t=1

t 2

2

2

The second term is bounded by the L-Lipschitz and Bt ⊆ At , |Bt | 6 M as
T
X

X

ηt−1

t=2

git−1 , g t−1

i∈Bt
2

2

6M L

T
X
t=2

√

√
σ
6 2σM 2 L2 T
t−1

For the third term,
T
X
D(θ∗ ||θt ) − D(θ∗ ||θt+1 )
t=1

ηt
T

1
1
D(θ∗ ||θ1 ) D(θ∗ ||θT ) X
D(θ∗ ||θt )( −
−
+
)
=
η1
ηT
ηt ηt−1
t=2
T
√
F2
F2 X √
6
+0+
( t − t − 1)
σ
σ t=2
 F2√
√
F2 
=
1+ T −1 =
T
σ
σ

When we sum them up, the Equation (3.11) follows
T
1X t t
g , θ − θ∗
R[Θ] 6
T t=1
"*
+ *
+#
T
X
X
1X
6
gjt−1 , θt−1 − θ∗ +
git , θt − θ∗
T t=1
j∈Bt
i∈Ct
√ !
2
√
√
1
F T
6
σM 2 L2 T + 2σM 2 L2 T +
T
σ

=

3σM 2 L2
F2
√
+ √
T
σ T
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If we set the σ as F/M L, we have

R[Θ] 6

3.6

4M F L
√
T

Experiments

In this section, we evaluate our PDP framework to show its performance with
several well-known ML algorithms. We use two EM algorithms, K-means and Gaussian Mixture Model (GMM), and two GD algorithms, Multi-Layer Perceptron (MLP)
and Convolutional Neural Network (CNN) to show the efficiency of PDP and APDP
under both homogeneous clusters and heterogeneous clusters. We also examine the
effectiveness of the pull decisions in PDP. Finally, we test the scalability to show PDP
can scale to large clusters.

3.6.1

Experiment Settings

We first describe our experiment settings including the algorithms, dataset, benchmark models, and testing environments. We build our PDP framework and implement
the EM algorithms and GD algorithms using C++. We use OPEN MPI [29] to implement the distributed protocol for synchronous and asynchronous communications.
Our code is publicly available.1

3.6.1.1

Algorithms and Datasets

We test four representative ML applications to explore the performance of our
PDP framework. We apply the K-means and Gaussian Mixture Model (GMM) [72]
for the EM algorithms and Multilayer Perceptron (MLP) and Convolutional Neural

1

https://github.com/haku117/PDP
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Network (CNN) for the GD algorithms. We use publicly available datasets MASS
and HIGGS

3

2

from the high-energy physics field to evaluate the K-means and GMM

algorithms. For the MLP and CNN, we test them on real-world dataset MNIST

4

and synthetic dataset. In the synthetic dataset, we generate images following the
steps in [77]. In considering the uncertainty in real-world data, we artificially add a
random noise following the Gaussian distribution to each dimension of the synthetic
data. The summary of the datasets is shown in Table 3.1.
Table 3.1: Dataset Summary
Datasets
MASS
HIGGS
MNIST
Synthetic

Points
7,000,000
11,000,000
60,000
1,000,000

Dimensions
27
28
28x28 → 10
1000x20 → 1

Algorithms
EM: K-means/GMM
GD: MLP/CNN

For K-means and GMM, we select K = 50 as the number of clusters, so the total
parameter size is K × (d + 1), d is the number of dimensions. Since K-means has been
discussed in Section 3.2.2, now we explain the implementation of other algorithms.
GMM: The goal of GMM is to specify how likely a given data point Xi is
generated from the j-th Gaussian distribution with the mean cj and covariance
matrix Σj , where j ∈ 1, 2, ..., k. θj = (cj , Σj ). The objective function is f =
Pn
Pk
1
i=1 log(
j=1 wj P (xi |θj )), where wj stands for a weight value. P (xi |θj ) indin
cates the probability of generating Xi from the j-th Gaussian distribution [94]. The
statistics include three k-dimension vectors, T , S and C which are computed as
P
P
P
Tj = ni=1 γij Xi2 ; Sj = ni=1 γij Xi ; Cj = ni=1 γij
2

http://archive.ics.uci.edu/ml/datasets/HEPMASS

3

http://archive.ics.uci.edu/ml/datasets/HIGGS

4

http://yann.lecun.com/exdb/mnist/
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The update computation is to first compute the new value γij0 . Let δ = γij0 − γij ,
then summarize the statistics by: Tj = Tj + δXi2 , Sj = Sj + δXi , and Cj = Cj + δ.
Finally, the parameter server recomputes the model parameters as wj = Cj /n, cj =
Sj /Cj , and Σj = Tj /Cj − Sj2 /Cj2 .
MLP: We set up a 3-layer Multi-Layer perceptron model for the MNIST dataset.
There are 28 ∗ 28 = 784 input neurons and 10 output neurons. We set up 300 neurons
in the hidden layer. Neurons are activated via the sigmoid function.
CNN: We design a CNN that has two convolutional layers with 10 and 20 2x2
kernels respectively. We use max-pooling and ReLU activation functions for each
convolutional layer.

3.6.1.2

Benchmark models

We compare our PDP and APDP with synchronous model BSP and Asynchronous
model BAP. Since the pulling determines the number of data points between two
updates of model parameters, it is equivalent to a mini-batch size in BSP and BAP.
Our PDP model is able to automatically determine the optimal global batch size, we
do not need to set it up in advance. For BSP and BAP, we use 1% of input data as the
mini-batch size following the literature researches [61, 16, 13]. Note that, since MLP
and CNN are much more computation-intensive, we apply 0.2% as their mini-batch
size.

3.6.1.3

Cluster Setting

We conduct our experiments on a Google Cloud cluster. We choose two types
of instances to test the performance and scalability of our framework. One type is
n1-standard8 with 8 CPU cores at 2.0-GHz and 7.5GB memory which is treated as
a straggler. The other type is n2-highcpu8 with 8 CPU cores at 2.8-GHz and 7.5GB
memory.
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We organize instances into homogeneous clusters and heterogeneous clusters. We
use 16 n2-highcpu8 instances to construct a homogeneous environment. We design
two scenarios for the heterogeneous clusters with 16 instances as well. First, a static
heterogeneous cluster contains two types of instances. We further simulate the different slowdowns by limiting the maximum CPU usage of slow workers. So we can show
the performance with different scenarios. Second, in a dynamic heterogeneous cluster,
the running speed of a worker may change over time. We simulate it by dynamically
limiting the maximum CPU usage of a worker.

3.6.2

Efficiency of PDP framework

In this subsection, we evaluate the efficiency of our framework by comparing synchronous PDP and APDP with the BSP and BAP models. In the following, we
evaluate the convergence speed on homogeneous clusters and heterogeneous clusters
respectively.

3.6.2.1

Convergence Speed on Homogeneous Clusters

We first evaluate our PDP framework on homogeneous clusters, where every
worker computes at the same speed. In Figure 3.5, we show the performance for
different ML algorithms. For EM algorithms, we demonstrate the evaluation results
for K-means algorithm on the MASS dataset in Figure 3.5a and GMM algorithm on
the HIGGS dataset in Figure 3.5b. Since there is almost no additional waiting for
workers on homogeneous clusters, PDP has a similar convergence speed as the BSP
model. The value jump of the objective function in K-means around 25 seconds is
when a full batch of data has been processed. In BAP model, it uses the assignments
from out-of-date centroids to update the model parameter. So the convergence of the
model parameter is slower. APDP can still outperform other models since it reduces
the idle time during synchronization. APDP decreases the objective function faster
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from the beginning of the training and it achieves around 2X speedup towards BSP
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Figure 3.5: Runtime comparison among BSP, BAP and PDP

For GD algorithms like MLP in Figure 3.5c and CNN in Figure 3.5d, PDP and
APDP achieve similar performance. Due to the stochastic nature of GD algorithms,
these algorithms are not very sensitive to pulling decisions. As a result, although PDP
and APDP can find a better update frequency, the speedup is not significant. Since
they are more computation-intensive, the communication time is relatively short. So
the waiting time during synchronization is not much to save for APDP. Generally,
APDP is about 1.3X faster than BSP and BAP for MLP and 2.8X faster for CNN.
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3.6.2.2

Convergence Speed on Heterogeneous Clusters

The pulling mechanism in the PDP framework makes each worker contribute as
much as they could. So that it can reduce the waiting time of fast workers when we
train on heterogeneous clusters. In this subsection, we show the performance of our
PDP framework in a variety of heterogeneous environments. We also use the HIGGS
dataset for the K-means and GMM algorithms and the MNIST dataset for the MLP
and CNN algorithms.
Static Heterogeneous Cluster: We first test the performance on a cluster with
a worker that computes constantly slow. We set up a cluster with 16 workers, and
one of them is a straggler which works slower than the other three. In order to show
the impact of the straggler, we set up one straggler with different speeds, ranging
from 1X slower to 9X slower. It is clear in the Figure 3.6 that no matter how slow the
straggler is, the PDP and APDP framework outperforms the BSP and BAP model.
When the straggler is 9X slower than the normal workers, the PDP framework is
about 4X faster than the BSP and 2.6X faster than the BAP model for the K-means
algorithm. The delay is not as large because of the high ratio of communication
time compared to computation time. APDP can further reduce the convergence time
around 7X towards BSP and 5X towards the BAP model. A similar phenomenon is
found in GMM: PDP can speed up 3.2X and 2.4X towards BSP and BAP models,
while APDP can speedup 7X and 4.6X towards BSP and BAP models. For MLP
and CNN, the computation time is dominant in training; therefore, both PDP and
APDP can reach a good speedup. PDP can also find a better update frequency when
a straggler occurs, while APDP can achieve up to 20X faster than the BSP model
and 6X faster than the BAP model.
Dynamic Heterogeneous Cluster: We also evaluate the performance when
the processing speed of workers changes over time. This is a common phenomenon
on private clusters and multi-tenant clouds where a limited amount of hardware
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Figure 3.6: Convergence time comparison on static heterogeneous clusters. The X
axis indicates the speed of the slowest worker

resources is shared by multiple users. We designed our dynamic scenario as all workers
periodically become slower or faster. The processing speed of the whole cluster gets
changed noticeably. To simulate it, we randomly change the maximum CPU usage
of all workers every 5 seconds.
We illustrate the training time in Figure 3.7. For the K-means and GMM algorithms, PDP and APDP decrease the objective function faster than the BSP and
BAP models by about 6X and 2.1X. Especially when the algorithm almost converges,
the PDP framework decreases the objective function faster. For the MLP and CNN
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Figure 3.7: Runtime comparison on dynamic heterogeneous clusters.

algorithms, the PDP and APDP reach a similar convergence time. That is because
they are more computation-intensive. The influence of the waiting time for synchronizing model parameters is relatively shorter than computation time. Generally, the
speedup over the BSP model reaches up to 10X on dynamic heterogeneous clusters.

3.6.3

Impact of PDP Decisions

The pulling decision highly affects the performance of the PDP framework. Here,
we show the impact of pulling point k in gain(k, N ) in Figure 3.8. On homogeneous
clusters, K-means and GMM prefer a larger mini-batch size, which is a portion of
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Figure 3.8: The running time for different pulling decisions.

10−4 and 5 × 10−5 towards the full batch. For MLP, it prefers a smaller size which is
2 × 10−5 which is only around 20 data points per update. On heterogeneous clusters,
the trend is similar to homogeneous clusters. In PDP, we can find either the optimal
or a little larger k which has the same scale with the convergence time increasing less
than 3%.
Second, we examine the impact of pulling for N in gain(k, N ), which is based on
the number of data to check for one update and the number of different k we need
to probe. We select the different N in terms of the probe ratio pr. According to
the probing ratio described in Section 3.4, a smaller pr indicates a smaller probing
time but the probe result is not necessarily far away from the actual value. As shown
in Figure 3.9, we indicate the time when we finish the probing phase in the figures.
Thus, a small pr = 0.01 is able to help us determine the optimal k with less probing
time. For K-means and MLP, we observe the same phenomenon.

3.6.4

Scalability

We further evaluate our PDP framework on the large-scale clusters to test its
scalability. The scalability of different frameworks is tested on a homogeneous cluster

66

Finish
probing

Finish
probing

(b) MLP

(a) K-means

Figure 3.9: The impact of convergence for different probe ratio

and a static heterogeneous cluster with a delay up to 5 times slower than the normal
run and there are 10% of the workers can be the straggler. We vary the total number
of workers from 4 to 120.
We observe very good scalability results compared with BSP and BAP on both
homogeneous and heterogeneous clusters in Figure 3.10. In BSP, the communication
overhead grows dramatically. Using the same optimal batch size, which only incurs 1%
overhead on communication on 4 workers, the overhead for 120 workers spends 99%
of the training time. For BAP, it outperforms BSP since there is no synchronization
cost. But the stale model parameters will still slow down the convergence speed. For
our PDP, we automatically balance the ratio between data computation and update
of model parameters by determining when to pull. So we still have a good speedup
compared to BSP and BAP.
So with a large cluster of workers, the mini-batch size needs to get much larger
than small clusters. In this scalability test, we select a mini-batch size as 5% of the
total input data for BSP. It limits the synchronization overhead to less than 10% of
the total training time. But the larger mini-batch size will make the time to use an
up-to-date model parameter much later. So BSP will still be relatively slower.
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Figure 3.10: Scalability evaluation on PDP, BSP and BAP models

3.7

Related Work

Many distributed frameworks [96, 40, 67, 75] adopt a centralized parameter server
[59] for distributed implementation of machine learning algorithms. Machine learning
algorithms infer models by refining model parameters. In a parameter server based
distributed framework, workers compute the updates on the model parameters. The
parameter server gathers the updates from workers and accumulates the updates to
the model parameters.
Parameter server based distributed frameworks can update the model parameters
in a synchronous fashion. That is, sending updates from workers and accumulating
updates on the parameter server can be performed at a synchronization barrier. Each
worker has to pause its computation of updates and wait for new model parameters
from the parameter server to continue. A classic synchronous model is the bulk synchronous parallel (BSP) model [89, 85, 23]. However, synchronization may slow down
the computation since workers have to wait for each other to reach the synchronization
barrier. This is particularly true when there are stragglers that compute significantly
slower than others [20, 102, 33] or using transient resources [111].
Several distributed systems have been proposed to reduce the synchronization
overhead. For example, in K-sync SGD in [27], the parameter server waits for k
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workers to reach their synchronization points then updates the model parameters.
The stale synchronous parallel (SSP) model [37] allows workers to skip synchronization barriers. However, each worker can skip at most a fixed number of steps (bounded
staleness) before synchronization. SSP reduces the wait on synchronization but the
faster workers still need to wait after the bounded staleness threshold is reached.
FlexRR [33] combines the SSP model with the dynamic peer-to-peer reassignment
of work among workers to further address the problem of stragglers. However, the
overhead of migrating data can be huge.
FSP [94] and Sync-on-the-fly [111] propose a flexible synchronization barrier to
reduce the impact of stragglers. Each worker can suspend the computation of updates when synchronizing with each other. Thus, synchronization barriers can be
established at any time. Adaptive batch sizes are also proposed to optimize the minibatch size during machine learning [9, 25]. However, even we determine the best
mini-batch size, the computing resources are still wasted when all the workers pause
during synchronization.
In contrast to the synchronous parallel model, the update of the model parameters
from each worker can be sent to the parameter server in an asynchronous manner.
Each worker sends the update to the parameter server at its own pace. Without
waiting for other workers, the parameter server accumulates this update and sends
the new model parameters back to the worker. Frameworks such as [96, 75, 78,
59] are used to support this asynchronous parallel model. MLNET [67] deploys a
communication layer to implement asynchronous aggregation and ASYNC [87] build
on top of Spark to support asynchronous computation. DistBelief [22] and TensorFlow
[4] also support deep learning applications with asynchronous computation.
The asynchronous parallel model removes the synchronization overhead but usually suffers from the stale computation where workers use stale model parameters to
compute updates. The stale computation of ML algorithms can slow down the con-
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vergence speed. To reduce the stale computation, K-async SGD in [27] waits for K
workers to finish their mini-batch and then updates the model parameters. ASYNC
[87] enables the workers and/or the parameter server to bookkeep (log) parameters to
construct a dynamic dependence graph for the implementation with a partial broadcast of model parameters. These frameworks reduce the stale computation but still
require a pre-defined model parameter update point. Stragglers can still slow down
the computation.
Our PDP framework can update the model parameter at any time. Meanwhile,
APDP is asynchronous. That is, workers do not wait for the update of the model
parameters at the parameter server. Further, the framework determines when workers
provide updates online. As a result, stragglers will not slow down the update of model
parameters.
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CHAPTER 4
COHESIVE MINI-BATCHES GCN FRAMEWORK FOR
GRAPH CONVOLUTIONAL NETWORKS

4.1

Introduction

Graph convolutional network (GCN) and its variants [51, 17, 91] have achieved
state-of-the-art results in many graph-based applications, including node classification
[51], link prediction [19], inductive node embedding [30] and recommender systems
[103]. The graph convolution operation applies to all the neighbors of nodes to obtain
node embeddings. In each convolution layer, the embedding of a node is learned by
aggregating its neighborhood embeddings, followed by the same linear transformations and nonlinear activations. After stacking K convolution layers, GCN can learn
representative node embeddings by utilizing information from nodes that are within
K hops away.
The traditional GCN training on large graphs can be slow because we are only
able to update the parameter after processing the full graph. It is also memoryconsuming to store all the graph structures, especially training on GPUs. Mini-batch
stochastic gradient descent (SGD) [30] is proposed to accelerate GCN training from
more frequent updates. The updates of the GCN model parameters will focus on
the gradients computed from a mini-batch. So mini-batch SGD reduces the memory
requirement and conducts several updates per epoch which usually leads to faster
convergence. However, mini-batch SGD introduces a significant computational overhead due to the neighborhood expansion. This is because the convolution operation
expands the neighborhood nodes in several hops away. The number of dependent
nodes grows exponentially when GCN goes deeper.
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Several GCN models proposed sampling or clustering strategies to reduce the
neighborhood expansion issue. GraphSage [30] sampled a fixed number of neighbors
to limit the nodes to expand. FastGCN [18] further proposed importance sampling to
give different weights for the nodes we sampled. However, the sampling must be done
repeatedly in each epoch, and it loses neighborhood information in the convolution
operations. Cluster-GCN [19] focused on densely connected clusters in the graph
to train GCN, however, the edges that are removed between clusters may also lose
important neighborhood information. The sampling strategy and removed edges in
clustering typically reduce the accuracy of the trained GCNs. Furthermore, although
their training often converges in practice, there is no convergence guarantee for trivial
sampling methods [17].
GPUs are widely used to train GCNs due to their ability to provide highly parallel
computations. But recently CPU clusters have shown appealing training efficiency
and low pricing for large graphs [66, 41]. Since the real-world graphs could consist
of billions of edges and keep growing [105, 80], it is getting expensive to use multiple
GPUs to train GCN. The lowest-configured p3 instance type on AWS has a price
of $3.06/h, while an m4.2xlarge instance with 8 vCPU costs only $0.4/h. Not to
mention most of the cloud servers provide more flexible pricing options for CPU
instances, such as transient resources [111]. NeuGraph [66] and ROC [41] enable
multiple GPUs training to improve scalability. However, the memory in GPUs is
very limited, which makes it more expensive to scale to billion-edge graphs.
We propose CM-GCN, a distributed GCN framework using cohesive mini-batches
to accelerate large-scale GCN training in CPU clusters. The cohesive mini-batches
group nodes that are tightly connected in the graph. The nodes grouped together
share the common neighbors to reduce the neighborhood expansion problem in GCN
training. With the reduction of dependent nodes, we can reduce more than half of
the computation required in each epoch. We propose a computation cost function
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to efficiently calculate the required computation for each mini-batch. After proving
the submodular property of the computation cost function, we develop an efficient
algorithm to partition the graph nodes into cohesive mini-batches in polynomial time.
CM-GCN reduces the computation required in each epoch. Therefore, we can accelerate the large-scale GCN training without compromising the training accuracy.
In CM-GCN, we utilize CPU clusters in GCN training to achieve high scalability
and low expense compared with GPU training. We decompose and perform the
computations of embeddings and gradients on CPUs. Since we need to synchronize
GCN parameters after each mini-batch, CM-GCN further balances the workloads on
workers to avoid waiting. Using balanced workloads, workers can finish processing
each mini-batch around the same time. Since processing a node only requires the
embeddings or gradients from its neighbors, it is not necessary to synchronize all
the embeddings and gradients between GCN layers. Within a mini-batch, CM-GCN
enables asynchronous computations to prioritize the processing of nodes that are
ready to be processed. So we can parallelize the communication and computation to
eliminate the waiting among workers.
We design and implement a framework to support our CM-GCN model and evaluate it with several large-scale graphs with millions of nodes from Reddit and OGB
datasets [38]. Compared with a mini-batch training using the traditional GCN model,
CM-GCN achieves comparable training accuracy while we can save more than half of
the computation per epoch. With balanced workloads and asynchronous computation
between GCN layers, CM-GCN can speedup up to 3X towards GCN.
The remainder of this chapter is organized as follows. Section 4.2 describes the
background of general GCN training and how the mini-batch SGD scheme can be
applied in a distributed GCN training. Section 4.3 introduces our CM-GCN model
on how we partition nodes into cohesive mini-batches and perform the asynchronous
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computation on the balanced workloads. Section 4.5 reports extensive evaluation
results. Section 4.6 highlights the related work.

4.2

Preliminaries

In this section, we give a brief background of the graph convolutional network
training. We first illustrate the general training procedure of GCN. Then we explain
how the mini-batch SGD scheme accelerates the GCN training for large graphs.

4.2.1

Graph Convolutional Network Training

The graph convolutional network [82, 51] extends existing neural networks to
process data in graph domains. One of the key problems is to learn graph embeddings
[31] to represent graph nodes, edges, and sub-graphs. Give a graph G = (V, E), the
nodes in V are connected through the edges in E, and each node is associated with
a feature vector. A K-layer GCN consists of K convolution layers where each layer
k contains a parameter W (k) . In Layer k, we represent an embedding hkv ∈ Rdk for
each node v ∈ V , where dk is the embedding dimension. The GCN training includes
forward propagation and backward propagation steps to compute embeddings and
gradients to update the parameter W . Next, we will discuss the details of forward
propagation and backward propagation steps separately.

4.2.1.1

Forward Propagation Step

In neural networks, forward propagation refers to the flow of data which maps
input features to the output of the network. In Layer k, each node aggregates its
neighborhood embeddings from the previous layer to compute its embedding from
the current layer as follows:

(k)
h(k)
v = σ(W

X
u∈Nv
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h(k−1)
)
u

(4.1)

where Nv is the neighbor set for node v in graph G, and σ(·) is an activation function
which is usually a Sigmoid or ReLU function. The embeddings are propagated layer
by layer through the edges of nodes. In the initial layer 0, the embedding is the input
(K)

feature as h0v = xv . The final output zv at Layer K is zv = hv . The output zv
is used to compute the training loss. The loss function sums up the losses from all
labeled nodes VL as follows.

X

L=

loss(yv , zv )

(4.2)

v∈VL

where yv is the given label for node v. In practice, a cross-entropy loss or mean
squared error (MSE) is commonly used for node classification in multi-class or multilabel problems.

4.2.1.2

Backward Propagation Step

In the backward propagation step, we compute the gradient of the loss function
with respect to the embeddings h and parameter W . The gradient are computed based
on the chain rule from the opposite propagation direction in the forward step. The
parameter W is then updated using gradient descent. Specifically, we first calculate
the gradients in the last layer from the final loss. Take MSE as an example, the
gradient of node v is computed as follows.
∂L
= 2(zv − yv )
∂zv

(4.3)

Based on the chain rule, the gradient of the embedding for node v at layer k < K is
computed as follows:
∂L
(k)
∂hv

=

X

∂L
(k+1)

u∈Nv

∂hu
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×

(k+1)
∂hu
(k)
∂hv

!
(4.4)

The gradient

∂L
(k+1)
∂hu

represent the derivative of the total loss L towards the embedding

of node u at Layer k + 1. The gradient

(k+1)

∂hu
(k)
∂hv

is the derivative of embedding for node

u at Layer k + 1 towards the embedding of its neighbor v at Layer k.
To update W (k) , we aggregate the gradients from all the nodes in Layer k and
apply it in the gradient descent algorithm.
X
∂L
=
∂W (k) v∈V
4.2.2

∂L
(k)

∂hv

(k)

∂hv
×
∂W (k)

!
(4.5)

Mini-Batch GCN training

The full-batch gradient descent training scheme was commonly used in GCN training when the graph size is small. However, full-batch requires storing all the intermediate embeddings, which is not scalable for large graphs. The convergence can be
slow since the parameters are updated only once per epoch. Mini-batch SGD scheme
[30, 103] is proposed to accelerate the training. The mini-batch GCN training mainly
takes three meta steps. First, we randomly select a subset of nodes B ⊂ V as a
mini-batch. Then, we expand the full set or sample a subset of neighbor nodes on
each layer to specify the nodes to be trained. At last, we propagate forward and
backward among the nodes in each GCN layer. The model parameters in the GCN
are updated iteratively via stochastic gradient descent.

4.3

CM-GCN Model

We propose the CM-GCN model to accelerate the GCN training with distributed
cohesive mini-batches. A cohesive mini-batch groups nodes that are tightly connected
in the original graph. This increases the reusability of embedding computation results
and reduces the required computation for processing the same number of nodes in
the mini-batch. Figure 4.1 shows an overview of our model with a 2-layer GCN. We
first partition nodes into cohesive mini-batches to minimize the computation required
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for each epoch. Then we distribute the computation of each mini-batch to workers.
After each mini-batch, we synchronize the GCN parameters and process the next
mini-batch until the model converges.

forward

forward

backward
Mini-batch1

Synchronization

backward
Mini-batch2

Figure 4.1: Overview of CM-GCN

4.3.1

Computation Analysis for Mini-batch

The computation in a mini-batch is fixed when we determine the nodes to contribute the gradient in each mini-batch. When we know the computation cost of each
mini-batch, we can determine the best mini-batches to train the ML algorithms and
distribute the workload among workers. Next, we analyze the computation required
in mini-batches and propose the computation cost function to accurately estimate the
computation cost.
Using cohesive mini-batches, we increase the utilization of the computed embeddings and gradients in each mini-batch to reduce the computation per epoch. In
Figure 4.2, we show the nodes that are required to be processed in cohesive minibatches and non-cohesive mini-batches. We use the colors red and blue to distinguish
different mini-batches. In the cohesive mini-batches, the nodes are tightly coupled in

77

the mini-batch and share neighbors. The computation of embeddings and gradients
can be reused for more nodes. For example, Figure 4.2 shows a 2-layer GCN training
for a graph with 7 nodes. In the left cohesive mini-batches, we need to process 13
nodes for the red mini-batch and 16 nodes for the blue mini-batch. For simplicity,
we assume the computation for each node is the same as one unit cost. Then, the
total computation required in cohesive mini-batches is 29 per epoch. In the noncohesive mini-batches, we need to expend more neighbors in order to compute the
same number of training losses. For example, the non-cohesive mini-batches in Figure
4.2 require the total computation as 35. So the cohesive mini-batches in this simple
example can save 17% of the computation. When the GCN goes deeper, we can save
much more computation time using cohesive mini-batches.
Cohesive Mini-batches

Non-cohesive Mini-batches

Partitions

Layer 2

Layer 1

Layer 0

Figure 4.2: Cohesive mini-batches and non-cohesive mini-batches GCN training.
Color Red and Blue represent the nodes from two mini-batches

Finding the optimal cohesive mini-batches is non-trivial. Clustering nodes that
are close to each other into mini-batches can reduce the required computation, but
the computation required for each node varies because it is related to the number of
its neighbors. Thus, not only the number of nodes but also the computation required
determines the quality of mini-batches. In CM-GCN, we propose a computation cost
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function and partition nodes into mini-batches that minimizes the computation cost
from all the possible mini-batch partitions.
The computation cost of a mini-batch B is the time required to compute all the
embeddings and gradients during the GCN training. The mathematical operations
in the training can be represented as a computational graph GB for mini-batch B.
From a mini-batch B of a K-layer GCN, every node v ∈ B is processed in layer K.
(K)

We denote this set of nodes in the K-layer of computational graph GB as VB = B.
S
(k)
The nodes in each layer k of G is computed as VB = v∈B Nvk .For example, Figure
4.3 shows the computational graph from a mini-batch with node A. Given the input
graph structure on the left, the computational graph on the right indicates the nodes
to be processed in each layer and the directions to propagate the embeddings and
gradients. The nodes in the forward step represent the computations of embeddings.
The nodes in the backward step indicate the computations of gradients towards the
training loss for each corresponding embedding.
layer 0

layer 1

A

𝒉𝟎𝑨

𝒉𝟏𝑨

B

𝒉𝟎𝑩

𝒉𝟏𝑩

C

𝒉𝟎𝑪

Input graph

layer 2

𝒉𝟐𝑨

Training loss layer 2

𝓛

𝝏𝓛
𝝏𝒉𝟐𝑨

layer 1

layer 0

𝝏𝓛
𝝏𝒉𝟏𝑨

𝝏𝓛
𝝏𝒉𝟎𝑨

𝝏𝓛
𝝏𝒉𝟏𝑩

𝝏𝓛
𝝏𝒉𝟎𝑩
𝝏𝓛
𝝏𝒉𝟎𝑪

Forward propagation

Backward propagation

Figure 4.3: Computational graph of a mini-batch {A}

For computing embeddings in the forward step, we can directly analyze the required computation in Equation (4.1). In the backward step, the gradients are computed for both embeddings h(k) and the parameters W (k) in Layer k. To efficiently
compute the gradients, we distribute the computation in Equation (4.4) into different
nodes in the computational graph. In this subsection, we will first discuss how to
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derive the computation cost function in the forward step, backward step, and the
whole mini-batches separately. Then we show how CM-GCN partitions nodes into
cohesive mini-batches using the computation cost.

4.3.1.1

Computation Cost in Forward Step

Table 4.1: Notations of constant factors in computation cost function
Factor
α
β
γ
η
λ

Computation
Summation of 2 dk vectors
Multiplication between a dk × dk−1 matrix and a dk−1 vector
Applying activation function σ(·) to a dk vector
Multiplication between a dk × dk−1 matrix and a scalar
Computing the gradient of a loss function towards a dk vector

Cost
αdk
βdk dk−1
γdk
ηdk dk−1
λdk

In the forward step, the computation in Equation (4.1) consists of aggregating
P
(k−1)
the embeddings from neighbors u∈Nv hu , multiplying the parameter W (k) , and
applying the activation function σ(·). Since the nodes in Layer 0 using the input
features as embeddings, the computation cost for node v is in layer 0 is cf (v, 0) = 0.
From Layer 1 to Layer K, we divide the computation cost into three parts. (1)
P
(k−1)
The aggregation of embeddings u∈Nv hu
is linear to the number of neighbors
|Nv | and the dimension dk−1 of previous layer k − 1. So the computation time as
α|Nv |dk−1 , where α indicates the constant factor of the time for adding two vectors.
We show all the constant factors for the analysis of computation cost in Table 4.1.
(2) The computation time for multiplying W (k) is linear to matrix size dk × dk−1 and
aggregated embedding vector size dk−1 , which is βdk dk−1 . (3) Applying the activation
function σ(·) is linear to embedding vector size dk , which takes γdk time.
Due to the optimization for the matrix multiplication in the CPU architecture,
the factor for matrix multiplication and vector summation is not always constant. In
Figure 4.4, we compute factor α from dividing the running time of summation by the
dimension of the vector size and compute factor β from dividing the running time of
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matrix multiplication by the product of matrix dimensions. When the dimension of
the matrix or vector is small, the factor α, β are much larger than the large dimension.
This will bring an error when we compute the computation cost for the later GCN
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layers, where the dimension of the output layer is small.
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Figure 4.4: Trend of the factors in the computation cost function for different input
dimensions

Given the structure of a GCN, the dimension dk at Layer k is determined based
on the embedding. We can pre-compute the factors based on the dimension of each
layer to rectify the error in the computation cost function. We use a subscript k to
indicate the layer for each factor in Table 4.1. Therefore, the total computation cost
to compute the embedding hkv is as follows.

cf (v, k) = αk |Nv |dk−1 + βk dk dk−1 + γdk
4.3.1.2

(4.6)

Computation Cost in Backward Step

In the backward step, we compute the gradients of embedding h(k) and the parameter W (k) . For the example in Figure 4.3, each node in backward propagation
of the computational graph computes its gradient
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∂L
(k) .
∂hv

Based on the chain rule,

the gradients are propagated to the neighbors in the next layer. The gradients are


(k+1)
P
∂hu
∂L
×
, where we aggregate all
computed using Equation (4.4) as u∈Nv
(k+1)
(k)
∂hu

the multiplication of gradients

∂L
(k+1)
∂hu

(k+1)

× ∂hu(k)
∂hv

∂hv

from previous layer. However, the mul-

tiplication of gradients should be done in layer k + 1 instead of layer k for efficiency.
The gradient

(k+1)

∂hu
(k)
∂hv

(k+1)

is the same for embedding hu

for any neighbor v of node u,
(k)

because the gradient will cancel out the differences in hv

but leave the parameter

matrix W k . Therefore, we can compute the multiplication of gradients once and reuse
the results for all the neighbors of u in Layer k.
In Layer K, we represent the computation g(v, K) in node v as the multiplication
(K)

between the gradient of output zv = hv

g(v, K) =

and the embedding gradient as follows.

∂L
∂zv
× (K−1)
∂zv ∂hu

(4.7)

where u is one neighbor of v in layer K − 1. The computation time for g(v, K)
contains three parts: (1) Computing the gradient towards loss function
time. (2) Computing the embedding gradient

∂zv
(K−1)
∂hu

∂L
∂zv

takes λdK

is the gradient of the activations

function σ 0 (·) multiplying the parameter matrix W (K) . So it is linear to the matrix size
dK × dK−1 which takes ηdK dK−1 time. (3) The multiplication between the two result
gradients takes βdK dK−1 time. Therefore, the total computation cost to compute
g(v, K) is as follows.

cg (v, K) = λK dK + (ηK + βK )dK dK−1

From Layer 1 to Layer K − 1, the gradient of node v is calculated as
P

u∈Nv

(4.8)

∂L
(k)
∂hv

=

g(u, k + 1). So the computation of g(v, k) in node v is computed as follows.
!
g(v, k) =

X

g(u, k + 1)

(k)

×

∂hv

(k−1)

∂hu

u∈Nv

82

(4.9)

The computation includes three parts: (1) the aggregation from neighbor nodes
g(u, k + 1) takes α|Nv |dk time, (2) computing the embedding gradient

(k)

∂hv
(k−1)
∂hu

is the

same as Layer K which takes ηdk dk−1 time, and (3) the multiplication between the
two result gradients also takes βdk dk−1 time. Therefore, the total computation cost
to compute g(v, k) is as follows.

cg (v, k) = αk |Nv |dk + (ηk + βk )dk dk−1

(4.10)

Since the goal of computing gradients is to update the parameter W (k) , we only
compute the gradients of embeddings from Layer 1 to Layer K. So cg (v, 0) = 0.
For computing the gradients of W (k) in Equation (4.5), we need to compute
(k)

∂hv
∂W (k)

∂L
(k)
∂hv

×

for each node v. We amortize the computation cost to each node in the backward

propagation of the computational graph. (1) Computing

(k)

∂hv
∂W (k)

is multiplying a scalar

gradient of the activation function σ 0 (·) with the aggregated embedding which takes
ηdk time. (2) The outer product of a dk vector and a dk−1 vector takes βdk dk−1 time.
So each node v from Layer 1 to Layer K requires the additional computation cost as
follows.
cW (v, k) = ηk dk + βk dk dk−1

(4.11)

Summing up all the required computation cost cg and cW based on layers, we have
the computation cost for any node v in backward propagation of the computational
graph as follows.

cb (v, k) =



(λk + ηk )dk + (2βk + ηk )dk dk−1

k=K

(4.12)


αk |Nv |dk + (βk + ηk )dk dk−1 + ηk dk 0 < k < K
4.3.2

Computation Cost of Mini-batches

The computation cost for a mini-batch B is computed by summing up the computation cost from all the nodes in the GB from Layer 1 to Layer K.
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C(B) =

K−1
X

X

(cf (v, k) + cb (v, k))

(4.13)

S
k=0 v∈ u∈B Nuk

where Nuk represents the nodes in graph G that are within k hops away from node
u. For the 0-hop neighbor, we have Nu0 = u. The computation cost function C(B)
in CM-GCN has a submodular property, which allows the use of polynomial-time
algorithms to partition mini-batches using submodular function minimization.
Theorem 2. Given a mini-batch B \ V for a K-layer GCN over a graph G = (V, E),
P
P
S
the computation cost C(B) = K−1
k=0
v∈
Nuk (cf (v, k) + cb (v, k)) is a submodular
u∈B

function.
Proof. The computation cost C(B) is a submodular function if for all the subsets S ⊂
B and any node v ∈ V \ B in the input graph G, we have the marginal value function
always satisfies FS (v) ≥ FB (v). The marginal value function of C(B) indicates the
additional cost introduced by adding node v to a subset B.

FB (v) = C(B ∪ {v}) − C(B)

where C(B) is the summation from the computation cost of nodes in K-layer GCN.

C(B) =

K
X

X

k=0 v∈

S

u∈B

C(v, k)
Nuk

Since S ⊂ B, for the nodes in each layer k of their computational graph GS and
(k)

GB , we have VS
(k)

Since VS

(k)

(k)

(k)

⊆ VB . For any additional node x ∈ V \ B, VS∪{x} = VS

(k)

(k)

(k)

∪ Nvk .

⊆ VB , adding any new node v results in Nvk \ VB ⊆ Nvk \ VS . Then for

the marginal value function of C(S), we have
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FS (x) = C(S ∪ {x}) − C(S)

K
X
X

=
C(v, k) −
k=0

=

K
X
k=0

≥

K
X

S
v∈ u∈S∪{x} Nuk

X


X

C(v, k)

S
v∈ u∈S Nuk

C(v, k)

(k)
v∈Nxk \VS

X

C(v, k)

k=0 v∈N k \V (k)
x
B

= C(B ∪ {x}) − C(B) = FB (x)

Therefore, for all subset S ⊂ B, we have FS (v) ≥ FB (v) for any node v ∈ V \ B.
That is, the computation cost function C(B) is a submodular function.

Given a graph G, we aim to partition all the nodes V into cohesive mini-batch
partitions P to minimize the total computation required for each epoch. Since minibatches are independent, the objective function is computed as the summation of the
computation cost of each mini-batch B ∈ P .

J(P ) =

X

C(B)

(4.14)

B∈P

4.4

CM-GCN framework

We propose a CM-GCN framework to support our CM-GCN model in a distributed fashion. Besides the computation cost function, CM-GCN first partitions
nodes into cohesive mini-batches. CM-GCN also balances the workloads on workers
and enables asynchronous computation to reduce the waiting caused by synchronizations between GCN layers. When the total computation in each mini-batch can finish
around the same time, we can avoid waiting at the synchronization barrier. We balance the computation cost that needs to be processed for each worker. Thus, the
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necessary synchronization for parameter updates will not be delayed by any worker
that has more workload. Meanwhile, we break the synchronization between GCN
layers, so that we can parallelize the communication for passing embeddings and
gradients with the node processing to further accelerate the training.

4.4.1

Partition Nodes into Cohesive Mini-batches

Using the submodular property of computation cost function C(B), we can partition the nodes into the optimal two mini-batches in polynomial time [48, 76]. However,
finding the optimal M mini-batches, where M > 2, is non-trivial. Inspired by the
multi-way graph partitioning algorithms in [28, 112], we can format our mini-batch
partitioning as a multi-way graph partitioning problem. We can achieve a 2 − M2 approximation for M partitions through recursive bisection [48]. That is, we iteratively
split one of the existing mini-batches into 2 mini-batches to minimize J(P ). So each
iteration we increase the number of partitions by one until we get M partitions. In
this way, the M partitions P may not reach the optimal J(P ), but we can bound the
quality of the partition not to exceed the 2 −

4.4.1.1

2
M

of the optimal J(P ).

Optimal Two-way Partitioning

To generate M cohesive mini-batches, we first explain how we can split one minibatch into two mini-batch with the minimum total computation cost. To efficiently
find the optimal two-way partitions, we follow the idea in Queyranne’s algorithm [76].
The key observation in the algorithm is that we can identify a special ordered node
pair (t, u) for an arbitrary subset U ⊂ B for a mini-batch B, so we only need to
consider whether we should separate the last two nodes instead of all the possible
two-way partitions. The identification of (t, u) reduces the search space because we
can group t and u together as a new inseparable node and get a new candidate
as P = {{u}, B \ {u}}. Thus, the search space in B reduces by one after each
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combination. After |B| − 1 iterations, we pick the partition from |B| − 1 candidates
with the minimum computation cost as the output.
Formally, for splitting an existing mini-batch B, we find the partition that minimizes the symmetric computation cost function as follows.

U = arg min (C(U ) + C(B \ U ))

(4.15)

U ⊂B

The key idea is to generate a special ordered series of nodes from a given subset
U ⊂ Bj . The last two nodes in that ordered series form a pair (t, u) that is called
pendent pair. The C({u}) takes the minimum u from all subsets of Bj which separate
node t from u. Using the pendent pair, we can determine one candidate partition
as {u} and Bj \ {u}. Meantime, we can reduce the search space by grouping two
nodes t and u together as a new inseparable node u0 . So the remaining node set
S 0 = Bj \ {u, v} ∪ {u0 } for generating new candidates.
To generate the pendent pair, we start from a random node x in the current node
set S 0 . We describe the approach in Algorithm 1. Starting from any arbitrary x,
we define the ordered nodes initiated as v1 = x. So we have the visited node set as
W0 = ∅, W1 = {v1 }. For i > 1, we define

vi := arg min C(Wi−1 ∪ {u}) − C({u})
u∈V 0 \Wi−1

Then the new visited node set will be Wi = Wi−1 ∪ {vi }. The last 2 nodes this process
is the pendent pair (t, u). Therefore, it takes O(|B|2 ) time to generate a pendent pair.

4.4.1.2

Multi-way Mini-batch Partitioning using Hierarchical Clustering

After explaining the two-way partitioning algorithm, we show one basic algorithm
to partition nodes into cohesive mini-batches in Algorithm 1. Initially, the whole
graph G forms one mini-batch as P = {V }. Then we split P into two mini-batches
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Algorithm 1: Two-way mini-batch partitioning
Input : A graph G = (V, E), one mini-batch B
Output: Two mini-batches P
1 Initialize one partition as B1 = B
2 for i = 1, ..., |B| do
3
Randomly select a node v1 in Bi as a initial node.
4
Group W1 = {v1 }
5
for j = 2, ..., |B| do
6
Find node vj not in Wj−1 that minimize C(Wj−1 ∪ {vj }) − C({vj })
7
Wj = Wj−1 ∪ {vj }
8
end for
9
Denote the last two nodes added to W as t and u
10
Compute the computation cost J(Pi ) for candidate partition
Pi = {Bi \ {u}, {u}}
11
Group t and u as one node (u, t)
12
Bi+1 = Bi \ {u, t} ∪ {(u, t)}
13 end for
|B|
14 t = arg mini=1 J(Pi )
15 Return mini-batch partition Pt

that have the minimum J(P ) from any possible two mini-batches. After examining
all the possible candidates of two-way partitions, the one that gives the minimum
J(P ) is set as the new mini-batch partition. We iteratively repeat this process until
we obtain M mini-batches.
The total running time for partitioning nodes into mini-batches takes M iterations
of finding the best split from current mini-batches. Each split takes at most M twoway partitions for each mini-batch partition. Since the total nodes in all the minibatch are always V , the running time for each split can be bounded in O(|V |3 ) time.
Then, the total running time to partition nodes into mini-batches is in O(M |V |3 )
time.
Although partitioning nodes into mini-batches is a one-time offline operation, it
still takes hours to partition datasets with millions of nodes. To efficiently partition the nodes into mini-batches, we propose a hierarchical clustering method to first
coarsen the graph then partition it. Specifically, we first coarsen the graph by col-
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Algorithm 2: Multi-way mini-batch partitioning
Input : A graph G = (V, E), number of batches M
Output: A mini-batch partition P
1 Initialize one single partition as P = V
2 for i = 1, ..., M − 1 do
3
for each mini-batch Bj ∈ P do
4
Partition Bj into two mini-batches with minimum total computation
cost
5
Group the two new mini-batches with other mini-batches to form a
partition Pj
6
Compute the total cost J(Pj )
7
end for
8
t = arg minij=1 J(Pj ) P = Pt
9 end for
10 Return mini-batch partition P

lapsing the nodes that are closely connected. We coarsen the graph level by level
in a hierarchical way to maintain the connections. Then we adapt our partitioning
algorithm on the coarsened graph to achieve high efficiency. We apply the restricted
spectral approximation approach in [65] to collapse the nodes that have high spectral
similarity.
To reduce the size of the graph and preserve important spectral properties, we
first embed the graph into a k-dimensional space using the first k eigenvectors of the
graph Laplacian matrix. Then, the graph nodes that are close to each other in the lowdimensional embedding space are aggregated to form the coarse-level nodes to coarsen
the graph. Based on the spectral similarity measure used for graph sparsification, we
proposed a hierarchical clustering method to coarsen the graph level by level. In each
level, we reduced the nodes that are formed by contracting disjoint sets of connected
nodes in the graph. Using the multi-level graph coarsening, we can maintain the
nodes that are collapsed has a similarity score in each coarsening. Meanwhile, we can
reduce the size of the graph to our desired size.
After generating the cohesive mini-batches, we expand the nodes that are collapsed
during the coarsen steps. We first assign the collapsed nodes to the same mini-batch
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since it is more likely belongs to the same mini-batch. Then we perform a fine-tune
by switching the nodes between mini-batch that can minimize the total computation
cost. After no swap of nodes can reduce the computation cost, we finalize our minibatches.

4.4.2

Balance Workers’ Loads

During the GCN training, the embeddings and gradients are computed from Layer
0 to Layer K following the directions in the computational graph GB . When we need to
synchronize the embeddings or gradients between consecutive GCN layers, the workers
that require more computation will delay the computation on other workers in the
next layer. However, balancing the workloads in each GCN layer will be very timeconsuming and not necessary. In CM-GCN, we propose asynchronous computation
between GCN layers and only synchronize the GCN parameters W between minibatches. As long as the computation in one mini-batch is balanced among workers,
we can achieve no waiting in training. In this subsection, we will focus on balancing
the workloads and discuss the asynchronous computation in the next subsection.
The workload can be measured by the running time to process the nodes in the
computational graph. In CM-GCN, we use our computation cost function to estimate
the workloads on workers. As long as every worker has the same total computation
cost, we balance the workloads. The computation of gradient for a node v at layer
k requires the embeddings hkv . So both the forward and backward steps of node v
should be processed at the same worker. Meanwhile, a graph node v usually exists in
multiple layers in the computational graph. For example, node A need to be processed
in every GCN layer in Figure 4.3. We put the processing of these nodes in the same
worker so that there is no duplicate copy of nodes in different workers. Then, each
node in the graph is categorized as a whole computation as follows.
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nc(v) =

K
X

cf (v, k) + cb (v, k)

k=1

Given a mini-batch B, we assign every node v in G that is shown in the computational graph GB to workers one by one since the computation costs nc(v) are
independent. Initially, all the P workers have the total computation cost as zero. We
follow the order of breadth-first search starting from nodes in B to assign nodes to
workers. Each time, we assign a node v to the worker that has the lowest total computation cost so far so that the workload differences among workers will not exceed
the computation cost of one node. Finally, we generate the assignments as a mapping
table from a node ID to a worker.
For each worker p, we construct a list of nodes Np that are required to be processed
in that worker. During the training, we first load the input features of Np into
worker p and subgraph associated to Np . Although the mini-batches are isolated, the
dependent nodes may appear in multiple workers. For efficiency, we load the input
features of node v to all the workers that will process v in any layer. When we train
a mini-batch B, every worker p loads the mapping table that is generated for worker
p.

4.4.3

Asynchronous Computation between GCN Layers

Traditionally, it is required to synchronize the embeddings and gradients between
two consecutive GCN layers. However, the synchronization between GCN layers
may incur considerable overhead to wait for embeddings and gradients from other
workers. Since processing a node only requires the embeddings and gradients from its
neighbors, it is not necessary to synchronize all the embeddings and gradients between
two GCN layers. We can process nodes that have their neighborhood embeddings or
gradients available in an asynchronous fashion. CM-GCN prioritizes the processing
of nodes that are ready to be processed to enable asynchronous GCN training. Since
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we always compute the embeddings and gradients from current processing results, we
can guarantee the same output as synchronous GCN training.
During the training, we decompose the computation of nodes in the computational
graph and process each node asynchronously based on its availability. In Figure
4.5, we illustrate an example of our asynchronous computations with two workers.
Each worker stores one partition of the computational graph based on the balanced
workload. For example, the mini-batch in Figure 4.5 is {A, C}. Worker 1 processes
every node in G{A,C} for graph node A and B. A1f indicates the computation of
(1)

embedding hA for node A at Layer 1. A1b indicates the computation of gradient for
(1)

hA in the backward propagation. Worker 2 focuses on graph nodes C and D.
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Figure 4.5: Asynchronous computations in CM-GCN for mini-batch {A, C}

The availability represents whether the dependent embeddings or gradients are
ready for each node. We maintain a counter for each node in the computational
graph to indicate the received embeddings or gradients. Initially, the counter of a
node equals 0. In Figure 4.5, we illustrate the counter under each node. The first
number is the current value of the counter while the second number is the number of
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its neighbors from the previous layer in GB . Since the nodes in layer 0 use the input
features as embeddings, they are always available. So the counter for node vf0 is 0/0.
In CM-GCN, we maintain a processing queue in each worker for the nodes that
are ready to be processed. Each worker keeps processing the nodes in its processing
queue while updating the counter for each node that is not processed. So workers
are able to process the nodes without synchronizations between GCN layers. When
the counter of a node v reaches the required counter value, we enqueue v into the
processing queue. For example, after processing node A1f and Bf1 , node A2f will be
ready to be processed in worker 1. There is no need to wait for node Cf1 and Df1
in worker 2. Meanwhile, the embeddings of node A1f and Bf1 are available for node
A2f and the embedding of Bf1 will be sent to node Cf2 through message passing. The
counter of node A2f will be updated to 2/2 and added to the processing queue of
worker 1. When worker 2 receives the embedding, it will update the counter of node
Cf2 to 1/3. There are still two more embeddings that are required for node Cf2 to be
ready.

4.5

Experiments

In this section, we evaluate our CM-GCN model to show its performance with
large-scale datasets. We focus on the node classification tasks in the evaluation. The
GCNs for other tasks such as link prediction mostly differ in the objective function
while sharing most of the GCN architectures, so we omit them here. Compared
with the well-known GCN models, our CM-GCN using cohesive mini-batches reduces
the required computation as well as the total training time. We also examine the
effectiveness of using balanced workloads and asynchronous computation in reducing
the waiting time. Finally, the scalability test shows that CM-GCN can scale to large
clusters.
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4.5.1

Experiment Setting

We first describe our experiment settings including the datasets, benchmark model,
and testing environment. We evaluate our CM-GCN model for training GCN on
multi-class classification on four public datasets. The details of the datasets from
Cora, Reddit, and Open Graph Benchmark (OGB) datasets [38] are shown in Table
4.2. We split the train, validation, and test data ratio as 70%, 20%, and 10%.
Table 4.2: Dataset Summary
Dataset
Cora
Reddit
OGBN-arxiv
OGBN-product

# Nodes
2,708
232,965
169,343
2,449,029

# Edges
5,429
11,606,919
1,166,243
61,859,140

Node features
1,433
602
128
100

Hidden dimension
256
128
64
64

We use the state-of-the-art fully connected GCN model as the benchmark model.
We use mean pooling architecture and ReLU activation function per graph convolution layer. We set weight decay as zero, dropout rate as 0.1. We randomly select
1% of the nodes in the graph for each mini-batch, which is equivalent to 100 minibatches in CM-GCN. Since Cora data is small, we use 5% as the mini-batches size
and 4 workers for training.
We implement our CM-GCN under DGL v0.6, Pytorch 1.8, and using the existing
code of GCN in Dist-DGL [114]. We use a Google cloud cluster of eight n2-highcpu8
with 8 CPU cores at 2.8-GHz and 32GB memory. We evaluate all our experiments
using 16 workers on 8 instances and scale to 64 workers in the scalability test. We learn
the constant factors in the computation cost function through testing the running time
in Pytorch. In the computation cost function, we measure the factors following the
value in Figure 4.4 based on the input GCN dimensions.
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4.5.2

Training Time and Accuracy

In this subsection, we show the performance of CM-GCN compared with GCN
with random mini-batches and METIS [46] mini-batches in terms of training speed
and accuracy. For METIS mini-batches, we pre-compute the mini-batches using
the METIS algorithm which has a balanced number of nodes in each mini-batch.
The number of mini-batches is the same for all cohesive mini-batches, random minibatches, and METIS mini-batches in each experiment. The training time is to run
50 epochs for the Reddit and OGB datasets, and 200 epochs for the Cora dataset.
We show the training loss and accuracy towards the training time in Figure 4.6. The
x-axis shows the training time in seconds, and the y-axis shows the training loss and
accuracy (F1 score) on the test datasets.
For the Cora and OGB-arxiv datasets, they are all citation networks that have
relatively low node degrees. The average node degrees are 2 and 6.9, so the nodes in
each mini-batch are more closely connected and share more common neighbors. As
shown in Figure 4.6a and Figure 4.7a, the Cora dataset reduces more computation
which leads to faster convergence using CM-GCN compared with the OGB-arxiv
dataset. We can reach almost the same training accuracy for both datasets as shown
in Figure 4.6b and Figure 4.7b. In general, we can reduce 20%-40% of the training
time using CM-GCN.
The Reddit dataset has the largest node degree as 50. However, the graph follows
a power-law distribution, so the high degree nodes are surrounded by the low degree
nodes in each mini-batch. As shown in Figure 4.6c and Figure 4.6d, we can reach
more than 3X speedup comparing with GCN. The OGB-product dataset has a similar
phenomenon. The node degree is around 25, which is smaller than the Reddit dataset.
But we can still achieve around 2X speedup which is shown in Figure 4.7c and Figure
4.7d.
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Figure 4.6: Comparison of running time and accuracy for Cora and Reddit.

For the small Cora dataset and OGB-arxiv dataset, the METIS mini-batches
partition the graph well as cohesive mini-batches. Thus, the training time is very
similar. When the dataset grows larger, the cohesive mini-batches will get a lower
computation cost compared with the METIS dataset. Therefore, we can still observe
a 10% speedup when we train in the Reddit dataset and the OGB-products dataset.
We will show more details on how the computation cost is reduced from random
mini-batches and METIS mini-batches in the next section.
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Figure 4.7: Comparison of running time and accuracy for OGB dataset.

4.5.3

Reduction of Computation Cost for Cohesive Mini-batches

The improvement from cohesive mini-batches in CM-GCN comes from the reduction of computation per epoch. It is reflected both in the number of nodes we reduced
in the computational graph and the total computation costs. In Figure 4.8, we show
the computation reduction from cohesive mini-batches towards other ways to generate
the mini-batches. First, we compare with random mini-batches, where we randomly
split the graph nodes into M mini-batches using a hash function. Then, we use a
well-known graph partitioning algorithm METIS to generate mini-batches. MEITS
mini-batches partition the graph in a way that minimizes the graph edge-cuts [46, 47].
For all the mini-batches, we sum up the computation cost for all the M mini-batches
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to show the computation reduction. We vary the number M of the mini-batches to
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Figure 4.8: Comparison of computation cost for random mini-batches, METIS minibatches, and cohesive mini-batches.

In the Cora dataset, the cohesive mini-batches can save up to 56% of the computation cost towards random mini-batches. The improvement comes from reusing
embeddings and gradients in each mini-batch to save the computation. Therefore,
the cohesive mini-batches themselves can save around half of the training time towards traditional GCN. The METIS mini-batch can also achieve a good computation
cost compared with the random mini-batches. It has similar logic as the cohesive
mini-batch because it also clusters the graph nodes that are well connected. Thus,
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the nodes that share the common neighbors are usually grouped together. But the
METIS partitioning algorithm focus on the edge-cuts and the original graph structure. In GCN, the computation graph generates the direct computation required for
the training. Our CM-GCN can further reduce the computation cost by minimizing
the total computation cost function. Therefore, we can save an additional 5%-10%
computation cost towards METIS mini-batches.
When the number of mini-batches is large, we can update the parameter more
often, but it required more computation due to the node expansion. Using cohesive
mini-batches, we only increase 68% of the computation cost using 20 mini-batches
compared to 5 mini-batches. For other datasets, we observe a 46% reduction in
OBG-arxiv, a 48% reduction in both Reddit and OGB-products.

4.5.4

Comparison of Computation Cost Function and Training Time

Here we show the improvements of the layer-specified computation cost function
towards the actual running time in Figure 4.9. We denote the original computation
cost function as a unified computation cost function.
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Figure 4.9: Correlation between the actual training time per mini-batch and the
corresponding computation cost

In figure 4.10, we draw the correlation between the number of nodes in GCN layers
and the total computation cost. We generated mini-batches with a random number
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Figure 4.10: Correlation between the number of nodes in GCN layers and the total
computation cost

of nodes for the Cora dataset. As shown in Figure 4.10a, when we use all the number
of nodes in the GCN layers, they are not correlated well because of the different
computation costs per node in each layer. In Figure 4.10b, it shows an almost linear
correlation between the number of nodes in Layer 0 with the computation cost. So it
is promising to use the number of nodes that are required to be processed in the first
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Figure 4.11: Correlation between the number of nodes in GCN layers and the actual
running time per mini-batch

We further show the actual running time for using the simplified computation cost
function in Figure 4.11. We use all the number of nodes in the GCN layers in Figure
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4.11a to show the number of nodes used compared with the mini-batch running time.
It matches well with the actual running time for each mini-batch. When we use the
simplified computation cost function, only the number of nodes in Layer 0 are used.
As shown in Figure 4.11b, it also matches well with actual running time, only a little
higher fluctuation. Thus, when we use the simplified computation cost function, we
can measure the computation cost accurately as well.

4.5.5

Effectiveness of Balanced Workloads

After balancing the workloads among workers, we can further save the waiting
time between mini-batches. We look into the computation time and waiting time for
using balanced workloads compared with random workloads. For random workloads,
we evenly assign all nodes to workers based on their nodes ID. So each worker will have
the same amount of nodes to process but there is no guarantee of the computation
time. Since the waiting time is hard to directly measure, we compare the total training
time. We also vary the number M of the mini-batches to show the effectiveness of
balanced workloads.
In Figure 4.12, we show the improvements from the balanced workloads with
different mini-batch sizes. Using our balanced workloads, we can achieve almost no
idle time in training. So the computation time is around the same for both balanced
workloads and random workloads. The time differences between balanced workloads
and random workloads are the time we reduce. When the size of mini-batches is large,
we improve the total training time by using more up-to-date parameters. However,
more mini-batches leads to fewer nodes to train in each mini-batch. So the workloads
will be more unbalanced, which incurs a longer waiting time. Using the balanced
workloads can save around 21% of the waiting time for the Cora dataset. We can
save similar waiting time for the other datasets as 26% for Reddit, 29 % for OGBarxiv, and 28% for OGB-products.
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Figure 4.12: Comparison of computation time using random workloads and balanced
workloads.

4.5.6

Efficiency and Effectiveness of Hierarchical Clustering Partitioning

CM-GCN can highly reduce the training time of GCNs through cohesive minibatches. However, the procedure of partitioning nodes into mini-batches is computational expensive when the graph gets larger due to O(N 3 ) times in the partitioning
algorithm. As shown in Figure 4.13, although the partitioning is a one-time offline
operation, it takes days when we use all the nodes in the original graph for the Reddit dataset. In the Reddit dataset, we can save the partitioning time to 24 minutes
from 41 hours using a coarsened graph, which is less than 1% of the running time.

102

Meanwhile, the total computation cost is not increased much because of the further
refinement step.
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Figure 4.13: Effect of partitioning for Reddit dataset

We also compare the end-to-end training time in Figure 4.13b using the METIS
clustering method, the original Multi-way partitioning algorithm without coarsening
the original graph, and our hierarchical clustering partitioning method. In the Reddit
dataset, the hierarchical clustering partitioning method increases around 4% computation cost compared with the Multi-way partitioning algorithm. However, we only
sacrifice a similar slow down as 4% in the training time to shorten the partitioning
time to 1% of the time.
By using the coarsened graph from the hierarchical clustering partitioning method,
we can highly reduce the preprocessing time while limiting the increase of computation
cost within 10%. In Figure 4.14 and Figure 4.15, we use the large dataset, OBGarxiv, and OBG-product to show the efficiency and effectiveness of our hierarchical
clustering partitioning method. For the OBG-arxiv and OBG-product datasets, we
observe similar running time reduction. Since the number of nodes in the OBGproduct dataset is too large, only the hierarchical clustering partitioning method can
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Figure 4.14: Effect of partitioning for OGB-arxiv dataset

generate the cohesive mini-batch in a feasible time. So we start the training as 20%
and reduce the total number of nodes until 1%.

4.5.7

Training Deeper GCNs

We show the training time and accuracy when we train deeper GCNs in Table 4.3.
We train each model 4 times and measure the average training time and accuracy.
Compared to GCN, our CM-GCN can achieve similar or even better accuracy while
speedup the training at least 2 times faster. Because CM-GCN carefully generates the
cohesive mini-batches and performs asynchronous computation between GCN layers
to reduce the possible waiting among workers. Due to the exponential growth of the
neighborhood nodes, it is extremely long to train GCN on large datasets. Especially
for the dataset with large node degrees like Reddit and OGB-products. Although
there is only 1% of the nodes that contribute to the loss computation in the last
layer, a 4-layer GCN almost needs to process all the nodes in the first GCN layer for
every mini-batch. And the computation in the first GCN layer is usually the most
expensive because the dimension of the input feature is the largest. In CM-GCN, we
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Figure 4.15: Effect of partitioning for OGB-products dataset

can save more than half of the computation in the first GCN layer by using cohesive
mini-batches. Generally, we can save one magnitude of nodes that are required in the
computation, especially for a graph with a large average node degree like Reddit and
OGB-products datasets.

Cora
Reddit
OGBarxiv
OGBproducts

GCN
CM-GCN
GCN
CM-GCN
GCN
CM-GCN
GCN
CM-GCN

2-Layer
Time(s) Accuracy
2.53
80.7 ± 0.88
1.85
81.5 ± 0.37
517.8
92.1 ± 0.27
133.5
91.4 ± 0.6
55.2
59.4 ± 0.63
21.9
59.5 ± 0.36
779.5
85.1 ± 0.26
268.6
85.5 ± 0.11

3-Layer
Time(s) Accuracy
8.75
81.3 ± 1.19
4.21
82.6 ± 0.28
2531.7
91.3 ± 0.42
522.5
91.4 ± 0.51
226.8
61.2 ± 0.29
152.3
60.9 ± 0.71
3895.8
85.7 ± 0.32
1353.5 85.8 ± 0.21

4-Layer
Time(s) Accuracy
25.63
82.1 ± 0.61
11.34
81.7 ± 0.67
9632.0
91.9 ± 0.77
2809.3 91.8 ± 0.37
1429.2
60.6 ± 0.36
561.2
61.1 ± 0.45
23932.4 85.9 ± 0.61
8361.0 86.1 ± 0.55

Table 4.3: Training time and accuracy (F1 scores) for GCN and CM-GCN

4.5.8

Scalability

We further evaluate our CM-GCN on the large-scale clusters to test its scalability.
The results are shown in Figure 4.16 for CM-GCN with different layers. We use
two OGB large datasets to show the speedup that is up to 64 workers. For both
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datasets, we get nearly linear speedup compared to a single machine version. With
the asynchronous computation, the workers process the computation almost with no
waiting, so we can achieve around 45X to 50X speedup when we use 64 workers.
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Figure 4.16: Scalability of CM-GCN

4.6

Related Work

The convolution operation is first introduced to the graph neural network model in
[15]. Further, [51, 24] has been proposed to speed up graph convolution computation
with localized filters based on Chebyshev expansion. They target relatively small
datasets and thus the training proceeds in full batch. In order to scale GCNs to large
graphs, sampling techniques such as GraphSAGE [30], FastGCN [18], and VR-GCN
[17] have been proposed for efficient mini-batch training.
The sampling algorithms greatly reduce the size of the computational graph in
GCN training. GraphSAGE [30] performs uniform node sampling on the neighbors in
the previous layer. It enforces a pre-defined budget on the sample size, so as to bound
the mini-batch computation complexity. FastGCN [18] enhances the layer sampler
by introducing an importance score to each neighbor. The algorithm presumably
leads to less information loss due to weighted aggregation. VR-GCN [17] further
restricts neighborhood size by requiring only two support nodes in the previous layer.
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The idea is to use the historical activations in the previous layer to avoid redundant
re-evaluation. However, the mini-batches potentially become too sparse to achieve
high accuracy. Huang et al. [39] improve FastGCN by an additional sampling neural
network. It ensures high accuracy since sampling is conditioned on the selected nodes
in the next layer. It may incur significant overhead due to the expensive sampling
algorithm and the extra sampler parameters to be learned.
Instead of sampling neighbors, some researchers focus on training from a subgraph instead of the full graph. ClusterGCN [19] proposes graph clustering based
mini-batch training. During pre-processing, the training graph is partitioned into
densely connected clusters. During training, clusters are randomly selected to form
mini-batches, and intra-cluster edge connections remain unchanged. GraphSAINT
[109] samples the training graph first and then builds a full GCN on the subgraph.
They analyzed the bias and variance of the mini-batches defined on the subgraphs
and proposed normalization techniques and sampling algorithms to improve training
quality. Simplified GCN (SGCN) [95], PPRGo [11], and LightGCN [36] explore a
linear GCN model that integrates self-connection into graph convolution. The removal of nonlinearities and collapsing the weight matrices to one weight matrix, but
generally, they will lose the representation power of GCN models. In CM-GCN, we
further optimize the mini-batches by partitioning nodes with our computation cost
function. So we can find the cohesive mini-batches that minimize the computation
requirements per epoch.
To explore the mini-batch selection, HAG [42] presents the concept of Hierarchically Aggregated computation Graph to aggregate operations that are repeated
when nodes share similar neighborhoods. Joseph [43] develops a mini-batch selection
strategy based on submodular function maximization to capture the informativeness
of each sample and the diversity of the whole subset. They aimed to select the most
relevant samples, but the computation required is not reduced. In CM-GCN, we
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focused on the computation cost function to optimize the required computation to
perform full-graph GCN training.
GPUs have been mainly used to train GCNs due to their ability to provide highly
parallel computations. NeuGraph [66] and ROC [41] coordinate multiple GPUs to
improve the scalability. However, GPUs still have limited memory which will make
the scalability much more expensive since the real-world graphs are routinely billionedge scale [103, 80]. Dorylus [88] used the distributed CPU servers and serverless
threads to tackle the scalability issue of using CPUs. They split the graph operations
and the tensor workloads while using the bounded asynchronous model to reduce the
waiting of dependency in the training. Although they guarantee the convergence of
the training, it may waste the computation by using the stale value and slow down
the convergence.
To train GCN in a distributed fashion, frameworks such as DistDGL [114], NeuGraph [66], DistGNN [69] and Dorylus [88] are proposed to support parallel training.
NeuGraph [66] combined a dataflow abstraction with the vertex-program abstraction
to support multi-GPU training. It performed full graph training on multiple GPUs
and distributed memory whose aggregated memory fits the graph data. However,
training a GCN model in a large graph will become inefficient because one model
update requires a significant amount of computation. In [81], they develop a fullydistributed algorithmic framework for training GCNs. DistDGL [114] first partitioned
the graph and stored them in different workers. They balanced the graph partitions
to achieve both network communication reduction and load balancing. However, although the graph is balanced partitioned on workers, the random mini-batches may
still make the computation in each worker unbalanced. We propose an asynchronous
computation that prioritizes the processing of nodes that are ready to be processed.
So we can parallelize the communication and computation with balanced workloads
to achieve no waiting among workers.

108

CHAPTER 5
CONCLUSION

This dissertation explores three data parallel frameworks to accommodate the
computing resources to parallelize different machine learning and deep learning algorithms and speed up the training.
First, we investigate the problem of machine learning algorithms using transient
resources. We propose a sync-on-the-fly programming model to initiate flexible synchronous barriers afforded by many gradient descent algorithms. The model abstracts
the key components in gradient descent algorithms and enables flexible computation
of gradients and the update of model parameters. The framework enables a coordinator to actively synchronize workers when necessary and support frequent revocation
and recovery. The Sync-on-the-fly can smoothly handle the revocation and reduce
the recomputation time. The progress based on synchronization decisions can further
reduce the overhead of synchronizations. Extensive experiments show that the Syncon-the-fly consistently outperforms the state-of-the-art solutions. In future work, we
plan to investigate the influence of spot market price from ordering more instances
and apply the model to more machine learning algorithms.
Second, we propose a proactive data parallel framework that enables the parameter
server to initiate the update of model parameters at any time. PDP pulls from
workers so that there are no pre-defined update points for workers and avoid workers
waiting for each other. The parameter server cannot only pull from workers but
also determine when to pull. The global decision on the parameter server can provide
workers with more up-to-date model parameters to accelerate the training. We further
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propose asynchronous PDP to reduce the idle time caused by synchronization. We
theoretically prove the convergence property of APDP which shows the same result as
PDP. We design and implement the PDP framework to determine the optimal time
to pull from workers. Extensive experiments show that the PDP model consistently
outperforms state-of-the-art solutions.
Lastly, we propose CM-GCN, a novel distributed GCN framework that exploits an
efficient mini-batch training. Based on the graph structure we group the nodes that
are closely connected into cohesive mini-batches. Therefore, CM-GCN can process
the same amount of nodes without any neighborhood sampling for only half of the
computation cost. After proposing a computation cost function with submodular
property, we develop an efficient algorithm to partition nodes into cohesive minibatches. To further reduce the waiting time caused by synchronizations, we distribute
the computation on workers through balanced workloads. We design asynchronous
computations between GCN layers to further eliminate the waiting among workers.
We implement a distributed CM-GCN framework and evaluate its performance with
graphs that contain millions of nodes. Our evaluation shows that CM-GCN can
achieve up to 3X speedup without compromising the training accuracy.
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