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Abstract. Linear discriminant analysis is considered as current techniques in 
feature extraction so, LDA, by discriminant information which obtains in 
mapping space, does the classification act. When the classes' distribution is not 
normal, LDA, to perform classification, will face problem and will resulted the 
poor performance of criteria in performing the classification act. One of the 
proposed ways is the use of other measures, such as Chernoff's distance so, by 
using Chernoff's measure LDA has been spreading to its heterogeneous states 
and LDA in this state, in addition to use information among the medians, uses 
the information of the classes' Covariance matrices. By defining scattering matrix 
, based on Boundary and non- Boundary samples and using these matrices in 
Chernoff's criteria, the decrease of the classes' overlapping in the mapping space 
in as result, the rate of classification correctness increases.  Using Boundary and 
non- Boundary samples in scattering matrices causes improvement over the 
result. In this article, we use a new discovering multi-stage Algorithm to choose 
Boundary and non- Boundary samples so, the results of the conducted 
experiments shows promising performance of the proposing method. 
 
Keywords: Linear Discriminant Analysis, CBP Algorithm, Chernoff Criterion,  
Boundary Pattern. 
1 Introduction 
Classification data into groups is considered of important stages of pattern recognition 
that one of its major stages is feature extraction. One of the features of extraction is 
reducing the linear dimensions which often, to reduce data dimensions and statistical 
models and also, overcoming the problems which arise in this field can be used. 
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Reducing data dimensions shouldn't cause discriminant information that is in the 
original space of the main feature to be eliminated. From the usual methods in the field 
of discriminant extracting information (also known as a classification technique) is 
LDA [1]. This classical approach have been developed, by Fisher [13], for two-class 
classification and by Rao for multi- class classification [14]. In LDA a transformation 
matrix, changes a main n dimension space of the data to d dimension. The above 
conversion maximizes the proportion of scattering matrix between the classes and does 
the classification [10, 1, 11, and 20]. LDA is a fast and easy way to set a good character 
and requires simple matrices calculation. In several articles, many of the problems 
related to the LDA has been reported and solutions provided so, LDA concentration is 
to obtain a space where follow with the maximum average between the classes If so, 
imagining normal distribution to be existed for the classes this strategy can be used But, 
in the real world we cannot have such hypothesis, and this strategy is not always useful. 
In [21] it has been tried to measure the shortcoming of this Criteria so, the classes which 
are in the original space close to each other and this action along with a sharp decline 
in the rate of classification .in [3]-[4], This method, with the help of weight criteria, 
decreases the impact of the classes that, in the original space, are far apart each other. 
Weight criteria carry out repeatedly and that the number of extracted feature is limited 
to the number of classes. In [21], the use of new matrices to overcome this problem has 
been suggested. The problem is that the selection algorithm of Boundary and non- 
Boundary patterns and RPS (relevant pattern selection) in a series of the training data 
is not working properly. Because at the same time, either to the number of its neighbors 
and or a threshold level that RPS are used, is depended [22]. Out of the methods of 
Boundary and non- Boundary patterns, we can point to the Algorithm based on the 
Graph. A graph-based algorithm is Hit Miss Networks (HMN) which are directed 
graphs of instances in the training set [23]. This Algorithm of the Graph obtains 
orientation of the samples in training set so, for this for each sample, the nearest 
neighbor of it, is determined from all the classes and an edge between the targeted 
sample and each of its neighbor is defined so, a hit edge between the sample and its 
neighbor by the similar class label is defined.  For this for each sample, the nearest 
neighbor of it, is determined from all the classes and an edge between the targeted 
sample and each of its neighbor is defined so, a hit edge between the sample and its 
neighbor by the similar class label is defined. A Miss edge, between sample and nearby 
its nearby sample is defined by different class label. The result is that each sample is 
defined as a node and the edges of Hit and Miss is calculated as the degree of each node 
and based on these classifications a detecting pattern is imposed on the sets of training 
data.  Based on the concept of Algorithm HMN, two other kinds of the Algorithm have 
been suggested based on the Graph [24] [25].  In this paper we use a method of sample 
reduce (which has been as a powerful discovering technique) naming CBP (class 
boundary persevering) to separate Boundary and non- Boundary patterns [26]. CBP is 
an Algorithm which gives us the best description underlying distribution about class 
samples spread. This Algorithm has used some steps heuristically that by using four 
steps has pruned the primary training sets and divides in to subsets of  Boundary and 
non- Boundary samples. In this paper, we investigate, theoretically, the effect of 
proposing Algorithm on the process and the number of extracted features. The 
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organization, in this paper continues to be as follow; hence, in the second part we will 
have a definition of the problem. In Section 3 , we will discuss the definition  using the 
scattering matrix  based on bordering as well as non-bordering patterns  and in Section 
4 of this article  , ultimately , we will discussed on the results of downloaded dataset 
from UCI and will investigate them. 
2 Defining the problem 
In a problem of classification, consider c number of classes as 𝑤", … . , 𝑤&	 which has 
C label and N dimension and then, this C class is shown as 𝐷" ={𝑥",", … , 𝑥", -}, … . , 𝐷& = {𝑥&,", … , 𝑥&, /}	and on the basis of parametric form which is 
considered for the classification, then c class will have initial probability 𝑝", … . , 𝑝&		And random distribution vectors of n dimension 𝑥"~𝑁 𝑚", 𝑆" , … . , 𝑥&~𝑁(𝑚&, 𝑆&)	and so that m, S are considered as the average and 
class covariance. 
2.1 Chernoff's criteria 
In general, in the methods of reducing the linear dimensions, the goal is to find the 
conversion matrix of W so that it can change the input normal distribution vectors 𝑥", … . , 𝑥7 from the n dimension to the d dimension so, the  new normal distribution 
vectors can be obtained as.𝑦" = 𝑊𝑥", … . , 𝑦:×" = 𝑊7×"𝑥7×"	 In LDA, W is chosen in 
a way that the pattern of	𝑡𝑟 (𝑤𝑤>)?"𝑤𝑠A𝑤>   maximizes, which 	𝑆A is the definer of   
scattering matrix of between classes and is as 𝑆A = 𝑝B(𝑚B − 𝑚)(𝑚B − 𝑚)DBE"  and the 
process of classification is performed based on the process of Fischer's classification 
[6] [15]. Scattering matrix of	𝑆A is the product of available separating information in 
the difference between the average of the classes and it does not benefit from separating 
information available in separating information which is in the difference of Covariance 
Matrices. in order to benefit available separating information in the Covariance 
difference, in the method of LDA, and in [6] instead of using Eglidoosi distance 
between the averages, the Chernoff's of distributing distance between the distribution 
of each pair of class is used so, the result is that, in addition to benefiting of discriminant 
information between the averages and discriminant information the difference between 
the Covariance is considered. 
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Fig. 1. Separability based on distribution of classes [7] 
As it is observed in (Fig. 1) (parts of a, b). The averages are fixed and for the separation 
of the classes, two classes distribution has been used so, it is observed that the amount 
of the overlap has considerably reduced. 
Chernoff's two-class criteria 
Based on chernoff distance between two distributive class in original space so the 
solution for this optimizing problem is to search projection vector of W so that 
maximize the criteria of (1), as in 
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W is obtained based on the Eigenvalue decomposition of the matrix: 
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W, as especially corresponding Eigenvector is with the maximum amount of the matrix 
(2). 
Chernoff's multi- class criteria 
In order to vast Chernoff's criterion of two-class to state of multi-class, an certain 
decomposition of scattering matrices  between the classes are used so, in this  
decomposition, between classes matrix , by using two-class blocks is built. Now, 
Chernoff's multi class criterion is shown as (3) Formula and the goal is finding W which 
maximize criterion of (3) 
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In order to determine W, the decomposition of Eigenvalue is formed, also, W is the 
equivalent of Eigenvector with the largest value from Matrix (4). 
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The point that(𝑆DBF) = 𝛿BFH 	. 𝛿BFH 	is expressed as the Eigenvalue of	𝑆DBFand Eigenvector 
with the largest Eigenvalue is considered as projection vector of W. The Eigenvector 
equivalent vector by Eigenvalue 	𝛿BFH 	is considered as Eigenvector between two class i 
and j, so to this reason it is distinguished as the biggest Eigenvalue as well as projection 
vector of W thus To have further understand, (see Fig. 2). 
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Fig. 2. Map of classes using a vector V [4] 
Fig. 2. Is a six – class model that each circle is considered as a class and the circles 
have a similar radius which shows that of within-class scattering matrix has been 
equally assumed If the class of on the down right corner, in Fig. 2. Is considered as j0, 
on the condition that this class to be well far away, from the rest in the original space, 
the share of Eigenvalue, jiCi ≠≤≤ ,1  will be dominant on scattering matrix 
between the classes. Therefore, the result of the direction that has been shown by the 
V arrow would be known as principal discriminant of between the classes. The  result  
is that to  map V the classes of i and j  that will projection i ≠ j to one cluster high 
overlapping of classification  between the  classes that  is required to increase the rate 
of  classification error in the projection space. Therefore, from this example, we can 
conclude that in the estimate of between the class matrixes of Chernoff's criterion all 
pairs of classes, without being separate in original space are considered that this 
process leads to a bad performance in separating the classes [35-43]. 
3 Making scattering matrices based on Boundary and non- 
Boundary patterns 
Boundary pattern is a Datum, by having k neighbor on different class position near the 
Boundary of decision-making and non-Boundary pattern Datum with neighboring k 
and  label of similar class, its position is away from the decision- making Boundary. 
Boundary patterns contains sufficient information to have an accurate description of 
the level classes' separation. 
While non-Boundary patterns does not effect on the rate of classification [27], we can 
use the difference of these patterns in making new scattering matrices [28] so, most of 
algorithms often suffers from storage of a large number of training samples. The result 
is that high involvement of memory in response time and also high sensitivity to noise 
is raised thus, in order to overcome these problems, we use a new algorithm naming 
class boundary persevering CBP [26, 45]. 
In proposing framework, first by using the algorithm of (CBP) we divide training sets 
of X into two sub - bordering of XB and non-bordering of XNB.     
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3.1 Smoothing the class boundaries 
Placing noises on the borders of the class causes reducing the rate of classification so, 
Placing noises on the borders of the class causes reducing the rate of classification so, 
in order to deal the noises [29], [30] filter (Wilson ENN) is normally used which is 
often known as noisy [31] also, in tests, in order to discard harmful instances 
misclassified by ENN, we use a KNN classification with (k=3). 
3.2 distinguishing between Boundary and non- Boundary instances 
After the implementation of the first step, a new scheme using geometrical 
characteristics of class underlying distribution to partition the initial set to two sub sets 
Boundary and non- Boundary is used. First each series of pattern x a reachable R(x) is 
formed which containing samples that belong to ω(x) that lay to the nearest enemy (a 
sample by different class label) [32]. R(x) is an available set of X which is defined in 
respect to the ith the nearest the enemy 𝜉B 𝑥 	of x defined as: 
(15) 
To consider general overview of around the sample x , the sets of 𝐼 𝑥 	which contains 
the arbitrary number 𝑘N (𝑘N = 3) from the nearest enemy𝜉B 𝑥 	that we define by Eq. 
( 6 ) .To avoid overlap of the enemies of x pattern towards each other so, the nearest 
next enemy is selected in a way that the angle between the line connecting the pattern 
of the new enemy pattern of x and connecting line of former enemies to pattern of to 
be placed  at an angle - more than an arbitrary angle Φ ( 20Φ = ).  
(6) 
Φ(.,.) The definer of the angle is between the two vectors. Now, in order to find the way 
of samples' dispersion in the space, the Cosines simulation is used. So, Cosine 
simulation between x and y with regard to the enemy is obtained through formula of 7: 
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If the friendly sample of y to be near connection between x and 𝜉B(𝑥) it means Cosine 
similarity will be positive and x will be within non - pattern border. Then, we must 
calculate 𝐶B,Q 𝑥  for all samples y within each	𝑅B 𝑥 , and all the enemies of 𝐼 𝑥  will 
be calculated like the 8 relationship. 
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(8) 
Because all the samples of 𝑦𝜖𝑅B 𝑥  their position within a sphere passing through s(x) 𝜉B(𝑥) and centered at x. so the distribution of casinos' values in s(x) specifies the ratio 
of scattering friendly instances of y around the x. If the values to be positive in s(x) the 
more y samples in the most common part of the circle and conical whose summit is  in 
x position  and its vector is  placed in 𝑥 − 𝜉B(𝑥)  (the width of conical entrance by the 
value of T is controlled).  from the other side, the large  negative value in s(x) shows 
the sample of y is out of the cone  and the criteria of distinctions  between the Boundary 
and non-Boundary sets of X is expressed as Eq. (9)  that the median(s(x)) stating the 
average of s(x). 
(9) 
3.3 Making new scattering matrices: 
Now, we can make scattering matrices based on the pattern of Boundary and non – 
Boundary patterns Eq. (7). 
 𝑛(A)The number of the patterns of Boundary set and𝑛(UA), is the number of models of 
non-Boundary set. As it is shown, in designing scattering matrix of between-class of 
S(b), out of the difference between the pattern of the Boundary pattern and the class 
means and the design of within-class scatter matrix S(w) uses the difference between 
non–Boundary patterns and the class means is used [53-55]. 
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3.4 Discussing about the effectiveness of the proposing measure 
Scattering matrix between-classes S(b) which it's prove is mentioned in [8].  
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 The  number of samples belonging to the class 𝑦VThis change of formulation 
based on the distance of weight is between the pair of sample data so, in the formula of 
(8) , the values of non- zero weights ,to scattering between non-bordering patterns , by 
similar label is specified and the values of zero – weight represents the difference 
between non-bordering patterns [44, 46-52]. As it is observed, the patterns which are 
in the non - Boundary region do not have any effect on are in calculating between 
classes , classes , as well as they  separating between the classes because they have been 
well-separated therefore, the other point is that this reality that based on the criteria of 
Boundary and non- Boundary patterns , the Boundary patterns between two class that 
in original space have been well–separated , is classified as non- Boundary pattern and 
does not have any effect in the estimate of scattering matrix  between the classes . The 
goal designing scattering matrix (7) is to find W direction that by using it in Chernoff's 
criteria we can maximize Chernoff's jc (3) optimizer and improve the number of 
specified patterns. Therefore, it is evident that in the obtained mapping space, the 
classes' overlapping is decreases considerably then based on this we replace new 
scattering matrices in Chernoff's criterion: 
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By forming analyzing matrix (10), we can calculate W vector equal to Eigenvector 
which is the biggest Eigenvalue of analysis. 
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3.5 implementation Algorithm of CBPHDA: 
 
4 The experiments 
In this part, some tests has been introduced to prove the effectiveness of proposing 
method.  The tests have been carried out on data based which has been downloaded 
from UCI Machine Learning [17]. The list of these Datasets have been mentioned in 
table (1) and most of these datasets have been used in the articles of [2, 1, 12, 13]. 
Column D is the equivalent of the best chosen characteristic for the act of classification. 
To compare proposing method 4 other method has been used then, all of these methods, 
by using techniques have tried to solve the issue of data heterogeneity for increasing 
the rate of classification in LDA , therefore, based on this, for comparison, these 
methods have been used.  Available unclear values in the Datasets have been replaced 
by average value of related features. The Output of proposing method (CBPHDA) has 
been compared with (FDA  ) Fisher Discriminant Algorithm (HAD) Heteroscedastic 
discriminant analysis (BHDA  ) Boundary Heteroscedastic discriminant analysis (
SCDA  ) Super-class discriminant analysis) [34] other methods, which indicates that the 
output CBPHDA better than other methods. 
Table 1. The UCI dataset used for the experiments [17] 
 
Dataset name 
Number    
data 
Number 
class 
Number 
feature(number 
dimension) 
Haberman 306 2 3 
Australian credit 653 2 51 
10 
German credit 1000 2 38 
Primary tumor 336 2 15 
Banknote authentication 1370 2 3 
Vote 435 2 16 
hepatitis 137 2 34 
Liver 345 2 6 
Zoo 101 2 16 
Wine 178 3 13 
new-thyroid 215 3 6 
Teaching Assistant Evaluation 151 3 5 
Iris 150 3 5 
Soybean 47 4 36 
Breast cancer Wisconsin 699 2 11 
Hayes Roth 132 3 5 
25PDB 1674 4 64 
 
Table 2.The output results of experiments on the dataset used three methods 
Dataset name FDA D HDA D BHDA D SCDA D CBPHDA D 
Haberman 61.8056 1 55.6999 1 74.9247 1 64.5161 1 99.8623 1 
Australian credit 67.6713 1 66.9161 1 74.4988 1 81.3846 1 81.4815 1 
German credit 63.2000 1 58.4000 1 65.3000 1 69.5000 1 87.9315 1 
Primary tumor 61.3387 2 63.9947 1 65.9777 1 78.2902 1 93.7500 1 
Banknote authentication 97.4447 1 95.2618 1 97.3348 1 96.7201 1 98.6631 1 
Vote 75.7558 2 94.2653 1 95.4979 1 94.2318 1 97.108 1 
hepatitis 64.9451 2 64.1758 2 65.3956 1 78.5714 1 78.7121 1 
Liver 57.4118 2 61.1513 1 67.7059 1 77.1429 1 86.9565 1 
Zoo 88.2117 2 89.4038 1 96.3027 1 100.000 1 100.000 1 
Wine 85.8443 1 87.8657 1 94.5050 1 94.9346 1 95.9583 1 
new-thyroid 42.4026 1 45.9870 1 79.2338 1 99.5238 1 100.000 1 
Teaching Assistant Evaluation 62.9583 1 52.4167 1 66.3333 1 79.4168 4 90.1667 2 
Iris 87.8711 1 72.6417 1 98.7222 1 97.3333 1 100.000 1 
Soybean 65.1720 1 70.7988 1 76.5000 1 75.5000 1 80.2288 2 
Breast cancer Wisconsin 88.5300 2 87.2298 1 96.5714 1 96.4161 1 97.7391 1 
Hayes Roth 82.4176 1 80.4505 1 86.8706 1 85.4326 1 87.9524 1 
25PDB 64.2314 1 66.2146 1 83.3326 1 83.3333 1 93.9314 1 
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4.1 the steps of doing the experiment 
To evaluate the effectiveness of proposing method from Fisher classifier from cross-
validation strategies: 1) leave-one-out (LOO) and 2) 10-fold cross validation has been 
used. in the strategy of leave-one-out(LOO) cross-validation the input data is used for 
teaching  and the rest of the data for recognition  and experiment  although leave-one-
out(LOO) cross-validation is a good method to evaluate effectiveness [18][19], it has 
largely been criticized by the researchers. Hence, in this paper 10-fold cross-validation 
is used to do the act of classification. In order to avoid the singularity problem of within-
class scattering matrix which is a current way of using linear classification analysis, a 
credit method introduced in [20] was used. First, the ranking of scattering matrix has 
been said in (7) so, if its ranking was not complete, aI has been added to them which 
a= 0001 and I is like unit matrix. To avoid problems with log and square root of matrix 
A inverse, of mentioned method in [11] has been used, therefore; to calculate F 
function, of specific A matrix has been used. A matrix is analyzed as specific analysis (𝑽𝑫𝑽?𝟏) in which V are as specific vectors of D and A matrix and also as specific 
matrix of A respectively, and then we apply f function on the main elements of specific 
value  which contains these values and placed them in specific value matrix that resulted 
1f (A) Vf (D)V−= change. If Eigenvalues in applying log function to be reverse, 
negative or zero then, the number result will be equal to zero so, to stop this, a small 
fixed amount must be added [9]. In order to do this, a positive small fixed amount has 
been added to specific matrix D either negative or zero. Also in the Fig. 4. And Fig. 5. 
the proportion of the used methods in the experiments with CBPHDA on the using 
datasets has been shown.  
 
Fig. 4.  The output exhibition of the results of experiment on the using datasets. 
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Fig. 5. The column display of the experiment results on the using datasets 
4.2 discussion on experimental method's outputs 
This section is devoted to discuss the observations resulted from the conducted 
experiments on the datasets however; the experiments showed that in the database of 
Iris between class of 1-2  and also 1-3 there is no bordering sample but , between class 
of 2&3 there are 20 bordering sample thus, we can conclude that the distance of class 
1 in proportion to 2&3 is so far and, as result, the  scattering matrix  between the class 
of 1&2 and other class has no influence on designing Chernoff's criterion so, it is better 
in this state instead of using the estimate of distance between class pair Fisher's linear 
classification which is based on the mean intervals is being used because the best 
method for classifying the distanced classes are Fisher's classifier. 
5 Conclusion 
In this paper by using a new Algorithm, we could specify Boundary and non- Boundary 
patterns and draw scattering matrices based on the pattern's Boundary as well as their 
non- Boundary however; we theoretically showed that using these matrices cause the 
increasing number of extracted features and also removing the limitation the number of 
extracted features by Chernoff's criterion. 
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