§1. Introduction Theorem 1.3 Let k be any field, G be a subgroup of S n . Let G act on the rational function field k(x 1 , . . . , x n ) via k-automorphisms defined by σ ·x i = x σ(i) for any σ ∈ G, any 1 ≤ i ≤ n. If n = 4 or 5, then k(x 1 , . . . , x n ) G is k-rational.
In the case when p = 7 or 11, two related results are obtained.
Theorem 1.4 Let k be any field, G be a transitive subgroup of S 7 . Let G act on the rational function field k(x 1 , . . . , x 7 ) via k-automorphisms defined by σ · x i = x σ(i) for any σ ∈ G, any 1 ≤ i ≤ 7. If G is not isomorphic to the group P SL 2 ( 7 ) or the group A 7 , then k(x 1 , . . . , x 7 ) G is k-rational. Moreover, when G is isomorphic to P SL 2 ( 7 ) and k is a field satisfying that char k = 0 and √ −7 ∈ k, then k(x 1 , . . . , x 7 ) G is also k-rational.
Theorem 1.5 Let k be any field, G be a transitive solvable subgroup of S 11 . Let G act on the rational function field k(x 1 , . . . , x 11 ) via k-automorphisms defined by σ·x i = x σ(i) for any σ ∈ G, any 1 ≤ i ≤ 11. Then k(x 1 , . . . , x 11 ) G is k-rational.
We will emphasize that we choose to prove k(x 1 , . . . , x n ) G is k-rational for any field k in Theorem 1.3, Theorem 1.4 and Theorem 1.5. The corresponding results when k = É or the situation that k(G) is k-rational are special cases or consequences of the above three theorems. In the literature, some authors dealt with only the case char k = 0. We will find that the proof of Theorem 1.3 when char k = 5 or 2 requires extra efforts also; see Theorem 3.2 and the proof of Case 5 in Section 3.
We remark that, when n ≥ 6, it is still unknown whether k(x 1 , · · · , x n ) An is krational or not; the answer is unknown even when k = .
One may consider monomial representations in the above Theorem 1.3, instead of permutation representations. We point out that a necessary and sufficient condition for k(x 1 , x 2 , x 3 , x 4 ) σ to be k-rational where σ : x 1 → x 2 → x 3 → x 4 → −x 1 is given in [Ka, Theorem 1.8] . In particular, É(x 1 , x 2 , x 3 , x 4 ) σ is not stably É-rational.
The situation for monomial representations of dimension 4 follows easily from previous results of Yamasaki [Ya] and Hoshi-Kitayama-Yamasaki [HKY] on the 3-dimensional monomial actions if char k = 2. However, the case when char k = 2 requires further investigation. In order to solve the rationality problem for monomial representations of dimension 5, it is conceivable that many challenging questions will arise. The proof of Theorem 1.3 will be given in Section 3 (see Theorem 3.3 and Theorem 3.4). The proof of Theorem 1.4 and Theorem 1.5 is given in Section 4. Theorem 4.1 is of interest itself. The rationality problem of fixed fields by subgroups of S 6 will be discussed in a separate article.
Standing terminology. Throughout the paper, we will denote by S n , A n , C n , D n the symmetric group of degree n, the alternating group of degree n, the cyclic group of order n, and the dihedral group of order 2n respectively. If k is any field, k(x 1 , . . . , x n ) denotes the rational function field of n variables over k. When ρ : G → GL(V ) is a representation of G over a field k, then k(V ) denotes the rational function field k(x 1 , . . . , x n ) with the induced action of G where {x 1 , . . . , x n } is a basis of the dual space V * of V . In particular, when V = V reg is the regular representation space, denote by {x(g) : g ∈ G} a dual basis of
In this section we recall some known results which will be applied to solve the rationality problem in Theorem 1.3.
Theorem 2.1 Let G be a finite group acting on L(x 1 , . . . , x m ), the rational function field of m variables over a field L. Assume that (i) for any σ ∈ G, σ(L) ⊂ L, and (ii) the restriction of the action of G to L is faithful.
(1) ([HK3, Theorem 1]) Assume furthermore that, for any σ ∈ G,
where
be the rational function field of one variable over L and G be a finite group acting on L(x). Suppose that, for
Definition 2.4 Let σ be a k-automorphism on the rational function field k(x 1 , . . . , x n ). σ is called a purely monomial automorphism if σ(x j ) = 1≤i≤n x a ij i for 1 ≤ j ≤ n where (a ij ) 1≤i,j≤n ∈ GL n ( ). The action of a finite group G acting on k(x 1 , . . . , x n ) is called a purely monomial action if, for all σ ∈ G, σ acts on k(x 1 , . . . , x n ) by a purely monomial k-automorphism [HK1] . 
Theorem 2.6 (Maeda [Ma] ) Let k be any field, A 5 be the alternating group of degree 5 acting on k(x 1 , . . . ,
Theorem 2.7 (Kemper [Ke] ) Let k be any field satisfying that chark = 0 and √ −7 ∈ k, G be the group P SL 2 ( 7 ). Then there is a faithful representation
Recall the definition of k(G) at the end of Section 1. The following theorem is a special case of Noether's problem, which was investigated by many people [Sw] . For a proof, see [Le, Corollary 7.3] .
Theorem 2.8 Let k be any field. If n ≤ 46 and 8 ∤ n, then k(C n ) is k-rational. §3. Subgroups of S 5 Definition 3.1 Let p be a prime number,
× . We will present G as a permutation subgroup of S p as follows. Letā ∈ /p be a primitive root modulo p, i.e. ( /p ) × = ā . Define σ : x i → x i+1 , τ : x i → x ai where 0 ≤ i ≤ p − 1 and the indices of x i are taken modulo p. By identifying σ and τ as elements of /p and ( /p ) × , it is clear that G = σ, τ with relations σ p = τ p−1 = 1 and τ στ
For any positive integer d with
It is known that a transitive solvable subgroup of S p is conjugate to a subgroup of G p(p−1) [Co, p.117, Proposition 11.6; DM, p.91, Exercise 3.5.1] . For the classification of transitive non-solvable subgroups of S p , see [DM, p. 99] . As a consequence of the classification of finite simple groups, the groups S n , A n and the Mathieu groups are the only 4-transitive permutation groups [DM, p. 34] .
Theorem 3.2 Let k be a field with char
e be the group in Definition 3.1 where
e : x i → x a e i whereā ∈ /p is a primitive root modulo p and the indices of
On the other hand, note thatā ∈ /p ≃ p ⊂ k. Consider the action of G on the rational function field k(y 1 , y 2 ) defined by
Remark. By applying Theorems 1.1 of [KP] , it is possible to prove the stable rationality of k(
G pd in the above theorem; but it is seems difficult to prove the rationality of it, without the device of the above theorem.
On the other hand, the stable rationality of É(
G pd will be discussed in a separate article. When p = 5, see Theorem 3.4; when p = 7, see the next section.
The following result is a generalization of Theorem 1.1.
Proof. The case n = 2 or 3 is easy. For example, when G = (1 2 3) ⊂ S 3 , the rationality of k(x 1 , x 2 , x 3 ) G can be shown by applying Theorem 2.8. From now on we consider the case n = 4. By Theorem 2.2,
G is k-rational by Theorem 2.5.
Theorem 3.4 Let k be any field, G be any subgroup of
Proof. First of all note that, if G is not a transitive subgroup of S 5 , then the question is reduced to Theorem 3.3. For example, suppose that there are two G-orbits, {x 1 , x 2 , x 3 } and {x 4 , x 5 }. Let G 1 be the restriction of G to k(x 1 , x 2 , x 3 ) (i.e. G 1 is the image of G in Aut k k(x 1 , x 2 , x 3 )), and G 2 be the restriction of G to k(x 4 , x 5 ). Then
From now on, we will assume that G is a transitive subgroup of S 5 . As mentioned before, it suffices to show that k(x 1 , . . . , x 5 ) G is k-rational where G is a transitive subgroup of S 5 in each conjugacy class of subgroups in S 5 .
There are only 5 such conjugacy classes. We choose a representative in each class. We get
where C 5 is the cyclic group of order 5, G 20 is a group of order 20 and is exactly the group G p(p−1) in Definition 3.1 with p = 5. Note that the dihedral group D 5 is the group G 5·2 in Definition 3.1.
The rationality of k(x 1 , . . . , x 5 ) S 5 is easy.
The rationality of k(x 1 , . . . , x 5 ) A 5 follows from Theorem 2.6.
The rationality of k(x 1 , . . . , x 5 ) C 5 follows from Theorem 2.8.
If char k = 5, the rationality of k(x 1 , . . . , x 5 ) G follows from Theorem 3.2. From now on, we may assume char k = 5. We want to show that k(
Recall that G = σ, τ where σ :
Write ζ = ζ 5 where ζ 5 is a primitive 5th-root of unity.
Case 4.2. π ≃ C 4 . We may assume that π = λ with λ(ζ) = ζ 2 . Extend the action of G on k(x i : 0 ≤ i ≤ 4) to the action of G, λ on k(ζ)(x i : 0 ≤ i ≤ 4) by requiring σ(ζ) = τ (ζ) = ζ and λ(x i ) = x i for 0 ≤ i ≤ 4. It follows that k(
Define y i by the same formula as (3.1). Then we have
Note that τ λ(y i ) = y i for 0 ≤ i ≤ 4. Define z i (0 ≤ i ≤ 4) by the same way as in Case 4.1. Then we get k(ζ)(
Case 4.3. π ≃ C 2 . We find that π = λ with λ(ζ) = ζ −1 . The proof is similar to Case 4.2 except that λ(y i ) = y 4i for 0 ≤ i ≤ 4. In this situation, τ 2 λ(y i ) = y i for 0 ≤ i ≤ 4. The details are omitted.
The proof is similar to Case 4. By Theorem 3.2 again, it remains to consider the case char k = 5.
Write ζ = ζ 5 . Recall the automorphisms σ and τ in Case 4. It follows that G = D 5 = σ, τ 2 . Using the same change of variables as in Case 4, we find that
τ is k-rational. The case π = Gal(k(ζ)/k) ≃ C 2 is similar to Case 4.2. Finally consider the case π = Gal(k(ζ)/k) = λ where λ(ζ) = ζ 2 . In this case, τ 2 λ 2 (y i ) = y i for 0 ≤ i ≤ 4. It remains to solve the rationality of k(ζ)(u i : 1 ≤ i ≤ 4) τ 2 ,λ where
. The action of λ on w 1 , w 2 is given by
Using computer computation, it is easy to verify that
Define w 3 = w 2 /(w 1 + w 2 ), w 4 = w 1 + w 2 . We find that k(w 1 , w 2 ) = k(w 3 , w 4 ) and
Define w 5 = 1/(1 + w 4 ). Then λ(w 5 ) = w 5 + 1. Apply Part (1) of Theorem 2.1 to k(ζ)(w 3 , w 4 , v 3 , v 4 ) with L = k(ζ). We get k(ζ)(w 3 , w 5 , v 3 , v 4 ) λ = k(ζ) λ (t 1 , t 2 , t 3 , t 4 ) with λ(t i ) = t i for 1 ≤ i ≤ 4. Since k(ζ) λ (t 1 , t 2 , t 3 , t 4 ) is k-rational, we are done.
We find that
Apply Part (1) of Theorem 2.1. We find k(ζ)(
. Define x and y by u = 5 + x, v = 1 + y. We get k(u, v) = k(x, y) with a relation x 2 − y 2 + 10x − 10y = 0. Diving the relation by x 2 , we get 1 − (y/x) 2 − 10/x − 10(y/x)(1/x) = 0. Hence 1/x ∈ k(y/x). Thus x, y ∈ k(y/x). We conclude that k(u, v) = k(x, y) = k(y/x) is k-rational.
Theorem 3.5 Let k be any field, G be any subgroup of S n where n ≤ 5. Then k(G) is k-rational.
Proof. Without loss of generality, we may assume n ≤ |G|. Let G acts on the rational function field k(
G where h · x(g) = x(hg) for all h, g ∈ G. We may imbed the G-space ⊕ 1≤i≤n k · x i into ⊕ g∈G k · x(g). Apply Theorem 3.3, Theorem 3.4, and Part (1) of Theorem 2.1. §4. Transitive subgroups of S 7 and S 11 Theorem 4.1 Let G = G 1 × G 2 be a finite group, K be a field on which G acts such that (i) 
and (ii) the kernel of the induced morphism
be the rational function field with G-actions such that G acts on K as before and
Proof. By assumptions, G 2 acts on K faithfully. Apply Part (1) of Theorem 2.1 to the subfield K(x(h) : h ∈ G 2 ). There is a matrix T ∈ GL m (K) where m = |G 1 | and define u 1 , . . . , u m by 
Apply Part (1) of Theorem 2.1 to k(u
On the other hand, if
Theorem 4.2 Let n = de with gcd{d, e} = 1. Let σ be an automorphism of the rational function field K(
Proof. Apply Theorem 4.1. We find that σ = σ d × σ e and σ d acts trivially on K. Note that k(C e ) is k-rational if and only if k(C e ) is stably k-rational by [Le, p. 319, Remark 5.7] . Theorem 4.3 Let k be any field, G 42 = σ, τ be the group in Definition 3.1 acting on the rational function field k(x i : 0 ≤ i ≤ 6) via k-automorphisms defined by σ :
Proof. Because of Theorem 3.2, it remains to consider the case char k = 7. Write G = G 42 , ζ = ζ 7 where ζ 7 is a primitive 7th-root of unity. Define π = Gal(k(ζ)/k) = λ . Then π ≃ C 6 , C 3 , C 2 or {1}.
It follows that k(z i : 1 ≤ i ≤ 6) = k(u i : 1 ≤ i ≤ 6) and
By Theorem 2.8, k(u i : 1 ≤ i ≤ 6) τ is k-rational. Hence the result.
Case 2. π ≃ C 6 . We may assume that π = λ write λ(ζ) = ζ 3 . Extend the action of G on k(x i : 0 ≤ i ≤ 6) to the action of G, λ on k(ζ)(x i : 0 ≤ i ≤ 6) as in the proof Case 4.2 of Theorem 3.4. Define y i by the same formula as (4.1). We get
Note that τ λ(y i ) = y i for 0 ≤ i ≤ 6. The proof is almost the same as that in Case 4.2 of Theorem 3.4. Define z i , u j by the same way as in Case 1. It follows that k(ζ)(
τ is k-rational by Theorem 2.8, it follows that k(
The proof is almost the same and is omitted. 
Proof. The proof is similar to that of Theorem 4.3. Compare the proof of Case 5 in Theorem 3.4.
Again we will consider the case char k = 7 only. Write G = D 7 = σ, τ 3 and ζ = ζ 7 , π = Gal(k(ζ)/k) = λ . Define u j by the same way as in the proof of Theorem 4.3. It remains to show that
Case 1. π = {1}, i.e. ζ ∈ k and λ = 1. We find that
Apply Part (1) of Theorem 2.1. We find that k(
Case 2. π ≃ C 3 , i.e. we may assume that λ(ζ) = ζ 2 . We find that
Note that τ 3 λ = τ 3 , λ and
Apply Theorem 4.2 and Theorem 2.8. We find that k(ζ)(
Case 3. π ≃ C 2 , i.e. λ(ζ) = ζ −1 . We find that
Case 4. π ≃ C 6 , i.e. λ(ζ) = ζ 3 . We find that 
Proof. The proof is similar to those of Theorem 4.3 and Theorem 4.4. We may assume that char k = 7. Write
Case 1. π ≃ {1} or C 3 . This is similar to Case 1 and Case 3 of Theorem 4.4. The proof is omitted.
Case 2. π ≃ C 2 , i.e. we may assume that λ(ζ) = ζ −1 . We find that
Since τ 2 λ = τ 2 , λ and
we may apply Theorem 4.2 and Theorem 2.8. Done.
Case 3. π ≃ C 6 , i.e. λ(ζ) = ζ 3 . We find that
Apply Theorem 4.2 and Theorem 2.8.
Definition 4.6 Note that P SL 2 ( 7 ) ≃ GL 3 ( 2 ) is the unique simple group of order 168. Moreover, GL 3 ( 2 ) ≃ P GL 3 ( 2 ) is the automorphism group of the projective plane over 2 , which consists of 7 points. Thus P SL 2 ( 7 ) may be presented as a permutation group of degree 7. Define G 168 = σ, τ ⊂ S 7 by σ = (1, 2, 3, 4, 5, 6, 7) and τ = (2, 3)(4, 7). It is not difficult to show that P SL 2 ( 7 ) ≃ G 168 .
The transitive solvable subgroups of S 11 are conjugate to subgroups of G 11·10 = σ, τ be the group G p(p−1) in Definition 3.1 with p = 11 [Co, p.117, Proposition 11.6; DM, p.91, Exercise 3.5 .1].. Let G 11·10 act on the rational function field k(x i : 0 ≤ i ≤ 10) by σ : x i → x i+1 , τ : x i → x 2i for 0 ≤ i ≤ 10. For any divisor d of 10, write 10 = de. Define G = σ, τ e . We will prove that the fixed field k(x i : 0 ≤ i ≤ 10)
G is k-rational. The case char k = 11 follows from Theorem 3.2. From now on, we may assume that char k = 11. Write ζ = ζ 11 where ζ 11 is a primitive 11th root of unity.
The proof is similar to those of Theorem 4.4, Theorem 4.5. We will indicate only the key ideas here.
For 0 ≤ i ≤ 10, define
It follows that σ(y i ) = ζ i y i , τ (y i ) = y 6i , τ e (y i ) = y 6 e i . We get k(x i : 0 ≤ i ≤ 10) G = {k(ζ)(x i : 0 ≤ i ≤ 10)} σ,τ e ,λ = {k(ζ)(y i : 0 ≤ i ≤ 10)} σ,τ e ,λ = {k(ζ)(z i : 0 ≤ i ≤ 10)} τ e ,λ where z 0 = y 0 , z 1 = y Define u 1 = z 2 /z 3 , u i = τ i−1 (u 1 ) for 2 ≤ i ≤ 10. Explicitly, the exponents of u j in terms of z i (where 1 ≤ i, j ≤ 10) is represented as the following matrix For example, the first column of A denotes u 1 = z 2 /z 3 . Since detA = 1, we find that k(z i : 1 ≤ i ≤ 10) = k(u i : 1 ≤ i ≤ 10). The action of τ is given by (4.2) τ : u 1 → u 2 → · · · → u 10 → u 1 .
Case 1. π ≃ C 10 . We may assume that λ(ζ) = ζ 2 . It follows that λ : ζ → ζ 2 , y i → y 2i .
Thus τ λ(y i ) = y i for 0 ≤ i ≤ 10. Hence we find that λ : ζ → ζ 2 , u 1 → u 10 → u 9 → u 8 → · · · → u 2 → u 1 .
Now we have k(ζ)(u i : 1 ≤ i ≤ 10) τ e ,λ = k(ζ)(u i : 1 ≤ i ≤ 10) τ e λ e ,λ = {k(ζ) λ e (u i : 1 ≤ i ≤ 10)} λ . Apply Theorem 4.2 and Theorem 2.8.
Case 2. π ≃ C 5 , i.e. We may assume that λ(ζ) = ζ 4 . It follows that λ(y i ) = y 4i . We will consider k(ζ)(u i : 1 ≤ i ≤ 10) τ e ,λ .
Case 2.1. e = 1. We find that k(ζ)(u i : 1 ≤ i ≤ 10) τ,λ = {k(ζ)(u i : 1 ≤ i ≤ 10) τ 2 λ } τ = k(u i : 1 ≤ i ≤ 10)} τ is k-rational by Theorem 2.8.
Case 2.2. e = 5, 2, 10. Consider the case e = 5 first. Since (τ 5 ) 2 = 1 and [k(ζ) : k] = 5, we find that τ 5 λ = τ 5 , λ . We may apply Theorem 4.2 and Theorem 2.8.
The remaining situations are similar.
Case 3. The proof when π ≃ C 2 is similar to the case when π ≃ C 5 . Thus the proof is omitted.
Case 4. π ≃ {1}, i.e. ζ ∈ k. We may apply Theorem 2.8 directly (with the aid of Theorem 2.1 when necessary).
Remark. The above theorem may be generalized to the case of other prime numbers p, provided that we can change the variables {z i : 1 ≤ i ≤ p − 1} to the variables {u i : 1 ≤ i ≤ p−1} such that the formula (4.2) is valid, i.e. τ : u 1 → u 2 → · · · → u p−1 → u 1 . This is the case for prime numbers p ≤ 41 by Samson Breuer [Br] .
However, this condition is not met for all prime numbers. For example, if p = 47 and the above condition is satisfied, then É(x i : 0 ≤ i ≤ 46) σ is É-rational, which is impossible because of Swan's counter-example [Le; Sw] .
