Modern data mining and bioinformatics have presented an important playground for statistical learning techniques, where the number of input variables is possibly much larger than the sample size of the training data. In supervised learning, logistic regression or probit regression can be used to model a binary output and form perceptron classification rules based on Bayesian inference. We use a prior to select a limited number of candidate variables to enter the model, applying a popular method with selection indicators. We show that this approach can induce posterior estimates of the regression functions that are consistently estimating the truth, if the true regression model is sparse in the sense that the aggregated size of the regression coefficients are bounded. The estimated regression functions therefore can also produce consistent classifiers that are asymptotically optimal for predicting future binary outputs. These provide theoretical justifications for some recent empirical successes in microarray data analysis.
Introduction
Binary classification is an important situation of supervised learning, where output y is a 0/1 valued binary response, and input x is a vector of explanatory variables (including 1 for introducing an intercept or bias term). A popular statistical approach, using the principle of generalized linear models (McCullagh & Nelder, 1989) , is to assume that the probability of y = 1 is a monotone transform of a linear combination of x, such as P(y = 1|x) = e 2 /2 / √ 2π)dz in probit regression. This will lead to a linear classification rule such as x T β > 0 for predicting a future output to be y = 1, as in perceptrons (Rosenblatt, 1962) . Since the components of x can include trigonometric functions, products, or powers of the original explanatory variables, the resulting classification rule can indeed be very general. Classification through such regression modeling has been regarded as one of the most important tools in modern practices of data mining and is included in popular softwares such as SAS Enterprise Miner.
Recently, considerable interest has been attracted by high-dimensional modeling of binary responses, with the dimension of x being very high. For example, in microarray data analysis, thousands of genes expressed as components of a high-dimensional explanatory variable x may influence a 0/1 valued binary response y indicating disease status. Other examples include business data mining where many explanatory variables, possibly with higher-order (powers) and interaction terms (products), can be used to model a binary response of product preference. Data can typically be expressed as (x i , y i ) n 1 , which include the information on (x, y) for n subjects in study. The dimension K of x is often very high compared to the sample size n. It is in fact quite common that K >> n; for example, in microarray data, K is often several thousand, while n is often a few dozen. These applications with K >> n have provided an important new playground for statistical learning techniques. For example, Lee, Sha, Dougherty, Vannucci, and Mallick (2003) illustrated applications of several statistical learning techniques in microarray data analysis, including probit regression, neural networks, and support vector machines.
Common goals of binary data modeling include regression (finding the relation between x and y) and classification (predicting future unobserved y based on the available x information). These goals can be achieved by Bayesian variable selection, which involves defining prior probabilities for different subsets of x to model y and possibly averaging over these subset models according to the induced posterior probabilities based on observed data. As an advantage over non-Bayesian approaches, the posterior probabilities provide additional information about how likely each candidate model is in the Bayesian framework. In high-dimensional settings, Bayesian variable selection has proven to perform very well in practice. For example, Lee et al. (2003) and Sha et al. (2004) (via probit regression), and Zhou, Liu, and Wong (2004) (via logistic regression) use Bayesian variable selection to model microarray data and achieve excellent cross-validated classification errors, all in the situation of K >> n. The performance is often competitive or more superior to other common classification procedures (see, e.g., Lee et al., 2003 , who compared other approaches, including the nearestneighbor method, neural networks, and support vector machine). What is lacking is a theoretical explanation why Bayesian variable selection works so well, when the number of variables considered, K , can be much larger than the sample size n.
This article addresses the theoretical question of consistency. Roughly speaking, we will show the following result even when the dimensionality of x can be very high. Under certain conditions, Bayes variable selection with either logistic or probit regression can produce estimated regression functions that are often close to the truth, as well as classifiers of future binary response that are close to the optimal.
To have a theoretical analysis accommodating the large number of explanatory variables, we will formulate K = K n as dependent on the sample size n. Therefore, for example, the case K ∼ e √ n indicates much more candidate explanatory variables than the case K ∼ √ n. The consistency describes the limiting trend as n →∞. Our results will cover a wide range of data dimensions satisfying 1 ≺ K n and ln K n ≺ n, where a n ≺ b n represents a n = o(b n ), or lim n→∞ a n /b n = 0.
The model relating the binary response y and the explanatory variable x is described by the regression function (conditional mean function) µ(x) = P(y = 1|x). We assume a true model of the form µ 0 (x) = ψ(x T β), where ψ : → (0, 1) is a known transform used, for example, in logistic regression or probit regression. The K n -vector β of regression coefficients represents the effects of the corresponding x components on y. Our consistency results require sparsity of these effects, in the sense that lim n→∞ Kn j=1 |β j | < ∞. This can describe situations, for example, when only a limited number of β components are nonzero or when most of the β components are very small, even if K n can be much larger than n. The task is therefore selecting the relatively few important effects out of a vast number of β components.
We consider Bayesian variable selection similar to Smith and Kohn (1996) , where a latent vector of selection indicators γ = (γ 1 , . . . , γ K ) is introduced to indicate the subset model used to estimate the truth. The components of γ are 0/1 valued, with the 1-valued components corresponding to the components of x included in the subset model. A model indicated by γ proposes a regression µ(x) = ψ(x T γ β γ ), where v γ denotes the subvector of a vector v with components {v j }, for all j's with γ j = 1. A prior distribution π can be placed on (γ, β γ ), proposing a model γ together with a corresponding set of regression coefficients. This will generate a posterior distribution on (γ, β γ ) and the corresponding µ(x)'s. The consistency result involves verifying that certain choices of the prior π lead to posteriors proposing regression functions that are often close to the true regression function µ 0 in some sense.
Previously, Ghosal (1997 Ghosal ( , 1999 ) studied posterior normal approximations for high-dimensional linear and generalized linear regression models. His work did not consider variable selection and covered cases with K n increasing at some rates slower than n. We note that the use of variable selection seems to be essential in empirical works such as Lee et al. (2003) and Sha et al. (2004) for obtaining excellent results when K n >> n. Using non-Bayesian approaches such as constrained or penalized optimization, Greenshtein and Ritov (2004) considered high-dimensional variable selection with K n = O(n α ) for any α > 0. To relax the need of assuming a true model, their work uses the concept of persistence in the sense of finding the best subset models of a certain size. Bühlmann (2004) assumes a sparse true model and considers the use of boosting in high-dimensional linear regression, with K n = O(e Cn 1−ξ ) for some C > 0 and 0 < ξ < 1. Bühlmann's approach is also non-Bayesian (sequential optimization), and linear regression is used instead of logistic or probit regression. Note that the Bayesian approach has the advantage of providing posterior probabilities that can assess the relative importance of candidate models.
In contrast to other works, our article considers Bayesian variable selection for logistic or probit regression, with the number of candidate variables K n lying in a wide range 1 ≺ K n = e o(n) . Our theoretical results include consistency in both the regression sense and the classification sense. This provides theoretical justification for the excellent empirical performance reported in, for example, Lee et al. (2003) , who used Bayesian variable selection to handle high-dimensional binary classification with K n >> n.
Below we will first specify the notation and framework of the article. Then we will state the main results and conditions rigorously. We will also give examples of priors and link functions that satisfy these conditions. Proofs of the results will be outlined. We conclude with a brief discussion.
Notation and Definitions

Framework and Models.
The article studies asymptotics as n →∞. The formalism described in section 1, with x being K dimensional and K increasing with n, will naturally lead us to embed x as an ∞-dimensional vector for a convenient mathematical treatment. This can be understood in a variety of ways. In gene selection problems, one can add on 0's or independent random variables behind the several thousand (= K ) genes to form the ∞-dimensional x. Alternatively, one can add on higher-order terms or interactions. Below we will describe the framework using an embedded ∞-dimensional x that follows a sparse true regression model.
The binary response is y ∈ {0, 1}. The explanatory variable is an ∞-dimensional random vector x = (x 1 , x 2 , . . .)
T . For simplicity, we will assume that |x j | ≤ 1 for all j. The results can be easily extended to the case when all |x j |'s are bounded above by a large constant.
The true relation between y and x is assumed to follow a sparse parametric regression model
, where a transform (called the inverse link function) ψ :
We assume that the regression parameter vector β satisfies a sparseness condition
1−y is the conditional density of y|x, which is also the joint density of (x, y) if the dominant measure ν x (dx)ν y (dy) is the product of the probability measure of x and the counting measure of y. We will always use this kind of dominant measure and denote it as dxdy for simplicity.
The data for n subjects are assumed to be independent and identically distributed (i.i.d.) based on f 0 dxdy. The data set consists of subjects i = 1, . . . , n, and for each subject, only the first K n components of the explanatory vector x, together with response y, are included. Therefore, showing the subject index i, the data set is of the form
. We will refer to D n as a restricted i.i.d. sample based on density f 0 due to the fact that only the first K n components of x variables are observed. We will consider the situation with 1 ≺ K n and ln K n ≺ n.
The prior selects a subset of the K n x-variables in the data set to model y, We use probability measure π n (γ, dβ γ ) to denote the prior distribution of the subset model γ and the corresponding regression coefficients β γ . (The prior can depend on the sample size n.) This includes a posterior measure conditional on the data set D n :
where
The prior and posterior distributions for (γ, β γ ) induce distributions for the corresponding parameterized densities.
The posterior estimator of the density f 0 is denoted asf n (y,
The posterior estimate of µ 0 is then yf n dy integrating over the counting measure dy on {0, 1}, which is also equal toμ
Since only the K n x-variables appearing in the data set are selected by the prior on γ , all these posterior estimates depend on only the restricted i.i.d. sample D n , instead of depending on all the components of the infinite-dimensional x-vectors.
Definitions of Consistency.
We first define consistency in regression function estimation, which we will call R consistency.
Definition 1 (R consistency).μ n is asymptotically consistent for
Here and below, the convergence in probability of the form q (D n ) P →q 0 , for any quantity dependent on the observed data, means
This definition describes a desirable property for the estimated regression functionμ n to be often (with P D n tending to one) close (in L 2 sense) to the true µ 0 , for large n. Now we define consistency in terms of the density function, which we 
That is, the posterior probability of any Hellinger neighborhood of f 0 converges to 1 in probability.
This definition describes a desirable property for the posterior-proposed joint density f to be often close to the true f 0 , for large n. Now we define the consistency in classification, which we will call C consistency. Here we consider the use of the plug-in classification ruleĈ
] is the ideal Bayes rule based on the (unknown) true mean function µ 0 .
Definition 3 (C consistency). LetB n : Dom(x) → {0, 1} be a classification rule that is computable based on the observed data
D n . If lim n→∞ E D n P{B n (x) = y|D n } = P{C o (x) = y},
thenB n is called a consistent classification rule.
These terminologies appeared in Ge and Jiang (2006) , where it was shown that the three consistency concepts are related:
Proposition 1 (Relations among three consistencies; Ge & Jiang 2006, Proposition 1). D consistency =⇒ R consistency =⇒ C consistency.
In the article, we will first establish D consistency; R and C consistencies naturally follow.
The same relations can be easily generalized to the case of selected posterior estimates. In practice, sometimes one would like to average over a selected portion of the posterior distribution instead of averaging over all the posterior distribution. We will denote a rule A as a subset of the space of (γ, β γ ), possibly dependent on data D n . A selected posterior estimate of a quantity g(γ, β γ ) according to rule A is defined asĝ
this kind for example, can be averaging over several of the best models, that is, the γ 's that have the largest marginal posteriors π n (γ |D n ) (see, e.g., Smith & Kohn, 1996 , who considered the use of the best model, and Sha et al., 2004 , who averaged over the top 10 best models.) A rule can also be defined from using the models that include the individually strongest variables. For example, include a model γ in average if γ j = 1 for variable j that appears more than 5% of the times in the posterior distribution (that is, if π n (γ j = 1|D n ) >5%). (See, e.g., Lee et al., 2003 .) With a rule A, we can define selected posterior estimatesμ
, for regression and classification, respectively. As long as the selection probability π n {(γ, dβ γ ) ∈ A|D n } is bounded away from 0, the D consistency will still imply the R and C consistency for the selected posterior estimates.
Proposition 2 (Relations among three consistencies for selected posterior estimates). Suppose a rule A has selection probability
Proof. The proof is a straightforward adaptation to the proof of proposition 1 of Ge and Jiang (2006) , by using the selected posterior π A n (γ, dβ γ |D n ) in place of the full posterior π n (γ, dβ γ |D n ) in the process.
Results and Conditions
We will denote |v| = It is easy to see that for the logistic inverse link ψ = e u /(1 + e u ), ω = u and ω = 1. Condition I is trivially satisfied. For the probit in-
2 /2 / √ 2π is the standard normal probability density and is the cumulative distribution function. By using the Mill's ratio, it is straightforward to see that |ω (u)| increases at most linearly with u, which also satisfies condition I.
One of the conditions on prior requires not-too-small probability (not exponentially small in n) to be placed on a small neighborhood of the truth. This is a set of (γ, β γ ) that can approximate the true relation. Suppose the true relation involves the parameter vector β satisfying ∞ j=1 |β j | < ∞. For large integer r n > 0 and small η > 0, the set S(r n , η) = {(γ, β γ ) : γ = γ (r n ), β γ ∈ M(r n , η)} indexes a small set of den-
γ β γ )} 1−y that approximates the true density
We will call this set S a small approximation set.
. . , r n }, and γ (r n ) denotes an increasing sequence of models of size r n , such as
, whose first r n components take value 1.
Condition S. (For prior π n on small approximation set.) There exists a sequence r n increasing to infinity as n→∞, such that for any
, for all large enough n.
To satisfy the condition on β γ , suppose we take r n in the range 1 ≺ r n ≺ min(K n , n/ ln K n ), where, as before, we assumed that 1 ≺ K n and ln K n ≺ n. Assume, for example, that the components of β γ follow independent N(0, 1) priors. The prior of β over M(r n , η) depends on both the normal density and the volume of M(r n , η). The exponential part of the density is bounded away from zero as n increases, since it is of order e −β T γ βγ /2 , and β
Then the prior of β γ over M(r n , η) has the same order as (2π) −rn/2 times its volume (η/r n ) rn , which is larger than e −cn for all large enough n.
The simplest way to satisfy the condition on γ is to have a point mass π n [γ = (1 0 , 2 0 , . . . , r 0 n , 0, 0, . . .)] = 1 for a sequence r n →∞. However, in practice, the effects of explanatory variables may not be ordered in such a way that the preceding ones are more important. It is better to have the prior treating the orders symmetrically and let the data tell which variables are more important. One such choice is, for example, uniform distribution over all subset model γ 's with a bounded size, satisfying, for example, |γ | = ∞ j=1 |γ j | <r n . Suppose we take, for example,r n such that r n ≤r n ≤ K n andr n ≺ n/ ln K n . Here as before, we take r n in the range 1 ≺ r n ≺ min(K n , n/ ln K n ) and assume that 1 ≺ K n and ln K n ≺ n. Then the number of subset models, with sizer n or less, by selecting from among the K n candidate variables, is less than rn |γ |=0 K |γ | n and less than (r n + 1)K¯r n n . A uniform prior for these subset models therefore places at least probability {(r n + 1)K¯r n n } −1 on each model, which will be more than any exponential e −cn for all large enough n. The tail condition is therefore satisfied for prior on γ . Alternatively, a computationally convenient method places prior on γ by assuming i.i.d. binary prior for each γ j , j = 1, . . . , K n . This is the approach used in Smith and Kohn (1996) and Lee et al. (2003) , for example. Suppose the available number of explanatory variables K n satisfies 1 ≺ K n ≺ e o(n) . Suppose the prior on γ is i.i.d. binary with P(γ j = 1) = λ n , j = 1, . . . , K n . Then the prior π n on γ = (1 0 , 2 0 , . . . , r 0 n , 0, 0, . . .) satisfies ln π n = r n ln λ n + (K n − r n ) ln(1 − λ n ). Take r n ≈ K n λ n . Then for small λ n , ln π n becomes about −r n ln(K n /r n ). To have a not-too-small π n , we can set r n satisfying 1 ≺ r n ≺ min(K n , n/ ln K n ) and λ n = r n /K n . Then for any c > 0, ln π n ≥ −r n ln K n > −cn for all large enough n, satisfying the prior condition about γ . This condition will also be satisfied if we somehow restrict the number of selected variables by truncation. For example, let
. This is because the truncation increases the probabilities for all allowed models and the not-too-small prior probability condition will still be satisfied. (Such a truncation withr n ≺ n/ ln K n will be helpful for satisfying condition L below, as well as for avoiding the inclusion of too many variables that can lead to singularity of design matrices, as discussed after condition L.)
The next condition about the prior is that it has sufficiently thin tails (thinner than exponentially small in n) outside a large region of (γ, β γ )'s. The part of condition L bounding the tail of γ can be trivially satisfied by restricting the size of the selected models. For example, truncate the prior by a factor proportional to I [|γ | ≤r n ], wherer n ≺ n/ ln K n andr n ∈ [1, K n ]. This kind of restriction is beneficial also for making the design matrix n i=1 x iγ x T iγ nonsingular; such a design matrix is often used in the popular algorithms for generating the posterior distributions in probit regression (e.g., Lee et al., 2003) and logistic regression (e.g., Zhou et al., 2004) .
The tail condition on the regression coefficients can be easily verified when their prior distributions are i.i.d. normal by using the Mill's ratio, by choosing, for example, C n = n. Note that 1 ≺ C n and ln C n ≺ n/r n , if we also haver n ≺ n/ ln n.
Although in the above discussions about the prior conditions we have considered i.i.d. normal priors for the regression coefficients, it is also possible to place a non-i.i.d. normal prior such as
−1 (see, e.g., Smith & Kohn, 1996, and Lee et al., 2003 , who used a sample approximation of this choice). With mild restrictions on the largest eigenvalues of V and V −1 , all conditions can also be confirmed. One example of such restriction is that the largest eigenvalues of V and V −1 are both bounded linearly for large |γ |. This is true, for example, when x γ has components standardized to have mean zero and common variance and have all pairwise correlations being ρ ∈ (0, 1).
More generally, assume that the eigenvalues of V and V −1 are both bounded above by B|γ | v for some B > 0 and v ≥ 1, for all large |γ |. In these cases for condition S to hold, π n [β γ ∈ M(r n , η)|γ = γ (r n )] will also depend on how fast the normal density decreases as r n increases. The density can be shown to be bounded below by e −0.5rn for some constants c 1 , c 2 > 0. For the sake of condition S, one can then restrict 1 ≺ r n ≺ min{K n , n/ ln K n , n 1/v }. For condition L to hold, in the Mill's ratio argument bounding the tail probability π n (∪ j:γ j =1 [|β j | > C n ]|γ ), the constant C n needs to be inflated by the largest possible prior standard deviation of β j , which is at most of orderr v/2 n ≺ n v/2 . So C n can be now taken as n 1+v/2 . All the arguments will still go through to ensure condition L.
Proposition 3. Under conditions I, S, and L, we have D consistency for the posterior estimates of the density.
Proof. The details are included in the next section.
The results of the previous section then imply R and C consistency for the regression estimates and classifiers, respectively, whether they are obtained from the complete posterior distribution or from the selected parts of the posterior distribution when the selection probability is bounded away from 0.
Combining these with the above comments on when the conditions I, S, and L are satisfied, we obtain the following result. 
Then adopt this γ only if |γ | ≤r n , where r n andr n satisfy 1 ≺ r n ≤r n ≺ min{K n , n/lnK n , n/ln n}. (The resulting prior probability Note that the results can be extended to the case with more general priors β γ ∼ N(0, V), with V and V −1 having eigenvalues bounded above by B|γ | v for some B > 0 and v ≥ 1. As discussed before proposition 3, we can modify the restriction in part iv of theorem 1 to be 1 ≺ r n ≤r n ≺ min{K n , n/ ln K n , n/ ln n, n 1/v }, for the consistency results to hold.
Proof of Proposition 3
The densities
where γ = (γ 1 , . . . , γ Kn , 0, 0, . . .), γ j 's are 0/1 valued, and β γ ∈ |γ | . We will sometimes think about any parameter (γ, β γ ) as being embedded in
, with nonzero real β j 's, which corresponds to filling in zeros for directions with zero γ j 's. Then the density corresponding to θ is
Note that there is a one-toone relation between the parameterization (γ, β γ ) and θ , since γ j = I [|θ j | > 0] and β j = θ j for all j such that |θ j | > 0.
Let
, and C n satisfies C −1 n = o(1) and ln C n = o(n/r n ), as in condition L. (Then n corresponds to the set of parameters (γ, β γ ) such that |γ | ≤r n and all components of β γ are bounded above by C n in size.) Denote F n = f ( n ) as the corresponding set of densities.
The proof involves splitting the space of densities proposed by the prior into two parts F n and F c n and proving the three conditions below. This follows a variant of the consistency theorem in Wasserman (1998) , which appeared in Lee (2000, theorem 2) . These three conditions then imply the result of proposition 3. (The entropy condition ii was implicitly used in Lee (2000, Lemma 3) .)
Tail condition i. There exists an r > 0, such that the prior π n (F c n ) < exp(−nr ) for all sufficiently large n.
To prove this, note that
, which is, due to condition L, at most 2e −cn < exp(−n(c/2)) for all large enough n. This proves the tail condition.
Entropy condition ii.
There exists some constant c > 0 such that ∀ε > 0,
for all sufficiently large n.
Here we denote F n ) as the Hellinger bracketing entropy for the set of densities F n , where N [ ] (ε, F n ) is the minimum number of -brackets needed to cover F n . (An -bracket [l, u] is the set of all functions f such that l ≤ f ≤ u, for l and u being two functions of (x, y) satisfying
To prove the entropy condition for F n = f ( n ), we first consider the complexity of the corresponding parameter space n , which includes all models of size |γ | ≤r n with regression coefficients bounded above by C n . Note that = ∪¯r 
¯r n for all large enough n. We will consider = /(2 F 2 ) where > 0, F = 0.5K q +1 n (2C n ) q , and q ≥ 0 is as in condition I. For each f ∈ F n = f ( n ), f = f s for some s ∈ n , where s will lie in one of N( , n ) -balls, centered at, say, t. By a first-order Taylor expansion and using condition I, we obtain
, where u ± = √ f t ± F and = 2 F 2 . So we have N(2 F 2 , F n ) ≤ N( , n ). This, together with the upper bound of N( , n ) discussed above, eventually leads to
¯r n } for all large enough n. Then using integral transformations and the Mill's ratio, one obtains 0
, and C n satisfies C −1 n = o(1) and ln C n = o(n/r n ), as in condition L. This proves the entropy condition.
Approximation condition iii.
For any ξ, ν > 0, the prior π n (K L ξ ) ≥ exp(−nν), for all sufficiently large n.
Here, for any ξ > 0, define a Kullback-Leibler (KL) ξ -neighborhood by
To prove this condition, suppose the true density
For large integer r n > 0 and small η > 0, the set S(r n , η)
Here γ (r n ) denotes an increasing sequence of models of size r n , which will be taken as γ (r n ) = (1 0 , 2 0 , . . . , r 0 n , 0, 0, . . .) here, for example.
Any set of densities f
} 1−y with parameter (γ, β * γ ) ∈ S(r n , η) will be very close to the true density f 0 in the KL sense. Define f as the density in the center of S(r n , η),
n , 0, 0, . . .) and β γ includes the first r n components of the true parameter β. It can be shown, by a first-order approximation of ln(
T β|, which is at most r n (η/(2r n )) + j>rn |β j |, and will be smaller than η for all large enough n, due to the finiteness of η) ) (the set of densities with parameter in S(r n , η)). Then if we let η = ξ/c 1 , we have f (S(r n , η)) ⊂ K L ξ , and therefore the prior on the sets of densities satisfies
], which will be at least e −2cn = e −νn for all large enough n, if we take c = ν/2 in condition S. This shows the approximation condition.
Discussion
In this article, we study the consistency of regression estimates and classifiers based on averaging over the posterior distributions in a framework of Bayesian variable selection. Binary logistic regression and probit regression with many input variables (possibly much more than the sample size) are considered, when the true regression coefficients satisfy a sparseness condition, that the aggregated sum of the sizes of the effects is bounded. Such a condition implies that the number of important effects are relatively few, despite the high dimensions, which enables Bayesian variable selection to perform well by proposing relatively simple models in the prior. Such a sparseness condition has been used in Donoho (1993) for function estimation with thresholding, and in density estimation by Yang and Barron (1998) with complexity penalty. More recently, the sparseness condition has been used in high-dimensional linear regression by Bühlmann (2004) (with boosting) and by Greenshtein and Ritov (2004) (with constrained optimization). In contrast to these frequentist approaches with thresholding, complexity penalty, or constraints, we use the approach of Bayesian variable selection, which has the advantage of providing a posterior assessment of the relative importance of the candidate models. To some degree, this article serves as a theoretical justification for some successful empirical works on high-dimensional Bayesian variable selection, such as Lee et al. (2003) and Zhou et al. (2004) .
Various generalizations can be considered, including multinomial regression and classification, study of convergence rates, and posterior asymptotic normality, perhaps in a more general framework of generalized linear models, which would extend the work of, for example, Ghosal (1997) , to the case with variable selection. One may also be interested in relaxing the assumption of a sparse true model. We conjecture that Bayesian variable selection in this case will be estimating some best subset models that are closest to the truth in the KullbackLeibler sense. This could extend the work on persistence and best subset selection (see, e.g., Greenshtein & Ritov, 2004) to the case of Bayesian inference.
The prior-based method described in this article may have some additional advantage over some other consistent procedures. As a referee pointed out, in the current setup, the R consistency may be easily achieved by, for example, maximum likelihood, including only the first r n explanatory variables, with r n increasing to infinity slowly enough. In practice, the earlier components may not be the more important ones, and the real challenge is to find out the relatively few important components out of many (K n ) candidates. The prior in this article, on the other hand, achieves this purpose by treating subsets of explanatory variables symmetrically, so that although the earlier components may not be more important, the resulting posterior can still pick up the important subsets. Further work may be needed to quantify such an advantage by studying the convergence rate or finite sample performance. General theory on convergence rates of Bayesian estimators, such as described in Ghosal, Ghosh, and van der Vaart (2000) and Shen and Wasserman (2001) , can be applied for this purpose. This subject is studied in a more general framework of generalized linear models in work in progress.
