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a b s t r a c t
Let S be a set of n ⩾ 3 points arranged in convex position in the plane and suppose that
all points of S are labeled from 1 to n in clockwise direction. A planar path P on S is a path
whose edges connect all points of S with straight line segments such that no two edges of
P cross. Flipping an edge on P means that a new path P ′ is obtained from P by a single edge
replacement. In this paper, we provide efficient algorithms to generate all planar paths.
With the help of a loopless algorithm to produce a set of 2-way binary-reflected Gray codes,
the proposed algorithms generate the next planar path bymeans of a flip and such that the
number of position changes for points in the path has a constant amortized upper bound.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let S be a set of n ⩾ 3 points in convex position in the plane and suppose that the points of S are labeled from 1 to n in
clockwise direction. A planar path P is a Hamiltonian path (i.e., a spanning path of S) whose edges connect all points of S with
straight line segments such that no two edges of P cross. We denote a planar path passing through points p0, p1, . . . , pn−1
by p0p1 · · · pn−1 and regard the paths p0p1 · · · pn−1 and pn−1pn−2 · · · p0 to be equivalent for the undirected case. By contrast,
p0p1 · · · pn−1 and pn−1pn−2 · · · p0 are treated as two different planar paths for directed case. Let P(S) denote the set of all
undirected planar paths of S. Flipping an edge on a path P ∈ P(S) means that a new path P ′ ∈ P(S) is obtained from P
by a single edge replacement. In this way, we say that P ′ is obtained from P by means of a flip. The geometric path graph
on S, denoted by G(S), is a graph consisting of all paths in P(S) as its vertices and two vertices are joined by an edge if
their corresponding paths can be transformed to each other by using a flip. In this paper, we restrict ourselves to consider
undirected planar paths in convex position. For example, Fig. 1 shows the geometric path graph on a set of five points in
convex position.
Several problems related to planar paths in convex position have been investigated. Rivera-Campo and Urrutia-
Galicia [24] showed the hamiltonicity of the geometric path graph on a set of n ⩾ 3 points. Akl et al. [5] pointed out that the
total number of planar paths inP(S) is n2n−3 and every planar path can be transformed into another planar path by means
of at most 2n − 5 flips. This implies that G(S) is connected and the diameter of G(S) is bounded by 2n − 5. In addition, an
experimental result was mentioned in that paper to indicate that geometric path graphs are connected for the case of no
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Fig. 1. The geometric path graph on a set of five points in convex position.
more than eight points in general position. In fact, settling the conjecture proposed in [5] that the geometric path graph is
connected for a set of points in general position remains an open problem. Later on, Chang and Wu [14] stated the exact
result on the diameter of the geometric path graph in convex position. For more results concerning the transformation of
planar paths and their generalization, called planar trees, on a set of points in convex or general position, the reader can refer
to [1,3,4,6,7,12,13,18].
In this paper, we are interested in the problem of generating planar paths in convex position efficiently. Avis and
Fukuda [7] first proposed an algorithm for enumerating planar trees in general position by a so-called reverse search
technique. The aim of their algorithm is to pursue the one with a simple description instead of searching for the most
efficient running time. Consequently, the time required to list two successive planar trees is bounded by O(n3). For more
enumeration schemes of planar structures embedding on a set of points in the plane, we refer to [2,20] for plane straight
line graphs and plane connected graphs, [2,19,20] for planar trees, [8,9,20] for non-crossingminimally rigid graphs, and [20]
for plane perfect matchings. Besides, using a certain 0/1 encoding to represent the direction of a planar path along with the
initial point p0, Akl et al. [5] proposed an algorithm employing flips and 2-flips (i.e., an operation for path transformation
using replacement of two edges) to generate all directed planar paths on a set of n points in convex position. They further
showed that it is possible to generate each directed planar path in O(n) time. Here we focus on the problem of generating
undirected planar paths. In particular, we use naive integer sequences of length n to encode such planar paths.
Our algorithm fleetly produces the next planar path by means of a flip and mainly relies on the following two specific
functions. One is a loopless function for generating a particular binary-reflected Gray code in constant time for each
generation, and the other is a transformation that converts a Gray code into the desired integer sequence for representing
the corresponding planar path. Caused by the definition of a flip itself, the worst-case time of the conversion in the latter
function is proportional ton (i.e., the length of the encoding of a planar path). However, froman analysis of aggregatemethod,
wewill show that our algorithms have amortized efficiency, where each generation of a planar path takes an amortized cost
of no more than 7/3 position changes for n odd and no more than 5/2 position changes for n even, respectively.
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Table 1
The BRGC and 2BRGC of length 4.
i s(i) = b3b2b1b0 s′(i) = b1b3b2b0
0 0000 0000
1 0001 0001
2 0011 1001
3 0010 1000
4 0110 1010
5 0111 1011
6 0101 0011
7 0100 0010
8 1100 0110
9 1101 0111
10 1111 1111
11 1110 1110
12 1010 1100
13 1011 1101
14 1001 0101
15 1000 0100
2. Loopless generation of 2-way binary-reflected Gray codes
A binary Gray code of length m is a list s(0), s(1), . . . , s(2m − 1) of the 2m distinct m-bit strings of 0s and 1s, with the
property that each s(i) differs from s(i + 1) in exactly one bit. A binary Gray code is said to be cyclic if s(2m − 1) and s(0)
in the list also differ by exactly one bit. The binary-reflected Gray code (BRGC for short) is a particular binary Gray code that
can be generated recursively by reflecting the bits (i.e., listing them in reverse order and appending the reverse list onto the
original list), prefixing the original bits with a binary 0 and then prefixing the reflected bits with a binary 1. The base case
is the list s(0) = 0, s(1) = 1 for m = 1. BRGC was first designed to speed up telegraphy by Frank Gray [17], but now has
numerous applications including databases, experimental design, and puzzle solving [15,16,22,23,26]. The term Gray code
more generally refers to an exhaustive listing of combinatorial objects. An excellent survey for listing combinatorial objects
in Gray code order is by Savage [25].
We now introduce a variation of BRGC as follows. Let s(i) = bm−1bm−2 · · · b0 be the (i + 1)th string in the list of BRGC.
A 2-way binary-reflected Gray code (abbreviated as 2BRGC) of lengthm is a list s′(0), s′(1), . . . , s′(2m − 1) of the 2m distinct
m-bit strings of 0s and 1s, where s′(i) is defined by
s′(i) =

b1b3 · · · bm−2bm−1bm−3 · · · b2b0 ifm is odd;
b1b3 · · · bm−3bm−1bm−2 · · · b2b0 ifm is even.
That is, s′(i) is obtained from s(i) by rearranging m bits such that all bits with odd position are located in the front of the
string by increasing their indices and all bits with even position are located in the rear of the string by decreasing their
indices. Note that, clearly, s′(i) is again a Gray code given that the original string s(i) is. Also, a fairly involved web search
gave no results on a similar definition of 2BRGC in the course of our study. Table 1 could help us to illustrate the construction
of 2BRGC with arbitrary lengthm.
A loopless algorithm for generating combinatorial objects is allowed to have loops in its initialization step, as long as
the initial setup is reasonably efficient; after all, every generation takes constant time (i.e., only assignment statements
and ‘‘if-then-else’’ statements are allowed). The earliest loopless algorithm for listing BRGC is due to Bitner et al. [11] (see
also [21]). In the following,we give a loopless generation of 2BRGC,where our design scheme is inspired from the framework
of Knuth [21, Algorithm L].
Algorithm Gen-2BRGC. // This algorithm visits all binarym-bit strings bm−1bm−2 · · · b0 in
the order of a 2-way BRGC. It uses an array of ‘‘focus pointers’’ (fm−1, fm−2, . . . , f0) to
keep track of positions for bits in the string to be complemented.
begin
1. [Initialize.] Set bj ← 0 and fj ← j for 0 ⩽ j < m; also set fm ← m.
2. [Visit.] Visit them-bit string bm−1bm−2 · · · b0.
3. [Set focus pointer.] Set j ← f0 and f0 ← 0.
Set k ←

j/2 if j is even;
m− 1− ⌊j/2⌋ otherwise.
Terminate if j = m; otherwise set fj ← fj+1 and fj+1 ← j+ 1.
4. [Complement bit.] Set bk ← 1− bk and goto Step 2.
end Gen-2BRGC
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Table 2
Loopless generation of 2BRGC of length 4.
b3 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0
b2 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
b1 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0
b0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0
f3 3 3 3 3 3 3 3 3 4 4 4 4 3 3 3 3
f2 2 2 2 2 3 3 2 2 2 2 2 2 4 4 2 2
f1 1 1 2 1 1 1 3 1 1 1 2 1 1 1 4 1
f0 0 1 0 2 0 1 0 3 0 1 0 2 0 1 0 4
For example, Table 2 shows the computation of 2BRGC for each visit when m = 4. Obviously, the algorithm needs
2m + O(1) space and uses only two comparisons together with six assignments per iteration without regarding the
initialization. Since the only modification in the algorithm is the rearrangement of bit positions, its correctness directly
follows from the pioneers [11,21].
Lemma 1. Algorithm Gen-2BRGC correctly produces the list of a 2BRGC of length m.
3. Planar paths and their laconic labelings
In this section, we describe a simple binary labeling for planar paths. Then, putting these labelings into the order of
2BRGC, we can easily generate their corresponding planar paths. For a set S of n points in convex position, we denote ch(S)
as the boundary of the convex hull of S. Let P = p0p1 · · · pn−1 be a planar path inP(S). An edge pipi+1 ∈ P is said to be an
arc if it lies on ch(S), and a chord otherwise. An observation has been pointed out in [5] that p0p1 and pn−2pn−1 must always
be arcs. For this reason, we call p0p1 and pn−2pn−1 the terminal arcs of P . Not that the following recursive property is obvious
when considering the path p1p2 · · · pn−1 on the point set S \ {p0} then again p1p2 needs to be a terminal arc.
For each planar path P ∈ P(S), we associate with a labeling ℓ(P) = ℓ1ℓ2 · · · ℓn−3 where each ℓi, 1 ⩽ i ⩽ n− 3, is defined
as follows:
ℓi =

0 if pipi+1 ∈ P is an arc;
1 if pipi+1 ∈ P is a chord.
Such a labeling is called the laconic labeling of P . In particular, a planar path P ∈ P(S) with ℓ(P) = 00 · · · 0 is called
a canonical path. Note that it is possible to have the same laconic labeling for different planar paths. Two planar paths
P,Q ∈ P(S) are said to be rotationally isomorphic, denoted by P ∼= Q , if they have the same laconic labeling. For example,
for n = 5, it is easy to check in Fig. 1 that the following planar paths with the same laconic labeling are pairwise rotationally
isomorphic:
ℓ(12345) = ℓ(34512) = ℓ(51234) = ℓ(23451) = ℓ(45123) = 00;
ℓ(12354) = ℓ(34521) = ℓ(51243) = ℓ(23415) = ℓ(45132) = 01;
ℓ(21354) = ℓ(43521) = ℓ(15243) = ℓ(32415) = ℓ(54132) = 11;
ℓ(21345) = ℓ(43512) = ℓ(15234) = ℓ(32451) = ℓ(54123) = 10.
From the recursive property, if a terminal arc is designated, we can reconstruct the planar path from its laconic labeling
immediately.
As we have mentioned earlier, each generation of planar path in our algorithm allows only one flip to be applied. We
now give the details about flips in a planar path. For P, P ′ ∈ P(S), we write P e′−→
e
P ′ to denote the flip that transforms P
into P ′ by replacing the edge e with e′. Suppose that P = p0p1 · · · pn−1 and e = pipi+1 for 0 ⩽ i ⩽ n − 2. Obviously, if e is a
terminal arc, then P must be a canonical path. In this case, either P ′ = p1p2 · · · pn−1p0 or P ′ = pn−1p0p1 · · · pn−2. Otherwise,
e′ and P ′ might be one of the following:
P ′ =

pipi−1 · · · p0pi+1pi+2 · · · pn−1 if e′ = p0pi+1;
p0p1 · · · pipn−1pn−2 · · · pi+1 if e′ = pipn−1;
pi+1pi+2 · · · pn−1p0p1 · · · pi if e′ = p0pn−1.
Accordingly, the first two cases of flips are regarded as reversals of a subpath of P . The former, denoted by P ′ =rev−(P, i+1),
is called the left-side reversal with length i + 1, and the latter, denoted by P ′ =rev+(P, n − i − 1), is called the right-side
reversalwith length n− i−1. Except for the above two cases, a flip in the remaining cases can be considered to be a rotational
isomorphismof P . Fig. 2 illustrates the three cases of a generated path P ′when P is a canonical path. Table 3 shows a sequence
of flips applying to a canonical path 1234567. From the table, it is easy to check that all corresponding laconic labelings of
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Fig. 2. (a) A canonical path P; (b) P ′ =rev−(P, i+ 1); (c) P ′ =rev+(P, n− i− 1); (d) P ′ ∼= P .
Table 3
A sequence of flips applies to a canonical path 1234567.
ℓ(P) P
e′−→
e
P ′ = rev±(P, k) ℓ(P) P e′−→
e
P ′ = rev±(P, k)
0000 1234567
57−→
56
1234576 = rev+(1234567, 2) 0110 3214765 75−→
76
3214756 = rev+(3214765, 2)
0001 1234576
13−→
23
2134576 = rev−(1234576, 2) 0111 3214756 31−→
21
2314756 = rev−(3214756, 2)
1001 2134576
56−→
57
2134567 = rev+(2134576, 2) 1111 2314756 76−→
75
2314765 = rev+(2314756, 2)
1000 2134567
47−→
45
2134765 = rev+(2134567, 3) 1110 2314765 45−→
47
2314567 = rev+(2314765, 3)
1010 2134765
75−→
76
2134756 = rev+(2134765, 2) 1100 2314567 57−→
56
2314576 = rev+(2314567, 2)
1011 2134756
23−→
13
1234756 = rev−(2134756, 2) 1101 2314576 21−→
31
3214576 = rev−(2314576, 2)
0011 1234756
76−→
75
1234765 = rev+(1234756, 2) 0101 3214576 56−→
57
3214567 = rev+(3214576, 2)
0010 1234765
14−→
34
3214765 = rev−(1234765, 3) 0100 3214567 17−→
14
3217654 = rev+(3214567, 4)
the newly generated planar paths form a cyclic 2BRGC. In general, to obtain a subset of planar paths inP(S) such that their
corresponding laconic labelings constitute a set of cyclic 2BRGC, we perform Procedure Group-List as follows.
Procedure Group-List (P ∈ P(S): a canonical path).
begin
1. Setm ← n− 3, Q ← P and output P .
2. Call Gen-2BRGC to produce a list s(0), s(1), . . . , s(2m − 1) of distinctm-bit 0/1 strings
and for each s(i), 1 ⩽ i ⩽ 2m − 1, do the following:
2.1. Let k be the position where bit ‘1’ occurs in s(i− 1)⊕ s(i), where⊕means the
exclusive disjunction.
2.2. If 2k < m, then
Set Q ′ ←rev+(Q , k+ 2);
else
Set Q ′ ←rev−(Q ,m+ 1− k).
2.3. Output Q ′ and set Q ← Q ′.
end Group-List
Lemma 2. Procedure Group-List correctly generates a set of planar paths whose laconic labelings form a cyclic 2BRGC.
Proof. Recall that a planar path contains n points and n−1 edges. In this procedure,we first setm = n−3 as the length of the
laconic labeling of a planar path. Thus, the most significant bit and the least significant bit of a laconic labeling have indices
m−1 and 0, respectively. For each generation s(i), variable kmeans the position of different bit in two consecutive labelings
and it can be derived in Step 2 of Gen-2BRGC. Since a list of 2BRGC makes each complement of bit in alternate directions,
2k < mmeans that the complemented bit bk is in the right-half of the labeling. In this case, since the replacement of the edge
in a flip does not include terminal arcs, the next planar path can be generated by reversing the rightmost k + 2 positions,
where 0 ⩽ k < m/2. On the other hand, if the complemented bit is in the left-half of the labeling, a similar reasoning shows
that the next planar path can be generated by reversing the leftmostm+ 1− k positions, where ⌈m/2⌉ ⩽ k ⩽ m− 1. 
For a canonical path P , we denote GL(P) as the set of planar paths generated by the procedure Group-List(P). The
following lemma is clear from the notion of rotational isomorphism.
R.-Y. Wu et al. / Theoretical Computer Science 412 (2011) 4504–4512 4509
Lemma 3. If P,Q ∈ P(S) are two distinct canonical paths, then GL(P) ∩ GL(Q ) = ∅.
4. Generating planar paths and amortized analysis
Weare now at a position to describe themain algorithms. Recall that p0p1 · · · pn−1 and pn−1pn−2 · · · p0 are regarded as the
same planar path. Thus, the change between p0p1 · · · pn−1 and pn−1pn−2 · · · p0 in our algorithm (if necessary) does not take
any flip. In particular, if a current generated planar path P is represented by p0p1 · · · pn−1, we may alternately take the place
of pn−1pn−2 · · · p0 and admit the exchange of directions for the left-side and the right-side in all succeeding generations,
such as the call of functions rev+() and rev−(). The following two algorithms are used to generate all planar paths when n
is odd and even, respectively.
Algorithm Gen-Planar-Paths-Odd. // This algorithm generates all planar paths inP(S)
when n is odd.
begin
1. Set P ← 12 · · · n.
2. For each i = 1, 2, . . . , n do the following
2.1. Call Group-List(P) and let Q be the last generated planar path.
2.2. Set P ←rev+(Q , ⌈n/2⌉).
end Gen-Planar-Paths-Odd
Algorithm Gen-Planar-Paths-Even. // This algorithm generates all planar paths inP(S)
when n is even.
begin
1. Set P ← 12 · · · n.
2. For each i = 1, 2, . . . , n/2 do the following
2.1. Call Group-List∗(P) and let Q be the last generated planar path.
2.2. Set P ←rev−(Q , n/2).
2.3. Call Group-List(P) and let Q be the last generated planar path.
2.4. Set P ←rev−(Q , n/2).
2.5. Output P .
2.6. Set P ←rev+(P, n− 2).
end Gen-Planar-Paths-Odd
In the second algorithm, the procedure Group-List∗ in Step 2.1 is similar to that of Group-List except for lacking the
output of the initial planar path P in Step 1. For example, Figs. 3 and 4 show all generated planar paths in convex position
for n = 7 and n = 6, respectively.
Theorem 1. Algorithms Gen-Planar-Paths-Odd and Gen-Planar-Paths-Even produce all planar paths of n points in convex
position for n odd and for n even, respectively. In particular, any two consecutive planar paths differ by a flip with amortized cost
at most 73 position changes for n odd and at most
19
8 position changes for n even, respectively.
Proof. First, an easy observation shows that P(S) contains n canonical paths. By Lemmas 2 and 3, we can partition the
total n2n−3 planar paths ofP(S) into n groups such that all planar paths in each group have distinct laconic labelings. Since
Step 2.2 in Gen-Planar-Paths-Odd and Steps 2.2 and 2.4 in Gen-Planar-Paths-Even can generate a next canonical path
after invoking a call of Group-List (or Group-List∗), this shows how the sequence of inter-group listing is carried out. Thus,
every planar path inP(S) is generated exactly once by means of a flip.
To show the efficiency of our algorithms, amortized analyses for computing the number of position changes in a flip are
provided. We first consider n is odd and let s(0), s(1), . . . , s(2m − 1) be the list of the 2BRGC of lengthm = n− 3. Also, we
let
s(i) = bi1bi3 · · · bim−3bim−1bim−2 · · · bi2bi0
and say that bik has position k. For each k = 0, 1, . . . ,m− 1, the transition count of position k is defined by
c(k) =
2m−1−
j=1
bj−1k ⊕ bjk.
That is, c(k) is the number of bit changes on position k. Since 2BRGC is obtained from BRGC by arranging bit positions, the
transition count is easily derived from [10,26] and is given by
c(k) = 2m−(k+1).
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Fig. 3. All generated planar paths of seven points in convex position.
As we have known from Procedure Group-List, a change of the bit in position kwill produce a flip that reverses a subpath of
length ⌈ k+32 ⌉ in a planar path. Beyond that, an additional flip takes the reversal with length ⌈n/2⌉ = m/2+ 2 between two
calls of Group-List (see Step 2.2). Thus, for every round in Step 2 of Algorithm Gen-Planar-Paths-Odd, the total number of
position changes is
Codd =
m−1−
k=0
c(k) ·

k+ 3
2

+
m
2
+ 2

= 2(2m−1 + 2m−2)+ 3(2m−3 + 2m−4)+ · · · +
m
2
+ 1

(21 + 20)+
m
2
+ 2

= 2m

2 · 3
4
+ 3 · 3
42
+ · · · +
m
2
+ 1

· 3
4
m
2

+
m
2
+ 2

. (1)
By simplifying the series in the first term of Eq. (1), we obtain an upper bound on the average number of position changes
in a flip as follows:
Codd
2m
= 7
3
−

m
2
+ 7
3

1
2m

+
m
2
+ 2
 1
2m

= 7
3
− 1
3

1
2m

<
7
3
.
Similarly, if n is an even integer, three additional flips are required in two consecutive calls of Group-List and Group-
List∗ (see Steps 2.2, 2.4 and 2.6). In this case, the average length of subpath reversal is n/2+ (n− 2)/2 = n− 1 = m+ 2.
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Fig. 4. All generated planar paths of six points in convex position.
Thus, the total number of position changes for each group in Gen-Planar-Paths-Even is
Ceven =
m−1−
k=0
c(k) ·

k+ 3
2

+ (m+ 2)
= 2(2m−1 + 2m−2)+ 3(2m−3 + 2m−4)+ · · · +

m+ 1
2

(22 + 21)+

m+ 3
2

20 + (m+ 2)
= 2m

2 · 3
4
+ 3 · 3
42
+ · · · +

m+ 1
2

· 3
4
m−1
2

+ 3
2
m+ 7
2
. (2)
We can simplify Eq. (2) to obtain an upper bound as follows:
Ceven
2m
= 7
3
−

m+ 11
3

1
2m

+

3
2
m+ 7
2

1
2m

= 7
3
+

m
2
− 1
6

1
2m

⩽
5
2
where the term (m2 − 16 )(1/2m) has the maximum value 16 whenm = 3 is an odd integer. 
5. Concluding remarks
In this paper, we use a naive integer sequence to represent a planar path in convex position in the plane. This
representation is conceptually simple. With the help of generating laconic labelings of planar paths in the 2BRGC order,
we can easily generate all planar paths in a systematic way. Consequently, every generated planar path can be achieved
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by a flip with a constant amortized upper bound for position changes. From [21], we have known that trees are usually
encoded in diverse representations of integer sequences and then those sequences are generated efficiently. A natural
continuation of our work is to develop efficient way for generating all planar trees in convex position. In addition, designing
efficient algorithms to generate planar paths for points in general position or in convex position with one point excepted
are interesting and challenging problems. To the best of our knowledge, so far no such algorithms exist to generate two
successive planar trees in convex position (respectively, two successive planar paths in general position) using a flip with
constant amortized cost.
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