This paper presents a new algorithm for computing the transfer function from state equations for linear system, multi-input multi-output system (MIMO). This algorithm employs an approximation method, which uses Krylov subspace techniques for linear system. We have focused on the Lanczos-based using the properties of Schur complemnts. This approach reduces the computation of transfer function from state equation for linear system. Our discussion is supported by an assortment of numerical examples.
Introduction
We consider linear dynamical systems represented in state-space form as:
ẋ(t) = Ax(t) + Bu(t) y(t) = Cx(t) (1.1)
where A ∈ IR n×n , B ∈ IR n×q and C T ∈ IR n×p . x(t) ∈ IR n is the internal variable. The length n of x is called the dimension of the underlying dynamical system. u(t) ∈ IR q and y(t) ∈ IR p are, respectively, the inputs and outputs system.
If q = 1 and p = 1, dynamical system is called the single input single output system (SISO); if q > 1 and p > 1, it is called multi-input multi-output system (MIMO); if q = 1 and p > 1, it is called single input multi-output system (SIMO); if q > 1 and p = 1, it is called multi-input single output system (MISO). where the dimension n is large, the simulation and control of the system can lead to a huge computational burden. A different set of approximation methods have been developed for approximation of large-scale systems. such as optimal Hankel model reduction, Krylovbased methods [1, 2] , balanced truncation [1, 2] , and proper orthogonal decomposition (POD) [1, 2] . These methodes use technique of simplification or model reduction of dynamical systems, the technique should preserve the outputs of interest and must include the effects of actuation.
The transfer function H : I C → I C p×q is defined as
It is a mathematical representation, of the relation between the input and output of a linear time-invariant system. It is used in the analysis of systems, typically within the fields of signal processing, communication theory and control theory. In system analysis, it is often required to convert from a frequency domain analysis to its time domain analysis or vice versa. The frequency domain analysis usually involves poles and zeros of transfer functions and the time domain analysis usually involves the state equations. Computing the state equation of a linear time invariant system from a transfer function is quite straightforward, however the reverse task is not simple. Special attention has to be paid to this task for the computation may be severe for high order systems with ill-conditioned matrice. In this paper we will study approximation of the transfer function in the cases MIMO and MISO, the cases SIMO and SISO have been study in [7] . We try to approximate the transfer function by a Krylov subspace projections, this approach is used to reduce the order of state space [1, 2, 8] . Krylov subspace projection methods are increasingly popular in model reduction owing to their numerical efficiency for very large systems, such as those arising from structure dynamics, control systems, circuit simulations, computational electromagnetics and microelectromechanical systems [1, 8] . In our case we approximate the transfer function without reducing the order of state space. The remainder of this article is organized as follows. In Section 2, we recall some basic facts about Krylov subspaces, Schur complements and we introduce the concept of a Krylov subspace projections. In Section 3, we introduce the notion of approximation of transfer function and we give the new algorithms for computing transfer function from state equation for linear system. In section 4 we present some numerical examples. Finally, in Section 5, we make some concluding remarks.
Definitions and properties

Some Schur complement identities
First let us recall the definition of the Schur complements [4] and give some of its properties.
Definition 1 (See [4] ) Let M be a matrix partitioned into four blocks
where the submatrix D is assumed to be square and nonsingular. The Schur complement of D in M , denoted by (M/D), is defined by
we can similarly define the Schur complements as follows
if A is a nonsingular matrix,
if C is a nonsingular matrix, Remark 1 When M is square we have
where |.| is a determinant. Now we will give some properties of the Schur complements.
Proposition 2.1 [4] Let us assume that the submatrix D is nonsingular, then
Let M be the matrix defined by (2.1) and K the matrix partitioned as follows:
The quotient property of Schur complements was established in [4] . If the matrices A and M are nonsingular, then we have
Block Krylov subspaces and Lanczos process
We define the block Krylov subspaces K m (A, V 0 ) and K m (A T , W 0 ) for the matrices V 0 and W 0 of R n×q as follows
Block Nonsymmetric Lanczos Process
Given an n by n real nonsymmetric and nonsingular matrix A and initial n by q block vectors V 1 and
The block nonsymmetric Lanczos process [3] consitsts of generating a nonsymmetric banded block tridiagonal matrix T m similar of A, basis block vectors
The block vectors {V j } and {W j } are constructed so that:
The block non symmetric Lanczos processus generates a nonsymmetric banded block tridiagonal matrix T m similar of A
where A j ∈ IR q×q , B j ∈ IR q×q and D j ∈ IR q×q . The basic block Lanczos iteration implements the three-term recurrences and the block vectors satisfy W
Block Symmetric Lanczos Process
The block symmetric Lanczos procedure proposed in [9] , generates the desired basis block vectors
and a symmetric banded block tridiagonal matrix T m similar of A:
where A m ∈ IR q×q and B m ∈ IR q×q . At the step m, block symmetric Lanczos process produces a symmetric banded block tridiagonal matrix T m satisfying V Together with system (1.1), set B = V 1 R (QR decomposition) and let W 1 be a chosen matrix in IR n×q so that W
We consider the projection of the system (1.1) of the form:
where T m ,C m ,B m are given by:
The transfer function of linear system (4.1) is defined as follows:
3.2 Approximation of MIMO systems Definition 2 T m is said to be a block strongly nonsingular matrix if det(T k ) = 0 for k = 1, . . . , m.
We
in which G m and G m are matrices given as follows:
Proof. At step m, the approximate solution H m (s) =C m (sI − T m ) −1 RE 1 , is a Schur complement, it can be rewritten as: 
Using the identity of Sylvester (2.5), the transfer function H m (s) can be rewritten as:
where 
. (sI −
Using the property (2.3) the matrix E m /(sI − T m−1 ) can be rewritten as: 
and
Proof. We note that G m and G m are Schur complements given by:
G m and G m can be rewritten by the same Sylvester identity as follows:
So we will calculate (sI − T m /sI − T m−1 ) by the same Sylveste identity Theorem 3.3 At step m the matrix (sI −T m ) is assumed a block strongly nonsingular matrix, then the matrix ((sI − T m )/(sI − T m−1 )) can be calculated as follows:
Using the relation (2.3), we can write:
So applying the Sylvester identity (2.5) to ((sI − T m )/(sI − T m−1 )) we get
When A is a nonsymmetric matrix, we use the block nonsymmetric Lanczos procedure and theorems 3.1, 3.2 and 3.3, we obtain the new algorithm for computing the transfer funnction of MIMO system, it is given as follows.
So, when A is a symmetric matrix, we use the block symmetric Lanczos procedure and theorems 3.1, 3.2 and 3.3, we obtain the new algorithm for computing the transfer funnction of MIMO system, it is given as follows. 
Numerical example and simulation
In this section, we present two numerical examples to illustrate the effectiveness of the Lanczos methods proposed in this paper. In the following examples, p = 2 s = 2, the dimension of the state space for the MIMO system is 200. For all the examples, the number of the inputs of the MIMO systems is 2, the number of the outputs is 2. All numerical experiments are performed in Matlab. Let A be 200 × 200 random nonsymmetric matrices. B and C are 2 × 200 random vectors. 
Conclusion
The object of this paper is to give and to study the new algorithms for computing transfer function from state equation for linear systems. This algorithms use the projections in the Krylov subspaces, we can compute the transfer function recursively. We use block Lanczos process to give new algorithms of computing (MIMO) system. Experience with the analysis of various test systems suggest that the proposed algorithms are well suited for analysis of large-scale dynamical systems.
