We investigate Clifford+T quantum circuits with a small number of T -gates. Using the sparsification lemma, we identify time complexity lower bounds in terms of T -gate count below which a strong simulator would improve on state-of-the-art 3-SAT solving.
Theorem 1. Assuming the Exponential Time Hypothesis (ETH), there is an > 0 such that any strong simulation that can determine if 0|C|0| = 0 of a polynomial-sized quantum circuit C formed from the Clifford+T gate set with N T -gates takes time at least 2 N .
We review the ETH in the next section, but for explicit constants, we have the following theorem.
Theorem 2. Assume that there exists a strong simulator that, for any Clifford+T circuit with N T -gates, can determine if 0|C|0 = 0 in time O(2 2.2451×10 −8 N ). Then this would improve on the current state-of-the-art 3-SAT solver by achieving an O(1.3 n ) runtime for m = poly(n), where n denotes the number of variables of the 3-SAT instance and m denotes the number of clauses.
Theorem 1 relies on the following.
Lemma 3 (Corollary 2, [IPZ01] ). Assuming the ETH, there exists constant a > 0 such that any classical algorithm solving 3-SAT instances with length L takes 2 aL time, where again L is the length of the formula.
To compute explicit constants, Theorem 2 relies on the following. 
3.1432×10
−7 L ), where L is the length of the formula, m 2 is the number of 2-clauses, m 3 is the number of 3-clauses, so that m = m 2 + m 3 and L = 2m 2 + 3m 3 − 1.
Then one can create a 3-SAT solver that achieves an O(1.3 n ) running-time for m = poly(n), where n denotes the number of variables of the 3-SAT instance and m denotes the number of clauses.
In the next section we describe the Sparsification Lemma, which was developed in [IPZ01] to address the type of reduction found in Lemmas 3 and 4. The necessity of the Sparsification Lemma comes from reducing the 3-SAT problem to quantum circuits, as the number of T gates in the reduced instance will depend on L, the length of the 3SAT instance, and not on n, the number of variables. The reduction from 3-SAT to strong simulation of quantum circuits is described in Section 3, while a full proof of the Sparsification Lemma with explicit constants will be given in the Appendix.
ETH and the Sparsification Lemma
The input for the 3-SAT problem with parameters n and m is a Boolean formula
where l i,j are called literals and the sub-expressions C i = ki j=1 l ij are called clauses. The 3 in the 3-SAT specifies k i ≤ 3. The length, L, of an instance is the number of AND/OR gates in the formula, namely L = m i=1 k i − 1. We are interested in formulas φ with polynomial length. For 3-SAT, we have L = m 1 − 2m 2 + 3m 3 − 1 where m 2 is the number of 2-clauses and m 3 is the number of 3-clauses.
Given a 3-SAT formula φ, the task is to determine whether there exists an assignment x ∈ {0, 1} n such that φ(x 1 , . . . , x n ) = 1, in which case we call φ is satisfiable. For this task, one can assume without loss of generality that m 1 = 0, since otherwise all the singleton clauses imply definite values on the variables, and thus can be reduced.
It has been long known that 3-SAT is N P -complete, prohibiting it from having a polynomialtime randomized algorithm based on the belief that BP P = N P . There were extensive attempts to find at least a sub-exponential algorithm for the problem without success, giving rise to the following conjecture.
Exponential Time Hypothesis. There is an > 0 such that the time complexity of 3-SAT is at least (1 + ) n poly(m).
Due to subsequent improvements [PPZ97, PPSZ05, Sch99, Her14] the current state-of-the-art 3-SAT solver takes time ≈ 1.3 n (and in fact, the precise exponent is slightly worse). A classical algorithm breaking this bound would have a huge impact on theoretical computer science.
When trying to lower bound the running time of a 3-SAT solver in terms of L and not of n, the ETH initially seems to be of little help, as L can be as large cubic in n. The following Sparsification Lemma, however, gives the desired n to L conversion.
Lemma 5 (Sparsification Lemma, [IPZ01] ). Given any > 0, there is an algorithm A that, on any 3-SAT instance φ with n variables, outputs a list = φ 1 , · · · , φ k of 3-SAT instances in time O (2 n ), satisfying:
• each formula φ i has length at most c( )n, where c( ) does not depend on n;
• φ is satisfiable if and only if one of the generated sub-instances are satisfiable: φ = l i=1 φ i . Among the consequences to the Sparsification Lemma are Lemmas 3 and 4. To prove Lemma 4 we must also compute the constants implicit in the Sparsification Lemma. These proofs can be found in the Appendix.
From 3-SAT to Clifford+T
In this section, we give a reduction from the 3-SAT problem to the problem of strongly simulating quantum circuits, with the following properties.
(i) For a 3-SAT instance φ with length L, we construct a quantum circuit C φ with at most 2L Toffoli gates and poly(L) NOT and CNOT gates such that
where A is the system of ancilla qubits and B is a system of one single qubit.
(ii) We choose a basis state (e.g. |0 . . . 0 ) which counts the number of assignments satisfying φ in its amplitude when running
To achieve (i), we introduce reversible computation, first investigated in [Ben73] , for conversion of classical computation into unitary quantum circuits. Reversible Circuits. A reversible classical circuit consists of reversible gates. A reversible classical gate F is simply an invertible function F :
Typically d is one, two, or three. An important example of a reversible classical gate is the Toffoli gate TOFFOLI(x, y, z) = (x, y, z ⊕ (x ∧ y)) acting on 3 bits. Universal Gate Set. Throughout, our choice of universal gate set for reversible computation is
A reversible circuit is readily a quantum circuit by replacing the gate set G using the quantum gate set {TOFFOLI, CNOT, X}. a reversible circuit satisfying property (i) is defined as a tidy computation.
Tidy Computation. We say a reversible circuit C :
Lemma 6. Suppose φ is a SAT formula with length L. Then, in time polynomial in L, we can construct a reversible circuit C that tidily computes φ with at most 2L Toffoli gates.
Before proving Lemma 6, we first define a specific form of reversible computation called diagonal computation.
Diagonal Computation. We say that a reversible circuit C : {0,
Diagonal computation is a special type of untidy computation, where the inputs on the input wires are preserved after the computation. This helps us compose diagonal computation circuits in a gate-efficient manner.
Lemma 7. Suppose U 1 and U 2 diagonally compute f 1 and f 2 with at most a 1 and a 2 ancilla wires and t 1 and t 2 Toffoli gates respectively, over the same set of input wires. Then there exists:
1. a circuit with at most a 1 + a 2 + 2 ancilla wires and t 1 + t 2 Toffoli gates that diagonally computes
2. a circuit with at most a 1 + a 2 + 2 ancilla wires and t 1 + t 2 Toffoli gates that diagonally computes f 1 ∨ f 2 , and 3. a circuit with at most a 1 ancilla wires and t 1 Toffoli that diagonally computes ¬f 1 .
4. a circuit with at most a 1 + 1 ancilla wires and 2t 1 Toffoli that tidily computes f 1 .
Proof of Lemma 7. The reversible diagonal AND, OR and NOT of the circuits, with the appropriate sizes and widths, are constructed explicitly below. Moreover, a circuit diagonally computing f 1 is also untidily computing f 1 , thus 4. can be proven using conversion from untidy circuits to tidy circuits. Combining Lemmas 6 and 8, we obtain:
Corollary 9. Given a 3-SAT formula φ with n variables and length L, one can efficiently construct a quantum circuit C φ consisting only of Clifford gates and at most 14L T -gates, so that
Consequently, strong simulation of such a circuit up to accuracy 2 −n /2 is as hard as determining whether φ is satisfiable. 
Appendix A Proof of the Sparsification Lemma
Given a 3-SAT instance φ = C 1 ∧ C 2 ∧ . . . C m , we identify each clause C 1 , C 2 , . . . C m as a subset of all literals {x 1 , ¬x 1 , x 2 , ¬x 2 , . . . , x n , ¬x n }. We start from a simple Boolean identity:
This identity implies the following Lemma.
Lemma 10. For an arbitrary subset {C 1 , . . . , C m } of clauses of φ and for C := m i=1 C i , we have φ = φ 1 ∨ φ 2 , where
Given that φ is a 3-SAT instance, both φ 1 and φ 2 are also 3-SAT instances. Moreover, we also have the following.
Lemma 11. Let φ, φ 1 , φ 2 be defined as in Lemma 10. Then neither of the new instances has length greater than the original:
Sunflowers. We call a collection C 1 , . . . , C m of clauses a (k, h)-sunflower (with h > 0) if
• Each C i contains exactly k literals, and
C is then called the heart of the sunflower and the collection {C 1 \ C, · · · , C m \ C} of clauses are called petals. The algorithm for sparsification then keeps a set of current 3-SAT formulas whose disjunction is φ. Moreover, it repeatedly replaces a formula in this set with two formulas as long as it finds a collection of its clauses that is a large sunflower. One of these new formulas is obtained from the original by replacing the sunflower with its petals, while the other is obtained by replacing the sunflower with its heart. Sparsification Algorithm. For 3-SAT instances, there are three kinds of sunflowers: (2, 1)-sunflowers, (3, 2)-sunflowers, and (3, 1)-sunflowers. Consider the following algorithm parametrized by θ 1 , θ 2 : 1 ≤ θ 1 ≤ θ 2 to be determined. Call a sunflower good if it is a (2, 1)-or (3, 2)-sunflower of size at least θ 1 , or a (3, 1)-sunflower of size at least θ 2 . Among good sunflowers, (2, 1)-sunflowers have higher priority than (3, 2)-sunflowers, and (3, 2)-sunflowers have higher priority than (3, 1)-sunflowers. Our sparsification algorithm first creates an empty list , which is a global variable, and then calls (once) the recursive Sparsify algorithm below.
Algorithm 1
The Algorithm Sparsify. let C 1 , C 2 , . . . , C m be a good sunflower in φ with the highest priority and let C be the heart 6:
Sparsify(φ h ); Sparsify(φ p ) while φ contains two clauses C i and C j , C i ⊆ C j do remove C j from φ
4:
end while return φ 6: end procedure Note that the algorithm traverses through a binary recursion tree rooted at φ, where each node corresponds to a 3-SAT formula. The set of 3-SAT formulae corresponding to leaf nodes is the collection of instances in , which is the list we needed to construct. A recursive application of Lemma 10 gives that φi∈ φ i = φ. We further prove the following.
• Each leaf node corresponds to a formula of length at most η(θ 1 , θ 2 )n, where η(θ 1 , θ 2 ) := 2(θ 1 + θ 2 );
• There are at most 2 γ(θ1,θ2)n nodes in the tree, where
• Our algorithm runs in time O(2 γ(θ1,θ2) poly(n)). This follows immediately from the above.
Maximum Length of Each Leaf Node. Given a 3-SAT instance φ * , denote the number of 2-clauses by m 2 and the number of 3-clauses by m 3 . Clearly, L(φ
be the maximum number of clauses of size j with an nonempty intersection. We have the following observation (by counting the total number of literals in 2-, respectively 3-, clauses):
For a formula φ * on a leaf node, since there are no (2, 1)-sunflowers of size at least θ 1 , we have
Together with Lemma 11, these give:
Number of Leaf Nodes. To upper bound the number of leaf nodes, we need the notion of immigrant clauses. For any formula on some node of the recursion tree, call a clause immigrant if that clause is not present in the root. For any path from the root to a leaf, all immigrant clauses that newly appear are distinct (i.e. it cannot happen that an immigrant clause disappears and then reappears later). This leads to the following observation.
Observation 12. Reduce only happens when a newly introduced immigrant clause is contained in previously present clauses.
The high-level idea of the proof is as follows: we show that there are at most a linear number of immigrant clauses ever introduced. Since in each round at least one immigrant clause is introduced, the recursion tree has linear depth. Moreover, many immigrant clauses are created whenever the petals of a sunflower are taken, and so there must be few such steps, further restricting the number of leaves.
Let r 2 (φ * ) be the maximum number of immigrant 2-clauses with nonempty intersection. Clearly
The following holds for every node in the recursion tree.
Lemma 13. For every formula φ * in the recursion tree, r 2 (φ * ) ≤ 2θ 1 − 1.
Proof. The proof follows by induction from top to bottom. For the root, φ, we have r 2 (φ) = 0. Next consider a non-top node v on which a new immigrant 2-clause is created, and the corresponding formula φ * . There are two cases to consider.
• φ * takes the heart of a (3, 2)-sunflower from its parent φ . Since φ does not have a (2, 1)-sunflower of size θ 1 , d 2 (φ ) ≤ θ 1 − 1. By only adding one new 2-clause, we have that
• φ * takes the petals of a (3, 1)-sunflower from its parent φ . Similar to the former case, d 2 (φ ) ≤ θ 1 − 1. Assume that r 2 (φ * ) ≥ 2θ 1 . Then there exists a literal y which appeared in at least θ 1 + 1 of the newly-formed petals. However, this is not possible as there would be a (3, 2)-sunflower of size at least θ 1 + 1 in φ , and the algorithm would choose that sunflower instead of a (3, 1)-sunflower. There are at most n immigrant 1-clauses introduced (literals corresponding to a single variable can be immigrant at most once), and so there are at most (2θ 1 − 1)n immigrant 2-clauses reduced by them (because in each reduction at most 2θ 1 − 1 immigrant clauses are eliminated). When the algorithm arrives at a leaf, φ * , because r 2 (φ * ) ≤ 2θ 1 − 1, we have that the total number of immigrant 2-clauses that remains is at most (2θ1−1)2n 2 < (2θ 1 −1)n. Thus the number of immigrant 2-clauses ever introduced is at most (4θ 1 − 2)n. In each step going down in the recursion tree at least one new immigrant one-or two-clause was created, and so depth of the recursion tree is at most (4θ 1 − 2)n + n < 4θ 1 n. This alone would not be sufficient to get a good estimate on the number number of leaves, but we further observe the following.
Each time the petals of a sunflower are taken, either at least θ 1 1-clauses are introduced, or at least θ 2 2-clauses are introduced. Therefore, the number of petals taken along a path from the root to a leaf is at most 
on the number of leafs, where γ(θ 1 , θ 2 ) ≤ 4θ 1 H(
Optimization. First, note that Equation 3 and H(p)/p(1 + log 2 1 p ) −→ 1 at p = 0 given that γ(θ 1 , θ 2 ) can be arbitrarily small at θ 2 = 4θ 2 1 and for θ 1 sufficiently large. This, together with Equation 2, gives the Sparsification Lemma.
Next, we compute the values for θ 1 and θ 2 that optimize the hardness reductions from instances whose size parameters are expressed in terms of n to instances whose size parameters are expressed in terms of L.
• Run the Sparsification Algorithm on input φ to get a list of 2 γ(θ1,θ2)n sparse instances in time O(2 γ(θ1,θ2)n poly(n)), each with length η(θ 1 , θ 2 )n. We have φi∈ φ i = φ.
• Use Solve to solve each instance φ i in time o(2
3.1432×10
−7 η(θ1,θ2)n ). The total running time is then less than 2
−7 (η(θ1,θ2)+γ(θ1,θ2))n .
• If any of the instances are satisfiable, it outputs 1, otherwise it outputs 0. This step takes time O(2 γ(θ1,θ2)n ).
The dominating term in the running time is then 2
−7 (η(θ1,θ2)+γ(θ1,θ2))n . An easy calculation
shows that Solve' runs in o(1.3 n ), beating the current best bound.
