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Abstract
We study structured matrices which consist of a band part and quasiseparable parts below and upper the
band. We extend algorithms known for quasiseparable matrices, i.e. for the case when the band consists of the
main diagonal only, to a wider class of matrices. The matrices which we consider may be treated as an usual
quasiseparable matrices with larger orders of generators. Hence one can apply the methods developed for
usual quasiseparable matrices and obtain various linear complexity O(N) algorithms. However in this case
the coefficients in N in the complexity estimates turns out to be quite large. In this paper we use the structure
more accurately by division of the matrix into three parts in which the middle part is the band instead of
diagonal as it is used for usual quasiseparable matrices. This approach allows to use better the structure of
the matrix in order to improve the coefficients in N in the complexity estimates for the algorithms. This
method works for algorithms which keep invariant the structure.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study structured matrices which consist of a band part and quasiseparable
parts below and above the band. More precisely we consider block matrices R = {Rij }Ni,j=1
whose block entries of sizes mi × nj ,∑Ni=1 mi = ∑Nj=1 nj are specified as follows
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Rij =
⎧⎨⎩
p(i − l1)a(i − l1 − 1) · · · a(j + 1)q(j), j < i − l1,
dij , −l1  j − i  l2,
g(i)b(i + 1) · · · b(j − l2 − 1)h(j − l2), i < j − l2.
(1.1)
Here l1, l2  0 are integers. The elements p(i)(i = 2, . . . , N − l1), q(j)(j = 1, . . . , N − l1 −
1), a(k)(k = 2, . . . , N − l1 − 1) are matrices of sizes mi+l1 × r ′i−1, r ′j × nj , r ′k × r ′k−1, respec-
tively; these elements are said to be l1-lower generators of the matrix R with orders r ′k(k =
1, . . . , N − l1 − 1). The elements g(i)(i = 1, . . . , N − l2 − 1), h(j)(j = 2, . . . , N − l2),
b(k)(k = 2, . . . , N − l2 − 1) are matrices of sizesmi × r ′′i , r
′′
j−1 × nj+l2 , r
′′
k−1 × r
′′
k , respectively;
these elements are said to be l2-upper generators of the matrix R with orders r ′′k , (k = 1, . . . , N −
l2 − 1). For scalar matrices the generators p(i), g(i) and q(j), h(j) are rows and columns of
the corresponding sizes. A matrix R with block entries specified in the form (1.1) is called
(l1, l2)-out-of-band quasiseparable ((l1, l2)-o.b.q.s) matrix with generators p(i), q(j), a(k) and
g(i), h(j), b(k). For such matrices we develop fast multiplication by vector and inversion algo-
rithms. We extend algorithms known for quasiseparable matrices, i. e. for the case when the band
consists of the main diagonal only, to a wider class of matrices.
A (l1, l2)-o.b.q.s. matrix may be treated as an usual quasiseparable matrix with lower generators
of orders up to r ′ + ml1 and upper generators with orders up to r ′′ + ml2, where m is the maximal
size of blocks and r ′, r ′′ are maximal orders of lower and upper generators. Hence one can apply
the methods developed for usual quasiseparable matrices and obtain various linear complexity
O(N) algorithms. However in this case the coefficients in N in the complexity estimates turns
out to be quite large. In this paper we use the structure more accurately by division of the matrix
into three parts in which the middle part is the band instead of diagonal as it is used for usual
quasiseparable matrices. This seems to be natural especially for the multiplication by vector
algorithm. This approach allows to use better the structure of the matrix in order to improve the
coefficients in N in the complexity estimates for the algorithms. This method works for algorithms
which keep invariant the structure.
The main attention in this paper is paid to the LDU factorization algorithm for o.b.q.s. matrices.
Based on this factorization we obtain a fast algorithm to solve the system of linear algebraic
equations. Our results here are the development of the approach suggested in [5] for diagonal
plus semiseparable scalar matrices. Notice that the algorithm presented here was not given in a
complete way previously for usual quasi separable matrices though the algorithm for the LDU
factorization is contained in [2] and the fast solver for quasiseparable triangular systems may be
found in [3]. The based on LDU factorization algorithm is obtained in the additional assumption
that the matrix is strongly regular. However the complexity of this method turns out to be essentially
smaller than for all other known algorithms for quasiseparable matrices. The latter is confirmed
by the measuring of the time in the numerical tests. The algorithms for QR factorization and QR
iterations for o.b.q.s. matrices will be presented in another joint with Bella and Olshevsky paper
[1].
A wider class of matrices was studied in the paper [6]. For matrices from this class different
independent partitions on blocks for the lower triangular and for the upper triangular parts may
be used. The results of the present paper may be extended on this class. For the multiplication
by vector algorithm it may be done automatically, for the LDU factorization algorithm some
additional technical work is needed.
The paper consists of nine sections. Section 1 is the introduction. In Section 2 we give the
definitions and auxiliary relations for the band part of the matrix. In Section 3 we present auxiliary
relations including the quasiseparable structure. Section 4 concerns the notion of rank numbers
268 Y. Eidelman, I. Gohberg / Linear Algebra and its Applications 429 (2008) 266–289
and existence of generators for any block matrix. In Sections 5,6 we derive algorithms for the
multiplication by vector and solution of triangular systems. Section 7 contains the main result of
the paper on the LDU factorization. In Section 8 we summarize the results of Sections 7 and 8 to
obtain a fast algorithm for solution of a system of linear algebraic equations with the analysis of
complexity. Section 9 contains some results of numerical tests.
2. Definitions
Let {a(k)} be a family of matrices of sizes rk × rk−1. For positive integers i, j, i > j define
the operation a>ij as follows: a
>
ij = a(i − 1) · · · a(j + 1) for i > j + 1, a>j+1,j = Irj .
Let {b(k)} be a family of matrices of sizes rk−1 × rk . For positive integers i, j, j > i define
the operation b<ij as follows: b
<
ij = b(i + 1) · · · b(j − 1) for j > i + 1, b<i,i+1 = Iri . It is easy to
see that
a>ik = a>ij a>j+1,k, i > j  k (2.1)
and
b<kj = b<k,i+1b<i,j , k  i < j. (2.2)
Let R = {Rij }Ni,j=1 be a matrix with block entries Rij of sizes mi × nj ,
∑N
i=1 mi =
∑N
j=1 nj and
let l1, l2  0 be integers. Assume that the entries of this matrix below the diagonal i − j = l1 are
represented in the form
Rij = p(i − l1)a>i−l1,j q(j), 1  j < i − l1  N − l1, (2.3)
where p(i)(i = 2, . . . , N − l1), q(j)(j = 1, . . . , N − l1 − 1), a(k)(k = 2, . . . , N − l1 − 1) are
matrices of sizes mi+l1 × r ′i−1, r ′j × nj , r ′k × r ′k−1, respectively. We say that the matrix R is l1-
lower out-of-band quasiseparable (l1-lower o.b.q.s.) with l1-lower generators p(i), q(j), a(k)
with orders r ′k(k = 1, . . . , N − l1 − 1). Assume that the entries of the matrixR above the diagonal
j − i = l2 are represented in the form
Rij = g(i)b<i,j−l2h(j − l2), 1  i < j − l2  N − l2, (2.4)
where g(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1)
are matrices of sizes mi × r ′′i , r
′′
j−1 × nj+l2 , r
′′
k−1 × r
′′
k , respectively. We say that the matrix R is
l2-upper out-of-band quasiseparable (l2-upper o.b.q.s.) with l2-upper generators g(i), h(j), b(k)
with orders r ′′k (k = 1, . . . , N − l1 − 1).
A matrix which is l1-lower o.b.q.s. and l2-upper o.b.q.s. is called (l1, l2)-out-of-band quasisep-
arable ((l1, l2)-o,b.q.s) matrix with given generators. The entries of such matrix are represented
in the form
Rij =
⎧⎨⎩
p(i − l1)a>i−l1,j q(j), 1  j < i − l1  N − l1,
dij , −l1  j − i  l2, 1  i  N, 1  j  N,
g(i)b<i,j−l2h(j − l2), 1  i < j − l2  N − l2.
(2.5)
Here dij are blocks of the sizes mi × nj . For scalar matrices the elements dij are the numbers
and the generators p(i), g(i) and q(j), h(j) are rows and columns of the corresponding sizes.
The class of o.b.q.s. matrices contains the usual banded matrices, banded plus semiseparable
matrices and the usual quasiseparable matrices. A (l1, l2)-banded matrix is obtained by taking
in (2.5) the l1-lower generators p(i), q(j), a(k) and l2-upper generators g(i), h(j), b(k) to be
zero matrices or by taking generators with the zero orders: r ′k = 0 (k = 1, . . . , N − l1 − 1), r
′′
k =
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0 (k = 1, . . . , N − l2 − 1). A (l1, l2)-banded plus semiseparable matrix consists of a part of a
matrix of the rank r ′ at most below the diagonal i − j = l1, a band part and a matrix of the rank r ′′
at most above the diagonal j − i = l2. A (l1, l2)-banded plus semiseparable matrix is obtained by
taking in (2.5) a(k) = Ir ′(k = 2, . . . , N − l1 − 1), b(k) = Ir ′′(k = 2, . . . , N − l2 − 1) and the
matrices p(i)(i = 2, . . . , N − l1), q(j)(j = 1, . . . , N − l1 − 1) and g(i)(i = 1, . . . , N − l2 −
1), h(j)(j = 2, . . . , N − l2) of sizes mi+l1 × r ′, r ′ × nj and mi × r ′′, r ′′ × nj+l2 , respectively.
A usual quasiseparable matrix corresponds to the case l1 = l2 = 0.
To describe the band part of a (l1, l2)-o.b.q.s. matrix we define the block vector rows dL(i), i =
1, . . . , N via
dL(i) = row(dij )λ
′′
i
j=λ′i , i = 1, . . . , N, (2.6)
where λ′i =max{1, i − l1}, λ
′′
i =min{i + l2, N}, i=1, . . . , N . The elements dL(k), k=1, . . . , N
are called band rows of the matrix R. We consider also the parts of the band rows dL(i) from the
strictly lower triangular and strictly upper triangular parts of the matrix:
eL(i) = row(dij )i−1j=λ′i , i = 2, . . . , N; eU(i) = row(dij )
λ
′′
i
j=i+1, i = 2, . . . , N.
(2.7)
and from the diagonal
d(i) = dii , i = 1, . . . , N. (2.8)
The elements eL(k)(k = 2, . . . , N) and eU(k)k = 1, . . . , N − 1 are called lower band rows and
upper band rows of the matrix R. The elements d(k)(k = 1, . . . , N) are called diagonal entries
of R.
We use also the column-wise representation of the band in the strictly lower triangular part:
we define lower band columns of the matrix R via
cL(j) = col(dij )θji=j+1, j = 1, . . . , N − 1, (2.9)
where θj = min{j + l1, N}.
From the definitions (2.6)–(2.8) directly follows that
eL(i) = dL(i)(1 : i − λ′i ), i = 2, . . . , N;
d(i) = dL(i)(i − λ′i + 1), i = 1, . . . , N;
eU(i) = dL(i)(i − λ′i + 2 : λ
′′
i − λ′i + 1), i = 1, . . . , N − 1.
Next comparing the definitions (2.9) and the first equalities in (2.7) we obtain the relations
cL(j)(k) = eL(k + j)(j + 1 − λ′k+j ), k = 1, . . . , θj − j, j = 1, . . . , N − 1
and
eL(i)(k) = cL(λ′i + k − 1)(i − k + 1 − λ′i ), k = 1, . . . , λ′i , i = 2, . . . , N. (2.10)
Here for a (block) vector row or block vector column a(i), a(i)(k : m) selects entries k to m.
3. Auxiliary matrices and relations
Here we derive some relations for columns and rows of o.b.q.s. matrices which are used in the
sequel.
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Let p(i)(i = 2, . . . , N − l1), q(j)(j = 1, . . . , N − l1 − 1), a(k)(k = 2, . . . , N − l1 − 1) be
matrices of sizes mi+l1 × r ′i−1, r ′j × nj , r ′k × r ′k−1, respectively. We define the matrices Qk(k =
1, . . . , N − l1 − 1) of sizes r ′k ×
∑k
j=1 nj and the matrices Pk(k = N − l1, . . . , 2) of sizes∑N−l1
i=k mi+l1 × r ′k−1 via relations
Qk = row(a>k+1,iq(i))ki=1, k = 1, . . . , N − l1 − 1; (3.1)
Pk = col(p(i)a>i,k−1)N−l1i=k , k = N − l1, . . . , 2. (3.2)
One can check directly that the matrices Pk,Qk are defined equivalently via recursive relations
Q1 = q(1), Qk =
(
a(k)Qk−1 q(k)
)
, k = 2, . . . , N − l1 − 1; (3.3)
PN−l1 = p(N − l1), Pk =
(
p(k)
Pk+1a(k)
)
, k = N − l1 − 1, . . . , 2. (3.4)
Similarly let g(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N −
l2 − 1) be matrices of sizes mi × r ′′i , r
′′
j−1 × nj+l2 , r
′′
k−1 × r
′′
k respectively. We define the matrices
Gk(k = 1, . . . , N − l2 − 1) of sizes ∑kj=1 mj × r ′′k and the matrices Hk(k = N − l2, . . . , 2) of
sizes r ′′k−1 ×
∑N−l2
i=k ni+l2 via relations
Gk = col(g(i)b<i,k+1)ki=1, k = 1, . . . , N − l1 − 1; (3.5)
Hk = row(b<k−1,ih(i))N−l2i=k , k = 2, . . . , N − l2. (3.6)
One can check directly that the matrices Gk,Hk are defined equivalently via recursive relations
G1 = g(1), Gk =
(
Gk−1b(k)
g(k)
)
, k = 2, . . . , N − l2 − 1; (3.7)
HN−l2 = h(N − l2), Hk =
(
b(k)Hk+1 h(k)
)
, k = N − l2 − 1, . . . , 2. (3.8)
The following relations for the corresponding submatrices of a lower o.b.q.s. matrix follow directly
from the definition (2.3).
Lemma 3.1. Let R = {Rij }Ni,j=1 be a matrix with l1-lower generators p(i) (i = 2, . . . , N −
l1), q(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1) of orders r ′k (k = 1, . . . , N −
l1 − 1). Using these generators define the matrices Qk (k = 1, . . . , N − l1 − 1), Pk(k =
N − l1, . . . , 2) via the formulas (3.1), (3.2).Let cL(k)(k = 1, . . . , N − 1) be lower band columns
of the matrix R.
Then the following representations are valid:
R(k + l1 + 1 : N, 1 : k) = Pk+1Qk, k = 1, . . . , N − l1 − 1; (3.9)
R(k + 1 : N, k) =
(
cL(k)
Pk+1q(k)
)
, k = 1, . . . , N − l1 − 1;
R(k + 1 : N, k) = cL(k), k = N − l1, . . . , N − 1.
(3.10)
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Proof. Formula (2.3) yields
R(k + l1 + 1 : N, 1 : k) =
⎛⎜⎝ p(k + 1)a
>
k+1,1q(1) . . . p(k + 1)a>k+1,kq(k)
...
.
.
.
...
p(N − l1)a>N−l1,1q(1) . . . p(N − l1)a>N−l1,kq(k)
⎞⎟⎠ ,
k = 1, . . . , N − l1 − 1.
Furthermore using the equalities (2.1) we obtain
R(k + l1 + 1 : N, 1 : k)
=
⎛⎜⎜⎜⎝
p(k + 1)
p(k + 2)a>k+2,k
...
p(N − l1)a>N−l1,k
⎞⎟⎟⎟⎠ · (a>k+1,1q(1) . . . a>k+1,k−1q(k − 1) q(k)) = Pk+1Qk.
Furthermore using (3.3) we obtain
R(k + l1 + 1 : N, k) = Pk+1q(k), k = 1, . . . , N − l1 − 1
and from the definition of the lower band columns cL(k) we get
cL(k) = R(k + 1 : k + l1, k), k = 1, . . . , N − l1 − 1;
cL(k) = R(k + 1 : N, k), k = N − l1, . . . , N − 1.
Combining these relations together we obtain (3.10). 
Conversely, it is easy to check that the relations (3.10) defines a lower o.b.q.s. matrix.
Lemma 3.2. Letp(i) (i = 2, . . . , N − l1), q(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N −
l1 − 1) be matrices of sizes mi+l1 × r ′i−1, r ′j × nj , r ′k × r ′k−1, respectively. Define the matrices
Pk (k = 2, . . . , N − l1) via relations (3.2). For a block matrix R = {Rij }Ni,j=1 with block entries
Rij of sizes mi × nj let the relations (3.10) hold.
Then R is a l1-lower o.b.q.s. matrix with l1-lower generators p(i) (i = 2, . . . , N − l1),
q(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1)and lower band columns cL(k) (k =
1, . . . , N − 1).
Proof. From (3.10) it follows directly that the elements cL(k) (k = 1, . . . , N − 1) are the lower
band columns of the matrix R. Furthermore using (3.2) we obtain
R(k + l1 + 1 : N, k) = Pk+1q(k) = col(p(i)a>i,k)N−l1i=k+1q(k),
which implies (2.3). 
Similarly one can prove the following assertions concerning the upper triangular part of the
matrix R.
Lemma 3.3. Let R = {Rij }Ni,j=1 be a l2-upper o.b.q.s. matrix with l2-upper generators g(i) (i =
1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1) of orders r ′′k (k =
1, . . . , N − l2 − 1). Using these generators define the matrices Gk (k = 1, . . . , N − l2 − 1),
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Hk (k = N − l2, . . . , 2) via (3.5), (3.6). Let eU(k) (k = 1, . . . , N − 1) be upper band rows of
the matrix R.
Then the following representations are valid:
R(1 : k, k + l2 + 1 : N) = GkHk+1, k = 1, . . . , N − l2 − 1; (3.11)
R(k, k + l2 + 1 : N) =
(
eU(k) g(k)Hk+1
)
, k = 1, . . . , N − l2 − 1;
R(k, k + l2 + 1 : N) = eU(k), k = N − l2, . . . , N − 1. (3.12)
Lemma 3.4. Letg(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N −
l2 − 1) be matrices of sizes mi × r ′′i , r
′′
j−1 × nj+l2 , r
′′
k−1 × r
′′
k , respectively. Define the matrices
Pk(k = 2, . . . , N − l1) via relations (3.2). For a block matrix R = {Rij }Ni,j=1 with block entries
Rij of sizes mi × nj let the relations (3.12) hold.
Then R is a l2-upper o.b.q.s. matrix with l2-upper generators g(i) (i = 1, . . . , N − l2 −
1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1) and upper band rows eU(k) (k =
1, . . . , N − 1).
4. Existence of generators
In this section we define the notions of rank numbers and minimal generators for a block
matrix. We obtain that for every matrix the minimal generators exist and show the connection of
minimal generators with rank numbers.
Let R = {Rij }Ni,j=1 be a matrix with block entries Rij of sizes mi × nj ,
∑N
i=1 mi =
∑N
j=1 nj
and let l1, l2  0 be integers. Consider ranks of maximal submatrices of R entirely located below
the diagonal i − j = l1 and above the diagonal j − i = l2:
rankR(k + l1 + 1 : N, 1 : k) = ρ′k, k = 1, . . . , N − l1 − 1.
and
rankR(1 : k, k + l2 + 1 : N) = ρ ′′k , k = 1, . . . , N − l2 − 1.
The numbers ρ′k(k = 1, . . . , N − l1 − 1) are called l1-lower rank numbers of the matrix R. The
numbers ρ ′′k (k = 1, . . . , N − l2 − 1) are called l2-upper rank numbers of the matrix R. Set nL =
max1kN−l1−1 ρ′k, nU = max1kN−l2−1 ρ
′′
k , the matrix R is called l1-lower out-of-band quasi-
separable of order nL and l2-upper out-of-band quasiseparable of order nU or (l1, l2)-out-of-band
quasiseparable of order (nL, nU) matrix.
Here we consider the properties of minimal lower generators and lower rank numbers. For
upper generators and upper rank numbers all results are similar.
Definiton 4.1. We say that the l1-lower generatorsp(i) (i=2, . . . , N − l1), q(j) (j =1, . . . , N −
l1 − 1), a(k) (k = 2, . . . , N − l1 − 1) of a matrix R are minimal if all their orders r ′k (k =
1, . . . , N − l1 − 1) are as small as possible among all l1-lower generators of the same matrix R,
i.e., for any other l1-lower generators of the matrix R with the orders t ′k (k = 1, . . . , N − l1 − 1)
the inequalities
r ′k  t ′k, k = 1, . . . , N − l1 − 1
hold. We also say that the orders r ′k(k = 1, . . . , N − l1 − 1) are the minimal orders of l1-lower
generators of the matrix R.
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Every matrix has generators and the minimal orders of generators coincide with the corre-
sponding rank numbers of the matrix. We also present an algorithm to compute a set of minimal
generators. These results are similar to ones presented in [4] for usual quasiseparable matrices.
Theorem 4.2. Let R = {Rij }Ni,j=1 be a block matrix with l1-lower rank numbers ρ′k(k = 1, . . . ,
N − l1 − 1).
Then the matrix R has l1-lower generators with orders equal to the corresponding rank num-
bers. Moreover for any matrix the l1-lower rank numbers are the minimal orders of l1-lower
generators.Furthermore the following algorithm yields a setp(i) (i = 2, . . . , N − l1), q(j) (j =
1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1) of minimal l1-lower generators of the matrix
R.
1. Set R(1) = R(2 + l1 : N, 1). Using QR factorization or SVD decomposition of the matrix
R(1) determine the matrices P2, q(1) of the sizes
(∑N
i=l1+2 mi
)
× r1 and r1 × n1, respectively
such that
R(1) = P2q(1) (4.1)
with P2 satisfying the relations
P ∗2 P2 = Ir1 , r1 = rankR(1). (4.2)
2. For k = 2, . . . , N − l1 − 1 perform the following.
Set R(k) = R(k + l1 + 1 : N, k).
Determine the matrices p(k), P ′′k of the sizes mk+l1 × rk−1,
(∑N
i=k+l1+1 mi
)
× rk−1, respec-
tively from the partition
Pk =
(
p(k)
P
′′
k
)
. (4.3)
Using QR factorization or SVD decomposition of the matrix (P ′′k R(k)) determine the matrices
Pk+1, Vk of the sizes
(∑N
i=k+1 mi
)
× rk, rk × (rk−1 + nk), respectively such that(
P
′′
k R
(k)
) = Pk+1Vk (4.4)
with Pk+1 satisfying the relations
P ∗k+1Pk+1 = Irk , rk = rank
(
P
′′
k R
(k)
)
. (4.5)
Determine the matrices a(k), q(k) of the sizes rk × rk−1, rk × nk, respectively from the partition
Vk =
[
a(k) q(k)
]
. (4.6)
3. Set
p(N − l1) = PN−l1 . (4.7)
Proof. Consider the matrices Pk(k = 2, . . . , N − 1) defined in the algorithm. Comparing the
corresponding entries in (4.4) and (4.6) we get
P
′′
k = Pk+1a(k), k = 2, . . . , N − 1.
Hence from the relations (4.7) and (4.3) it follows that the matrices Pk (k = 2, . . . , N − 1) satisfy
the recursions (3.4). Furthermore using (4.1), (4.4), (4.6) we get
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R(k + l1 + 1 : N, k) = Pk+1q(k), k = 1, . . . , N − l1 − 1.
Thus by Lemma 3.2 the elements p(i)(i = 2, . . . , N − l1), q(j) (j = 1, . . . , N − l1 − 1),
a(k) (k = 2, . . . , N − l1 − 1) are l1-lower generators of the matrix R.
Next we prove that the orders rk (k = 1, . . . , N − l1 − 1) are equal to the corresponding
rank numbers ρ′k (k = 1, . . . , N − l1 − 1). Define the matrices Qk (k = 1, . . . , N − l1 − 1) via
relations (3.3). By Lemma 3.1 we have
R(k + l1 + 1 : N, 1 : k) = Pk+1Qk, k = 1, . . . , N − l1 − 1.
We should check that
rankPk+1 = rankQk = rk, k = 1, . . . , N − l1 − 1.
The relations (4.2), (4.5) imply that the conditions
rankPk+1 = rk, k = 1, . . . , N − l1 − 1
hold. Next using the relation (4.1) we get rank(q(1)) = r1. Assume that for some k with N −
l1 − 1  k  2 the relation rankQk−1 = rk−1 holds. Using (3.3) we have
Qk =
(
a(k) q(k)
) (Qk−1 0
0 I
)
. (4.8)
The matrix
(
Qk−1 0
0 I
)
has the full low rank. Moreover using (4.4) we get
rank
(
a(k) q(k)
) = rk
and furthermore by using (4.8) we obtain
rankQk = rank
(
a(k) q(k)
) = rk.
Now assume that the elements p′(i) (i = 2, . . . , N − l1), q ′(j) (j = 1, . . . , N − l1 − 1),
a′(k) (k = 2, . . . , N − l1 − 1) are the l1-lower generators of the same matrix R with the orders
t ′k (k = 1, . . . , N − l1 − 1). Define the matrices P ′k (k = 2, . . . , N − l1),Q′k (k = 1, . . . , N −
l1 − 1) by the formulas (3.1), (3.2). By Lemma 3.1 we have
R(k + l1 + 1 : N, 1 : k) = P ′k+1Q′k, k = 1, . . . , N − l1 − 1.
Since the number of the columns of the matrix P ′k+1 and of the rows in the matrix Q′k equals t ′k
we obtain
ρ′k = rankR(k + l1 + 1 : N, 1 : k)  t ′k, k = 1, . . . , N − l1 − 1.
Hence it follows that the numbers ρ′k(k = 1, . . . , N − l1 − 1) are the minimal orders of l1-lower
generators for a given matrix R. 
Corollary 4.3. Let R be a (l1, l2)-out-of-band quasiseparable of order (nL, nU) matrix. Minimal
orders r ′k (k = 1, . . . , N − l1 − 1) and r
′′
k (k = 1, . . . , N − l2 − 1) of l1-lower generators and
l2-upper generators of the matrix R satisfy the relations
max
1kN−l1−1
r ′k = nL, max1kN−l2−1 r
′′
k = nU,
i.e., the maximal orders of minimal generators of a matrix are equal to the orders of quasisepa-
rability.
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5. Multiplication by vector
We start the presentation of fast algorithms for quasiseparable matrices with the multiplication
by vector algorithm.
Let R = {Rij }Ni,j=1 be a (l1, l2)-o.b.q.s. matrix with block entries Rij of sizes mi × nj with
given l1-lower generators p(i) (i = 2, . . . , N − l1), q(j) (j = 1, . . . , N − l1 − 1), a(k) (k =
2, . . . , N − l1 − 1) of orders r ′k (k = 1, . . . , N − l1 − 1), l2-upper generators g(i) (i = 1, . . . ,
N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1) of orders r ′′k (k = 1, . . . ,
N − l2 − 1) and diagonal rows dL(k) (k = 1, . . . , N). The multiplication of the matrix by a vector
may be performed as follows. Let x = col(x(i))Ni=1 be a vector with column coordinates x(i) of
sizes ni . The product y = Rx of the matrix R by the vector x is found as y = yL + yD + yU,
where yL = RLx, yD = RDx, yU = RUx and RL, RD,RU are correspondingly the parts of the
matrix R with the indices satisfying {i − j > l1}, {−l2  i − j  l1}, {j − i > l2} extended by
zeros.
For yL we have yL(1) = · · · = yL(1 + l1) = 0 and for i  2 using the relations (2.3) we obtain
yL(i + l1) =
i−1∑
j=1
Ri+l1,j x(j) =
i−1∑
j=1
p(i)a>ij q(j)x(j) = p(i)zi,
where
zi =
i−1∑
j=1
a>ij q(j)x(j). (5.1)
From the equalities (2.1) and a>i+1,i = I follows that zi satisfies the recursive relations
zi+1 =
i∑
j=1
a>i+1,j q(j)x(j) = a(i)
i−1∑
j=1
a>ij q(j)x(j) + a>i+1,iq(i)x(i)
= a(i)zi + q(i)x(i). (5.2)
For yU we have yU(N) = · · · = yU(N − l2) = 0 and for i  N − l2 − 1 using the relations (2.4)
we obtain
yU(i) =
N∑
j=i+l2+1
Rijx(j) =
N∑
j=i+l2+1
g(i)b<i,j−l2h(j − l2)x(j) = g(i)wi,
where
wi =
N∑
j=i+l2+1
b<i,j−l2h(j − l2)x(j). (5.3)
We have
wi−1 =
N∑
j=i+l2
b<i−1,j−l2h(j − l2)x(j)
and from the equalities (2.2) and b<i−1,i = I follows that wi satisfy the recursive relations
wi−1 = b(i)
N∑
j=i+l2+1
b<i,j−l2h(j − l2)x(j) + b<i−1,ih(i)x(i + l2)
= b(i)wi + h(i)x(i + l2). (5.4)
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ForyD using (2.6 we obtainyD(i) = dL(i)x(λ′i : λ
′′
i )i = 1, . . . , N withλ′i = max{1, i − l1}, λ
′′
i =
min{i + l2, N}.
From these relations we obtain the following algorithm for computing the product y = Rx.
Algorithm 5.1. 1. Start with yL(1) = · · · = yL(l1 + 1) = 0, z2 = q(1)x(1), yL(l1 + 2) =
p(2)z2 and for i = 3, . . . , N − l1 compute recursively
zi = a(i − 1)zi−1 + q(i − 1)x(i − 1), (5.5)
yL(i + l1) = p(i)zi . (5.6)
2. For i = 1, . . . , N set λ′i = max{1, i − l1}, λ
′′
i = min{i + l2, N} and compute
yD(i) = dL(i)x(λ′i : λ
′′
i ). (5.7)
3. Start withyU(N) = · · · = yU(N − l2) = 0, wN−l2−1 = h(N − l2)x(N), yU(N − l2 − 1) =
g(N − l2 − 1)wN−l2−1 and for i = N − l2 − 2, . . . , 1 compute recursively
wi = b(i + 1)wi+1 + h(i + 1)x(i + l2 + 1), (5.8)
yU(i) = g(i)wi. (5.9)
4. Compute the vector y
y = yL + yD + yU.
Direct computations shows that the number of flops, i.e. arithmetic operations of the form
a ± bc for each step of Algorithm 5.1 is given as follows.
1. The formula (5.5): r ′i−1r ′i−2 + r ′i−1ni−1.
2. The formula (5.6): mi+l1r ′i−1 flops.
3. The formula (5.7): mi
∑λ′′i
k=λ′i nk flops.
4. The formula (5.8): r ′′i r
′′
i+1 + r
′′
i ni+l2+1 flops.
5. The formula (5.9): mir ′′i flops.
Thus the total complexity c of Algorithm 5.1 is
c =
N∑
i=1
(
r ′i−1r ′i−2 + r ′i−1ni−1 + mi+l1r ′i−1
+ mi
λ
′′
i∑
k=λ′i
nk + r ′′i r
′′
i+1 + r
′′
i ni+l2+1 + mir
′′
i
)
.
Set
m = max
{
max
1kN
mk, max
1kN
nk
}
, r = max
{
max
1kN−l1
r ′k, max1kN−l2
r
′′
k
}
.
Using the inequalities
mk, nk  m, r ′k, r
′′
k  r,
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we obtain the estimate for complexity
c  N [2r2 + 4rm + m2(1 + l1 + l2)].
For a small value ofm, in particular form = 1, i.e. for scalar matrices, the complexity of Algorithm
5.1 is O(r2N). One can see that a term with r2 appears because of multiplication by the matrices
a(i), b(i) in the the formulas (5.5) and (5.8). For banded plus semiseparable matrices we have
a(k) = I, b(k) = I and hence multiplication by a(k), b(k) costs nothing. Therefore for banded
plus semiseparable matrices complexity of Algorithm 5.1 is O(rN). The same situation takes
place for banded matrices for which a(k), b(k) are zeros. More generally we obtain the O(rN)
complexity for the cases when the multiplication of the matrices a(k), b(k) by a vector may be
done in linear in r number of operations. We plan to study such generators elsewhere.
An algorithm for a fast multiplication of a rank structured matrix by vector is presented in [6].
This algorithm uses Givens-weight representations instead of generators.
6. Solution of triangular systems
An algorithm similar to Algorithm 5.1 can be obtained for the solution of the system Rx = y
with a triangular o.b.q.s. matrix.
Let R be a block lower triangular matrix R = {Rij }Ni,j=1 with block entries Rij of sizes mi ×
mj . Assume that R is a l1-lower o.b.q.s. matrix with l1-lower generators p(i) (i = 2, . . . , N −
l1), q(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1) of orders r ′k (k = 1, . . . , N −
1), lower band rows eL(k) (k = 2, . . . , N − 1) and invertible diagonal entriesd(k) (k = 1, . . . , N).
Solution of the lower triangular system Rx = y is obtained by the formulas
x(1) = R−111 y(1), x(i) = R−1ii
⎛⎝y(i) − i−1∑
j=1
Rijx(j)
⎞⎠ , i = 2, . . . , N.
Using (2.3), (2.8) and the first relation from (2.7) we obtain
x(1) = d(1)−1y(1),
x(k) = (d(k))−1(y(k) − eL(k)x(1 : k − 1)), k = 2, . . . , l1 + 1
and
x(i + l1) = d(i + l1)−1(y(i + l1) −
i−1∑
j=1
p(i)a>ij q(j)x(j) −
i+l1−1∑
j=i
Rij x(j))
= d(i + l1)−1(y(i + l1) − p(i)zi − eL(i + l1)x(i : i + l1 − 1)),
i = 2, . . . , N − l1,
where the auxiliary variable zk is given by (5.1) and satisfies the recursions (5.2).
Thus we obtain the following algorithm.
Algorithm 6.1. 1. Start with x(1) = (d(1))−1y(1) and for k = 2, . . . , l1 + 1 compute
x(k) = (d(k))−1(y(k) − eL(k)x(1 : k − 1)).
2. Compute
z2 = q(1)x(1),
x(l1 + 2) = d(l1 + 2)−1(y(l1 + 2) − eL(l1 + 2)x(2 : l1 + 1) − p(2)z2)
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and for i = 3, . . . , N − l1 compute recursively
zi = a(i − 1)zi−1 + q(i − 1)x(i − 1), (6.1)
x(i + l1) = d(i + l1)−1(y(i + l1) − eL(i + l1)x(i : i + l1 − 1) − p(i)zi). (6.2)
Similarly we consider the case when R is a block upper triangular matrix. Assume that R
is a l2-upper o.b.q.s. matrix with l2-upper generators g(i) (i = 1, . . . , N − l2 − 1), h(j) (j =
2, . . . , N), b(k) (k = 2, . . . , N − 1)of orders r ′′k (k = 1, . . . , N − 1), upper band rows eU(k) (k =
1, . . . , N − 1) and invertible diagonal entries d(k) (k = 1, . . . , N). Solution of the upper trian-
gular system Rx = y is obtained by the formulas
x(N) = R−1NNy(N), x(i) = R−1ii (y(i) −
N∑
j=i+1
Rijx(j)), i = N − 1, . . . , 1.
Using (2.4) and (2.8) and the second relation from (2.7) we obtain
x(N) = d(N)−1y(N),
x(i) = (d(i))−1(y(i) − eU(i)x(i + 1 : N)), i = N − 1, . . . , N − l2
and
x(i) = d(i)−1
⎛⎝y(i) − i+l2∑
j=i+1
Rijx(j) −
N∑
j=i+l2+1
g(i)b<ijh(j − l2)x(j)
⎞⎠
= d(i)−1(y(i) − eU(i)x(i + 1 : i + l2) − g(i)wi), i = N − l2 − 1, . . . , 1,
where the auxiliary variable wk is given by (5.3) and satisfies the recursions (5.4).
Thus we obtain the following algorithm.
Algorithm 6.2. 1. Start with x(N) = (d(N))−1y(N) and for i = N − 1, . . . , N − l2 compute
x(i) = (d(i))−1(y(i) − eU(i)x(i + 1 : N)).
2. Compute
wN−l2−1 = h(N − l2)x(N),
x(N − l2 − 1) = d(N − l2 − 1)−1(y(N − l2 − 1) − eU(N − l2 − 1)x(i + 1 : i + l2)
− g(N − l2 − 1)wN−l2−1)
and for i = N − l2 − 2, . . . , 1 compute recursively
wi = b(i + 1)wi+1 + h(i + 1)x(i + l2 + 1), (6.3)
x(i) = d(i)−1(y(i) − eU(i)x(i + 1 : i + l2) − g(i)wi). (6.4)
7. The LDU factorization
In this section we present a fast LDU factorization algorithm for a o.b.q.s. matrix. This is a
development of the method suggested in [5] for diagonal plus semiseparable scalar matrices. The
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results of this section are the direct generalization of Theorem 6.1 from [2] obtained for usual
quasiseparable matrices.
Let R = {Rij }Ni,j=1 be a block matrix with block entries of sizes mi × mj with invertible
principal leading submatrices {Rij }ki,j=1. Then R admits the factorization
R = (I + SL)D(I + SU), (7.1)
whereD is a block diagonal matrix with invertible diagonal entries, SL and SU are correspondingly
block lower triangular and upper triangular matrices with zero block diagonals.
We show that for a o.b.q.s. matrix R the factors I + SL and I + SU has the same structure as
the lower triangular part and the upper triangular parts of the matrix R.
Lemma 7.1. Let R be a block (l1, l2)-out-of-band quasiseparable of order (nL, nU) matrix with
invertible principal leading submatrices.
Then in the factorization (7.1) for the matrix R the matrices I + SL and I + SU are l1-lower
out-of-band quasiseparable of order nL and l2-upper out-of-band quasiseparable of order nU
matrices respectively.
Proof. Using the formula (7.1) and the fact that the matrix D(I + SU) is upper triangular we get
(I + SL)(k + l1 + 1 : N, 1 : k) = R(k + l1 + 1 : N, 1 : k) · (D(I + SU))(1 : k, 1 : k),
k = 1, . . . , N − l1 − 1.
Hence it follows that the matrices R and I + SL have the same l1-lower rank numbers. Therefore
I + SL is a l1-lower out-of-band quasiseparable of order nL matrix.
In the same way we obtain that I + SU is a l2-upper out-of-band quasiseparable of order nU
matrix. 
Next we derive an algorithm to compute the band parts and the generators of the factors in the
factorization (7.1) for a o.b.q.s. matrix. We show that a part of generators of the factors I + SL and
I + SU are the same as for the original matrix and the rest of generators and the band elements
are obtained via a O(N) linear complexity algorithm.
Theorem 7.1. Let R = {Rij }Ni,j=1 be a block matrix with block entries of sizes mi × mj with
invertible principal leading block submatrices Ak = {Rij }ki,j=1, k = 1, . . . , N. Assume that R
is a block (l1, l2)-o.b.q.s. matrix with l1-lower generators p(i) (i = 2, . . . , N − l1), q(j) (j =
1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1)of orders r ′k (k = 1, . . . , N − l1 − 1), l2-upper
generators g(i) (i=1, . . . , N − l2 − 1), h(j) (j =2, . . . , N − l2), b(k) (k=2, . . . , N − l2 − 1)
of orders r ′′k (k = 1, . . . , N − l2 − 1), lower band columns cL(k) (k = 1, . . . , N − 1) and upper
band rows eU(k) (k = 1, . . . , N − 1), and diagonal entries d(k) (k = 1, . . . , N). Introduce the
notations
θk = min{k + l1, N}, λk = min{k + l2, N},
νk =
θk∑
i=k+1
mi, ηk =
λk∑
i=k+1
mi, k = 1, . . . , N − 1,
qˆ(k) =
(
cL(k)
q(k)
)
, k = 1, . . . , N − l1 − 1,
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qˆ(k) = cL(k), k = N − l1, . . . , N − 1;
gˆ(k) = (eU(k) g(k)) , k = 1, . . . , N − l2 − 1,
gˆ(k) = eU(k), k = N − l2, . . . , N − 1;
a˜(k) = Iνk−1 , k = N, . . . , N − l1 + 1; b˜(k) = Iηk−1 , k = N, . . . , N − l2 + 1;
a˜(N − l1) =
(
IνN−l1−1 0
0 p(N − l1)
)
,
a˜(k) =
⎛⎝Iνk−1 00 p(k)
0 a(k)
⎞⎠ , k = N − l1 − 1, . . . , 2; (7.2)
b˜(N − l2) =
(
IηN−l2−1 0
0 h(N − l2)
)
,
b˜(k) =
(
Iηk−1 0 0
0 h(k) b(k)
)
, k = N − l2 − 1, . . . , 2. (7.3)
Then in the factorization (7.1) the matrix SL is l1-lower o.b.q.s.with l1-lower generatorsp(i) (i =
2, . . . , N − l1), q(1)(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1) and lower band
columns c(1)L (k) k = 1, . . . , N − 1, the matrix SU is l2-upper o.b.q.s. with l2-upper generators
g(1)(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1) and
upper band rows e(1)U (k) k = 1, . . . , N,D = diag{γ1, . . . , γN }. Here the elements p(i), a(k),
h(j), b(k) are the same as for the matrix R and the elements q(1)(j), g(1)(i), c(1)L (k), e(1)U (k), γk
are determined via the following algorithm.
1. Compute
γ1 = d(1), q(1)(1) = q(1)γ−11 , g(1)(1) = γ−11 g(1), (7.4)
c
(1)
L (1) = cL(1)γ−11 , e(1)U (1) = γ−11 eU(1), (7.5)
f1 = qˆ(1)γ−11 gˆ(1). (7.6)
2. For k = 2, . . . , N − 1 : compute
Zk = a˜(k)fk−1b˜(k), (7.7)
γk = d(k) − Zk(1 : mk, 1 : mk), (7.8)
q ′(k) = qˆ(k) − Zk(mk + 1 : mk + νk + r ′k, 1 : mk), (7.9)
qˆ(1)(k) = q ′(k)γ−1k , (7.10)
g′(k) = gˆ(k) − Zk(1 : mk,mk + 1 : mk + ηk + r ′′k ), (7.11)
gˆ(1)(k) = γ−1k g′(k), (7.12)
fk = Zk(mk + 1 : mk + νk + r ′k,mk + 1 : mk + ηk + r
′′
k ) + qˆ(1)(k)gˆ′(k). (7.13)
3.For k = 1, . . . , N − l1 − 1 determine the matrices c(1)L (k), q(1)(k) of the sizes νk × mk, r ′k ×
mk from the partitions
qˆ(1)(k) =
(
c
(1)
L (k)
q(1)(k)
)
(7.14)
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and for k = N − l1, . . . , N − 1 set
c
(1)
L (k) = qˆ(1)(k); (7.15)
for k = 1, . . . , N − l2 − 1 determine the matrices e(1)U (k), g(1)(k) of the sizes mk × ηk,mk × r
′′
kfrom the partitions
gˆ(1)(k) =
(
e
(1)
U (k) g
(1)(k)
)
(7.16)
and for k = N − l2, . . . , N − 1 set
e
(1)
U (k) = gˆ(1)(k). (7.17)
4. Compute
ZN = a˜(N)fN−1b˜(N), γN = d(N) − ZN(1 : mN, 1 : mN). (7.18)
Proof. Consider the factorization (7.1). Using the partitions of the matrix R
R =
(
Ak−1 Bk−1
Ck−1 Dk
)
, k = 2, . . . , N.
with Ak = R(1 : k, 1 : k) and of the submatrices Ak
Ak =
(
Ak−1 bk−1
ck−1 d(k)
)
, k = 2, . . . , N. (7.19)
we obtain the following representations. The matrix D in (7.1) is a block diagonal matrix
D = diag{γ1, . . . , γN }
with invertible diagonal blocks γk(k = 1, . . . , N) obtained by the formulas
γ1 = d(1), γk = d(k) − ck−1A−1k−1bk−1, k = 2, . . . , N. (7.20)
Furthermore the matrices SL, SU in (7.1) are determined via relations
SL(k : N, k) = k(:, 1)γ−1k , k = 1, . . . , N − 1. (7.21)
SU(k, k : N) = γ−1k k(1, :), k = 1, . . . , N − 1, (7.22)
where
1 = R, k = Dk − Ck−1A−1k−1Bk−1, k = 2, . . . , N − 1. (7.23)
Using (7.23) we obtain for k = 2, . . . , N − 1 the representations
k(:, 1) = Dk(:, 1) − Ck−1A−1k−1bk−1, (7.24)
k(1, :) = Dk(1, :) − ck−1A−1k−1Bk−1. (7.25)
To prove the theorem we should check that the elements γk(k = 1, . . . , N) are determined by
the formulas (7.4) and (7.8) and moreover, by Lemma 3.2, Lemma 3.4, that the matrices SL, SU
satisfy the relations
SL(k + l1 + 1 : N, k) = Pk+1q(1)(k), k = 1, . . . , N − l1 − 1, (7.26)
SL(k + 1 : θk, k) = c(1)L (k), k = 1, . . . , N − 1; (7.27)
SU(k, k + l1 + 1 : N) = g(1)(k)Hk+1, k = 1, . . . , N − l2 − 1, (7.28)
SU(k, k + 1 : λk) = e(1)U (k), k = 1, . . . , N − 1 (7.29)
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with the matrices Pk+1, Hk+1 defined in (3.2) and (3.6) and the elements q(1)(k), c(1)L (k), g(1)(k),
e
(1)
U (k) determined in the algorithm.
We derive some auxiliary relations. We define the matrices P̂k, k = 2, . . . , N via
P̂k = a˜(k), k = N, . . . , N − l1, P̂k =
(
Iνk−1 0
0 Pk
)
, k = N − l1 − 1, . . . , 2.
(7.30)
Using these matrices we may rewrite the equalities (3.10) in the form
R(k + 1 : N, k) = P̂k+1qˆ(k), k = 1, . . . , N − 1. (7.31)
Using the definition of the matrices a˜(k) and the recursions (3.4) one can check easily that
P̂N = a˜(N), P̂k =
(
Imk 0
0 P̂k+1
)
a˜(k), k = N − 1, . . . , 2. (7.32)
Furthermore we set
pˆ(N) = a˜(N), pˆ(k) = a˜(k)(1 : mk, :),
aˆ(k) = a˜(k)(mk + 1 : mk + νk + r ′k, :), k = N − 1, . . . , 2 (7.33)
and using (7.32) we get
P̂N = pˆ(N), P̂k =
(
pˆ(k)
P̂k+1aˆ(k)
)
, k = N − 1, . . . , 2. (7.34)
From the relations (7.31) and (7.34) by Lemma 3.2 with l1 = 0 it follows that the elements
pˆ(i) (i = 2, . . . , N), qˆ(j) (j = 1, . . . , N − 1), aˆ(k) (k = 2, . . . , N − 1) are lower (non-shifted)
generators of the matrix R. We define the matrices Q̂k, k = 1, . . . , N − 1 via
Q̂1 = qˆ(1), Q̂k =
(
aˆ(k)Q̂k−1 qˆ(k)
)
, k = 2, . . . , N − 1. (7.35)
Applying Lemma 3.1 with l1 = 0 we obtain the representations
R(k + 1 : N, 1 : k) = P̂k+1Q̂k, k = 1, . . . , N − 1. (7.36)
Similarly we define the matrices Ĥk, k = 2, . . . , N via
Ĥk = b˜(k), k = N, . . . , N − l1,
Ĥk =
(
Iηk−1 0
0 Hk
)
, k = N − l2 − 1, . . . , 2. (7.37)
Using these matrices we may rewrite the equalities (3.12) in the form
R(k, k + 1 : N) = gˆ(k)Ĥk+1, k = 1, . . . , N − 1. (7.38)
Using the definition of the matrices b˜(k) and the recursions (3.8) one can check easily that
ĤN = b˜(N), Ĥk = b˜(k)
(
Imk 0
0 Ĥk+1
)
, k = N − 1, . . . , 2. (7.39)
Furthermore we set
hˆ(N) = b˜(N), hˆ(k) = b˜(k)(:, 1 : mk),
bˆ(k) = b˜(k)(:,mk + 1 : mk + ηk + r ′′k ), k = N − 1, . . . , 2 (7.40)
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and using (7.39) we get
HN = h(N), Hk =
(
b(k)Hk+1 h(k)
)
, k = N − 1, . . . , 2. (7.41)
From the relations (7.38), (7.41) by Lemma 3.3 with l2 = 0 it follows that the elements gˆ(i) (i =
1, . . . , N − 1), hˆ(j) (j = 2, . . . , N), bˆ(k) (k = 2, . . . , N − 1) are lower (non-shifted) generators
of the matrix R. We define the matrices Ĝk, k = 1, . . . , N − 1 via
Ĝ1 = gˆ(1), Ĝk =
(
Ĝk−1bˆ(k)
gˆ(k)
)
, k = 2, . . . , N − 1. (7.42)
Applying Lemma 3.4 with l2 = 0 we obtain the representations
R(1 : k, k + 1 : N) = ĜkĤk+1, k = 1, . . . , N − 1. (7.43)
Now we will prove the relations (7.26)–(7.29). For k = 1 we have γ1 = d(1) and, using (3.10),
(3.12) we get
1(2 : N, 1) = R(2 : N, 1) =
(
cL(1)
P2q(1)
)
,
1(1, 2 : N) = R(1, 2 : N) =
(
eU(1) g(1)H2
)
and hence using (7.21), (7.22) we obtain
SL(2 : N, 1) =
(
c
(1)
L (1)
P2q(1)(1)
)
, SU(1, 2 : N) =
(
e
(1)
U (1) g
(1)(1)H2
)
with the elements q(1)(1), g(1)(1), c(1)L (1), e
(1)
U (1) defined in (7.4) and (7.5).
For k > 1 we have the following. Using (7.31) we obtain the representations
Dk(:, 1) = R(k : N, k) =
(
d(k)
P̂k+1qˆ(k)
)
, k = 2, . . . , N − 1,
which imply
Dk(:, 1) =
(
Imk 0
0 P̂k+1
)(
d(k)
qˆ(k)
)
, k = 2, . . . , N − 1. (7.44)
Similarly using (7.38) we obtain the representations
Dk(1, :) = R(k, k : N) =
(
d(k) gˆ(k)Ĥk+1
)
, k = 2, . . . , N − 1
which imply
Dk(1, :) =
(
d(k) gˆ(k)
) (Imk 0
0 Ĥk+1
)
, k = 2, . . . , N − 1. (7.45)
Next using (7.36) we have
Ck−1 = R(k : N, 1 : k − 1) = P̂kQ̂k−1, k = 2, . . . , N
and using (7.32) we get
Ck−1 =
(
Imk 0
0 P̂k+1
)
a˜(k)Q̂k−1, k = 2, . . . , N. (7.46)
Similarly using (7.43) we have
Bk−1 = R(1 : k − 1, k : N) = Ĝk−1Ĥk, k = 2, . . . , N
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and using (7.39) we get
Bk−1 = Ĝk−1b˜(k)
(
Imk 0
0 Ĥk+1
)
, k = 2, . . . , N. (7.47)
Next for the rows ck−1 = R(k, 1 : k − 1), k = 2, . . . , N using (7.46) and (7.33) we get
ck−1 = pˆ(k)Q̂k−1, k = 2, . . . , N (7.48)
and similarly for the columns bk−1 = R(1 : k − 1, k), k = 2, . . . , N using (7.47) and (7.40) we
obtain
bk−1 = Ĝk−1hˆ(k), k = 2, . . . , N. (7.49)
Next we introduce the matrices
fk = Q̂kA−1k Ĝk, k = 1, . . . , N − 1 (7.50)
of the sizes (mk + νk + r ′k) × (mk + ηk + r
′′
k ) and set
Zk = a˜(k)fk−1b˜(k), k = 2, . . . , N.
Using the definitions (7.33) and (7.40) we obtain the representations
Zk(1 : mk, 1 : mk) = pˆ(k)fk−1hˆ(k), (7.51)
Zk(mk + 1 : mk + νk + r ′k, 1 : mk) = aˆ(k)fk−1hˆ(k), (7.52)
Zk(1 : mk,mk + 1 : mk + ηk + r ′′k ) = pˆ(k)fk−1bˆ(k), (7.53)
Zk(mk + 1 : mk + νk + r ′k,mk + 1 : mk + ηk + r
′′
k ) = aˆ(k)fk−1bˆ(k). (7.54)
Next substituting (7.44), (7.46), (7.49) to (7.24) we obtain
k(:, 1) =
(
Imk 0
0 P̂k+1
)[(
d(k)
qˆ(k)
)
− a˜(k)fk−1hˆ(k)
]
and substituting (7.45), (7.47), (7.48) to (7.25) we get
k(1, :) =
[(
d(k) gˆ(k)
)− pˆ(k)fk−1b˜(k)](Imk 00 Ĥk+1
)
.
Hence using (7.51)–(7.53) we obtain the relations
k(:, 1) =
(
γk
P̂k+1q ′(k)
)
, k = 2, . . . , N − 1,
and
k(1, :) =
(
γk g
′(k)Ĥk+1
)
, k = 2, . . . , N − 1
with the elements γk from (7.8) and the matrices q ′(k), g′(k) determined in (7.9) and (7.11).
Furthermore using (7.21) and (7.22) we get
SL(k + 1 : N, k) = P̂k+1q(1)(k), k = 2, . . . , N − 1
and
SU(k, k + 1 : N) = g(1)(k)Ĥk+1, k = 2, . . . , N − 1
with the elements q(1)(k), g(1)(k) from (7.10) and (7.12). From here using the formulas (7.30)
and (7.37) and the partitions (7.14), (7.15) and (7.16), (7.17) we obtain the desired representations
(7.26)–(7.29).
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Finally the formula (7.20) with k = N together with (7.48) and (7.49) yields
γN = d(N) − pˆ(N)fN−1hˆ(N).
From here using (7.51) we obtain (7.18).
It remains to prove the relations (7.6) and (7.13). The equality (7.6) follows directly from the
definition (7.50) and relations
Q̂1 = qˆ(1), Ĝ1 = gˆ(1), γ1 = d(1).
For k > 1 we consider the matrices Ak partitioned in the form (7.19). Using the formulas (7.48),
(7.49) we obtain the factorizations
Ak =
(
I 0
pˆ(k)Q̂k−1A−1k−1 I
)(
Ak−1 0
0 γk
)(
I A−1k−1Ĝk−1hˆ(k)
0 I
)
which implies
A−1k =
(
I −A−1k−1Ĝk−1hˆ(k)
0 I
)(
A−1k−1 0
0 γ−1k
)(
I 0
−pˆ(k)Q̂k−1A−1k−1 I
)
. (7.55)
Using (7.35) we have
Q̂k
(
I −A−1k−1Ĝk−1hˆ(k)
0 I
)
= (aˆ(k)Q̂k−1 −aˆ(k)fk−1hˆ(k) + qˆ(k)) . (7.56)
Comparing (7.52) with (7.9) we obtain
− aˆ(k)fk−1hˆ(k) + qˆ(k) = q ′(k). (7.57)
Using (7.42) we have(
I 0
−pˆ(k)Q̂k−1A−1k−1 I
)
Ĝk =
(
Ĝk−1bˆ(k)
−pˆ(k)fk−1bˆ(k) + gˆ(k)
)
Comparing (7.53) with (7.11) we obtain
− pˆ(k)fk−1bˆ(k) + gˆ(k) = g′(k). (7.58)
Now from the definition (7.50) and relations (7.55)–(7.58) we get
fk = aˆ(k)fk−1bˆ(k) + q ′(k)γ−1k g′(k).
From here using (7.54) and (7.10) we obtain (7.13) that completes the proof. 
8. Solution of the o.b.q.s. system. Complexity
Let R = {Rij }Ni,j=1 be a block matrix with block entries of sizes mi × mj with invertible
principal leading submatrices {Rij }ki,j=1. Assume that R is a block (l1, l2)-o.b.q.s. matrix with
l1-lower generators p(i)(i = 2, . . . , N − l1), q(j)(j = 1, . . . , N − l1 − 1), a(k)(k = 2, . . . ,
N − l1 − 1), l2-upper generators g(i)(i = 1, . . . , N − l2 − 1), h(j)(j = 2, . . . , N − l2),
b(k)(k = 2, . . . , N − l2 − 1), lower band columns cL(k)(k = 1, . . . , N − 1) and upper band
rows eU(k)(k = 1, . . . , N − 1), and diagonal entries d(k)(k = 1, . . . , N). Using the factorization
algorithm from Theorem 7.1 and Algorithms 6.1 and 6.2 we obtain the following algorithm to
solve the system of linear algebraic equations Rx = y.
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Algorithm 8.1. 1. Using Algorithm 7.1 compute the LDU factorization (7.1), i.e. determine
l1-lower generators p(i)(i = 2, . . . , N − l1), q(1)(j)(j = 1, . . . , N − l1 − 1), a(k)(k = 2, . . . ,
N − l1 − 1) and lower band columns c(1)L (k)k = 1, . . . , N − 1 of the strictly block lower tri-
angular matrix SL, l2-upper generators g(1)(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N −
l2), b(k) (k = 2, . . . , N − l2 − 1) and upper band rows e(1)U (k) k = 1, . . . , N of the strictly block
upper triangular matrix SU and the diagonal matrix D = diag{γ1, . . . , γN }, such that
R = (I + SL)D(I + SU).
2. Using the formulas (2.10) determine lower band rows e(1)L (k) k = 2, . . . , N of the matrix
SL. Applying Algorithm 6.1 to the block lower triangular matrix I + SL with l1-lower generators
p(i) (i = 2, . . . , N − l1), q(1)(j) (j = 1, . . . , N − l1 − 1), a(k) (k = 2, . . . , N − l1 − 1), lower
band rows e(1)L (k) k = 2, . . . , N and identity diagonal entries determine the solution x′ of the
system (I + SL)x′ = y.
3. Determine the solution x ′′ of the system Dx ′′ = x′ via
x
′′
i = γ−1x′i , i = 1, . . . , N. (8.1)
4. Applying Algorithm 6.2 to the block upper triangular matrix I + SU with l2-upper generators
g(1)(i) (i = 1, . . . , N − l2 − 1), h(j) (j = 2, . . . , N − l2), b(k) (k = 2, . . . , N − l2 − 1), upper
band rows e(1)U (k) k = 1, . . . , N and identity diagonal entries determine the solution x of the
system (I + SU)x = x ′′ .
Direct computations shows that the number of flops, i.e. arithmetic operations of the form
a ± bc for each step of Algorithm 8.1 is given as follows.
1. The formula (7.7):
(mk+l1 + r ′k)r ′k−1(ηk−1 + mk+l2 + r
′′
k ) + (mk+l2 + νk−1 + r ′k)r
′′
k−1(mk+l2 + r
′′
k ) flops.
2. The formula (7.10): (νk + r ′k)θ(mk) flops.
3. The formula (7.12): (ηk + r ′′k )θ(mk) flops.
4. The formula (7.13): (νk + r ′k)mk(ηk + r
′′
k ) flops.
5. The formula (6.1): r ′k−1r ′k−2 + r ′k−1mk−1 flops.
6. The formula (6.2): mk+l1r ′k−1 + mk+l1νk−1 flops.
7. The formula (8.1): θ(mk) flops.
8. The formula (6.3): r ′′k r
′′
k+1 + r
′′
kmk+l2+1 flops.
9. The formula (6.4): mkηk + r ′′kmk flops.
Here θ(m)means the complexity of the solution of am × m system of linear algebraic equations
using a standard method.
Thus the total complexity c of Algorithm 8.1 is given as follows:
c =
N∑
k=1
[(mk+l1 + r ′k)r ′k−1(ηk−1 + mk+l2 + r
′′
k ) + (mk+l2 + νk−1 + r ′k)r
′′
k−1(mk+l2 + r
′′
k )
+ (νk + r ′k + ηk + r
′′
k + 1)θ(mk) + (νk + r ′k)mk(ηk + r
′′
k ) + r ′k−1r ′k−2
+ r ′k−1mk−1 + mk+l1r ′k−1 + mk+l1νk−1 + r
′′
k r
′′
k+1 + r
′′
kmk+l2+1 + mkηk + r
′′
kmk]
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Set
m = max
1kN
mk, r = max
{
max
1kN−l1
r ′k, max1kN−l2
r
′′
k
}
, l = max{l1, l2}.
Using the inequalities
mk  m, r ′k, r
′′
k  r, νk, ηk  lm
we obtain the estimate for complexity
c N [2(m + r)r(ml + m + r) + (2lm + 2r + 1)θ(m)
+ (lm + r)2m + 2(r2 + 2rm + m2l)]. (8.2)
For a non-banded quasiseparable matrix, i.e. for l = 0 we get
c  N [2(m + r)2r + (2r + 1)θ(m) + r2m + 2(r2 + 2rm)]. (8.3)
Notice that Algorithm 8.1 to be applied to an usual quasiseparable matrix has a common part
with the algorithm from Chapter 5 of our previous paper [2] obtained in the same conditions. This
algorithm from [2] contains some extra operations to compute generators of the inverse matrix
R−1 and as a result the latter algorithm has a larger complexity. As compared with the QR-based
algorithm for quasiseparable matrices presented in [3], the estimate (8.3) is essentially better than
the corresponding estimate in [3]. This fact is confirmed by the measuring of the time in the
numerical tests presented below. Thus Algorithm 8.1 turns out to be the fastest among all solvers
for quasiseparable linear systems. However in some tests the algorithm from [3] demonstrates a
better accuracy.
For a small value of m, in particular for m = 1, i.e. for scalar matrices, the complexity of
Algorithm 8.1 isO(r3N). One can see that a term with r3 appears only in using of the formula (7.7)
because of multiplication by the matrices a˜(k), b˜(k) defined in (7.2) and (7.3) or more precisely
by the matrices a(k), b(k). For banded plus semiseparable matrices we have a(k) = I, b(k) = I
and hence multiplication by a(k), b(k) costs nothing. Therefore for banded plus semiseparable
matrices complexity of Algorithm 8.1 is O(r2N). The same situation takes place for banded
matrices for which a(k), b(k) are zeros. More generally we obtain the O(r2N) complexity for the
cases when the multiplication of the matrices a(k), b(k) by a vector may be done in linear number
of operations. We have mentioned above that we plan to study such generators elsewhere.
As it was mentioned above one can consider a (l1, l2)-o.b.q.s. matrix as an usual quasiseparable
matrix with lower generators of orders up to r ′ + ml1 and upper generators with orders up to
r
′′ + ml2, where m is the maximal size of blocks and r′, r ′′ are maximal orders of lower and upper
generators. To obtain the estimate for complexity we substitute the expression ml + r to (8.3)
instead of the value r . We obtain
c N [2(m(l + 1) + r)2(lm + r) + (2(lm + r) + 1)θ(m)
+ (lm + r)2m + 2((lm + r)2 + 2(lm + r)m)]. (8.4)
One can check that the estimate (8.2) is essentially better than the estimate (8.4). We take for
simplicity m = 1 and obtain the estimates (8.2) and (8.4) in the form
c  N [2(1 + r)r(l + 1 + r) + (2l + 2r + 1) + (l + r)2 + 2(r2 + 2r + l)] (8.5)
and
c  N [2(l + 1 + r)2(l + r) + (2(l + r) + 1) + (l + r)2 + 2((l + r)2 + 2(l + r))]. (8.6)
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The difference of expressions in the right-hand parts of (8.6) and (8.5) is equal to
2N(l3 + 3l2r + 2lr2 + 5lr + 3l2 + 2l).
Notice that in the cases of a constant size of blocks and constant orders of generators all estimates
above become exact equalities for complexities.
Algorithm 8.1 is a generalization of the results obtained in [7] for banded plus semiseparable
symmetric scalar matrices and in [8] for scalar quasiseparable matrices. Notice that all parts of
the main algorithm of the paper [8] are contained in fact in the papers [2,3]. The papers [7,8] are
based on another approach, but this leads to the same algorithms as using the LDU factorization.
9. Numerical experiments
As an illustration we present here the results of computer experiments with the linear system
solver obtained in this paper and some other algorithms. We solved linear systems Rx = y for
random values of input data p, q, g, h, d, y, a, b. The following algorithms were used:
(1) GEPP Gaussian eliminations with partial pivoting using the MATLAB’s \.
(2) EG Algorithm 8.1.
(3) EGQR QR-based solver from [3].
All the algorithms (1)–(3) were implemented in the system MATLAB, version 7.2.0.294
(R2006a) with unit round-off error 2.2204 × 10−16. The accuracy of the solutions obtained
was estimated by the relations
ε = ‖x − xQR‖‖xQR‖ , εy =
‖Rx − y‖
‖y‖ ,
where x is the solution obtained by the corresponding algorithm, xQR is the solution obtained
using the non-structured QR factorization which we assume to be exact. The values of the input
data we obtained by using the random-function. In each case the condition number κ2(R) of the
original matrix was also computed.
In all experiments performed the input data were taken randomly. The values of elements of
p, q, g, h, y, were chosen in the range of 0–10, the values of a, b were in the range of 0–1 and
the values of the band d were taken from the range of 0–100.
1. The first series of experiments was performed in the general situation. We compare here
GEPP and EG algorithms. The results of computations are presented in Table 1.
We used the parameters mk = 2, l1 = 2, l2 = 2, r ′k = 2, r
′′
k = 2.
Table 1
N κ2(R) GEPP EG
ε εy ε εy
20 2e+3 6e−15 5e−15 4e−14 9e−14
50 1e+4 4e−14 1e−14 2e−13 2e−13
100 3e+5 4e−12 2e−13 4e−12 2e−12
150 8e+5 1e−12 1e−13 1e−12 2e−13
200 4e+6 2e−12 5e−13 3e−12 5e−11
500 3e+4 2e−12 4e−13 4e−12 9e−12
1000 8e+7 6e−11 5e−13 7e−11 7e−12
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Table 2
N κ2(R) GEPP EG EGQR
ε εy ε εy ε εy
20 2e+3 3e−14 7e−15 7e−15 7e−15 8e−15 6e−15
50 2e+5 3e−14 5e−15 5e−14 1e−12 1e−14 5e−15
100 1e+6 1e−12 6e−13 2e−12 2e−12 2e−12 5e−13
150 4e+5 5e−13 2e−13 5e−13 3e−11 5e−13 2e−13
200 5e+5 3e−13 1e−13 2e−13 1e−13 2e−13 8e−14
500 2e+6 7e−12 2e−13 6e−12 7e−12 6e−12 2e−13
1000 2e+8 1e−11 1e−12 2e−11 3e−11 2e−11 5e−12
Table 3
Time (s)
N EG EGQR MATLB’s \
20 0.0094 0.0428 0.0007
50 0.0262 0.0953 0.0027
100 0.0455 0.1835 0.0112
150 0.0706 0.2820 0.0253
200 0.0868 0.3636 0.0521
500 0.2243 0.9172 0.5064
1000 0.4384 1.7910 2.9948
2000 0.8374 3.6067 19.5728
3000 1.3364 5.2540 60.7828
2. In the second series we investigated the behavior of algorithms developed for the case of
usual quasiseparable semiseparable matrix. The results are presented in Table 2. We used the
parameters mk = 2, l1 = 0, l2 = 0, r ′k = 2, r
′′
k = 2.
The corresponding data of time required are given in Table 3.
From these tables follows that for the examples discussed here accuracy is about the same
for all algorithms. The algorithm EGQR turned out to be more accurate. For large matrices the
algorithm EG is essentially faster then the others.
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