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要旨
本論文は，不動産分野などにおける印象を用いたエリア推薦を目的として，レビューから印象を抽
出するための感情語辞書構築手法，及び類似エリア推薦手法を提案する．近年，スマートフォンなど
の普及によって食べログや goo住宅・不動産の口コミ情報，じゃらん，TripAdviser，Yelpなどのレ
ビュー投稿サイトや，Twitter，Instagram，Facebookなどのソーシャルネットワーキングサービス
が発展している．これらソーシャルメディアの発展により，消費者は観光スポットや地域，商品など
多種多様なものについて実際に使用したり，訪れたりした際の主観的な感想をレビューとして投稿す
ることができる．
これらのレビューは，アイテムに対する良い意見，悪い意見に関わらず閲覧可能な状態になってい
る．そのため，ユーザの実体験に基づくアイテムの使用感や定量的なデータとのズレ，欠点や利点な
ど主観的な情報を得ることができる．これらはアイテムを販売・管理している企業サイトから得られ
る仕様等の情報とは異なる性質のものであり，対象アイテムを購入するかどうか決定する際に役立つ
情報の一つとなっている．特に観光や不動産分野のようにエリア・スポットを対象とする場合，その
雰囲気や治安，利便性などの情報が重要であり，住民や旅行者によって投稿されたレビューの持つ価
値は非常に高いと考える．しかし，投稿者によって書かれる内容が様々なので，アイテム決定の際に
は多数のレビューを確認し，対象アイテムについてどのような意見が多いのかをユーザ自身で時間を
かけて判断をしなければならないという問題点がある．
また，現在主流の観光スポット検索サイトや商品検索サイトなどでは，訪れた人数やレビュー数な
どの定量データをベースにした人気ランキングや，カテゴリや条件指定による検索が一般的に用いら
れている．そのため，どのWebサイトで検索を実施しても，人気のあるアイテム偏重の検索結果が
返され，マイナーアイテムの発見が困難という課題がある．この課題を解決するために，各エリアの
商業売上や年齢別人口比率，学校数，病院数などの定量データを用いることで，人気ランキングなど
とは異なる推薦を行う手法が提案されている．しかし，これらのシステムは，定量的な類似度でエリ
アを推薦するため，エリアの検索で重要視されている雰囲気などを知ることが難しいと考える．
これらの問題点から，エリアに関して投稿されたレビューを一般的な検索システムや定量データを
用いた推薦システムとは異なる視点で分析し，アイテムを推薦するようなシステムの構築が必要であ
ると考える．これにより，レビューを閲覧する手間が軽減されるだけでなく，一般的な検索システム
と異なる視点による推薦リストを作成することによって，より多様性のある検索結果が得られると考
える．
本論文では，レビューに含まれる感情的要素に着目し，これを用いたエリア推薦システムを提案す
る．具体的には，エリアの持つ印象を定義し，推薦に利用する．印象として，レビュー記事を分析し
た結果に基づき「好感度」，「興奮度」，「安心度」，「楽しさ」，「哀しさ」の 5種類を対象とし，それぞ
れ感情表現辞典によって定義されている 10感情の組み合わせによって定義する．各印象に関する語
彙を収録した感情語辞書を構築し，レビュー内の語句とのマッチングによって各レビューに該当する
印象を推定する．各エリアに対して投稿されたレビューに基づき，エリアの印象を推定する．
感情語辞書は，感情表現辞典に掲載されている感情語をベースとして，シソーラスや自然言語処理
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における Bootstrap 法を用いた類語抽出による辞書拡張により構築する．これらの拡張を行うこと
によって，対象とするソーシャルメディアに投稿されるような砕けた文章からより高精度な印象抽出
が可能になる．
レビューとの語句マッチングによる印象抽出では，係り受け解析などにより否定表現や程度副詞な
どを考慮する．レビューに対し，各印象の強度を-1から 1の値として付与する．
推薦システムは，ユーザの好きな駅または，重視する印象と検索範囲を入力とし，入力印象と類似
した印象を持つ駅を推薦する．入力印象は，ユーザの好きな駅の場合はその駅の印象，直接入力の場
合は入力された重視する印象を用いて，検索対象内の各駅の印象とのユークリッド距離が近い順に推
薦リストを作成する．また，推薦された駅とユーザの好きな駅の印象による比較や特徴的なレビュー
などを確認可能にする．これによって何故その駅が推薦されたのか根拠を示せるため，推薦の説得力
が向上すると考える．
本論文は 5章から構成される．1章では本論文の研究背景と研究目的について述べる．2章では関
連研究として，感情・印象抽出手法と，知識データベースの拡張手法，不動産分野の推薦手法に関す
る研究について述べる．3章では提案手法の構成要素である辞書作成手法と，印象抽出手法，推薦シ
ステムそれぞれについて説明する．4章ではアンケートによる印象抽出精度評価実験，クラウドソー
シングを用いた推薦システムの評価実験，ユーザ実験による推薦システムの利便性の評価実験の結果
について述べる．5章では，評価実験による提案手法の評価・考察についてまとめ，今後の展望につ
いて述べる．
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概要
本研究は，不動産分野における印象を用いたエリア推薦を目的として，レビューから印象を抽出す
るための感情語辞書構築手法，及び類似エリア推薦手法を提案する．近年，スマートフォンの普及に
より，様々なレビューがWeb上に投稿されている．これらのレビューは有用な情報であるが，多く
のレビューから有用な情報を抽出するには読む手間がかかってしまう．そこで本研究では，駅周辺に
対して投稿されたレビューから印象を抽出し，その類似度を用いた駅の推薦を行う．印象抽出は，感
情表現辞典を基に類語辞典と Bootstrap 法により拡張した感情語辞書を構築し，辞書とレビューと
のマッチングによって印象を計算する．また，ラベル付きレビューを用いた印象抽出精度評価と，ク
ラウドソーシングによる推薦精度評価，類似システムを用いた比較実験を通じて，印象抽出精度や推
薦精度，提案システムの利便性・有用性・意外性などの観点から評価を行う．
Abstract
This paper proposes a method of constructing emotional dictionaries and recommending sim-
ilar areas. Recently, social media has been popular with the spread of smartphones. From social
media, we can obtain reviews about various items (e.g. tourist spots, real estates and products)
which contain useful information for making decisions on which items to buy or visit.
However, it costs a lot of time to nd relevant items by reading reviews. To solve this problem,
this paper proposes an area recommender system which calculates the similarity among areas in
terms of impression. The impression of areas is estimated by extracting impression from reviews
using emotional word dictionaries.
The eectiveness of the proposed system is evaluated from the viewpoints of precision of
impression extraction, accuracy of area recommendation, and usability of the recommender
system.
3
目次
1 はじめに 6
2 関連研究 8
2.1 感情・印象抽出手法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 感情の分類 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 感情・印象抽出 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 知識データベースの拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 シソーラス . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Bootstrap法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 不動産分野における推薦システム . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1 内容ベース型推薦システム . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 ユーザベース型推薦システム . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 提案手法 15
3.1 感情語辞書の作成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.1 類語辞典による拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.2 Bootstrap法に基づく拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 印象抽出 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 辞書マッチング . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 否定・仮定形と程度副詞 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 エリア推薦 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4 評価実験 31
4.1 アンケートによる印象抽出評価実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.1 実験内容 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2 実験結果 (スピアマンの順位相関係数) . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.3 実験結果 (閾値による精度評価) . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.4 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 クラウドソーシングを用いた実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 実験内容 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.2 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3 ユーザ実験 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.1 実験内容 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 実験結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.3 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4
5 おわりに 60
謝辞 62
参考文献 63
発表文献 67
5
1 はじめに
本論文は，不動産分野などにおける印象を用いたエリア推薦を目的として，レビューから印象を抽
出するための感情語辞書構築手法，及び類似エリア推薦手法を提案する．近年，スマートフォンなど
の普及によって食べログ*1や goo住宅・不動産の口コミ情報*2，じゃらん*3，TripAdviser*4，Yelp*5
などのレビュー投稿サイトや，Twitter*6，Instagram*7，Facebook*8などのソーシャルネットワー
キングサービスが発展している．これらのソーシャルメディアの発展により，消費者は観光スポット
や地域，商品など多種多様なものについて実際に使用したり，訪れたりした際の主観的な感想をレ
ビューとして簡単に投稿することができる．
これらのレビューは，アイテムに対する良い意見，悪い意見に関わらず閲覧可能な状態になってい
る．そのため，ユーザの実体験に基づくアイテムの使用感や定量的なデータとのズレ，欠点や利点な
ど主観的な情報を得ることができる．このような情報は昔から重宝されており，消費者間の対人コ
ミュニケーションを通じて得られた口コミについて Engelらは，購買のリスクが高いアイテムや購買
決定の最終段階において，口コミに依存した購買決定を行いやすいことを報告している [1]．濱岡は，
消費者間の関係性や消費者とアイテムの関係性が強いほど，口コミは購買決定に影響を与えることを
報告している [2]．
近年，アイテムに対する主観的な感想の共有手段は，古くからある対人コミュニケーションを通じ
た口コミからインターネットを介したレビューへ大きく移り変わっている．インターネットに投稿さ
れるレビューや，アイテムについて議論されるフォーラムなどが購買決定時やアイテムに関する興味
に大きな影響を与えることが報告されている [3][4][5]．これらの情報はアイテムを販売・管理してい
る企業サイトから得られる仕様等の情報とは異なる性質を持つため，ユーザはアイテムの実際の使い
勝手や印象などの情報を収集し，意思決定の助けとしていると考える．本論文で対象とする観光や不
動産分野においても，エリア・スポットの雰囲気や治安，利便性などの実際に訪れたり，住んだりし
た人にしかわからないような情報が重要であり，住民や旅行者によって投稿されたレビューの持つ価
値は非常に高い [6]．しかし，これらの情報は投稿者の主観や価値観に強く依存するので，エリア決
定の際には多数のレビューを確認し，対象エリアについてどのような意見が多いのかをユーザ自身で
時間をかけて判断をしなければならないという問題点がある．
また，現在主流のエリア・スポット検索サイトでは，訪れた人数やレビュー数などの定量データを
ベースにした人気ランキングや，カテゴリや条件指定による検索が一般的に用いられている．そのた
め，どのWebサイトで検索を実施しても，人気のあるエリア偏重の検索結果が返され，マイナーエ
*1 https://tabelog.com/
*2 https://house.goo.ne.jp/chiiki/town/
*3 https://www.jalan.net/
*4 https://www.tripadvisor.jp/
*5 https://www.yelp.com/
*6 https://twitter.com/
*7 https://www.instagram.com/
*8 https://www.facebook.com/
6
リアの発見が困難という課題がある．この課題を解決するために，Home'sまちむすび*9のような各
エリアの商業売上や年齢別人口比率，学校数，病院数などの定量データを用いることで，人気ランキ
ングなどとは異なる検索が可能なシステムが提案されている．一方で，国土交通省の調査によると，
日本人が住む物件を決定する際には「物件の良さ」「交通利便性の良さ」が最も重視され，その次に
「自然環境のよさ」，「治安のよさ」，「医療・福祉環境の充実」，「商業 施設の充実」が重視されている
[7]．これらの内，「自然環境のよさ」，「治安のよさ」，「医療・福祉環境の充実」，「商業 施設の充実」
の 4つは，定量データでは判断できない，住んで初めてわかるような情報などが含まれていると考え
る．従って，上述のような定量データを用いた手法では対応できないと考える．
これらの問題点を解決するためには，エリアに関して投稿されたレビューを一般的な検索システム
や定量データを用いた推薦システムとは異なる視点で分析し，エリアを推薦するようなシステムの構
築が必要であると考える．これにより，レビューを閲覧する手間が軽減されるだけでなく，より多様
性のある検索結果が得られると考える．本論文では，不動産で重視されている「自然環境のよさ」，
「治安のよさ」，「医療・福祉環境の充実」，「商業 施設の充実」に着目し，これらを表現するような印
象を不動産分野におけるレビューから抽出することで，類似エリアの推薦を実現することを目的とす
る．印象として「好感度」「興奮度」「安心度」「楽しさ」「哀しさ」の 5種類を定義し，不動産分野に
おいて重要視される駅周辺に関するレビューからその駅の印象を抽出する．
印象抽出手法，およびその結果を用いた推薦システムの評価として，印象抽出精度の評価実験，ク
ラウドソーシングを用いた推薦システムの評価実験，ユーザ実験による推薦システムの利便性の評価
実験を行った．印象抽出精度の評価実験では，工学系大学生・大学院生がレビューを読んで想起した
印象と提案手法によって抽出された印象を比較し，抽出精度の評価を行う．クラウドソーシングを用
いた推薦システムの評価実験では，クラウドソーシングによって約 100人の協力者に駅の類似関係を
作成してもらい，類似関係にある駅と提案システムによる推薦リストの比較により，推薦精度の評価
を行う．ユーザ実験では，工学系大学生・大学院生 8名に比較システムと提案システムを用いて，住
みたい駅を調査してもらい，アンケートによって提案システムの利便性・有用性を検証する．
*9 https://www.homes.co.jp/machimusubi/
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2 関連研究
2.1 感情・印象抽出手法
日本語テキストからの感情分析は，感情の分類手法と抽出手法の組み合わせによって提案されるこ
とが多い．以下に各手法について詳細に説明する．
2.1.1 感情の分類
感情の分類方法は，感情をポジティブ・ネガティブの 2値やこれらにニュートラルを加えた 3値で
表現する方法と，マルチラベルで表現をする方法の 2種類に大別される．本論文に関連する後者の分
類手法には，Plutchikが提案する 8つの基本感情 [8](図 2.1)に分類して感情を表現する方法や，中
村の感情表現辞典 [9]で提案されている 10種類に感情分類をする方法などがよく用いられる．山本
らは，感情表現辞典の 10感情を用いて，文章データセットにおける語の共起関係から感情語辞書を
作成し，Twitterからの感情抽出手法を提案している [10]．
さらに感情抽出の対象となるテキストデータに最適な感情分類手法を構築するために，これらの分
類手法を感情軸の削減などによる改善する手法も提案されている．熊本らは，新聞記事を対象として
テキスト印象マイニングを行うために，Plutchikの感情軸を参考に「楽しい」⇔「悲しい」，「うれし
い」⇔「怒り」，「のどか」⇔「緊迫」の 6感情を用いて感情軸を定義し，記事からの印象抽出手法を
提案している [11]．江崎らは，1文から複数の感情を抽出することを目的として，Pluchikの感情モ
デルと感情表現辞典の組み合わせで（喜，哀），（怒，怖），（好，厭），（安，驚）という 4つの感情対
を用いた感情対モデルを提案し，文の感情極性を考慮した印象抽出によって従来手法より抽出精度が
向上したことを報告している [12]．これらの研究のように，感情抽出の対象となる文章に最適な感情
分類を再定義したり，細かく分類された感情を一部まとめることによって，抽出精度の向上や意味的
な理解のしやすさに繋がる．
また，トピックモデルを用いた感情分類の細分化によって，より詳細な感情を表現する方法も提案
されている．Maasらは，LDA (Latent Direchlet Allocation)[13]を用いて自動的に感情を階層的に
定義している [14]．感情を細分化することによって，抽出精度が向上されることを示している．
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図 2.1 Plutchikの感情の輪*11
表 2.1 感情表現辞典における感情
感情 登録単語数
哀 1,041
安 497
厭 3,254
喜 787
驚 417
好 1,396
恥 77
怒 1,000
怖 1,592
昂 1,809
計 11,870
2.1.2 感情・印象抽出
テキストからの感情・印象抽出は，辞書ベースの手法と，機械学習を用いた抽出手法の 2つに分類
される．
辞書ベース手法では感情語辞書や感情コーパスに登録された単語や語句と，感情・印象抽出の対象
となるテキストに含まれる単語や語句とのマッチングにより感情の抽出が行われる．使用される辞書
には乾らによって作成された日本語評価極性辞書 [15]や高村らによって作成された単語感情極性対
応表 [16]，前述の中村による感情表現辞典 [9]などが存在している．
これらの辞書やコーパスを基に，精度向上のために上述の辞書の拡張を行う研究も多く提案さ
れている．若井らは，映画に対する実況ツイートから感情抽出を行うために，繰り返し表現などの
Twitter特有の表現を抽出し，感情表現辞典 [9]に追加することによって感情抽出精度を向上させて
いる [17]．山本らは，Twitterからの感情抽出を目的として，感情表現辞典の感情を基に Twitterの
特有表現の 1つである顔文字の感情語辞書を作成し，Tweetからの感情抽出精度を向上させている
[18]．上谷らは，レビューサイトに投稿されるレビューからの感情抽出を目的として，レビューのよ
うな砕けた表現方法に適したカタカナ語，ひらがな語を感情表現辞典 [9]に追加することによって有
効な感情抽出を行っている [19]．これらのような辞書ベース手法は，辞書という少量のラベル付きの
データを拡張することによって精度向上を実現している．
一方でベースとなる辞書を利用せず，感情抽出の対象とするテキストデータから文章内に現れる特
徴的なパターンなどを抽出することで新しい辞書や分類器を構築する研究も多く存在する．柴田らは
テキストの質的な内容分析を行うために，Plutchikの 8感情を「悲しい」「不安」「嫌悪感」「信頼感」
「楽しい」「驚き」の 6つにまとめ，クラウドソーシングを用いて不特定多数の人々に各感情について
*11 https://ja.wikipedia.org/wiki/感情の一覧
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の出来事を自由に文章として記述してもらうタスクを実施している．回答文章に出現する単語の出現
頻度や割合から，感情語辞書の生成システムを提案している [20]．熊本らは，新聞記事に含まれる単
語と感情尺度値を計算して辞書を構築し，これを用いた感情抽出を行っている [21]．「喜ぶ」と「怒
る」，および「悲しい」と「うれしい」の対をそれぞれ軸として定義し，新聞記事の内，感情語「喜ぶ」
と「怒る」，「悲しい」，「うれしい」を含む記事にそれぞれの感情を付与し，ラベル付き記事データと
している．これらの記事に出現する各単語の出現確率に基づき，各単語の感情尺度値を計算し，辞
書を構築している．石上らは Twitterを感情抽出の対象とし，Tweetに出現する様々な用言と文末
のパターンから辞書を作成し，Plutchikの 8種類の感情がラベルとして付与された文章データセッ
トに出現するパターンを用いて，各感情ごとの分類器を構築している [22]．これらの手法では，辞書
ベースと同程度またはそれ以上の精度で感情抽出が実現できることが示されているが，感情辞書や分
類器を構築するために，クラウドソーシングや研究者自らでテキストデータにラベルを付与してお
り，非常に手間がかかってしまうという課題がある．
研究者自身で正解データを用意するのではなく，大規模な感情ラベル付き文章データセット
を使って分類器を学習させ，文章からの感情抽出を行う研究も存在する．これらのデータセット
は，SemEval*12などのワークショップやプロジェクトなどで公開されている．Kiritchenko らは，
SemEval2013のデータセットと映画レビューデータセットを用いて単語レベルと文章レベルで感情
を分類する分類器をそれぞれ学習させることで，精度の高い感情抽出を行っている [23]．機械学習
ベースの感情抽出は，辞書ベース以上に高い精度で感情抽出が可能であり，データセットを変えるこ
とによって各分野に適応した分類器を容易に作成することができる．しかし，大規模なラベル付き
データが必要であるため，オープンデータの少ない日本語のテキストに適用するのは難しいと考えら
れる．
他の分野で使用される手法や尺度を感情抽出に適用する手法も提案されている．藤村らは，固有表
現の抽出などに用いられている Ngramを応用し，出現確率の高い文節 Ngramを評判を示す素性と
して，レビューからの評判分析に適用する手法を提案している [24]．三品らは，機械翻訳精度を評価
するための文章間類似度 BLEUを用いて，感情ラベル付き文章データセットの各文章と入力文との
BLEUを計算し，最も類似する文章の持つ感情を入力文の感情として，感情抽出を行っている [25]．
2.2 知識データベースの拡張
知識データベースとは，特定の分野について時間をかけて構築された知識のことを示す．ユーザ
は，蓄積された知識データベースから，必要とする知識を検索することができる．近年では，Google
ナレッジグラフや IBMのWatson，DBpedia*13などが研究されている．IBMのWatsonでは，当
初は TV番組のクイズ問題に回答することを目的として知識データベースが構築され，問題文の論理
的構造やキーワード抽出を用いて大規模な知識データベースから最適な解を抽出する手法が提案され
ている [26]．Googleナレッジグラフとは，検索クエリに対してその回答をWebサイトの一覧として
返すのではなく，直接求められる情報を提示する機能である. このナレッジグラフは，検索クエリの
*12 http://alt.qcri.org/semeval2019/
*13 https://wiki.dbpedia.org/
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意図を解析し，それに基づき知識データベースから情報を抽出し，提示している．DBpediaは，世界
最大級のWeb 百科事典であるWikipedia*14に投稿されたデータを基に構築された知識データベー
スである．このデータベースは，語句間の関係性を記述可能な RDFを用いて構築されており，関係
性を用いた検索によって大規模データセットから容易に関連データを収集可能になっている [27]．こ
れら以外の知識データベースとして，清丸らは料理オントロジー構築プロジェクト*15で構築された
知識データベースと，クックパッド投稿レシピ，クラウドソーシングの 3つのデータベースを統合し
た料理知識データベースの構築を行っている．このデータベースではレシピの材料や調理法だけでな
く，それらのレシピでできる料理の味や印象，成り立ちなど様々な料理に関する知識を各料理に付与
し，抽象的な入力データから最適なレシピの検索を可能にしている [28]．これらの知識データベース
は，一般的に人手で作られることが多く，構築したデータベースを精度向上のために組み合わせた
り，機械的に拡張するような手法が提案されている．それらの中でよく使用されているのがシソーラ
スを使用した拡張と Bootstrap法による拡張の 2手法である．
2.2.1 シソーラス
シソーラスとは，言葉を同義語や意味上の類似関係，包含関係などによって分類した辞書，あるい
はデータベースのことである．英語を対象としたシソーラスには，WordNet*16を始めとして様々な
ものが公開されている．WordNetは英語の概念辞書であり，英単語が synsetと呼ばれる同義語のグ
ループに分類され，簡単な定義や，他の同義語のグループとの関係が記述されている．プリンストン
大学の認知科学研究所によって，心理学者である同大学教授の George A. Millerの主導のもとで運
営されている [29]．このWordNetを用いて様々な特徴抽出辞書の構築や拡張がされている．Kamps
らはWordNet の同義関係を用いて語彙ネットワークを構築し，単語「good」及び「bad」からの
ネットワーク上のエッジ最短距離を計算し，その差によって文章の感情極性を抽出している [30]．
Strapparava らはWordNet を基に感情抽出を行うためのWordNet-aect*17を構築している [31]．
WordNet-AectはWordNetに存在している語の内，感情に関わる意味を持つ語に対して，「joy」，
「fear」，「anger」，「sadness」，「disgust」，「surprise」の 6種類の感情ラベルを付与したものである．
Albornoz らは，WordNet-Aectを用いて映画レビューに感情ラベルを付与することによって学習
データを作成し，ロジスティック回帰による分類器の学習を行い，テキストの感情分類を行っている
[32]．
日本語のシソーラスでは，代表的なものとして日本語WordNet*18が存在する．日本語WordNet
は，WordNetと同様に synsetなどの定義が含まれる概念辞書で，WordNetに対応して日本語が付
与されている [33]．この日本語WordNetを利用した拡張として，菅原らはWordNet-Aectの日本
語バージョンを作成し，テキストに対し，語・句・分レベルで感情スコアを計算することによって，
感情抽出を行っている [34]．吉田らは，日本語WordNetと日本語語彙体系，Wikipedia*19の 3種類
*14 https://ja.wikipedia.org/wiki/
*15 http://www.ls.info.hiroshima-cu.ac.jp/cgi-bin/cooking/wiki.cgi
*16 https://wordnet.princeton.edu/
*17 http://wndomains.fbk.eu/wnaect.html
*18 http://compling.hss.ntu.edu.sg/wnja/index.ja.html
*19 https://ja.wikipedia.org/
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の言語資源を用いて概念辞書を構築し，ユーモアを含む対話システムの実現のための知識データベー
スの語彙数を増加させている [35]．杉本らは，Plutchik の感情の輪を基に人手で感情語辞書を作成
し，その辞書に日本語WordNetを用いて類義語を追加して語彙数を増加させている．[36]．
2.2.2 Bootstrap法
自然言語処理における Bootstrap 法は，人手によるテキストデータなどへのラベル付けを軽減す
るために利用される手法で半教師あり学習に分類されることが多い [37]．Bootstrap法は図 2.2に示
す手順を繰り返すことで行われる．手順を繰り返す回数を増やすほど，追加されるラベル付きデータ
は増加するが，正しいラベルが付与されるデータの割合は減少する．以下に，Bootstrap法の実行回
数１回分の手順を示す．
1. ラベル付きデータセット内の語をシードとして，ラベルのない大規模テキストデータに入力
2. 入力シードと共起するパターンを抽出
3. 抽出したパターンの内のパターンを再度大規模テキストデータに入力
4. 入力パターンと共起する語を抽出
5. 抽出された語のうち，共起確率（スコア）が一定以上のものを新シードとして，入力シードの
ラベルを付与して追加
図 2.2の場合，シードとして「喜び」のラベルが付与された形容詞「楽しい」がテキストデータに
入力され，パターンとして，シードが出現する位置の前 3単語（ゲームするの）が抽出されている．
そして，そのパターン（ゲームするの）をテキストデータに入力して，「楽しい」の位置に現れた単
語をシード候補（「最高」，「疲れる」）として抽出している．これらのシード候補のうち，パターン
（ゲームするの）との共起確率（スコア）が高い候補を新シードとして，「喜び」のラベルを付与し，
追加する．この Bootstrap法を基に，意味ドリフト発生の削減のための信頼度を用いた拡張手法や，
マルチラベルでの Bootstrap法の精度向上のために，同時並行的に Bootstrap法を実行する拡張手
法などが提案されている．意味ドリフトとは，本来の意味カテゴリとは異なる語を獲得してしまう
ことであり，この改善として Theｌ enらは Basilisk[38]，Pantelらは Espresso[39]と呼ばれる拡張
Bootstrap法を提案している．これらの各手法では，パターンや単語を抽出する際に，信頼度を用い
ることで，意味ドリフトの発生確率を低減させている．Basilisk では，シードと共起する全パター
ンを抽出し，パターンごとに R logF [40]を信頼度として計算する．R logF はデータセット内でパ
ターンが出現した場合にシードが含まれる割合であり，これが上位のパターンを信頼できるものとし
て用いる．また，信頼できる複数のパターンと共起する語ほど信頼できるとみなし，信頼度の高い 5
件の共起語をを新シードとして追加する．Espressoでは，パターンと単語の自己相互情報量を用い
て信頼度を計算し，信頼度が設定した閾値以上となるパターンと単語を抽出している．
マルチラベルとは，シードに付与されているラベルが 3種類以上存在するときを示し，2.1.1項で
紹介した Plutchikの感情軸 [8] などを表現する際に使用される．マルチラベルなデータセットを拡
張する場合に，Bootstrap法をラベル別に実施してしまうと，複数ラベルが付与された新シードが多
く抽出され，ラベル付きデータの精度が大幅に低下してしまう可能性がある．そこで，マルチラベル
のための Bootstrap法として Curranらは，複数クラス並列で Bootstrap法を実行し，複数ラベル
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が付与されたパターンやシード候補の信頼度を下げることによって相互排他的な Bootstrap法を実
現している [41]．
これらの Bootstrap 法は様々なタスクに利用されている．宇津呂らは Bootstrap 法を用いて日
本語固有表現抽出のための表現規則を新聞記事から抽出している [42]．立石らは，分析対象の記事
と関係のない記事をデータセットとして，少量の評価表現辞書をそれぞれのデータセットを用いて
Bootstrap 法による辞書拡張を行い，レビューからの評判分析による適合率・再現率を評価してい
る．結果として，後者のほうが適合率・再現率共に低いことを報告している [43]．これらの研究から
Bootstrap法による知識データベースの拡張は，シソーラスによる拡張同様に多くの知識を取得可能
であり，感情抽出を含め様々な用途において有用であると考える．しかし，Bootstrap法の実行回数
による精度の低下や新知識の取得が文章データベース依存であるなどの課題があると考える．
図 2.2 Bootstrap法の流れ
2.3 不動産分野における推薦システム
不動産分野を対象にしたエリア推薦システムは，物件やその所在エリアについての定量データや定
性データを基にした内容ベース型の推薦システムと，不動産を探しているユーザのプロファイリング
を基にしたユーザベース型の推薦システムに大別される．また，不動産分野の推薦システムとして，
近い分野に観光スポットの推薦を目的とした研究が多く提案されている．それらの各手法にについて
関連する研究を述べる．
2.3.1 内容ベース型推薦システム
不動産分野における内容ベース型推薦システムは，対象とする物件やエリアの地理的情報や統計情
報などを用いて，それらを推薦する．不動産分野ではこの内容ベース型推薦システムが一般的に用い
られており，駅からの距離や通勤・通学距離などから物件を検索する SUUMO*20や，Home's*21な
*20 https://suumo.jp/
*21 https://www.homes.co.jp/
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どが挙げられる．また，清田は住宅に関する AI技術適用について調査しており，Twitterに投稿さ
れた Tweetの評判分析による物件に関する評判情報の収集方法や，CNNを用いて，キッチンの画像
から「システムキッチン」，「セクショナルキッチン」などの種類と，「狭い」「広い」などの広さを抽
出することで，物件情報に通常登録されないようなより詳細な情報を収集する方法について報告をし
ている [47]．
観光分野での内容ベース型推薦システムは，観光スポットに対しての感想やレビューなどの情報を
Webから収集し，抽出した観光スポットの特徴と，ユーザの希望する特徴との比較に基づき観光ス
ポットを推薦するシステムが多い．杉浦らは旅行者にアンケートを行い，ユーザが観光スポットで
想起する感情を調査している．調査結果に基づき，ユーザの感情と施設で想起する感情の類似度か
ら観光スポットの推薦を行う手法を提案している [44]．新井らは旅行者が発信した観光体験に関す
る Tweetから頻繁に現れる特徴語を抽出し，ユーザの条件と特徴語をマッチングして観光スポット
を推薦するシステムを提案している [45]．橘らは観光スポットに関するブログ記事から観光地で旅行
者が想起する感情を抽出し，ユーザの入力文に応じて観光ルートを推薦するシステムを提案している
[46]．不動産，観光分野でそれぞれ内容ベース型推薦システムの研究が提案されているが，不動産分
野においては観光分野のように感情や印象といった実体験に基づく情報による推薦システムに関する
研究は少ない．観光分野と同程度以上に，不動産分野でもエリアの雰囲気などは重要であり，それら
を用いた推薦システムの有用性は高いと考える．
2.3.2 ユーザベース型推薦システム
不動産分野におけるユーザベース型推薦システムは，物件検索システムの閲覧履歴やこれまで住ん
でいた物件などの情報からユーザの嗜好を抽出し，その嗜好に近い物件や他のユーザ情報などからエ
リアや物件を推薦する．大知らは不動産検索サイトにおけるユーザの閲覧履歴からユーザの嗜好を抽
出し，将来的なユーザの興味の変化を考慮した上で，類似ユーザの CV（コンバージョン）率の低い
物件から推薦する手法を提案している [48]．三條らはユーザが物件検索時に使用した検索条件にト
ピックモデルを用いたクラスタリングを適用し，その結果とユーザが実際に閲覧した物件に基づいて
物件を分類し，提示する手法を提案している．[49]
観光分野においては，過去にユーザが実際に行った観光スポットや観光ルートなどの履歴から，他
のユーザとの行動パターンや嗜好に関する類似度を求め，類似ユーザが実際に行った観光スポットを
推薦する方法が研究されている．樽井らは，旅行者の旅行履歴のベクトルと観光地の特徴ベクトル，
推薦システム利用者の特徴ベクトルの 3つの特徴ベクトルを生成し，協調フィルタリング [50]とコ
ンテンツ分析を利用した推薦を行っている [51]．
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3 提案手法
提案システムは感情語辞書の作成とテキストからの印象抽出，エリア・スポットの推薦の 3つの要
素技術で構成されている．図 3.1は各構成要素間の関連性を示す．システムの流れは，以下のように
なる．
1. 感情表現辞書を基に辞書の拡張を行い，感情辞書を作成
2. 作成した辞書とレビューデータを自然言語処理技術を用いてマッチングし，印象を抽出
3. 抽出した駅別印象データからユーザの入力に基づく推薦リストを提示
以下にそれぞれの手法について詳細に説明する．
図 3.1 提案システムの構成
3.1 感情語辞書の作成
本論文では，goo不動産街の口コミ情報*22とスマイティ*23に投稿されている日本語レビューを対
象とし，それらから印象を抽出する．しかし，これらのレビューデータには，英語の SemEval*24の
データセットのように感情や印象に関するラベルが付与されていない．そのため，大量の訓練データ
を必要とする教師あり学習などの適用は難しいため，感情語辞書を用いたレビューからの印象抽出を
提案する．
本論文で使用する感情語辞書は，2.1節で紹介した感情表現辞典 [9]をベースに構築する．この辞
書は基本感情として 10感情が定義され，各感情ごとに単語が定義されている．この辞典は，日本語
の語句に感情のラベルが付与されている数少ない辞典であり，2.1節に述べたように様々な研究で採
*22 https://house.goo.ne.jp/chiiki/town/
*23 https://sumaity.com/town/
*24 http://alt.qcri.org/semeval2019/l
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用され，有用性が示されている．しかし，本辞書は出版が 1993年であり，現代的な文章の多いソー
シャルメディアに投稿されているレビューで使用されている語の多くが収録されていないことが想定
されるため，本論文では類語辞典と Bootstrap法による語彙の拡張を行い，現代語に対処する．提案
する辞書拡張手法を図 3.2に示す．
図 3.2 辞書拡張手法
3.1.1 類語辞典による拡張
提案手法では，日本語 WordNet と Weblio 類語辞典*25を用いて語彙の拡張を行う．日本語
WordNetとは，国立研究開発法人情報通信研究機構（NICT）が公開しているシソーラスで，語を類
義語関係のグループ (synset)でまとめている点に特徴があり，1つの synsetが 1つの概念に対応し
ている．また，各 synsetは上位下位関係などの多様な関係で結ばれている [29]．本論文では，日本
語WordNetに含まれる単語間の関係のうち類義語関係を利用して，感情表現辞典に対する各感情語
の類義語を抽出し，元の感情語と同じ感情を持っていると仮定して辞書に登録を行う．この拡張を実
施する際に，ベースとなっている 10感情の内，「怒」と「昂」の感情は「驚」の感情に類似した語が
多く存在していたため，これら 3つの感情を総称して「驚」とした．また，「恥」の感情は感情表現
辞典での語数が少なく，出現するレビューも非常に少なかったため，辞書から削除した．
Weblio 類語辞典は，語を入力するとその語の類義語を複数個返すようなWeb 検索システムであ
る．このシステムに各感情語を入力し，返ってきた類義語に入力語の感情ラベルを付与して感情語辞
書に追加する．その際，類義語抽出の精度向上のため，返ってきた各類義語を再度Weblio類義語辞
典に入力し，返ってきた語の中に元の感情語が含まれている場合のみ感情語辞書に追加するような相
互関係のチェックを行う．この拡張を日本語WordNetで拡張した辞書に実施した．感情表現辞典及
びこれらの各拡張を実施した後の各感情に対する登録単語数を表 3.1に示す．
*25 https://thesaurus.weblio.jp/
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表 3.1 感情表現辞典と各拡張手法によって拡張した辞書の語数
感情 感情表現辞典 日本語WordNet Weblio類語辞典
喜 246 470 1,550
安 105 163 909
哀 237 432 1,264
厭 489 1,066 3,010
怖 157 565 861
好 214 565 1,605
驚 (怒，恥を含む) 608 1,473 3,095
恥 (削除) 67 0 0
計 2,123 4,734 12,294
3.1.2 Bootstrap法に基づく拡張
Bootstrap 法に基づく拡張は，2.3 節の図 2.2 のように実施する．自然言語処理分野における
Bootstrap法は，半教師有り学習の 1つに分類される場合が多く，少ないラベル付きデータと大規模
なラベルなしの文章データセットを用いてラベル付きのデータを増量する手法である．この手法を用
いることによって，学習データのラベル付のように人手が多くかかってしまう作業の手間を削減でき
るため，様々なラベル付きデータの増量に用いられている．通常，図 2.2の処理を複数回実行するこ
とが Bootstrap法として定義されるが，提案手法では，後述するように実行回数を 1回としている．
特に，本研究で参考にする Bootstrap法である Espresso[39]は複数回実行することを前提としてい
るため，本来の利用方法とは異なるが，以下では本論文で提案する拡張方法を便宜上 Bootstrap法に
基づく拡張と称する．
提案手法では，日本語WordNetとWeblio類語辞典で拡張した感情辞書（以下，拡張辞書）をラ
ベル付きデータセットとして，大量の日本語文章データセットを用いて更に拡張する．本手法の流れ
を図 3.3～3.6に示す．これらの処理を複数回繰り返すことによって更に辞書の拡張をすることが可
能だが，実行回数が増えるほど，語彙拡張の精度が低くなってしまうため，本論文では実行回数は 1
回とする．
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図 3.3 1. 拡張辞書内の語をシードとして文章データからシードが出現する文章を探し，素性を抽出
図 3.4 2. 抽出した素性の内，各素性の信頼度 rpatterni が閾値以上の素性を抽出
図 3.5 3. 素性が出現する文章からシード以外の語を抽出
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図 3.6 抽出した語の信頼度 rseed が，閾値以上であれば拡張辞書に追加
信頼度は，Espressoを参考にして定義する．図 3.4で用いている，素性 patterniの信頼度 rpatterni
の定義を式 3.1 に示す．文章データセットにおいて patterni と共起するシードを seedj，その総数
をM とする．式 3.2はシード seedi の信頼度であり，N はシードの総数である．pmiは自己相互情
報量であり，式 3.3で定義される．P (x)は文章データセットにおける xの出現確率を示し，P (x; y)
は文章データセットにおいて x; y が同時に出現する確率を示す．rseedi は図 3.6 でも用いられる．
rpatterni は，その素性と共起しやすい (自己相互情報量が大きい) シードが多いほど，値が大きくな
り，単一シードと共起しやすい場合，値が小さくなる．Bootstrap法は，前述したように複数回繰り
返し実行することができ，その繰り返しの中で各信頼度を更新し続けることによって，繰り返しによ
る精度低下の軽減を図っている．そのため，1度目の実行時の rpatterni を計算する際に rseedi にの
み，初期値を与える必要がある．本手法では全シード (感情語) から等しく語彙を追加することを目
的とするため，rseedi の初期値を全て 1として定義する．
rpatterni =
1
M
PM
j=1 pmi(patterni; seedj)rseedj
maxfpmi(patterni; seedj); j = 1;    ;Mg (3.1)
rseedi =
1
N
PN
j=1 pmi(seedi; patternj)rpatternj
maxfpmi(seedi; patternj); j = 1;    ; Ng (3.2)
pmi(x; y) = log
P (x; y)
P (x)P (y)
(3.3)
Bootstrap法は，使用するラベルなしの大規模文章データセットの内容によって，得られるラベル
付きデータが大きく変化する．提案手法では，辞書拡張に用いる大規模文章データセットとして，不
満調査データセットとWeb上から収集したブログ記事データを使用する．不満調査データセットと
は，株式会社 Insight Techが運営するWebサービス「不満買取センター」*26に一般ユーザが投稿し
た様々な不満文章 5,248,820件が含まれているオープンデータである．このデータは国立情報学研究
所が提供*27しており，基本的に商品などに対する不満が多いので，ネガティブな感情語の追加がし
やすいと考える．一方，ブログ記事データは，芸能人の文章を中心に 2017年 12月に 16,389件の文
章を収集した．これらの文章は，不満調査データセットに比べ，ポジティブな文章が多いため，ポジ
ティブな感情語の追加がしやすいと考える．したがって，両データセットを組み合わせて利用するこ
とによって，ネガティブ・ポジティブどちらの感情語も多く追加することができると考える．
*26 http://fumankaitori.com/
*27 https://www.nii.ac.jp/dsc/idr/fuman/fuman.html
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Bootstrap法に用いる素性は図 3.7のように 2種類の素性を用いる．1つはシードとして入力する
単語が出現した位置の前後 3個の単語で，もう 1つは係り受け解析によってシードと修飾・被修飾関
係にある語である．
図 3.7 Bootstrap法に利用する 2つの素性
形容詞の名詞化と感情の被り削除
類語辞典による拡張と Bootstrap法による拡張以外に，形容詞の名詞化及び感情被り削除を前述の
辞書拡張後に行う．形容詞の名詞化は，「哀しい」「痛い」のような形容詞の活用語尾を「み」や「さ」
に変更して，「哀しさ」「痛み」のように名詞化し，辞書に追加する方法である．同様に感情語辞書に
登録されている名詞の中で語尾が「み」や「さ」の感情語に対し，逆の方法で形容詞化を行う．この
拡張により，辞書内に形容詞か名詞のいずれかしか存在しなかった語による印象抽出漏れを防ぐこと
で，抽出精度向上が期待できる．
感情の被り削除では，これまで述べた拡張手法を行った際に，1語が複数の感情を持ってしまう場
合があるため，それらの語を削除する．提案手法で使用している 9 感情の内 3 つ以上の感情を持っ
ている場合，その語を辞書から削除する．感情の被りを削除することによって，前述の各拡張手法に
よって追加されてしまった，文章中によく出現する語を削除し，印象抽出精度向上が期待される．
不満調査データセットとブログ記事データセットの 2種類の文章データセットとそれらを組み合わ
せた文章データセットの 3種類の文章データセットと，2種類の素性を組み合わせることによって，
日本語WordNetを用いた拡張辞書に Bootstrap法を適用し，6種類の Bootstrap拡張辞書を作成し
た．表 3.2に全組み合わせによる辞書と単語数を示す．表 4.5は，表 3.2の組み合わせ名の定義を示
す．表 4.5の拡張結果を見ると，2種類のデータセット両方を用いた場合 (p+b, f) に，1種類のみを
用いた場合 (p+b, p+f)よりも語数の少ない感情が存在していることがわかる．これは，データセッ
トを組み合わせたことによって複数の感情に関して抽出される単語が増えた結果，感情の被り処理に
よってそれらが除去されたためである．
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表 3.2 日本語WordNetを用いた拡張辞書に Bootstrap法を適用した拡張辞書一覧
PPPPPPPPPP感情
組み合わせ
WordNet p+f p+b p+f,b m+f m+b m+f,b
喜 470 677 785 779 684 1,313 1,459
安 163 259 306 289 264 356 433
哀 432 540 578 569 542 601 684
厭 1,066 1,413 1,473 1,473 1,872 1,348 2,063
怖 565 424 429 398 506 600 764
好 565 794 950 855 1,141 1,241 1,748
驚 1,473 1,802 2,395 1,831 1,886 2,007 2,305
計 4,734 5,909 6,878 5,984 6,895 7,466 10,771
表 3.3 表 3.2で用いる組み合わせの説明
組み合わせ名 利用素性 利用データセット
p+f 前後パターン (p) 不満調査データ (f)
p+b 前後パターン ブログデータ (b)
p+f, b 前後パターン 不満調査データ +ブログデータ
m+f 修飾・被修飾関係 (m) 不満調査データ
m+b 修飾・被修飾関係 ブログデータ
m+f, b 修飾・被修飾関係 不満調査データ +ブログデータ
3.2 印象抽出
提案する印象抽出手法は，駅に関するレビューと辞書とのマッチングによって各駅の印象を抽出す
る．図 3.8は，1レビューから印象を抽出する際の流れを示す．処理の流れは以下の通りである．
1. レビューから，辞書内の出現感情語とそれらの出現回数を抽出
2. 感情語と修飾・被修飾関係にある語から否定形・仮定形・程度副詞を抽出
3. 否定形・仮定形・程度副詞から出現感情語の重みを決定
4. 各出現感情語の出現回数と重みから印象値を計算
これらの各要素技術について，以下に記述する．
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図 3.8 印象抽出手法 (1レビューからの印象抽出)
3.2.1 辞書マッチング
辞書マッチングでは，レビューを形態素解析ツールで形態素に分割し，文の各形態素と辞書の
各感情語とのマッチングを行い，感情語の出現回数を計算する．形態素解析には，形態素解析ツー
ルMeCab (ver. 0.996)[55]に新語辞書 mecab-ipadic-neologdを追加した解析器を用いる．mecab-
ipadic-neologdとは，新語や固有名詞を多く含んだ新語辞書で，この辞書を適用することによって新
語や固有名詞による形態素解析の精度低下を防ぎ，より正確な形態素解析を実現することが可能にな
る [56]．
提案手法で用いる印象は，表 3.4に示すように，対になる感情を組み合わせて定義する．ただし，
興奮度，楽しさ，哀しさについては，本論文で用いた感情で対として表現することが難しいと考え，
ポジティブな感情のみで定義している．k 番目の印象の強さ impressionk の定義を式 3.4 に示す．
レビュー内で出現する感情語を emotional wordi，その総数を N とし，emotional wordi の重みを
weighti とする．感情語の重みは，表 3.4のネガティブな感情を持つ感情語は  1，ポジティブな感
情を持つ感情語は 1を初期値とし，後述する否定形や仮定形，程度副詞の抽出によって感情語の重み
を更新する．
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表 3.4 印象の定義
印象 感情 感情
好感度 厭 ネガティブ () ポジティブ 好
安心度 怖 ネガティブ () ポジティブ 安
興奮度 ネガティブ () ポジティブ 驚
楽しさ ネガティブ () ポジティブ 喜
哀しさ ネガティブ () ポジティブ 哀
impressionk = (
NX
i=1
weighti) (3.4)
3.2.2 否定・仮定形と程度副詞
辞書マッチングによる印象抽出精度向上のため，係り受け解析ツール Cabocha (ver. 0.69)[57]を
用いて出現感情語の修飾・被修飾関係を抽出し，そこから否定形と仮定形，程度副詞による感情語の
重み更新を行う．
否定形・仮定形抽出では，レビュー中に出現した感情語が「～ではありません」や「～ない」のよ
うな否定形や「～だったら」「～ならば」のような仮定形に係っていないかを確認し，否定形だった
場合はその感情語の重みを  1倍に，仮定形だった場合は 0にして印象値の計算を行う．否定形の場
合，その感情語を否定することで反対の感情を表現していることが多い．そのため感情語の重みを
 1倍し，印象を反転させる．仮定形の場合，レビューにおいては更なる願望を示す場合が多く，現
状に満足している場合，不満な場合両方のケースがありうる．そのため感情語の重みを 0にして，そ
の語の示す印象を除去する．また，否定形では 2重否定の場合もあるため，感情語が係っている否定
形部が更に否定形に係っているかも確認し，2重否定の場合は感情値を変化させずにそのまま計算を
行う．否定形・仮定形抽出によって，抽出した印象が意図する印象と反対になることを防げるため，
印象抽出精度の向上が期待できる [52][53]．
また，同様に係り受け解析結果から感情語が程度副詞によって修飾されている場合は，その語の重
みを修飾する程度副詞の重みによって更新し，印象値の計算を行う．程度副詞の強度には段階が存在
するため，本論文では表 3.5に示すように 4段階に分類して重みを設定した．程度副詞の定義は田和
らが定義しているものに一部語を追加したものを使用する [54]．その重みは，４章で後述する実験で
用いる 500 件の印象ラベル付きデータを用いて印象抽出精度が最大になるように設定した．程度副
詞による重みの更新によって，投稿者が強調したいところを反映した印象抽出が可能になると考え
る．これらの 2種類の重み更新手法が適用された場合の，レビューからの印象抽出処理の例を図 3.9
に示す．
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表 3.5 程度副詞と重み
重み 程度副詞
2.04 とても, 非常に, 大変, はなはだ, ごく, すこぶる, 極めて, めっちゃ, すごい
1.32 だいぶ, ずいぶん, 相当, 大層, かなり, よほど
0.5 わりあい, わりに, わりと, けっこう, なかなか, 比較的, そこそこ, まぁまぁ
0.2 すこし, ちょっと, 少々, 多少, 心持ち, やや, 少し, 一部
図 3.9 印象抽出手法 (1レビューからの印象抽出)
各レビューの分析結果に基づき，各駅の印象の計算は以下のような流れで行う．
1. 対象となる駅に関する全レビューを 1件ずつ処理し，印象値を計算
2. １の結果から各印象ごとに印象値の総和を計算し，印象値とする
3. 印象値の最大値が 1，最小値が  1となるように正規化
3.3 エリア推薦
本論文で提案するエリア推薦システムの構成を図 3.10に示す．
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図 3.10 提案システムの構成
実際にユーザが推薦システムを使用する際，提案システムは以下のような流れでユーザに推薦リス
トを表示する．
1. ユーザは自分の好む駅 (クエリ駅)または重視する印象と，駅を検索する範囲を入力
2. 入力データをもとに，検索範囲内の各駅 (候補駅)の印象値と特徴的なレビューをデータベー
スから抽出
3. 候補駅の印象値とクエリ駅の印象値または重視する印象の類似度を計算
4. 3の結果から候補駅を類似度の大きい順に並び替え
5. 並び替えた駅とその駅の特徴的なレビューを併せ，推薦リストとして表示
手順 1においてユーザはインタフェースを通して．クエリと検索範囲を入力する．クエリは，ユー
ザの好む駅（クエリ駅）と重視する印象のいずれかを指定可能である．クエリ駅を指定する場合，図
3.11，3.12の画面から自分の好む駅を選択する．また，重視する印象を指定する場合，図 3.13のよ
うに 5つの印象の印象値（-1～1）をスライダーで入力する．駅の検索範囲は，都道府県を指定する
方法と路線を指定する方法の 2通り用意した．都道府県を指定する場合，検索したい都道府県を入力
すると，その県内の駅が候補駅となる．路線を指定する場合，都道府県およびその都道府県内に駅が
存在する路線を選択すると，その都道府県内かつ路線に存在する駅が候補駅となる（図 3.14）．
手順 2で用いるデータベースは，Web上に公開されている電車の路線情報と 2節で述べた印象抽
出手法で計算した駅別の印象データから事前に構築する．路線データは，駅データ.jp*28で公開され
ているものを利用する．印象値の計算に利用するレビューデータは，Goo住宅・不動産街の口コミ・
*28 http://www.ekidata.jp/
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住みやすさ情報に投稿された各駅の良い点と悪い点に関するレビューと，不動産住宅情報サイトのス
マイティに投稿された各駅の良い点と悪い点に関するレビューを収集したものである．
手順 3で利用する類似度にはユークリッド距離を利用するが，クエリ駅を指定した場合は当該駅の
印象値，重視する印象を指定した場合は入力された印象値をそれぞれクエリベクトルとして，候補駅
の類似度を計算する．原則として，該当するレビューが少ない，「興奮度」と「哀しさ」は除外し，そ
の他の 3種類の印象を用いて類似度計算を行う．「興奮度」と「哀しさ」に関しては，両印象のうち，
クエリベクトルにおける印象値の絶対値が 0.2以上となったものを他の 3印象に追加して類似度を計
算する．
また，駅の推薦を行う際に，駅の印象抽出の根拠として，その駅について投稿されたレビューの中
から，各印象について特徴的なものをユーザに提示する（図 3.15，3.16）．特徴的なレビューは，ポ
ジティブ及びネガティブな印象のレビューの 2種類を抽出する．ポジティブな印象のレビューは，以
下のような流れで抽出する．
1. 対象となる駅の全レビューの内，印象値の総和が 0より大きいレビューを抽出
2. 1 で得られたレビューから，各印象についてその印象値が最大かつ 0 より大きいレビューを
抽出
3. 2の結果をポジティブな印象のレビューとして駅データと共に保存
ネガティブな印象のレビューは，以下のような流れで抽出する．
1. 対象となる駅の全レビューの内，印象値の総和が 0より小さいレビューを抽出
2. 1 で得られたレビューから，各印象についてその印象値が最小かつ 0 より小さいレビューを
抽出
3. 2の結果をネガティブな印象のレビューとして駅データと共に保存
特徴的なレビューの抽出時に条件に当てはまるレビューが存在しない場合は，特徴的なレビュー無
しとしてデータベースに保存する．
最終的に推薦リストにある駅を選択すると，その駅の全レビュー内で頻出する単語を用いて作成し
たワードクラウド，クエリとの印象の比較を示すレーダーチャート，各印象及び総合的に特徴的なレ
ビュー，定量データが表示される（図 3.17）．ここで用いる総合的に特徴的なレビューは，印象値の
総和が最大（ポジティブ）あるいは最小（ネガティブ）のものである．
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図 3.11 「好きな駅から探す」の初期画面（好きな駅のある県及び探したい路線のある県を選択）
図 3.12 「好きな駅から探す」の駅選択画面
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図 3.13 「重視する印象から探す」の初期画面
図 3.14 「好きな駅から探す」の検索範囲の路線選択画面
28
図 3.15 「好きな駅から探す」の推薦リスト表示画面
図 3.16 「重視する印象から探す」の推薦リスト表示画面
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図 3.17 駅詳細情報画面
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4 評価実験
4.1 アンケートによる印象抽出評価実験
4.1.1 実験内容
本実験は，提案手法を用いたレビューからの印象抽出精度の評価を目的とする．Goo 不動産街の
クチコミ情報に投稿されたレビューに対して実験協力者が印象を付与した正解データと，提案手法
による印象抽出結果（以下，抽出データ）との比較を行う．レビューは，実験協力者の負担を考慮し
150{250字のレビューに限定して 55,300件のレビューからランダムに取得した 500件を用いた．実
験協力者は印象ラベルをネガティブとポジティブ方向にそれぞれ 3段階と印象なしの合計 7段階で，
レビューごとに 3.2節で定義した 5印象に付与する (表 4.1)．
表 4.1 印象ラベル
ネガティブ    | | 印象なし | |  ! ポジティブ
1 2 3 4 5 6 7
印象の正確性を高めるため，1件のレビューに対して実験協力者 3人でラベルを付与し，それらの
結果から多数決で各印象の正解データを決定した．多数決で決まらない場合は 3名の中央値を付与し
て正解データとした．実験協力者は著者を含む工学系大学生・大学院生 21名で，1人あたり 50件，
著者のみ 500件全てに印象を付与した．
抽出データは 3.3節で述べたように各印象について  1～1で印象の強さを表現している．そのた
め，1{7で強さを表現する正解データとの関係が線形である保証はないので，評価指標としてスピア
マンの順位相関係数と閾値を用いた適合率・再現率を用いた．
スピアマンの順位相関係数はノンパラメトリックな指標で，2つの変数を順位に変換し，順位の差
を用いて計算を行う．相関係数は，1に近いほど 2つの順位ベクトルの相関が有り，-1に近いほど逆
相関が有ることを示す．本実験では，500件のレビューの内，相関を示すレビューの件数で抽出精度
の評価を行った．式 4.1にスピアマンの順位相関係数を示す．ここで用いる x;y は順位ベクトルで
あり，N は x;yの次元数を示す．
 = 1  6
PN
i=1 jxi   yij
N3  N (4.1)
また，スピアマンの順位相関係数は同順位があった場合にも，一部式を変更することで適用でき
る．式 4.2に同順位に適用したスピアマンの順位相関係数を示す．式 4.3に示す Tx の定義において，
nx は，順位ベクトル xに発生する同順位の件数 ，そのうち先頭から k 番目で同順位となる印象数
を txk 個とする．Ty も同様に定義される．例えば，順位ベクトル x = (1; 1; 3; 4; 5; 5; 5)においては，
nx = 2; tx1 = 2; tx5 = 3となる．また，順位ベクトルで同順位となる部分は順位の平均化を行う必要
がある．上述の例では，x = (1:5; 1:5; 3; 4; 6; 6; 6)と変換される．本実験では同順位になる場合が発
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生するため，式 4.2を利用する．
 =
Tx + Ty  
PN
i=1 jxi   yij
2
p
TxTy
(4.2)
Tx =
N3  N  Pnxk=1(t3xk   txk)
12
(4.3)
各レビューの正解データと抽出データそれぞれについて，印象の強さの昇順に各印象の順位を決
定し，スピアマンの順位相関係数を計算する．レビュー 1 件に対する相関係数の計算例を図 4.1 に
示す．
図 4.1 スピアマンの順位相関係数の計算例
閾値を用いた適合率・再現率による評価では，正解データと抽出データをそれぞれの閾値によって
印象あり（1）と印象なし（0）に変換し，適合率・再現率を計算し，PR曲線によって評価を行う．式
4.4, 4.5における TP, FP, FNの定義を表 4.2に示す．
Precision =
TP
TP + FP
(4.4)
Recall =
TP
TP + FN
(4.5)
表 4.2 Precision, Recallの計算
HHHHHHH予測
正解
True False
True True Positive (TP) False Positive (FP)
False False Negative (FN) True Negative (TN)
評価はネガティブ側とポジティブ側を別々に行う．ネガティブ側では正解データを 3 以下の場合
に，ポジティブ側では正解データを 5以上の場合に印象ありとした．抽出データについては閾値を変
更しながら適合率・再現率を計算して，PR曲線を描画した．図 4.2，4.3に正解データ及び抽出デー
タの閾値による変換例を示す．
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図 4.2 閾値 5の際の正解データの閾値による変換 (ポジティブ)
図 4.3 閾値 0の際の抽出データの閾値による変換 (ネガティブ)
これら 2 つの評価指標を用いて，表 4.3 に示す辞書と提案手法により構築した辞書の比較評価を
行う．ここで，表 4.3の jiwcをベースにした場合については 4.1.2節に後述する日本語WordNetを
ベースとした辞書の評価結果に基づき，拡張方法を選択している．
クラウドソーシングで作成された辞書とは，柴田らが公開しているクラウドソーシングによって作
成された感情語辞書である [20]．本辞書は，感情を「驚き」「怒り」「信頼感」「嫌悪感」「不安」「楽し
さ」「哀しさ」の 8種類で定義し，各感情語についてこれら 8種類の印象それぞれに対する強度を 0
～1で定義している．この感情分類を本論文の印象に当てはめるために，表 4.4のように変換した．
表 4.3 比較対象とする辞書の説明
辞書名 説明
base 感情表現辞典
wordnet 日本語WordNetによる拡張辞書
jiwc クラウドソーシングによる辞書
jiwc+bf jiwcに Bootstrap法の辞書 bfと同じ拡張を行った辞書
weblio Weblio類語辞典による拡張辞書
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表 4.4 クラウドソーシングによる感情語辞書の印象変換
印象 ポジティブ () ネガティブ
好感度 信頼感 () 嫌悪感
興奮度 驚き () 怒り
安心度 信頼感 () 不安
楽しさ 楽しい
哀しさ 悲しい
3 章で提案した手法で拡張した各辞書について表 4.5 に示す．3 章ではベース辞書として日本
語WordNet のみを扱ったが，評価実験ではWeblio 類語辞典を利用した場合についても評価する．
Weblio類語辞典をベースにした場合についても jiwcを用いた場合と同様に 4.1.2節に後述する日本
語WordNetをベースとした辞書の評価結果に基づき，拡張方法を選択している．
表 4.5 提案手法で利用するベース辞書と文章データセット，素性の組み合わせ
辞書名 ベース辞書 文章データセット 素性
b wordnet ブログデータ 前後パターン
f wordnet 不満調査データ 前後パターン
bf wordnet ブログデータ +不満調査データ 前後パターン
b c wordnet ブログデータ 修飾・非修飾語
f c wordnet 不満調査データ 修飾・非修飾語
bf c wordnet ブログデータ +不満調査データ 修飾・非修飾語
weblio+bf weblio ブログデータ +不満調査データ 前後パターン
これら各辞書によってレビュー 500 件から印象抽出を実施した結果の印象値分布を以下の図
4.4{4.15に示す．各グラフの縦軸がレビュー 500件における出現回数で，横軸は印象値-1～1を 7区
間に分割して度数を求めている．分布を見ると，baseでは印象値が 0の件数が全印象で 400件を超
えており，ほとんど印象が出現していないことがわかる．base を拡張した wordnet や wordnet を
Bootstrap法で拡張した各辞書，weblioでは，印象値が 0の件数が「哀しさ」以外は約 300件とな
り印象値の分散が大きくなっている．特に，weblio+bfでは印象値が 0の件数が「哀しさ」以外は約
200件となり，印象値の分散がより大きくなっている．このことから各拡張手法によって印象語の出
現確率が高くなり，印象抽出可能なレビュー数が増加していると考えられる．また，提案辞書である
Bootstrap法による拡張辞書で「哀しさ」の印象値が 0の件数が全て 400件を超えており，「哀しさ」
の印象が抽出可能なレビューは非常に少ないと考える．一方で，jiwcは Bootstrap法によって拡張
される前の辞書にもかかわらず，全印象で印象値 0の件数が 200件以下であり，印象抽出可能なレ
ビュー数が各提案辞書よりも多いと考えられる．
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図 4.4 baseを用いた場合の印象値分布
図 4.5 wordnetを用いた場合の印象値分布
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図 4.6 jiwcを用いた場合の印象値分布
図 4.7 jiwc+bfを用いた場合の印象値分布
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図 4.8 weblioを用いた場合の印象値分布
図 4.9 bを用いた場合の印象値分布
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図 4.10 fを用いた場合の印象値分布
図 4.11 bfを用いた場合の印象値分布
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図 4.12 b cを用いた場合の印象値分布
図 4.13 f cを用いた場合の印象値分布
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図 4.14 bf cを用いた場合の印象値分布
図 4.15 weblio+bfを用いた場合の印象値分布
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4.1.2 実験結果 (スピアマンの順位相関係数)
日本語WordNet による拡張辞書に Bootstrap 法を適用した辞書を用いて評価を行った結果を表
4.6に示す．表 4.6の各列の総和がレビュー件数の 500に足りていないのは，抽出データもしくは正
解データを順位に変換したベクトルが全て同順位の場合，スピアマンの順位相関係数が計算不可能な
ためである．結果を見ると，相関有りのレビュー数が感情表現辞典 <日本語WordNetを用いた拡張
辞書 <各 Bootstrap法による拡張辞書の順となっており，Bootstrap法の各辞書は全体の約 50%の
レビューが相関有りとなっている．このことから，日本語WordNet及び Bootstrap法による拡張が
印象抽出精度の向上に貢献したと考える．
一方で各辞書の結果を見ると，逆相関数が全体の約 30{40%を占めており，改善の余地があると考
える．逆相関は，抽出データ順位を反転すれば相関になることから，特に否定形・仮定形の抽出部分
の精度向上が必要だと考える．
表 4.6 日本語WordNetに関する各辞書を用いた評価による相関別レビュー件数
辞書 base wordnet b bc f fc bf bfc
相関（ 0.2） 175 240 249 247 250 246 248 243
無相関（ 0:2 <  < 0:2） 275 98 135 132 133 138 136 134
逆相関（   0:2） 50 107 116 121 117 116 116 123
次にWeblio 類語辞典による拡張辞書に Bootstrap 法を適用して構築した辞書の評価を行う．表
4.6に示す日本語WordNet＋ Bootstrap法による拡張辞書を用いた結果から，Bootstrap法の各辞
書間の差が小さいことがわかったため，Weblio類語辞典 +Bootstrap法による拡張辞書ではブログ
データ＋不満調査データと前後パターンによる拡張辞書（weblio+bf）のみを作成し，評価を行っ
た．表 4.7 にWeblio 類語辞典 +Bootstrap 法で拡張した辞書の語数を示す．表 3.1 に示すように，
Weblio類語辞典による拡張辞書は，日本語WordNetによる拡張辞書の倍以上の語を含み，これら
の各辞書を Bootstrap法で拡張した結果，Weblio類語辞典 +Bootstrap法による辞書の方が倍以上
の語を含んでいる．そのため，図 4.15の結果のように，最も印象分布の分散が大きくなっていると
考えられる．
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表 4.7 Weblio類語辞 +Bootstrap法によって拡張した感情辞書の語数
感情 Weblio類語辞典 Weblio類語＋ Bootstrap法による拡張辞書
喜 1,550 2,784
安 909 1,570
哀 1,264 2,101
厭 3,010 5,313
怖 861 1,493
好 1,605 2,802
驚 3,095 5,693
計 12,294 21,756
Weblio類語辞典から作成された各辞書とクラウドソーシングによって作成された各辞書を用いて
評価を行った結果を表 4.8に示す．結果を見ると，日本語WordNetによる拡張辞書の結果と同じく，
拡張による精度向上がみられる．Weblio類語辞典の場合，Bootstrap法を用いた拡張による相関有
りレビュー件数の増加量が，日本語WordNetの場合の増加量より多い．これは，登録語彙数が多い
Weblio類語辞典の方が，拡張により追加される語彙数も多く，印象抽出が可能となったレビュー数
が増加したためと考える．
クラウドソーシングによる辞書の結果を見ると，感情表現辞典と結果があまり変わらないことが
わかる．また，逆相関のレビュー数が他の辞書に比べて，多くなっていることもわかる．これは，図
4.6，4.7 に示すように 0 以外の印象を持つ印象語の出現確率が一番高いが，出現する語を確認する
と，レビュー 500件中に「ます」が 985回，「する」が 592回出現するなど，印象との関連性が低い
語が多く出現していることによる影響が大きいと考える．これらの結果から，スピアマンの順位相関
係数による精度評価の結果では，提案手法は従来手法よりも良い結果であり，その中でもWeblio類
語辞典＋ Bootstrap法による拡張辞書を用いたとき精度が最も良いということがわかる．
表 4.8 Weblio類語辞典に関するを辞書と，クラウドソーシングを用いた辞書を用いた評価によ
る相関別レビュー数
辞書名 weblio weblio+bf jiwc jiwc+bf
相関 238 266 162 186
無相関 130 118 122 104
逆相関 132 116 216 210
4.1.3 実験結果 (閾値による精度評価)
図 4.16{4.20 は，抽出データの閾値を 0 以上で大きくしながら描画した，各印象のポジティブ側
の PR曲線を示す．正解データは，各印象について 7段階の評価が 5以上の値を持つ場合にその印
象についてポジティブであるとした．結果を見ると baseと比較して，wordnetと bfc, bfは，閾値を
調整することによって適合率は減少するものの再現率を向上させることが可能であることがわかる．
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weblioから weblio bfへの拡張の場合も同様に再現率を向上させることはできるが，印象によっては
同時に適合率も向上している．多くのレビューから駅の印象を抽出するためには再現率も重視するた
め，提案する辞書の拡張手法は，抽出データの閾値を適切に設定することにより有効に機能すること
が期待できる．
印象別に結果を見ると，図 4.16で示す「安心度」については，抽出データの閾値を調整すること
により，Bootstrap法による拡張辞書を用いて適合率，再現率を共に 0.4以上に設定することが可能
である．図 4.17, 4.18で示す「好感度」，「楽しさ」については，Weblio及び Bootstrap法による拡
張辞書を用いて適合率，再現率が共に 0.5以上とすることが可能である．一方で，「興奮度」，「哀し
さ」では，閾値を調整しても適合率，再現率を同時に 0.5以上とすることはできない．特に「哀しさ」
は，拡張の有無によらず適合率の値が低い．これは，「興奮度」，「哀しさ」において baseの段階での
適合率が低すぎることが原因であると考える．
辞書別に結果を見ると，Weblio+bfが「安心度」，「好感度」，「楽しさ」では閾値の調整によって適
合率 0.4以上，再現率 0.7以上を同時に満たすことが可能であるため，最も有効であると言える．「興
奮度」，「哀しさ」では，WordNetを除く全辞書で閾値の調整を行っても，再現率を大きくした時に，
適合率が 0.2以下となる．WordNetでは，「興奮度」では適合率 0.3以上，再現率 0.4以上を同時に
満たすことが可能であるが，「哀しさ」では，再現率がWeblioを利用した辞書と同様，他の辞書より
圧倒的に低い．そのため，「興奮度」「哀しさ」においては，閾値設定によって再現率を 0.9以上に設
定可能な jiwc，jiwc+bfが総体的に良好と考えるが，適合率が 0.2以下にしか設定できないという問
題点がある．これらの結果から，「安心度」，「好感度」，「楽しさ」の 3印象で評価の良いWeblio+bf
がポジティブな印象の推定には最も有効な辞書であると考える．
図 4.16 安心度（ポジティブ）の PR曲線
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図 4.17 好感度（ポジティブ）の PR曲線
図 4.18 楽しさ（ポジティブ）の PR曲線
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図 4.19 興奮度（ポジティブ）の PR曲線
図 4.20 哀しさ（ポジティブ）の PR曲線
各印象について，7段階の評価で 5以上の場合をポジティブとみなして各辞書の評価を行ったが，
次に 3 以下の場合をネガティブとみなして同様に評価を行う．各印象のネガティブ側の PR 曲線を
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図 4.21{4.25に示す．結果を見ると，ポジティブ側と比較して，各拡張手法による適合率・再現率の
変化が全般的に小さい傾向にある．各拡張手法毎の傾向を見ると，wordnet+Bootstrap法による拡
張では，「安心度」については baseよりも減少するものの，高い適合率を維持しつつ再現率を向上さ
せることが可能になっている．Weblio類語辞典 +Bootstrap法による拡張では，Bootstrap法を併
用しないほうが再現率を大きく設定できる場合が多い．jiwc+Bootstrap 法による拡張では，「好感
度」において適合率は相対的に低いものの，他の辞書よりも再現率を高く設定可能である．ポジティ
ブ側と違い，wordnet及び weblioに Bootstrap法による拡張を適用することよって大きく再現率が
向上しないのは，表 3.2に示した通り Bootstrap法による拡張によってネガティブ側の感情語が被り
除去によって語数が減少することや，否定形・仮定形の抽出精度が悪い事が原因と考える．
印象別に結果を見ると，「安心度」，「好感度」では，jiwc及び jiwc+bfを好感度に適用した場合を
除き，どの辞書でも閾値の調整によらず，再現率 0.4以下にしかならないため，多くのレビューから
印象抽出するのに有効ではない．しかし，適合率は 0.5以上に設定可能であり，ネガティブだと判断
したレビューの信頼度は高いと言える．「楽しさ」では，weblioを除く辞書で適合率 0.5以上にでき
るが，再現率が 0.2以下にしかならない．「興奮度」，「哀しさ」では，「興奮度」の jiwcを除いて辞書
拡張による変化はほとんどなく，適合率 0.4以下，再現率 0.3以下にしかならず，印象抽出に有効で
ない．「楽しさ」，「興奮度」，「哀しさ」では，印象の定義において，ネガティブな感情を用いていない
ことが原因の一つと考えられるため，対となる感情とその感情語を定義することで改善する可能性が
考えられる．ネガティブ側の結果では，jiwc+bfが「安心度」，「好感度」において，再現率を大きくで
きるため，総体的に有効だが，ポジティブ側のWeblio+bfと比較すると適合率・再現率が共に低い．
これらの結果から閾値による精度評価実験では，ネガティブ側では辞書間で性能に大差ないと判断
し，ポジティブ側で適合率 0.4以上のまま，再現率を最も高く設定可能なWeblio+bfが総合的に最
も有効であると考える．
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図 4.21 安心度（ネガティブ）の PR曲線
図 4.22 好感度（ネガティブ）の PR曲線
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図 4.23 楽しさ（ネガティブ）の PR曲線
図 4.24 興奮度（ネガティブ）の PR曲線
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図 4.25 哀しさ（ネガティブ）の PR曲線
4.1.4 考察
スピアマンの順位相関係数を用いた評価実験では，各拡張手法による語彙追加によって相関を示す
レビュー数が増加することがわかった．最も良い結果となったのは，感情表現辞典をWeblio類語辞
典と Bootstrap法を用いて拡張した辞書であり，全体の約 50%のレビューが相関を示した．この結
果から提案手法による辞書拡張は，印象抽出精度の向上に有用だといえる．一方で，逆相関を示すレ
ビューが約 30%も含まれているため，感情語別の重み付与や否定形・仮定形の抽出部分の改善が必
要だと考える．
閾値による PR曲線を用いた評価実験では，ポジティブ側における「安心度」，「好感度」，「楽しさ」
において，適合率・再現率の両面から，印象抽出に有効な辞書拡張が可能であることがわかった．ネ
ガティブ側では，全体的に再現率を高く設定することができず，特に「安心度」，「好感度」以外の再
現率が悪いことがわかった．これらの結果から，ポジティブ側で適合率を 0.4以上かつ再現率を高く
設定可能であるWeblio類語辞典 +Bootstrap法による拡張辞書が最も印象抽出に効果的な辞書であ
ると考える．また，ネガティブ側の精度向上のために，ネガティブな感情を持たない 3印象の定義方
法の再検討や，感情語の重み更新部分の改善が必要であると考える．
これらの実験結果から，最も印象抽出に有効な辞書であるWeblio類語辞典 +Bootstrap法による
拡張辞書を，後述の各実験で利用する．
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4.2 クラウドソーシングを用いた実験
4.2.1 実験内容
本実験は，提案手法の推薦精度を評価することを目的とする．クラウドソーシングを用いてター
ゲット駅に対して選択肢の中から類似する駅を選択してもらい，その類似駅のリスト（正解リスト）
と提案手法による推薦リストを比較する．クラウドソーシングとは，Web上で不特定多数の人にタ
スクを実施してもらうことである．今回利用したクラウドソーシングサービスは Lancers*29で，東
京都内に在住経験のある 97人の協力者から有効なアンケートの回答が得られた．アンケート調査は
選択形式で行い，ターゲット駅 6駅の類似駅を複数選択してもらった．ターゲット駅はアンケートの
回答が行いやすいように，提案手法による印象抽出結果から特徴的な駅を選択した．本実験に使用し
た辞書は，前節の実験で相関を示すレビュー件数の多かったWeblio類語辞典 +Bootstrap法による
拡張辞書 weblio+bfを使用する．表 4.9にターゲット駅と選択理由を示す．
表 4.9 ターゲット駅とその選択理由
ターゲット駅 選択理由
原宿駅 「楽しさ」の印象値が最大
水道橋駅 「好感度」の印象値が最大
新橋駅 「興奮度」の印象値の大きさが 2番目に大きい・「安心度」の印象値が最小
目黒駅 「好感度」の印象値が最小
代々木駅 「興奮度」の印象値が最大
蒲田駅 感情語出現回数が最大
選択肢として示す駅は，東京都内でレビュー数の多い駅あるいは乗客数の多い駅をそれぞれ 50駅
抽出し，重複を削除した計 73駅から，提案手法で計算したターゲット駅との印象が類似する上位 10
駅と，残りからランダムに選択した 10駅を組み合わせた 20駅とした．実験協力者には，表 4.9の上
から順にターゲット駅を提示し，それぞれの駅に対してランダムに並び替えた選択肢を表示し，回答
をしてもらった．実際に得られたターゲット駅ごとの回答（類似するとして選択された駅と選択者人
数）を表 4.10，4.11に示す．表には誰も選択しなかった駅も載せている．また，下線がある駅は提
案手法によりターゲット駅との印象が類似すると判断した上位 10駅である．
*29 https://www.lancers.jp/
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表 4.10 クラウドソーシングによって得られたターゲット駅の類似駅と選択人数
原宿 新橋 水道橋
選択駅 選択人数 選択駅 選択人数 選択駅 選択人数
渋谷 50 浜松町 31 御茶ノ水 53
恵比寿 18 品川 28 九段下 25
目黒 15 東京 22 秋葉原 18
秋葉原 15 錦糸町 21 恵比寿 14
上野 13 赤羽 21 浜松町 12
池袋 12 高田馬場 16 目黒 11
五反田 11 大井町 14 赤羽 10
浅草 9 池袋 12 巣鴨 10
東京 8 蒲田 12 溜池山王 9
巣鴨 8 秋葉原 11 東京 7
品川 8 豊洲 9 上野 7
三鷹 6 九段下 9 三軒茶屋 7
国分寺 6 代々木 9 国分寺 6
銀座 5 吉祥寺 8 王子 5
北千住 4 亀戸 7 大井町 5
溜池山王 2 北千住 7 立川 5
赤羽 2 荻窪 6 蒲田 5
豊洲 2 町田 5 武蔵境 4
新橋 1 溜池山王 4 大崎 3
練馬 1 調布 2 荻窪 3
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表 4.11 クラウドソーシングによって得られたターゲット駅の類似駅と選択人数
代々木 目黒 蒲田
選択駅 選択人数 選択駅 選択人数 選択駅 選択人数
御茶ノ水 36 吉祥寺 29 亀戸 27
高田馬場 20 錦糸町 18 町田 20
目黒 19 新橋 18 大崎 18
九段下 17 表参道 15 浜松町 17
有楽町 15 荻窪 11 荻窪 14
水道橋 14 銀座 10 品川 14
荻窪 12 調布 10 池袋 13
三鷹 12 九段下 10 練馬 13
田町 10 新宿 10 立川 12
王子 7 北千住 10 秋葉原 10
御徒町 7 練馬 10 国分寺 10
町田 7 町田 9 三軒茶屋 10
池袋 6 上野 9 四ツ谷 9
新宿 6 八王子 8 豊洲 9
豊洲 5 御茶ノ水 8 浅草 9
練馬 5 立川 7 代々木 9
亀戸 5 秋葉原 7 武蔵境 6
綾瀬 4 巣鴨 7 恵比寿 6
溜池山王 4 東京 5 小竹向原 3
小竹向原 2 有楽町 0 九段下 2
比較システムとして，ランダム推薦手法を用いた．このシステムでは，各ターゲット駅の選択肢
20駅の内，ランダムに抽出した 10駅を推薦リスト（以下，ランダムリスト）とする．
また，提案手法の推薦順序を評価するために，スピアマンの順位相関係数（式 4.2）による評価を
行った．各ターゲット駅の選択肢 20駅を提案システムによって計算した類似度を用いて降順にした
順位ベクトルと，類似リストの選択人数を用いて降順にした順位ベクトルを用いてスピアマンの順位
相関係数を計算した．
4.2.2 実験結果
表 4.12にクラウドソーシングによる回答から正解データを作成し，提案手法の適合率と再現率を
求めた結果を示す．正解データは，選択人数が N 人以上の駅とし，提案手法の推薦リストは上位
@Rank 件とする．これらのパラメータ @Rank，N を変更しながら評価を行った．正解の判定に用
いた Nの値は 5,10,15の 3種類であり，それぞれ回答者全体の約 5,10,15%によって選択された場合
に相当する．この時，正解となる駅数は，ターゲット駅によらずほぼ同等であり，N = 5のとき 18
駅，N = 10のとき 10駅，N = 15のとき 5駅前後となった．
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駅別に結果を見ると，原宿駅と蒲田駅ではN = 15の場合を除いて，@Rankに関わらず適合率 0.5
以上となることがわかる．また，@Rank = 10の時，適合率は小さくなる代わりに，再現率は大きく
なる．これらの結果から，提案手法による推薦リスト上位に類似駅が含まれており，かつ推薦数を大
きくすることで再現率を向上させることができるため，推薦精度は良いと考える．新橋駅と代々木駅
では N = 5の場合，@Rank に関わらず適合率 0.8以上となることがわかる．5人以上が選択した駅
は多数存在するため適合率が高くなるのは当然と言えるが，@Rank=10の時には N によらず再現率
も 0.3以上となるため，推薦精度はある程度良いといえる．また，N = 15の場合の方が N = 10よ
りも再現率が高いことから，多数の人が類似すると判断した駅を推薦できていることがわかる．目黒
駅では @Rank = 3の場合を除いて，新橋駅と近い結果となっている．この結果から，推薦リスト上
位が類似駅の選択人数上位に含まれていないが，推薦数を大きくすることで，適合率・再現率が向上
するため，推薦精度はある程度良いと考える．水道橋駅では N = 5の場合を除いて，適合率 0.2以
下，再現率 0.3以下と小さい値になっている．この結果から，選択人数が少ない駅が推薦リストに多
く含まれており，推薦精度は他の駅と比較して低いといえる．
表 4.12 上位件数 (@Rank) と選択人数 (N) の各組み合わせによる提案手法のターゲット駅別適合率・再現率
@Rank N
原宿 新橋 水道橋 代々木 目黒 蒲田
P R P R P R P R P R P R
3 5 1.00 0.21 1.00 0.17 0.33 0.06 0.67 0.12 1.00 0.16 1.00 0.17
3 10 1.00 0.43 0.33 0.10 0.00 0.00 0.33 0.11 0.00 0.00 0.67 0.17
3 15 0.33 0.25 0.33 0.17 0.00 0.00 0.33 0.20 0.00 0.00 0.33 0.25
5 5 1.00 0.36 0.80 0.22 0.60 0.18 0.80 0.24 1.00 0.26 1.00 0.28
5 10 0.60 0.43 0.40 0.20 0.00 0.00 0.20 0.11 0.40 0.18 0.80 0.33
5 15 0.20 0.25 0.40 0.33 0.00 0.00 0.20 0.20 0.40 0.50 0.40 0.50
10 5 0.90 0.64 0.90 0.50 0.80 0.47 0.90 0.53 1.00 0.53 0.90 0.50
10 10 0.50 0.71 0.40 0.40 0.20 0.25 0.30 0.33 0.50 0.45 0.80 0.67
10 15 0.30 0.75 0.40 0.67 0.00 0.00 0.20 0.40 0.20 0.50 0.40 1.00
ランダム推薦と提案手法の比較結果を表 4.13に示す．ランダム推薦の場合，推薦順位はないため
@Rank = 10の場合の結果を比較している．駅別に比較すると，原宿駅と蒲田駅では，推薦リストの
方が適合率・再現率が共に良い結果となっている．新橋駅では，N = 5は同等であるが，N = 10で
はランダム推薦，N = 15では提案手法が適合率，再現率共に良い結果となっている．目黒駅では，
N = 10の場合のみ，ランダムリストのほうが適合率・再現率が大きい．代々木駅では，N = 5の場
合のみ，推薦リストのほうが適合率・再現率が大きい．水道橋駅では，N に関わらず，ランダムリス
トのほうが適合率・再現率が大きい．これらの結果から，ターゲット駅 6駅中 4駅で提案手法の方が
総体的に推薦精度が良く，特に多数の人が選択した駅のみを正解とした場合に提案手法の結果の方が
良好であると言える．
提案手法では，水道橋駅を除き，N = 5でもランダム推薦と同等かそれ以上の適合率・再現率と
なっている．選択人数が少ない駅は，実際にその駅を利用していた人のみが類似すると判断した駅で
ある可能性が考えられる．その場合，これらの駅は推薦された人にとって，意外かつ有用な駅になる
可能性が考えられる．
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表 4.13 各選択人数 (N) による提案手法とランダム手法のターゲット駅別適合率・再現率の比較
ターゲット駅 システム P / R 選択人数 N
5 10 15
原宿
提案 P 0.90 0.50 0.30
R 0.64 0.71 0.75
ランダム P 0.50 0.20 0.10
R 0.36 0.29 0.25
新橋
提案 P 0.90 0.40 0.40
R 0.50 0.40 0.67
ランダム P 0.90 0.60 0.20
R 0.50 0.60 0.33
水道橋
提案 P 0.80 0.20 0.00
R 0.47 0.25 0.00
ランダム P 0.90 0.60 0.30
R 0.53 0.75 1.00
代々木
提案 P 0.90 0.30 0.20
R 0.53 0.33 0.40
ランダム P 0.80 0.60 0.30
R 0.47 0.67 0.60
目黒
提案 P 1.00 0.50 0.20
R 0.53 0.45 0.50
ランダム P 0.90 0.60 0.20
R 0.47 0.55 0.50
蒲田
提案 P 0.90 0.80 0.40
R 0.50 0.67 1.00
ランダム P 0.90 0.40 0.00
R 0.50 0.33 0.00
スピアマンの順位相関係数による評価結果を表 4.14に示す．結果を見ると，原宿駅と蒲田駅は 0.2
以上となり相関，水道橋駅は-0.2以下のため逆相関，新橋駅と代々木駅，目黒駅は無相関となってい
る．原宿駅と蒲田駅は提案手法により高い適合率・再現率が得られているが，類似度の順序関係もあ
る程度正確に再現できているといえる．新橋駅と代々木駅，目黒駅は N が大きくなると，原宿駅や
蒲田駅よりも適合率・再現率が低下する傾向にあるが，この結果と相関がない結果は対応していると
いえる．すなわち，選択者があまり多くない類似駅を比較的多く推薦しているといえる．水道橋駅に
おいては，順位も逆相関になっており，適合率・再現率の結果と一致しているといえる．
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表 4.14 各ターゲット駅と類似リストを比較したスピアマンの順位相関係数
ターゲット駅 順位相関係数
原宿 0.455639098
新橋 -0.132330827
水道橋 -0.323308271
代々木 -0.117293233
目黒 -0.069172932
蒲田 0.285714286
4.2.3 考察
実験結果から，原宿駅と蒲田駅，新橋駅，代々木駅，目黒駅では，比較的良い精度で推薦が可能だ
が．水道橋駅においては推薦精度が悪いという結果となった．ターゲット駅の印象値を表 4.15に示
す．全ターゲット駅で「安心度」が非常に大きく，「哀しさ」が非常に小さい．また，水道橋駅にお
いて印象間の差がその他の駅と比較して小さい．このことから，特徴的な印象値がない場合に，推薦
精度が良くない傾向があると考えられる．一般的に考えても，特徴がない駅を比較するのは非常に難
しいので，妥当な結果であると考える．これらの特徴がない駅においても，レビューからその駅特有
の部分を抽出し，表現可能にするためには，印象の細分化などが有効であると考える．
また，類似すると判断した人が少ない駅は，実際に駅に訪れた人のみが類似していると判断し，そ
れ以外の人が似ていることを知らない，意外性ある駅である可能性が考えられる．そのため，多様性
や意外性という観点で再評価を行うべきであると考える．
表 4.15 各ターゲット駅の印象値
駅 安心度 好感度 興奮度 楽しさ 哀しさ
原宿 1.0 -0.21 -0.25 0.9 0.01
新橋 0.8 -0.23 0.55 0.3 0.1
水道橋 1.0 0.5 0.5 0.3 0.04
目黒 1.0 -0.24 0.49 0.53 -0.01
代々木 0.8 -0.01 0.57 0.86 0
蒲田 1.0 0.01 0.03 0.45 0.06
4.3 ユーザ実験
4.3.1 実験内容
本実験は，ユーザに提案システムと既存の類似サービスを両方使用してもらい，それらの比較に
よってシステムの利便性や有用性，推薦の意外性の観点からの評価を目的とする．比較システムは，
レビューを取得したGoo住宅・不動産街の口コミ・住みやすさ情報（Goo不動産）と，類似システム
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である Home'sまちむすび*30の 2種類である．これらの各比較システムごとに条件を設定し，ユー
ザ実験を実施した．なお，Goo不動産を用いた実験と，Home'sまちむすびを用いた実験はそれぞれ
異なる実験協力者に依頼している．
Goo 不動産を比較システムとして用いる実験では，東京都内の指定する路線上の駅から自分が住
む駅を 1駅だけ探すという実験タスクを協力者に実施してもらった．各実験協力者の条件を表 4.16
に示す．実験協力者はこれらの条件に従って，各システムを用いて住む駅を探す．Goo不動産は，路
線を選択するとその路線上に存在する駅の一覧が表示され，各駅のページにその駅について投稿され
たレビューの一覧が表示されるようなシステムである．実験協力者は，条件路線上の各駅のレビュー
を読み，自分の住みたいと思う駅を決定する．提案システムは，3.3節で説明したようにクエリ駅と
検索範囲となる路線を入力すると，その路線上の駅を類似度順に並び替えたリストを推薦リストとし
て提示する．実験協力者には，検索クエリとして自分の好む駅を入力し，提案システムで調査を行っ
てもらった．実験協力者は，提示される特徴的なレビューや印象のレーダーチャート，ワードクラウ
ドなどの情報から条件路線上で住みたい駅を決定する．
表 4.16 Goo不動産を用いた実験における協力者別条件
ユーザ ID 先に利用するシステム 条件路線 後に利用するシステム 条件路線
1 Goo不動産 都営三田線 提案システム 都営浅草線
2 Goo不動産 都営三田線 提案システム 都営浅草線
3 提案システム 都営浅草線 Goo不動産 都営三田線
4 提案システム 都営浅草線 Goo不動産 都営三田線
Home'sまちむすびを比較システムとして用いる実験では，東京都内の全ての駅から自分が住む駅
を 1駅だけ探すという実験タスクを実施してもらった．各条件を表 4.17に示す．Home'sまちむす
びは，ユーザが指定するライフスタイルや検索対象とする路線からそのライフスタイルに当てはまる
ような駅を推薦するシステムである．このシステムは，アンケートやユーザによって投稿されたレ
ビュー内容，定量データなどからライフスタイルを定義し，それらのマッチングによって，ユーザに
推薦するシステムである．Home'sまちむすびでは，実験協力者にライフスタイルから東京都内の駅
を調査してもらい，住む駅を 1駅決定してもらう．Goo不動産と比較する場合と同様に提案システ
ムを使用してもらうが，検索範囲を路線ではなく，東京都内全域とする．東京都全体の駅を類似度順
に並び替えると，駅数が非常に多くなってしまうため，上位 20件のみを提示する．
表 4.17 Home'sまちむすびを用いた実験における協力者別条件
ユーザ ID 先に利用するシステム 後に利用するシステム
5 Home'sまちむすび 提案システム
6 Home'sまちむすび 提案システム
7 提案システム Home'sまちむすび
8 提案システム Home'sまちむすび
*30 https://www.homes.co.jp/machimusubi/
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これらの比較実験後に，各システムを使用したアンケートに回答してもらった．各システムの使い
やすさと役立ち度，今後システムを利用したいかどうかの 3点について 5段階評価（悪い 1 !5 良
い）で回答をしてもらった．提案システムについては，推薦の意外性や検索機能の良さについても 5
段階評価で回答をしてもらった．また，アンケートの最後に提案システムの良い点や悪い点などを自
由に記述してもらった．
4.3.2 実験結果
表 4.18に Goo不動産との比較におけるアンケート結果を示す．結果を見ると，両システムの使い
やすさ，役立ち度において協力者 4 以外はあまり差がない．今後利用したいかどうかにおいては名
中 2名が Goo不動産は利用しないと回答している．実験実施時間を見ると，先に使用したシステム
のほうが時間がかかる傾向がある．これは，実験タスクが日常的な内容ではないため，2回目の方が
作業に慣れたためであると考える．協力者 4のみが Goo不動産に対して低評価をしているが，アン
ケートではその理由について，Goo不動産では駅が路線順にでてくるため，隣の駅をすぐ見てしまう
ことと，レビュー文が多く読むのが大変だったためと回答していた．
表 4.18 Goo不動産との比較における各協力者のアンケート回答
協力者 ID 使いやすさ 役立ち度 今後利用したいか 実施時間 (分:秒)
Goo 提案 Goo 提案 Goo 提案 Goo 提案
1 4 3 5 4 Yes Yes 19:25 19:23
2 3 3 3 3 No Yes 17:22 11:29
3 3 5 4 5 Yes Yes 9:28 15:23
4 2 5 2 5 No Yes 10:26 15:21
表 4.19 に Home's まちむすびとの比較によるアンケート結果を示す．結果から，Home's まちむ
すびの方が使いやすさの面で相対的に高く評価されているが，役立ち度では提案システムの評価は
Home'sまちむすびと同等以上となっている．実験実施時間を見ると，実験協力者 5は Home'sまち
むすびの方を先に実施したにも関わらず 5分以上短いが，他の 3名では同等となっている．
表 4.19 Home'sまちむすびとの比較における各協力者のアンケート回答
協力者 ID 使いやすさ 役立ち度 今後利用したいか 実施時間 (分:秒)
Home's 提案 Home's 提案 Home's 提案 Home's 提案
5 5 4 5 5 Yes Yes 17:40 22:03
6 5 4 4 5 Yes Yes 14:42 14:28
7 5 4 5 5 Yes Yes 07:00 06.23
8 4 4 4 5 Yes Yes 測定ミス
表 4.20 に提案システムに関する各質問に対する回答を示す．質問 1 は 8 名中 4 名が推薦根拠が
わかりやすいという意見を持っている．一方で，それ以外の人のアンケートの意見では，レーダー
チャートの表示の違いがあまりわからないといった意見のような，チャートの見やすさに関する意見
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が見られた．これらの結果から，ある程度推薦根拠を示すことができたが，一部わかりにくい部分も
あるため，提案システムのインタフェースの改善が必要であると考える．
質問 2の結果を見ると，今回の実験で使用してもらった「駅から探す」機能は非常に評価が高い．
意見文にも，自分の知っている駅からの検索の容易さや，実際に生活したときのイメージのしやすさ
などが良い点として上げられている．この結果から，「駅から探す」機能は印象の定義などを詳細に
知ることなく，自分のイメージに近い駅が推薦されるため，直接印象を入力するよりもわかりやすい
検索が可能であると考える．
質問 3-1，2を見ると，8名中 5名の協力者が意外な駅が推薦されたと回答しており，そのうち 4
名がその駅に住みたいと感じたと回答している．質問 3-2でいいえと回答した人は，クエリとして入
力した駅から，考えられないような田舎の駅が推薦されたため，意外だが住みたくないと回答してい
る．この結果から，提案システムは意外かつ有用な駅を推薦することが可能であると考える．
質問 4を見ると，最終的に選択した駅の推薦リスト内での順位は全員 4位以上を選択しており，推
薦精度も高いと言える．
表 4.20 提案システムに関する各質問（表 4.21）に対する回答
ユーザ ID 質問 1 質問 2 質問 3-1 質問 3-2 質問 4
1 3 5 はい はい 3
2 1 5 いいえ 4
3 4 5 はい はい 1
4 4 4 いいえ 1
5 3 5 はい いいえ 3
6 5 3 いいえ 3
7 2 5 はい はい 2
8 4 5 はい はい (測定ミス)
表 4.21 提案システムに関する各質問内容
質問 1 レーダーチャートなどの推薦根拠のわかりやすさ
質問 2 「駅から探す」機能の使いやすさ
質問 3-1 システム利用時に意外な駅が推薦されたか
質問 3-2 3-1の駅に住みたいと感じたか
質問 4 住みたい駅と回答した駅が推薦リストの上位何件目か
ここまでで紹介したもの以外の意見では，良い点として UIがシンプルでわかりやすい，ワードク
ラウドが参考になった，検索クエリが少なくて気軽に検索できるということが挙げられており，推薦
機能や推薦根拠を示す部分で満足度が高いことがわかった．悪い点として，駅周辺の写真の有無や，
特徴的なレビューの抽出精度が良くない，地図やレーダーチャートなどの駅の詳細情報可視化部分の
見にくさなどが挙げられており，これらの改善が必要であることがわかった．
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4.3.3 考察
本実験では，Goo不動産と Home'sまちむすびの 2種類のシステムと提案システムとの比較によっ
て，利便性・有用性・意外性の観点から提案システムの評価を行った．結果として，利便性・有用性
については既存のサービスと同等の評価が得られた．
提案システム単体での評価から，意外性のある推薦と感じた人が 8名中 5名おり，更にその駅に住
みたいと感じた人がそのうちの 4名存在したため，推薦駅に意外かつ適切な駅が含まれていることが
わかった．また，実験協力者が選択した住みたい駅が推薦リストの上位 5件以内に含まれており，推
薦精度も高いと言える．これらの結果から，機能や推薦精度，推薦の意外性といった部分では十分有
用なシステムが実現できたが，推薦された根拠を示す推薦説明や駅情報のばらつきなどの点で改善の
余地があると考える．
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5 おわりに
本論文では，不動産分野などにおける印象を用いたエリア推薦を目的として，レビューから印象
を抽出するための感情語辞書構築手法，及び類似エリア推薦手法を提案した．印象として「好感度」
「興奮度」「安心度」「楽しさ」「哀しさ」の 5 種類を定義し，感情表現辞典をベースとして日本語
Wordnet，Weblio類語辞典，Bootstrap法を用いた辞書拡張手法により感情語辞書を作成した．ま
た，Goo不動産・街のクチコミ情報及び Home'sまちむすびに投稿された駅に関するレビューから感
情語辞書とのマッチングによる印象抽出を行い，駅周辺の印象を抽出した．これらの駅別印象情報を
用いて，類似駅推薦システムを構築した．印象抽出手法，およびその結果を用いた推薦システムの評
価として，印象抽出精度の評価実験，クラウドソーシングを用いた推薦システムの評価実験，ユーザ
実験による推薦システムの利便性の評価実験を行った．
印象抽出精度の評価実験では，工学系大学生・大学院生がレビュー 500 件を読んで想起した印象
（正解データ）と提案手法によって抽出された印象（抽出データ）を比較し，抽出精度の評価を行っ
た．抽出精度を評価するために，正解データと抽出データとのスピアマンの順位相関係数を計算し，
相関が認められたレビュー件数を調査した他，ポジティブ及びネガティブの印象それぞれについて
PR曲線を求めた．その結果，日本語WordNetやWeblio類語辞典，Bootstrap法による辞書拡張
によって，相関を示すレビュー数は約 40%から約 50%に増加し，ポジティブな印象における再現率
の向上を確認した．一方で，逆相関を示すレビュー数が拡張法によらず約 30%存在すること，拡張
による適合率の低下，ネガティブな印象の適合率・再現率が低いことなどが問題点として判明した．
クラウドソーシングを用いた推薦システムの評価実験では，97人の実験協力者に駅の類似関係を
回答してもらった結果に基づき推薦精度の評価を行った．その結果，「好感度」「興奮度」「楽しさ」に
おいて印象間の印象値の差が大きい駅では，ある程度精度の良い推薦が可能であることを示した．
ユーザ実験では，工学系大学生・大学院生 8 名に，提案システムと既存サービスを利用してもら
い，アンケートによってシステムの利便性・有用性を評価してもらった．比較対象となる既存サービ
スとして，レビュー取得元である Goo不動産と，機能が類似するの Home'sまちむすびを利用した．
アンケート結果から，既存サービスと利便性・有用性で同等の評価が得られた．さらに，提案システ
ムでは意外性のある駅の推薦が可能であることや，の好きな駅をクエリとして検索する機能が使いや
すいことを示した．
印象抽出で利用した否定形・仮定形の抽出精度，印象と感情の対応関係などの点で改善の余地があ
ることが判明したが，これらについて検討することで，印象抽出精度や提案システムの利便性・有用
性を更に向上可能であると考える．
従来型推薦システムとは異なり，提案手法を用いることによって，エリア訪問者の実体験に基づく
印象という観点からエリアを比較することが可能になる．また，路線や地理的情報によらず，印象が
類似するエリアを推薦可能なため，ユーザにとって意外なエリアを推薦できる可能性が高い．このこ
とは，住居を探す人の選択肢を広げることに貢献すると考える．今後，路線・駅情報の充実や，見や
すいインタフェースの設計，統計データやユーザの嗜好に基づく従来型推薦システムとの統合などに
よって，様々な観点からエリアが比較可能な推薦システムの構築が可能であると考える．また，不動
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産分野だけでなく，その他の様々な分野においてもレビュー情報は存在しているため，提案手法と同
様のアプローチは様々な分野に適用可能であると考える．
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