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Abstract
It is known that almost all 2-qubit gates are universal for quantum computing
(Lloyd 1995; Deutsch, Barenco, Eckert 1995). However, an explicit characterization
of non-universal 2-qubit gates is not known. We consider a closely related problem
of characterizing the set of non-universal 2-qubit Hamiltonians. We call a 2-qubit
Hamiltonian n-universal if, when applied on different pairs of qubits, it can be used
to approximate any unitary operation on n qubits. It follows directly from the
results of Lloyd and Deutsch, Barenco, Eckert, that almost any 2-qubit Hamiltonian
is 2-universal. Our main result is a complete characterization of 2-non-universal
2-qubit Hamiltonians. There are three cases when a 2-qubit Hamiltonian H is not
universal: (1) H shares an eigenvector with the gate that swaps two qubits; (2) H
acts on the two qubits independently (in any of a certain family of bases); (3) H has
zero trace. The last condition rules out the Hamiltonians that generate SU(4)—it
can be omitted if the global phase is not important.
A Hamiltonian that is not 2-universal can still be 3-universal. We give a (pos-
sibly incomplete) list of 2-qubit Hamiltonians that are not 3-universal. If this list
happens to be complete, it actually gives a classification of n-universal 2-qubit
Hamiltonians for all n ≥ 3.
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It is often useful to understand when a given set of resources is sufficient to perform
universal computation. In particular, universal Hamiltonians have many applica-
tions in quantum computation.
Suppose we can implement one specific 2-qubit Hamiltonian H ∈ u(4), where
u(4) denotes the set of all 4× 4 Hermitian matrices. Assume that we have n qubits
and we can apply H to any ordered pair of them for any amount of time. We
say that H is n-universal if it is possible to approximate any unitary evolution
U ∈ U(2n) to any desired accuracy by repeatedly applying H to different pairs of
qubits.
It is known that almost any 2-qubit Hamiltonian is universal [10, 22], i.e., non-
universal 2-qubit Hamiltonians form a measure zero subset of u(4). Given a specific
H ∈ u(4), it is relatively easy to check if H is n-universal. We just have to check
whether the Lie algebra generated by H (when applied on different pairs of qubits)
is equal to u(2n), the Lie algebra of U(2n) (see Section 3.3).
However, so far there has been no closed-form characterization of the set of
non-universal 2-qubit Hamiltonians. In particular, we would like to have a char-
acterization that is capable of answering structural questions about the entire set
of Hamiltonians. For example, suppose we can implement Hamiltonians of a cer-
tain form. Then we would like to be able to say which of these Hamiltonians are
universal.
In this thesis we characterize the set of all 2-non-universal 2-qubit Hamiltonians
in a way that would help to answer questions of the form described above. We give
a finite list of families of 2-non-universal 2-qubit Hamiltonians such that each fam-
ily can be easily parametrized and together they cover all 2-non-universal 2-qubit
Hamiltonians.
We now explain the structure of the thesis. In Section 2 we provide some back-
ground material that is needed in order to better understand the following sections.
We start by introducing some notation in Section 2.1.1. Then in Sections 2.1.2 and
2.1.3 we define and briefly discuss normal matrices and Pauli matrices, respec-
tively. We continue by discussing quantum states and evolutions in Sections 2.2.1
and 2.2.2, respectively.
In the next section we formally define the problem to be addressed (Section 3.1),
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explain the relevant previous results (Section 3.2) and give proofs of some results
regarding n-universality (Section 3.3).
The goal of Section 4 is to give a complete characterization of 2-non-universal
2-qubit Hamiltonians. We start by discussing the properties of the gate that swaps
the two qubits in Section 4.1. Next, we present examples of non-universal Hamil-
tonians in Section 4.2. It will turn out that these examples capture the essence of
what can make a 2-qubit Hamiltonian non-universal. In Section 4.3 we consider
transformations that preserve the 2-universality property of 2-qubit Hamiltonians.
Using these transformations we bring a generic 2-qubit Hamiltonian to a specific
normal form and give sufficient conditions for a Hamiltonian in this normal form to
be non-universal (see Sections 4.5.1 and 4.5.2). To prove that these conditions are
also necessary, we give explicit expressions for linear combinations of nested com-
mutators that provide a maximal number of linearly independent Hamiltonians (see
Section 4.5.3). Finally, we reach Theorem 7 which gives a complete characterization
of 2-non-universal 2-qubit Hamiltonians.
In Section 5 we list the families of 2-qubit Hamiltonians that we know to be
3-non-universal and discuss their relation to families of 2-non-universal 2-qubit





The idea of a quantum computer first appeared in the works of Benioff and Feyn-
man around 1980. Benioff showed that quantum systems can simulate a classical
reversible Turing machine [3, 4]. Feynman considered the opposite problem and
observed that it is very hard to simulate a quantum system using a classical com-
puter [13]. He also observed that in principle quantum systems could be simulated
efficiently using a quantum computer.
The first quantum algorithm in which quantum effects were used is due to
Deutsch [8]; it was subsequently improved and generalized by Deutsch and Jozsa
[11] (see [23] or [19] for a modern treatment of both results). Deutsch’s algorithm
computes the value of f(0) ⊕ f(1) for some unknown function f : {0, 1} → {0, 1}
with just one query to f , whereas any deterministic algorithm needs two queries.
Similarly, the Deutsch-Jozsa algorithm determines if f : {0, 1}n → {0, 1} is constant
(the value of f(x) does not depend on x) or balanced (f(x) = 0 for exactly half of
all inputs x, and f(x) = 1 for the other half) with a single query to f , whereas any
deterministic algorithm requires 2n−1+1 queries in the worst case. One can see that
for this particular problem quantum computer has a tremendous advantage over a
deterministic classical computer. However, the quantum over classical advantage
becomes negligible if we consider probabilistic classical algorithms, since there is a
probabilistic algorithm whose success probability is at least 2/3 that can solve this
problem with just 2 queries [19].
The next breakthrough was Simon’s algorithm, which significantly outperforms
even a probabilistic classical algorithm [27]. The best known quantum algorithm
requires a linear number of queries, whereas any probabilistic classical algorithm
requires an exponential number of queries. This work led to one of the most im-
portant achievements in quantum computing—Shor’s polynomial-time algorithm
for factoring, which is exponentially faster than the best known classical algorithm
[26].
Another well-known result is Grover’s algorithm for searching an unsorted data-
base [15, 14]. It provides only a quadratic speedup over the best classical algorithm,




We start by introducing notation that will be useful later. In this section we
already use the Dirac notation. We refer the reader who is not familiar with it to
Section 2.2.1.
Let IN be the N ×N identity matrix (we often abbreviate I2 as I). We use M †
to denote the conjugate transpose of a matrix M . We define some commonly used
sets:
• MN(C) – the set of all N ×N complex matrices.
• MN(R) ⊂ MN(C) – the set of all N ×N real matrices.
• U(N) :=
{
U ∈ MN(C) | U †U = IN
}
– the unitary group.
• SU(N) := {U ∈ U(N) | detU = 1} ⊂ U(N) – the special unitary group.
• O(N) :=
{
O ∈ MN(R) | OTO = IN
}
= MN(R) ∩ U(N) – the orthogonal
group.
• SO(N) := {O ∈ O(N) | detO = 1} ⊂ O(N) – the special orthogonal group.
• u(N) :=
{
H ∈ MN(C) | H = H†
}
– the Lie algebra of U(N) or the set of all
N ×N Hermitian matrices.
• Sn – the symmetric group or the set of all n-element permutations.
• Sn ⊂ M2n({0, 1})∩O(2n) – the group of all n-qubit permutation matrices. To
every permutation π ∈ Sn we assign the corresponding n-qubit permutation
matrix Pπ ∈ Sn that acts in the standard basis as follows:
∀s ∈ {0, 1}n : Pπ
(
|s1〉 |s2〉 . . . |sn〉
)
=
∣∣sπ−1(1)〉 ∣∣sπ−1(2)〉 . . . ∣∣sπ−1(n)〉 . (2.1)
• [n] := {1, . . . , n} – the set of natural numbers from 1 to n.
Whenever we need to take a norm of an operator we choose to use the spectral
norm. Most of the time, however, it does not matter which norm one chooses to
use.




‖Mv‖ : v ∈ CN , ‖v‖ = 1
}
where ‖·‖ is the Euclidean norm.
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2.1.2 Normal matrices
In quantum computing we often work with normal matrices. In this section we
define this class of matrices and list some useful theorems. See [17] or any other
standard textbook on matrix analysis for the proofs and more discussion.
Definition 2. We say that a matrix M ∈ MN(C) is normal if MM † = M †M.
We will mainly deal with two special types of normal matrices, namely Hermi-
tian matrices and unitary matrices.
Definition 3. We say that a matrix U ∈ MN(C) is unitary if UU † = IN .
Definition 4. We say that a matrix M ∈ MN(C) is Hermitian if M = M †.
Given an arbitrary matrix M ∈ MN(C), we can find a basis of CN in which
this matrix is almost diagonal. This almost diagonal form is know as the Jordan
normal form of M . However, if we consider a normal matrix A ∈ MN(C), then its
Jordan form is diagonal. Moreover, it is always possible to choose an orthonormal




λi |ψi〉 〈ψi| ,
where {|ψ1〉 , . . . , |ψN〉} ⊂ CN is an orthonormal basis and λi ∈ C for all i ∈ [N ].
We call the above expression a spectral decomposition of A and {λi}Ni=1 the spectrum
of A.
Suppose H ∈ MN(C) is a Hermitian matrix. Since H is normal, it has a spectral
decomposition and we have
N∑
i=1
λi |ψi〉 〈ψi| = H = H† =
N∑
i=1
λ∗i |ψi〉 〈ψi| .
Since the |ψi〉 are pairwise orthogonal, we conclude that λi = λ∗i . Thus, the eigen-
values of a Hermitian matrix are real.
Now suppose U ∈ MN(C) is unitary. Since U is normal, it has a spectral
decomposition and we have
N∑
i=1





j |ψi〉 〈ψi|ψj〉 〈ψj| =
N∑
i=1
|λi|2 |ψi〉 〈ψi| ,
where
∑N
i=1 λi |ψi〉 〈ψi| is a spectral decomposition of U . Since |ψi〉 are pairwise
orthogonal, we conclude that |λi|2 = 1. Thus, the eigenvalues of a unitary matrix
are of the form eiϕ, where ϕ ∈ R.
Definition 5. Let A,B ∈ MN(C). Then the commutator of A and B, denoted
[A,B], is given by
[A,B] := AB −BA.
We say that A and B commute when [A,B] = 0.
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Definition 6. Let A,B ∈ MN(C). Then the anticommutator of A and B, denoted
{A,B}, is given by
{A,B} := AB +BA.
We say that A and B anticommute when {A,B} = 0.
In quantum mechanics observables that have commuting matrix representations
correspond to properties that can simultaneously assume definite values. However,
we are interested in commutators of normal matrices, because we will investigate
Lie algebras generated via commutation. The following theorem gives an equivalent
condition for determining whether two normal matrices commute. A proof of this
theorem can be found in [17].
Theorem 1. Let A and B be normal matrices. Then [A,B] = 0 if and only if A
and B are simultaneously diagonal in some orthonormal basis.
Suppose we are given a mapping f : C → C. Then we can extend the domain




f(λi) |ψi〉 〈ψi| ,
where
∑N
i=1 λi |ψi〉 〈ψi| is a spectral decomposition of A.
We will be mostly interested in extending the domain of the exponential map
e−ix to the set of Hermitian matrices. If H ∈ MN(C) is Hermitian, then we can
think of e−iH in two ways. We can use the spectral decomposition of H and think of
e−iH as the matrix obtained by applying e−ix to the eigenvalues of H. Alternatively,
we can consider the power series of e−ix and think of e−iH as the matrix given by










+ . . . .
The two approaches are equivalent. However, sometimes it may be advantageous
to use one or the other. We now list some facts that follow directly from one of the
above interpretations of e−iH .
Fact 1. Let H,H1, H2 ∈ u(N). Then the following statements hold.
• H and e−iH have the same eigenvectors.
• If [H1, H2] = 0, then e−iH1e−iH2 = e−i(H1+H2). However, this is not true in
general.
• For all U ∈ U(N), we have Ue−iHU † = e−iUHU† .
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Unitary matrices are related to Hermitian ones via the exponential map. If
H ∈ MN(C) is Hermitian, then e−iH is a unitary, since e−iH(e−iH)† = IN . More-





eiϕi |ψi〉 〈ψi| .




(−ϕi + 2πki) |ψ′i〉 〈ψ′i| ,
where ki ∈ Z and {|ψ′i〉} is some eigenbasis of U such that |ψ′i〉 corresponds to
eigenvalue eiϕi for all i ∈ [N ]. Hence, the exponential map takes any Hamiltonian
to a unique unitary matrix, whereas the preimage of any unitary matrix contains
infinitely many Hamiltonians that all have the same eigenvectors and each of their
eigenvalues differ by some multiple of 2π.
2.1.3 Pauli matrices
In this section we briefly discuss the Pauli matrices and list some of their properties.























Note that Pauli matrices form a basis of the real vector space of 2 × 2 Hermitian
matrices. Similarly, n−fold tensor products of Pauli matrices form a basis of the
real vector space of 2n × 2n Hermitian matrices.
Definition 7. The weight of σ1 ⊗ . . .⊗ σn, where σi ∈ {I,X, Y, Z}, is the number
of times non-identity Pauli matrices appear in the tensor product. For example,
the weight of Y ⊗ Y ⊗ I ⊗ Z is 3.
It turns out that
{α σ1 ⊗ . . .⊗ σn : α ∈ {±1,±i} and σ1, . . . , σn ∈ {I,X, Y, Z}}
is a group under matrix multiplication. Also one often finds it useful that all
nonidentity Pauli matrices anticommute with each other.
2.2 Quantum states and evolutions
In this section we briefly discuss the allowed states of a quantum computer and
how these states evolve. For a more in-depth discussion see [23, 19, 21].
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2.2.1 Quantum states
In general, the space of quantum states depends on the particular system consid-
ered. However, the state of any closed quantum system can be described as a unit
vector in some complex Hilbert space H. The principle of superposition says that if
a given system can be in states |ψ1〉 , |ψ2〉 ∈ H then any normalized superposition
c1 |ψ1〉+ c2 |ψ2〉 is also a valid state of that system, where c1, c2 ∈ C.
In quantum computing we use the so called Dirac or bra-ket notation. In this
notation, we write the name of a column vector inside a ket, e.g., |ψ〉. We use a
bra to denote the dual vector, e.g., 〈ψ|. If |ψ〉 is a finite dimensional vector, then
its dual vector 〈ψ| is the row vector whose entries are complex conjugates of the
corresponding entries of |ψ〉. Hence, 〈ψ|ϕ〉 denotes the inner product of |ψ〉 and
|ϕ〉.
When given a Hilbert space H with dim(H) = 2n, we use the n-bit string binary
representation of k ∈ {0, . . . , 2n − 1} to denote the (k+1)−th standard basis vector.











































= H(t) |ψ(t)〉 ,
where |ψ(t)〉 is the state of the system at time t and H(t) is a Hermitian matrix
known as the system’s Hamiltonian. In practice we deal with systems that are not
closed, i.e., they are interacting with an environment to some extent. However, if the
system is sufficiently isolated, we can assume that it is closed and the Schrödinger
equation gives a good approximation of its dynamics.
If the system starts out in the state |ψ(t1)〉, then by solving the Schrödinger
equation we can get its state at time t2 ≥ t1:
|ψ(t2)〉 = e−iH(t2−t1) |ψ(t1)〉 .
Recall from Section 2.1.2 that e−iH(t2−t1) is a unitary matrix. Therefore, all evolu-






Definition 8. We say that H is an n-qubit Hamiltonian if H ∈ u(2n), i.e., H ∈
M2n(C) and H is Hermitian (H† = H).
In this thesis we mainly deal with 2-qubit Hamiltonians, i.e., 4 × 4 Hermitian
matrices. We often say “a Hamiltonian H”, without explicitly mentioning that it
is a 2-qubit Hamiltonian.
Definition 9. We say that we can simulate a unitary transformation U ∈ U(N)
using Hamiltonians H1, . . . , Hk ∈ u(N), if for all ε > 0 there exist l ∈ N, j1, . . . , jl ∈
[k], and t1, . . . , tl ≥ 0 such that∥∥U − e−iHj1 t1e−iHj2 t2 . . . e−iHjl tl∥∥∞ < ε.
Definition 10. We say that an m-qubit Hamiltonian H is n-universal where 2 ≤
m ≤ n, if we can simulate all unitary transformations in U(2n) using Hamiltonians
from the set {
P (H ⊗ I⊗n−m)P † | P ∈ Sn
}
,
i.e., by applying H to any ordered subset of m qubits (out of n qubits in total).
Recall from Section 2.1.2 that any evolution of a quantum system is unitary.
Therefore, if we are given an n-universal Hamiltonian H, then we can use it to
approximate the evolution of an n-qubit system to any desired precision. This
justifies the choice of the term “universal”.
Universal Hamiltonians and unitary gates have been studied previously [9, 12,
1, 24, 2, 22, 10]. However, there does not seem to be a single commonly accepted
definition of universality. Sometimes it is assumed that it is possible to permute
the physical qubits and therefore all P ∈ Sn can be simulated exactly. However, in
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our case we only assume the ability to apply the Hamiltonian H to different tuples
of qubits, not to permute the qubits themselves. It is also common to allow the
use of ancillary qubits that start out, for example, in the |0〉 state. Sometimes it is
required that at the end of the simulation these ancillary qubits need to be returned
in the same state as they started out in. In our definition of universality the use
of ancillary qubits is not permitted. Also we are not concerned about the time it
takes to complete the simulation. We just require the ability to simulate any unitary
using H, and accept any simulation as valid even if it takes an unrealistically long
time.
In Definition 9 we allowed the use of only non-negative tji for simulating uni-
tary U by Hamiltonians H1, . . . , Hk, since tji corresponds to the length of time we
evolve according to some Hamiltonian. However, the following claim shows that
the restriction tji ≥ 0 in Definition 9 can be relaxed. The essence of the claim is
that although we cannot physically evolve our system according to a Hamiltonian
H for negative time, it turns out that we can approximate the effect by evolving
our system according to H for some positive amount of time instead.
Claim 1. Let H ∈ u(N) be a Hamiltonian and τ < 0. Then for all ε > 0 there
exists t ≥ 0 such that
∥∥e−iHτ − e−iHt∥∥∞ < ε.
Proof. Let U := e−iH . Consider the sequence K := {U i}∞i=1 ⊂ MN(C). Note that
we can think of MN(C) as a real vector space of dimension 2N2. Since K is bounded
with respect to the spectral norm, by the Bolzano-Weierstrass theorem, K has a
convergent subsequence. It follows that for all ε > 0 and all n0 ∈ N there exist
j, k ∈ N such that j− k > n0 and ε >
∥∥Uk − U j∥∥∞ = ∥∥I4 − U j−k∥∥∞. Equivalently,
for all ε > 0 and all n0 ∈ N there exists n > n0 such that ε > ‖I4 − Un‖∞.
Therefore, given τ < 0, for all ε > 0 there exists n > |τ | such that
ε >
∥∥I4 − e−iHn∥∥∞ = ∥∥e−iHτ − e−iH(n+τ)∥∥∞ . (3.1)
If we take t := n+ τ > 0, the claim follows.
The main goal of this thesis is to characterize the set of 2-qubit 2-universal
Hamiltonians. A motivation of this study is that any 2-universal 2-qubit Hamilto-
nian is also n-universal for all integers n ≥ 2 (see Corollary 2 below). Note that a
2-qubit Hamiltonian H is 2-universal if we can simulate all unitary transformations
in U(4) using H and THT , where T is the gate that swaps the two qubits and has
the following representation in the standard basis
T :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (3.2)




We start by discussing some results on universal gate sets for logical boolean func-
tions and proceed with the quantum analogues. It is common to allow the use of
ancillary bits or qubits. We proceed to define universality with ancillae.
For all n ∈ N let L(2n) be the set of matrix representations of n-bit logical
boolean functions f : {0, 1}n → {0, 1}n, i.e.,
L(2n) :=
{
M ∈ M2n({0, 1}) :
2n∑
i=1
Mi,j = 1,∀j ∈ [2n]
}
.
Definition 11. We say that a set of logical gates S is universal with ancillae, if for
all n ∈ N and all L ∈ L(2n) there exist na ∈ N and a logical circuit G ∈ L(2n+na)
containing gates exclusively from S that simulates L using ancillae, i.e., there exists
a ∈ {0, 1}na such that for all ψ ∈ {0, 1}n we have
(L |ψ〉)⊗ |a〉 = G(|ψ〉 ⊗ |a〉).
Definition 12. We say that a set of unitary gates S is universal with ancillae, if
for all n ∈ N, all ε > 0 and all U ∈ U(2n) there exist na ∈ N and a quantum
circuit G ∈ U(2n+na) containing gates exclusively from S that approximates U with
precision ε using ancillae, i.e., there exists a ∈ {0, 1}na such that for all |ψ〉 ∈ C2n
we have
‖(U |ψ〉)⊗ |a〉 − G(|ψ〉 ⊗ |a〉)‖ < ε.
Note that in the above definitions we assume the ability to prepare standard
basis states. We allow to initialize the ancillary bits to arbitrary standard basis
states as opposed to just |0〉, since some of the gates considered in the coming
section (e.g. Toffoli gate and Deutsch’s gate) need ancillary bits prepared in basis
states other than |0〉 to achieve universality. However, other reasonable definitions
of universality with ancillae are possible different form the ones given above.
In the classical case we are able to implement any logical gate precisely using
components from a universal gate set. In contrast in the quantum case we only
require the ability to approximate any unitary to arbitrary precision. This defini-
tion is reasonable, since with components from a discrete gate set we cannot hope
to implement a continuum of unitary matrices exactly. We are interested in find-
ing discrete universal gate sets, since such a set is needed for doing fault-tolerant
computing [16].
3.2.1 Universality in classical computing
It is well known that the NAND and FANOUT gates (see Figure 3.1) form a set
of logical gates that is universal with ancillae. Since it is often assumed that the
ancillary bits and the FANOUT gate are given by default, one often hears that














z z ⊕ xy
Figure 3.2: Toffoli or the controlled-controlled-NOT gate.
3.2.2 Universal 3-qubit gate
In 1980 Toffoli [28] showed that the reversible Toffoli gate (see Figure 3.2) is uni-
versal with ancillae for implementing any logical gate. Later on in 1988 Deutsch
[9] considered the following family of unitary gates
SQ(α) := I4 ⊕

1 0 0 0
0 1 0 0









SQ(α) is a generalization of the Toffoli gate, since by setting α = 1 we obtain the
Toffoli gate. Deutsch showed that if α is irrational, then SQ(α) is universal with
ancillae (see Definition 12). At the end of [9] Deutsch conjectures that almost any
2n × 2n unitary for n ≥ 3 is universal in the sense of Definition 12.
3.2.3 Universal gates on at most two qubits
In addition to being useful in fault-tolerant quantum computing, another reason
why we are interested in finding universal gate sets is that in order to build a
computer we only have to implement a finite number of gates instead of infinitely
many. In 1995 DiVincenzo [12] indicated that it might be difficult to implement
SQ(α), since it is a 3-qubit gate and it is hard to build a mechanical device that
brings three spins together. However, in the same paper he resolves this difficulty.
By building upon Deutsch’s result in [9] DiVincenzo shows that for irrational values
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1 0 0 0
0 1 0 0
0 0 cosφ sinφ




eiφ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 U(φ) :=

1 0 0 0
0 1 0 0
0 0 cosφ i sinφ
0 0 i sinφ cosφ
 . (3.4)
Previously, in order to show that a given set of gates is universal, one usually
gave circuits for approximating certain classes of unitary gates and used various
other ad hoc techniques. However, DiVincenzo noted that the set of unitary trans-
formations that can be approximated using unitary gates from (3.4) is the Lie group
corresponding to the Lie algebra generated by the Hamiltonians of those unitary
gates. Other authors later on employed this observation to show that almost any
2-qubit gate is universal.
3.2.4 Universal 2-qubit gate
Later in 1995 Barenco [1] improved DiVincenzo’s result by showing that a single
2-qubit unitary gate can be used to approximate Deutsch’s SQ(α) to any desired
precision. Barenco proposed to use the following 2-qubit unitary:
A(φ, β, θ) :=

1 0 0 0
0 1 0 0
0 0 eiβ cos θ −iei(β−φ) sin θ
0 0 −iei(β+φ) sin θ eiβ cos θ
 , (3.5)
where φ, β and θ are irrational multiples of π and each other.
3.2.5 Universality of CNOT and 1-qubit gates
It is a well-known fact that any U ∈ U(N) can be expressed as a product of el-
ementary unitary gates that act non-trivially on no more than two basis states.
These elementary unitary operations are known as Givens rotations (e.g., see Cy-
benko [7]). Cybenko in [7] also gives a quantum circuit for any Givens rotation that
contains only one-qubit unitary gates and the controlled-not gates. The original
result that one-qubit gates together with the controlled-not gate are universal for
implementing any unitary transformation was proved by Barenco et al. in 1995 [2].
There are few points worth noting about this result.
• Using one-qubit unitary gates and the controlled-not gate it is possible to im-
plement all the unitary transformations exactly instead of just approximating
them. This can be done since we are given the freedom to use a continuum
of one-qubit unitary gates.
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• Ancillary qubits are not needed in order to implement all the unitary trans-
formations. Recall that Deutsch needed ancillae to show the universality
of SQ(α). Since the other universal gate sets discussed above build upon
Deutsch’s result, they all required ancillae to achieve universality.
• The only 2-qubit gate in this universal gate set, i.e., the controlled-not gate,
is classical, meaning that it permutes computational basis states.
Even though the universal gate set proposed in [2] contains a continuum of one-
qubit unitary matrices, it is of practical importance, since any U ∈ U(2) can be
expressed as
U = eiφe−iZt1e−iY t2e−iZt3 ,
where φ, t1, t2, t3 ∈ R and Y, Z are Pauli matrices [23, 2]. Therefore, in order to
experimentally implement all one-qubit unitary gates one only needs to be able to
evolve the one-qubit system according to Hamiltonians Y and Z for any desired
amount of time.
Barenco et al. [2] also investigated how many one-qubit and controlled-not gates
are needed to implement Deutsch’s SQ(α) gate and a variety of other two and three-
qubit unitary transformations.



























consisting of one-qubit unitaries (Hadamard gate and a square root of Pauli Z), the
controlled-not gate and the Toffoli gate, is universal for approximating any unitary
transformation.
In 1999 Boykin et al. [6] improved the previous result of Kitaev by showing that






is both universal for ap-
proximating any unitary transformation and can be implemented in a fault-tolerant
way.
3.2.6 Encoded universality
In 2008 Rudolph and Grover [25] considered the following gate:
G :=

1 0 0 0
0 1 0 0
0 0 cosφ − sinφ
0 0 sinφ cosφ
 ,
where φ ∈ R is some irrational multiple of π. Note that by applying G to different
pairs of qubits we cannot implement all unitary transformations, since all matrix
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entries of G are real. However, it turns out that any computation involving complex
amplitudes can be simulated with a computation involving only real ones. The
simulation is achieved by introducing an ancillary qubit, whose two orthogonal
states are used to encode the real and imaginary parts of the amplitudes. In [25] it
is shown that G can be used to approximate any such real simulation. Therefore,
we say that G is universal in encoded sense. For the most part of this thesis we
won’t consider encoded universality. However, we get back to it in the last section,
where we list the open problems.
3.2.7 Universality of almost any 2-qubit gate
In 1995 both Lloyd [22] and Deutsch et al. [10] independently showed that almost
any 2-qubit gate can be used to approximate all 2-qubit unitary evolutions. In
other words, the set of non-universal unitary gates form a measure zero subset of
the U(4) group. Therefore, if we pick U ∈ U(4) uniformly at random, then U is
universal with probability one. It is notable that in order to achieve universality,
ancillary qubits are not required. The approaches used in [22] and [10] are similar in
many respects. Both of them are not constructive and use the Lie algebra generated
through commutation by H and THT , where H is a Hamiltonian corresponding to
a generic unitary and T is the gate exchanging the two qubits (see equation (3.2)).
Some of the missing details in [22] were later filled in by Weaver [30]. We now
review the result presented in [10].
We first outline the proof given by Deutsch et al. in [10] and then continue
with discussion of it. Consider a generic U ∈ U(4) and let H ∈ u(4) be such that
U = eiH . Define the repertoire of U to be the set of gates that can be approximated
by applying U and TUT on two qubits. Since U is generic, the arguments of the
eigenvalues of U are irrational multiples of π and each other. Therefore, we can
approximate all real powers of U with natural ones. Hence, all gates of the form
U r = eiHr, r ∈ R (3.8)
are in the repertoire of U . It is possible to argue (see Section 3.3) that if unitary
operations eiHr and eiTHTr are in the repertoire of U for all r ∈ R, then so are all
the unitary operations of the form eiL where L ∈ L (H,THT ) and L (H,THT ) is
the Lie algebra generated by H and THT through commutation (see Definition 13).
Therefore, U is universal if we can list 16 nested commutators of H and THT that
are linearly independent over R.
Now consider the following commutator scheme consisting of 16 Hamiltonians:
H1 :=H
H2 :=TH1T,




To show the universality of U it suffices to check that {H1, . . . , H16} are linearly
independent. To check linear independence, we can verify that ∆(H) := det(M) 6=
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0, where M is a real 16× 16 matrix whose columns are the vectors corresponding
to H1, . . . , H16, when expressed in some orthonormal basis of u(4).
The idea behind the general proof is illustrated by first constructing a one-
dimensional affine subspace {H(k) : k ∈ R} ⊂ u(4), where H(0) = H and H(k) is
universal for almost all k ∈ R. Consider
H(k) := H + k(H̃ −H), (3.10)
where H̃ is some fixed (universal) Hamiltonian such that1 ∆(H̃) 6= 0. For H(k)
we compute the parametrized generators Hj(k) using the commutator scheme (3.9)
and find the determinant ∆(H(k)). Note that ∆(H(k)) is a polynomial in k of a
finite degree (In fact, the degree of ∆(H(k)) is 100). Since ∆(H(1)) = ∆(H̃) 6= 0,
we conclude that ∆(H(k)) 6= 0. This means that ∆(H(k)) vanishes only at a finite
number of different values of k. Thus, if we pick k ∈ R uniformly at random, then
e−iH(k) is universal with probability one.
The generators in an entire 16-dimensional neighborhood of H can be para-
metrized by 16 coordinates chosen in the manner similar to (3.10):
H(k1, . . . , k16) = H + k1(H̃
(1) −H) + . . .+ k16(H̃(16) −H), (3.11)
where H̃(1), . . . , H̃(16) are some fixed (universal) Hamiltonians such that ∆(H̃(i)) 6= 0
for all i ∈ [16]. Again for H(k1, . . . , k16) we compute the parametrized Hamiltonians
Hj(k1, . . . , k16) according to the commutator scheme (3.9) and find the determinant
∆(H(k1, . . . , k16)). Since ∆(H(k1, . . . , k16)) is a non-zero polynomial of degree 100
in variables k1, . . . , k16, it can vanish on at most 15-dimensional variety. Therefore,
almost any 2-qubit unitary is universal.
However, some aspects of this proof are unsatisfactory:
1. The goal of [10] is to establish the universality of a generic unitary U ∈ U(4).
However, in the very beginning of the proof U is replaced by a Hamiltonian
H generating U , i.e., satisfying U = eiH . Note that one cannot speak about
the Hamiltonian corresponding to a unitary U (see Section 2.1.2). There are
infinitely many Hamiltonians H that satisfy U = eiH for any given U . In
fact, even the dimensions of the Lie algebras generated by two Hamiltonians
corresponding to the same unitary can differ.
For example, consider U := I4 and
H :=

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , H ′ :=

2π 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
Note that U = eiH = eiH
′
. However,
dimL (H,THT ) = 0 while dimL (H ′, TH ′T ) = 1. (3.12)
1Note that for an arbitrary universal Hamiltonian H ′ the determinant ∆(H ′) is not necessarily
non-zero, since a commutator scheme certifying the universality of H ′ might differ from the one
given in (3.9).
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Therefore, one should take extra care to check that for a generic unitary U
the Lie algebra L (H,THT ) does not depend on the choice of H satisfying
U = eiH .
2. Recall the fixed universal Hamiltonian H̃ such that ∆(H̃) 6= 0 from equa-
tion (3.10). In [10] H̃ := HA is used, where eiH
A
= A(φ, β, θ) and φ, β, θ ∈ R
are irrational multiples of π and each other (see equation (3.5)). Recall that
Barenco [1] has shown that such A(φ, β, θ) is universal with ancillae. However,
ancillary qubits are not allowed in the model used in [10]. Without ancillary
qubits A cannot be universal, since both A and TAT have eigenvector |00〉.
Therefore, using A and TAT it is not possible to approximate any U ∈ U(4)
that does not have |00〉 as an eigenvector.
To argue that HA is universal, in [10] it is claimed that ∆(HA) 6= 0. The
Hamiltonian HA generating the unitary gate A(φ, β, θ) is not given explicitly,
but let us for instance consider
HA :=

0 0 0 0
0 0 0 0
0 0 β −θe−iφ
0 0 −θeiφ β
 .
Then Hamiltonians HA1 , . . . , H
A
16 ∈ u(4) formed according to the commutator
scheme (3.9) are linearly dependent, since they all share eigenvector |00〉.
Therefore, ∆(HA) = 0, which contradicts the claim made in [10].
3. At the very end of the proof it is claimed that the 16-dimensional neighbor-
hood of H can be parametrized by coordinates chosen in a manner similar
to (3.10). However, it is not specified how to do this exactly and equa-
tion (3.11) is only our interpretation of how this could be done. Moreover,
to employ this approach, 16 linearly independent universal Hamiltonians
H̃(1), . . . , H̃(16) for which ∆(H̃(i)) 6= 0 for all i ∈ [16] should be presented.
In fact, in [10] not even one such Hamiltonian is explicitly given. Moreover,
it is not clear that it is in principle possible to find 16 linearly independent
universal Hamiltonians for which there exists a common commutator scheme
that certifies their universality.
In [10] it is also discussed which 2-qubit unitary gates are non-universal and it
is conjectured that these are precisely
1. unitary gates that permute states of some orthogonal basis,
2. unitary gates that are tensor products.
In fact, it is not obvious that unitary gates in item (1) are non-universal. Even if U
is a permutation matrix in some basis, it does not mean that TUT also permutes
the basis vectors of the same orthogonal basis. Hence, probably in item (1) the
authors of [10] wanted to require that both U and TUT permute states of the same
orthogonal basis.
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In this thesis we answer a slight modification of the above question raised in [10]:
we give a complete characterization of the set of non-universal 2-qubit Hamiltonians
(instead of 2-qubit unitary gates). In particular, our characterization disproves the
conjecture given in [10] (see Theorem 7).
3.3 Proving universality
It is not obvious how to check if a given Hamiltonian is universal according to the
above definition, i.e., can be used to simulate any unitary matrix. Thus we would
like to have an equivalent but simpler universality condition that is more practical.
In other words, we are looking for an efficient algorithm for deciding if a given
Hamiltonian is universal.
First, we need to understand which evolutions can be simulated using a given
Hamiltonian H. In order to do that, we introduce the notion of a Lie algebra.
Definition 13. We say that L (H1, . . . , Hk) denotes the Lie algebra generated by
Hamiltonians H1, . . . , Hk. It is defined inductively by the following three rules:
1. H1, . . . , Hk ∈ L (H1, . . . , Hk),
2. If A,B ∈ L (H1, . . . , Hk) then αA+ βB ∈ L (H1, . . . , Hk) for all α, β ∈ R,
3. If A,B ∈ L (H1, . . . , Hk) then i[A,B] = i(AB −BA) ∈ L (H1, . . . , Hk).
One can think of L (H1, . . . , Hk) as a real vector space equipped with a way of
combining any two vectors to obtain the third. Note that if A,B are Hermitian,
then i[A,B] is also Hermitian, since we have
(i[A,B])† = −i(B†A† − A†B†) = i[A,B].
Therefore, L (H1, . . . , Hk) is a real subspace of Hermitian matrices. It consists of all
those Hermitian matrices that can be expressed as finite real linear combinations
of nested commutators of Hamiltonians H1, . . . , Hk.
The following lemma helps us to understand the set of evolutions that we are
able to simulate using some given set of Hamiltonians.
Lemma 1. Assume that we can evolve according to Hamiltonians H1, . . . , Hk for
any desired amount of time. Then we can simulate unitary U if and only if
U ∈ cl
{
e−iL : L ∈ L (H1, . . . , Hk)
}
, (3.13)
where “cl” denotes the closure of a set.2






. We can use
H to simulate any diagonal 2× 2 unitary. However, there are diagonal unitary matrices that are







Proof. First, we show that if we can evolve according to H1, . . . , Hk, then we can
simulate any U ∈ cl
{
e−iL : L ∈ L (H1, . . . , Hk)
}
. Note that it suffices to show
that we can simulate any U = e−iL where L ∈ L (H1, . . . , Hk). Recall that
L (H1, . . . , Hk) was defined in an inductive way, i.e., every L ∈ L (H1, . . . , Hk)
can be obtained from H1, . . . , Hk by taking linear combinations and commutators.
Thus we consider three cases.
1. We can simulate U = e−iLt for all t ∈ R if L is one of H1, . . . , Hk. Note that
simulation for t < 0 follows from Claim 1.
2. If we are given simulations of e−iAt1 and e−iBt2 for all t1, t2 ∈ R, then we can







3. If we are given simulations of e−iAt1 and e−iBt2 for all t1, t2 ∈ R, then we can
simulate e−i(i[A,B])t for all t ∈ R, since


















Consult [29] for the proof of (3.14) and (3.15).
Now we proceed to show that, if we can simulate unitary U , then
U ∈ cl
{
e−iL : L ∈ L (H1, . . . , Hk)
}
.
Since we can simulate U (see Definition 9), we can approximate it to any desired
precision using expressions of the form
e−iHj1 t1e−iHj2 t2 . . . e−iHjl tl (3.16)
for some l ∈ N, j1, . . . , jl ∈ [k], and t1, . . . , tl ≥ 0. Now we will show that all
expressions of the above form can be expressed as e−iL for some L ∈ L (H1, . . . , Hk).
Consider the Baker-Campbell-Hausdorff formula
e−iAt1e−iBt2 = e−iH , where (3.17)











i[B, i[B,A]] + . . . . (3.18)
See [18] for the proof of Baker-Campbell-Hausdorff formula. Assume A,B ∈
L (H1, . . . , Hk). In order to claim that H ∈ L (H1, . . . , Hk), we have to show that
it can be expressed as a finite real linear combination of nested commutators of
H1, . . . , Hk. Since there is only a finite number of linearly independent nested com-
mutators in expression (3.18), we can rewrite it as a finite real linear combination
of these linearly independent nested commutators. Therefore, H ∈ L (H1, . . . , Hk).
Repeatedly applying the Baker-Campbell-Hausdorff formula to (3.16), we can
argue that all expressions of the form (3.16) belong to L (H1, . . . , Hk). This means





where each Ui = e
−iLi for some Li ∈ L (H1, . . . , Hk). Hence,
U ∈ cl
{
e−iL : L ∈ L (H1, . . . , Hk)
}
.
Now we can obtain a simpler and more practical characterization of n-universa-
lity than the original one in Definition 10.
Lemma 2. Let m ≤ n. Then an m-qubit Hamiltonian H is n-universal if
L
({
P (H ⊗ I⊗n−m)P † : P ∈ Sn
})
= u(2n),
where Sn is the group of matrices that permute n qubits and u(2n) is the set of all
2n × 2n Hermitian matrices.
Proof. Let N := 2n and L := L
({
P (H ⊗ I⊗n−m)P † : P ∈ Sn
})
. Since every uni-
tary U ∈ U(N) can be expressed as U = e−iL for some L ∈ u(N) = L, then accord-
ing to Lemma 1 we conclude that it is possible to simulate all of U(N) by applying
H to different ordered subsets of m qubits. Therefore, H is n-universal.
Corollary 1. A 2-qubit Hamiltonian H is 2-universal if L (H,THT ) = u(4), where
u(4) is the set of all 4× 4 Hermitian matrices.
Now we proceed to show that if a Hamiltonian H is n-universal then it is also
m-universal for all m ≥ n. Note that the result is not completely trivial, since the
added qubits are not ancillary, i.e., we have to be able to simulate any unitary on
all of the qubits.
Lemma 3. One can simulate any evolution on n qubits given the ability to evolve
according to X, Y , and X ⊗X on any of the qubits.3
Proof. For the sake of convenience we omit the tensor product signs in this proof,
i.e., we write XX instead of X ⊗X.
Recall that any Hermitian matrix can be expressed as a real linear combination
of tensor products of Pauli matrices (see Section 2.1.3). Also recall that if we
can simulate evolution according to some Hamiltonians then we can also simulate
evolution according to any real linear combination of them (see equation (3.14)).
Therefore, it suffices to show that the evolution according to any tensor product of
Pauli matrices can be simulated.
We also know that given H1 and H2 we can approximate evolution according
to i[H1, H2] (see equation (3.15)). Thus, we can simulate arbitrary evolution on
any single qubit, since we are given X and Y , and we can obtain Z = 1
2
i[Y,X].
Similarly, we can simulate any 2-qubit evolution using XX and the single qubit
Hamiltonians, e.g., XY = 1
2
i[XX, IZ], ZY = 1
2
i[Y I,XY ], etc. (See Table 3.1 for
commutation relations of Pauli matrices).
To show that any evolution on n qubits can be simulated, it is sufficient to show
that any tensor product of Pauli matrices can be expressed as a nested commutator
3The choice of these particular Hamiltonians is arbitrary—we just need two distinct Pauli
matrices of weight 1 and one Pauli matrix of weight 2.
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I X Y Z
I 0 0 0 0
X 0 0 −2Z 2Y
Y 0 2Z 0 −2X
Z 0 −2Y 2X 0
Table 3.1: Commutators i[R,C] = i(RC −CR) of Pauli matrices. R is a label of a
row and C is a label of a column.
of weight-2 tensor products of Pauli matrices. This can be done by decomposing a
tensor product of Pauli matrices into a sequence of weight-2 tensor products of Pauli
matrices so that every two adjacent elements in this sequence anti-commute.
We now give an example of the above mentioned decomposition of a tensor
product of Pauli matrices. Let us Consider a specific tensor product of Pauli ma-
trices, e.g., XZYXXIZIY ZX (see Table 3.2). We can break this string down
into overlapping sequences of length two: XZ, ZY , Y X, XX, . . . . Then for each
adjacent tensor product we modify the overlapping Pauli matrix in different ways.
For example, if we take the first two sequences (XZ and ZY ), the overlapping
matrix is Z. We can change it to X in the first sequence and to Y in the second
sequence (or vice versa), and obtain either XX and Y Y , or XY and XY . In both




i[XXI, IY Y ] =
1
2
i[XY I, IXY ] = XZY. (3.19)
Note that this value coincides with the beginning of the string corresponding to
the Hamiltonian we want to simulate. If we repeat this process and modify the
overlapping matrix for each pair of adjacent tensor products according to the rule
specified above, the nested commutator of them will be equal (up to a constant
factor) to our Hamiltonian. This is illustrated in Table 3.2.









Table 3.2: An example of expressing a tensor product of Pauli matrices as a nested
commutator of Pauli matrices that act non-trivially on at most two qubits.
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Lemma 4. If a Hamiltonian H is n-universal for some n ≥ 2, then it is also
m-universal for all m ≥ n.
Since H is n-universal for some n ≥ 2, it can be used to simulate all unitary
transformations in U(2m) that act non-trivially on no more than two qubits. It is
known that any unitary gate on m qubits can be decomposed into gates that act
non-trivially only on one or two qubits without the need of ancilla [2, 23]. Therefore,
we conclude that H is m-universal.
However, the statement also immediately follows from Lemma 3.
Corollary 2. If a 2-qubit Hamiltonian H is 2-universal, then it is also n-universal





In this section we classify 2-qubit Hamiltonians that are not 2-universal. Since we
will be talking only about 2-universality, we will simply say that a Hamiltonian is
universal (instead of “2-universal”) or non-universal (instead of “not 2-universal”).
4.1 The T gate
The gate that swaps the two qubits is central to our problem of characterizing
2-universal Hamiltonians, since it is the only non-trivial permutation of two qubits.
In this section we make a few simple observations revealing some properties of the
swap gate that will be relevant to the further discussion. We will use the letter T
to refer to the swap gate.
The matrix representation of the T gate is
T :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (4.1)
It has two eigenspaces, namely
E− := spanC {|01〉 − |10〉} and E+ := spanC {|00〉 , |01〉+ |10〉 , |11〉} , (4.2)
where E− corresponds to the eigenvalue −1 and E+ to the eigenvalue +1. We call
the normalized vector
|s〉 := |01〉 − |10〉√
2
(4.3)
that spans E− the singlet state.
Lemma 5. Let N be a normal matrix. The singlet |s〉 is an eigenvector of N if
and only if [N, T ] = 0.
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Proof. Assume |s〉 is an eigenvector of N . Then B = {|s〉 , |n1〉 , |n2〉 , |n3〉} is an
orthonormal eigenbasis of N for some orthonormal vectors {|ni〉}3i=1 ⊂ C4. Since
B is orthonormal, {|ni〉}3i=1 ∈ E⊥− = E+. Therefore, B is also an eigenbasis of T ;
and both N and T are simultaneously diagonal in this basis. Thus, according to
Theorem 1 [N, T ] = 0.
Conversely, assume [N, T ] = 0. By Theorem 1 we know that N and T are
simultaneously diagonal in some orthonormal basis B. Since |s〉 spans the one-
dimensional eigenspace E− of T , we know that e
iφ |s〉 ∈ B for some φ ∈ R. Thus,
|s〉 is an eigenvector of N .
Lemma 6. A normal matrix N has a common eigenvector with the T gate if and
only if N has an eigenvector orthogonal to |s〉.
Proof. Assume N shares an eigenvector |v〉 with the T gate. Then we can assume
that either |v〉 = |s〉 or |v〉 ∈ E+. In the latter case we are done, since every vector
in E+ is orthogonal to |s〉. In the case when |v〉 = |s〉, E+ = spanC(|v〉)⊥ is an
invariant subspace for the normal matrix N . Therefore, E+ contains an eigenvector
of N .
The other direction of the statement is obvious.
Lemma 7. Suppose U ∈ U(4) and [U, T ] = 0. Then the singlet state |s〉 is an
eigenvector of both U and U †.
Proof. Since [U, T ] = 0, we know that U and T are simultaneously diagonal in some
orthonormal basis (see Theorem 1). The singlet |s〉 must belong to this basis, since
it spans the one-dimensional (−1)-eigenspace of the T gate. Therefore, |s〉 has to
be an eigenvector of U as well. Note that U and U † have the same eigenvectors.
Thus, |s〉 is also an eigenvector of U †.
4.2 Examples of non-universal Hamiltonians
In this section we will consider three families of non-universal Hamiltonians. Later
on we will see that these three families capture the essence of what makes a Hamil-
tonian non-universal.
• Consider a local Hamiltonian H = H1 ⊗ I + I ⊗ H2. Note that we end up
acting independently on both qubits no matter whether we evolve our system
according to H or THT , since
THT = I ⊗H1 +H2 ⊗ I.
Therefore, any sequence of evolutions according to H and THT will result in
action that is independent on both qubits and we will not be able to simulate
entangling operations.
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• Consider a Hamiltonian H that shares an eigenvector v with the gate that
swaps two qubits, T . In this case any sequence of evolutions according to H
and THT will leave the vector v unchanged. Therefore, we will not be able
to simulate unitary transformations that act non-trivially on this vector.
• Consider a traceless Hamiltonian H. Since the trace is basis independent,
also Tr(THT ) = 0. Now note that by exponentiating a traceless Hamiltonian
we get a unitary with determinant one. Any sequence of evolutions according
to H and THT corresponds to a product of unitary matrices from the special
unitary group. This shows that using a traceless Hamiltonian we will not be
able to simulate anything outside the special unitary group. Even though
traceless Hamiltonians are not universal according to the Definition 10, for
many applications it suffices to simulate only special unitary group.
We summarize the observations made above in the following lemma.
Lemma 8. A two-qubit Hamiltonian H is non-universal if any of the following
conditions holds:
1. H is a local Hamiltonian, i.e., H = H1 ⊗ I + I ⊗ H2, for some 1-qubit
Hamiltonians H1, H2,
2. H shares an eigenvector with the T gate,
3. Tr(H) = 0.
The converse of the above lemma is not true. However, in the following sections
we will generalize the first condition (see Lemma 10). Then we will be able to show
that the converse of the generalized lemma holds as well, i.e., if a Hamiltonian does
not fall in any of the three categories then it is universal.
4.3 Transformations preserving universality
In this section we look for unitary transformations that conjugate all universal
two-qubit Hamiltonians to universal ones and all non-universal two-qubit Hamilto-
nians to non-universal ones. We say that such transformations preserve the univer-
sality.
Let us recall when two matrices are said to be similar.
Definition 14. Matrices A and B are said to be similar if there exists an invertible
matrix P such that B = PAP−1.
Now we are ready to introduce the notion of T -similarity.
Definition 15. Matrices A and B are said to be T -similar if there exists a unitary
matrix P such that B = PAP † and [P, T ] = 0.
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Note that in the case of T -similarity we require the transformation P ensuring
the similarity to be unitary instead of just invertible.
Theorem 2. Let A,B be T -similar 2-qubit Hamiltonians. Then A is universal if
and only if B is.
Proof. Assume 2-qubit Hamiltonians A and B are T -similar. So there is P ∈ U(4)
such that B = PAP † and [P, T ] = 0. Suppose A is universal. We want to show that
B is also universal. We have to show that using B we can simulate every U ∈ U(4)
with any desired precision. Pick arbitrary U ∈ U(4) and precision ε > 0. Since A
is universal, we can simulate P †UP ∈ U(4) with precision ε, i.e., there exists n ∈ N
and t1, . . . , tn ≥ 0 such that∥∥P †UP − e−iAt1e−iTATt2e−iAt3 . . . e−iTATtn∥∥∞ < ε. (4.4)
Since TP = PT , we have









†t3 . . . e−iPTATP
†tn
= Pe−iAt1P †Pe−iTATt2P †Pe−iAt3P † . . . P e−iTATtnP †
= Pe−iAt1e−iTATt2e−iAt3 . . . e−iTATtnP †. (4.5)
By combining (4.4) with (4.5) and noting that the spectral norm of an operator is
invariant under unitary conjugation, we get∥∥U − e−iBt1e−iTBTt2e−iBt3 . . . e−iTBTtn∥∥∞
=
∥∥U − Pe−iAt1e−iTATt2e−iAt3 . . . e−iTATtnP †∥∥∞
=
∥∥P †UP − e−iAt1e−iTATt2e−iAt3 . . . e−iTATtn∥∥∞ < ε.
Hence, e−iBt1e−iTBTt2e−iBt3 . . . e−iTBTtn is the desired simulation of U with precision
ε. We conclude that B is universal and the theorem follows.
Now with our new tool in hand we can return to Lemma 8 and try to generalize
it using Theorem 2. We can conjugate all three classes of Hamiltonians in Lemma 8
by unitary transformations commuting with the T gate and see if we get any new
non-universal Hamiltonians.
Let us first consider the local Hamiltonians (condition 1 in Lemma 8). It turns
out that by conjugating local Hamiltonians with unitary transformations that com-
mute with T it is possible to obtain non-universal Hamiltonians that are not men-
tioned in Lemma 8. For example, consider the following local Hamiltonian H and

















0 0 1 0
0 1 0 0
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By conjugating the local Hamiltonian H by unitary U , we obtain a non-universal
Hamiltonian that is not local:
UHU † =

1 0 0 1
0 1 0 0
0 0 1 0
1 0 0 1
 = I ⊗ I + 12(X ⊗X − Y ⊗ Y )
Thus, we conclude that local Hamiltonians are not closed under conjugation by
unitary transformations that commute with the T gate.
We will see that the other two families of non-universal Hamiltonians mentioned
in conditions 2 and 3 of Lemma 8 are closed under conjugation by unitary trans-
formations that commute with the T gate. It is very easy to see this in the case of
traceless Hamiltonians (condition 3). Since the trace is basis independent, traceless
Hamiltonians are closed under conjugation. In the following lemma we prove that
also the set of Hamiltonians satisfying condition 2 is closed under conjugation by
unitary transformations that commute with T .
Lemma 9. The set of two-qubit Hamiltonians sharing an eigenvector with the T
gate is closed under conjugation with unitary transformations that commute with
T .
Proof. Let U satisfy [U, T ] = 0 and let |v〉 be the eigenvector shared by H and
the T gate, i.e., H |v〉 = λH |v〉 and T |v〉 = λT |v〉 for some λH , λT . We will show
that U |v〉 is an eigenvector shared by the T gate and UHU †. First, note that
UHU †(U |v〉) = UH |v〉 = λHU |v〉. We also have T (U |v〉) = UT |v〉 = λTU |v〉.
Thus, U |v〉 is an eigenvector shared by the T gate and UHU †.
Note that in the proof we did not make use of the fact that the T gate is the
unitary that swaps two qubits. Therefore, the above lemma holds for an arbitrary
matrix T .
The following lemma is a generalization of Lemma 8. It follows directly from
the discussion above and Lemma 9.
Lemma 10. A two-qubit Hamiltonian H is non-universal if any of the following
conditions holds:
1. H is T -similar to a local Hamiltonian,
2. H shares an eigenvector with the T gate,
3. Tr(H) = 0.
Imagine that we want to determine if a given Hamiltonian is not universal. The
best we could do at this point would be to check whether it falls into any of the
families that are listed as non-universal in Lemma 10. However, it is not straight-
forward how to check if a given Hamiltonian is T -similar to a local Hamiltonian
(condition 1). Thus, in the next section we introduce a new notion that will turn
out to be useful in checking condition 1 in the above lemma.
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4.4 Patterns
In this section we introduce the notion of a pattern of a Hamiltonian. Patterns will
enable us to efficiently check whether a given Hamiltonian is T -similar to a local
one (condition 1 in Lemma 10), which is the main goal of this section.
We first define a pattern of a Hamiltonian. Then in Section 4.4.1 we formalize
the notion of a pattern for Hamiltonians with repeated eigenvalues and characterize
the patterns of such Hamiltonians. In section 4.4.2 we show that Hamiltonians
have the same pattern if and only if they are T -similar (see Theorem 3). Finally,
in Section 4.4.3 we characterize the set of Hamiltonians that are T -similar to the
local ones in terms of their patterns (see Theorem 4). This characterization allows
us to efficiently check whether a given Hamiltonian is T -similar to a local one. In
Section 4.4.3 we also give one more characterization of the set of Hamiltonians that
are T -similar to the local ones (see Theorem 5).
Definition 16. Assume that a two-qubit Hamiltonian H has eigenvalues λi with
corresponding orthonormal eigenvectors |ψi〉. Then we define a pattern of H to be{
λ1 λ2 λ3 λ4
s1 s2 s3 s4
}
, (4.6)
where si := |〈s|ψi〉|2 and |s〉 is the singlet state as given in (4.3). Note that a
pattern is defined up to a permutation of the columns.
One could wonder why we use the state |s〉 for calculating the overlaps. Recall
that the T gate has only two eigenspaces, E+ and E− (4.2), and E− is spanned by
|s〉. Therefore, the overlap with the singlet state completely determines the overlap
with the (+1)-eigenspace E+.
4.4.1 Patterns of degenerate Hamiltonians
Definition 17. We say that a Hamiltonian H is degenerate if it has a degenerate
(i.e., repeated) eigenvalue. We say that H is non-degenerate if it does not have
repeated eigenvlaues.
Note that the pattern is unique up to permutation of columns for non-degenerate
Hamiltonians. It is not so for degenerate ones. This is because one can choose any
orthonormal eigenbasis of the subspace corresponding to the degenerate eigenvalue.
This choice affects the corresponding overlaps with the singlet state.
It turns out that for the purpose of characterizing universal Hamiltonians, we
could restrict our attention only to non-degenerate Hamiltonians, since the following
Lemma says that all degenerate Hamiltonians are non-universal.
Lemma 11. If a 2-qubit Hamiltonian H has a degenerate eigenvalue, then it is not
universal.
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Proof. Assume H has a degenerate eigenvalue. Then the eigenspace E correspond-
ing to the degenerate eigenvalue has dimension at least two. Recall that the T gate
has a 3-dimensional (+1)-eigenspace E+. Now note that the intersection E ∩ E+
is at least 1-dimensional, since E,E+ ⊆ C4 and dim(E) ≥ 2, dim(E+) = 3. Any
nonzero |v〉 ∈ E ∩E+ is a common eigenvector of H and the T gate. By Lemma 8
we conclude that H is non-universal.
Due to the above lemma we could restrict attention to non-degenerate Hamilto-
nians and avoid dealing with patterns that are not well-defined. However, we will
take a more general approach and prove all theorems for general (possibly degener-
ate) Hamiltonians. If H is degenerate, every symbol of the form (4.6) that fulfills
the requirements posed in Definition 16 is considered to be a pattern of H.
We proceed to characterize the different patterns of the same (degenerate)
Hamiltonian. The following lemma shows that for degenerate Hamiltonians, pat-
terns are defined up to a way we choose to split up the sum of the overlaps corre-
sponding to the degenerate eigenvalue.
Lemma 12. Let H be a degenerate Hamiltonian with a degenerate eigenvalue λ1.
Let E be the k-dimensional eigenspace corresponding to the degenerate eigenvalue
λ1, where 2 ≤ k ≤ 4. Then (up to a permutation of columns) H has all patterns of
the form {
λ1 λ2 λ3 λ4
s1 s2 s3 s4
}
, (4.7)
where λ1 = λ2 = . . . = λk, s1 + s2 + . . .+ sk = ‖ΠE |s〉‖2, and ΠE is the projection
onto the eigenspace E.
Proof. Let s1, . . . , sk be given. Pick an arbitrary orthonormal basis {|e1〉 , . . . , |ek〉}







sk |ek〉 and acts trivially on E⊥. Since 〈ei| (I − ΠE) |s〉 = 0 and
U |s〉 = U(I − ΠE) |s〉+ U(ΠE |s〉) (4.8)




s2 |e2〉+ . . .+
√
sk |ek〉), (4.9)
we have ∣∣〈s|U † |ei〉∣∣2 = ∣∣(U |s〉)† |ei〉∣∣2 = si. (4.10)
This tells us that
{
U † |e1〉 , U † |e2〉 , . . . , U † |ek〉
}
is an orthonormal basis of E that
gives rise to the pattern of the desired form (4.7).
Corollary 3. Suppose degenerate Hamiltonians H1 and H2 both have a common
pattern p. Then all patterns of H1 are also patterns of H2 and vice versa.
4.4.2 T -similarity and patterns
In this section we characterize T -similar Hamiltonians in terms of their patterns.
This characterization will help to prove a theorem that gives an efficiently checkable
necessary and sufficient condition for a given Hamiltonian to be T -similar to a local
one.
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Definition 18. We say that Hamiltonians H1 and H2 have the same pattern if H1
and H2 share some common pattern
1.
Theorem 3. Hamiltonians H1 and H2 are T -similar if and only if they have the
same pattern.
Proof. Assume H1 and H2 are T -similar, i.e., H2 = UH1U
† for some U ∈ U(4)
such that [U, T ] = 0. We want to show that H1 and UH1U
† have the same pattern.
Since [U, T ] = 0, by Lemma 7 we know that |s〉 is an eigenvector of U †. Let |v〉 be
an eigenvector of H1. Then U |v〉 is the corresponding eigenvector of UH1U †. Now
we have |〈s| (U |v〉)| =
∣∣(U † |s〉)† |v〉∣∣ = |〈s|v〉|, i.e., the corresponding eigenvectors
of H1 and UH1U
† have the same overlaps with the singlet state. Since conjugation
does not change the eigenvalues, we have shown that the patterns of H1 and H2 =
UH1U
† are the same.
Conversely, assume that H1 and H2 have a pattern p. Let ϕj be the eigenvalues
of H1 and H2, and let |vj〉, |wj〉 be the corresponding eigenvectors that give rise to
the pattern p. Let rj := |〈s|vj〉| = |〈s|wj〉|. We can express the singlet state |s〉 in










iβj |wj〉 , (4.12)




ei(βj−αj) |wj〉 〈vj| . (4.13)
We claim that (a) UH1U
† = H2, (b) |〈s|U |s〉| = 1.
(a) By expressing U as in (4.13) and recalling that |vj〉 and |wj〉 are the eigenvectors




















ϕk |wk〉 〈wk| = H2.
1According to Corollary 3, in such a case every pattern of H1 is also a pattern of H2 and vice
versa.
30






















Part (a) tells us that H1 and H2 are similar via U . From (b) it follows that |s〉
is an eigenvector of U . Thus, according to Lemma 5, U commutes with T . Hence,
H1 and H2 are T -similar.
4.4.3 Patterns of local Hamiltonians
We are now ready to prove the main theorem of this section, which will allow us
to check easily whether a given Hamiltonian is T -similar to a local one. Thus, we
will be able to efficiently determine whether a given Hamiltonian falls into any of
three families of non-universal Hamiltonians listed in Lemma 10.
Theorem 4. A two-qubit Hamiltonian H is T -similar to a local Hamiltonian if
and only if it has a pattern of the form{
λ11 λ12 λ21 λ22
s t t s
}
, where λ11 + λ22 = λ12 + λ21. (4.14)
Proof. Assume H is T -similar to some local Hamiltonian H ′ = H1 ⊗ I + I ⊗ H2.
According to Theorem 3, H and H ′ have the same pattern. Thus, in order to show
that H has a pattern of the form (4.14), it suffices to prove that H ′ has the required
pattern.
First, let us diagonalize H1 and H2:
H1 = α1 |v1〉 〈v1|+ α2 |v2〉 〈v2| , H2 = β1 |w1〉 〈w1|+ β2 |w2〉 〈w2| . (4.15)

























|v1〉 ⊗ |w1〉 , |v1〉 ⊗ |w2〉 , |v2〉 ⊗ |w1〉 , |v2〉 ⊗ |w2〉 (4.18)
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are eigenvectors of H ′. If we calculate the overlaps with |s〉, we get
|〈s|v1, w1〉|2 = 12 |ad− bc|
2 =: s, (4.19)
|〈s|v1, w2〉|2 = 12 |ac
∗ + bd∗|2 =: t, (4.20)
|〈s|v2, w1〉|2 = 12 |−a
∗c− b∗d|2 = 1
2
|ac∗ + bd∗|2 = t, (4.21)
|〈s|v2, w2〉|2 = 12 |a
∗d∗ − b∗c∗|2 = 1
2
|ad− bc|2 = s. (4.22)
The eigenvalues corresponding to vectors in (4.18) are
λ11 = α1 + β1, λ12 = α1 + β2, λ21 = α2 + β1, λ22 = α2 + β2 (4.23)
and they satisfy λ11 +λ22 = λ12 +λ21. So we conclude that H
′ has a pattern of the
form (4.14).
Now let us prove the other direction. We want to show that for any H that has
a pattern of the form (4.14) we can find a local Hamiltonian H ′ such that H and
H ′ are T -similar. By Theorem 3 we know that if H and H ′ have the same pattern,
then they are T -similar. Therefore, it suffices to show that we can construct a local
Hamiltonian H ′ = H1 ⊗ I + I ⊗H2 with any given pattern of the form (4.14).
As before, we use αi and |vi〉 to refer to corresponding eigenvalues and eigen-
vectors of H1. Similarly, we use βi and |wi〉 for H2. First, given λij from (4.14), we
choose the eigenvalues of H1 and H2 as follows: α1 = 0, α2 = λ21 − λ11, β1 = λ11,
and β2 = λ12. Note that after this choice the eigenvalues of H
′ are
α1 + β1 = λ11, α1 + β2 = λ12, α2 + β1 = λ21, α2 + β2 = λ22, (4.24)
where the last equality holds since λ11+λ22 = λ12+λ21. Then we have to choose the
corresponding eigenvectors of H1 and H2 so that they have the required overlaps.
It suffices to make the right choice just for |v1〉 and |w1〉, since they completely
determine the overlaps. In fact, it is always possible to choose |v1〉 , |w1〉 ∈ R2. If the










is θ, then ad− bc = sin θ
(pseudo-scalar product) and ac + bd = cos θ (scalar product). Thus, the overlaps
(4.19) and (4.20) become 1
2
sin2 θ = s and 1
2
cos2 θ = t, respectively (recall that




We now give yet another characterization of the set of Hamiltonians that are
T -similar to the local ones.
Definition 19. We say that H is an antisymmetric Hamiltonian if H = H† (H is
Hermitian) and HT = −H (H is antisymmetric).
If H is an antisymmetric Hamiltonian, then H∗ = −H. This means that all
entries of H are purely imaginary. In fact, two-qubit antisymmetric Hamiltonians
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correspond exactly to real linear combinations of Pauli basis elements containing
exactly one Y , i.e., spanR {I ⊗ Y,X ⊗ Y, Z ⊗ Y, Y ⊗ I, Y ⊗X, Y ⊗ Z}.
Note that if H is an antisymmetric Hamiltonian, then e−iHt and e−iTHTt are real
matrices for all t ≥ 0. This can easily be seen by considering the Taylor expansion
of ex. Also note that det(e−iHt) = e−iTr(H)t = 1. Therefore, we can simulate only
some subset of SO(4) using H, so H is clearly non-universal. Moreover, even rI+H
is non-universal for all r ∈ R. This is because e−i(rI+H)t = e−irte−iHt and so every
unitary that can be simulated is of the form eiϕO, where O ∈ SO(4) and ϕ ∈ R.
Now by Theorem 2 we conclude that all Hamiltonians that are T -similar to rI +H
are non-universal as well.
However, it turns out that we don’t need to add any new family of non-universal
Hamiltonians to the list in Lemma 10. The following theorem tells us that the above
family of non-universal Hamiltonians coincides with the family of Hamiltonians
T -similar to some local Hamiltonian (the first item in Lemma 10).
Theorem 5. Let H be a two-qubit Hamiltonian. Then the following are equivalent:
(1) H is T -similar to a local Hamiltonian,
(2) H has pattern of the form (4.14), and
(3) H is T -similar to rI+A for some r ∈ R and some antisymmetric Hamiltonian A.
Proof. From Theorem 4 we know that (1) and (2) are equivalent. We will show
that (2) and (3) are equivalent.
Assume (2) holds. Theorem 3 tells us that T -similar matrices have the same
overlaps with |s〉. Therefore, it suffices to show that given a pattern
p =
{







, with λ11 + λ22 = λ12 + λ21 (4.26)
it is possible to choose r ∈ R and an antisymmetric Hamiltonian A so that rI +A
has pattern p. First, take r := 1
2












where ϕ1 := λ11 − r and ϕ2 := λ12 − r. The eigenvalues of A′ are ϕ1, ϕ2,−ϕ2,−ϕ1
















































Note that the eigenvalues of rI + A′ are λ11, λ12, λ21, λ22 with corresponding
eigenvectors
∣∣v′ij〉 as in (4.28). So the matrix rI + A′ has the correct eigenvalues
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1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1
 (4.29)
to get a matrix A with eigenvectors that give rise to the desired overlaps. Consider
































where |vij〉 = O
∣∣v′ij〉 corresponds to the eigenvalue λij. The overlaps of these
eigenvectors are
|〈s|v11〉|2 = |〈s|v22〉|2 =
1
4
(cos θ − sin θ)2 = 1− sin(2θ)
4
(4.31)
|〈s|v21〉|2 = |〈s|v21〉|2 =
1
4




Therefore, if we choose θ := 1
2
arcsin(1 − 4s), we get overlap s in (4.31) and 1−2s
2
in (4.32). So we have constructed a matrix A = O(rI + A′)O† = rI + OA′O†
that has pattern p. Note that OA′O† is indeed an antisymmetric Hamiltonian,
since (OA′O†)† = OA′O† and (OA′O†)∗ = −OA′O† as A′ is an antisymmetric
Hamiltonian and O is an orthogonal matrix.
We proceed to show the other direction. Assume (3) holds. Again, due to
Theorem 3, it suffices to show that rI+A has a pattern of the form (4.14). Assume A
has an eigenvector |v〉 with eigenvalue λ. Since A is an antisymmetric Hamiltonian,
A |v∗〉 = −(A |v〉)∗ = −(λ |v〉)∗ = −λ |v∗〉 ,
where |v∗〉 is obtained from |v〉 by taking the complex conjugate of each of its
components. So A also has an eigenvector |v∗〉 with eigenvalue −λ.
We consider two cases, when A has only non-zero eigenvalues and when it has
0 as an eigenvalue.
• Assume A has only non-zero eigenvalues. Then rI+A has eigenvalues r + λ1,
r−λ1, r+λ2, r−λ2 with corresponding eigenvectors |v1〉 , |v∗1〉 , |v2〉, |v∗2〉. Since
the singlet is a real vector, we have |〈s|vi〉|2 = |〈s|v∗i 〉|
2. So rI+A has a pattern
p =
{









where s := |〈s|v1〉|2. Note that (r+ λ1) + (r− λ1) = 2r = (r+ λ2) + (r− λ2).
Therefore, p is of the desired form (4.14).
• Assume A has eigenvalue 0. If A = 0, then rI +A = rI. Since all eigenvalues
of rI are the same, according to Lemma 12, we can choose an eigenbasis of
rI to obtain any desired overlaps. For instance, rI + A has a pattern
p =
{











which is of the form (4.14).
Now assume A 6= 0. Then A has non-zero eigenvalues ±λ with corresponding
eigenvectors |v〉 and |v∗〉. Thus, the eigenvalue 0 has multiplicity 2. Accord-
ingly, rI + A has eigenvalues r ± λ with corresponding eigenvectors |v〉 and
|v∗〉 and eigenvalue r with multiplicity 2. According to Lemma 12, we can
choose two orthonormal eigenvectors in the r-eigenspace so that they have
the same overlaps with |s〉. Therefore, rI + A has a pattern
p =
{








where s := |〈s|v〉|2 = |〈s|v∗〉|2. It remains to note that the pattern p is of the
desired form (4.14).
4.5 Proving the converse
In this section we show that the list of non-universal families of Hamiltonians in
Lemma 10 is in fact complete. That is, we prove that any two-qubit Hamiltonian
that does not fall in any of the three categories in Lemma 10 is universal.
In this section we often work in a basis where the T gate is diagonal and the
singlet state is the first basis vector. There are infinitely many choices for the other
three basis vectors. It does not matter which choice we make as long as we fix it.
We make a particular choice and call this basis the T -basis. We use T̃ and |s̃〉 to
denote the T gate and the singlet state in the T -basis, i.e.,
T̃ :=

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1







We use UT to denote the unitary implementing the basis change from the standard
basis to the T -basis. In particular, T̃ = UTTU
†
T and |s̃〉 = UT |s〉.
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4.5.1 Tridiagonal form
We start by introducing a normal form for 2-qubit Hamiltonians.
Definition 20. We say that a 2-qubit Hamiltonian Ξ is in the tridiagonal form if
it is of the form 
a b 0 0
b c d 0
0 d e f
0 0 f g
 , (4.37)
where a, b, c, d, e, f, g ∈ R and b, d, f ≥ 0. In the case when either of b, d is 0, we
additionally require that
• if b = 0, then d = f = 0 and c ≥ e ≥ g,
• if d = 0, then f = 0 and e ≥ g.
Note that a tridiagonal Hamiltonian Ξ is of one of the following types:
( ∗ + 0 0
+ ∗ + 0
0 + ∗ +
0 0 + ∗
) ( ∗ + 0 0
+ ∗ + 0
0 + ∗ 0
0 0 0 ∗
) ( ∗ + 0 0
+ ∗ 0 0
0 0 ∗1 0
0 0 0 ∗2
) ( ∗ 0 0 0
0 ∗1 0 0
0 0 ∗2 0
0 0 0 ∗3
)
Type 1 Type 2 Type 3 Type 4
where ∗1 ≥ ∗2 ≥ ∗3 and “+” stands for a positive entry and “∗” for any real entry.
When given a 2-qubit Hamiltonian Ξ in the tridiagonal form, we will often use
letters a, b, c, d, e, f, g to refer to its entries as indicated in equation (4.37).
Definition 21. Let H be a 2-qubit Hamiltonian given in the standard basis. We
say that Ξ is the tridiagonal form of H if the following two requirements are met:
1. Ξ is in the tridiagonal form,
2. H and U †TΞUT are T -similar,
where UT implements the basis change from the standard basis to the T -basis.
If H is a 2-qubit Hamiltonian in the standard basis, then its tridiagonal form Ξ is
in fact the same Hamiltonian expressed in some basis that diagonalizes the T gate.
The following Lemma says that it is always possible to find a basis in which both
the T gate is diagonal and the Hamiltonian H is tridiagonal. This basis depends
on the Hamiltonian we are considering. However, |s〉 will always be the first basis
vector in this basis, independently on the Hamiltonian considered. Hence, in this
basis |s〉 and the T gate will assume the form of |s̃〉 and T̃ , respectively.
Lemma 13. Every 2-qubit Hamiltonian H has a unique tridiagonal form Ξ.
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Proof. We start by showing that for every H there exists a tridiagonal form Ξ. Note
that condition 2 in Definition 21 is equivalent to saying that UTHU
†
T is T -similar to
Ξ. Now we are working in the T -basis. Therefore, matrices A and B are considered
to be T -similar if B = UAU †, where [U, T̃ ] = 0. We let H̃ := UTHU
†
T and proceed
to show how to tridiagonalize H̃ by conjugating it with matrices that commute
with T̃ . These are exactly block matrices of the form U(1) ⊕ U(3). However, we





Let the first column of H̃ be (h1, h2, h3, h4)
T , where
∥∥(h2, h3, h4)T∥∥ = b. Then
we can find P1 in the form (4.38), such that the first column of H̃1 := P1H̃P
†
1 is
(h1, b, 0, 0)
T , where b ≥ 0. Next, we consider the matrices of the form1 0 00 1 0
0 0 U(2)
 . (4.39)
Again, let the second column of H̃1 be (h1, h2, h3, h4)
T , where
∥∥(h3, h4)T∥∥ = d.
Then there is P2 in the form (4.39), such that the second column of H̃2 := P2H̃1P
†
2
is (h1, h2, d, 0)
T , where d ≥ 0. Note that the first column of H̃2 remains the same
as for H̃1. Finally, we can find P3 of the form
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 U(1)
 , (4.40)
such that the last entry f of the third column of H̃3 := P3H̃2P
†
3 is real and
non-negative. Since H3 is Hermitian, its diagonal entries are real. Hence, it is
of the form (4.37). If none of b and d is zero, we are done. If b = 0, we diagonalize
the lower right 3 × 3 block of H̃3 by conjugating with unitary transformations of
the form 1 ⊕ U(3). Similarly, if d = 0 we diagonalize the lower right 2 × 2 block.
Note that we have obtained a tridiagonal form Ξ of H.
We proceed to show the uniqueness of the tridiagonal form Ξ. Any tridiagonal
form of H can be obtained by conjugating H̃ with unitary transformations of the
form U(1) ⊕ U(3). Thus, if Ξ1 and Ξ2 are two tridiagonal forms of H, then Ξ2 =
UΞ1U
†, where U ∈ U(1)⊕ U(3).
Assume Ξ1 is of type 1. Since the first column of Ξ2 has to be of the form
(a, b, 0, 0)T for some a, b ∈ R, b > 0, the unitary U has to be of the form eiϕI2⊕U(2)
for some ϕ ∈ R. Similarly, by looking at the second and third column of Ξ2, we
conclude that U = eiϕI4. Thus, we have Ξ2 = (e
iϕI4)Ξ1(e
−iϕI4) = Ξ1.
Assume Ξ1 is of type 2. Adopting similar reasoning as in the previous case
we conclude that U = eiϕ1I3 ⊕ eiϕ2 for some ϕ1, ϕ2 ∈ R. Thus, we have Ξ2 =
(eiϕ1I3 ⊕ eiϕ2)Ξ1(e−iϕ1I3 ⊕ e−iϕ2) = Ξ1
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Assume Ξ1 is of type 3. Again, we can argue that U is of the form e
iϕI2⊕U(2).
Note that by conjugating Ξ1 of type 3 by unitary of the form e
iϕI2 ⊕ U(2), we
can only change the lower right 2 × 2 block of Ξ1. Thus, Ξ2 is also of type 3
and its lower right 2 × 2 block has to be diagonal with sorted diagonal entries.
Since diagonalization of the matrix is unique up to arrangement of eigenvalues, we
conclude that Ξ1 = Ξ2.
Using similar reasoning as above we can argue that Ξ1 = Ξ2 for the case when
Ξ1 is of type 4. This shows that the tridiagonal form of a Hamiltonian is unique.
Claim 2. T -similar 2-qubit Hamiltonians have the same tridiagonal form.
Proof. Let H1 and H2 be T -similar 2-qubit Hamiltonians and Ξ be the tridiagonal
form of H1. We want to show that Ξ is also the tridiagonal form of H2. We do this
by checking the two conditions in the Definition 21. Since Ξ is the tridiagonal form
of H1, the first condition is satisfied. Since H1 is T -similar to both H2 and U
†
TΞUT ,
it follows that H2 and U
†
TΞUT are also T -similar. Thus, condition 2 is also satisfied
and Ξ is also the tridiagonal form of H2.
4.5.2 Tridiagonal forms of non-universal Hamiltonians
In this section we investigate the structure of the tridiagonal forms of the three
families of non-universal Hamiltonians from Lemma 10. It will turn out that it is
very easy to tell if a Hamiltonian falls in any of these three families by just con-
sidering its tridiagonal form. It is trivial to recognize traceless Hamiltonians from
their tridiagonal form, since the trace is basis-independent. The next two Lemmas
deal with Hamiltonians from the other two families of non-universal Hamiltonians.
Lemma 14. Let H be a 2-qubit Hamiltonian given in the standard basis and let
Ξ be its tridiagonal form. Then H has a common eigenvector with the T gate if
and only if Ξ has b = 0 or d = 0 or f = 0 (see equation (4.37)).
Proof. Due to Lemma 6, it suffices to show that H has an eigenvector orthogonal
to |s〉 if and only if b = 0 or d = 0 or f = 0 for Ξ. Note that Ξ is the same
Hamiltonian H expressed in some basis where the T gate is diagonal and |s〉 is the
first basis vector. Thus, H has an eigenvector orthogonal to |s〉 if and only if Ξ has
an eigenvector orthogonal to |s̃〉. So it suffices to show that Ξ has an eigenvector
orthogonal to |s̃〉 if and only if b = 0 or d = 0 or f = 0.
If b = 0 or d = 0 or f = 0, then Ξ has an invariant subspace orthogonal to
the singlet |s̃〉. This subspace has dimension 3 or 2 or 1, respectively. Since every
invariant subspace contains at least one eigenvector, we conclude that Ξ has an
eigenvector orthogonal to |s̃〉.
These conditions are also necessary. Assume Ξ has an eigenvector |v〉 that is
orthogonal to |s̃〉. Note that |v〉 = (0, v2, v3, v4)T for some v2, v3, v4 ∈ C, not all














where a, b, c, d, e, f, g are entries of Ξ as given in (4.37). We see that bv2 = 0. Now
either b = 0 (one of our conditions) or v2 = 0. If b 6= 0, then v2 = 0 and therefore
cv2 + dv3 = rv2 is equivalent to dv3 = 0. So either d = 0 or v3 = 0. If d 6= 0, we
repeat the same argument and note that |v〉 6= 0 to show that f = 0.
Lemma 15. Let H be a 2-qubit Hamiltonian given in the standard basis and let
Ξ be its tridiagonal form. Assume H does not share an eigenvector with T . Then
H is T -similar to a local Hamiltonian if and only if Ξ has a = c = e = g (see
equation (4.37)).
Proof. Assume a = c = e = g. In order to show that H is T -similar to a lo-
cal Hamiltonian, we calculate its pattern and check that it is of the form (4.14).
Since the eigenvalues and the inner products are basis-independent, Ξ and H have
the same pattern, where we use |s̃〉 for calculating overlaps for the pattern of Ξ.
Therefore, it suffices to show that Ξ has a pattern of the form (4.14).
We proceed to calculate a pattern of Ξ. A straightforward calculation shows
that Ξ has the following eigenvalues and overlaps with |s̃〉:
λ = a±1
√
b2 + d2 + f 2 ±2 z
2
, s =
z ±2 (b2 − d2 − f 2)
4z
, (4.41)




b4 + d4 + f 4 + 2(b2d2 + d2f 2 − b2f 2). (4.42)
Eigenvalues with opposite first sign and the same second sign sum to 2a and have
the same overlaps. Therefore, the pattern of Ξ is of the form (4.14). By Theorem 5,
we conclude that H is T -similar to a local Hamiltonian.
Conversely, assume that H is T -similar to a local Hamiltonian. First, we show
that H is T -similar to some H ′ that can be expressed as
H ′ = (α1I + x1X + z1Z)⊗ I + I ⊗ (z2Z) (4.43)
for some α1, x1, z1, z2 ∈ R. Next, we show that H ′ has tridiagonal form with a =
c = e = g. Since by Claim 2 we know that T -similar Hamiltonians have the same
tridiagonal form, this proves that the tridiagonal form Ξ of H has a = c = e = g.
We proceed to show that H is T -similar to some H ′ of the form (4.43). It
suffices to show that there exists U ∈ SU(2) such that H ′ = (U ⊗ U)H(U ⊗ U)†,
since [U⊗U, T ] = 0 for all U ∈ SU(2). Since T -similarity is an equivalence relation,
we can assume that H is a local Hamiltonian. A local 2-qubit Hamiltonian H is of
the form
H = H1 ⊗ I + I ⊗H2, (4.44)
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where H1 and H2 are 1-qubit Hamiltonians.
We can write any 1-qubit Hamiltonian K as
K = ϕI + r(xX + yY + zZ), (4.45)
where X, Y, Z are Pauli matrices, (x, y, z) is a unit vector in R3, and ϕ, r ∈ R.
Conjugation of K by a unitary transformation from SU(2) corresponds to an or-
thogonal transformation of (x, y, z). Moreover, any orthogonal transformation on
R3 can be achieved in this way.
By conjugating H from (4.44) with some U ⊗ U where U ∈ SU(2), we can
simplify H so that H2 has no X and Y components. However, there is still some
freedom left—we can conjugate H with U ⊗ U , where UZU † = Z. In this way
we can get rid of the Y component of H1, without affecting H2. Without loss of
generality we can assume that H2 is traceless. This shows that H is T -similar to
H ′ of the form (4.43) as required.
Now we proceed to show that the tridiagonal form Ξ of H ′ has a = c = e = g.





0 1 −1 0
0 1 1 0
1 0 0 1
1 0 0 −1
 . (4.46)
Note that UT implements a basis change form standard basis to a T -basis, since it
maps |s〉 to |00〉. If we conjugate H ′ from (4.43) with UT , we get
H̃ := UTH
′U †T = α1(I ⊗ I) + x1(Y ⊗ Y ) + z1(I ⊗X)− z2(Z ⊗X). (4.47)
In matrix form H̃ looks as follows:
H̃ =

α1 z1 − z2 0 −x1
z1 − z2 α1 x1 0
0 x1 α1 z1 + z2
−x1 0 z1 + z2 α1
 . (4.48)
Since H does not share an eigenvector with T , we can argue that x1 6= 0 by
Lemma 14. Observe that H̃ is almost tridiagonal. We apply one more T -similarity
transformation Q to bring H̃ to the tridiagonal form. We can do this due to Claim 2.
Since we are now working in a T -basis, note that Q must commute with T̃ . We
choose Q as follows:
Q :=














x21 + (z1 − z2)2 > 0. Then we have
Ξ = Q†H̃Q =





















Depending on the values of x1, z1, and z2 we may have to conjugate Ξ by a diagonal
matrix with diagonal entries ±1 to make the entries above and below the main
diagonal non-negative. Note that this is a T -similarity transformation that does
not change the diagonal entries. None of the entries Ξ2,1, Ξ3,2, Ξ4,3 is 0, since H
does not share an eigenvector with T . Therefore, Ξ is the tridiagonal form of H
and it has equal diagonal entries.
Now we can restate the sufficient conditions for non-universality in Lemma 10
in terms of the parameters in the tridiagonal form of the Hamiltonian. We will
show shortly that if the tridiagonal form of the Hamiltonian does not fall in any of
the three categories mentioned in the corollary below, then H is universal.
Corollary 4. Let H be a 2-qubit Hamiltonian and Ξ be its tridiagonal form. Then
H is non-universal if any of the following holds
1. Ξ has b = 0 or d = 0 or f = 0,
2. Ξ has a = c = e = g,
3. Ξ has a+ c+ e+ g = 0,
where a, b, c, d, e, f, g denote the entries of Ξ as given in (4.37).
Due to Lemmas 14 and 15, the set of non-universal Hamiltonians described in
the above corollary coincides with the set of non-universal Hamiltonians described
in Lemma 10.
4.5.3 Universality certificate for tridiagonal Hamiltonians
In this section we finally prove the converse of Lemma 10, i.e., that if a 2-qubit
Hamiltonian is not traceless, does not share an eigenvector with the T gate and is
not T -similar to a local one, then it is universal. This result together with Lemma
10 gives us a complete characterization of non-universal 2-qubit Hamiltonians (see
Theorem 7), which was the goal of this thesis.
Theorem 6. Let H be a 2-qubit Hamiltonian and let Ξ be its tridiagonal form.
Then H is universal if Ξ does not satisfy any of the following conditions.
1. Ξ has b = 0 or d = 0 or f = 0,
2. Ξ has a = c = e = g,
3. Tr(Ξ) = 0,
where a, b, c, d, e, f, g denote the entries of Ξ as given in (4.37).
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Proof. By Corollary 1 we know that if L (H,THT ) = u(4) then H is universal. Also
note that L (H,THT ) = L(Ξ, T̃ΞT̃ ). Therefore, it suffices to show that L(Ξ, T̃ΞT̃ )
is the full Lie algebra of U(4). To show this, it is enough to choose a specific basis
for 16 × 16 Hermitian matrices and express them in terms of linear combinations
and commutators i[·, ·] starting from Ξ and T̃ΞT̃ .
Let Ek,l := |k〉 〈l| and let us define a basis for traceless Hermitian matrices as
follows:
Xk,l = Ek,l + El,k, (1 ≤ k < l ≤ 4) (4.51)
Yk,l = −iEk,l + iEl,k, (1 ≤ k < l ≤ 4) (4.52)
Zk = Ek,k − Ek+1,k+1. (1 ≤ k ≤ 3) (4.53)
These 15 matrices together with any Hermitian matrix that has non-zero trace is a
basis for the real vector space of 4×4 Hermitian matrices. We will give expressions
for these basis vectors in terms of linear combinations of nested commutators of Ξ
and TΞT . One can check them by doing a straightforward calculation.
Since the tridiagonal form Ξ does not satisfy condition 2 we can take linear




i[Ξ, T̃ΞT̃ ]. (4.54)








(i[i[X1,2, A], X1,2]− 4A), (4.56)





(Ξ + T̃ΞT̃ ). (4.58)





(dY1,3 + A) if a 6= c,
1
c− e





i[i[X2,3, B], i[B, i[Y1,3, B]]] otherwise (a = c = e 6= g).
(4.59)
Since Ξ does not satisfy condition (3), at least one of these cases is guaranteed to
hold. We obtain the next two basis elements as follows:




((c− e)X1,3 + i[A,X2,3] + i[Y1,3, B]). (4.61)
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The remaining basis elements can be obtained just by taking commutators of the
elements we already have:
X2,4 = i[X1,4, Y1,2], (4.62)
X3,4 = i[X1,4, Y1,3], (4.63)
Y1,4 = i[X2,4, X1,2], (4.64)
Y2,3 = i[X1,3, X1,2], (4.65)
Y2,4 = i[X1,4, X1,2], (4.66)
Y3,4 = i[X1,4, X1,3]. (4.67)













At this point we can generate the Lie algebra of SU(4). If condition (3) does not
hold (Tr Ξ 6= 0), we can generate the whole u(4) by including Ξ.
As a direct consequence of Theorem 6, Corollary 4 and Lemmas 14 and 15
we get the following theorem which gives a complete characterization of universal
2-qubit Hamiltonians.
Theorem 7. A two-qubit Hamiltonian H is 2-universal if and only if it does not
satisfy any of the following conditions
1. H is T -similar to a local Hamiltonian,
2. H shares an eigenvector with T , the gate that swaps two qubits,
3. Tr(H) = 0.
Recall that in order to check the first condition we only have to compute a
pattern and see whether it is of the form (4.14) (see Theorem 4). Also it is not





Having understood 2-universality we would like to understand n−universality for
n > 2. In this section we concentrate on 3−universality. It turns out that there
indeed are 2-non-universal 2-qubit Hamiltonians that are 3-universal. A complete
characterization of 3-universal 2-qubit Hamiltonians is not yet known. In this
section we list families of Hamiltonians which we know to be 3-non-universal and
discuss their relation to the families of 2-non-universal Hamiltonians.
In Section 4.3 we introduced T -similarity transformations and proved that these
transformations preserve 2-universality of a 2-qubit Hamiltonian. Now as a corol-
lary we state a generalization of Theorem 2. We do not give the proof, since it is
very similar to the that of Theorem 2.
Corollary 5. Let H be an m-qubit Hamiltonian and H ′ := U(H ⊗ I⊗n−m)U †,
where m ≤ n and U ∈ U(2n) is such that [P,U ] = 0 for all P ∈ Sn. Then H is
n-universal if and only if H ′ is.
Moreover, if H ′ is a tensor product containing identity matrices and H ′′ is
obtained from H ′ by removing those identity matrices, then H ′ is n-universal if
and only if H ′′ is. For example, if H ′ = H1 ⊗ I⊗3 ⊗H2 ⊗ I, then H ′ is n-universal
if and only if H ′′ = H1 ⊗H2 is.
We now list some families of 2-qubit Hamiltonians which we know to be 3-non-
universal.
Lemma 16. A 2-qubit Hamiltonian H is 3-non-universal if any of the following
conditions holds:
1. H is a local Hamiltonian, i.e., H = H1 ⊗ I + I ⊗H2 for some 1-qubit Hamil-
tonians H1, H2,
2. H has an eigenvector of the form |a〉|a〉 for some |a〉 ∈ C2,
3. Tr(H) = 0,
4. H = rI4 + (U ⊗ U)A(U ⊗ U)† for some r ∈ R, U ∈ U(2) and some antisym-
metric Hamiltonian A ∈ u(4) (see Definition 19),
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5. [H,U ⊗ U ] = 0 for some U ∈ U(2) that has distinct eigenvalues.
Proof. 1. If H is a local Hamiltonian, then so is P (H ⊗ I)P † for all P ∈ S3.
Therefore, by evolving different pairs of qubits according to H, we will be
able to approximate only unitary transformations of the form U1 ⊗ U2 ⊗ U3,
where U1, U2, U3 ∈ U(2). Thus, H is 3-non-universal.
2. If H has an eigenvector of the form |a〉|a〉, then P (H⊗I)P † has an eigenvector
|a〉|a〉|a〉 for all P ∈ S3. Therefore, using H we cannot approximate those
U ∈ U(8) that do not have this eigenvector. Thus, H is 3-non-universal.
3. If H is traceless, then we cannot approximate unitary transformations that
have determinant other than 1. Thus, H is 3-non-universal.
4. Consider an antisymmetric Hamiltonian A ∈ u(4). By evolving different pairs
of qubits according to A, we can approximate only matrices from special





P (A⊗ I)P †, P ∈ S3
}))
≤ dim(SO(23)) = 28.
Since for all U ∈ U(2) and all P ∈ S3 we have [U⊗3, P ] = 0, by Corollary 5
we conclude that all Hamiltonians of the form (U ⊗ U)A(U ⊗ U)† are not








P (A⊗ I)P †, P ∈ S3
})
(U †)⊗3,
which still has dimension at most 28. If we add rI4 to (U ⊗U)A(U ⊗U)†, the
dimension of the Lie algebra can increase by at most 1, since I8 commutes
with all other elements of the Lie algebra. Thus, the dimension can be at
most 29. Hence, H = rI4 + (U ⊗ U)A(U ⊗ U)† is 3-non-universal.
5. If [H,U ⊗U ] = 0 for some U ∈ U(2), then also [P (H ⊗ I)P †, U⊗3] = 0 for all
P ∈ S3. Therefore, using H we can only approximate those V ∈ U(8) that
commute with U⊗3. Thus, H is 3-non-universal.
It is easy to see that the 3-non-universal Hamiltonians given in the list of
Lemma 16 are in fact n-non-universal for all n ≥ 3. Therefore, if we could show that
this list is complete, then we would have a complete characterization of n-universal
2-qubit Hamiltonians.
Recall that a 3-non-universal 2-qubit Hamiltonian H is also 2-non-universal (see
Lemma 4). Therefore, the 2-qubit Hamiltonians described in Lemma 16 form a sub-
set of the 2-non-universal Hamiltonians described in Theorem 7. In fact, numerical
experiments suggest that almost any 2-qubit Hamiltonian that is T -similar to a lo-
cal Hamiltonian (one of the families of 2-non-universal Hamiltonians in Theorem 7)
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H is a local 
Hamiltonian







Tr H = 0
H and T have a 
common eigenvector
H is T-similar to
a local Hamiltonian
H1 ⊗ Ι + Ι  ⊗ Η2
H is T-similar to
r I + A
where AT = −A
Tr H = 0
H has eigenvector
|a〉 |a〉
H is equal to
r I + (U ⊗ U) A (U ⊗ U)†
where AT = −A
[H, U ⊗ U] = 0
where U ≠ eiφ I
equivalent





















Figure 5.1: Relations between the families of 2-non-universal and 3-non-universal
Hamiltonians. On the side of the boxes we indicate the maximum possible dimen-
sion of the Lie algebra corresponding to that type of Hamiltonian.
is 3-universal. The same holds true for 2-qubit Hamiltonians sharing an eigenvector
with the T gate (another family of 2-non-universal Hamiltonians in Theorem 7).
It turns out that for each of the families of 3-non-universal Hamiltonians F3
in Lemma 16 we can choose a family of 2-non-universal Hamiltonians F2 from
Theorem 7 so that F3 ⊂ F2 (see Figure 5.1).
We proceed to justify the relations indicated in Figure 5.1. Equivalence of boxes
2a and 3a is obvious. So is the fact that box 3c is a special case of 2c. Box 3c’ is
a special case of 2c’ since U ⊗ U is a special type of T -similarity transformation,
as [U ⊗ U, T ] = 0 for all U ∈ U(2). Equivalence of boxes 2c and 2c’ is shown in
Theorem 5. Box 3b is a special case of 2b since |a〉|a〉 is an eigenvector of the T
gate for all |a〉 ∈ C2.
It remains to show that box 3b’ is a special case of 2b. Let λ1, λ2 be the distinct
eigenvalues of U and let EU be the two-dimensional eigenspace corresponding to
the eigenvalue det(U) = λ1λ2. By Theorem 1, we know that U ⊗ U and H are
simultaneously diagonal in some orthonormal basis B. Two of the vectors from B
belong to E⊥U . Let |ψ〉 be one of them. Since U⊗U |s〉 = det(U) |s〉, the singlet state
|s〉 ∈ EU . Thus, we have 〈ψ|s〉 = 0 and therefore |ψ〉 belongs to the 3-dimensional
(+1)-eigenspace of the T gate. Hence, |ψ〉 is an eigenvector shared by H and T .
It might seem that box 3b’ is a special case of 3b. However, this is not the case.








, |01〉 , |10〉
}
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which is an eigenbasis of Z ⊗ Z that does not contain any vector of the form
|a〉|a〉. Therefore, all Hamiltonians H that have eigenbasis B and non-degenerate
eigenvalues are in box 3b’ but not in box 3b.
Similarly, it is possible to choose H that has eigenvector |a〉 |a〉 but does not
commute with U ⊗ U for any U ∈ U(2). Also, neither of the boxes 3c and 3c’ is
contained in the other.
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Chapter 6
Conclusions and open problems
The main result of this thesis is a complete characterization of 2-universal 2-qubit
Hamiltonians, as summarized in the following theorem.
Theorem 7. A 2-qubit Hamiltonian H is 2-universal if and only if it does not
satisfy any of the following conditions:
1. H is T -similar to a local Hamiltonian,
2. H shares an eigenvector with T , the gate that swaps two qubits,
3. Tr(H) = 0.
Numerical results suggest that almost any 2-qubit Hamiltonian H of type (1)
and (2) above is 3-universal. We do not know a complete characterization of
3-universal 2-qubit Hamiltonians, but we know some sufficient conditions for a
2-qubit Hamiltonian to be 3-non-universal (see Lemma 16). Since these conditions
are sufficient also for n-non-universality for all n ≥ 3, completeness of this list
would imply a characterization of n-universal 2-qubit Hamiltonians for all n ≥ 2.
We are currently working on this problem.
There are several modifications of the problem addressed in this thesis that
could also be studied in the future:
1. Which 2-qubit Hamiltonians are universal with ancillae (see Section 3.2 and
Definition 12 for the definition of universality with ancillae for gates)? One
can also consider a scenario in which the number of the allowed ancillary
qubits is restricted.
2. Which 2-qubit Hamiltonians give us encoded universality, e.g., generate O(4)?
Universal quantum computation can be performed with a restricted repertoire
of gates. For example, real gates are enough [25, 5], since O(2 · 2n) contains
U(2n). Thus we say that H is n-universal in encoded sense, if there exists
k ∈ N such that the Lie algebra generated by H on n+k qubits Ln ⊆ u(2n+k)
contains u(2n) as a subalgebra. However, it is not even clear how one could
check this for a particular Hamiltonian.
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3. Which 2-non-universal 2-qubit Hamiltonians are n-universal, i.e., become uni-
versal on n ≥ 3 qubits? Is there n0 ∈ N such that n0-non-universality implies
n-non-universality for all n ≥ n0? In particular, is n0 = 3?
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