ABSTRACT Extended state observer (ESO) is the key part of active disturbance rejection control, a new control strategy motivated and developed highly from PID's model-free feature. In this paper, both constant gain ESO and time-varying gain ESO are proposed for a class of multi-input multi-output uncertain stochastic nonlinear systems subject to vast stochastic uncertainties. The total stochastic uncertainties in each subsystem including unmodeled dynamics, unknown stochastic inverse dynamics, external stochastic disturbance without known statistical characteristics, and uncertain nonlinear interactions between subsystems are regarded as the stochastic total disturbance (extended state) of each subsystem of the plant. The constant gain ESO and time-varying gain ESO are designed for the estimation of not only the unmeasured state but also the stochastic total disturbance of each subsystem in real time, and the corresponding mean square convergence of these two classes of ESOs are developed rigorously. Some numerical simulations are presented to demonstrate the effectiveness of estimation by ESO approach and the peaking value reduction by the time-varying gain ESO.
I. INTRODUCTION
The active disturbance rejection control (ADRC) which aims at dealing with complex uncertainties, was first proposed by Han [1] as an alternative of PID control in the late 1980s. There has been many successful applications of ADRC in engineering control problems in the past two decades such as synchronous motors [2] , DC-DC power converter [3] , control system in super-conducting RF cavities [4] , flight vehicles control [5] , and Gasoline Engines [6] , among many others. Specially, ADRC has been applied to new motor control chips made by industry giants such as Texas Instruments [7] and Freescale Semiconductor [8] ; ADRC has been tested in Parker Hannifin Parflex hose extrusion plant and across multiple production lines for over 8 months with the product performance capability index (Cpk) improved by 30% and the energy consumption reduced over 50% [9] .
Extended state observer (ESO) proposed in [10] is the most important part of ADRC. ESO is designed not only for the real-time estimation of the unmeasured state but also the ''total disturbance'' which represents the total effects of unmodeled system dynamics, unknown coefficient of control, and external disturbance, or even if whatever the part of hardly to be dealt with by practitioner. On the basis of the estimation of the total disturbance and unmeasured state of system by ESO, we can design an ESO based feedback control which is almost free of mathematical models to cancel the total disturbance in the feedback loop and thus obtain expected control performances of the closed-loops. This prominent characteristic of ESO makes ADRC a very different nature in coping with vast uncertainties. Besides, as the important progress in the field of observer design, ESO is an extension of traditional state observer where only the unmeasured state of system is estimated. In general, ESO deals with systems subject to large uncertainties coming from either the system itself or from the external disturbance. In this novel idea, all the uncertainties affecting the performance of system are lumped together into ''total disturbance'' or ''extended state'' and is then estimated by ESO. The first ESO which uses nonlinear gains was designed in [10] as
1 =x 2 − α 1 g 1 (x 1 − y), x 2 =x 3 − α 2 g 2 (x 1 − y), . . .
x n =x n+1 − α n g n (x 1 − y) + u,
which is for a general n-dimensional single-input singleoutput (SISO) system as follows:
x (n) = f (t, x,ẋ, · · · , x (n−1) ) + w + u, y = x that can be rewritten as
. . .
where u is the control input, y is the measured output, f (·) ∈ C([0, ∞) × R n ; R) is the unknown system function, and w is the external disturbance. x n+1 (t) f (t, x 1 (t), · · · , x n (t)) + w(t), is regarded as the total disturbance (extended state) including the nonlinear, time-varying, and unmodeled dynamics of the plant, and the external disturbance.
The main idea of ESO (1) is that for some appropriately chosen functions g i (·) ∈ C(R; R), the statesx i (i = 1, 2, · · · , n) andx n+1 of the observer can approximately apporach the states x i (i = 1, 2, · · · , n) and the total disturbance (extended state) of system (2) respectively by regulating constants α i , i.e.,
The multiple choice of tuning parameters of ESO (1) has been replaced with the one-parameter tuning linear ESO proposed in [11] in terms of bandwidth as follows:
where k i (i = 1, 2, · · · , n + 1) are designed parameters such that the following matrix is Hurwitz:
and ε > 0 is the tuning parameter. The convergence proofs of ESO for uncertain nonlinear systems was given in [12] - [19] . The convergence of ESO for uncertain systems described by partial differential equations was presented in [20] - [23] .
However, most of available literature mainly address ESO for uncertain systems without stochastic characteristics, and very little attention is paid to the stochastic counterpart. For the state estimation problem of stochastic nonlinear systems driven by Brownian motions, we could find some breakthrough efforts like [24] - [26] , and the adaptive state and parameter estimators were proposed simultaneously for the stochastic systems with unknown parameters [27] . But very few works address the state estimation problem of systems with vast stochastic uncertainties including unmodeled dynamics and external stochastic disturbance without known statistical characteristics. Very recently, ESO has been adopted for the mean square estimation of both unmeasured state and stochastic total disturbance that includes internal unknown dynamics and external stochastic disturbance without known statistical characteristics for SISO systems [28] - [30] . Along the line of [28] - [30] , in this paper, we generalize ESO to a class of multi-input multi-output (MIMO) uncertain stochastic nonlinear systems as follows:
where
are the state, control (input), and output (measurement) of the system, respectively; ζ ∈ R s denotes the state of stochastic inverse dynamics;
→ R s , and φ 2 : [0, ∞) × R n+s+1 → R s×p are unknown functions; {B 1 (t)} t≥0 is a p-dimensional standard Brownian motion defined on a complete probability space ( , F, {F t } t≥0 , P) with being a sample space, F a σ -field, {F t } t≥0 a filtration, and P the probability measure; The w(t) ψ(t, B 2 (t)) ∈ R for some bounded unknown function ψ(·) : [0, ∞) × R q → R is the external stochastic disturbance, where {B 2 (t)} t≥0 is a q-dimensional VOLUME 6, 2018 standard Brownian motion defined on ( , F, {F t } t≥0 , P) as well and is mutually independent with {B 1 (t)} t≥0 . For each
is regarded as the stochastic total disturbance (extended state) of i-subsystem including both internal coupled unmodeled dynamics and external stochastic disturbance without known statistical characteristics. It should be noticed that system (5) and the external stochastic disturbance w here are quite general. First, the statistical characteristic of w is not required to be known since the function ψ(·) is unknown. Second, the w covers the disturbance investigated via ESO in available literatures when ψ(·) is the functions of time variable t only: w(t) ψ(t). In this case, system (5) covers some special systems studied in existing literatures such as SISO systems in [14] , lower triangular systems in [17] , and MIMO systems in [15] . In addition, for the stochastic case, the bounded stochastic noise considered in [31] - [33] in many practical systems is also covered. Finally, the SISO nonlinear systems with stochastic disturbance investigated via ESO in [28] and [29] are special cases of system (5) 
The main contributions of this paper are: (a) Most of aforementioned literatures addressed for estimation problem of stochastic nonlinear systems are only for state estimation. In this paper however, ESO is systematically developed for a class of MIMO uncertain stochastic nonlinear systems for estimation of not only the unmeasured state but also the stochastic total disturbance. (b) The stochastic uncertainties are very vast including nonlinear, time-varying, coupled, and unmodeled internal dynamics and external stochastic disturbance without known statistical characteristics. (c) ESO is first designed for uncertain stochastic nonlinear systems in MIMO lower triangular form, and the theoretical analysis of convergence is presented rigorously.
We proceed as follows. In the next section, section II, the constant gain ESO is designed for system (5) , and the mean square convergence proof is presented. In section III, the time-varying gain ESO is designed for system (5), and the corresponding mean square convergence proof is developed. In Section IV, some numerical experiments are performed to illustrate the effectiveness of estimation of ESO to validate the theoretical result and the advantage of peaking value reduction enjoyed by the time-varying gain ESO.
The following notations are used throughout the paper. The R l represents the l-dimensional Euclidean space; C(R l ; R) stands for the space of all continuous functions from R l into R; For a vector or matrix X , X denotes its transpose; I l×l denotes the l × l unit matrix; λ min (X ) and λ max (X ) represent the minimal and maximal eigenvalues of the symmetric real matrix X , respectively; X denotes the Euclidean norm of the vector X , and the corresponding induced norm when X is a matrix; The (a ij ) d×l denotes a d ×l matrix with entries a ij ; For a differentiable function f :
II. CONSTANT GAIN EXTENDED STATE OBSERVER DESIGN AND THE MAIN RESULT
In this section, we design an estimator by the input u and the measured output y only, to estimate both the unmeasured state and the stochastic total disturbance of each subsystem of (5) . To this end, we need the following assumptions.
Assumption (1) is about the unknown function ψ(·) defining the external stochastic disturbance.
Assumption (1):
is twice continuously differentiable with respect to their arguments, and there exits a (known) constant
Assumption (2) is about the unknown functions f i (·) (i = 1, 2, · · · , m), φ 1 (·), φ 2 (·) and the known functions
are twice continuously differentiable with respect to their arguments, and
Remark 1: Since the stochastic total disturbance is regarded as an extended state variable of the x-subsystem of (5) to be estimated by ESO, its ''variation'' must be required to be bounded. Firstly, the external stochastic disturbance w(t) = ψ(t, B 2 (t)) ∈ R is a part of the stochastic total disturbance, so it is reasonable to assume that the ψ(·) itself and its first order and second order differential with respect to its arguments are bounded, i.e., the external stochastic disturbance itself and its ''variation'' are bounded, which means that Assumption (1) is natural. In addition, the condition (9) in Assumption (2) is essentially about f i (·) (i = 1, 2, · · · , m) and their Itô differentials (or ''variations'') , which are to guarantee the boundedness of the ''variation'' of stochastic total disturbance computed as that in (17) by combining with the following Assumption (3).
Assumption (3) is about the solution x of system (5) and the input u.
Assumption (3) :
Remark 2: Actually, the boundedness of the state in Assumption (3) exists widely in most practical control systems such as those for faults diagnosis [34] . Since we only focus on the mean square convergence of ESO for open loop system, the boundedness of state in Assumption (3) is used for estimation of the state-dependent stochastic total disturbance (6). In addition, since ESO is designed for feedback purpose, we can also use feedback to make the system state bounded almost surely, which is discussed in system (34) in numerical simulations. Finally, the input must be bounded in engineering practice as assumed in Assumption (3). Thus, Assumption (3) is not restrictive.
In what follows, a constant gain ESO is constructed for xsubsystem of (5) as follows:
are constants such that the matrices E i defined as follows
are Hurwitz. The convergence of ESO (10) for x-subsystem of (5) is summarized in the following Theorem 1.
Theorem 1: Under Assumptions (1)-(3) and for any initial values of system (5), the ESO (10) is mean square convergent in the sense that for any T > 0, there exists ε * > 0 such that for any ε ∈ (0, ε * ),
where i are some ε-independent constants. Proof: For all i = 1, 2, · · · , m, we set
In terms of the Itô's formula, it is obtained that
It follows from Assumptions (1)-(3) that there exist ε-independent constants C i1 > 0, C i2 > 0 such that
almost surely for all t ≥ 0. It follows from (8) in Assumption (1) and Assumption (3) that there exists an ε-independent positive constant C i3 such that for all 0 < ε < 1, we have
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Then a direct computation shows that the error equation of the x-subsystem of (5) and the ESO (10) is as follows:
where i j (j = 1, 2, · · · , n i ) and i j (j = 1, 2, 3) are defined as those in (16) and (17), respectively. Consider the positive definite function V (·) : R n+m → R defined by
where Q i are the positive definite matrices solutions satisfying the Lyapunov equations
with E i defined in (11) . It is easy to check that for all 1 ≤ i ≤ m, we have
Apply Itô's formula to V i (η i ) with respect to t along the solutions η i of system (20) to obtain
It is easy to verify that there exists ε 1 > 0 such that
Let
Suppose that 0 < ε < ε 2 min{1, ε 1 }. It follows from (18) , (19) , (21) , and (22) that
Since EV (η(0)) is bounded by some polynomial with respect to 1 ε , there exists ε 3 > 0 such that for any ε ∈ (0, ε 3 ) and any T > 0, we have
for some ε-independent positive constant β 2 . Suppose that 0 < ε < ε * min{ε 2 , ε 3 }. It follows from (26) and (27) that there exists an ε-independent positive constant β 3 such that for any ε ∈ (0, ε * ) and any T > 0, we have
It follows that for all i = 1, 2, · · · , m, j = 1, 2, · · · , n i , we have
where we let i = β 3 λ min (Q i ) . This completes the proof of Theorem 1.
III. TIME-VARYING GAIN EXTENDED STATE OBSERVER DESIGN AND THE MAIN RESULT
In the last section, the constant high gain ESO (10) is designed to estimate the unmeasured state and stochastic total disturbance of each subsystem of (5) . The advantage of constant high gain lies in its fast convergence and filter function for high frequency noise [17] . However, the main problem for constant high gain ESO, likewise many other high gain designs, is the peaking value problem near the initial stage of ESO caused by different initial values of system (5) and ESO [17] . To solve this problem, a time-varying gain ESO is proposed in [35] , where the time-varying gain increases slowly from a small initial value to reach its maximal value. The peaking value reduction with time-varying gain ESO is illustrated through numerical simulations in Section IV. Precisely, motivated by [15] , [17] , and [35] , a time-varying gain ESO for x-subsystem of (5) is designed as follows:
are constants such that the matrices defined in (11) are Hurwitz and the time-varying gains r i (t) are chosen as
where c i > 0 are used to control the convergent speed and the peaking value. The larger c i are, the faster convergence but larger peaking; while the smaller c i are, the lower convergence speed and smaller peaking. The mean square convergence of the time-varying gain ESO (30) can be easily obtained since ESO (30) is reduced to ESO (10) when t ≥ (30) is mean square convergent in the sense that there exists ε * > 0 such that for any ε ∈ (0, ε * ),
where i are some ε-independent constants and T iε ≥ are ε-dependent constants; In particular,
IV. NUMERICAL EXAMPLES
In this section, we present an example to illustrate the effectiveness of the proposed constant gain ESO and time-varying gain ESO numerically. Consider a MIMO uncertain stochastic system as follows:
where a i (i = 1, 2, · · · , 15) are unknown parameters satisfying: |a i | ≤ M for any given (known) constant M > 0, and a 1 < 0, a 8 < 0. The w(t) cos (a 6 t + a 7 B 2 (t)) is bounded non-white noise appeared often in many practical dynamical systems [31] - [33] , where a 6 is a constant representing the central frequency, and a 2 7 is the strength of frequency disturbance. In this case,
The solution of system (34) may not be bounded almost surely. However, we apply direct output feedbacks u 1 = −2y 1 + v 1 and u 2 = −3y 2 + v 2 , where v 1 and v 2 are the new control inputs, and for simplicity, we just take v 1 = v 2 = 0. In this case, it is easy to check that Assumptions (1)- (3) are satisfied. It then follows from Theorem 1 that we can design a constant gain ESO (35) for x-subsystem of (34) as follows:
First we notice that the corresponding matrices in (11) for (35)
for which all eigenvalues are equal to -1 are Hurwitz. The stochastic total disturbances in two subsystems are given by (34) and (35) where we take the the initial values as
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time discrete step t as t = 0.001, and the tuning parameter ε as ε = 0.01. It is seen from Figure 1 that the constant gain ESO (35) is very effective in tracking system (34) not only for the state (x 1 1 , x 1 2 , x 2 1 , x 2 2 ) but also for the extended state (stochastic total disturbance) (x 1 3 , x 2 3 ) defined by (37). Theoretically, we can conclude from Theorem 1 that the estimation errors of the the constant gain ESO (35) 
, O(ε) in mean square sense, respectively. It is observed from Figure 1 that the estimation effect for x i 1 (i = 1, 2) is the best, x i 2 (i = 1, 2) the second, and x i 3 (i = 1, 2) the last, which are coincident with the theoretical estimations.
The main problem for constant high gain ESO, likewise many other high gain designs, is the peaking value problem near the initial stage caused by different initial values of system (34) and ESO. It is observed from Figure1 that the absolute values of statesx 1 2 ,x 1 3 ,x 2 2 , andx 2 3 of constant gain ESO (35) are near 100, 3000, 100, and 3000 near the initial stage, respectively. Now we apply the time-varying gain ESO (40) to system (34) as follows:
As recommended in [35] , in practice, the time-varying gain should be small value in the beginning and gradually increases to a large constant gain for which we choose as
(41) Figure 3 shows that the time-varying gain ESO (40) estimates the state the state (x 1 1 , x 1 2 , x 2 1 , x 2 2 ) of system (34) and stochastic total disturbance (x 1 3 , x 2 3 ) defined by (37) well after a short time. More importantly, the absolute peaking values near the initial stage ofx 1 2 ,x 1 3 ,x 2 2 , andx 2 3 are all less than 6 in Figure 3 . This shows that the time-varying gain method reduces dramatically the peaking value caused by the constant high gain.
V. CONCLUSION
In this paper, both constant gain ESO and time-varying gain ESO are designed for a class of MIMO uncertain stochastic nonlinear systems composed of coupled subsystems with large stochastic uncertainties. These two classes of ESOs are adopted to estimate not only the state but also the stochastic total disturbance of each subsystem including internal coupled unmodeled dynamics and external stochastic disturbance without known statistical characteristics. The rigorous mean square convergence of estimation errors of these two classes of ESOs are developed with the estimation performance ensured by tuning appropriate high gain parameter of ESO. The numerical simulations demonstrate the effectiveness of both constant gain ESO and time-varying gain ESO in estimating state and stochastic total disturbance of each subsystem, and the time-varying gain ESO has smaller peaking values compared with the constant gain ESO. 
