The aim of this paper is to study some characteristics of dependency flux, that is the set of dependencies linking a word on the left with a word on the right in a given position. Based on an exploration of the whole set of UD treebanks (12M word corpus), we show that what we have called the flux weight, which measures center embeddings, is less than 3 in 99.62 % of the inter-word positions and is bounded by 6, which could be due to shortterm memory limitations.
Introduction
It is generally recognized that speaker performance is limited by several factors and especially by short-term memory. Yngve (1960) was one of the first to take these limitations into account in language modeling, on the grounds that "although all languages have a grammar based on constituent structure, the sentences actually used in the spoken language have a depth that does not exceed a certain number equal or nearly equal to the span of immediate memory (presently assumed to be 7 ± 2)." This 7 ± 2 bound refers to the famous paper by Miller (1956) . Miller (1962) and Chomsky and Miller (1963) stated that center-embedded constructions are limited. Very few studies have been conducted, however, on limitations on the syntactic structure. Gibson (1998) stated that "memory cost is hypothesized to be quantified in terms of the number of syntactic categories that are necessary to complete the current input string as a grammatical sentence", as well as the length during which "a predicted category must be kept in memory before the prediction is satisfied". Muratu et al. (2001) verified on a 20K word corpus of Japanese that the number of words on the left of a position that can have a dependent on the right (which will be called the left span of flux here) was bounded by 10. Liu (2008) , Liu et al. (2009) , and Liu (2010) expressed Gibson's hypothesis in terms of dependency length and studied it on Chinese data and on treebanks of 20 different languages.
In this paper, we will study dependency flux, that is the set of dependencies linking a word on the left with a word on the right in a given interword position. The notion of dependency flux was introduced in Kahane (2001:67) and previously studied on corpora of written French (Jardonnet 2009) and spoken French (Botalla 2014) . This new study (Yan 2017 ) was conducted on the whole series of dependency treebanks provided by the Universal Dependencies (UD) project (Nivre et al. 2016) , comprising 12M words and 630K sentences distributed in 70 treebanks of 50 languages. 1 Several features of the flux were measured: size, left and right spans, weight and density. Weight, which measures center embeddings and nested constructions, has stable properties: it seems to be distributed quite similarly in each corpus and language, and it is less than 3 in the overwhelming majority of the inter-word positions (99.62 %) and it never exceeds 6.
Dependency flux and its main characteristics are defined in Section 2 and studied on the UD treebanks in Section 3. A closer look at weight is proposed in Section 4. 1 Our experiments have been done on UD v2 available in May 2017. The dependency flux in a given inter-word position is the set of dependencies at this position, that is, linking a word on the left with a word on the right. In Fig. 1 , the flux contains one dependency at position 1, three at positions 2 and 3.
Proceedings of the Fourth
The size of the flux is the number of dependencies belonging to it. The size of the flux is the most basic information about the flux. It is therefore a useful starting point for apprehending other concepts about flux.
Two dependencies are said to be concomitant if they belong to the same flux. The dependencies "with <case guerillas" and "clashed obl> fight" are concomitant at position 2.
The flux represents the set of pending syntactic relations that the speaker has to keep in mind after every word. One might expect it to be limited by the same boundary as that stated by Miller (1956) and not exceed 7 ± 2. We will see that this is not the case.
Spans and bouquets
Other characteristics of the flux can be considered. The left span (resp. right span) of the flux is the number of words on the left (resp. right) which are vertices of a dependency in the flux. For instance, the left span is 1 in position 1 (US), 2 in position 2 (clashed, with) and 3 in position 3 (clashed, in, a) .
The left span in a given position corresponds to the number of words awaiting a governor or a dependent on the right of this position and the right span to the number of elements expected. In a transition-based parser (Bohnet & Nivre 2012 , Dyer et al. 2015 , it is the minimal number of words that must be stored in the stack. 2 Again, 2 In practice all the nodes that are likely to have a dependent on the right are stored in the stack in the right span is only 1; all the words of the left span are linked to the same word (fight) on the right. This means that the information can be factorized and that the three words in the left span count more or less as one, which is their common target. The flux configuration in position 3 is called a left-branching bouquet. A bouquet is a set of dependencies sharing the same vertex. When the common vertex is on the left, the bouquet is right-branching, and left-branching when the common vertex is on the right (Fig. 2 ).
Disjoint dependencies and weight
We would like to measure the flux modulo the bouquets. This measure will be called the weight of the flux.
A set of dependencies is said to be disjoint if the dependencies do not share any vertex (Fig.  3) . The weight is the size of the largest disjoint subset of dependencies in the flux.
The weight of the flux is equal to 1 in position 3: it is not possible to find two disjoint dependencies. The weight is equal to 2 in position 2 because the subset { with <case guerrillas, clashed obl> fight } is disjoint but there is no disjoint subset with 3 elements.
arc-standard and arc-eager parsing strategies. As we will see in the next section, the weight is clearly bounded. The weight measures more or less the center-embeddings: the fact that the dependency "with <case guerrillas" is disjoint from "clashed obl> fight" but concomitant means that the phrase with guerrillas headed by guerrillas is center-embedded in the phrase headed by clashed.
3 In other words, the weight is likely to measure the cognitive cost of parsing. This is noticeable if we compare the flux in positions 2 and 3. We saw earlier that the sizes of the flux at these two positions are equal: both have a value of 3. However, their weights are unequal: the weight at position 2 has a value of 2, whereas the weight at position 3 has a value of 1. Position 3 is simpler than position 2, because, as said before, the three dependencies at position 3 have a common target and requires less cognitive space than the disjoint dependencies at position 2.
We hypothesize that dependencies forming bouquets are cognitively less costly than dependencies forming disjoint subsets. This hypothesis is supported by the fact that the flux weight is clearly bounded while the size is not. We suppose that information can be factorized in case of dependencies sharing a same vertex. It is quite intuitive with right-branching bouquet, when the common vertex is on the left: only this vertex must be stored to analyze the bouquet. We postulate that the complexity is quite similar in case of left-branching bouquet, when two words are waiting for the same target word, but it remains to be proved by further studies.
Another advantage of the weight on the size is that it smooths out some idiosyncrasies of the UD scheme. For instance, coordination is analyzed in UD with every conjunct depending on the first conjunct, forming potentially very extended right-branching bouquets.
To calculate the weight, we have to find the biggest subset of disjoint dependencies in the flux. We can start with any dependency D in the flux with at least one vertex that is not shared with other dependencies in the flux (such a dependency exists because the structure is acyclic). Then we suppress all the dependencies that share a vertex with D and therefore cannot be disjoint from D. If the remaining flux is not empty we start over exactly the same process: choosing a dependency with at least one vertex that is not shared with other dependencies in the remaining 3 In UD, prepositions are dependent on the noun they introduce. That is why the head of the PP with guerrillas is the noun in the dependency tree taken as an example here. flux and deleting all the dependencies sharing a vertex with it. At the end we obtain one of the biggest sets of disjoint dependencies in the flux. This simple algorithm is linear in time.
R/L ratio and density
Note that the size of the flux is higher than the left and right span, which are both higher than the weight. Some ratios can be interesting to study.
Head-initial languages, such as Standard Arabic or Welsh, have right-branching dependency trees, while head-final languages, such as Japanese, Korean, or Turkish, have left-branching dependency trees. In other words, head-initial languages should have an R/L ratio (where R is the right span and L is the left span) higher than 1 and head-final languages an R/L ratio less than 1. Unfortunately, UD is not a very good resource to measure that due to some idiosyncrasies of the UD scheme, such as the right-branching analysis of coordination, which is particularly irrelevant for head-final languages.
The density of the flux is the W/S ratio, where W is the weight and S is the size. This ratio measures the proportion of bouquets in the flux: a disjoint flux, that is, a flux without bouquets, has a density of 1. The more bouquets the flux has, the lower the density is. For instance, the density in position 1 is 1, in position 2, 2/3, and in position 3, 1/3.
Results on UD

The UD corpus
We studied the flux on the whole collection of UD treebanks. The 70 dependency treebanks distributed by the UD project have all been corrected manually and they follow a common annotation scheme. Nevertheless, these treebanks were developed by different teams, who may have interpreted the guidelines differently and the coherence and quality of the different treebanks have not yet been verified. And as mentioned above, some of the decisions made for the UD annotation scheme are not very suitable for a study of flux. Despite the defects of this resource, however, it is the only available resource of this scale allowing a cross-linguistic study of 50 different languages. Table 1 gives the following measures of the flux for each UD treebank. Average values were calculated on the values in each inter-word position.
List of measures
• S-max: maximum size • S-av: average size
Sizes
The maximum size varies from 8 for Kazakh, Sanskrit, Uyghur, and Vietnamese, to 97 for Ancient Greek. The average size ranges from 1.92 for Polish to 3.61 for Czech-CLTT. As said before, the highest sizes are due to the bouquetwise annotation of some constructions, such as coordination (conj), apposition (appos), flat (sic!) constructions (flat), and multiword expressions (fixed). We converted the annotations to obtain a string-analysis of these constructions, giving a maximum size between 6 for Sanskrit and 77 for Arabic-NYUAD and an average size between 1.89 for Polish and 3.44 for Persian. 
Weights
Compared to the size, the weight is more stable.
The maximum weight ranges from 3 (only for Sanskrit) to 6. In the whole UD database only one occurrence with a weight of 7 was found, for Czech-CLTT. Most of the fluxes with a maximum weight that we checked were due to erroneous analysis. The average weight varied from 1.18 for Polish and Slovak to 1.77 for Czech-CLTT. Weight is studied in greater detail in the next section.
Spans
The left span is more stable among the various treebanks than the right span with values between 7 and 17 against values between 5 and 97. As expected, treebanks with the highest R/L ratio are head-initial languages: The maximum size for Arabic is due to a sentence with 385 words and 77 nominal modifier (nmod) relations depending on the 5 th word, which is likely to be a wrong analysis.
exception is the value of 1.36 for Czech-CLTT, but this small corpus of Czech is atypical, the other two Czech treebanks having R/L ratios of 1.03 and 1.00. The second exception is that we have the value of 1.29 for Dutch-LassySmall, while the other Dutch treebank has an R/L ratio of 0.92 for Dutch.
The results for head-final languages are not relevant, as forecasted. Japanese has an R/L ratio of 1.17, Turkish, 1.04, and Korean 0.99, while the minimum ratio is 0.77 for Persian. The average ratio on the whole database is 1.05.
Densities
The density is quite stable with an average value between 57.00 % for Persian and 72.20 % for Polish, with 65.31 % for the whole database. This means that about 2/3 of dependencies in the flux form together disjoint sets and 1/3 are additional dependencies forming bouquets with the 2 other thirds. In fact, many fluxes have a density of 1 with only one element, as the flux at position 1 in Fig. 1 , and form disjoint fluxes consequently. Table 2 shows the distribution of the value of the weight of the flux for the 70 treebanks. For each treebank and each value between 1 and 6, we indicate the percentage of inter-word positions in the treebank with this value.
A closer look at weight
Distribution of weight
The first main result is that 99.62 % of interword positions in the whole UD database have a weight less than (or equal to) 3. Only 0.36 % have a weight of 4, 0.02 %, of 5, and 0.00 % of 6. For Polish, Sanskrit, Slovak and Vietnamese, 99.9 % of positions have a weight less than 3.
We have seen that some small corpora, such as Czech-CLLT, can have more exceptional values. If we put corpora with fewer than 1,000 sentences aside, Arabic, Chinese, and Korean are the three languages with more than 10% of positions with weight of 3.
Positions with a flux weight of 1 account for 62.15 % of positions in the whole database, and more than 80 % of positions in Finnish-FTB, Polish, and Slovak. We do not have enough metadata to know if the differences between treebanks are due to differences between languages or to differences between genres. It is highly likely that some kinds of texts (e.g. legal texts, specification sheets) are much more complicated than others. For 16 languages, there are two or three treebanks and noticeable divergences are observed in only three cases (Finnish, Dutch, and again Czech-CLTT). At first sight variations between languages appear to be greater than variations between corpora in the same language, but this point needs further investigation.
Examples
The only example of English with weight 6 was erroneously annotated. We give here two examples with weight 5. In all the examples, punctuation links (punct) have been removed and are not considered.
(1) I dont know how it is possible to make orange chicken, sesame chicken and kung pao chicken as well as cheese puffs taste THAT bad but China Delight accomplished that. (en-udtrain.conllu sent_id = reviews-235423-0012) Sentence (1) has a weight of 5 between kung and pao (Fig. 4) Sentence (2) has two positions with weight 5. We consider the flux between out and of (Fig. 5). 1: out case> 6 2: 5 <compound monthly 3: for <case premiums 4: payment nmod> policy 5: took conj> cancelled If we except the two small corpora of Czech and Uyghur, Chinese appears to be the language with the largest number of positions with a weight higher than 5 (0.23 %). We will study an example with weight 6. The weight 6 appears between the noun 阿爾茨 海默'Alzheimer' and the case particle 氏 ('s). This flux contains 9 dependencies and can be separated into 6 disjoint bouquets of dependencies: 1: 阿爾茨海默 'Alzheimer' <case:suff 氏 2: 和 'and' <cc 病 'disease' 3:
檢測 'detect' xcomp> 有用'useful' 6: 抗體'antibody' <nsubj 有用'useful'
The complexity of this Chinese sentence, compared to its English translation, is in great part due to word order differences.
3. Relative clauses are also placed before the noun, which is a source of complexity discussed in Hsiao & Gibson (2003) : "A key word-order difference between Chinese and other SubjectVerb-Object languages is that Chinese relative clauses precede their head nouns. Because of this word order difference, the results follow from a resource-based theory of sentence complexity, according to which there is a storage cost associated with predicting syntactic heads in order to form a grammatical sentence." In any case, [biomarkers [ (that are) 
Conclusion
We have studied different parameters concerning the dependency flux on a set of treebanks in 50 languages. We saw that the size, as well as the left and right spans, of the flux can vary considerably depending on the corpus and its language, and that they are not clearly bounded. Moreover, these values are quite heavily dependent on certain annotation choices. For instance the fact that UD proposes a bouquet-based analysis (rather than a string-based analysis) of coordination (and other similar constructions) significantly increases the size and the right span of the dependency flux.
Conversely, the dependency flux weight appears to be more homogeneous across languages and much less dependent on particular annotation choices (such as bouquet vs. string-based analysis of coordination). Weight measures what is traditionally called center embedding in constituency-based formalisms. We observe that weight is bounded by 5 except for very few positions (less than 1 position for 10,000 with weight of 6), which could be related to short-term memory limitations.
What now remains is to study all the data we have collected to determine, language after language, genre after genre, what are the most complex constructions and under which conditions they can appear. In particular, a comparison between weight and dependency distance (Liu 2010 ) is needed to determine how they are correlated and which one is the best predictor of the complexity. Fluxes with important weight or size tend to contain long dependencies and long dependencies to
