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a b s t r a c t
Two-way nondeterministic pushdown automata (2PDA) are classical nondeterministic
pushdown automata (PDA) enhanced with two-way motion of the input head. In this
paper, the subclass of 2PDA accepting bounded languages and making at most a constant
number of input head turns is studied with respect to descriptional complexity aspects. In
particular, the effect of reducing the number of pushdown reversals to a constant number
is of interest. It turns out that this reduction leads to an exponential blow-up in case of
nondeterministic devices, and to a doubly-exponential blow-up in case of deterministic
devices. If the restriction on boundedness of the languages considered and on the finiteness
of the number of head and pushdown turns is dropped, the resulting trade-offs are no
longer bounded by recursive functions, and so-called non-recursive trade-offs are shown.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Descriptional complexity is an area of theoretical computer science in which one of themain questions is how succinctly
a formal language can be described by a formalism in comparison with other formalisms. A fundamental result is the
exponential trade-off between nondeterministic and deterministic finite automata [28]. A further exponential trade-off
is known to exist between unambiguous and deterministic finite automata, whereas the trade-offs between alternating
and deterministic finite automata [20] as well as between deterministic pushdown automata (PDA) and deterministic
finite automata [33] are bounded by doubly-exponential functions. Other doubly-exponential trade-offs exist between
the complement of a regular expression and conventional regular expressions [13], and between constant height PDA and
deterministic finite automata [4].
Apart fromsuch trade-offs boundedby recursive functions,Meyer and Fischer [28] first showed the existence of trade-offs
which cannot be bounded by any recursive function — so-called non-recursive trade-offs — between context-free grammars
generating regular languages and finite automata. Nowadays, many non-recursive trade-offs are known, and surveys on
recursive and non-recursive trade-offs may be found in [7,14].
In this paper, we study the descriptional complexity of two-way pushdown automata (2PDA) which are conventional
PDAwith the possibility of moving the input head in both directions. 2PDA are a strong computational model: it is currently
unknown whether their computational power equals that of linear bounded automata. Moreover, it is not known whether
or not nondeterministic and deterministic variants describe the same language class. Thus, we consider here the subclass
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of those 2PDA where the number of reversals of the input head is bounded by some fixed constant. These head-turn
bounded 2PDA have nice decidable properties when the languages accepted are letter-bounded (bounded, for short), i.e.,
they are subsets of a∗1a
∗
2 · · · a∗m, where a1, a2, . . . , am are pairwise distinct symbols. In this case, the languages accepted are
semilinear [17] and, due to decidability results on semilinear languages shown in [6], one obtains that the questions of
emptiness, universality, inclusion, and equivalence are decidable. It is shown in [18] that these questions are decidable also
for deterministic 2PDA where the number of turns of the pushdown store is bounded by some constant.
Here, we investigate, from a descriptional complexity point of view, the effect of reducing the number of pushdown turns
to a constant on 2PDA which perform a constant number of input head reversals.
In Section 2, we formally introduce 2PDA, their size, and recall notions on context-free grammars. In Section 3, we obtain
two recursive trade-offs for 2PDA accepting bounded languages. First, we consider the nondeterministic case and compare
head-turn bounded 2PDA versus head-turn bounded and pushdown-turn bounded 2PDA. We show that the reduction
of pushdown reversals leads to an exponential trade-off. This generalizes a similar result for one-way PDA: the trade-
off between PDA and PDA with a fixed finite number of pushdown reversals is non-recursive when arbitrary languages
are considered [23] whereas the trade-off becomes exponential in case of bounded languages [24]. As a second result,
we convert head-turn bounded nondeterministic and deterministic 2PDA into equivalent deterministic devices which are
additionally pushdown-turn bounded, obtaining a doubly-exponential trade-off. The main idea in this conversion is to
reduce membership of bounded languages generated by context-free grammars to solving linear systems of Diophantine
equations, which is shown to be manageable by deterministic 2PDA.
In Section 4, we consider arbitrary instead of bounded languages. We get non-recursive trade-offs between two-way
and one-way devices. Furthermore, non-recursive trade-offs exist between 2PDA with an arbitrary and a constant number
of head reversals both in the deterministic and nondeterministic case, as well as between 2DPDA with an arbitrary and a
constant number of pushdown reversals in the deterministic case. Non-recursive trade-offs also exist between 2PDA with
an arbitrary and a constant number of head reversals both in the deterministic and nondeterministic case when additionally
the number of pushdown reversals is bounded by some constant number.
Finally, in Section 5, we generalize the results of Section 3 to the case of word-bounded languages. Here, the languages
considered are subsets of w∗1w
∗
2 · · ·w∗m, for words wi ∈ Σ∗ with wi ≠ wi+1 and 1 ≤ i < m. By proving suitable translation
lemmas, it turns out that the results of Section 3 can be translated to the word-bounded case. Thus, the effect of reducing
the number of pushdown reversals to a constant number leads again to an exponential blow-up in case of nondeterministic
devices, and to a doubly-exponential blow-up in case of deterministic devices.
2. Preliminaries and definitions
We assume that the reader is familiar with basic notions in formal language theory (see, e.g., [10,16]). The set of natural
numbers, with 0, is here denoted by N. Let Σ∗ denote the set of all words over the finite alphabet Σ . The empty word is
denoted by λ, andΣ+ = Σ∗ \ {λ}. The reversal of a wordw is denoted bywR, and for the length ofw we write |w|.
The following definition adapts the definition for two-way multi-head automata given in [15] to two-way pushdown
automata. A two-way pushdown automaton can be obtained by equipping a finite automaton with a pushdown storage.
We have a single read-only input tape delimited by two end markers. The input head can move freely on the tape but not
beyond the end markers. Formally:
Definition 1. A nondeterministic two-way pushdown automaton (2PDA) is a system M = ⟨Q ,Σ, Γ , δ,◃,▹, q0, Z0, F⟩,
where:
1. Q is the finite set of internal states,
2. Σ is the set of input symbols,
3. Γ is the set of pushdown symbols,
4. ◃ /∈ Σ and ▹ /∈ Σ are the left and right end markers, respectively,
5. q0 ∈ Q is the initial state,
6. Z0 ∈ Γ is the initial pushdown symbol,
7. F ⊆ Q is the set of accepting states, and
8. δ is the partial transition functionmapping Q × (Σ ∪{◃,▹})×Γ into the subsets of Q ×Γ ∗×{−1, 0, 1}, where 1means
to move the head one square to the right,−1 means to move it one square to the left, and 0 means to keep the head on
the current square. Whenever (q′, γ ′, d) ∈ δ(q, a, γ ) is defined, then d ∈ {0, 1} if a = ◃, and d ∈ {−1, 0} if a = ▹.
A 2PDA starts with its head on the first square of the tape. It halts when the transition function is not defined for the
current situation.
A configuration of a 2PDAM = ⟨Q ,Σ,Γ , δ,◃,▹, q0, Z0, F⟩ at a given time t ≥ 0 is a 4-tuple ct = (w, q, γ , p) where
w ∈ Σ∗ is the input, q ∈ Q is the current state, γ ∈Γ ∗ is the current pushdown content, and p ∈ {0, 1, . . . , |w| + 1} gives
the current head position. If p is 0, then the head is scanning the symbol ◃, if it satisfies 1 ≤ p ≤ |w|, then the head is
scanning the pth letter ofw, and if it is |w| + 1, then the head is scanning the symbol ▹. The initial configuration for inputw
is set to (w, q0, Z0, 1). Along its computation,M runs through a sequence of configurations. One step from a configuration
to one of its successor configurations is denoted by ⊢. Letw = a1a2 · · · an be the input, a0 = ◃, an+1 = ▹, and Z ∈ Γ be the
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topmost pushdown symbol. Then, we set (w, q, Zγ , p) ⊢ (w, q′, γ ′γ , p+ d) if and only if (q′, γ ′, d) ∈ δ(q, ap, Z). As usual
we define the reflexive, transitive closure of ⊢ by ⊢∗. Note that, due to the restriction of the transition function, the head
cannot move beyond the end markers.
The language accepted by the 2PDAM is precisely the set of wordsw onwhichM has some computation on◃w▹ halting
in an accepting state:
L(M) = {w ∈ Σ∗ | (w, q0, Z0, 1) ⊢∗ (w, f , γ , p), with f ∈ F andM halts in (w, f , γ , p) }.
If, on any element of Q × (Σ ∪ {◃,▹})× Γ , the transition function δ is either undefined or a singleton, then the two-way
pushdown automaton is said to be deterministic. Deterministic two-way pushdown automata are denoted by 2DPDA. In
case the head never moves to the left, the pushdown automaton is said to be one-way. Nondeterministic and deterministic
one-way pushdown automata are denoted by PDA and DPDA, respectively. The family of all languages accepted by a device
of some type X is denoted byL (X), where X ∈ {DPDA, PDA, 2DPDA, 2PDA}.
A two-way pushdownautomaton is said to be head-turn bounded (denoted by the prefix htb) if the number of reversals the
input head makes is bounded by some constant. A pushdown automaton is said to be pushdown-turn bounded (denoted by
the prefix ptb), if the number of alternations between increasing and decreasing the pushdown is bounded by some constant.
The prefix (htb, ptb) denotes pushdown automata which are both head-turn bounded and pushdown-turn bounded.
In this paper, we measure the size of a PDAM by the product of the number of states, the number of pushdown symbols,
the number of input symbols, and the maximum length µ(M) of pushdown symbols appearing in the transition rules, i.e.,
|Q | · |Γ | · |Σ | · µ(M). (See also the discussion in [14] on PDA size measuring as well as the quick addressing in Section 4).
Furthermore, we consider PDA and 2PDA in a certain normal form, and we make, without loss of generality, the following
assumptions about pushdown automata (see [30]):
1. At the start of the computation the pushdown store contains only the start symbol Z0; this symbol is never pushed on or
popped from the stack;
2. the input is accepted if and only if the automaton reaches a final state, the pushdown store only contains Z0 and all the
input has been scanned;
3. if the automaton moves the input head, then no operations are performed on the stack;
4. every push operation adds exactly one symbol on the stack.
The partial transition function δ of a PDA is then amapping fromQ×Σ×Γ into the subsets ofQ×({−, pop}∪{push(A) |
A ∈ Γ }), where ‘−’ means that the stack is not modified. On the other hand, the partial transition function δ of a 2PDA is a
mapping from Q × (Σ ∪ {◃,▹})× Γ into the subsets of Q × ({−, pop} ∪ {push(A) | A ∈ Γ })× {−1, 0, 1}. By introducing
new states for every transition of a given pushdown automaton, the following lemma can be shown (see also [14]):
Lemma 2. LetM = ⟨Q ,Σ,Γ , δ,◃,▹, q0, Z0, F⟩ be a 2PDA, 2DPDA, or PDA of size n. Then, an equivalent 2PDA, 2DPDA, or PDA,
respectively, in normal form of size O(n) can be constructed.
A context-free grammar (CFG) is a 4-tuple G = (V ,Σ, P, S), where V is the set of variables, Σ is the set of terminals, V
and Σ are disjoint sets, S ∈ V is the initial symbol and P ⊆ V × (V ∪ Σ)∗ is the finite set of productions. A production
(A, α) ∈ P is denoted by A → α. The relations⇒, ∗⇒, and +⇒ are defined in the usual way (see, e.g., [10,16]). The language
generated by G is the set L(G) = {x ∈ Σ∗ | S ∗⇒ x}. Given α, β ∈ (V ∪ Σ)∗, if θ is a derivation of β from α, then we write
θ : α ∗⇒ β . A useful representation of derivations of context-free grammars is provided by parse trees. A parse tree (or tree,
for short) for the context-free grammar G is a labeled tree satisfying the following conditions:
1. Each internal node is labeled by a variable in V ,
2. each leaf is labeled by either a variable, a terminal, or λ; however, if the leaf is labeled λ, then it must be the only child
of its parent,
3. if an internal node is labeledwith a variable A, and its children, from left to right, are labeledwith X1, X2, . . . , Xk ∈ V ∪Σ ,
then A → X1X2 · · · Xk is a production of G.
If T is a parse tree whose root is labeled with a variable A ∈ V and such that the labels of the leaves, from left to right,
form a string α ∈ (V ∪Σ)∗, then we write T : A ∗⇒ α. Furthermore, we indicate as ν(T ) the set of variables which appear as
labels of some nodes in T .
3. Head turns on letter bounded languages
In this section, we analyze the size of several variants of htb-PDA when accepting bounded languages. We recall that a
(letter) bounded language is any set L ⊆ a∗1a∗2 · · · a∗m, for pairwise distinct symbols a1, a2, . . . , am. The size of L ism.
Let us begin by proving an analog of a result in [24]. There it is shown that, given a language L ⊆ a∗1a∗2 · · · a∗m accepted by
a PDA of size n, then L can also be accepted by a PDAwithm− 1 pushdown turns and having size 2O(n2). Here, we generalize
this result by considering a wider class of bounded languages.
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Theorem 3. Let L ⊆ a∗1a∗2 · · · a∗m be accepted by some htb-2PDA of size n performing at most k head turns. Then, L can also be
accepted by some (htb, ptb)-2PDA of size 2O(n
2) with k head turns and (m+ 1)(k+ 1) pushdown turns.
Proof. LetM be an htb-2PDA of size n performing k head turns and accepting L. Without loss of generality, we may assume
thatM is sweeping, i.e., it performs head turns at the end markers only. In fact, anywhere a head turn could take place,M
may standby the ordinary computation and store the head turn position by pushing one special symbol Z at each step toward
the end markerM was traveling to. Once reached,M reverses head direction and pops one Z at each step, until all the Z ’s
are deleted (i.e., the ‘‘real’’ reversal position is attained). At that point,M resumes the ordinary computation. We may also
assume thatM accepts exactly when reading ◃, after an odd number of head turns. It is easy to see that both assumptions
increase the size ofM at most by some linear factor and leave the number of head and pushdown turns constant.
SinceM performs khead turns, the input readbyM canbeunderstood in a linearized form (see also [21]) as a subset of I =
I1I2 · · · I(k+1)/2◃, where, for 1 ≤ i ≤ (k+1)/2,we set Ii = ◃ia∗1,i,1a∗2,i,1 . . . a∗m,i,1▹ia∗m,i,2a∗m−1,i,2 . . . a∗1,i,2. All symbols occurring
in the sets Ii are defined to be pairwise distinct. It is easy to construct a one-way PDAM1 simulatingM while reading an
input from I and interpreting symbols aj,i,1, aj,i,2, ◃i, and ▹i as symbols aj, ◃, and ▹ for 1 ≤ j ≤ m and 1 ≤ i ≤ (k + 1)/2.
Clearly,M1 has size O(n) and accepts a bounded context-free language of size ((k+1)/2)(2m+2)+1 = (m+1)(k+1)+1.
In particular, all words accepted byM are accepted byM1 as well, by using the above interpretation. Owing to a result on
bounded context-free languages given in [24],we can turnM1 into an equivalent finite-turn PDAM2 of size 2O(n
2) performing
at most (m+ 1)(k+ 1)many pushdown turns.
Now, we can easily construct an (htb, ptb)-2PDAM3 on input ◃x▹ where x ∈ a∗1a∗2 · · · a∗m, which simulatesM2 on the
linearized input which is a subset of I . Observe thatM3 performs k head turns and at most (m+ 1)(k+ 1)many pushdown
turns. Furthermore,M3 has size 2O(n
2). 
Thus, we get an exponential upper bound for the reduction of pushdown turns also in the two-way case.
The next questions we are going to tackle concern the following trade-offs:
(1) htb-2PDA−→ htb-2DPDA,
(2) htb-2PDA−→ (htb, ptb)-2DPDA,
(3) (htb, ptb)-2PDA−→ (htb, ptb)-2DPDA,
(4) htb-2DPDA−→ (htb, ptb)-2DPDA.
To approach trade-off (2), we again recall some notions and results from [24].
Let us consider an alphabetΣ = {a1, a2, . . . , am} and a CFG G = (V ,Σ, P, S) in Chomsky normal form with h variables,
generating a subset of a∗1a
∗
2 · · · a∗m. Without loss of generality, we can suppose that each variable of G is useful, i.e., for each
A ∈ V , there exist terminal strings u, v, w, such that S ∗⇒ uAw ∗⇒ uvw. The following property is proved in [24] for G:
Lemma 4. For each variable A ∈ V , an index 1 ≤ l ≤ m (resp., 1 ≤ r ≤ m) exists such that if A +⇒ vAAwA, with vA, wA ∈ Σ∗,
then vA∈a∗l (resp.,wA∈a∗r ). Furthermore, if at least one derivation A +⇒ vAAwA exists with vA ≠ λ, (resp.,wA ≠ λ) then such an
l (resp., r) is unique.
A partial derivation tree (or partial tree, for short) U : A ∗⇒ vAx is a parse tree whose root is labeled with a variable A
and all the leaves, with the exception of one whose label is the same variable A, are labeled with terminal symbols. Given
a partial tree U : A ∗⇒ vAx, any derivation tree T : S ∗⇒ z having A ∈ ν(T ) can be ‘‘pumped’’ using U , by replacing a node
labeled A in T with the subtree U . In this way, a new tree T ′ : S ∗⇒ z ′ is obtained, where z ′ = uvwxy, such that z = uwy,
S ∗⇒ uAy, and A ∗⇒ w. Moreover, ν(T ′) = ν(T ) ∪ ν(U).
On the other hand, any derivation tree producing a sufficiently long terminal string can be obtained by pumping a
derivation tree of a shorter string with a partial tree. By applying several times the pumping lemma for context-free
languages (see, e.g., [16]), one can prove (cf. [24]) that any derivation tree can be obtained by starting from a derivation
tree of a ‘‘short’’ string (namely, a string of length at most 2h−1), and then iteratively pumping it with ‘‘small’’ partial trees:
Lemma 5. Let G be a CFG in Chomsky normal form having h variables, and T : S ∗⇒ z be a derivation tree of a string z ∈ L(G). If
|z| > 2h−1, then we can write z = uvwxy, with 0 < |vx| < 2h, such that trees T ′ : S ∗⇒ uwy and T ′′ : A +⇒ vAx exist satisfying
A ∈ ν(T ′), A +⇒ w, and ν(T ) = ν(T ′) ∪ ν(T ′′).
This lemma and the following definition enable us to settle a counting argument that will turn out to be useful in our
constructions:
Definition 6. Let G be a CFG in Chomsky normal form having h variables. Then, τ(G)= {(z, ν(T )) | T : S ∗⇒ z and |z| ≤
22h, for some derivation tree T }.
The cardinality of τ(G) can be upper bounded by the number of variables in G and the size of the generated bounded
language:
Lemma 7. Let G be a CFG in Chomsky normal form having h variables, such that L(G) ⊆ a∗1a∗2 · · · a∗m. Then, |τ(G)| ≤ 24hm.
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Proof. Clearly, there exist at most 2h different sets ν(T ). Let us now evaluate the number of all possible terminal strings in
L(G) of length not exceeding 22h. Such a number is trivially bounded by the cardinality of the set A = {ax11 ax22 · · · axmm | xi ∈
N and x1+x2+· · ·+xm ≤ 22h}. In turn, it is easy to see that the number of strings in A of length i coincides with the number
of non-negative integral solutions of the equation x1 + x2 + · · · + xm = i, which is
i+m−1
i

(see, e.g., [32]). Thus, we get
|A| =
22h
i=0

i+m− 1
i

=

22h +m
22h

≤ 22h + 1 22hm−1 ≤ 22hm+1,
since 2
2h+i
i ≤ 2
2h·i
i = 22h for every i ≥ 2, and using the identity
m
k=0
k+n
k
 = n+m+1m  (see, e.g., [32]). Hence, the claimed
result follows. 
We are now ready to show how the number of variables in G and the size of L(G) may bound the size of an equivalent
2DPDA and the number of its head and pushdown turns:
Theorem 8. Let G be a CFG in Chomsky normal form having h variables, such that L(G) ⊆ a∗1a∗2 · · · a∗m. Then, an equivalent (htb,
ptb)-2DPDA can be constructed whose size, as well as number of head and pushdown turns, is bounded by a doubly-exponential
function of h.
Proof. The key idea is to consider all derivation trees for short strings in L(G). According to Lemma 5, any string in L(G)
is obtained by pumping some short derivation tree T with suitable partial derivation trees. Then, one has to check which
variables from ν(T ) correspond to partial trees. Having pumped some partial tree TA with A ∈ ν(T ), we obtain a new tree
T ′ such that ν(T ′) = ν(T ) ∪ ν(TA). Notice that TA may contain partial trees TB such that B ∉ ν(T ). Thus, there may be
dependencies between variables corresponding to partial trees. Our next goal is to avoid such dependencies and to start
with derivation trees already containing every variable which may be pumped at some step of the pumping process. To this
aim, notice that in the worst case a new variable occurs at every pumping step. So, we have to consider at most h pumping
steps. Hence, we start with derivation trees for strings of length up to 2h−1 and increase at every pumping step the length
by at most 2h − 1 due to Lemma 5. Thus, the length of the initial strings, from which our analysis will start, is bounded by
2h−1 + h(2h − 1) ≤ (h+ 1)2h ≤ 22h. These strings are exactly those considered in Definition 6 for τ(G).
Now, let (z, ν(T )) be an element of τ(G). The words which can be derived by pumping from T are the initial string z
and all the strings which can be obtained by pumping some variable A ∈ ν(T )with a partial derivation tree rooted in A. By
Lemma 4, any such variable can insert strings vA andwA, each one built on a different symbol from {a1, a2, . . . , am} (unless,
of course, vA = λ or wA = λ). Furthermore, by Lemma 5, the length of vAwA is bounded by 2h − 1, so that the number of
different pairs of lengths (|vA|, |wA|) is bounded by2h−1i=1 (i + 1) ≤ 22h. It is enough, in fact, to see that given a string vw
of length i ≥ 1 and 0 ≤ |v|, |w| ≤ i, there are exactly i + 1 possibilities for the lengths (|v|, |w|). Considering this bound
for all variables in ν(T ), we obtain at most h · 22h pairs of different lengths which may be inserted by pumping variables in
ν(T ).
With this in mind, let us discuss how a 2DPDA may check whether an input string w = an11 an22 · · · anmm belongs to L(G).
By the above reasoning, w ∈ L(G) implies that w can be derived starting with some pair (z, ν(T )) from τ(G). So, let
z = az11 az22 · · · azmm and (s1, t1), (s2, t2), . . . , (sk, tk), with k ≤ h · 22h, be an enumeration of strings that may be inserted
by pumping some variable from ν(T ). The fact that w can be obtained from (z, ν(T )) can be tested by solving a suitable
linear system of Diophantine equations associated with (z, ν(T )). Indeed, for 1 ≤ i ≤ m, we define αi : Σ∗ → N as
αi(x) = |x|, if x ∈ a∗i , and αi(x) = 0 otherwise. Consider the following system ofm equations with variables x1, x2, . . . , xk:
n1 = z1 + x1 (α1(s1)+ α1(t1))+ · · · + xk (α1(sk)+ α1(tk))
n2 = z2 + x1 (α2(s1)+ α2(t1))+ · · · + xk (α2(sk)+ α2(tk))
· · ·
nm = zm + x1 (αm(s1)+ αm(t1))+ · · · + xk (αm(sk)+ αm(tk)) .
This system has a solution in natural numbers if and only ifw can be generated from (z, ν(T )). More generally,w can be generated
by G if and only if there exists a pair (z, ν(T )) ∈ τ(G) such that its corresponding system of equations has a solution in natural
numbers. Thus, we have to construct a 2DPDA which tests sequentially all systems corresponding to pairs (z, ν(T )) from
τ(G).
Let us describe an algorithmhowa 2DPDA can testwhether one linear systemof Diophantine equations, as the one above,
has a solution in natural numbers. The algorithm is outlined in [9,21]. Here, it will be rephrased in a modified way together
with an estimation of the size of the corresponding 2DPDA implementing it.
The above system of equations can be written as C · x = b, where C = [cij = αi(sj) + αi(tj)] is the matrix with m rows
and k columns containing the lengths of strings to be inserted by pumping, x = (x1, x2, . . . , xk)T is the variables vector, and
b = (b1, b2, . . . , bm)T with bi = ni − zi. Notice that C does not depend on the input and hence its rank r , corresponding to
the maximal number of linearly independent rows in C , can be precomputed. Without loss of generality, we may assume
that the first r row vectors C1, C2, . . . , Cr are linearly independent, whereas the last m − r row vectors Cr+1, Cr+2, . . . , Cm
are not, so that each one of them may be obtained as a linear combination
r
i=1 βiCi, for suitable integers βi. This clearly
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allows to turn the lastm− r rows of C into zero vectors, and to obtain the equivalent system C∗x = b∗, where C∗ and b∗ are
identical to C and b, respectively, concerning the first r rows. Instead, the lastm− r rows of C∗ are zero, and the lastm− r
entries b∗i (r + 1 ≤ i ≤ m) of b∗ contain a sum consisting of bi and suitably scaled entries bj, with 1 ≤ j ≤ r . In more detail,
the resulting system writes as
k
j=1
cijxj = bi, for i = 1, 2, . . . , r (1)
0 = b∗i , for i = r + 1, r + 2, . . . ,m. (2)
Indeed, each entry b∗i can be bounded as follows. Let µ = max{cij | i = 1, 2, . . . ,m and j = 1, 2, . . . , k} be the maximum
of all entries in C . Clearly, we have µ < 2h. Then,
b∗i ≤

( µbi + µb1) µ+ µ2b2

µ+ µ3b3

µ+ · · · µ+ µrbr < 2hr (bi + b1 + b2 + · · · + br) . (∗)
In [9,21] it is shown that C · x = b has a solution in natural numbers if and only if it has a solution in natural numbers where
k − r variables are set to values bounded by the maximal absolute value Ψ of the determinants of all r × r submatrices of C .1
In order to check the existence of such a solution (and, actually, compute it in the positive case) on our equivalent system
C∗x = b∗, we design the following algorithm, where B is the matrix consisting of the coefficients cij in (1). The outcome of
the algorithm is accept (resp., reject) whenever C∗x = b∗ has (resp., does not have) a solution in natural numbers:
Step 1. Checkwhether the Eq. (2) are consistentwith values b1, b2, . . . , bm computed from the input (recall that bi = ni−zi).
If they are not, then reject since no solution for the system exists.
Step 2. Let L be the set of all subsets of {1, 2, . . . , k} having cardinality r .
Step 3. If L = ∅, then reject since no natural solution for the system exists.
Else, choose a set of indices ℓ = {l1, l2, . . . , lr} ∈ L, and set L = L \ ℓ.
Step 4. Consider the determinant∆ℓ of the r × r submatrix Dℓ of B consisting of the columns in ℓ. If∆ℓ = 0, then go back
to Step 3.
Step 5. Let Y be the set of all combinations of k− r values from {0, 1, . . . , |∆ℓ|}.
Step 6. If Y = ∅, then go back to Step 3.
Else, choose a set of values υ = {yt | t ∉ ℓ} ∈ Y to set the variables xt , with t ∉ ℓ, and let Y = Y \ υ .
Step 7. Solve the following system of equations (derived from (1) by fixing variables according to υ) in the variables xj, with
j ∈ ℓ:
j∈ℓ
cijxj = bi −

t∉ℓ
cityt , for i = 1, 2, . . . , r.
In more detail, the values yj for the variables xj, with j ∈ ℓ, can be obtained by Cramer’s rule: ylj = dj/∆ℓ, with lj ∈ ℓ,
where dj =ri=1(−1)i+jδij(bi−t∉ℓ cityt) and δij is the determinant of Dij, the submatrix built from Dℓ by deleting
the ith row and jth column.
If some value yj, with j ∈ ℓ, is not natural, then go back to Step 6.
Else accept since y1, y2, . . . , yk is a natural solution.
Let us discuss how a 2DPDA may implement the above algorithm. The machine works on input w = an11 an22 · · · anmm as
follows. First of all, we have to check whether the values b∗i are zero for r + 1 ≤ i ≤ m (Step 1). This can be done for each i
with one head turn and one pushdown turn. In fact, according to (∗), each b∗i is a sum of suitably scaled input values nj and
zi, where the scale factor of each addend is bounded by 2hr . So, we increase the pushdown store adequately when moving
from left to right and reading all input symbols aj corresponding to a positive sign in the sum b∗i . Then, we decrease the
pushdown store adequately when moving from right to left and reading all input symbols aj corresponding to a negative
sign. Finally, the pushdown store is tested for emptiness to decide whether b∗i is zero. This task needs at most κ1(r + 1)2hr
states for each b∗i and some constant κ1, and, altogether, at most κ2(m− r)(r + 1)2hr states for some constant κ2. Moreover,
at mostm− r head turns and pushdown turns are needed.
Let us get to Step 7. For a combination of natural values 0 ≤ yt < |∆ℓ| for the variables xt , with t ∉ ℓ, the 2DPDA tries
to calculate a natural value yj for the variables xj, with j ∈ ℓ, by Cramer’s rule. In more detail, the machine has to check
whether ylj = dj/∆ℓ is a natural value for lj ∈ ℓ and dj =
r
i=1(−1)i+jδij(bi −

t∉ℓ cityt). Let us first assume that∆ℓ > 0.
Then, the 2DPDA starts from the first input symbol and moves to the right while reading all input symbols ai which belong
to a positive sign (−1)i+j in the sum dj. For each input symbol read, an appropriate number of symbols is pushed onto the
pushdown. This number depends on the value δij, the choice of values 0 ≤ yt < |∆ℓ| for t ∉ ℓ, and on the values cit for
t ∉ ℓ. All these values are stored in the states of the machine. When the input head has reached the right end marker, it
1 To be more precise, the values of the k − r variables can be chosen within the set {0, 1, . . . , |∆|}, where ∆ is the non-zero determinant of an r × r
submatrix of C associated with such variables. Of course, one has that |∆| ≤ Ψ .
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reverts its direction and moves to the left while reading all input symbols ai which belong to a negative sign (−1)i+j in the
sum dj. For each input symbol read, an appropriate number of symbols is popped from the pushdown. Again, this number
depends on values stored into the states. When the pushdown store becomes empty while reading the input, dj is a negative
number and the test of yj can be stopped. Otherwise, dj is a natural number which is counted on the pushdown store. Then,
yj can be checked to be natural by iteratively popping ∆ℓ symbols until the pushdown store is empty. One head-turn and
one pushdown-turn is required for this check. Next, we count the number of states needed. Since ∆ℓ, r values zi, r signs
(−1)i+j, r values δij, k − r values yt , and k − r values cit have to be stored in the finite state control, we need at most
κ3Ψ r22hrrΨ (k − r)Ψ (k − r)2h ≤ κ3Ψ 3r3(k − r)223h states, for some constant κ3. To test all yj to be natural, we need at
most r head turns, at most r pushdown turns, and at most κ3Ψ 3m4k223h states, since r ≤ m. The case when∆ℓ < 0 can be
treated similarly by interchanging the roles of positive and negative signs (−1)i+j in the sum dj.
The just described procedure has to be repeated for every combination of natural values 0 ≤ yt < |∆ℓ| for the variables
xt , with t ∉ ℓ (Step 6). Thus, the number of states is increased by the factor |∆ℓ|k−r ≤ Ψ k−r , and the resulting number of
head turns and pushdown turns is bounded bymΨ k−r .
Additionally, we have to run this procedure for every ℓ ∈ L (Step 3). Notice that |L| = kr ≤ kr . This increases the number
of states, head turns, and pushdown turns by the factor kr .
Finally, we have to consider this procedure also for every (z, ν(T )) in τ(G). By Lemma 7, this increases the number of
states, head turns, and pushdown turns by the factor 24hm. It is noted in [9] that
Ψ ≤ r!max

r
t=1
cit jt | 1 ≤ i1 < · · · < ir ≤ r and 1 ≤ j1 < · · · < jr ≤ k

≤ m! · 2hm.
Thus, the number of states needed is bounded by 24hmkrΨ k−r

κ3Ψ
3m4k223h + κ2m22hr

,whereas the number of head turns
and pushdown turns are both bounded by (m− r)+m24hmkrΨ k−r .
Since k ≤ h22h, we obtain Ψ k−r ≤ (m!)h22h2h2m22h and kr ≤ hm22hm. Thus, the final number of states needed as well as
the final number of head turns and pushdown turns are bounded by doubly-exponential functions of h. 
We are now ready to state the promised trade-off (2), i.e., htb-2PDA−→ (htb, ptb)-2DPDA.
Theorem 9. Let L ⊆ a∗1a∗2 · · · a∗m be accepted by some htb-2PDA of size n. Then L can also be accepted by some (htb, ptb)-2DPDA
whose size is bounded by a doubly-exponential function of O(n2).
Proof. Let Lbe accepted by somehtb-2PDAM in normal formof sizen, performing khead turns. As in the proof of Theorem3,
we may assume thatM is sweeping and accepts exactly when reading ◃ after an odd number of head turns.
Since M has k head turns, the input read by M can be seen in a linearized form as a subset of I = I1I2 · · · I(k+1)/2◃,
where, for 1 ≤ i ≤ (k + 1)/2, Ii = ◃ia∗1,i,1a∗2,i,1· · · a∗m,i,1▹ia∗m,i,2a∗m−1,i,2· · · a∗1,i,2. It is easy to construct a one-way PDA
M1 simulatingM while reading an input from I and interpreting suitably the symbols read. Clearly,M1 has size O(n) and
accepts a bounded context-free language of size ((k + 1)/2)(2m + 2) + 1 = (m + 1)(k + 1) + 1. Again,M1 accepts at
least those suitably interpreted words which are accepted byM, and it can be transformed into an equivalent CFG G by the
standard construction. It may be observed that the resulting CFG G is nearly in Chomsky normal form due to the fact that
µ(M) = µ(M1) = 2. So, G can be easily turned into Chomsky normal form. The number of nonterminals of G is O(n2).
Next, we apply Theorem 8 and get an equivalent (htb, ptb)-2DPDAM′. The size ofM′ as well as the number of head turns
and pushdown turns is bounded by doubly-exponential functions of O(n2). Now, we can construct an (htb, ptb)-2DPDAM′′
on input◃x▹, where x ∈ a∗1a∗2 · · · a∗m, which simulatesM′ on an input from I . We observe that the size ofM′′ and the number
of head turns and pushdown turns is bounded by a doubly-exponential function of O(n2). 
Thus, the simultaneous reduction of pushdown turns and determinization results in a doubly-exponential blow-upwhich
gives an upper bound for the trade-off (2). Obviously, we also obtain doubly-exponential upper bounds for the conversion
problems (1), (3), and (4). An immediate question is whether these results can be improved. Since only one resource, namely
either nondeterminism or pushdown turns is reduced, one may expect only a single exponential upper bound. Thus, an
interesting task would be either to show an exponential upper bound or to establish a doubly-exponential lower bound.
4. Non-recursive trade-offs
In the previous section, we have obtained doubly-exponential, and thus recursive, trade-offs between several variants
of head-turn bounded pushdown automata accepting bounded languages. If we remove the restriction of boundedness of
the languages considered, then the resulting trade-offs are no longer bounded by a recursive function. We obtain so-called
non-recursive trade-offs (see, e.g., [12,14]), i.e., every recursive function cannot represent an upper bound for the trade-offs.
To achieve these non-recursive trade-offs, we first recall some notions from [14].
Definition 10. A descriptional system D is a set of finite descriptors such that each descriptorM ∈ D describes a language
L(M). Moreover, the underlying alphabet alph(M) over which L(M) is defined can be read off from M. The family of
languages described by D is denoted as L (D) = {L(M) | M ∈ D}. For every language L, we denote by D(L) = {M ∈
D | L(M) = L} the set of its descriptors.
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To measure the size of descriptors we define a complexity measure for some descriptional system D as a total recursive
function c : D → N. Since every descriptional system can be considered as a collection of strings encoding corresponding
descriptors, the length of such an encoding string is a natural measure for the size of a descriptor.
Definition 11. Let D be a descriptional system with complexity measure c. If there exists a total recursive function g :
N × N → N such that length(M) ≤ g(c(M), |alph(M)|) for allM ∈ D, then c is said to be an s-measure. An s-measure c
is said to be an sn-measure if, for any alphabet Σ , the set of descriptors in D describing languages over Σ is recursively
enumerable in order of increasing size.
It is shown in [14] that the measure size for PDA as defined in Section 2 is an s-measure. Similarly, it is also an s-measure
for 2PDA and an sn-measure for both PDA and 2PDA.
When considering the trade-offs between two descriptional systems D1 and D2, we assume the intersection L (D1) ∩
L (D2) to be non-empty.
Definition 12. Let D1 be a descriptional system with complexity measure c1 and D2 be a descriptional system with
complexity measure c2. A total function f : N→ Nwith f (n) ≥ n, is said to be an upper bound for the increase in complexity
when changing from a descriptor in D1 to an equivalent descriptor in D2, if for allM1 ∈ D1 with L(M1) ∈ L (D2) there exists
anM2 ∈ D2(L(M1)) such that c2(M2) ≤ f (c1(M1)).
If there is no recursive function serving as upper bound for the trade-off between D1 and D2, the trade-off is said to be
non-recursive and is denoted by D1
non-rec−→ D2.
A method to prove non-recursive trade-offs is proposed by Hartmanis and makes use of the set of valid computations
of a Turing machine. Details are presented in [12,14,16], and quickly recalled here. Let M = ⟨Q ,Σ, T , δ, q0, B, F⟩ be a
deterministic one-tape one-head Turing machine, where T is the set of tape symbols including the set of input symbols Σ
and the blank symbol B, Q is the finite set of states and F ⊆ Q is the set of final states. The initial state is q0 and δ is the
transition function. In what follows, the attribute ‘‘deterministic’’ will always be understood. Without loss of generality, we
assume that Turingmachines canhalt only after an oddnumber ofmoves, accept byhalting,make at least threemoves, donot
change their tape content and head position in the first step, and cannot print blanks. At any instant during a computation,M
can be completely described by an instantaneous description (ID) which is a string tqt ′ ∈ T ∗QT ∗ with the followingmeaning:
M is in the state q, the non-blank tape content is the string tt ′, and the head is scanning the first symbol of t ′. The initial ID of
M on input x ∈ Σ∗ is q0x. An ID is accepting whenever it belongs to T ∗FT ∗. One step from an ID to its successor ID (if exists)
according to δ is denoted by ⊢. As usual we let ⊢∗ the reflexive, transitive closure of ⊢, and define the language accepted by
M as the set L(M) = {x ∈ Σ∗ | q0x ⊢∗ IDk(x), for some odd k ∈ N and IDk(x) accepting}.
The set of valid (accepting) computations of M (see, e.g., [11,14]) is defined to be the following language (where #, $ /∈
Q ∪ T are separator symbols):
VALC(M) = ID0(x)#ID2(x)# · · · #ID2n(x)$IDR2n+1(x)# · · · #IDR3(x)#IDR1(x)  x ∈ Σ∗, n ∈ N,
ID0(x) = q0x, IDi(x) ⊢ IDi+1(x) for 0 ≤ i ≤ 2n, and ID2n+1(x)accepting

. (§)
Following a generalization of Hartmanis’s technique given in [14,22], wemay obtain non-recursive trade-offs by applying
the following theorem:
Theorem 13. Let D1 and D2 be two descriptional systems for recursive languages such that every descriptorM from D1 and D2
can be effectively converted to a Turing machine accepting L(M). Moreover, let c1 be a measure for D1 and c2 be an sn-measure
for D2. If for every Turing machineM a language LM ∈ L (D1) and a description in D1 for LM can be effectively constructed such
that LM ∈ L (D2) if and only if L(M) is finite, then the trade-off between D1 and D2 is non-recursive.
To apply this technique in our context, we first need a technical lemma involving the language VALC(M) of valid
computations defined at point (§):
Lemma 14. LetM be a Turing machine and a ∉ Q ∪ T ∪ {#, $} be a new symbol. Then, the following holds:
(1) VALC(M) belongs toL ((htb, ptb)-2DPDA) and an (htb, ptb)-2DPDA for it can be effectively constructed.
(2) VALC(M) belongs toL (PDA) if and only if L(M) is a finite set.
(3) LM = {a2|w|w | w ∈ VALC(M)} belongs toL (2DPDA) and a 2DPDA for it can be effectively constructed.
(4) LM belongs toL (htb-2PDA) if and only if L(M) is a finite set.
Proof. To show (1), we know from [11,14] that VALC(M) = L1 ∩ L2, for two deterministic context-free languages L1 and L2.
Without going into details, we just recall that:
• L1 is defined as VALC(M) except that the successor condition on ID’s is now relaxed as ID2i+1(x)⊢ ID2i+2(x), for 0 ≤ i < n.
• L2 is defined as VALC(M), but: (i) without requiring that ID0(x) (resp., ID2n+1(x)) is initial (resp., accepting), and
(ii) relaxing the successor condition on ID’s as ID2i(x)⊢ ID2i+1(x), for 0 ≤ i ≤ n.
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The reader may easily construct two DPDAA1,A2 accepting L1, L2, respectively, each one performing one pushdown turn.
Additionally, it is also easy to build out of A2 a DPDA A3 accepting LR2, which performs one pushdown turn as well. So, an
(htb, ptb)-2DPDA accepting VALC(M) can be effectively constructed, which simply runsA1, checking membership in L1 by
a left-to-right sweep, followed by A3 checking membership in LR2 by a right-to-left sweep. Such a dynamics features one
head turn and two pushdown turns.
The proof of (2) is a typical application of Ogden’s lemma and may be found, e.g., in [16].
For proving (3), we describe a 2DPDA accepting LM . First, it checks whether the part w of the input not consisting of
a’s belongs to VALC(M). This can be done in the same way as in (1). Second, the length of the input part w is written on
the pushdown by pushing |w| many symbols Z . Now, in order to check whether the length y of the input a-block equals
2|w|, the idea is to iteratively divide y by two, each time popping a symbol Z from the pushdown. The first division by two
is performed by setting the input head at the right end of the a-block, and pushing a new symbol Z ′ onto the pushdown
for every two read a’s. Having read an even number of a’s and having reached the left end marker, the input head is then
positioned in the middle of the a-block by popping all symbols Z ′ and one symbol Z . After repeating i times this processing,
the input head is positioned y/2i cells far from the left end marker, while the pushdown contains |w| − i symbols Z . Thus,
if |w| repetitions can be executed, the pushdown contains Z0 only. In this case, if the input head is parked on the first cell
containing a, then we have y = 2|w| and we accept. We reject in all other cases, e.g., either |w| repetitions are not allowed
or they are allowed but the input head trajectory does not terminate on the first a on the input tape.
To obtain (4), we first observe that if L(M) is a finite set then LM is finite as well and clearly belongs toL (htb-2PDA). On
the other hand, letM accept an infinite set and let us assume, by contradiction, that LM is accepted by some htb-2PDA A.
We modifyA so that every transition reading an input symbol x ≠ a is replaced by the same transition, but now reading a
symbol b ∉ Q ∪ T ∪ {#, $, a}. The resulting 2PDA accepts the language {a2nbn | ∃w ∈ VALC(M) such that |w| = n} which
is a non-semilinear bounded language. This contradicts a result in [17], saying that every bounded language accepted by an
htb-2PDA is semilinear. 
Thus, we immediately obtain the non-recursive trade-offs contained in the following:
Theorem 15.
(1) PDA
non-rec−→ DPDA,
(2) 2DPDA
non-rec−→ DPDA,
(3) 2PDA
non-rec−→ PDA.
Proof. The first non-recursive trade-off is already shown in [34]. Here, we may give an alternative proof.
Consider VALC(M)c = Lc1 ∪ Lc2, where L1 and L2 are the two deterministic context-free languages pointed out in the
proof of Lemma 14(1). The languages Lc1 and L
c
2 are still deterministic context-free, whence VALC(M)
c ∈ L (PDA) follows
immediately.
By Lemma 14(2), VALC(M) ∈ L (PDA) if and only if L(M) is finite. From this and the fact that L (DPDA) is closed under
complement, we get VALC(M)c ∈ L (DPDA) ⇔ VALC(M) ∈ L (DPDA) ⇔ L(M) is finite. Thus, the result follows from
Theorem 13.
For the remaining two trade-offs, we apply Lemma 14(1), (2) and Theorem 13 to obtain in particular:
(htb, ptb)-2DPDA
non-rec−→ DPDA and (htb, ptb)-2PDA non-rec−→ PDA,
whence, the claimed non-recursive trade-offs follow trivially. 
The fact, addressed in the proof of Lemma 14(1), that the set VALC(M) is accepted by an (htb, ptb)-2DPDA that performs
one head turn and two pushdown turns implies that all commonly studied decidability questions such as, e.g., emptiness,
finiteness, inclusion, or equivalence are not semidecidable for all classes of automata which contain (htb, ptb)-2DPDA that
may perform at least one head turn and at least two pushdown turns. As an example, let us prove this statement for the
emptiness problem:
Proposition 16. Emptiness for (htb, ptb)-2DPDA is not semidecidable.
Proof. Suppose, by contradiction, that emptiness is semidecidable for (htb, ptb)-2DPDA performing one head turn and two
pushdown turns by a procedure Π . We show that then emptiness is semidecidable for Turing machines, which is not the
case (see, e.g., [31]). It is easy to see that, given a Turing machineM, we have L(M) = ∅ if and only if VALC(M) = ∅. So, to
decide whether L(M) = ∅, it is enough to runΠ on the (htb, ptb)-2DPDA accepting VALC(M). Indeed, it should be stressed
that such an (htb, ptb)-2DPDA can be effectively constructed fromM (see Lemma 14(1)). 
It is currently unknown whether or not 2PDA and 2DPDA have the same computational power. Thus, it is not clear
whether there is a recursive or non-recursive trade-off between 2PDA and 2DPDA. However, we can settle the conversions
of these two models toward their head turn bounded counterparts. In fact, by applying Lemma 14(3), (4) and Theorem 13,
we get:
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Theorem 17.
(1) 2DPDA
non-rec−→ htb-2DPDA,
(2) 2PDA
non-rec−→ htb-2PDA.
For proving some additional non-recursive trade-offs, we first fix some notation. Let bin : Σ∗ → {1, 2}∗ be a
standard binary encoding of Σ∗ which uses ⌈log2(|Σ |)⌉ symbols from {1, 2} to encode each symbol in Σ . Furthermore,
let un : {1, 2}∗ → {a}∗ be defined as un(a1a2 . . . an) = as(a1a2...an) with s being a mapping s : {1, 2}∗ → N such that
s(a1a2 . . . an) =ni=1 ai2i.
We need also the following variant of the set VALC(M), where each ID is written down reversed. So, the set VALC ′(M)
of a Turing machineM = ⟨Q ,Σ, T , δ, q0, B, F⟩ consists of all finite strings
IDR0(x)#ID
R
2(x)# · · · #IDR2n(x)$ID2n+1(x)# · · · #ID3(x)#ID1(x)
such that ID0(x) = q0x, IDi(x) leads to its successor IDi+1(x) according to δ, and ID2n+1(x) is an accepting ID. It can be shown,
similarly to what pointed out in Lemma 14(1), that also VALC ′(M) is the intersection of two deterministic context-free
languages, where each accepting DPDA can be effectively constructed fromM and performs one pushdown turn.
Lemma 18. LetM be a Turing machine and a ∉ Q ∪ T ∪ {#, $} be a new symbol. Then, the following holds:
(1) LM = {a|w|·nw | n ≥ 1 andw ∈ VALC(M)} belongs toL (ptb-2DPDA) and a ptb-2DPDA for it can be effectively constructed.
(2) LM belongs toL ((htb, ptb)-2PDA) if and only if L(M) is a finite set.
(3) L′M = {w | w = un(bin(x)) and x ∈ VALC ′(M)} belongs toL (2DPDA) and a 2DPDA for it can be effectively constructed.
(4) L′M belongs toL (ptb-2DPDA) if and only if L(M) is a finite set.
Proof. We first describe a ptb-2DPDA accepting LM , thus proving (1). We start by checking whether the partw of the input
not consisting of a’s belongs to VALC(M). This can be done in the same way as in the proof of Lemma 14(1). Next, the
pushdown store is emptied and the length of the input part consisting of a’s is written on the pushdown by pushing symbols
Z . Now, the idea is to iteratively subtract the length of the input partw from the pushdown store by popping |w| symbols Z
while reading the input partw. If eventually the initial pushdown symbol Z0 occurs at the end ofw’s scanning, the number
of a’s is divisible by |w| and the input can be accepted. Otherwise, the input is rejected.We observe that the resulting 2DPDA
makes exactly one pushdown turn. Thus, LM belongs toL (ptb-2DPDA).
The proof of (2) is similar to that of Lemma 14(4). We first observe that LM is finite and hence belongs to
L ((htb, ptb)-2PDA) if L(M) is a finite set. On the other hand, letM accept an infinite set and let us assume, by contradiction,
that LM is accepted by some (htb, ptb)-2PDA A. We modify A in such a way that every transition which reads an input
symbol x ≠ a is replaced by the same transition, but now reading a symbol b ∉ Q ∪T ∪{#, $, a}. The resulting 2PDA accepts
the language {an·mbm | n ≥ 1 and ∃w ∈ VALC(M) such that |w| = m} which is a non-semilinear bounded language. This
contradicts a result in [17], saying that every bounded language accepted by an htb-2PDA is semilinear.
To show (3), we use a construction given in [29]. There, it is proved that if a language L ⊆ {1, 2}∗ belongs to P, i.e., it is
accepted by a polynomial time deterministic Turing machine, then its unary version un(L) = {un(w) | w ∈ L} belongs to
L (2DPDA). Additionally, the 2DPDA can be effectively constructed. Since VALC ′(M) is the intersection of two deterministic
context-free languages, bin(VALC ′(M)) is the intersection of two deterministic context-free languages as well and can be
accepted by a deterministic Turing machine in polynomial time. Using the construction in [29], we obtain that L′M belongs
toL (2DPDA).
Let us now focus on (4). If L(M) is a finite set, then VALC ′(M) and un(bin(VALC ′(M)) are finite sets as well and belong to
L (ptb-2DPDA). On the other hand, letM accept an infinite set and let us assume, by contradiction, that L′M is accepted by
some ptb-2DPDA. Since L′M is a unary language, we know it is regular due to the result that every unary language accepted by
any ptb-2DPDA is regular [2,8]. Let N be the constant from the pumping lemma for regular languages (see, e.g., [16]) applied
to L′M and consider some word z ∈ L′M where z = un(bin(z ′)) and z ′ is a valid computation of M on input y satisfying|y| = n > N . Such a word z exists since L(M) is an infinite set. By applying the pumping lemma, we get z = uvw such
that v ≠ λ, 0 < |uv| < N , and uw ∈ L′M . Now, let k = ⌈log2(|T | + |Q | + 2)⌉ be the length of the binary encoding of
the elements in the set Q ∪ T ∪ {#, $}, and let yR = x1x2 · · · xn. Then, bin(z ′) = bin(yRq0#z ′′) = bin(x1x2 · · · xnq0#z ′′) =
x(1)1 x
(2)
1 · · · x(k)1 x(1)2 x(2)2 · · · x(k)2 · · · x(1)n x(2)n · · · x(k)n bin(q0#z ′′). Due to the unary encoding un, every symbol x(j)i , with 1 ≤ i ≤ n
and 1 ≤ j ≤ k, contributes by at most 2k·n+1 to the length of the unary encoding, while every symbol from bin(q0#z ′′)
contributes by at least 2k·n+1. Since N < n < 2k·n+1, we get that v is a subword of un(bin(yR)).
Now,we consider theworduwwhich belongs to L′M due to the pumping lemma. Eitheruw is not a unary encoding of some
word from bin(VALC ′(M)) and we get a contradiction. Otherwise, uw belongs to L′M and due to the above considerations,
the word v ‘‘pumped out’’ is a subword of un(bin(yR)). Thus, uw is a valid computation ofM on some input y′ ≠ y. By the
definition of VALC ′(M), we know thatM leaves its tape content and head position unchanged in the first stepwhich implies
that ID0 and ID1 display the same tape content. This is a contradiction since the application of the pumping lemma changes
the tape content of the initial ID, but leaves the tape content of its successor ID1 unchanged. Thus, we obtain a contradiction
in both cases from which (4) follows. 
By applying Theorem 13 and Lemma 18 we obtain the following non-recursive trade-offs:
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Theorem 19.
(1) 2DPDA
non-rec−→ ptb-2DPDA,
(2) ptb-2DPDA
non-rec−→ (htb, ptb)-2DPDA,
(3) ptb-2PDA
non-rec−→ (htb, ptb)-2PDA.
The following theorem collects some non-semidecidability results which come as consequences of above proved non-
recursive trade-offs:
Theorem 20. The following questions are not semidecidable:
(1) LetA be a 2DPDA (2PDA). Is L(A) ∈ L (htb-2DPDA) (L(A) ∈ L (htb-2PDA))?
(2) LetA be a 2DPDA. Is L(A) ∈ L (ptb-2DPDA)?
(3) LetA be a ptb-2DPDA (ptb-2PDA). Is L(A) ∈ L ((htb, ptb)-2DPDA)
(L(A) ∈ L ((htb, ptb)-2PDA))?
(4) LetA be an (htb, ptb)-2DPDA or (htb, ptb)-2PDA. Is L(A) a bounded language?
Proof. Point (1) follows from Lemma 14, while points (2) and (3) follow from Lemma 18. Point (4) follows from the fact,
shown in Proposition 16, that emptiness is not semidecidable for (htb, ptb)-2DPDA. Indeed, let A be an (htb, ptb)-2DPDA.
Any concatenation of L(A)with an unbounded language is a bounded language if and only if L(A) is the empty set. 
5. The word-bounded case
In this section, we generalize the results of Section 3 on letter-bounded languages to word-bounded languages. A word-
bounded language is any set of the form L ⊆ w∗1w∗2 · · ·w∗m, with wi ≠ wi+1 for 1 ≤ i < m. Even in this case, the size of L is
m.
We are going to prove the analogs of Theorems 3 and 9 for theword-bounded case. Throughout the rest of this section, we
will be considering the homomorphism h defined by h(ai) = wi, for 1 ≤ i ≤ m and ai being a symbol. This homomorphism
relates Lwith the letter-bounded language L′ ⊆ a∗1a∗2 · · · a∗m defined as L′ = h−1(L) ∩ a∗1a∗2 · · · a∗m. Notice that h(L′) = L. The
homomorphism h will be our ‘‘doorway’’ between the letter-bounded and the word-bounded world. In one direction, we
obtain
Lemma 21. Let L ⊆ a∗1a∗2 · · · a∗m be accepted by some (htb, ptb)-2PDA A of size n. Then, h(L) ⊆ w∗1w∗2 · · ·w∗m can be accepted
by some (htb, ptb)-2PDAA′ of size O(n).
Proof. Let the (htb, ptb)-2PDAA = ⟨Q , {a1, a2, . . . , am},Γ , δ,◃,▹, q0, Z0, F⟩ accept L. Without loss of generality, we may
assume thatA is sweeping and its setQ is partitioned into two setsQL andQR, where the states inQL (QR) are used only along
left-to-right (right-to-left) sweeps. These assumptions clearly leave the number of head and pushdown turns constant (see
Theorem 3) and increase the size by at most a constant factor.
LetΣ be theminimal alphabet overwhichw1w2 · · ·wm is defined. Furthermore, for 1 ≤ i ≤ m, letwi = w(1)i w(2)i · · ·w(ki)i
for suitable ki ≥ 0,w(j)i ∈ Σ , and 1 ≤ j ≤ ki. Then, we letA′ = ⟨Q ′,Σ,Γ , δ′,◃,▹, q0, Z0, F⟩where
Q ′ = Q ∪

1≤i≤m

1≤j<ki
{q(j)i , p(j)i }, (2)
and δ′ is defined as follows, for Z ∈ Γ , γ ∈ Γ ∗, and p, q ∈ Q . For 1 ≤ i ≤ m we consider: If δ(q, ai, Z) contains (p, γ , d)
with d ∈ {−1, 0, 1}, we distinguish three cases. First, ifwi = λ, then for every a ∈ Σ ∪ {◃,▹}, δ′(q, a, Z) contains (p, γ , 0).
Ifwi ≠ λ and q ∈ QL, then we add the following transitions:
δ′(q, w(1)i , Z) = {(q(1)i , Z, 1)},
δ′(q(1)i , w
(2)
i , Z) = {(q(2)i , Z, 1)},
. . .
δ′(q(ki−1)i , w
(ki)
i , Z) contains (p, γ , d).
Ifwi ≠ λ and q ∈ QR, then we add the following transitions:
δ′(q, w(ki)i , Z) = {(p(ki−1)i , Z,−1)},
δ′(p(ki−1)i , w
(ki−1)
i , Z) = {(p(ki−2)i , Z,−1)},
. . .
δ′(p(1)i , w
(1)
i , Z) contains (p, γ , d).
Concerning δ′ on the endmarkers, if δ(q,◃, Z) contains (p, γ , d) then, regardless q ∈ QL or q ∈ QR, we let δ′(q,◃, Z) contain
(p, γ , d). The new transitions on the other end marker ▹ are treated symmetrically.
Clearly,A′ accepts h(L). Moreover, by considering (2), one may easily verify that the number of its states is basically that
ofA augmented by 2
m
i=1(ki− 1), this term being constant not depending on n. Hence,A′ is of size O(n). Furthermore, the
number of head turns remains unchanged and the number of pushdown turns remains finite.
We point out that the number of pushdown turns remains unchanged if the given automatonA is already sweeping. 
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The other direction is contained in
Lemma 22. Let L ⊆ w∗1w∗2 · · ·w∗m be accepted by some htb-2PDA of size n. Then, h−1(L) ∩ a∗1a∗2 · · · a∗m can be accepted by some
htb-2PDA of size O(n).
Proof. As usual, we assume thatA accepting L is sweeping and its set of states is partitioned into two sets QL and QR, where
the states in QL (QR) are used only along left-to-right (right-to-left) sweeps. Moreover, we let the input alphabet for A be
the minimal alphabetΣ over whichw1w2 · · ·wm is defined.
Let us start by building out of A an htb-2PDA A′ accepting h−1(L). To this purpose, we adapt to the two-way case the
standard construction for PDA for inverse homomorphism given in [16]. This construction uses a buffer, to be kept in the
finite state control, whose content represents the remaining part of h(ai) to be processed by A′ while simulating A upon
reading the input symbol ai. More formally, by letting Suff(w) be the set of all suffixes of a stringw, we define the state set
ofA′ as
Q ′ =

1≤i≤m

QL × Suff(h(ai)) ∪ QR × Suff(h(ai)R)

. (3)
The transition function δ′ ofA′ is defined as follows, for τ ∈ {a1, a2, . . . , am}∪{◃,▹}, σ ∈ Σ ,w ∈ Suff(h(ai))∪Suff(h(ai)R),
and a pushdown symbol (resp., string) Y (resp., γ ):
• δ′([q, λ], ai, Y ) ∋ ([q, h(ai)], Y , 1), for q ∈ QL,
• δ′([q, λ], ai, Y ) ∋ ([q, h(ai)R], Y ,−1), for q ∈ QR,
• δ′([q, σw], τ , Y ) ∋ ([p, w], γ , 0)whenever δ(q, σ , Y ) ∋ (p, γ , d), for q ∈ QL and d = 1, or q ∈ QR and d = −1,
• δ′([q, σw], τ , Y ) ∋ ([p, σw], γ , 0)whenever δ(q, σ , Y ) ∋ (p, γ , 0), for q ∈ Q ′.
The definition of δ′ on the end markers while having empty buffer (i.e., on the states of type [q, λ]) exactly reproduces the
behavior ofA; details can be easily worked out. Final states inA′ are states [q, λ], with q final inA. By considering (3), the
number of states ofA′ is essentially that ofAmultiplied by a constant factor bounded by 1+mi=1 |h(ai)|.
As a final step, in order to recognize the intersection of h−1(L) with the regular language a∗1a
∗
2 · · · a∗m, it is enough to
operate onA′ a classical Cartesian product construction with the (m+ 1)-state one-way deterministic finite automaton for
a∗1a
∗
2 · · · a∗m. This clearly increases the size ofA′ by a constant factor depending onm only.
Altogether, the resulting htb-2PDA is of size O(n), and the number of head turns does not change. 
We are now ready to state the word-bounded analog of Theorem 3:
Theorem 23. Let L ⊆ w∗1w∗2 · · ·w∗m be accepted by some htb-2PDA of size n performing at most k head turns.Then, L can also be
accepted by some (htb, ptb)-2PDA of size 2O(n
2) with k head turns and (m+ 1)(k+ 1) pushdown turns.
Proof. LetA be a sweeping htb-2PDA of size n accepting L and performing k head turns. By applying Lemma 22, we obtain
an htb-2PDA A′ of size O(n) accepting L′ = h−1(L) ∩ a∗1a∗2 · · · a∗m and performing k head turns. Next, we apply Theorem 3
and obtain an (htb, ptb)-2PDAA′′ for L′ of size 2O(n2) with k head turns and (m+ 1)(k+ 1) pushdown turns. Note thatA′′ is
sweeping due to the construction of Theorem 3. Thus, we can finally apply Lemma 21 and obtain an (htb, ptb)-2PDA of size
2O(n
2) for h(L′) = Lwith k head turns and (m+ 1)(k+ 1) pushdown turns. 
Let us now switch to the word-bounded analog of Theorem 9, and start with the following considerations. A direct
application of the constructions culminating in Theorem 9 on htb-2DPDA accepting word-bounded languages would in
general yield (htb, ptb)-2PDAwith nondeterministic steps. Basically, this is due to the difficulty of fixing input factorization.
To preserve determinism, we adapt to our case the reasoning proposed in [19] to delete nondeterminism on counter
machines accepting word-bounded languages.
First, we need the following lemmas:
Lemma 24. Let A and B be two (htb, ptb)-2DPDA of size nA and nB , respectively. Then, there exists an (htb, ptb)-2DPDA C of
size O(nA + nB) accepting L(A) ∪ L(B).
Proof. The key idea is thatC runsA first, accepting in caseA accepts. Otherwise,C runsB, accepting in caseB accepts. The
only problemwith this approach is thatAmay run into computational loops. So, sinceA is head turn bounded, we consider
the linearized version of the language L(A) and construct a one-way ptb-DPDA A′ of size nA′ = O(nA) accepting this
linearization, as in the proof of Theorem 3. Now, we turnA′ into a loopless one-way ptb-DPDAA′′ of size nA′′ = O(nA′) by
standard techniques used on one-way DPDA (see, e.g., [10]). Finally, fromA′′ it is easy to obtain a loopless (htb, ptb)-2DPDA
A′′′ for L(A) of size O(nA′′) = O(nA). Thus, C runs sequentiallyA′′′ andB. 
Lemma 25. Let L ⊆ a∗1a∗2 · · · a∗m be accepted by some (htb, ptb)-2DPDA of size n. Then, h(L) ⊆ w∗1w∗2 · · ·w∗m can be accepted by
some (htb, ptb)-2DPDA of size O(n).
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Proof. Following the line in [19], we first point out an equivalent form for word-bounded languages. Given aword-bounded
languageW , letΣ be the minimal alphabet over whichW is defined. Then,W can be regarded as
W ⊆ s0w∗1s1w∗2s2 · · · sm−1w∗msm, (4)
for s0, . . . , sm ∈ Σ∗ andw1, . . . , wm ∈ Σ+, satisfying: (i) all ofw1, w2, . . . , wm are primitive,2 (ii) if si = λ thenwi ≠ wi+1,
for 1 ≤ i < n, (iii) either si = λ or si andwi begins with distinct letters, for 1 ≤ i ≤ n. Even in this form, we say that the size
of W is m. As a consequence of this point of view, we refer to a letter-bounded language as V ⊆ b0a∗1b1a∗2b2 · · · bm−1a∗mbm
on the alphabetΛ = {a1, . . . , am, b0, . . . , bm}, and to the homomorphism h : Λ∗ → Σ∗ such that h(ai) = wi for 1 ≤ i ≤ m
and h(bj) = sj for 0 ≤ j ≤ m. Therefore, we can rewrite the statement to be proved in the following equivalent form:
Let V ⊆ b0a∗1b1a∗2b2 · · · bm−1a∗mbm be accepted by some (htb, ptb)-2DPDA of size n. Then, h(V ) ⊆ s0w∗1s1w∗2s2 · · · sm−1w∗msm can
be accepted by some (htb, ptb)-2DPDA of size O(n).
The proof proceeds by induction on the size m of h(V ). For m = 0, the result follows trivially. By inductive hypothesis,
we assume the statement true for bounded languages of sizem− 1. Let us now set c = 3 · (max1≤i≤m |wi|). It is easy to see
that h(V ) can be seen as the union of the two (disjoint) sets C and B, where C = h(V ) \ B and
B =

1≤i≤m

0≤j≤c

s0w∗1s1 · · · si−1wjisi · · · sm−1w∗msm ∩ h(V )

.
Notice that B is a finite union of at most m(c + 1) bounded languages of order m − 1, each one recognized by an
(htb, ptb)-2DPDA of size O(n) due to the inductive hypothesis. Moreover, by Lemma 24, (htb, ptb)-2DPDA are closed under
union, having as size the sum of the sizes of involved (htb, ptb)-2DPDA. Since the factorm(c+ 1) is constant not depending
on n, this construction gives an (htb, ptb)-2DPDAAB of size O(n) for B.
Now, we only need to give an (htb, ptb)-2DPDAAC of size O(n) for C .
The structure of A is as follows: it has A′, the (htb, ptb)-2DPDA of size O(n) for the corresponding letter-bounded
language
C ′ =

j1,j2,...,jm>c

b0a
j1
1 b1a
j2
2 b2 · · · bm−1ajmm bm ∩ V

,
as a sub-module. Before starting this module, AC stores c input symbols in a buffer to be kept in the finite state control.
In [19], it is shown that with such a look-ahead and together with conditions (i), (ii), and (iii), AC can deterministically fix
the factorization of the input against the pattern s0, w1, s1, . . . , sm−1, wm, sm. At this point the sub-moduleA′ may be run.
Then the number of states ofAC is basically that ofA′ multiplied by the constant factor
c
i=0 |Σ |i (not depending on n) due
to buffer maintenance.
In conclusion, by applying Lemma 24 on (htb, ptb)-2DPDAAC andAB, an (htb, ptb)-2DPDA of size O(n) for h(V ) = C ∪ B
can be constructed. 
We are now able to extend Theorem 9 to the word-bounded case:
Theorem 26. Let L ⊆ w∗1w∗2 · · ·w∗m be accepted by some htb-2PDA of size n. Then L can also be accepted by some (htb, ptb)-
2DPDA whose size is bounded by a doubly-exponential function of O(n2).
Proof. Let A be an htb-2PDA of size n for L. By applying Lemma 22, we get an htb-2PDA A′ of size O(n) for L′ =
h−1(L)∩a∗1a∗2 · · · a∗m. Next, we apply Theorem 9 and obtain an (htb, ptb)-2DPDAA′′ for L′, whose size is bounded by a doubly-
exponential function of O(n2). Finally, we apply Lemma 25 and obtain an (htb, ptb)-2DPDA for L whose size is bounded by
a doubly-exponential function of O(n2). 
6. Conclusions and future works
In this work, we have analyzed the descriptional power of pushdown turns on 2PDA accepting letter-bounded andword-
bounded languages. In particular, we have focused on htb-2PDA, i.e., 2PDA having a constant number of input head turns.
We have proved, in analogy to previous results in the literature dealing with one-way PDA, that reducing pushdown turns
to a constant amount leads to an exponential or doubly-exponential blow-up in the size. More precisely, our main results
are the following:
1. converting an htb-2PDA of size n into an (htb, ptb)-2PDA can be achieved with a size increase of 2O(n
2),
2. converting an htb-2PDA of size n into an (htb, ptb)-2DPDA can be achieved with a size increase of 22
O(n2)
.
We have obtained these size upper bounds in the letter-bounded case first, and then extended to the word-bounded
case. These two results clearly provide size upper bounds for several other conversions among different types of htb-2PDA
(some of which have been pointed out along the paper).
2 We recall that a wordw ∈ Σ+ is primitive if and only ifw = ui implies i = 1.
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Wehave also proved the significance of our investigations by studying the recursiveness of our trade-offs when dropping
the condition of boundedness on accepted languages or input head turns. In fact, it has turned out that several trade-offs on
these more general devices become non-recursive.
Of course, a lot of interesting questions on this subject remain open for future research. First of all, a natural investigation
has to be carried on focusing on the optimality of above costs. As a first approach to this study, one may also try to restrict
the investigations to simpler languages, such as unary languages. Several works in the literature show that the unary case
is not only interesting per se, but it may provide relevant dissymmetries with more general scenarios (see, e.g., [1,25,27]).
Often, the cost of operating on unary languages is lower (see, e.g., the realm of finite state automata [3,5,26]), and maybe
this could somehow facilitate the design of witness languages certifying the optimality of certain constructions.
Another interesting investigation would be, of course, the characterization of the class of languages accepted by (htb,
ptb)-2PDA. Among others, this may turn out to be a valuable tool to analyze above costs optimality. More generally, more
insights into the model of (htb, ptb)-2PDA brought by traditional investigations (such as the cost of language operations,
closure properties, conditions for regularity of accepted languages, relations with structural complexity issues, etc.) would
be welcome.
Finally, concerning the trade-offs for languages which are not necessarily bounded, it would be interesting to know
conversion bounds between general deterministic and nondeterministic 2PDA. Unfortunately, this is a difficult question
since it is still unknownwhether or not 2DPDA and 2PDA accept the same language class. As additional interesting questions,
we would like to mention the conversion problem for arbitrary 2PDA and ptb-2PDA in the nondeterministic case and
for htb-2PDA and (htb, ptb)-2PDA both in the nondeterministic and deterministic case. Although non-recursive trade-
offs are expected to exist between these devices, it is currently an open problem to really establish this conjectured non-
recursiveness.
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