In high dose rate (HDR) brachytherapy, the conventional dose optimization algorithms consider multiple objectives in the form of an aggregate function that transforms the multiobjective problem into a single-objective problem. As a result, there is a loss of information on the available alternative possible solutions. This method assumes that the treatment planner exactly understands the correlation between competing objectives and knows the physical constraints. This knowledge is provided by the Pareto trade-off set obtained by single-objective optimization algorithms with a repeated optimization with different importance vectors. A mapping technique avoids non-feasible solutions with negative dwell weights and allows the use of constraint free gradient based deterministic algorithms. We compare various such algorithms, and methods which could improve their performance. This finally allows us to generate a large number of solutions in a few minutes.
Introduction
Modern HDR brachytherapy treatment planning is image-based using the modalities of computed tomography (CT), magnetic resonance (MR), and ultrasound (US). This makes it possible to accurately define the target volume and the OARs in three dimensions, and at the same time to determine the position of the HDR applicators relative to these structures . We consider the problem of the optimization of the threedimensional dose distribution in HDR brachytherapy using a single 192 Ir stepping source. The problem that we consider is the determination of the N d dwell times (which sometimes are termed dwell position weights or simply weights) for which the source is at rest and delivers a radiation dose at each of the N d source dwell positions such that the resulting dose distribution fulfills predefined quality criteria.
In modern brachytherapy, the dose distribution must be evaluated with respect to the normal tissue (NT) and the PTV that includes, besides the gross tumor volume (GTV), an additional margin accounting for positional inaccuracies, patient movements, etc. Additionally, for all OARs, either those located within the PTV or in its immediate vicinity, the dose should be smaller than a critical dose value D crit . In practice it is difficult, if not impossible, to meet all these objectives. Usually, the fore-mentioned objectives are mathematically quantified separately, using different objective functions, and then added together in various proportions to define the overall treatment's objective function.
The numbers of dwell positions are usually in the range of 20-300. An understanding of which objectives are competing or non-competing is a valuable information, and therefore we use multiobjective optimization algorithms.
We consider the optimization of the dose distribution using as objectives the variance of the dose distribution on the PTV surface and within the PTV and in OARs obtained by a few hundred sampling points in each object. If OARs can be ignored then the objective functions are convex and according to the Kuhn-Tucker theorem (KT) the algorithm converges to the global optimum. For variances, and in general for quadratic convex objective functions f(x) of the form: f(x)=(Ax-d)
T (Ax-d) it is known that a weighted sum optimization method converges to the global Pareto front (Deasy 1997) , where A is a constant matrix and d is a constant vector of the prescribed dose values within the PTV or on its surface. In the presence of OARs local minima may exist, wherein the algorithm is trapped. Therefore we compare the Pareto fronts obtained by gradient based deterministic algorithms, with FSA that most likely escapes from local minima.
Today the majority of treatment planning systems in brachytherapy, such as Nucletrons PLATO system ♣ still use phenomenological optimization methods, such as geometrical optimization (Edmundson 1990 ). Additionally, most of the algorithms used in planning systems have the so-called problem of negative dwell times which in principle does not exist, and artificial methods such as setting the negative dwell times equal to zero and applying a dose renormalization can thus be avoided. Some 20%-50% of the dwell times that are always negative as a result of the optimization, are set arbitrarily equal to 0. Other methods use constrained-optimization methods (Cho et al 1998 , Spirou and Chui 1998 , Kneschaurek et al 1999 which do not always give a feasible solution and which additionally increases the optimization time for a single solution.
Using a simple mapping technique solutions with negative dwell weights can be completely avoided. It is then possible to use very efficient constrained free gradient based deterministic optimization methods. We used this mapping method successfully in IMRT (Cotrutz et al 2001) where also the similar problem of negative beam weights exists.
We compare various deterministic methods. Examples of 2-4 dimensional Pareto sets obtained by deterministic algorithms and FSA are shown and compared. A comparison of the ♣ PLATO BPS 13.7 optimization results of a solution selected by a planner from the set of efficient solutions, with a solution obtained by PLATO BPS 13.7 (including an additional manual optimization by the treatment planner) is presented.
Methods

Multiobjective optimization
In a multiobjective problem, we must find a set of values of a decision variables vector x, which optimizes a set of objective functions f k (x), k=1,..,m. In contrast to fully ordered scalar search spaces, the concept of "optimality" needs to be defined for a multiobjective optimization problem. A solution x 1 dominates a solution x 2 if the two following conditions are true:
1) x 1 is no worse than x 2 in all objectives, i.e. f j (x 1 ) ≤ f j (x 2 ) ∀ j=1,2,…,M
2) x 1 is strictly better than x 2 in at least one objective, i.e. f j (x 1 ) < f j (x 2 ) for at least one j ∈ {1,2,…,M}
We assume, without loss of generality, that this is a minimization problem. x 1 is said to be non-dominated by x 2 or that x 1 is non-inferior to x 2 and x 2 is dominated by x 1 . Among a set of solutions P, the non-dominated sets of solutions P* are those that are not dominated by any other member of the set P. When the set P* is the entire feasible search space, the set P* is then called the global Pareto optimal set. If there exists no solution in the neighborhood of x for every member x of a set P*, then the solutions of P* form a local Pareto optimal set. The image of the Pareto optimal set is called the Pareto front.
Multiobjective Optimization using the weighted sum method
A representative sample of the Pareto front can be obtained using a weighted sum approach with the deterministic algorithms or FSA, i.e. by a repeated single objective Two different methods for the generation of importance factors can be used. 1) Randomly distributed importance factors. In this case the importance factor vectors are generated with uniform probability using the following algorithm: advantage of this method is that the Pareto front can be sampled with continuously refined resolution. A modification of this method also includes M additional solutions where one of the M normalized weights is equal to totality. With this approach the best solution for each single objective is determined, and these define the extent of the Pareto front. This is necessary since these special vectors of importance factors are never generated fully at random. Randomly distributed importance factors can also be used to generate weights within a given interval, in order to explore interesting areas of the Pareto front.
2) Uniformly distributed importance factors. In this method, each importance factor of every objective takes one of the following values: [l/k, l = 0,…,k], where k is the sampling parameter.
For M objectives and a sampling parameter of k we have
method requires a precalculation of the importance factors. Its benefit is that the distribution is uniform and that it avoids clusters and voids, such as those in the random distributed sampling case. Since there is a complex dependence between the objectives, both methods will not necessarily produce solutions uniformly distributed on the Pareto front. Especially for poorly scaled problems, for which the magnitude of the various objectives are vastly different, uniform distributed sampling points will not produce uniform distributed points on the Pareto front.
If the number of objectives is large, then only small sampling parameters can be used due to the increasing combinatorial complexity.
Selecting the Solution from the Pareto Set
For multiobjective optimization decision-making tools are necessary to filter a single solution from a Pareto set, that fits best the goals of the treatment planner.
A utility function is a model of the decision maker's preference that maps a set of objective functions into a value of its utility. The goal is to maximize the utility. One such utility function is the Conformal Index COIN (Baltas et al 1998) that is covered by the PTV. It is also a measure of how much NT outside the PTV is covered by Solutions can be selected and marked by the treatment planner. Constraints can also be applied, such as: show only solutions with a PTV coverage 100·c 1 larger than a specified value, which reduces the number of solutions. In this way the planner understands the available possibilities. The DVHs of all selected solutions can be displayed and compared. 
Variance based objectives
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Deterministic gradient based algorithms
A constrained optimization method increases the number of parameters by a factor of two. The correction method for the negative weights reduces the quality of the optimization results. We use a simple technique to solve this problem by replacing the decision variables, the dwell weights x* k , with the parameters x k =x* k 1/2
. Using this mapping technique we avoid non-feasible solutions. 
Where the following relations are used 
Fast simulated annealing
We compare the results of BFGS, FRPR and POWELL with FSA (Szu and Hartley 1987) . In analogy with a technique known in m etallurgy, when molten metal reaches a crystalline structure which is the global minimum thermodynamic energy of the system if it is cooled slow enough, in simulated annealing (SA) an artificial temperature is introduced and gradually cooled. The parameters (configurations) are produced randomly according to the so called visiting probability distribution. The cooling schema depends on the visiting probability distribution. In SA two consecutive configurations are compared. The temperature acting as a source of noise helps the system to escape from local minima. Near the end of the cooling process the system is, hopefully, inside the attractive basin of the global optimum. The challenge is to decrease the temperature fast enough, without any irreversible trapping at any local minimum. An SA algorithm considers three functional relationships:
1) The probability density g(x) of parameters state-space x={x i , i=1,…,N}.
2) The probability density h(x) for acceptance of new cost-function gives the just previous value.
3) The schedule of "annealing" the temperature parameter T(k) in annealing-time steps k.
Two basic methods have been developed. The generalized SA method (GSA) that follows from the Tsallis distribution (Tsallis and Stariolo 1996) and the adaptive SA (Ingber 1996) method (ASA) that uses a re-annealing and adapts the cooling for each individual decision variable by analyzing its sensitivity upon temperature changes. ASA allows very fast cooling but requires the re-annealing. Two variants of GSA are the classic SA that uses a Boltzmann visiting probability distribution and the FSA, with faster cooling using a Cauchy visiting probability distribution.
Optimal distributed dose points.
The optimization time is proportional to the number of sampling points (dose points). In order to speed up the optimization, the number of sampling points must be minimized. We assume that the surface of the PTV is defined by a triangulation from the points of the contours describing the PTV . 
Results
The objective values have been obtained from 500 sampling points uniformly distributed inside the PTV and 300 points inside each OAR. For the surrounding larger NT volume, 800
sampling points were used. The sampling points are quasi-randomly distributed. Sampling points inside the catheters were excluded in order to avoid strong fluctuations of the dose variances. For the sampling points on the PTV surface we used uniformly distributed points, uniformly distributed on the triangulated PTV surface with a surface density of 5 points/cm The dose distribution around a cylindrical source is not isotropic, due to the attenuation of the photons in the active source material, the encapsulation material, the source drive cable, etc. Due to the cylindrical rotational symmetry the dose rate in a uniform isotropic medium is a function only of r and θ. The orientation of each source is determined from the catheter geometry, and a dwell position vector is calculated at each source, parallel to the cylindrical source axis and in opposite direction to the source drive cable. We used dosimetric kernels obtained by Monte Carlo simulation ( Angelopoulos et al 1992 , Sakelliou L et al 1992 , Karaiskos P et al 1998 , Karaiskos P et al 1999 .
The calculations were performed using a Table 1 . An approximate quadratic increase with the number of source dwell positions is observed.
The influence of corrections applied for solutions with negative weights.
A problem of dose optimization in brachytherapy is that the solutions contain a large number of negative dwell weights. In the past a correction was applied by setting to 0 all negative weights at each optimization step, or at the end of the optimization. We use a simple technique by replacing the dwell weights x* k , with the parameters x k = x* k 1/2 as the decision variables. Sometimes the objective function has been modified, including artificial objectives, in order to reduce the number of negative weights. One method includes an additional objective that considers gradients of weights between neighboring dwells positions. Such negative weights pose a problem. and the reason why they are sometimes obtained is that, if the weights of closely situated dwell positions are large, the resulting high dose gradients increase the variance. This can be compensated by negative weights. Dwells positions with the tendency to be assigned with large negative weights are removed, and not considered in the optimization process. This, of course, sets a limit to the dose distribution that can be obtained.
We use the singular value decomposition algorithm (SVD) (Press 1992) to study the magnitude of negative weights, and the effect of the correction applied by setting all negative dwell weights equal to 0. All negative weights are set equal to 0 and the weights are normalized so that the resulting average dose on the PTV surface is equal to the prescription dose. The results were compared with optimization using BFGS. The results are shown in Table 2 . The number of dwell weights that have negative values ranges from 37.5% to 60.6% depending on the implant.
Approximately 50% on the average of the dwell weights are negative. The DVH obtained by SVD with the correction of negative weights and by BFGS with the mapping technique for two prostate implants is shown in Fig. 2 
Comparison of SBM and CBM.
We compare the optimization results of BFGS using sampling points generated with the SBM and the CBM method. In order to minimize the surface variance, we ignore OARs and the volume variance. In Table 3 the COIN at D ref for both methods is shown for all implants given in Table 1 .
The optimization results using high statistics CBM show a slightly larger PTV coverage than the results using low statistics SBM. The COIN values and the surface variance obtained with SBM are better than the corresponding values obtained with CBM i.e. the surrounding normal tissue is better protected if SBM is used. The smaller PTV coverage can be explained by the fact that it is impossible to form an isodose exactly matching the triangulated PTV surface. CBM considers only a part of the PTV surface and ignores both ends of the PTV. Even with this restriction the SBM method produces a solution with higher conformity and with much less sampling points than CBM.
The variance based optimization assumes that the objective f S considers the NT indirectly. The dependence of the PTV coverage on f S is shown in Fig. 3a . It shows that there is a correlation and that very small variances correspond to solutions with a large PTV coverage.
We see the dependence between the surface variance f S and COIN in Fig. 3b . A small variance results in a large COIN value. Therefore the protection of the surrounding normal tissue is considered indirectly in the objective function f S as long as source dwell positions are allowed only inside the PTV. It is therefore not necessary to include an additional objective for the protection of NT. . a) The difference in percent between the DVHs for the PTV. The difference is less than 2% and therefore the PTV DVHs b) are almost identical.
Comparison of Pareto fronts obtained by BFGS and FSA.
In order to identify local minima we compare the Pareto fronts obtained by BFGS and FSA. We compare additional the optimization time of BFGS and FSA. For FSA the Ddimensional Cauchy visiting probability distribution is given by We use a D-product of 1-dimensional Cauchy distributions for which a simple random number generator exists. FSA allows fast cooling and thus a fast optimization, but this is true only for low dimensional problems. The temperature is decreased every 10 iterations. We modify in all iterations all dwell times in contrast to Lessard and Pouliot 2001 where the number of dwells weights that are modified decreases steadily. For the four objective case we have six two-dimensional projections of the four-dimensional
(f V , f Rectum ) and (f Urethra , f Rectum ). The result obtained with BFGS is shown in Fig. 8 for the same prostate implant as used in Fig. 7 . Clusters and large void areas in the objective space appear. This is a consequence of the complex dependence of the objective functions to the importance factors used. For some combination of importance factors, the rectum receives an overdose whereas for other combinations it is completely protected. For FSA we show only a subset of solutions using k=8 which corresponds to 165 solutions. This is because FSA requires more than 13 hours for this set and for k=20 it would require 90 hours! FSA and BFGS both reproduce the identical complex Pareto front for the same importance factors. FSA requires minima do not exist, or they are below any importance on the entire accessible objective space. There is a strong trade-off between PTV coverage determined by f S and the urethra overdose.
Therefore w S is required to be very small. This is in contrast to common assumption where the PTV coverage is considered important and therefore a much larger w S value is used. The corresponding best solution found by a treatment planner using PLATO BPS 13.7 is also shown. The treatment planner further used 1 hour to further optimize this solution as good as he could. Even if the urethra is protected from overdose much better than by the solution found by PLATO the BFGS solution also provides a better coverage for the PTV. Table 1 , see Fig. 8 . The DVHs of the best solution found by a treatment planner using PLATO BPS 13.7 is also shown.
Discussion and conclusions
In the past HDR brachytherapy dose optimization methods considered only a single solution obtained by a weighted sum approach on some unknown point, hopefully on the convex part of the global Pareto front. This is not guaranteed since treatment-planning systems like PLATO use artificial methods to suppress negative dwell times. Even with these methods such non-feasible solutions cannot be avoided and correction methods are applied on the final solution.
More important is that by using a fixed set of importance factors the solutions are not satisfactory, and the treatment planner is often required to manually intervene and to rescale the dwell times or even to modify individual source dwell weights based on information of dose distributions, in order to increase the PTV coverage and/or to protect OARs from overdose.
Even if a single optimization requires only a few seconds sometimes it can require hours to obtain a satisfactory solution manually. As the number of objectives increases, it is more difficult to guide the optimization engine to the desired or possible result and the planner does not know the trade-off between the various objectives.
Methods have been proposed to modify the optimization engine (e.g. in radiotherapy) to select the correct importance factors using a weighted sum of objectives formed from DVHs derived quantities (Xing et al 1999, Wu and Zhu 2001) . In this approach, the problem of the importance factors has been only replaced by another set of importance factors used for the . Even if eventually a single set of weights was used for all optimizations the determination of an optimal unique set is difficult and does not always give the best or even a satisfactory result.
Using a simple mapping technique negative dwell weights are completely avoided and a constraint optimization is not necessary. Correction techniques for negative weights that reduce the quality of the solutions are not necessary. This method allows us to use deterministic constrained free gradient-based algorithms and to obtain 50-100 solutions in a few minutes. In this time only 2-3 solutions can be obtained by an FSA algorithm (Lessard and Pouliot 2001) .
For PTV based objectives the solutions are global optimal, i.e. for the objectives f S and f V and for a given set of importance factors no algorithm will provide a better solution. In the presence of OARs, although local minima can in principle exist (Deasy et al 1997) , they are either negligible or we did not observe them. The results compared with a weighted sum based FSA are identical but FSA requires many hours for the same number of solutions! With a high probability, if OARs are included then the BFGS solutions are also optimal global i.e. on the convex parts of the global Pareto front.
The dose normalization applied with the variance-based objectives protects the surrounding normal tissue as long as there are no source dwell positions outside the PTV. The normalization limits the maximum coverage of the PTV with the prescription dose in the case when the reference isodose surface is such that it cannot have the shape of the PTV surface due to a bad distribution of source dwell positions. Using sampling points limited to contours, we compared these results, to results where the entire PTV surface is considered. Our result indicates that the latter method finally protects better the surrounding normal tissue, although producing a slightly smaller PTV coverage than the CBM method. A higher coverage can be achieved by a dose rescaling, but one has to consider the effects of it on the OARs and the surrounding NT. The obtained set of solutions shows the true physical limitations in dependence of the objectives used, given the characteristics of the implant, the size of the PTV, topology and geometry of the organs and the specific dose values.
The complexity of the Pareto front increases rapidly with the number of objectives. This is a problem not only for multiobjective optimization methods but is a general problem if one has to consider many OARs. We have transformed the dose optimization problem into a decision-making problem. A treatment planner can filter out an appropriate solution in a few minutes, using the simple decision making tools. If none of the objectives is preferred then COIN can be used for the selection of a good solution. This is not always true, as for example shown for the prostate implant case. This demonstrates that a simple utility function cannot be used and that additional information such as provided by the non-dominated solutions is valuable and necessary for the decision.
The result is almost better and in the worst case as good as the solution provided by PLATO BPS which requires a manual intervention by the planner in difficult cases, and that may take 1-3 hours in some cases, sometimes even ending without a satisfactory result. The multiobjective approach does not require special handling or adjustment for each implant site or type.
The deterministic gradient based algorithms are very efficient and can be used for multiobjective post-plan dose optimization, i.e. given a set of source dwell positions determine for the variance based objectives the Pareto set. The weighted sum provides only convex parts of the Pareto set (Miettinen 1999, Das and Dennis 1997) . The deterministic algorithm can be used for the initialization of the population of multiobjective evolutionary algorithms (Lahanas et al 1999 ) that helps to improve their performance. This class of algorithms is not restricted to convex objective spaces and can be used for the inverse planning optimization problem where the optimum subset of catheters out of a large set of possible catheters additionally has to be found. . a) The difference in percent between the DVHs for the PTV. The difference is less than 2% and the PTV DVHs b) therefore are almost identical. Table 1 , see Fig. 8 . The DVHs of the best solution found by a treatment planner using PLATO BPS 13.7 is also shown. 
