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This paper is concerned with the external field perturbations of the Klcin- 
Gordon field. We adopt the dynamical mode1 proposed by Segal [22b, c] since 
it is particularly well suited to this problem. 
The principal new results are Theorem 4.2, which is a perturbation theorem 
for the generators of bounded symplectic groups, and Theorem 5.1 a result 
which connects the algebraic scattering theory with a new notion of particle 
excitations in perturbed Fock representations. Neither of these results depends 
on the exposition of the external field problem given in the first sections but the 
application of interest for both theorems is to this problem. For a number of 
reasons I felt that a description of the external field problem would be useful 
here in spite of the fact that such descriptions are plentiful [17, 23, 29] in the 
Physics literature. The first reasons is a matter of conventions. In all the discus- 
sions in the Physics literature the physical interpretation of the “negative energy” 
solutions of the Klein-Gordon equation is made via a finite symmetry (usually 
charge conjugation) mapping the “negative energy” solutions onto the “positive 
energy” solutions. If  one employs the correct complex structure on the space 
of solutions of the Klein-Gordon equation “negative energy” solutions never 
arise (see Segal [22.e]). Furthermore, in the construction of the Klein-Gordon 
field and the verification of Lorentz invariance and locality, one may use un- 
modified the constructions in the paper of Cook [6] and thereby effect a con- 
siderable simplification over the usual treatment [ZSj. 
The finite symmetries of parity and time reversal may also be discussed with 
simplifications since they do not have to be factored through charge conjugation 
on the “negative energy” solutions. Another reason for including the first 
section was to give the (Poincare invariant) representation of the Hilbert space 
of solutions of the Klein-Gordon equation as a space of Cauchy data for this 
equation. I did not find a presentation I could use; the presence of charge 
conjugation in such considerations is again awkward. (For a sample of how 
awkward pushing through some other conventions can be, see [17] or [29, p. 467-j. 
Of course, a Physicist might argue that one may calculate everything of 
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interest for the external field problem regardless of conventions and little new 
is added by adopting streamlined definitions. I think this is mostly true for 
external field perturbations of the Dirac field; however, the relationship between 
the classical perturbed Klein-Gordon equation and the generator of time 
translations in the corresponding field theory is less straightforward than for the 
perturbed Dirac equation and corresponding field theory. Consider for example 
the problem of calculating the bound state energies for the Coulomb perturbation 
of the Klein-Gordon field. One of the prescriptions to be found in the Physics 
literature is to substitute v(.r, t) = e%(x) into the perturbed Klein-Gordon 
equation: 
( 
a .e 2 
ar-7 1 
v-Adp,+m2p,=0 (O-1) 
and treat the resulting equation as an eigenvalue equation for X. This is not a 
self-adjoint eigenvalue problem in any natural Hilbert space and some gym- 
nastics are required to give an interpretation (19). 
Another apparently distinct formulation of the eigenvalue problem is given in 
(17); however, in this paper the Hilbert spaces involved are only vaguely defined, 
and the connection between the formal field theoretic perturbation of the free 
Hamiltonian and the extensive manipulations of the classical equations to be 
found there is never made. 
In any case, the treatment of the bound state problem given here is distinct 
from either of these formulations and is conceptually straightforward. One must 
compute the eigenvalues of the skew-adjoint operator: 
f$ = WY) 
( co2 
w = (-A + m2)lf2, 
on the Hilbert space (&‘, /I) where .% is the symplectic space EW’(R”) @ 
HV12(Rn) with symplectic structure u given by: 
4~ ; ~2~2) = Re R” (44 ~2(4 - zfl(4 ~~( ) dx s 
and a-allowed complex structure (1 given by (4.12). The existence of d follows 
from Theorem 4.2 for small enough e. The calculation of such eigenvalues 
appears quite formidable due to the complex structure /I; however, there is an 
alternative formulation of this problem which does not involve (1 and appears 
to be more tractable. Indeed, the resulting eigenvalue problem is almost (0.1) 
above except that the “boundary conditions” are naturally determined. 
From the point of view of constructive field theory the external field problem 
has not generated much interest since the existence problem is trivial by com- 
parison with the same problem for interacting fields. Still, there are no proofs 
I know of for the existence of the external field dynamics (for Bose fields) in case 
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the dynamics is not implementable in the free Fock representation. Theorem 4.2 
provides simple existence proof in many cases of interest; this application is 
explained further in Section 5. 
There is one aspect of the external field problem which is less well understood 
than the corresponding problem for interacting fields. For interacting fields 
the Haag-Ruelle theory of scattering gives an interpretation of the states of the 
Hilbert space on which the dynamics acts. In the last section of this paper we 
propose an interpretation for the states of the perturbed Hilbert space on which 
the external field dynamics acts. With this interpretation the dynamics is 
particle preserving-no particles are created or destroyed. 
One may define a scattering matrix for the external field problem in the 
following “algebraic” manner (see Segal (22e) or Bongaarts (5)). The free 
motions and the dynamics for the external field problem are given by groups 
of automorphisms of a C*-algebra w(X) (the Weyl algebra) induced by one 
parameter symplectic groups S,,(t) and A’i(t) on X. By comparing the actions 
of these groups on w(.#) one obtains wave and scattering automorphisms for 
w(Z). The scattering automorphism will be unitarily implementable in the 
free Fock representation and the unitary map which implements it will be the 
S-matrix. The principal mathematical result of the last section is that the 
S-matrix obtained in this fashion is the same as the S-matrix obtained by 
employing the new notion of particle excitations. This result is not a trivial 
matter of redefinition and is in fact the only “justification” for the notion of 
particle excitations proposed here. 
Since the particle excitations proposed here do not appear in the final result 
for scattering one might describe this result as a piece of window dressing. 
I would offer the following two arguments in its defense. First, on a conceptual 
level it is satisfying that the particle preserving S-matrix arises from a sensible 
particle preserving dynamics. Secondly, although the unitary map U introduced 
in section 5 “disappears” in the calculation of scattering processes, it would put 
in an appearance in the calculation of several quantities of interest for the bound 
state problem (for example, the mean radius of a given bound state). In fact, 
I would suggest that U embodies completely the vacuum polarization phenom- 
enon of the external field problem. 
1.0. The Klein-Gordon equation in n-space dimensions is: 
We assume throughout this paper that m > 0. Following Segal (22e) we now 
define a Poincare invariant complex Hilbert space structure for the real solutions 
of (1.0). This will be the one particle space for the neutral scalar field. The 
complex solutions of (1.0) also have a natural Hilbert space structure and this 
Hilbert space will be the single particle space for the charged scalar field. 
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Consider the modified Fourier transform: 
&[) = (27r-n/2 j &(EJ) 4(x) dx 
R”+l 
where 4: R”+l ---f R and (E, x) = C~~‘g,,[jx, . 






0 j -f k. 
The Klein-Gordon equation in the transform space is: 




Define V,,, = (5 E Rn+l 1 (6, 8) - m2 = 0} and 
Then (1.3) motivates the following definition: 
3e = ]f: %Tm -+ C If(-0 ==.f(O and 1 If(t>l” 440 < ~1. (1.4) 
m 
Here dp(f) is the Lorentz invariant measure d”[/w(t) on the mass shell, where 
w(t)” “2’ xE=, tk2 + m2. The functions f in this definition are of course assumed - 
to be measurable with respect to dp($ and the condition f  (-6) = f  (5) is 
intended to reflect the fact that f  should be the transform of a real function. 
S is a real Hilbert space with respect to the real inner product: 
<ft g> = f  J; 
-- 
f(E) g(t) 445). 
wz 
(1.5) 
The inner product is real since f  (-6) = f  (6) and g(-0 = g(t). The mass 
shell %7”,, is invariant under the action of SO(n, 1) so that there is a natural 
orthogonal action of the Poincare group on 2 given by: 
v(u, A) f  (6) =I eci(fsa) f  (A-‘[) a E Rn+l, A E ,SO(n, 1) (1.6) 
We define a complex structure A on X by: 
(1.7) 
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The map fl respects the reality condition f( - 5) = f(f) and hence defines 
an orthogonal map on X with /12 = - I. The complex Hilbert space (2, /l) 
with “multiplication by i” given by (1 and hermitian inner product: 
will be the one particle space for the neutral scalar field. Note that A commutes 
with the action of the orthochronous Poincare group on X given by (1.6) so 
that (1.6) actually defines a unitary action of the orthochronous Poincare group 
on (S, /l). Observe also that the self-adjoint generator of time translations is 
positive in this representation, Our convention is to call clH the self-adjoint 
generator of time translations if H is the skew adjoint generator of time transla- 
tions. 
The modifications in these constructions for the charged scalar field are: 
and 
The complex structure is again given by (1.7). 
For work with external field perturbations of the Klein-Gordon field it will 
be very useful to establish an explicit connection between the Hilbert space 
(2, /1) and the solutions of (1.0). Rather than attempting to justify the use of 
the transformation (l.l), we will establish such a connection by consideration 
of the Cauchy problem for (1.0). Suppose that f E S and define: 
24% t) = (277pn’2 : jRn -$ij eizSe*iw(f)tf($, &w(t)). (1.8) 
The Fourier transform in (1.8) converges in Hl/2(R’L) for each t when f 6 jE0. 
Furthermore, U(X, t) is easily seen to be a distribution solution of (I .O). A natural 
action of the Poincare group on functions U: Rn’ml - R (or C) is: 
T(a, A) U(X) = U(A-l(.r: .-t a))x, a E Rn+l, A E SO(n, 1). (1.9) 
This action leaves invariant the space of distribution solutions of (1.0) and 
the Lorentz invariance of the measure dtjw([) on Vm is enough to insure that 
the map from 2 to the solutions of (1 .O) given by (1.8) intertwines the actions 
(1.6) and (1.9). The image of X under the map defined by (1.8) defines a 
Hilbert space of solutions of (1.0) which we shall also call 2’. Now we translate 
this Hilbert space structure to the space of Cauchy data for (1.0). Suppose 
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U(X, t) is given by (1.8) for some rapidly decreasing f~ &. Let U(X) = U(X, 0) 
and W(X) = &/at(x, 0). We write: 
fi(() = (2n)+!? J d.$ e+%(x) dx 
R” 
and similarly define $5). It follows from (1.8) and the Fourier inversion formula 
that : 
248 = c 4Y f(E, hJ(cf)), 
_c 
2u^(f) = c zk;f(4, z!+(O). 
(1.10) 
* 
One may invert this to obtain: 
f(El i45)) 
(4w’” = (M4V” fx6) z!c (w(;))I,p q5‘)). 
(1.11) 
Hence: 
5 Jrp 45) -!x If(f, zt45))12 = 2 J-R* fwcn I q5)l” + --& I z-I(E)?/ (1.12) 
The natural Hilbert space of Cauchy data for the Klein-Gordon equation is 
thus : 
&’ = W12(R”) @ fW2(Rn) 
where H8(Rn) is the usual notation for the Sobolev space of order s. The real 
inner product on .% may be obtained from (1.12) in the usual way; however, 
more important for us is the natural symplectic structure on %’ given by the 
imaginary part of the inner product. From (1.7) and (1.11) one may compute 
in the representation of &’ as Cauchy data: 
14~1 y u2u2) = Re s R” Mx) ~2(4 - 64 ~~(4) dx (1.13) 
The complex structure A is: 
A = (; -;-l) 
and the generator of time translations is: 
(1.14) 
(1.15) 
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2.0. We turn now to the construction of the Klein-Gordon field. The 
Klein-Gordon field Q’(X) will be an operator valued distribution solution of (1 .O) 
which transforms as a scalar field under unitary conjugation by the Poincare 
group, and is local in the sense that Q’(X) and @p(y) commute when s and y  arc 
space-like separated. After “integration” against a test function ffz C,“(R” “) 
the distribution @ defines an unbounded operator @(f) on the many particle 
space S(.%?, /I) (The reader should note that in the developments which follow, 
until 2.7, the space (Z, ~4) may be taken to be any separable complex Hilbert 
space.). F(L%‘, A) is called Fock space and is the LI complex symmetric tensor 
algebra over (&‘, /I). Thus: 
s-(X, fl) = 5 V’Qi?, A) 
?l=O 
where Y”(X, A) = n-fold symmetric tensor product of (&?, .4) with itself. 
For numerous details omitted in the following discussion we refer the reader 
to the paper of Cook (6). Iffi ,..., fn E Z’, then we define: 
P(fl Of2 ... Ofk) = & 1 fdl) 0 .-* Ofo(k, 
. o&s, 
where Sk = permutation group of k elements. Pik) extends by linearity and 
continuity to a projection on the k-tensors over S which we also denote by Pj”). 
The range of Pj”) is the subspace V(X, /I) of symmetric k-tensors. For f E X, 
u E Vk(S, A) define: 
a*(f)u = (k +- 1)“2 Pb”‘(f @ u). (2.0) 
For f E &? and u = Pj”)(fi @ .‘. @fk) define: 
a(f)u == k-l’2 f  (fi , f) PB”-l)(f, @ ... @.A @j) u.. @ fk) 
j=l 
(2.1) 
where i3 means “omit fj .” Note that the inner product (fj , f) in this definition 
is the /I-hermitian inner product. Evidently a( f ) and a*( f ) extend by linearity 
to the dense subspace I’ of g(X, /l) of symmetric algebraic tensors over 
(&‘, /I). One may show that a*(f) is closable on I’ and that the adjoint of the 
closure of a*( f  ) is the closure of a( f  ). 
On V, a*( f ) and a( f  ) satisfy the following commutation relations: 
a(f) a(g) - a a(f) = 0, f,k!EZ 
a*(f) a”(g) - u*(g) a*(f) = 0, (2.2) 
a*(f) a) - a(g) u*(f) =-: -(f, ‘kM 
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where (f,g) is the complex inner product on (#, A). Henceforth, when we 
write down a commutation relation without specifying a domain we intend that 
the relation should be understood to hold on V at least. 
For a unitary map U on (2, A) define: 
T(U) = I @U@(U& U)@.... (2.3) 
The map U + r(U) is a representation of the unitary group on (X, A) by 
unitary operators on .F(Z, A). I f  U(t) = etH is a unitary group on (%, A) 
with skew adjoint generator H then r(U(t)) . IS a one parameter unitary group 
on %(%, A) and we shall denote by U(H) the skew-adjoint generator of 
QC’(t)). The annihilation and creation operators transform in the following 
wav: 
F(U) u(f) r(u)* = a(q)! 
q U) u*(f) q u)* = u*( uf), 
(f E X and U a unitary on (X, A). (2.4) 
Define: 
D(f) = j&i (u*(f) + u(f)) for ft?P. 
It can be shown that Q(f) is essentially self-adjoint on L’. From (2.2) one may 
deduce the commutation relations: 
B(f) @Cd - @(f) @k) = --i Im(f, gYj f,gEs, G-9 
where (f, g) is the imaginary part of the hermitian inner product on (X, A). 
More is actually true. 
Since Q(f) is self-adjoint the operator W(f) = eiO’f) is unitary. The operator 
W(f) is called a Weyl operator and it may be shown that: 
w(f+g) == e-i 1mu.g) W(f) W(g) (2.7) 
The relations (2.7) are called the Weyl relations and the representation we have 
constructed here is called the A-Fock representation over the symplectic space Z? 
with symplectic structure equal to the imaginary part of the complex inner 
product. 
We now confine our attention to the Hilbert space(s) (&‘, A) constructed in 
section 1. For f 6 COQ(Rn+l) let P,f denote the element of P obtained by 
restricting { (see 1 .I) to V??,, . We now define the Klein-Gordon field to be the 
operator valued distribution: 
D(f) = @(PV,f)> fls C,"(R"'l). 
The use of the same symbol for two different objects will be unambiguous in 
context. 
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for ail f~ C,z(R”+l) so that @ is a distribution solution of the Klein-Gordon 
equation. Suppose V(u, A) and T(a, 4) are defined as in (1.6) and (1.9) and 
write U(a, A) = r(V(a, A)). Th en combining the compatibility of T(a, A) 
and V(a, A) mentioned in the paragraph following (1.8) with the transformation 
properties of U(X) and a*(x) in (2.4) one has: 
qa, A) @p(f) w& A)* = @i(T(G Jf), f E Co~(Rn+l), 
Thus @ transforms as a scalar field. Finally, observe that: 
and 
Q(f) Q(g) - Q(g) @(f) == --i Im(P,,f, p,,g)I (2.8) 
Im(P,f, P,g) = Re 1 de ds dt r”( 6, s) j( 5, t) sin $;; - ‘) (2.9) 
R”XRxR 
where 3((, s) = (27r)-n/2 JR?, e&e2 f (x, s) dx and J([, t) is similarly defined. 
Since (sin w(f)(t - s))/uJ(~) contains only even powers of w(t) it is an analytic 
function of [ with growth properties that insure it is the Fourier transform of a 
distribution with support in the ball of radius 1 t - s / (see Hormander [ 11, 
Theorem 1.7.71). H ence for f, g E C,,X(R’li-l) which have space-like separated 
supports it follows from (2.8) and (2.9) that [@(f ), Q(g)] = 0 so that @ is local. 
(One must be more careful to prove the self-adjoint extensions of Q(f) and 
Q(g) commute.) 
In order to describe external field perturbations we require the time zero 
fields and field algebra. For f E CoT(RR+r) we write 
g (f) =- -@ #). 
It follows from (2.8) that: 
-- 
d& ds dt r’< E, s) k( 5, t) ~0s 45)(t - $1 (2.10) 
Suppose f E C,“(P) and f @ 6(x, t) =~ f(x) S(t). Then Pn,(f @ 6) makes 
sense as an element of 3? since At) is rapidly decreasing in t. For f E Coz(Rn) 
we define: 
4(f) -7 W,n(f cS a (2.1 I) 
4.f) = g (pm(f 0 6)). 
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From (2.10) one may demonstrate the following commutation relations: 
C(f) a) - 4(g) C(f) = 0 f> g fs GJSPYl 
4f 1 “(R) - 44 n(f) = 01 (2.12) 
C(f) 44 - 4.59 5Nf 1 I:= i Re J,.. dvf (4 d4. 
The operator valued distributions 4 and r are the time zero fields and the 
time zero field algebra is a C*-algebra “generated” by these fields. Important 
for us will be the identification of such a C*-algebra as the Weyl algebra over 
the symplectic space 2 with the symplectic structure (T given by the imaginary 
part of the complex inner product. According to (1 .l 1) the pair of “functions” 
(u, ZJ) is the Cauchy data representation of the element of X given by 
(d,,,(u @ 6) $ AP,,(w @ 6)). Define: 
R(u, w) = @(d’,,,(u @ 6) + /~Z’,,,(W @iI 6)) = (+(wu) f  am). (2.13) 
From (2.12) and (1.13) or (2.6) one has: 
[R(u, 7 q), R(u, , v,)] = --iu(u,c, ; u&J 
(2.14) 
= i Re R” (ur(x) a - cl,(~) a) dx. 
s 
Of course, the Weyl operators W(u, v) = e iR~u*vr will satisfy the Weyl relations, 
(2.7). We mention here also that there is a simple C*-algebra 9”‘(X) called the 
Weyl algebra whose representations are determined by representations of the 
Weyl relations (see Segal 22a, b, c). We will take %‘+f?‘) to be the time zero 
field algebra. (see Kastler (12) f  or a discussion of other possible choices.) 
3.0. We wish to consider in this section the problem of defining external 
field perturbations of the free Hamiltonian &, “zf dr(H,) where H0 is the skew 
adjoint generator of time translations on X. We shall use the subscript “0” to 
distinguish unperturbed objects when necessary. In order to avoid getting 
bogged down with technicalities concerning Weyl algebras and other even more 
troublesome technicalities to appear shortly we temporarily abandon mathe- 
matical rigor. The external field perturbations are formally given by integrals 
over all space (Rn) of quadratic expressions in the time zero quantum fields 
involving also the “classical” external field. It has been known for many years 
that such integrals do not make sense as self-adjoint operators (8). It has also 
been known for some time that such perturbations make better sense when 
considered as infinitesimal automorphisms of the field algebra (in our case a 
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Weyl algebra) (22). I f  Kr denotes the external field perturbation, we show here 
that for K = K,, + Kl one has: 
[KY W)l = wv)~ fE2-7, (3.1) 
for a real linear infinitesimal symplectic H defined in N. If  H generates a 
bounded symplectic group of 2 then (3.1) suggests the formula: 
dKR(f) e- tR = Rpf), j-ES. (3.2) 
Since K will not be a skew-adjoint operator one cannot hope to make sense of 
(3.2) directly. However if a momentum cutoff K is introduced in the fields 
defining Kl one could hope to make sense of the modified formula: 
efKKR(f) CfK” -= R(P”f), fE 2, (3.3) 
This has been done for perturbations of the Dirac field in (20b). Provided 
etHK converges as K - co to etH in a suitable sense, formula (3.2) may be inter- 
preted as a limit of formula (3.3). It is natural given (3.1) to take for the perturbed 
dynamics the one parameter group t(t) of automorphisms of %Y(.;U) induced 
by the transformation: 
R(f) - R(e”rf) fE .W:. (3.4) 
To formulate this dynamics in a Hilbert space setting one must find a representa- 
tion of w(Z) in which the automorphism group t(t) is unitarily implementable 
by a positive energy unitary group (see Segal(22d), Weinless (24)). This problem 
and the problem of proving that H generates a bounded symplectic group 
turn out to be related; one of the principal results of this paper is a perturbation 
theorem which applies to this situation (see Theorem 4.2). 
We turn now to a “derivation” of (3.1) and the identification of H in two 
interesting cases. We have in mind first, the problem of a charged scalar field 
interacting with an external electromagnetic field A,(x) (time independent). 
In order to make the treatment below comparable with that given in the Physics 
literature we introduce the time zero charged field by: 
F(f) = 5Y.f) + W) 
and (3.5) 
F*(f) = C(f) - +w, f  E Com(Rn), 
g, is then i-anti-linear. We introduce the field q(x) at a point x E R” by q;(x) = 
q@J where S,(y) = S(X - y). Using (2.12) one may compute the following 
commutators: 
[v-w> WI = ;fGa Y E Rn, 
[g (x), 4(f)] - if(x), 
(3.6) 
x E R”. 
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The other non-trivial commutators needed in what follows may be deduced 
from those in (3.6) by differentiation with respect to x, and also by taking adjoints 
of both sides of those relations. 
The current for the charged Klein-Gordon field is: 
2j”(X) = g (4 d4 - v*(x) 2 w v = i,..., n + 1. 
” L Y 
The interaction term Kr is given by: 
Kl = nf s A,(x) j”(x) dx + 12 i 1 AT(x) v*(x) p(x) dx 
v=l R” b-1 R” 
Using (3.6) one may calculate: 
where we have written A for -A,+1 and L is defined by: 
Lf = i (2iA, g + i$$f + A,r). 
"=l Y  
We also have (see 1.15) 
[&I 9 $(f )I = -4f 1, 
wo 9 4f >I = ccc-0 + m”>f 1. 
Combining (3.7) and (3.8) one has: 
K d(f )I = WIf I- 4f >, 
W, Ml = +&) + $((--d + m2 + LM. 




~(x, t) = e-$4(x) etK, xgRn, 
satisfies the “classical” perturbed Klein-Gordon equation: 
~1~v(~-iA,)z~+m2p=0, E,= /yl, :zI.+1’ (3.10) 
II=1 Y  
This may be made the basis for studying the external field problem; however, 
it is rather awkward to do so (see (17)). 
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Using the relations (3.9) one easily sees that: 
[K, R(u, zg] = R(iw-‘Awu + w-‘B%la, -clJ% + iwAw-1%) (3.11) 
where we have suggestively written: 
The map H is (3.1) is thus seen to have the matrix form: 
(3.12) 
in the Cauchy data representation of A?. It is easy to see that if A and B2 are 
symmetric (on L2(Re)) then H is at least formally an infinitesimal symplectic. 
It does not commute with A, and consequently is neither complex linear nor 
formally skew symmetric on (X, A,,). 
Consider now the interaction Hamiltonian for the neutral scalar field given by: 
where V(X) is a real valued function. One easily computes that: 
K 3 Ml = 0, fE COW”, R), 
(3.13) 
Let K = K, + Kl , one may check that 4(x, t) = em ““$(x) etK is a solution of: 
Furthermore, [K, R(f)] == R(Hf) for: 
1jW 
;“-‘) = (i y)(w2 g v  ,I)(“, g; (3.14) 
again this is formally an infinitesimal symplectic on Z but not formally skew- 
symmetric. 
One interesting feature of (3.12) is that the Hamiltonian H for the auxilliary 
problem on s‘% is not derived simply by making a first order system out of (3.10). 
However, equations (3.12) and (3.14) suggest that we make the symplectic 
change of coordinates (u, W) + (w-%J, WU). This map is a bijection on the 
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symplectic space H* @ H-* with symplectic structure u. The transformed 
Hamiltonians become: 
(3.15) 
A further comment-the Hamiltonian we adopt for the Klein-Gordon field 
interacting with an external electromagnetic field might not appear to arise 
from the minimal coupling prescription for the usual Lagrangian. In order to 
see how it does arise from the usual Lagrangian the reader may consult [30, p. 851. 
The operator density which Pauli denotes by W(X) should be identified with the 
time derivative of the free field in this paper. 
4.0. In this section we prove a perturbation theorem for the generator 
of a bounded symplectic group (Theorem 4.2). Later we will apply this result 
to give the existence of the dynamics associated with external field perturbations 
of the Klein-Gordon field. We will write &’ to denote a real linear symplectic 
space with a weakly non-degenerate symplectic form u (see (26)). By a complex 
structure (1 on .%’ we mean a map A: X -+ X such that /12 = --I and 
&lx, Ay) = u(x, y) for X, y E X. We say that (1 is a u-allowed complex structure 
on 8 if the hermitian symmetric form: 
@x, Y) + iu(x, Y), X,Y E.@, (4.1) 
is positive definite. If (1 is a u-allowed complex structure on &+’ then we shall 
write (Z, A) for the complex pre Hilbert space # with complex structure (1 
and inner product given by (4.1). We shall say that &’ is complete if there exists 
a u-allowed complex structure (1 on 3E” and (#, A) is complete in the norm 
derived from 4.1. The following lemma shows that completeness is “inde- 
pendent” of the complex structure (1 and will also prove useful in the proof of 
Theorem 4.1. 
LEMMA 4.1. If  (X, A,) is complete for some u-allowed complex structure A, 
then (2, Al) is complete for every u-allowed complex structure A, . 
Proof. Let (x, y) = u(A,,x, y) f or X, y E .Z. Then since A, is u-skew sym- 
metric it follows that: 
+%4x, Y> = 4-4~ Y) = +, 4~) = @ox, 44~) = (x, 44~). 
Thus -A,+& is a real linear symmetric operator on (2, (., e)). Since A, is 
assumed to be u-allowed we have: 
(-A,,A,x, x) = u(Alx, x) > 0 for x # 0. 
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However, -&,A, is invertible since (--d,,A,)(-Ai&) = (-~,~‘&)(-&l~) =z I. 
It follows that for some E > 0 
a(&, ,x) = (-A,A,x, x) 2; dx, x). (4.2) 
Since &A, is an everywhere defined symmetric operator, it is bounded (relative 
to (., .)). Hence A, is bounded and this together with the estimate (4.2) shows 
that the norm a(A, ., lj2 is comparable with (., .jlP. If  (Z’, A,) is complete 
then (2, AJ is compldte . I 
Cook (27) has shown that if S(t) is a one parameter symplectic group on a 
complete space 2 and a(S(t)x, y) is bound e d in t for x, y  E .W then there exists 
a u-allowed complex structure A such that S(t) is a one parameter unitary group 
on (z&‘, A) (see also Segal(28) and Chernoff-Marsden (26)). For the purposes of 
perturbation theory we assume therefore that our unperturbed generator H,, 
is a skew adjoint operator in (%, A,) for some u-allowed complex structure A,. 
We also assume henceforth that Z is complete. 
Before preceding to the proof of Theorem 4.1 below I would like to say a word 
about the appearance of quadratic forms in the hypothesis of that theorem. In 
the perturbation theory of self-adjoint operators the well known Kato-Rellich 
theorem assumes a bound of the form: 
1: V‘T,l : (Y H,)x i + /? ji x 1’ for a< 1 XE9(Ho). (4.3) 
However, in our case the “natural” norm I! . 1’ on the symplectic space X 
actually changes under perturbation and consequently the relative bound CL will 
not have quantitative significance (i.e., (Y < 1 may depend on the norm). To 
this extent the quadratic form hypothesis involving only u (quantitatively) in 
Theorem 4.1 and Theorem 4.2 are more natural than the estimate (4.3). 
The following lemma will prove useful in the proof of Theorem 4.1, 
LEMMA 4.2. If A is a skew-aa’joint and invertible on a real Hilbert space S 
then : 
A dzf lim !- 
K+m 77 s 
K R(X; A) dA 
--K 
defines a complex structure on X. The integral on the right is understood in the 
weak sense and R(X; A) = (A - h)-l. 
Proof. Consider the complexification X’ @ &’ of .% with the complex 
structure i(x @y) = -y @ X. X @ Z’ inherits a real symmetric inner product 
(*, .) from &’ and we define an hermitian symmetric inner product on .X @ .W 
in the usual manner: 
<x, Y> L (x, Y) - i(ik 3% X,YEAfOS. 
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Let A, = A @ A in 2 @z?. Then iA, is self adjoint and we write E(A) for 
the spectral family associated with iA, . Define: 
1 K 
A, = lim - 
C’1: Tr .r 
R(h; A,) dA 
--K 
where the integral is understood in the weak sense. In order to demonstrate the 
existence of the limit in this definition note that for X, y  E Z: 




-Jz -ip - A + l 1 -ip +A 
d@W, Y> (4.4) 
If  we integrate both sides of (4.4) with respect to X from 0 to K we get: 
From (4.5) and the dominated convergence theorem: 
The functional calculus for iA, now implies that A, is a complex structure. 
However, 
j-K R(A; A,) dh = SK R(X; A) dh @ SK R(X; A) dh 
--K --K --K 
and since jr, R(h; A,) dh converges weakly on 2’ 0% it follows that 
ST, R(A; A) dA converges weakly to some operator A on X. Furthermore, since 
A, = A @ A and A, is a complex structure on X @ %? it is easy to see that A 
must be a complex structure on S (i.e., A2 := -1 and A orthogonal). 1 
THEOREM 4.1. Suppose that H,, is a A,-linear skew-adjoint operator in 
(X, A,,) such that A,H, > m > 0. We shall write G T= 1 H,, 1112. Suppose that V 
is a o-skew symmetric operator on LB(V) C 9(H,) and that B(V) is a core for G. 
Zf for some 01 < 1 we have: 
/ o(Vx, x)1 < cuo(-HOx, x) for XEB(V). (4.6) 
jSO!27/3-4 
324 JOHN PALMER 
then there is a unique closed extension H of HO $ V such that 9(H) L 9(G) and 
X E p(H) (the resolvent set of H) for all real A. 
Furthermore, there exists a a-allozced complex structure A such that: 
(1) H is A-&near and skew-adjoint on 9(H) in the Hilbert space (ST’, A) 
(2) AH > E for some E > 0. 
Proof. Since V is u-skew symmetric and (T is a skew form it follows that the 
form v  defined by: 
v(x, y) = u( vx, y), s, y  E q V), 
is symmetric. Because v  is symmetric and satisfies the inequality (4.6) we have: 
v(x,y)l < MT-H,,x, +‘“cT-H,y,y)‘i’ = 0111 Gxil 1~ Gy (4.7) 
for x, y  E g(V) (see Kato [ 13, p, 531). By assumption the domain of G’ is dense 
in g(G) (in the graph norm) and one may conclude from this and inequality (4.6) 
that v  extends uniquely to a symmetric form on g(G) which we shall continue 
to denote by v. The inequality (4.7) implies that v(G-lx, G-ly) is a bounded 
symmetric form in (x, y) on A? with form bound <a. Therefore, there is a 
bounded o-skew symmetric map P on 2 with operator norm ,(CX such that: 
v(G-lx, G-ly) =: u( px, y), x, y  E iv. 
I f  X, y  E g(G) we have: 
v(x,y) =: u(PGx, Gy) (4.8) 
for a bounded CJ skew symmetric v  with I/ 17 ‘/ < 01. Define: 
H = G(-A, + P)G. (4.9) 
The domain of H is, as usual, the maximal one on which such a product of 
unbounded operators makes sense. It is clear that 9(H) C s(G) and we now 
show that H > H,, + V. Suppose x EJ%( Z’), then since g(V) C 9(H,,) and 
--A&P = HO we have G(-A,)Gx = H,,x. Since u( Vx, y) = v(x, y) = 
a( ~Gx, Gy) for all y  E g( V) and g(V) . IS a core for G, one may conclude that: 
I(f-, @>I = I u(Vx,y)I d Ci’y II for all y  E a(G). 
Hence, ~Gx Ed = g(G) and we have: 
u( Vx, y) = u(GvGx, y) for x E Q(V), y  E g(G). 
It is evident from this that H 2 HO $ V. 
We now show that if X is real then A E p(H). Let K,(h) = I H,, / (HO - X)-l 
for real A. One may deduce from (4.9) that: 
(H - A)--’ = G-VC,(h)(l + l%&,(h)))’ Gp’ (4.10) 
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provided of course, that (1 + p&(A)) is invertible on 2. However 11 Pi’ < 
z < 1 and I/ K,(X)]\ < 1 so that: 
(1 + l%&(X))-1 = f  (- V&(h))” 
h=O 
where the series on the right is uniformly convergent. I f  we define R,(h) = 
(H,, - A)-’ and R(h) z (H - A)-l th en we may rewrite (4.10) in the following 
manner: 
R(X) = R,(A) + G-‘K,,(h) f  (- lhYo(h))‘” G-l. 
h=l 
(4.11) 
We have finished the proof that h E p(H) f  or all real A; the proof that H is the 
unique extension of H,, + V with this property and 9(H) C 9(G) follows 
exactly the final part of the proof of Theorem 3.11 in Kato (13) and so we 
omit this. 
We turn now to the main part of the proof which is the construction of the 
complex structure A. Define an operator A in Z? by the formula: 
(Ax, y) = pi + j" (w% Y) & 
--K 
The inner product in this formula is the usual &complex inner product in SF. 
We first demonstrate that (4.12) defines a bounded linear operator A. 
By examining the proof of Lemma 4.2 it is easy to prove that: 
(A"X, y) = pi $ jK (&(h)x, y) fix. --K 
Combining this observation with the perturbation formula (4.11) one may 
conclude that: 
(Ax, y) - (A ox, y) = ?'-z ; jK (G-lKo(X) f  (- f%,(X))" G-lx, y) dh 
--x h=l 
(- ma(h))” F%,(A) (4.13) 
:< G-lx, K,(X)* G-‘y)) dh. 
. . hmce ;j I:,~ < 01 < 1 and ‘1 K,(h)11 ,< I the last integrand in (4.13) is majorized 
by: 
01 i; K,(h) G-lx 11 Ii K,(h)* G-‘-y ,: 
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Thus: 
However , ~1 G&(h)x ii2 = (1 Ho / (A“ - fIo2)-1~, X) SO that: 
1-1 11 GR&h)x ii2 dA = J’z ((ri - Ho2)-l x, / Ho I x) A-l” d/4 
0 
Hence : 
= n((-H,,y” x, / H,, j x) 
= Tr(l Ho /-1!2x, / Ho 11’2 x) = ?T /I x (,2 
(4.14) 
We conclude that the operator A defined by 4.12 is a bounded linear operator. 
Next we prove that A is a complex structure. Since His u skew-adjoint we have 
a(R(X)x, y) =- -0(x, R(--h)y). Hence the operators (I/rr) ST, R(X) dh are u 
skew symmetric for all K. Since A is the weak limit of such operators it follows 
that A is o skew symmetric. We must work harder to prove that flz =- --1 
(notice that the usual complex deformation technique is not available here). 
Define a real symmetric form h on 9(G) by: 
h(x, y) = Re(G3c, Gy) + V(X, y) x, y  E 9(G). (4.15) 
This form is the closure of u(-Hx, y) defined on 9( V), and since -o((H,+ F)x, X) 
is bounded below by (1 - a) 11 GX I/’ for x E 9( Z’) the same is true of h(~, s). 
It follows from this that 9(G) with the inner product h(x, y) is a Hilbert space 
(i.e., complete). We write X1 := (g(G), I?) and define: 
Hlx = Hx for XE~(H) and H,xeLZ(G). 
The operator H, is skew symmetric in S1 . To see this note that if s, y  E 9(Hr) 
then: 
h(x, Hty) ~~~ h(x, Hy) =-: a(Hx, Hy) 
= --u(Hy, Hx) = -h(y, H,x) ::= --h(H,x,y). 
Since (H - A) maps 9(H) onto Z for all real A, it is also true that (Hl - A) 
maps 9(H,) onto ri; for all real A. Thus HI is a maximal skew symmetric 
operator (i.e., skew adjoint). Lemma 4.2 now implies that the operator A, 
defined by: 
(4.16) 
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is a complex structure on Xi . Tl le integral in this definition is understood in 
the weak sense on yl”l . Now it is clear that R(h; Hi) is the restriction of R(X; N) 
to Pi = 9(G). Comparing (4.12) and (4.16) we may conclude that /I, is the 
restriction of II to 9(G) (the integral in (4.16) . is not known a priori to converge 
weakly in X; however once R(h; H) 1 R(/\; Hi) is known this does follow). 
Since fli2 = -I and 9(G) is dense in 2 one has /12 = - 1 on 2. We have 
proved that /l is a complex structure on 3; we now show that /I is u-allowed. 
Suppose first that x E B(G). Then since / Hl / is invertible we have: 
h(l HI I- *&, j Hl i-l&) = h(l HI !-lx, x) = -a(H, / Hl ‘-1x, x) = u(Ax, x). 
Thus ~(ilx, X) > 0 for x E 9(G). Therefore, the quadratic form associated with 
the real symmetric bounded operator -/la/I on (Z’, /I,) is positive on the 
dense subspace B(G) of (2, /la). However --d,,il is invertible (the inverse is 
-A/I,,) and consequently the quadratic form associated with -/lad must be 
strictly bounded away from zero on (2, A,). It follows that (1 is a u-allowed 
complex structure and we may conclude from Lemma 4.1 that (X, (1) is 
complete. 
It is clear from (4.12) and the Hilbert resolvent identity that H-l commutes 
with fl. Hence (1 leaves B(H) invariant and AH = HA on B(H). From this 
and the fact that His u-skew adjoint it follows by consideration of (4.1) that H 
is skew-adjoint on B(H) in (X, /I). 
Now let (x,Y)~ = u(flx, y) + iu(x, y) and suppose s E B(H) C 9(G). Then 
(AHx, x)A = u(A2Hx, x) = a(-Hx, x) 3 (1 - a) jl Gx 112. 
However (1 - a) 11 Gx II2 -> nz(1 - a) 11 x II2 3 E // x [ii . This last inequality 
follows from some E > 0 since I/ . jl and /I . lin are known to be comparable. We 
have (AHx, x)A 2 E jl x 11: and the proof of Theorem 4.1 is complete. 1 
We now use Theorem 4.1 to prove a more general result. As in the proof of 
Theorem 4.1 we write G = 1 H, 1112. 
THEOREM 4.2. Suppose that H,, is a A&near skew-&joint operator in (2, A”) 
such that f&H,, > m > 0. Suppose that V is a u-skew symmetric operator on 
5B( V) C .B(H,,) and that 9(V) is a core for G. 
If  for some 0 < 01 < 1, some B > 0, and some E > 0 we have 
(a) I u(Vx, 9 < 4-%x, 4 + B It x 112, x E g(V), 
(b) -u((H,, + V)x, x) 3 E // x [I2 where II x II2 = u&,x, x). 
Then there is a unique closed extension H of H, + V such that B(H) C s(G) and 
A E p(H) for all real A. 
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Furthermore, there exists a a-allowed complex structure A such that: 
(1) H is A-linear and skew adjoint on 9(H) in the Hilbert space (.X, A). 
(2) AH ~~ p > 0 for some p > 0. 
Proof. Define H,,’ == H,, - a-1/&$, . By consideration of (a) one has 
1 u( I/x, x)1 :< au( -H(,‘x, x) for x E B(V). Since S?( I’) is dense in 58(G) = a(G’) 
it follows that Theorem 4.1 applies and there exists an extension H’ 2 H,’ $ Iv 
such that 9(H) LB(G’) =: S(G) and a u-allowed complex structure A’ such 
that H’ is a skew adjoint operator on (S, A’). We now take H’ to be the un- 
perturbed operator and V’ =m a-‘/IA, to be the perturbation. It is a consequence 
of (b) above that: 
Recalling the definition (4.9) of H’ and using the density of 5’(V) in S(G) 
(in the graph norm) we have: 
In order to satisfy the hypothesis of Theorem 4.1 we set SJ( V’) = B(H’) and 
observe that: 
Thus H’ and V’ satisfy the hypothesis of Theorem 4.1 and there exists an 
extension H 1 H’ + V’ and a a-allowed complex structure A such that H is 
self-adjoint on (A“, A) and AH > p > 0 for some CL. Since Y’ is bounded H is 
not a proper extension of H’ + V’ and we have 9(H) = Q(H’) CL%(G). This 
finishes the proof of the existence of H and A since it is quite clear that H 2 
Ho + V. The uniqueness result follows the proof in Theorem 3.11 in Kato (13) 
and again we omit this. 1 
Remarks. The reader who consults Kato (13) will observe that the formula- 
tion of Theorem 4.2 here owes much to Kato’s Theorem 3.11 and its proof. 
I would also like to mention that there are very simple counterexamples 
to a revised Theorem 4.2 in which part (b) of the hypothesis reads 
-u((H, + 11)x, X) > 0 for all x E S+(V). 
For reasons of space I will not give any applications of Theorem 4.2 here 
except to mention that for 
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(the Coulomb problem) the estimates in (a) and (b) of Theorem 4.2 are valid 
for e < 2/v using estimates given by Kato for the Dirac case in R3. (see Kato 
[13, p. 3071). 
5.0. In the third section of this paper we discussed informally the 
dynamics associated with the external field perturbations of the Klein-Gordon 
field. Here we will show how Theorem 4.2 may be used to prove the existence 
of a symplectic group dynamics for the Weyl algebra V(Z), and the existence 
of a representation of w(s) in which the dynamical group of automorphisms 
is implementable by a positive energy unitary group. We also present a new 
notion of particle excitations in perturbed Fock representations which gives a 
very simple interpretation of this dynamics. Finally we show that the S-matrix 
suggested by this notion of particle excitations agrees with the S-matrix defined 
algebraically as an automorphism of %‘(%). 
Suppose that Z’ is a complete symplectic space with symplectic structure u. 
A regular representation of the Weyl relations is a map W: &’ --f U(X) from X 
into the unitary operators on a separable complex Hilbert space BY such that 
(1) W(sf) is a weakly continuous function of s E R for f~ Z. 
(2) w(f+g) = eiocf*g) W(f) W(g). 
Segal (22b) showed that there is a simple C*-algebra V(s) “generated” 
by 2 with the property that every regular representation of the Weyl relations 
“extends” to a representation of w(X). The multiplicative relations (in %) 
for 9(X’) depend only on the symplectic structure 0 and as a consequence 
every bounded symplectic map S on s induces a *-automorphism t(S) of 
w(X). Our algebraic description of Y?‘(Z) is technically inaccurate but since 
we have only a conceptual use for Y@‘(X) we refer the reader to Segal (22) for 
technical details. 
I f  IV is a regular representation of the Weyl relations on X, then the auto- 
morphism t(S) of %‘(&‘) is unitarily implementable in the representation W if 
and only if: 
W(Sf) = UW(f) u*, fEX, 
for a unitary U on Z. If  s(t) is a bounded one parameter symplectic group on 
.# then the one parameter group of automorphisms t(t) of rY(%) induced by 
s(t) is said to be unitarily implementable in the representation W if: 
W(S(r)f) = @W(f) e--tK, f E x, 
for a skew adjoint K in .%‘-. I f  X > 0 then t(t) is said to be implementable with 
positive energy in the representation W. Suppose now that s(t) = etH for an 
infinitesimal symplectic Hand that there exists a u-allowed complex structure (1 
such that s(t) is a unitary group on (.Z, /I) and AH > E > 0. It is then straight- 
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forward to construct a representation of the Weyl relations in which the 
automorphism group of Y&‘(Z) induced by s(t) is implementable with positive 
energy. Indeed the A-Fock representation described in Section 2 and given by 
(2.7) is such a representation. The positivity of iK follows from: 
and the positivity of AH. For a discussion of uniqueness for Win these circum- 
stances see Weinless (24). 
Consider now the free dynamics of w(Z) induced by the symplectic group 
So(t) = etHo on .%?‘. This dynamics is unitarily implementable with positive 
energy in the free representation (2.14) of w(X) on 9(X, A,). I f  Hr is a 
perturbation of H,, to which Theorem 4.2 applies, then the automorphism group 
of Y?‘(Z) induced by etHl on &’ is implementable with positive energy in the 
A,-Fock representation of the Weyl relations on 9(2, Ar). Here A, is the 
complex structure whose existence is guaranteed by Theorem 4.2. The dynamics 
for the external field interaction is thus naturally represented by a unitary 
group etK on a new Hilbert space 9(&“, Ai), the A,-complex symmetric tensor 
algebra over (%, Al). Note that since since K is a skew adjoint operator in 
9(X, Al) one may make sense of the equations (3.10) or (3.14) for the interacting 
fields on this space. We will not pursue this further here. 
The Hilbert space .F(Z, A,) is the many particle space for the Klein-Gordon 
field and states of this Hilbert space have a well known interpretation. The states 
of the Hilbert space F(%, Al), however, do not as yet have a physical inter- 
pretation. In the following we present an interpretation for the states of 9(X’, Ai) 
essentially by exploiting a “natural” unitary equivalence between (Z, Aa) and 
(Z, Ai) but we use the terminology of Hepp (10) to suggest a comparison with 
the Haag-Ruelle theory of scattering for interacting Quantum fields. 
Suppose A, and A, are two a-allowed complex structures on a complete 
symplectic space 2. Define T = f(1 - L’&&,). Then T is a complex linear 
non-singular map from (Z, A,) to (2, Ai). T is complex linear if and only if 
TA, = A,T. However 
T/l, = &( 1 - A,A,) A, = @I,, + Ai) = A, ;(I - &‘I,) = A,T. 
To show that T is non-singular suppose that f  E A‘ and Tf = 0. Then: 
but 
4w - 44J)f~f) = 0 
Since the inner products on (2, A,) and (A?, Al) are non-degenerate it 
follows that f = 0. Now let T = AU be the polar decomposition of T with A 
a positive self-adjoint operator on (#, A,) and U a unitary map from (2, A,) 
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to (#, /ii). U is unitary because T and T* = +(l - /&A,) are both non 
singular. Since U is complex linear we have: 
and since U is norm preserving it follows that U is symplectic: 
u(Uf, Ug) q z- o ( f ,  g) ,  f,gEz. (5.2) 
In what follows we take A, to be the free complex structure and A, to be the 
perturbed complex structure described above. Let a(f) and a*(f) be the 
anihilation and creation operators in 9(%, A,) as defined in (2.0) and (2.1). 
We define single particle excitations in 9(X, Ai) by: 
It follows from (5.1), (5.2) and (2.2) that these single particle excitations satisfy 
free field commutation relations: 
[411(f 1, %l(dl = 09 f? g E x, 
Ed,(f ), %ll(dl = -(f, &I” == -44if, g) - icJ(f, g)* 
Furthermore 1(/l,), a unit vector representative of the zero order tensors in 
9(X, Ai), is a vacuum for the representation (5.4) of the free field commutation 
relations. That is aAl 1(/l,) = 0 for all f E X’. 
We define an n-particle state in 9(X’, Ai) with wave function fi v ... v f,, by: 
El &(fk) Wl). 
The free propagation of such a state we take to be: 
fj d,(fk) WI) - PI u,*1(&(~)fJ WI) (5.5) 
Then n-particle states span 9(X, A,) and the map which extends (5.5) is a 
one parameter group on F(X, Ai). In fact it follows from (5.4) and the fact 
that I(A,) is a vacuum for {an,(f), aQf)> that the action (5.5) is unitu~ily 
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equiwalent to free propagation on .F(Z, A,,). The perturbed action on an n-particle 
state is: 
(5.6) 
We now seek to compare the actions (5.5) and (5.6) on the space =F(&‘, AI) 
to obtain wave and scattering operators. This may be done as for ordinary 
Schrodinger quantum mechanics but we prefer to imitate the Haag-Ruelle 
theory and introduce asymptotic particle creation operators as follows: 
where ‘L’ E Y (the algebraic tensors). 
The principal result of this section is the calculation of these limits for the 
case in which the usual wave operators exist for So(t) = et*, and S,(t) :- efHl 
on &Y. We also assume that AoH0 > E > 0 and A,H, > E > 0 so that the 
representation (4.12) for the complex structures is valid. 
THEOREM 5. I. Suppose that the wave operators LIT = s-lim,_+, S,(-t) S&t) 
exist and are complete in the sense that Range !2& =- A?,,,, (the subspace of absolute 
continuity for HI). Then: 
(1) The limits in (5.7) for a&(f) and u&(f) exist. 
(2) a,*,(f) = a*(Q-f ), f  E *; a&(f) = a*(Q+f ), f  E s. 
Proof. 
Thus 
e-tKu,*l(SO(t)f) etK = e-%2*( US,(t)f) etK 
= u*(s,(-t) USo( ). 
al*,(f )a = ,‘j~~ a*(&(-t) USo( )a 
and 
a&t(f )v = jjFw a*(&(-t) USo( )u* 
The map f  --+ a*(f)v is continuous from (Z, A,) to 9(.@‘, A,) so that in order 
to prove (1) and (2) of Theorem 5.1 we need only show that: 
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This is a consequence of the following result: 
THEOREM 5.2. Suppose that the wave operators sZ* = s-limt,+m 4(-t) S,,(t) 
exist and are complete in the sense that Range Qi: ::I Zl,oC . Then 
(I) s-lim,_;, (u*s,(-t)U) So(t) = u*szi.. 
(2) The scattering matrix for S&t) and 4(t) is the same as the scattering 
matrix for So(t) and U*S,(t)U. 
Proof. Conclusion (2) of this theorem is a consequence of (1) and the 
definition S = sZ;% ; therefore we may concentrate on the first part. First 
we show that: 
;$m S,(-t) T&(t) = ft+ where T = f(l - &I,). (5-g) 
Evidently we have s-limt,km 4(-t) T&(t) = #& - A$&,) since S,(t) 
commutes with (1, (k = 0, 1). The local intertwining property of Q+ implies 
that -/l,Q,il, = -/l,‘Q = Q+ . This finishes the proof of (5.8). Since the 
intertwining relation 11,52* -= QJ, is important and may not be familiar for 
symplectic groups we sketch a proof. Without difficulty one may verify that Q+ 
intertwines the groups Sl(t) and S,,(t) in the same manner as for unitary groups. 
The resolvent of H, is the Laplace transform of S,(t) (K = 0, 1) so that Q* 
intertwines (Hl - A)-’ and (HO - A)-‘. Finally from the formula (4.12) for (1, 
one may conclude that Q* intertwines (1, and /1, . 
Now since I?+ is the strong limit of symplectic maps it follows that sZ+ is 
itself a symplectic map; combined with the intertwining property cl&‘* = &‘I,, 
it follows that Q* : (2, A,,) + (2, (1,) is an isometry (i.e., Q+*Q* = I). 
Consider: 
;;-ljm S,(- t) T*TS,,(t) = ;;‘&I S,( - t) T*&(t) S,(- t) T&(t) 
= L?**sz+ = I. (5.9) 
Actually since one only knows (s-lim,,*, So(-t) T*&(t) PI,=, = .Q**Pl,,, 
one must first insert I = (I - Pl,J + PI,,, between S*(t) and Sl(-t) and use 
the strong convergence of (1 - P& S,(-t) T&,(t) as t + &CO to 
(1 - P,,ac)Q+ = 0. 
From (5.9) we have for any polynomial p: 
;;l& S,,(-t) p(T*T) S,,(t) = P(Z). (5.10) 
The square root function is uniformly approximable by polynomials on any 
compact interval [O, a], thus for A = (T*T)‘/* we have: 
fJl& &q-t) AS,(t) = 11’2 = I. (5.11) 
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Now T = UA so that: 
+I~I A’,(-t) T&(t) l-= ;-j$ [S,(-t) U&(t)] S,(-t) AS,(t). i 
From this last equality and (5.8) and (5.11) ‘t f  11 1 o ows that if s-lim,_- I S,(--t) U&(t) 
exists then it must be equal to sZ* To prove the existence of this strong limit Ict 
Q(t) = SI(--t) T&(t), R(t) = SI(-t) US,(t), and S(t) = So(-t) &AS,,(t). Let 
f~ .%‘, and E > 0 be given, then we can choose M such’that for all s, t L M, 
jif- S(t)jII < E and ij Q(s)f - Q(t)flI < E. Then for s, t > M 
I/ Wf - Wf II = iI R(t)(f - Wf) + (O(t)f --~ C?W.f) 
--I R(s)(S(s)f ~ f)ll < CE (5.12) 
where C is a constant depending only on the supremum of the norms ~~ Z\‘(t)1 , 
t real. This is finite in either of the two natural norms on X and there is no need 
to specify which is used in (5.12) since they are comparable. This shows that 
R(t)f converges at t - d-00 and completes the proof of Theorem 5.2. [ 
REFERENCES 
1. F. A. BEREZIN, “The Method of Second Quantization,” Academic Press, Nell York, 
1966. 
2. J. BJORXEN AND S. DRELI., “Relativistic Quantum Fields,” McGrav+Hill, Xew York, 
1965. 
3. J. BELLISARD, Quantized fields in interaction with external fields, Gown. Math. 
Phys. 41 (1975), 235-266. 
4. P. J. M. BONGAARTS, Linear fields according to I. E. Segal, i,z “hIathcmatics of 
Contemporary Physics.” (R. F. Streater, Ed.), pp. 187-208, Academic Press, New 
York, 1972. 
5. P. J. M. BONGAARTS, The electron-position field coupled to external electromagnetic 
potentials as an elementary C*-algebra theory, Ann. Physics 56 (I 970), 108-l 39. 
6. J. M. COOK, The Mathematics of Second Quantization, Trans. Amer. Moth. Sot. 74 
(I 953), 222-245. 
7. A. VANDAELE AND A. VERBEURE, Unitary equivalence of fock representations on the 
Weyl algebra, Conm. Math. Phys. 25 (1971), 268-278. 
8. K. 0. FREDERICHS, “Mathematical Aspects of the Quantum Theory of Fields,” 
Interscience, New York, 1953. 
9. L. GROSS, Existence and uniqueness of physical ground states, J. Fzmctiontrl Analysis 
10 (1972), No. 1. 
IO. K. HEPP, LSZ quantum field theory in “Axiomatic Field Theory,” (M. Chretien and 
S. Diser, Eds.) pp. 135-246, Gordon & Breach, New York, 1966. 
11. L. HORMANDER, “Linear Partial Differential Operators,” Springer Pub., New York, 
1964. 
12. D.KAsrLEx,The C*-algebra of a Free BosonField,Comm.Math. Phys. 1 (1960), 14-48. 
13. T. KATO, “Perturbation Theory for Linear Operators,” Spring, 1966. 
14. A. KLEIN AND JOHANN RAFELSKI, Quantum electrodynamics of spin one-half and 
spin zero particles, in “External Electrostatic Fields of Arbitrary Strength,” AIP 
Conference Proceedings No. 23 Particles and Fields 1974 (Subseries 10) p. 356. 
SYMPLECTIC GROUPS AND BOSE FIELDS 335 
15. A. KLEIN, Quadratic expressions in a free Boson field, Trans. Awzer. Math. Sot. 181 
(1973), 149-167. 
16. G. LABONTI, On the nature of “strong” Bogoliubov transformations for fermions, 
Comm. Math. Phys. 36 (1974), 59. 
17. L. E. LUNDBERG, Relativistic quantum theory for charged spinless particles in 
external vector fields, Comm. Math. Phys. 31 (1973), 295-3 16. 
18. J. MANL-CW,~ AND A. VERBEURE, The theorem on unitar)- equivalence of Fock 
representations, Ann. Inst. H. Poincare’ 16 (1971), 87-91. 
19. A. B. ~IICDAL, Stability of the vacuum and limiting fields, Soviet Physics JETP 34 
(1972), 1184. 
20. (a) J. I’.tLhIER, Scattering automorphisms of the Dirac field. 
(b) Orthogonal groups and the Dirac field. 
(c) Perturbation of complex structures. 
21. S. N. 31. IIUIJ~ENAARS, “Charged Particles in External Fields. I, Classical Fields,” 
Preprint. 
22. (a) I. E. SECIL, Tensor algebras over Hilbert spaces, I, Trans. Amer. Math. Sot. 81 
(1956), 106-134. 
(b) Foundations of the theory of synamical systems of infinitely many degrees of 
freedom, I, Mat.-F&. Medd. Dansk. Vid. S&k. iVo. 12 (1959). 
(c) Foundations of the theory of synamical systems of infinitely many degrees of 
freedom, II, Canad. J. Math. 13 (1961), I-18. 
(d) Mathematical characterization of the physical vacuum for a linear Bose Einstein 
field, Ill. /. of Math. 6 (1962). 5W523. 
(e) “Mathematical Problems of Relativistic Physics,” Amer. Math. Sot. Pub., 
Providence, R. I., 1963. 
(f) Quantization of Non-linear Systems, J. Muthematical Phys. 1 (1960), 468. 
(g) Explicit Formal Construction of Non-linear Quantum Fields, J. Mathematical 
Phys. 5 (1964), 269. 
(h) Representation of the Canonical commutation relations, it2 “Mathematical 
Problems in Theoretical Physics” (F. Lucat, Ed.), Gordon & Breach, New York, 
1969. 
(i) Notes toward the construction of non-linear relativistic quantum fields: The 
hamiltonian as the generator of a C*-automorphism group, Proc. Nat. Acad. Sci. 
57 (1967), 1178-I 183. 
(j) Notes towards the construction of non-linear relativistic quantum fields: Properties 
of the C*-dynamics for a certain class of interactions, BIIU. Amer. Math. Sot. 75 
(1969), 1390-1395. 
(k) Symplectic structures and the quantization problem for wave equations, in 
“Symposia Mathematics,” Vol. XIV, pp. 99-l 17. Academic Press, 1974. 
23. R. SEILER, Quantum theory of particles with spin zero and one half in external fields, 
Comm. Math. Phys. 25 (1972), 127-151. 
24. M. WEINLESS, Existence and uniqueness of the vacuum for linear quantized fields, 
J. Functioml i3nnlysis 4 (1969), 35Cb379. 
25. A. WIGHTNAN, “Partial Differential Equations and Relativistic Quantum Field 
Theory,” Lecture Series in Differential Equations, Vol. II, pp. l-54, Van Nostrand 
Math. Studies, No. 19, 1967. 
26. P. CHERNOFF AND J. MARSDEN, “Properties of Infinite Dimensional Hamiltonian 
Systems,” Lecture Notes in Mathematics No. 425, Springer-Verlag, New York/ 
Berlin, 1975. 
27. J. COOK, Complex Hilbertian structures on stable linear dynamical systems, J. Math. 
Mech. 16 (1966), 339-349. 
336 JOHN PALMER 
28. I. SEGAL, “Conjugacy to Unitary Groups Within the Infinite Dimensional Symplectic 
Group,” Argonne Nat. Lab. Report 7216, 1966. 
29. A. WIGHTMAN, Relativistic wave equations as singular hyperbolic systems, in “Partial 
Diff. Equations, Proceedings of Symposia in Pure Mathematics XXIII 1973.” 
30. W. PAULI, “Selected Topics in Field Quantization,” MIT Press, Cambridge, Mass. 
1973. 
