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Abstract
Modelling, Simulation and computational Optimization (MSO) becomes more and more ubiquitous in 
science and technology. Supporting the quantification of all branches of  science it is mission critical 
to address a potential area of unexpressed ignorance: 
the measurement error and its counterpart in modelling, the prediction error. 
This paper introduces the most important categories of measurement errors and their influence on the 
predictability of measurements by modelling and simulation. It explains the concept of model fit 
parameters and their indirect measurement. It counteracts to the unjustified uncertainty specification 
phobia by falsifying the misleading concept of errorbars for two or more fit-parameters and gives a 
survey on current and future model uncertainty computations made possible by the ubiquitous 
computational resources.
1 Introduction to scientific modelling and simulation
Reproducibility is one of the paradigmatic principles in science and an indicator for inefficiencies in 
the scientific enterprise [1]. It can be used to identify true science in the noise of the social activity 
with the same name. Without knowledge of the uncertainties of a specific measurement or model 
prediction, it is impossible to assess it' s reproducibility. Additionally, open data publication may be 
seen as a prerequisite to reproducibility [2]. 
Further important paradigmatic principles of science are simplicity (Occam’s razor) and falsifiabil-
ity [3]. Additionally, for us as humans, disinterest (no reward) becomes an important issue balanc-
ing our prevalent behaviours. Denying the hypothesis of science as a pure social activity, there 
crystalize three categories of hard tasks in science:
◼ Discover a simple concept for the description of a large class of real phenomena.
◼ Discover a simple model or theory quantitatively describing (and predicting) a relevant part of 
the real world.
◼ Provide a relevant observation of the (actual and past) real world which is relevant and falsifiable.
These categories have qualitative and quantitative aspects and these interact, e.g. more accurate 
measurements (quanititative aspect) have often led to new and important conceptual or theoreti-
cal discoveries. For all these categories, uncertainty specifications are mission critical.
In highly developed scientific disciplines, modelling by sophisticated computer codes and simula-
tion by the execution of these codes has seen remarkable progress (see e.g. [4]) and the ever increas-
ing resource requirements demand for the consideration of uncertainties in order to foresee the 
priorities for these resources. In other scientific disciplines, while outgrowing from their infancy, 
modelling and simulation is of the same importance and uncertainty quantification by using simple 
and easy to use software tools is one of the key requirements for distinguishing truth from cargo 
cult.
Modelling, simulation and optimization (MSO) activities are often called computational X where X 
is the name of the branch of science. Quality assurance for these activities requires a carefull 
consideration of those uncertainties relevant to their predictions.
1.1 Can models be validated?
The great tragedy of science - the slaying of a beautiful hypothesis by an ugly fact
                                                                                                                              [T.H.  Huxley’1893]
In order to distinguish scientific modelling and simulation from marketing activities, the widely 
accepted quality assurance activity is called model validation. It tries to justify a model by showing 
its ability to compute the expected results. This activity is important because it can result in a 
model falsification [3], although such a finding is rarely published. Nevertheless, the belief in a 
validated model may later on become a misbelief, because the range of experimental data used for 
the validation process may have been too narrow and even a single reproducebale experiment not 
predictable by the model will falsify it. 
Models can not be validated, models can only be falsified! 
The term validation has to be used very carefully as an abbreviation for extensive and unsuccessfull 
attempts to falsify a model by undertaking accurate experiments over the full range of all of the 
models variables.
1.2 What is a model?
A model is a simplified representation of a system (process). An ideal model requires only a mini-
mum number of input variables for making predictions and these variables should be known or 
measureable. So one important modelling objective is to
◼ derive your models in variables insensitive to measurement errors!
Scientific models rely on scientific theories and the tracing of all quantities back to accurate labora-
tory measurements and natural constants. Real world engineering models may contain fit parame-
ters which later eventually become the constants of new correlations or even principles. Some-
times, these fit parameters are not easy to identify or the user of the modelling software is not 
allowed to change their values.
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Figure 1: Simplified black box view of a model (after [5,6]).
Modelling and Simulation is called the third pillar of scientific research and an enabling technology 
in industrial R&D [7]. A computer model ℳ is the simplified translation of knowledge about a 
process into an algorithm able to perform simulations. As drafted in figure 1, in such a simulation, 
the specified inputs (ni input variables xi(t) and nk parameters pk) are used to compute the outputs 
(nj results yj(t)). The inputs and outputs are not necessarily lumped or time dependent, they may 
also be distributed in space or other coordinates (distributed or lumped parameter models).
In general, the parameters of a model may also be known from independant laboratory measure-
ments or may be computational parameters which need to be determined by simulating cases 
where the outputs are exactly known. Here, we concentrate on those parameters which have to be 
determined from np measurements of the outputs yj for known inputs xi, known as the process 
specific fit parameters pk.
The applicable scientific branch is called system identification or model identification [8] 
because for the prediction of a specific yj one has to identify the best combination of a model ℳ 
and a representative set of fit parameter vectors {pm}. By considering measurement uncertainties, 
the cardinal number of this set nm may become large.
It is the responsibility of the experimentalist to provide and justify quantitative error information 
for his experiments. The modeller has the responsibility to provide and justify quantitative error 
information for the predictions of his model. In this paper the basic definitions and steps for this 
challenging task are illustrated. Obviously, the difficulties of this exercise may originate from the 
structure of the model itself and can be controlled by a carefull definition and implementation of 
the model:
◼ A model must predict measureable quantities. If the model has fit parameters, for each of these 
fit parameters, there have to be measurements of outputs showing a sufficient sensitivity with 
respect to this fit parameter. Even a single fit parameter with no sensitivity on some of the 
measureable outputs falsifies the identifiability of the model.
A model is thus not only falsifiable by measurements contradictive to its predictions but may also 
be inable to predict its outputs with a finite uncertainty. A model may be unidentifiable, i.e. it’s fit 
parameters can not be determined. If a modeller provides predictions in areas where no experimen-
tal data is known at the time of the prediction, she leaves the area of data science and takes the 
first step to scientific modelling.
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2. The measurement uncertainty
2.1 Definition
Before the scientific language incorporated political and psychological considerations, our subject 
was termed measurement error. As of today, the universal constants are known within specified 
bounds and accurate and precise measurements are possible in most branches of science (quantific-
ation). Thus the term uncertainty is  justified. Nevertheless, the falsification principle remains an 
essential paradigm:
A scientific theory (or prediction) must be falsifiable by measurements and measurements are 
falsified by the establishment of (more accurate) measurements providing results not within the 
previously indicated regions of values.
Figure 1: The four extreme combinations of epistemic (accuracy) and alleatoric (precision) uncer-
tainty; 
the unknown true value is the bull’s eye [9].
The real uncertainty of a measurement is a superposition of two qualitatively and quantitatively 
different types of uncertainties, as shown in figure 1 and discussed in the following subsections.
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2.2 The measurement precision describing random uncertainty (noise)
The reproducibility of a measurement (e.g. a radioactive decay experiment) may be determined by 
the influence of random processes (noise) on the individual result. If such a noise is the only source 
of uncertainty, the repetition of the measurement provides statistical information which can be 
used to describe the so called precision of the measurement. For more than 8 repetitions, the 
standard deviation σ and the mean value μ become increasingly usefull with an increasing number 
of repetitions. For more than about hundred repetitions, the results begin to show the statistical 
properties of the measurement. For a gaussian distribution function it is commonly accepted to use 
the statistical 95% confidence interval for the specification of the random error called measure-
ment precision
ϵprec = 2 σrandom processes
The most important property of the measurement precision is the possibility to determine it from 
the measured values themselves by repeating the measurement under constant conditions. For 
enhancing the standard deviation σμ of the mean value by a factor of two, four times more experi-
ments are required. This type of uncertainty is also called aleatoric uncertainty, irreducible uncer-
tainty, statistical variability, inherent uncertainty, or stochastic uncertainty.
2.3 The measurement accuracy describing systematic uncertainty (bias)













Figure 2: The history of measurements of the speed of light (after [10]).
The measurement of natural constants can be assumed to be undertaken with the highest dili-
gence. This includes even a high level of confidence for the errorbar specifications. In figure 2 we 
can see the results for 80 years of measurements of the speed of light. In this area, we can assume 
the errorbars are not only the simple result of a statistical evaluation but also the result of a carefull 
examination of all sources of uncertainty. Since the result is assumed to be not influenced by some 
kind of randomness, the uncertainties are the result of a critical assessment of the experimental 
setup [11]. The resulting measurement error is called systematic uncertainty or measurement 
accuracy
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ϵacc = 2 σsystematic = f (many influencing factors)
The most important property of the measurement accuracy is the impossibility to determine it from 
the measured values by repeating the measurement under constant conditions. It is even impossi-
ble to assume a probability distribution function (PDF) within the estimated bounds. This is 
because the true value is a priori unknown. A posteriori, the only reasonable probability distribu-
tion function would be a function with a strong peak at this true value - in principle the PDF is a 
Dirac delta function for which the position of the peak can be specified only within certain bounds. 
This problem directly leads to the bounded error approach as introduced by Schweppe in 1968 [12].
For increasing the accuracy of a measurement, repetitions are useless. One has to design and 
implement a more accurate experiment. The confidence in the specification of a measurement 
accuracy is usually rather low and one has to rely on an additional safety factor between 2 for 
measurements traceable to national standards and 8 for measurements undertaken by diligent 
scientists. In everyday life, the most important systematic error results from the bias of the people 
undertaking the measurements. Many accuracy specifications only reflect their wishfull thinking or 
the commercial interests of the measurement equipment suppliers. While time can be measured 
with an accuracy of 10-15, for engineering quantities even an accuracy of 10% can be extraordinary 
accurate (see e.g. [13] for the first film boiling HTC measurement with a justified accuracy 
specification).
The systematic error is sometimes called epistemic uncertainty referring to any lack of knowledge 
from any source, e.g. simplifications, idealizations, numerical approximations or any unanticipated 
interactions or unknown or untreated phenomena. It is also related to the risk iceberg (see e.g. [14]) 
as a symbol for the importance of unknown knowns and known or unknown unknowns.
2.4 The specification of measurement uncertainty and its consequences
Due to the current situation in science and technology, it is wise to classify scientific measurements 
and their peer reviewed publications into three major categories:
1. The measurement uncertainty is unspecified:
In this case, the measurement and the associated publication can be safely ignored. The 
optimistic assumption of an uncertainty identical to the last digit of the specification is 
misleading in most branches of science. Models relying on such data are GIGO.
2. The measurement uncertainty specification is oversimplified:
Often, the measurement uncertainty is provided without any details and justifications. In this 
case it can be assumed that the given uncertainty is a crude and very optimistic assessment of 
the precision. When trusting the data, one may use such a specification with an additional trust 
factor well above 8.
3. The measurement uncertainty is specified (precision and accuracy):
Depending on the quality of the details one can use such a specification with an additional trust 
factor of 2 in the case all measurements showing traceability to national and international 
standards. Critical evidence relying on such measurements should use trust factors above 8.
The minimum requirement on the specification of a measurement uncertainty ϵtotal is to specify 
the mean or median value x and a measure for the 95% confidence interval:
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X = x ± ϵtotal with ϵtotal = 2 σrandom
2 + σsystematic
2
In the past, the low level of attention for uncertainty issues implies a high being unfaked probability 
for the share of publications with correctly specified and discussed uncertainty. With rising atten-
tion (depending on commercial relevance), the share of faked uncertainty specifications will 
become larger and these may not be as easily identifiable as in the past. The high numbers of 
decimal places provided by commercial measurement devices allows no assessment of the uncer-
tainty provided by these devices, one has to rely on traceable calibration and accuracy certificates. 
To exemplify this fact, one can put all available temperature and humidity meters at the same place 
and compare their displays.
3. The model uncertainty
The modeller has the responsibility to provide and justify quantitative error information for the 
predictions of his model. Without giving away some of the possible accuracy, the only reliable way 
to perform this task is to compute the uncertainty information for a specific simulation. This compu-
tational task can be performed by the model itself, i.e. a hard task for the modeller, or it can be 
performed by special library functions able to perform simulations by themselves, i.e. a hard 
computational task. The design of this computational functions and even their usage requires some 
fundamental knowledge and some quantitative information on the uncertainties of the model 
inputs as well as its measureable outputs.
3.1 Modell inputs with errorbars
Model inputs (variables) are usually specified by “exact” numbers and thus the model outputs 
contain no information on their uncertainty.  The simplest possible uncertainty specification is the 
bounded error approach [12]. It allows the propagation of ignorance by specifying the model 
inputs as numeric intervals and computing intervals for the model outputs.
3.2 Error propagation
For uncorrelated xi and gaussian distributed errors, the approximate precision ΔF of a quantity 







This is called the error propagation law and it may be used to provide uncertainty information for 
the special case of uncorrelated model inputs having no systematic error compared to their domi-
nating random error, whichever is assumed to be small and gaussian distributed.
3.3 The error bar approach for a single fit parameter
If the model has only one fit parameter, we can also specify the uncertainty of this fit parameter in 
the same way by an interval and the prediction uncertainty can be calculated easily. This is the 
conventional error bar approach. With an increasing number of fit parameters it becomes more 
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and more useless.
If the model has two or more fit parameters, we have to consider the uncertainty of these fit parame-
ters. To do this, we need a valid concept for the specification of fit parameters including their 
uncertainty and we need to motivate its application by comparing it with the widely used error bar 
approach. This requires at least a concept representing the simplest possible case of uncertainty 
specification for model fit parameters relying on the simplest possible case of measurement uncer-
tainty specification, the bounded error approach. From the viewpoint of statistics it is the (quite 
frequently occuring) case where there is no hope of identifying a single parameter vector and it was 
probably first mentioned by Frisch in 1934 [15].
3.4 The simplest possible example
Figure 3. Linear model calibration from 2 measurements with a systematic error.
The simplest possible model with more than one fit parameter is the one dimensional linear model 
(ni = 1, nj = 1, nk = 2). The model output y depends linearly on the model input x using a slope a and 
an intercept b
y = a x + b (1)
For the determination of the fit parameters a and b we need a minimum number of np=nk=2 mea-
surements.  In the example of figure 3 (and its nk-dimensional version) we use pk = 1 for the true 
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values of the fit parameters. The measured values are not the true values and we want to identify 
the region of possible true values as a function of the measurement accuracy Δyp. For the nk-
dimensional generalization of the example, the coordinates of the np=nk measurements are
x1 = 1

and x2.. np = 1, …, 1, 3 δi
np, 1, …, 1
In the nk = 2 case from figure 3, the accuracy Δy can be calculated for a specific x by calculating the 




















and the accuracy of the predicted value Δy becomes
Δy =
Max (yj) - Min (yj)
2
Figure 6 (section 4.2) shows the results for the as simple as possible simple example of figure 3.
3.5 The specification of fit parameter uncertainties
The specification of fit parameters by intervals (error bars) is misleading for nk>1 as the region of 
possible fit parameters ℛ is not a hyperrectangle  (cuboid) and, at least for nk > 5, the volume of 
such a cuboid  becomes extremely large compared to the volume of ℛ itself (see the example in 
table 1 below). Using  instead of ℛ for calculating the prediction uncertainty, this results in an 
extreme large uncertainty  by and thus a misleading appearance of a very inaccurate model even 
when the measurements available for the parameter fit support accurate predictions.
Our example - as simple as possible - falsifies the error bar approach for two or more fit parameters 
and it demonstrates the need to specify at least the region of possible fit parameters ℛ in the nk-
dimensional parameter space  resulting from a bounded error specification of the models inputs. 
For the case of dominating random errors this region is the minimum domain of definition for the 
probability density function (p) of the fit parameters. For the case of relevant systematic errors, 
the concept of a probability density function in the parameter space is misleading because the a 
posteriori PDF true(p) becomes more and more peaked at the a priori unknown p true and ℛ is 
shrinking with decreasing systematic errors.
For the same reason, but to a somewhat lesser extend, it is also misleading to approximate ℛ by 
other regular bodies in the parameter space, e.g. an oriented cuboid  or an oriented ellipsoid ℰ 
(e.g. [12]). Such a specification may be usefull for small nk (≲ 4) and rapidly becomes useless at 
higher nk(≳ 5) .
Another way to specify and approximate ℛ is to identify a representation of ℛ by a set of nm parame-
ter vectors p. Using np measurements for identifying the nk fit parameters nm is finite (nm ≤ nknp) for 
the linear case. We can speak of an approximation of ℛ by these pm .
As the concept of parameter errorbars is misleading but difficult to eradicate one may think of a 
less misleading alternative still expressable as a percentage. While model parameters usually have 
units one has to normalize all fit parameters first. This normalization can be done with respect to 
a typical value of a parameter or a typical span of its values, e.g. from the hyperrectangle spanned 
by the region ℛ. For the region ℛ in normalized coordinates, the ratio of the nk-dimensional vol-
umes ρ=Vℛ/V can be seen as a measure of  parameter accuracy waste by using a specific  . The 
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only true and important accuracy is the accuracy of a specific model prediction and this can be 
only computed from the uncertainties of all inputs and an appropriate representation of ℛ 
(section 4).
3.6 The simplest (linear) model example in nk dimensions
Table 1. Example from figure 3 in nk dimensions: Volume of a geometrical approximation of ℛ in 
multiples of the volume of the exact ℛ.
The example from figure 3 can be formulated in any dimension nk. As the model is linear, the exact 
volume of ℛ as well as the volumes of it’s approximations can be calculated. The results shown in 
table 1 clearly demonstrate the curse of dimensionality (a term introduced by R E Bellman in 
1961) occuring when trying to approximate ℛ by geometrical approximations like a cuboid, an 
oriented cuboid or an ellipsoid. Orders of magnitude in modelling accuracy can be lost by such an 
approximation.













































Figure 4. The curse of error dimensionality: Error amplification factor for linear model predictions in 
the extrapolation regime. The model is that of figure 3 in nk-dimensions.
As long as we use a linear model for the prediction of results within the direct connections of the 
measurements used for model calibration, these interpolations show the same uncertainty as the 
underlying calibration measurements (see also figure 6). When we try to perform extrapolations, 
the situation changes: extrapolative model predictions show some curse of error dimensionality.
This is illustrated in figure 4 for our nk-dimensional linear model example:
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For the example, a minimum number of measurements xk is used and only one factor xi is varied at 
a time (still a fairly common approach). From these np = nk measurements and their uncertainties, 
the region of possible fit parameters ℛ is computed as well as the cuboid  containing ℛ.  is 
equivalent to a specification of the pk with individual uncertainties Δpk (error bars). In the linear 
model case, these ℛ and  can be represented by their 2nk  corners pm. Using this representation, 
the prediction uncertainties can be computed for any model input vector x. For the x lying on 
some of the connections between the xk, the model prediction is an interpolation and it’s uncer-
tainty Δy is given by the uncertainty of the measurements yk. For all other x, the model computes 
an extrapolation and it’s uncertainty becomes larger by the error amplification factor shown in 
figure 4. Comparing the 4 cases, the smallest factors Δyextrapolation/Δyexp occur for using the exact ℛ 
and extrapolating to the x in the diagonal of the hypercube spanned by the xk (blue line). In nk = 2 
dimensions the diagonal prediction is not an extrapolation and thus the factor is 1. For nk = 7 fit 
parameters we already loose one order of magnitude in Δy by extrapolating to the diagonal using 
the exakt region of possible fit parameters ℛ. When we extrapolate further 100% in the diagonal 
direction, we loose one order of magnitude in Δy for more than 3 fit parameters (orange line - it’s 
proximity to the green line is not typical). When we use the error-bar specification for the parame-
ters (cuboid ), we loose one order of magnitude in Δy for more than 3 fit parameters in the diago-
nal case (green line) and two orders of magnitude in Δy for more than 16 parameters in the 100% 
extrapolation case (red line). The slopes of these curse of error dimensionality-lines depend on the 
span of the xk and the proximity of the experimental origin x0 to the true origin 0
.
For identifiable parameters of a non-linear model any approximation of ℛ may result in an inability 
to perform accurate predictions. The specific predictive capability of a non-linear model can 
depend strongly on the position x of the prediction and on the positions of the measurements (and 
their accuracies as exemplified in figure 9) undertaken for the determination of ℛ.
3.7 Statistical viewpoint
The classical statistical viewpoint relies on the least squares approximation (χ2mimimization [16]) 
of the parameter vector. Weights are assigned to the measurements. These weights depend on the 
standard deviations σ of the measurements. The standard deviation of a parameter is then given by 
the curvature of the χ2 function at the minimum. Statistical confidence regions in the parameter 
space can be determined by using a deviation Δχ2 of χ2 from its minimum depending on the DOF 
and the target probability (χ2-distribution). As an approximation one can use the variance-covari-
ance matrix for assessing the reliabilities of the model parameters. Finally, a 95% confidence 
parameter ellipsoid can be computed.
A convincing procedure to obtain a PDF defined on a region of possible fit parameters and thus 
some accurate model uncertainty calculation seems to be missing. The main objective is always to 
get the optimum parameter vector p rather than some diffuse approximation of it and the wastefull 
error bar specification of the fit parameters (confidence intervals) may obviate their application. 
For an introduction to contemporary statistical methods see [17].
2021 [Wendelstorf] Uncertainties in MSO.nb     11
3.8 Conclusions and hypotheses
At this point we may postulate a sufficient understanding of the problem in order to formulate 
some conclusions and hypotheses:
A lot helps not a lot or statistics can’t solve all problems
Statistics are always based on the core assumptions of a large number of measurements and some 
benign probability distribution function. Based on the nature of (the usually dominating) system-
atic errors and what we have rationalized using our simplest possible example (sub-section 3.4) 
these assumptions are only valid for a dominating random error (ϵprec≫ϵacc). Conducting more 
experiments is helpfull only in this case.
Otherwise statistical methods provide no additional benefit as well as conducting more experi-
ments provides only some evidence for the reproducibility declaration. For the indirect measure-
ment of a models region of possible fit parameters  ℛ [18] the position of these measurements (in 
the x-space) and their accuracy is decisive. For the case of dominating random errors, statistics 
should provide a PDF defined on this region.
The measurement accuracy is an important limiting factor
The interpolation capabilities of a model depend on the measurement uncertainties of its inputs 
Δxi and of the positions and accuracies of the outputs yj±Δyj used for determining the parameters. 
For a specific model output yj, the prediction uncertainty depends on these uncertainties and the 
corresponding local sensitivities. Even for the case of a linear model, the extrapolation capabilities 
of a model depend on the extend of extrapolation in the input variables xi in relation to the 
xi,range = xi,max - xi,min used for the determination of the parameters. In the case of dominating 
systematic errors, the mere number of available measurements is not important while their posi-
tion and accuracy is of critical importance.
Over-parametrization and the curse of dimensionality
Without taking the measurement errors into account, it is easy to obtain a perfect fit between 
model and experiment. Especially for only a few features in the experimental data, the perfect fit 
can be obtained by increasing the number of fit parameters. By taking into account the measure-
ment errors and using the full region of possible fit parameters, the curse of dimensionality uncov-
ers any over-parameterisation. Additionally, fit parameters may be correlated, e.g. if one replaces a 
by (a1 + a2) in equation (1) only the sum is determinable but not the individual values of a1 and a2. 
The consideration of measurement errors uncovers the problem of structural as well as practical 
identifiability of a model. It is not necessarily possible to get insight into the internal structure of a 
system - and thus of its mathematical description - by looking at some input-output measurements 
[19]. An advantage is the possibility of a computational investigation of every model. Models can be 
falsified by showing the unidentifiability of their fit parameters and the measurement accuracies 
required for obtaining a models fit parameters are computeable.
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The design of experiment (DOE) problem
The presence of fit parameters requires the determination of an optimal set of experiments to be 
undertaken for their determination (DOE). In our linear example and for a constant absolute mea-
surement uncertainty there is a simple solution, even in nk dimensions: One has to undertake an 
experiment as close as possible to the origin and experiments as far away as possible in all direc-
tions defined by the xi, (not necessarily one direction at a time). All these measurements have to be 
as accurate as possible in order to get a small region of possible fit parameters leading to a maxi-
mum prediction accuracy of the model. Already a varying measurement accuracy can change the 
situation completely and can put the focus on the accuracy of the individual measurements rather 
than their position. For nonlinear models, the computation of a least effort set of experiments for 
determining the fit parameters can be computationally challenging. It underlines the iterative 
structure of any scientific investigation: The availability of parameterized models allow the 
prediction of valueable experiments and the available measurements (including their uncertain-
ties) allow the improvement (or falsification) of the models.
The region of possible fit parameters ℛ is unavoidable and not a simple body
For a model with a single fit parameter, this parameter has to be specified at least by p±Δp. For 
models having many fit parameters such an errorbar specification becomes more and more counter-
productive. For any constructive prediction model error calculation procedure (see next section) at 
least an approximation of the region of possible fit parameters ℛ is required. Any approximation by 
a cuboid (=errorbar specification) or another regular body in the high dimensional parameter space 
becomes more and more counterproductive with increasing dimensionality of the problem:
◼ In a high dimensional parameter space, the geometrical shape of ℛ is often more like a filament 
than that of a simple and regular body.
◼ High dimensional parameter spaces are edge dominated and thus it makes no sense to look for a 
specific nk-dimensional body (e.g. ellipsod) approximating ℛ.
◼ Only a small number of (accurate) experiments may provide sufficient information for obtaining 
an approximation of ℛ by a set of representative parameter vectors.
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4. Computing model uncertainties
Figure 5. Cartoon from Sidney Harris (1977).
The least effort behaviour in view of the task of providing modelling errors is to ignore them and to 
state the agreement between the model and some experimental data. This approach is easy to 
enforce as long as all experimental data is available before the simulations have to be performend 
and the model has enough fit parameters while the number of features in the data is small. 
In day to day modelling, the parameter vector is obtained from a least squares fit, a procedure 
undertaken for the first time by Gauss and Legendre in 1806 [20]. As long as one does not look at 
the course of the function minimized during this procedure, one may have some confidence into 
this parameter vector result. As soon as the model has to predict the results of measurements to be 
undertaken in the future, a statement on the accuracy of the predictions becomes more and more 
important. Such a model uncertainty computation should not remind us to the cartoon from 
Sidney Harris showed in figure 5.
But can a least squares fit easily be extended to provide quantitative information on ℛ or at least 
some approximation on it? The answer may be hidden in the vast amount of literature that has 
appeared in that area especially after the extensive review of H L Harter in 1974 [21] or a simple 
solution of the problem may be still missing but not be missed by those who have to follow the 
principle of least effort [22].
4.1 The bias - free case of pure random error
For the case of dominating random errors (noise), one can use their standard deviations and insert 
ϵprec into the ℛ approximation procedure described in the next section. This will provide confi-
dence intervals for the model predictions but no further information, e.g. the most probable value 
for a model prediction. Statisitical methods [17] are required for such details, but as long as these 
statistical methods did not provide and use a parameter-PDF at least defined in the region ℛ, their 
outcomes may remind us to W S Churchills piece of wisdom, “I only believe in statistics that I 
doctored myself”.
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4.2 The bounded error case
As a first step before the application of statistical methods and for the frequent case of dominating 
systematic errors we need a method for computing the modelling uncertainty for an error in the 
model inputs specification as simple as possible, but not simpler.
This is the interval representation for the independently measured uncorrelated inputs called 
bounded error approach. This approach can also be used to compute a representation of the 
region of possible fit parameters ℛ which is the only lossless concept to account for fit-parameter 
uncertainties.

























Figure 6. Model prediction for exactly known x - values but model parameters uncertain due to 
some uncertainty in the measurement of y, the example of figure 3.
In figure 6, the modelling results for the simple linear model of the preceding section computed for 
exactly known x-Values are shown. The experiments used for the determination of ℛ are shown in 
orange color. In the interpolation regime, their accuracy determines the modelling accuracy (as x is 
exactly known). In the extrapolation regime, the parameter uncertainties represented by  ℛ lead to 
a larger uncertainty of the model predictions. As shown in the preceding section, the curse of error 
dimensionality plays a decisive role for the extrapolative application of models with many fit 
parameters .

























Figure 7. Prediction of a nonlinear model for inaccurately known inputs
(inputs ±15%, blue=Min(y1), red=y1, green=Max(y1) - see text and [23].
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Nonlinear models may introduce severe sensitivities to both issues, the accurate specification of 
the inputs as well as the accurate specification of the parameter region ℛ. In figure 7 the first 
problem is visualized: The red curve is the normal prediction of the model - as if all model inputs 
and fit parameters were exactely known. For a better visualization of the prediction uncertainties 
(green and blue curves), large uncertainties in all inputs (±15%) were choosen. For a linear model, it 
is sufficient to simulate only the boundaries of all inputs for getting the minimum (blue) and maxi-
mum (green) values of a model output. As a compromise one may add the mean values of the 
inputs to the data base generating the simulation inputs. This means for computing the span of the 
model outputs we can use min and max of all inputs (2 samples, not shown because this is sufficient 
only for the linear case) or a finer sample of values (n samples, dashed blue curve is for large n). In 
the case shown in figure 7, n=3 (blue curve) provides a first estimation of the true result (dashed 
blue, the maximum - green - curve is not sensitive in this example).
Based on these illustration we can summarize the computational task of providing modelling errors 
in the next section.
4.3 Computing model uncertainties
A process may include some randomness or some kind of (eventually strange or chaotic) attractors 
which can not be distinguished from randomness. These phenomena may be seen as some kind of 
model uncertainty and they can not be neccessarily distinguished from the effects of parameter or 
other input uncertainties. In this section we will focus on the computation of model uncertainties 
for any model. And we focus on the calculation of model uncertainties without analysing the 
internal structure of the model, simply by algorithms performing simulations for specific exact 
inputs and obtaining exact results for these inputs.
These procedures may also provide some evidence for errors made in the definition phase of the 
model or the underlying understanding of the process itself. A failure in the parametrization (unide-
ntifiability) or unexpected large uncertainties can be a strong indication for the need to restart the 
modelling workflow in the definition phase [23].
Even in the case of a perfect model there may be two types of failures unfolded by the procedure of 
model uncertainty computations:
◼ The measurements of variables (model inputs) or results (model outputs) required for obtaining 
the fit parameters may be too inaccurate and the only way to fix it will be to enhance their 
accuracy, sometimes by orders of magnitude.
◼ The computational complexity of the approximation of ℛ may be too large, another kind of 
unidentifiability.
◼ The computational complexity of the model uncertainty calculation may be too large.
A failure due to overwhelming computational complexity may have two causes: 
1. A large computational complexity of the model itself (the model computes too long, e.g. if it 
includes some CFD simulation). This problem may be fixable by the (possibly automatic) 
generation of a surrogate model.
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2. A large computational complexity of the uncertainty calculation due to a large number of 
uncertain model inputs or a haystack of experiments used for parametrization (the model is 
called too often). This problem may be fixable by extracting the key experiments, removing 
outliers and repetitions and an overall reduction of variable model inputs.
Finally, the computation of model uncertainties consists of the two phases described in the 
following.
4.3.1 Parameterization phase
In the parameterization phase, we use existing experimental data (measurements) for the quantifica-
tion of the models fit parameters. In order to take measurement errors into account, we have to 
accept the following consequences:
◼ measurement errors (i.e. error-bars in the measured inputs and outputs) require a different 
concept of fit parameter specification:
◼ For a 1-fit-parameter-model, this single parameter may be specifed by an interval (error bar for the 
parameter).
◼ For 2 or more fit-parameters, their specifiction by intervals may result in an unneccessary order of 
magnitude loss in model accuracy or in unreliable model accuracy computations.
◼ For nk fit parameters, the measurement errors of the model’s inputs and outputs have to be 
considered by (at least approximately) specifiying a region ℛ (in the nk-dimensional parameter 
space) of possible fit parameters.
◼ the computation of a set of representative parameter vectors representing the nk-dimensional 
region ℛ of possible fit parameters is a challenging task depending on the nature of the 
underlying measurement errors (see sections 4.1 and 4.2 above).
◼ the cardinality of this set can be the limiting factor leading to the necessity to reduce the 
number of fit parameters in order to be able to compute some approximation of ℛ.
◼ simple approximations of ℛ, e.g. an nk-dimensional ellipsoid, are not the panacea but may be 
usefull for small nk<5 [24].
◼ a large number of fit parameters, i.e. a high dimensional parameter space, is a limiting factor of 
its own. The curse of dimensionality is not only a problem in data science [25,26].
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Figure 9. Region of possible fit parameters for a nonlinear example (from [18]) and two different 
uncertainties of the underlying measurements.
As shown in figure 9, ℛ depends on the magnitude of the measurement uncertainty of the data 
used for the fit. As this uncertainty is obviously not determineable with a high accuracy of the 
accuracy specificiation, one should compute ℛ for some set of factors applied to these accuracies 
(e.g. 1/2, 1, 2 and 4) and thus study the effect of all possible real measurement uncertainties. A 
vanishing region ℛ is also an indicator for some outliers in the set of measurements [18], thus data 
reconciliation is a critical step.
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4.3.2 Simulation phase
The naive solution for taking uncertainties of inputs into account is to try to directly calculate with 
uncertain quantities. This interval calculus [27] was introduced by R E Moore [28]. It induces some 
mathematical problems and has not found widespread application. It requires changes in the 
model implementation and thus one may prefer a solution allowing to use conventional models 
implemented to calculate the outputs from exact inputs. Additionally there is an important class of 
models generating results including some sort of process intrinsic randomness, e.g. a simulation of 
an epidemic [29]. In this case, a falsifiable modelling result is not the output of a single simulation 
but formed by the statistical properties of a (sufficiently large) number of simulations. These 
statistics also influence the parameterization phase discussed in the preceding section.
























Figure 8. Simulated distribution function [23] of the output of the nonlinear model also used for 
figure 7.
The gold standard for studying the effects of uncertainties of the inputs as well as some process 
inherent randomness on the outputs is called Markov Chain Monte Carlo (MCMC) [30]. It requires a 
significantly large number of simulations for a representative set of samples representing the 
uncertainty in the inputs as well as some process inherent randomness. Typical results, as shown in 
figure 8, are distribution functions for model outputs depending on the PDF’s of model inputs and 
(ideally) of the models fit parameters.
4.4 Software support
The majority of modelling and simulation work is undertaken by using existing (commercial) 
simulation software. Even if it may not be easy to automate the simulation process (the software 
companies are selling licenses to people) it is allways possible. In the HPC-sector, there are soft-
ware tools to perform the neccessary sampling,  execute the simulations and analyse the results, 
e.g. EasyVVUQ [31]. The most effective solution is to use a computational language (e.g. the Wol-
fram Language/Mathematica) for the overall iterative scientific process. 
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5. Examples from some scientific disciplines
For the limiting case of applicable statistics, the objective of this paper is treated by the statistical 
Errors In Variables (EIV) Systems methods [32]. Application examples can be found in all areas 
where it is essential to consider all kinds of uncertainties, e.g. because of the massive conse-
quences of prediction failures (medicine, aerospace, construction engineering, ..) or because of 
very bad signal-to-noise ratios (exoplanet search).
Uncertainty Quantification (UQ) sees increasing attention in Integrated Computational Materials 
Engineering (ICME) [33], computational Materials Science and Simulation-Assisted materials Design 
[34]. Some specific applications will be mentioned in the following sections.
Thermodynamics (CALPHAD approach)
The equilibrium state of thermodynamic systems can be predicted from the knowledge of the state 
functions of its phases. This CALPHAD approach introduced by Kaufman in the early 1970ties is 
based on the availability of complex thermodynamic measurements and their (often unstated) 
uncertainties. For non-trivial solution phases, the state function (Gibbs-Energy in most cases) is 
fitted to some thermodynamic model function introducing a significantly large number of fit param-
eters. The Effects of uncertainties on the resulting models and their predictions were investigated 
by W B Whiting and his coworkers in the early 1990ties (see [34] and [35]).
The selection and calibration of thermodynamic models may therefore develop towards a combina-
tion of precision measurements and computational science, for a first example see e.g. [36].
Materials properties
The prediction of engineering processes requires the indirect measurement of correlated material 
properties or even plasticity models having more than a few fit parameters. All the issues and tasks 
of the preceeding sections apply and there are already some attempts to account for these uncer-
tainties [37].
Ecology and earth system science
With increasing complexity of the real natural system to be modelled, the quantitative considera-
tion of simplifications and uncertainties becomes more and more mission critical and are consid-
ered and investigated since decades [38,39].
6. Conclusions and outlook
The haystacks of large experimental data sets can be condensed using machine learning methods 
producing an artifical relation called machine learning model (e.g. a neural network) between 
inputs and outputs congruent to the measured data set. Extrapolations are not supported and the 
quality of the artifical relation strongly depends on the feasible choice of the specific method. By 
now, general purpose relations (laws) can not be extracted automatically as their most important 
property requires some kind of overview on the sciences as a whole.
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With a complete knowledge of the natural laws one may predict the outcome of an experiment 
even if there is no experimental record in that specific area of system inputs, this is the goal of 
scientific modelling. Some unknown principles or some kind of computational irreducibility may 
prohibit such an ab initio model prediction and one has to rely on some kind of heuristics eventu-
ally introducing fit parameters to the model.
Even if the system itself behaves completely deterministic and non chaotic, the uncertainties of the 
system variables (inputs) introduce uncertainties of the system outputs. These uncertainties can 
have different causes and each cause requires some consideration for computing the uncertainties 
of the systems outputs. If there is no epistemic uncertainty involved, statistical methods allow for 
the computation of the model uncertainty with the gold standard of a Monte-Carlo simulation. As 
an initial estimation or when epistemic uncertainties (section 2.3) dominate, the simplest possible 
limiting case is the bounded error approach where all model inputs and measurements are 
desribed by an interval of possible values (error bar). As a result, there is no longer a best fit, i.e. an 
unique vector of model fit parameters. Additionally, in the case of multiple fit parameters, there is 
no interval specification for these individual fit parameters without wasting information contained 
in the measurements used for the fit. The dimensionality of the parameter space comprises its own 
curse of error dimensionality and the result of the model identification and parameterization 
procedure should be the combination of a model and some representation of the region of possi-
ble fit parameters obtained from the available measured input-output relations. The shape and 
volume of this region depends on the model structure and the measurement uncertainties of the 
system inputs and outputs. The region has a membership function [18]. The volume of the region 
may be infinite resulting in an unidentifiable model, e.g. for the case of too many or correlated fit 
parameters.
This fit parameter region representation and the uncertainties of all model inputs allow to compute 
model predictions including their individual uncertainties. For the case of applicable statistical 
methods one may even obtain and use a PDF over the parameter region to compute (simulate in 
most cases) PDF’s for the models individual outputs.
The role of uncertainties in modelling and simulation may thus be seen as an issue of additional 
computational complexity for the parameterization and simulation phase but it does not neccessar-
ily require special models able to compute with uncertainties.
As process models become more and more ubiquitous, they may also show some recursive struc-
ture, i.e. a new process model may be formed from a network of existing process models. At least in 
this case one has to replace wastefull bounded error specifications by a general form of the region 
approximation concept.
Due to the ubiquitous computational resources of our times the day-to-day computation of model 
uncertainties will become available in more and more scientific disciplines enhancing their trustwor-
thyness and acting as an antidote against modern computer aided cargo cult science. Additionally, 
the costs of the overall procedures, mostly dominated by expenditures for experiments, can be 
drastically reduced because as soon as some simple model is available, the optimum follow-up 
experiments can be computed (DOE) and an iterative method of scientific investigation finally 
provides the model with the highest achieveable predictive power.
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Personal remark
The falsification principle is much more constructive than common thought suggests!
The discovery (invention) of the parameter region membership function [18] has provided a lot of 
insight into the real scientific obstacles to me . Please send any specific comments and publishable 
applications (data from real measurements + model candidates) which may allow to publish a 
computable document to the author, especially if you are interested in a joint publication.
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