The feedback loop for temporal prediction of traditional implementations of an MPEG-compliant video coder requires conversion of images from the spatial domain to the transform domain and then back to the spatial domain due to the restriction of motion estimation schemes performed only in the spatial domain, severely limiting the throughput of the coder. However, it was shown that the low-complexity DCTbased motion estimation scheme (DXT-ME) can remove this bottleneck and thus reduce the overall coder complexity. In this paper, we develop efficient DCTbased motion compensation algorithms to complete the fully DCT-based motion compensated video coder. We demonstrate that the performance of this new coder structure is comparable to the conventional one while the overall coder complexity is lower.
INTRODUCTION
Many video coding standards, such as CCITT H.261, MPEG1, MPEG2, and HDTV, are based on the hybrid DCT motion-compensated scheme to remove spatial redundancy through Discrete Cosine Transform (DCT) and temporal redundancy through block-based motion estimation. The conventional implementations of a standard-compliant coder adopt the spatial-domain DCT motion-compensated video coder structure as shown in Fig. l ( a ) . The feedback loop of this architecture consists of a DCT, an Inverse DCT (IDCT) and a spatialdomain motion estimator (SD-ME) which is usually the full search block matching approach (BKM). In addition to the additional complexity added to the overall architecture, this feedback loop limits the throughput of the coder and becomes the bottleneck of a real-time high-end video codec. This bottleneck can be overcome by simplifying the feedback loop. The resulting architecture, called fully DCT-based motion-compensated video coder structure depicted in Fig. l(b) , has one simple element in the loop: DCT-domain motion predictor. The integerpel and subpixel DCT-based motion estimation algorithms have been developed and reported in [5, 6, 71. In this summary, we describe subpixel DCT-based motion compensation methods to complete the fully DCTbased motion-compensated video coder structure [4] based on these DCT-based motion estimation and compensation schemes.
FULLY DCT-BASED MOTION-COMPENSATED VIDEO CODER STRUCTURE

SUBPIXEL DCT-BASED MOTION COMPENSATION
Without converting back to the spatial domain before motion compensation in order to exploit the benefits from the DCT-based motion estimation algorithms, DCT-based motion compensation schemes are essential to the realization of the fully DCT-based structure, In [l, 81, direct full-pixel motion compensation methods in DCT domain, as in Fig. 3(c) , are developed for the use in decoders mainly. However, these schemes can be applied to the implementation of the fully DCT-based structure at a full pixel motion accuracy level.
For the case of subpixel motion, interpolation is used to predict interpixel values. According to the MPEG standards, bilinear interpolation is recommended for its simplicity in implementation and effectiveness in prediction, though it is well known that a range of other interpolation functions, such as cubic, spline, Gaussian, and Lagrange interpolations, can provide better approximation accuracy and more pleasant visual quality [9, 10, 3, 21 . The complexity argument is true if the interpolation operation is performed in the spatial domain, but in the DCT domain, it is possible to employ better interpolation functions than the bilinear interpolation without any additional computational load increase.
For simplicity of derivations, we start with the one dimensional half-pel bilinear interpolation and then proceed to the two dimensional case of quarter-pel accuracy with other interpolation functions. Consider two one dimensional adjacent blocks, ~1 , ( n ) and z1b(n) for n = 0, . . . , N -1 as shown in Fig. 2 . We want to extract a block { x z ( n ) }~~~ displaced U pixels to the right of z l a ( 0 ) where U is supposed to be an odd multiple of 0.5 (i.e. half-pel motion). Therefore, we can show that (2) where x'z, ? l a , and %'l b are the column vectors of z2(n), z l a ( n ) and zlb(n.) respectively, and G B L (~) and G B R (~) are defined as follows:
In the DCT domain.
Here G B L (~) and G B R (~) can be regarded as bilinear interpolation filter matrices which act as a linear filter or transform. Therefore, G B L (~) and G B R (~) can be replaced by any FIR filter or irilerpolatiori function of finite duration (preferably with the length much smaller than the block size N). Once again, GBL(.) and GBR(.) can be precomputed and stored in the memory as in the case of integerpel motion compensation and thus the extra computational load for doing bilinear interpolation is eliminated.
B I L I N E A R I N T E R P O L A T E D S U B P I X E L M O T I O N C O M P E N S
C U B I C I N T E R P O L A T E D S U B P I X E L M O T I O N C O M P E N S A T I O N
Three different interpolation functions, namely cubic, cubic spline and bilinear interpolations, are plotted in Fig. 4(a) . As can be seen, the bilinear interpolation has the shortest filter length and the cubic spline has a longest ripple but the cubic spline has the smallest approximation error among these three [a] . To compromise between filter length and approximation accuracy, we choose the cubic interpolalion in the simulation. By choosing the resolution of the filter as half a pixel length, the bilinear interpolation and the cubic interpolation fhc(n) = [-0.0625,0,0.5625, 1.0000,0.5625,0, -0.06251. From Fig. 4(b) , it is clear that the contributions at the half-pel position from all the pixel values are summed up and give rise to the bilinear filter matrices G B L ( . ) and GBR (.) . In a similar way, as in Fig. 4(c) , the cubic filter matrices G c L ( . ) and Gcn(.) can be defined as Here G c L ( . ) and GcR(.) can be precomputed and stored. Therefore, its commtational comdexitv remains the
. same as both integer-pel and half-pel biiinear interpo- GzR(vL) . lated DCT-based motion compensation methods. The reconstructed DCT block and the corresponding motioncompensated residual can be obtained in a similar fashion:
This idea can be extended to other interpolation functions such as sharped Gaussian [lo] and quarterpel accuracy.
S I M U L A T I O N Simulation is performed on the Infrared Car and
Miss America sequences to demonstrate the effectiveness of our bilinear and cubic motion compensation methods and the performance of the fully DCT-based video coder structure. As shown in Fig. 5 , the DCTbased motion compensation algorithms generate subpixel motion estimates and the subpixel DCT-based motion estimation algorithms produce the corresponding motion compensated residuals of the sequences "Infrared Car" and "Miss America". It can be seen that the cubic interpolation approach achieves lower MSE and BPS values than the bilinear interpolation.
. C O N C L U S I O N
Never before has it been attempted to implement a fully DCT-based video coder architecture which has a much simpler feedback loop composed of only one major component instead of three and thus achieve higher throughput and lower complexity than the conventional hybrid structure. The subpixel DCT-based motion compensation methods are presented to realize this fully DCT-based structure along with our previous efforts in devising DCT-based motion estimation. It is currently being undertaken to compare the performance of the fully DCT-based structure with that of the conventional video coder in terms of bits per samples of residuals and the overall compression rate after including the motion vectors. Detailed studies of the implementation complexity will also be considered. 
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