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RESUM  
Per posar en context aquest projecte, s’ha de saber que els sistemes 
automàtics  que ajuden en els processos de diferenciació de cèl·lules sanguínies 
trobats actualment al mercat son cars i funcionen millor sobre mostres de 
pacients sans. Es per això, que la implementació d’un mètode que aconsegueixi 
distingir entre diverses classes de cèl·lules de sang perifèrica mitjançant la 
utilització d’equips més senzills podria proporcionar un suport més assequible pel 
diagnòstic del pacient, a més d’agilitzar el procés. 
El present projecte implementa un mètode per l’anàlisi d’imatges de 
cèl·lules de sang perifèrica obtingudes a partir d’un microscopi òptic manual. 
Concretament, s’aspira a diferenciar entre limfòcits normals i altres cèl·lules 
associades a diverses patologies hematològiques malignes. Per aconseguir 
aquest objectiu, s’han utilitzat una sèrie de tècniques de processat d’imatge. El 
procés comença amb la segmentació de les principals regions cel·lulars. A partir 
d’aquestes, s’extrauen una sèrie de descriptors que son emprats per la 
construcció d’un classificador capaç de agrupar-les per patologies.  
Finalment, i amb el suport del grup Codalab en col·laboració amb el 
Laboratori Core de l’Hospital Clínic de Barcelona, s’ha implementat un mètode 
que aconsegueix classificar exitosament onze tipus de cèl·lules de sang 
perifèrica. 
RESUMEN  
Para poner en contexto este proyecto, se debe saber que los sistemas 
automáticos que asisten en procesos de diferenciación de células  sanguíneas 
encontrados actualmente en el mercado son caros y funcionan mejor en 
muestras de pacientes sanos. Por ello, la implementación de un método que 
logre distinguir entre diversas clases de células de sangre periférica mediante la 
utilización de equipos más sencillos podría proporcionar un soporte más 
asequible para el diagnostico del paciente. 
El presente proyecto implementa un método para el análisis de imágenes 
de células de sangre periférica obtenidas a partir de un microscopio óptico 
manual. Concretamente, se aspira a diferenciar entre linfocitos normales y 
células asociadas a diversos tipos de patologías hematológicas malignas. Para 
ello, se han realizado una serie de pasos de procesamiento de imagen digital y 
reconocimiento de patrones. El proceso comienza mediante la segmentación de 
las principales regiones celulares. A partir de éstas, se extraen una serie de 
descriptores que son utilizados para construir un clasificador que sea capaz de 
agruparlas por  patologías. 
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Finalmente, y con el apoyo del grupo de investigación Codalab en 
colaboración con el Laboratorio Core del Hospital Clínic de Barcelona, se ha 
conseguido implementar un método que logra clasificar exitosamente once tipos 
de células de sangre periférica. 
ABSTRACT 
To put this project into context, the high cost and poor performance on 
abnormal samples of automated systems assessing in blood differentials found 
currently in the market have to be pointed out. Thus, the implementation of a 
methodology capable of distinguishing between various types of blood cells 
circulating in peripheral blood using simpler tools could provide a more affordable 
support for the diagnosing while speeding up the overall process. 
The aim of this project is the implementation of a methodology for the 
analysis of images of blood cells circulating in peripheral blood obtained using an 
optical microscope manually operated. The final objective is to differentiate 
between normal lymphocytes and several types of cells associated to malignant 
hematological disorders. In order to achieve this, a series of steps involving 
image processing and pattern recognition techniques have been applied. The 
process begins with the segmentation of the main regions of the cell. A series of 
features will be extracted from these regions in order to build a classifier able to 
group them into categories associated to several diseases. 
Finally, and with help from the research group Codalab in collaboration 
with Laboratory Core in “Hospital Clínic de Barcelona”, a methodology capable of 
successfully classifying eleven types of blood cells circulating in peripheral blood 
has been implemented. 
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1.1. Origen del trabajo 
Este trabajo se basa en la tesis doctoral “Methodology for Automatic 
Classification of Atypical Lymphoid Cells from Peripherial Blood Cell Images”, del 
grupo de investigación CodaLab, presentada por Edwin Santiago Alférez Baquero 
en el año 2015 en el Programa de Ingeniería Biomédica de la Universitat 
Politècnica de Catalunya [3], en colaboración con el Hospital Clínic de Barcelona. 
El objetivo de la tesis era desarrollar un sistema automatizado de detección y 
clasificación de células de sangre periférica asociadas a diversas patologías, 
posibilitando de esta forma la agilización del diagnóstico de enfermedades 
malignas y consecuentemente adelantar el inicio del tratamiento. Este Proyecto 
de Fin de Carrera surgió a causa de la necesidad de adaptar el algoritmo original 
implementado en la tesis, diseñado para analizar imágenes de células linfoides 
tomadas mediante el sistema CellaVision DM96 [4], a las imágenes de dichas 
células tomadas por un microscopio óptico manual. El interés de esta adaptación 
radica en extender la aplicabilidad del algoritmo al hacerlo independiente del 
sistema de adquisición de imágenes que se utilice, aumentando así su robustez y 
aplicabilidad. 
1.2. Motivación 
La motivación que llevó a la elección de este Proyecto de Fin de Carrera 
fue principalmente mi interés por el procesamiento digital de imágenes. En el 
área médica. El procesamiento digital de imágenes es un campo que ha 
experimentado un gran crecimiento y desarrollo en los últimos años. Su principal 
objetivo es mejorar la obtención de información médica. Debido a que el coste 
del procesamiento digital se ha reducido considerablemente, se ha promocionado 
el uso de la visualización científica y cada vez es mayor el número de imágenes 
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que se obtienen para caracterizar la anatomía y las funciones del cuerpo 
humano. En la actualidad, constituye una herramienta de trabajo que facilita al 
especialista la realización del diagnóstico y pronóstico de enfermedades, 
causando un beneficio directo para el paciente. Las técnicas de procesamiento 
digital empleadas en el campo de la medicina son muchas y van desde el 
aumento de contraste y detección de contornos, que pretenden mejorar la 
visualización de las estructuras, hasta sistemas de reconocimiento de patrones y 
reconstrucciones tridimensionales complejas. Por todas estas razones, se debe 
reconocer el importante papel que ha desempeñado la informática en el 
desarrollo de la medicina en las últimas décadas. 
La realización de este proyecto brindaba la oportunidad de familiarización 
y asimilación de las técnicas de procesado de imagen tratadas durante el Grado 
de Ingeniería Biomédica además de posibilitar el aprendizaje de otras más 
complejas. Pero, ante todo, permitía la aplicación directa de todas ellas a la 
solución de un problema presente en el marco de la medicina actual.  
Es conocido, que las imágenes médicas se caracterizan principalmente por 
la dificultad que existe a la hora de generar información válida para ser 
procesada a causa de que poseen una gran cantidad de ruido y una enorme 
variabilidad en sus propiedades. La dificultad que presenta el análisis de las 
imágenes médicas y su relativa novedad debido a los avances tecnológicos 
introducidos recientemente hacen de este un campo en pleno desarrollo y 
presenta aún actualmente una gran cantidad de opciones a explorar.  
 





El objetivo último de este proyecto es el análisis de las imágenes de 
células leucémicas de sangre periférica adquiridas por microscopía óptica, dentro 
de un sistema automatizado que utiliza dicha segmentación para obtener 
características de las células y realizar una posterior clasificación en una variedad 
de grupos celulares que se corresponden con enfermedades hematológicas. En 
concreto, el proyecto se centra en la adaptación de un algoritmo de 
segmentación existente para su implementación en el software científico 
Matlab® y utilizando imágenes obtenidas a partir de un microscopio 
convencional. 
Aún siendo este el objetivo final del proyecto, se debe tener en cuenta que 
uno de los objetivos más importantes es la correcta comprensión del 
funcionamiento y la asimilación de los conceptos utilizados por el algoritmo de 
segmentación original sobre el cual está basado. Este se trata de un algoritmo 
complejo que integra diversas técnicas, y sin un entendimiento profundo del 
mismo el proyecto no hubiera podido ser realizado.  
A continuación, se definen una serie de objetivos específicos íntimamente 
relacionados entre sí que, de forma ordenada, han posibilitado la realización del 
proyecto: 
1. Comprensión y asimilación del algoritmo original. 
2. Implementación de la segmentación de las imágenes de microscopía 
óptica.  
3. Extracción de las características de las células segmentadas. 
4. Clasificación de diferentes tipos de células normales y anormales en 
sangre periférica. 
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2.2. Organización de la memoria 
La memoria del proyecto se estructura en ocho capítulos. 
En los dos primeros capítulos se dan a conocer los antecedentes del 
trabajo, la motivación personal que dio pie a su realización, los objetivos que 
pretende cumplir y su planificación.  
El tercer capítulo pretende proporcionar las bases necesarias a nivel 
médico, además de definir las tecnologías actuales y las limitaciones a las que 
estas se enfrentan a la hora de solucionar el problema de la correcta clasificación 
de los diferentes tipos de células linfoides atípicas. 
El cuarto capítulo explica el algoritmo de segmentación sobre el cual se ha 
desarrollado el proyecto. 
En el quinto capítulo expone la adaptación necesaria para lograr la 
diferenciación de las regiones de interés de las imágenes de células linfoides de 
sangre periférica obtenidas mediante el microscopio óptico 
El sexto capítulo está dedicado a la extracción de descriptores y la 
clasificación de las células linfoides en función de estas. 
El capítulo séptimo está dedicado a las conclusiones y perspectivas 
futuras.  
Finalmente, en el capítulo octavo y noveno se encuentra el presupuesto y 




A continuación, se presenta la planificación del proyecto. La Tabla ‎2.1  
muestra un desglose de las tareas realizadas para el diseño e implementación de 
este proyecto.  En ella se incluyen las fechas de inicio, los días de duración, y la 
tarea o tareas predecesoras en caso de que existan. 
Además, se ha incluido también el diagrama de Gantt, Figura ‎2.1 creado a 
partir de la tabla de tareas que pretende mostrar de una forma más visual la 
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Tabla ‎2.1 Tabla de tareas del proyecto 
Tarea Nombre de la tarea Inicio Fin Duración 
(días) 
Predecesora 
A Comprensión del 
algoritmo original 
19/09/16 17/10/2016 21 - 
B Búsqueda de 
información acerca 
de las bases 
médicas 




C Búsqueda de 
información acerca 
de las bases 
técnicas 




D Adaptación del 
algoritmo 
20/10/2016 27/10/2016 6 A 
E Extracción de las 
características 
31/10/2016 8/11/2016 7 D 
F Clasificación 14/11/2016 15/12/2016 24 E 
G Obtención e 
interpretación de 
resultados 
26/12/2016 30/12/2016 5 D y F 
H Redacción de la 
memoria 
3/10/2016 2/01/2017 66 - 
Figura ‎2.1 Diagrama de Gantt del proyecto 
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CAPÍTULO 3: 
MATERIAL Y MÉTODOS 
Este trabajo se centra en la automatización del proceso de segmentación y 
clasificación de imágenes de células de sangre periférica asociadas a leucemias y 
linfomas a partir de imágenes obtenidas por microscopia óptica. En este capítulo 
se presentan los conceptos necesarios para efectuar el análisis morfológico de 
células linfoides  de sangre periférica y se expone la técnica de microscopia 
óptica para el procesado de las mismas. El capítulo se organiza de la siguiente 
manera. La sección 3.1 introduce el concepto de la hematopoyesis, la sección 3.2 
describe los tipos de células linfoides, la sección 3.3 explica los tipos de 
neoplasias linfoides, la sección 3.4 expone la clasificación las neoplasias linfoides 
de células B maduras según la OMS, la sección 3.5 introduce conceptos básicos 
sobre la morfología de los linfocitos B,  la sección 3.6 se introduce la microscopía 
óptica y finalmente, la sección 3.7 pretende ilustrar el estado del arte del 
procesado de imágenes digitales de sangre periférica. 
3.1. Hematopoyesis 
La hematopoyesis [5-6] es el proceso de formación, desarrollo y 
maduración de los componentes celulares de la sangre, siendo estos eritrocitos, 
leucocitos y plaquetas. Todos los componentes sanguíneos son creados en la 
médula ósea y derivan de un precursor celular común e indiferenciado conocido 
como célula madre hematopoyética multipotente o hemocitoblasto. Los 
hemocitoblastos tienen dos funciones básicas: (1) renovación, y (2) 
diferenciación y maduración. La diferenciación celular, implica el desarrollo 
bioquímico, funcional y estructural de un tipo de célula concreto. En su 
diferenciación, los hemocitoblastos se pueden transformar en progenitores 
linfoides comunes o progenitores comunes mieloides.  Los progenitores linfoides 
comunes producen linfoblastos que a su vez, se pueden diferenciar en linfocitos 
B, linfocitos T o en células NK (Natural Killers). Por otro lado, los progenitores 
mieloides comunes producen megacariocitos, eritrocitos, mastocitos y 
mioblastos.  En la Figura 3.1 se presenta un esquema de la hematopoyesis.  
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Otros conceptos importantes son la proliferación y la apoptosis. La 
proliferación celular implica aumentar el número de células maduras producidas 
a partir de una célula que se ha diferenciado a un linaje particular. El proceso de 
apoptosis, también conocido muerte celular programada, es una vía de 
destrucción celular provocada por el mismo organismo.  
 
Normalmente, hay un control de los procesos de proliferación, apoptosis y 
diferenciación de las células progenitoras ya que una alteración de estos 
procesos puede ser peligrosa para el organismo. Concretamente, la apoptosis es 
muy importante debido a que permite la destrucción de células dañadas evitando 
la aparición de enfermedades como el cáncer, enfermedad en la cual se  produce 
la replicación indiscriminada de células que han sufrido alteraciones a nivel 
celular.  
3.2. Tipos de células linfoides 
Los linfocitos T y B  son responsables de la respuesta inmune específica. 
Se originan en los órganos linfoides primarios, médula ósea roja y timo, para 
después migrar a espacios tisulares y a los órganos secundarios, bazo, tejidos 
linfoides asociados a mucosas y ganglios linfáticos. Suponen entre el 20 y el 40% 
de los leucocitos totales, existiendo alrededor de un billón de linfocitos en un 
adulto.  
Figura ‎3.1 Grafica que simplifica el proceso de la hematopoyesis (Fuente: AnSRo 2016 
[34]) 
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Existen tres poblaciones de linfocitos: células T, células B y células NK 
(natural killers), que se pueden caracterizar marcadores específicos en la 
superficie celular, pero son morfológicamente difíciles de diferenciar. [7] 
3.2.1. Linfocitos B 
Los  linfocitos B [8] son los encargados de elaborar anticuerpos y 
constituyen entre el 5 y el 15% de todos los linfocitos. La diferenciación normal 
de los linfocitos B comienza con las células progenitoras B. Las células B 
progenitoras que maduran en la médula ósea pueden morir por apoptosis o 
transformarse en células B inmaduras. La maduración de las células B inmaduras 
ocurre dentro del folículo linfoide. Una vez entran en el folículo, las células 
inmaduras se diferencian y se transforman en células B vírgenes. A continuación, 
las células B vírgenes circulan por la sangre periférica hasta los órganos linfoides 
secundarios donde se llevara a cabo su activación. Los órganos linfoides 
secundarios reciben un suministro constante de antígenos que será definitivo 
para la activación de las células B vírgenes. Las células B vírgenes serán 
activadas al entrar en contacto con un antígeno y se diferenciaran en dos tipos: 
células plasmáticas secretoras de anticuerpos y células B de memoria. Las 
células plasmáticas secretan anticuerpos con el objetivo de la neutralización de 
antígenos mediante la unión a ellos, son de vida corta. Por otro lado, las células 
B de memoria se forman contra antígenos encontrados durante la respuesta 
inmune primaria, pueden vivir años en el cuerpo y proporcionan una respuesta 
rápida durante una segunda exposición al antígeno. En la Figura Figura ‎3.2 se 




Figura ‎3.2 Diagrama que muestra el proceso de maduración de las 
células B (Fuente: Rashidi et al 2008 [35]) 
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3.3. Neoplasias linfoides 
Las neoplasias linfoides [9-10] son un conjunto de enfermedades malignas 
que proceden de células linfoides y se desarrollan en el sistema linfático, que 
también puede formar parte del sistema inmunitario del cuerpo humano. Las 
neoplasias pueden ocurrir en forma de leucemia, implicando la médula ósea y la 
sangre, y/o linfomas, tumores que afectan a los órganos linfoides.  
El linfoma es una proliferación maligna de linfocitos. Esta proliferación 
generalmente ocurre dentro de los ganglios linfáticos, aunque a veces puede 
afectar a otros tejidos como los del hígado y el bazo. Debido a que el tejido 
linfático se encuentra en todo el cuerpo, esta alteración puede surgir en cualquier 
parte de éste. Además, durante el desarrollo de esta enfermedad se produce una 
disminución en el funcionamiento del sistema inmunitario. En caso de que la 
médula ósea se haya visto afectada, se puede producir anemia u otros cambios 
en la sangre.  
La mayoría de las neoplasias de linfocitos B aparecen en las células 
centrales localizadas en la corteza del ganglio linfático, concretamente en el área 
conocida como folículo linfoide.  Se cree que la mayor parte de los linfomas 
localizados en esta área están asociados con células B vírgenes. Cuando estos 
tipos de células neoplásicas alcanzan la sangre periférica, significa que linfoma se 
ha leucemizado. Ello significa que circulan en sangre células leucémicas de origen 
linfoide y, por tanto, se tiene la posibilidad de analizar su morfología e 
immunofenotipo. La morfología y el inmunofenotipo son suficientes para el 
diagnóstico de la mayoría de las neoplasias linfoides.  En la Figura 3.3 se 
presenta un esquema de los tipos de neoplasmas en función del tipo de linfocito 
B que sufre la alteración celular.  
Figura ‎3.3 Representación esquemática de la diferenciación de células B y su 
relación con las principales neoplasias de células B (Fuente: Tucker LeBien et al 
2008 [8]) 
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Las neoplasias linfoides maduras engloban más del 90% de los 
neoplasmas linfoides del mundo y su clasificación se basa en la utilización de 
toda la información disponible para definir las diferentes enfermedades. A 
continuación, se presentará la clasificación adoptada por la OMS Organización 
Mundial de la Salud (OMS), actualizada en 2008, que representa un consenso 
mundial  sobre el diagnóstico de estos tumores.   
3.4. Clasificación de las neoplasias según la 
OMS 
Neoplasias de células B maduras 
 Leucemia linfocítica crónica  
 Leucemia prolinfocítica de células B 
 Linfoma esplénico de la zona marginal 
 Leucemia de células vellosas o tricoleucemia 
 Linfoma linfoplasmocítico 
 Mieloma de células plasmáticas 
 Linfoma extranodal de la zona marginal del tejido linfoide asociado a las 
mucosas (linfoma MALT) 
 Linfoma folicular 
 Linfoma de células del manto 
 Linfoma difuso de células B grandes (DLBCL), NOS (Not Otherwise 
Classified) 
 Linfoma de la zona marginal nodal 
 Linfoma de Burkitt 
3.5. Morfología de las células B neoplásicas 
El recuento diferencial de leucocitos es una prueba que se realiza con la 
finalidad de conocer el porcentaje de cada subpoblación de leucocitos en sangre. 
Esta prueba es una valiosa herramienta tanto en la orientación diagnóstica como 
en la realización de diagnósticos definitivos. Al ser el estudio morfológico el 
primer paso en el diagnóstico, el reconocimiento de linfocitos neoplásicos puede 
contribuir a un rápido diagnóstico de las enfermedades de células B, permitiendo 
una intervención terapéutica rápida. 
La distinción morfológica entre diversos tipos de célula linfoides requiere 
experiencia y habilidad; no existen valores objetivos para definir variables 
citológicas. 
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Figura ‎3.4. Ejemplos de células neoplásicas (Fuente Santiago 
Alférez [9] 
En la leucemia linfática crónica (LLC), se encuentran células linfoides 
pequeñas con cromatina agrupada y citoplasma escaso. Las células 
correspondientes a la leucemia de células vellosas o “hairy cell leucemia” (HCL) 
son más grandes que los linfocitos normales y cuentan con abundante citoplasma 
con bordes irregulares por la presencia de vellosidades. En el linfoma folicular 
(LF), la membrana nuclear de los linfocitos es irregular y presentan cromatina 
condensada sin nucléolo visible. En el linfoma de células de manto (LCM), el 
contorno nuclear de las células es irregular y escindido que puede ser similar al 
encontrado en células de LF. Los prolinfocitos son células ligeramente mayores 
que poseen un nucléolo poco aparente. [9]  
3.6. Introducción a la microscopía óptica 
La microscopía óptica  implica la difracción, reflexión o refracción de luz 
visible proveniente de una fuente en una muestra. Esta luz atraviesa lentes 
ópticos simples o múltiples con el objetivo de conseguir una vista ampliada del 
sujeto de estudio. La imagen resultante puede ser detectada por el ojo humano, 
impresa en una placa fotográfica o registrada y mostrada digitalmente. [11] 
Un microscopio básico de luz está compuesto por una lente sencilla o un 
sistema de lentes, sistema óptico, sistema de iluminación y sistema de soporte i 
muestreo. La técnica más sencilla de microscopía óptica es la de campo claro. 
Debido a su sencillez presenta un seguido de limitaciones: 
 Dificultad para visualizar de objetos que no sean oscuros o fuertemente 
refractarios. 
 La resolución se ve afectada por el fenómeno de difracción, limitando el 
límite de ampliación. 
 Baja resolución aparente debido al desenfoque del material fuera de foco 
3.6.1. Técnicas de microscopía óptica 
Debido a que las estructuras celulares son incoloras y transparentes, se 
carece de suficiente contraste para realizar exitosamente el estudio de las 
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mismas. A causa de esta problemática, se han desarrollado una serie de técnicas 
que hacen uso tanto de las diferencias en el índice de refracción de las 
estructuras celulares como de productos químicos para proporcionar una imagen 
mejorada. A continuación se exponen algunas de las técnicas de microscopía 
óptica [12-13] utilizadas para mejorar el contraste de la muestra:  
 Campo claro: Es la forma más simple de microscopía donde la luz pasa 
reflejada o a través del espécimen. La muestra es iluminada desde abajo y 
observada desde arriba.  Las limitaciones han sido citadas anteriormente y 
en cuanto a sus ventajas se debe tener en cuenta la simplicidad y la fácil 
preparación de la muestra. 
 Tinción: La forma más común de aumentar el contraste es manchar las 
diferentes estructuras con tintes selectivos. Esta técnica no es adecuada 
para el estudio de células vivas ya que el uso de productos sintéticos 
implica la muerte y fijación de la muestra. Además, la tinción también 
puede introducir artefactos, detalles estructurales que no representan 
características legítimas de la muestra sino que, contrariamente, han sido 
introducidas durante su procesamiento. 
 Iluminación oblicua: Se utilizada la iluminación lateral para dar a la 
imagen un aspecto tridimensional y poder visualizar características de lo 
contrario invisibles. Esta técnica presenta las mismas limitaciones que la 
microscopía de campo claro. 
 Campo oscuro: Esta técnica utiliza una fuente de luz cuidadosamente 
alineada para minimizar la cantidad de luz transmitida que entra en el 
plano de la imagen y recoger sólo la luz dispersada por la muestra. El 
contraste en objetos tranparentes sufre una gran mejora y a su vez  el 
tiempo de preparación de la muestra es reducido. De todas formas, la 
imagen resultante sigue afectada por la baja resolución aparente además 
de baja intensidad luminosa. 
 Contraste de fase: Técnica ampliamente utilizada que muestra diferencias 
en el índice de refracción como diferencia de contraste. Por ejemplo, en 
una célula el núcleo se observará oscuro en contraste con el citoplasma. 
Uno de sus principales desventajas la formación de un halo  alrededor de 
los objetos que oscurece el detalle. 
 Contraste de interferencia diferencial: Las diferencias en la densidad óptica 
se muestran como diferencias en el relieve.  Se debe tener en cuenta que 
esto es simplemente un efecto óptico y por tanto el relieve no se asemeja 
necesariamente a la forma verdadera del objeto. El contraste obtenido es 
alto, se logra una reducción de la profundidad de campo y un aumento de 
resolución, pero su coste es más elevado. 
 Reflexión por interferencia: Basada en la adhesión celular al cubreobjetos 
para producir una señal de interferencia. En el caso de que no haya 
ninguna célula en contacto con el cristal no habrá interferencia.   
 Fluorescencia: La fluorescencia es un fenómeno que se produce al iluminar 
con luz de alta energía ciertos objetos y despedir estos como consecuencia 
una luz de frecuencia más baja. El uso de tintes fluorescentes puede ser 
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útil para teñir diferentes estructuras. Debido a la alta sensibilidad de este 
método permite la detección de moléculas individuales.  
 Técnicas de subdifracción: En los últimos tiempos se han desarrollado 
técnicas de microscopía de super-resolución que evitan la barrera de 
difracción. Estas se basan en  la proyección de varias imágenes de una 
muestra suficientemente estática mientras se modifica la luz de excitación 
o se observan los cambios estocásticos en la imagen.  
3.7. Estado del arte del procesado de 
imágenes digitales de sangre periférica 
Actualmente la utilización de sistemas automatizados de morfología digital   
permite facilitar y agilizar el análisis de las muestras sanguíneas recogidas. Estos 
sistemas utilizan microscopía motorizada, procesamiento digital de imagen y 
reconocimiento de patrones para identificar y  preclasificar los diferentes tipos de 
células sanguíneas normales, mostrándolos posteriormente en pantalla para que 
un facultativo confirme o reclasifique las células identificadas. [9] Algunos de 
estos sistemas son: Medica EasyCell [14], HemaCam [15] y CellaVision DM96 
[4].  
Tal y como se ha mencionado en el capítulo 1, este proyecto parte de la 
tesis doctoral “Methodology for Automatic Classification of Atypical Lymphoid 
Cells from Peripherial Blood Cell Images”. La tesis se presentó en 2015 y fue el 
inicio de la colaboración entre el grupo Codalab, del Departament de 
Matemàtiques de la Escola Universitària d’Enginyeria Tècnica Industrial de 
Barcelona (ahora la Escola d’Enginyeria de Barcelona Est - EEBE) con la Unidad 
de Citología del Laboratorio CORE del Hospital Clínic de Barcelona. En la tesis, se 
presentaba un método de clasificación de células linfoides de sangre periférica. 
Los sistemas automatizados existentes hasta la fecha son capaces de clasificar 
células sanguíneas normales, aunque no son capaces de diferenciar entre 
diferentes tipos de células linfoides neoplásicas. El desarrollo del algoritmo 
implementado en la tesis, sobre el cual se basa este proyecto, propone una 
solución para proporcionar una clasificación automática de manera rápida, ya 
que debido a las similitudes entre los diferentes grupos de linfocitos anormales 
esta clasificación es extremadamente difícil de realizar visualmente y requiere 
habitualmente la realización de pruebas adicionales más lentas y costosas. 
3.8. Obtención de la imagen 
Para la adquisición de las imágenes sobre las cuales se va a trabajar en 
primer lugar se debe preparar la muestra de manera adecuada. A causa de la 
naturaleza incolora de la célula o conjunto de células a estudiar, tal y como se ha 
especificado en el apartado 3.6, el contraste debe ser aumentado con el objetivo 
de visualizar tanto la célula como sus estructuras internas. Se debe tener en 
cuenta que este primer paso es de suma importancia. Por ello, la técnica de 
contraste ha de ser cuidadosamente escogida y debe ser la que mejor se ajuste a 
las características del estudio, ya que de esta manera se evitarán imágenes 
degradadas o con excesivo ruido que inducirían errores en el proceso de 
segmentación y clasificación. En este caso, se utilizan las técnicas de campo 
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claro y tinción expuestas en el apartado 3.6.1. Concretamente, la tinción se 
realiza mediante un proceso automático automática utilizando la técnica conocida 
como May Grünwald-Giemsa y proporciona a los linfocitos un color púrpura.  
Una vez la muestra ha sido debidamente preparada, se procede a la 
adquisición de la imagen. Para la realización de este estudio se han utilizado 
imágenes obtenidas mediante un microscopio óptico y una cámara digital 
existentes en el laboratorio Codalab en la EEBE. El microscopio óptico empleado 
es el modelo BX43 de Olympus [16] y la cámara empleada para la adquisición de 
las imágenes es el DP73 de Olympus [17]. El microscopio cuenta por defecto con 
un aumento 10 aumentos, 10x. Para la adquisición de las imágenes se utiliza un 
objetivo de 100 aumentos, 100x, siendo pues el aumento total aplicado sobre las 
células de 1000x. 
3.9. Metodología 
El algoritmo original sobre el cual se efectuarán las pertinentes 
modificaciones durante este estudio fue originalmente diseñado para trabajar 
sobre las imágenes obtenidas por el sistema CellaVision DM96. A continuación, 
se exponen las principales diferencias entre la imagen adquirida por el sistema 
CellaVision DM96 y la obtenida mediante microscopía óptica manual. 
El primer lugar, los dos sistemas proporcionan imágenes con distinta 
resolución. Mientras que la imagen de CellaVision DM96 tiene una resolución de 
360 x 363 píxeles, contando con un total de 130680 píxeles, la imagen obtenida 
por microscopía óptica y cámara digital tiene una resolución de 1800x2400, 
contando con un total de 4320000 píxeles. La profundidad de bits también es 
diferente entre los dos tipos de imagen, siendo de 8 bits para las imágenes de 
CellaVision DM96 y de 12 bits para las imágenes utilizadas en este proyecto. 
Debido a que el algoritmo original trabaja sobre unas dimensiones específicas, se 
debió reajustar una serie de parámetros para que la segmentación se pueda 
llevar acabo correctamente. El formato de almacenamiento de las imágenes 
también difiere entre los dos sistemas. Mientras que el sistema CellaVision DM96 
utiliza el formato JPG, comprimido, las imágenes del estudio se hallan en formato 
TIFF, sin compresión. Además, el sistema de CellaVision DM96 es completamente 
automático. De esta manera el proceso es agilizado y  tan sólo deberá ser 
confirmado por un médico al visualizar la imagen obtenida en pantalla. 
CellaVision DM96 centra todas las imágenes en la célula detectada. Por tanto, 
cuando se encuentra con una agrupación de células, en vez de tomar una 
fotografía que las incluya a todas, adquiere imágenes en cuyo centro aparece 
cada una de ellas de forma individualizada. Las fotografías tomadas por el 
microscopio son tomadas  manualmente por un técnico, por lo cual la célula 
nunca aparecerá perfectamente centrada y para una agrupación pequeña de 
células se tomará una única fotografía. El algoritmo sobre el cual se trabaja 
segmenta únicamente la célula central. Por lo tanto, en las imágenes de 
microscopía tomadas de forma manual donde aparezcan varias células se 
segmenta únicamente una de ellas. La modificación de esta condición puede ser 
fácilmente adaptable pero sobrepasa el alcance del trabajo.  
Finalmente, el sistema automatizado de CellaVision DM96 representa un 
coste monetario mucho más elevado. Consecuentemente, la adaptación del 
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algoritmo a un sistema de microscopía óptica permitiría el soporte a la 
clasificación automática de células linfoides neoplásicas en cualquier laboratorio.  
La adaptación del algoritmo de segmentación a las imágenes de 
microscopía sobre las cuales se trabaja se realizará mediante el software Matlab. 






Este capítulo 4 expone el algoritmo de segmentación, siendo éste el punto 
de partida para el proyecto y vía para la obtención de las tres regiones de interés 
de las células: núcleo, citoplasma y región externa.  El algoritmo consta de tres 
etapas: el pre-procesamiento, la segmentación de la célula y el post-
procesamiento. La Figura ‎4.1 presenta un diagrama que pretende resumir los 
pasos del algoritmo a la vez que facilitar su explicación para la primera y la 
segunda etapa del proceso. Tal y como se ha explicado en el apartado ‎3.9, el 
algoritmo de segmentación fue diseñado para trabajar con imágenes 
provenientes del equipo CellaVision DM96 y de mucha menor resolución a las 
obtenidas por el microscopio óptico. El proceso de segmentación de las células es 
complejo e implica un gran número de funciones. El buen funcionamiento de este 
algoritmo es básico en el desarrollo del proyecto ya que todos los pasos 
posteriores dependen directamente de él. 
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4.2. Pre-procesamiento 
El primer paso del algoritmo de segmentación es la obtención del fondo y 
los hematíes de la imagen. Para ello, en primer lugar, se efectúa un filtrado de la 
imagen original, Figura Figura ‎4.2, y se define el espacio de color en el cual se 
trabajará, siendo este el YCrCb. Una vez definidos los primeros parámetros se 
inicializa el algoritmo spatial kernel fuzzy c-means (sKFCM).  
La técnica fuzzy c-means (FCM) [18] es un algoritmo de agrupamiento 
difuso. Es decir, permiten asignar a los puntos de una muestra más de una 
pertenencia dentro de los grupos de la misma. La definición del criterio de 
agrupamiento viene dada por una función objetivo que depende de la partición 
difusa. En general, el procedimiento consiste en minimizar iterativamente esta 
función hasta obtener la partición difusa óptima. El criterio de agrupamiento que 
se sigue está asociado a la distancia cuadrática entre los elementos de la 
muestra y los centros de los grupos. Las salidas para la función son: los centros 
finales de los grupos, la matriz de partición difusa que indica el grado de 
pertenencia de cada punto a los grupos y la función objetivo. Es importante 
además definir un criterio de parada para la optimización que puede ser tanto un 
número determinado de iteraciones como una pequeña variación en la matriz de 
partición difusa.   
Figura ‎4.2 Imagen original de un linfocito variante  
Figura ‎4.1 Diagrama que resume los pasos del algoritmo de 
segmentación (Fuente:Santiago Alférez et al 2016 [36]) 
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El algoritmo FCM  es un algoritmo que consiste en minimizar la función 
objetivo 
       
      
 
 
   
     
 
 
   
 ( ‎4.1) 
Donde       
      
  es la distancia entre un punto de la muestra   
  y el 
centro de un grupo   ,    
  es el grado de pertenencia de    
  a   , m es una 
constante indicadora del grado de difusión, N el número de muestras y C el 
número de grupos. En el caso estudiado cada punto,   , de la muestra, x, 
corresponde a un píxel de la imagen. 
Los pasos seguidos por el algoritmo son los siguientes: 
1. Elegir una partición    inicial. Esta partición indica la probabilidad de 
cada uno de los puntos    
  de pertenecer a cada uno de los grupos. 
2. En el paso r calcular los centros de los vectores        a partir de 
  , siendo k las iteraciones, mediante 
   
    
    
 
   
    
  
   
 (‎4.2) 
3. Actualizar la matriz    a       mediante  
    
 
  
         
         
 
 
   
 
   
 
(‎4.3) 
4. Repetir los puntos 2 y 3 hasta llegar al criterio de parada.  
El algoritmo empleado, skFCM, para la obtención de los diferentes grupos 
de la imagen mantiene el mismo principio que se ha visto en FCM pero 
modificando la función objetivo mediante la introducción de funciones kernel  e 
utilizando información espacial para modificar la matriz de partición [9]. 
Mediante este algoritmo de agrupación, a partir de la imagen en el espacio 
YCrCb, se logra obtener (separar) tres grupos: la célula, los eritrocitos y el 
fondo. Estos tres grupos se pueden visualizar en la Figura Figura ‎4.3. 
 
Figura ‎4.3 Grupos célula (1), eritrocitos(2) y fondo (3) resultantes de la 
segmentación mediante sKFCM de la imagen de la Figura ‎4.2. 
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Una vez se han separado los tres grupos con el algoritmo sKFCM, se 
procede primero a la utilización del método de Otsu para binarizar el grupo 
eritrocitos obtenidos. Una binarización es una umbralización en dos niveles y se 
emplea para separar los objetos del fondo. El método de Otsu [19] utiliza la 
varianza, siendo esta la medida de dispersión de valores (dispersión de niveles 
de gris). Su objetivo es calcular el valor umbral de manera que la dispersión 
dentro de cada clase sea la mínima posible, pero a su vez la dispersión entre 










 A continuación, se procede a la utilización de una serie de operaciones 
morfológicas junto con la transformación watershed (WT). Las operaciones 
morfológicas están basadas en la teoría de conjuntos y son utilizadas para 
simplificar imágenes manteniendo las principales características de los objetos. El 
valor de cada píxel en la imagen resultante depende de ese píxel en la imagen 
original y su relación con la vecindad. Esto permite identificar y reconstruir 
formas distorsionadas o con ruido. Los operadores morfológicos básicos  son: la 
erosión, la dilatación, la apertura  y el cierre. La ecuación (‎4.4) define la erosión 
e indica que la erosión de   por   es el conjunto de todos los puntos   tal que  , 
trasladada por el vector  , está contenida en  , siendo tanto   como   conjuntos. 
La ecuación (‎4.5) define la dilatación e indica que la dilatación de   por   es el 
conjunto de todos los desplazamientos,  , tal que   y   se superponen en un 
elemento al menos, siendo tanto   como   conjuntos. La ecuación (‎4.6) define la 
apertura e indica que la apertura de   por   es la erosión de   por   seguida de 
la dilatación del resultado por  , siendo   un conjunto y   un elemento 
estructural. La ecuación (‎4.7) define el cierre e indica que el cierre de   por   es 
la dilatación de   por   seguida de la erosión del resultado por  , siendo   un 
conjunto y   un elemento estructural [20] [21]. 
                 (‎4.4) 
                    (‎4.5) 
                    (‎4.6) 
                    (‎4.7) 
Figura ‎4.4 Imagen obtenida después de binarizar el grupo 2 de la Figura ‎4.3 
mediante el método Otsu. 
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Para facilitar la comprensión de estas operaciones, en la Figura Figura ‎4.5 
se visualiza el resultado de la aplicación de algunos de los operadores 
morfológicos más utilizados en procesado de imágenes.  
 
Figura ‎4.5 Operaciones morfológicas básicas utilizadas en el procesado 
de imágenes binarias: erosión, dilatación, obertura y cierre. En (a) se 
muestra un ejemplo de imagen binaria, de (b) a (e) se muestra el 
resultado de aplicar estas operaciones a (a).( Fuente: Steven W. Smith, 
1997 [20]) 
Para poder comprender el funcionamiento del algoritmo WT se debe tener 
en cuenta que las imágenes en escala de grises pueden ser vistas como un 
relieve topográfico. En esta interpretación topográfica de la imagen se interpreta 
el nivel de gris de un píxel como su altura en relieve. Hay diversos tipos de WT. 
De todas formas, en este proyecto se describe únicamente el propiamente 
utilizado en el algoritmo de segmentación. El algoritmo WT utilizado se basa en 
la colocación de una fuente de agua en cada mínimo local de la imagen. Así, por 
tanto, se inunda progresivamente el relieve a medida que se construyen barreras 
en los puntos donde se une el agua nacida en diferentes fuentes. [22] 
En primer lugar, se obtiene el grupo foreground, elementos no 
pertenecientes al fondo.  Para ello, se realiza una conversión del espacio de color 
RBG a YcbCr y se aplica una umbralización mediante el método Otsu. En la 








Figura ‎4.6. Obtención del foreground. 
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Para la obtención de la célula, en la Figura ‎4.7 se efectúa una diferencia 
lógica entre la máscara del foreground, Figura ‎4.6, y la máscara eritrocitos, 






Posteriormente, se procede a calcular la imagen que resulta al combinar la 
máscara adelgazada de eritrocitos con la célula. Sobre ella, se aplica primero la 
transformada distancia [23] expresada en la ecuación (‎4.8). Esta transformada 
se aplica sobre imágenes binarias y se calcula la distancia euclídiana entre cada 
uno de los píxeles con valor igual a 0 y el píxel más cercano con un valor 
diferente de cero.  
          
                                                                                              
                                                  
  (‎4.8) 
Donde Bg es el fondo, Ob es el objeto, x e y son las coordenadas de los 
píxeles que forman la imagen,                ya que se trata de la distancia 
euclídiana. 
Una vez obtenida la transformada distancia se aplica la transformada H 
mínima. Esta transformada se encarga de eliminar los píxeles iguales o menores 
a un valor h y a la vez incrementar en un factor h los demás. Sobre el resultado 
obtenido se aplica la WT, Figura ‎4.8. 
 
Con el objetivo de poder determinar cuántas células se encuentran en la 
imagen, se obtiene una aproximación de los núcleos. Para ello se aplican sobre la 
Figura ‎4.7 Resta entre el foreground (Figura ‎4.6) y los eritrocitos (Figura 
‎4.4) y resultado tras aplicar operadores morfológicos respectivamente. 
Figura ‎4.8 Tranformada de distancia aplicada sobre la combinación de la 
Figura ‎4.4 y Figura ‎4.7 final. Imagen de etiquetas resultados de aplicar WT 
sobre la transformada de distancia. 
Sara Rarís Miralles  
 - 32 - 
imagen una serie de operadores morfológicos que tienen como objetivo eliminar 
artefactos causados por la tinción. Una vez han sido eliminados, se puede contar 
a partir de ellos la cantidad de células. A continuación, se asocia el centroide de 
cada uno de los núcleos con su respectiva región de la imagen de etiquetas y se 
procede a recortar la imagen a partir de la región externa. Finalmente, se calcula 
la media del fondo y se sustituyen tanto los hematíes como los eritrocitos por el 
valor obtenido. Así pues, la única célula que resta en la imagen es la célula 
linfoide. 
4.3. Segmentación de la célula 
Con el objetivo de realizar la segmentación final, se utiliza la imagen 
recortada y pre-procesada  de la célula y se realiza un cambio de espacio de 
color de RGB a YCbCr. En primer lugar, se efectúa una agrupación en tres 
conjuntos utilizando un modelo mixto Gaussiano, (GMM), a los píxeles de la 
imagen en YCbCr. El GMM [24-26] es un modelo probabilístico de agrupación que 
calcula la probabilidad de pertenencia de cada píxel a cada uno de los grupos. La 
clasificación final se realiza mediante la asignación de los elementos al grupo 
más probable. Una Gaussiana mixta es una superposición lineal de distribuciones 
Gaussianas con parámetros diferentes, representada por la ecuación ( ‎4.9). El 
objetivo es calcular los parámetros          que definen cada una de las 
distribuciones para obtener un modelo que se ajuste más a la muestra.  
                   
 
   
 ( ‎4.9) 
Donde   es el coeficiente de mezcla,  la distribución normal N viene dada 
por la covarianza  , la media  , K es el número de distribuciones Gaussianas y X 
el conjunto de puntos x que forman la Gaussiana. Se requiere que        
     
 
   . 
Se pueden tomar los coeficientes de mezcla como probabilidades iniciales 
de que un punto x seleccionado fuera generado por la distribución Gaussiana 
           . A continuación, para un punto x se evalúan las probabilidades de 
pertenencia a un grupo k, siendo k una distribución Gaussiana. Estas 
probabilidades    reflejan la incertidumbre sobre cuál de los grupos k genera x y 
se calculan aplicando la regla de Bayes descrita por la siguiente ecuación: 
         
             
              
 
   
 ( ‎4.10) 
Donde       es la probabilidad de que suceda   ,          es la probabilidad 
de que suceda B dado que sucedió    y el denominador la regla de la probabilidad 
total igual a       
Consecuentemente, cuanto mayor sea   , descrita por la ecuación (‎4.11), 
más probabilidades tendrá el punto x de pertenecer al grupo k. 
      
             
              
 
   
 (‎4.11) 
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El algoritmo Expectation-Maximization, EM, se utiliza sobre GMM para el 
montaje de modelos gaussianos mixtos. Este es un algoritmo iterativo que 
consiste en dos pasos: estimación y maximización. El objetivo es maximizar el 
logaritmo de la ecuación ( ‎4.9) hasta que se produzca la convergencia. 
Los pasos seguidos por el algoritmo son los siguientes: 
1. Inicializar la media   , la covarianza   y el coeficiente de mezcla   
para cada uno de los grupos y evaluar el logaritmo de la ecuación ( 
‎4.9). 
2. Estimación: evaluar las probabilidades mediante la ecuación (‎4.11). 
3. Maximización: Reestimación de los parámetros   ecuación (‎4.12),  
ecuación (‎4.13) y   ecuación (‎4.14), utilizando las responsabilidades 
obtenidas en el paso previo: 
    
         
 
   
       
 
   
 
(‎4.12) 
    
                     
  
   
       
 
   
 (‎4.13) 
   
 
 
       
 
   
 (‎4.14) 
4. Evaluación del logaritmo de la ecuación ( ‎4.9) y, si no hay 
convergencia volver al paso 2. 
A partir del grupo núcleo obtenido por GMM se aplican operadores 
morfológicos para segmentar el núcleo definitivamente. Para la obtención de la 
célula se suman los dos grupos de núcleo y citoplasma, Figura ‎4.9, y se aplican 
también operadores morfológicos para eliminar posibles áreas internas causadas 





Figura ‎4.9 Grupos núcleo (1), célula(2) y fondo (3) obtenidos mediante GMM. 
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4.4. Post-procesado 
La etapa de post-procesado está destinada a la separación de células 
colindantes. Para decidir si existen células contiguas se utiliza la varianza circular 
de la región de interés obtenida para la célula y para el núcleo. En caso 
afirmativo, se procesan de nuevo las tres RDI de las células mediante la 
utilización de la transformada de distancia, la trasformada H mínima y WT con 
marcadores para separarlas todas.  
4.5. Segmentación final 
La función segmentación produce una estructura con el “Bounding Box” 
(BB), siendo este el rectángulo menor que  contiene la región externa de la 
célula. Además, también proporciona las imágenes binarias, a las que 
llamaremos máscaras, de las RDI de la célula, ver Figura ‎4.10.  
Es importante tener presente, sobre todo para comprender el trabajo que 
se efectuará en el capítulo 5, que la imagen de la célula ha sido recortada a 
partir de las coordenadas proporcionadas por el BB. Por tanto, las máscaras son 
imágenes que tienen el tamaño del BB y no de la imagen original.  
Finalmente, para poder visualizar de forma clara la segmentación 
producida se superponen los bordes de las máscaras sobre el recorte de la 
imagen en la Figura ‎4.11.  
 
Figura ‎4.11 Superposición de las máscaras de la Figura ‎4.10 en la imagen 
recortada de la célula. 
Figura ‎4.10 RDI de la región externa, la célula y el núcleo respectivamente 
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CAPÍTULO 5: 
MODIFICACIONES SOBRE 
EL ALGORITMO  
 
5.1. Introducción 
Tal y como se ha expuesto en el capítulo 1, el punto de partida de este 
proyecto es el algoritmo de segmentación que analiza células obtenidas por el 
sistema de CellaVision DM96. Las características de las imágenes para las cuales 
fue diseñado el algoritmo son diferentes a las de las imágenes obtenidas del 
microscopio utilizado en este trabajo. Las principales discrepancias entre ambos 
métodos de adquisición son la resolución, la profundidad de bits, el formato y la 
compresión.  
Este capítulo tiene como objetivo la explicación de los procesos 
desarrollados para lograr efectuar una correcta segmentación de las imágenes 
del microscopio. Concretamente, fueron exploradas dos vías que proporcionan 
una solución al problema: 1) Re-escalado y 2) Características SURF. La primera 
es superior a la segunda debido a su rapidez y menor coste computacional. La 
segunda vía, aun no siendo óptima para el objetivo propuesto, resulta 
interesante ya que logra identificar y corregir posibles rotaciones que se pueden 
producir sobre la célula en el momento de la adquisición de la imagen.  
En la Figura ‎5.1 se puede visualizar un diagrama que ilustra los pasos 
seguidos por las dos vías de acción con el objetivo de lograr adaptar el  
procedimiento a las imágenes del microscopio. 
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5.1. Lectura de la imagen 
El principal problema que se plantea a la hora de realizar la adaptación de 
las máscaras obtenidas por el sistema CellaVision DM96 a las imágenes 
obtenidas por microscopía óptica es la diferencia en la resolución. Las imágenes 
tratadas originalmente tienen una profundidad de 8bits y una resolución de 
363x360 píxeles. En cambio, las imágenes tomadas con el microscopio cuentan 
con una profundidad y una resolución muy superior, 12bits y 1800x2400 píxeles. 
La alta resolución de las imágenes del microscopio supone un incremento en la 
cantidad de información extraíble. Por otra parte, también supone un aumento 
del coste computacional, ya que cuanta más información se deba procesar 
durante la ejecución del algoritmo más lento será éste y mayor espacio será 
requerido para su almacenamiento. Por esta razón, la solución implementada 
busca posibilitar la extracción de toda la información disponible en las imágenes 
de microscopía reduciendo el coste computacional del algoritmo de segmentación 
al máximo.  
Figura ‎5.1 Diagrama de los pasos seguidos para adapatar las máscaras a las imágenes 
del microscopio. 
Figura ‎5.2 Imágenes y sus respectivos histogramas antes y después del re-escalado 
manual 
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El software Matlab es capaz de procesar tanto imágenes de 8bits como 
imágenes de 16bits, en cambio, no procesa imágenes de 12bits. Con el objetivo 
de no perder información, cuando el programa intenta abrir una imagen de esta 
profundidad la procesa en forma de 16bits. De este modo, los cuatro últimos bits 
no tienen información y se rellenan con ceros, equivalente al color negro. 
Consecuentemente, la imagen visualizada se oscurece. El oscurecimiento de la 
imagen no afecta a la información de ésta, ya que en ningún momento se 
modifica. De todas formas, la reducción del contraste complica la visualización de 
las imágenes para el ojo humano. Para corregir esta característica se ha 
efectuado un re-escalado manual de los valores de intensidad de los píxeles. En 
la Figura ‎5.2 se muestran las imágenes y el histograma de las mismas antes y 
después del re-escalado manual. 
5.2. Adaptación de las máscaras  
Tal y como se ha explicado en el capítulo 3, debido a que el algoritmo 
original trabaja sobre unas dimensiones específicas, se deberán reajustar una 
serie de parámetros para que la segmentación se pueda llevar acabo 
correctamente. Una vez se ha podido visualizar la imagen adecuadamente, se 
procede a adaptar el procedimiento a las imágenes de microscopía óptica. Tal y 
como se ha expuesto en la introducción del capítulo, se han encontrado dos 
soluciones para este problema. Sin embargo, ambas se hallan englobadas en un 
contexto superior que presenta una disyuntiva inicial a resolver. La adaptación 
puede ser enfocada desde dos perspectivas diferentes. La primera opción se basa 
en la modificación de todo el algoritmo para poder ser aplicado directamente a 
las imágenes obtenidas por el microscopio. Debido a que las funciones utilizadas 
en el algoritmo original utilizan parámetros específicos que se ajustan a las 
medidas de la imagen tomadas por del sistema CellaVision DM96, al ser las 
dimensiones de la imagen diferentes lo son también las de los componentes de la 
misma. Un claro ejemplo de las muchas funciones y procesos que deberían ser 
reajustados es el del operador morfológico de apertura, ecuación (‎4.6), que 
elimina objetos menores a un valor prefijado. Al ser las dimensiones de los 
objetos radicalmente diferentes, no se podrían eliminar dichos objetos y por 
tanto la segmentación no se realizaría correctamente. La segunda opción opta 
por reducir el tamaño de las imágenes del microscopio, obteniendo así las 
máscaras directamente y sin necesidad de modificar el algoritmo principal. 
Posteriormente, las máscaras resultantes se aumentan de tamaño para que 
correspondan a las imágenes originales de mayor resolución.  
El algoritmo de segmentación, tal como se ha podido comprobar en el 
capítulo 4, realiza varios procesos y ejecuta varías funciones que proporcionan 
una gran robustez al método. Debido a la alta resolución de las imágenes 
original, incluso en caso de que se lograra obtener una correcta segmentación sin 
adaptar el algoritmo, hubiera significado una considerable ralentización del 
proceso debido al gran aumento del tamaño de las imágenes a tratar. El objetivo 
del proyecto no sólo es proporcionar un algoritmo que permita segmentar las 
regiones de la célula correctamente, sino que además tenga un coste 
computacional relativamente bajo. Por esta razón, se ha optado por la  obtención 
de las máscaras a partir de una imagen de resolución reducida y posteriormente 
realizar sobre ellas una ampliación para que se ajusten a las imágenes originales. 
Siguiendo este camino se han obtenido dos vías para lograr la segmentación. 
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Tal y como se ha justificado, el primer paso a efectuar es la reducción de 
la profundidad de bits, de 16 a 12 bits y luego a 8 bits, y de la resolución, de 
1800x2400 píxeles a 450x600 píxeles, para poder ejecutar el algoritmo de 
segmentación sobre las imagen de microscopia sin que se produzcan errores. 
Una vez se han obtenido las máscaras mediante el proceso de segmentación, 
éstas deben ser aplicadas a la imagen original. Para poder realizar esta acción se 
debe identificar la posición de la célula en la imagen. Esto es debido a que el 
producto del algoritmo de segmentación proporciona las máscaras en el contexto 
de una imagen ya recortada de la célula tal y cómo se puede observar en la 
Figura ‎4.11. 
Para identificar la posición de la célula dentro de la imagen grande, en un 
primer momento se planteó la posibilidad de utilizar técnicas como por ejemplo 
la correlación cruzada. Concretamente, la correlación cruzada mide el parecido 
entre dos imágenes, en este caso la imagen original del microscopio óptico y la 
imagen de la célula recortada después de la segmentación. El punto máximo de 
la correlación sería por lo tanto la posición en la cual las dos imágenes fueran 
idénticas. Estas técnicas se desestimaron rápidamente debido a que la diferencia 
de resolución entre ambas imágenes imposibilitan la detección de la célula 
puesto que se busca el modelo exacto proporcionado, y por lo tanto, no 
presentan invariabilitat ante cambios de escala. 
De este modo, se determinó que para localizar en la imagen original la 
célula recortada de menor resolución obtenida con el algoritmo, se precisaba 
trabajar con un método invariante ante el reescalado. Las características SURF 
cumplen con estos requisitos y permiten identificar la célula tras haber sufrido un 
cambio de resolución. Por otro lado, se debe tener en cuenta que el algoritmo de 
segmentación proporciona no sólo información sobre las máscaras sino también, 
las coordenadas del  BB. Así, tanto el problema de la identificación de la posición 
de la célula como la adaptación de las máscaras se resuelve mediante un cambio 
de escala por un proceso mucho más rápido y sencillo. Este cambio de escala 
corresponde a la primera vía de la cual se ha hablado anteriormente y será 
explicada a continuación. 
5.2.1. Primera vía 
Tal y como se ha expuesto, para agilizar el proceso de segmentación se ha 
efectuado una disminución del tamaño de la imagen de un factor de 4. Teniendo 
en cuenta que el tamaño de la imagen se ha reducido en un 25%, para obtener 
las coordenadas del BB de la célula original, de 1800x2400 píxeles, se deberá 
multiplicar el BB producto del algoritmo de segmentación por un factor de 4. De 
este modo se obtiene la posición de la célula en la imagen original. La misma 
operación puede ser aplicada sobre las máscaras, puesto que éstas se 
encuentran en el contexto del BB, para reajustar sus coordenadas a la imagen de 
mayor resolución. En la Figura ‎5.3 se puede observar el resultado de la 
adaptación de las máscaras a la imagen de un linfocito B obtenido a través de 
microscopia óptica. 
5.2.2. Segunda vía 
La segunda vía para la resolución del problema planteado utiliza las 
llamadas características SURF, Speed-Up Robust Features [2]. Tal y como se ha 
mencionado previamente, estas características consiguen localizar el objeto 
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deseado en la imagen a pesar de que éste haya sufrido cambios en su resolución 
o ángulo. Es decir, es invariante tanto al reescaldo como a las rotaciones. A 
pesar de que este procedimiento localiza la posición de la célula dentro de la 
imagen original, todavía se deben adaptar las máscaras obtenidas para la 
imagen de mayor resolución. Esta adaptación se realiza mediante la modificación 
de coordenadas que ha sido descrita anteriormente en la exposición de la 
primera vía para la resolución del problema.  
 A pesar de que las características SURF no se emplearon finalmente para 
la adaptación de las máscaras, su invariabilidad ante rotaciones permitieron la 
resolución de otros problemas. En el apartado en el Anexo A se profundiza más 
sobre su funcionamiento y la utilidad que puede presentar en ámbitos 
relacionados con la adquisición de imágenes por microscopía óptica.  
5.3. Resultado de la adaptación de las 
máscaras 
El primer método expuesto ha sido escogido para dar solución al problema 
planteado puesto que resulta ser más rápido y eficiente. La Tabla ‎5.1 refleja la 
diferencia de tiempo de ejecución entre las dos soluciones encontradas y 
reafirma la elección del primer método como solución óptima. 
 
Tabla ‎5.1. Tiempo de ejecución para adaptar las máscaras a las 
imágenes de microscopía óptica mediante las dos vías implementadas. 
Método Tiempo de ejecución (s) 
Vía 1 1.09 
Vía 2 5.97 
 
Figura ‎5.3 Máscaras aplicada a una imagen de un linfocito variante (CLR) 
obtenido por del microscopio  
Sara Rarís Miralles  
 - 40 - 
La Figura ‎5.4 ilustra las tres regiones de interés de la célula obtenidas: 
región externa, célula y núcleo, sobre las cuales se trabajará posteriormente 
para obtener la información necesaria para la clasificación según las diversas 












5.4. Resultados de la segmentación 
La segmentación se ha realizado sobre un conjunto de 9205 imágenes de 
11 clases diferentes obtenidas en el Laboratorio Core del Hospital Clínic de 
Barcelona. Los grupos seleccionados para el estudio son: célula linfoide reactiva 
(CLR), blastos, linfoma folicular (LF), leucemia de linfocitos grandes granulares 
de origen T (     ), leucemia de células de manto (LCM), leucemia linfocítica 
crónica(LLC_TIPICA), linfoma de zona marginal espánica (LZME),  síndrome de 
Sézary, prolinfocito, células plasmáticas (CP) y linfocito normal.   
5.4.1. Almacenamiento de datos 
En primer lugar, las imágenes proporcionadas por el Hospital Clínic han 
sido almacenadas en una base de datos por el grupo de investigaciónl. Para 
poder trabajar sobre ellas, esta base de datos debe ser llamada y la información 
de cada una de las células analizadas es guardada en un objeto tipo tabla de 
Matlab. Concretamente, se guardarán ocho variables que son descritas a 
continuación: 
1. Identidad: Copia del campo Identidad nombre pero realizando 
uniones entre algunas patologías de acuerdo a la agrupación de 
enfermedades o tipo de células. 
2. Tipo de célula: Grupo celular al cual pertenece la célula estudiada. 
Algunos tipos de célula han sido unidos de acuerdo a la patología o 
tipos más generales. 
3. Identidad nombre: Nombre de la patología a la cual está asociada 
la célula. 
4. Id tipo células base: Tipos de célula originales, antes de la 
combinación de grupos. 
5. Id historia: Identificador de la historia del paciente. 
Figura ‎5.4 Regiones segmentadas de una imagen del microscopio óptico: región 
externa y célula (1), célula (2), núcleo (3). 
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6. Fecha: Fecha en la cual se realizó el análisis de las células 
sanguíneas en laboratorio del hospital. Está asociado al frotis de 
sangre periférica. Un paciente puede tener varios frotis de 
diferentes días. 
7. Ruta: Carpeta donde se hallan almacenadas las imágenes. 
8. Archivos: Nombre del archivo correspondiente a la célula que se 
analiza. 
En la figura Figura ‎5.5 se puede observar un pequeño muestreo de la tabla 
con la información de las células a analizar obtenida por Matlab. 
Antes de poder extraer las características, las imágenes fueron 
segmentadas en las RDI. Para ello, se deberá aplicó el algoritmo de 
segmentación sobre cada una de las células almacenadas en la tabla y 
guardando tanto las coordenadas del BB como las máscaras resultantes de la 
segmentación. Estas nuevas variables serán almacenadas en la tabla de la Figura 
‎5.5 ocupando las columnas de la 9 a la 12. 
En la Figura ‎5.6 se puede visualizar la tabla de segmentación resultante 
donde cito_ext hace referencia a la máscara de la región externa, cito hace 
referencia a la máscara de la célula, núcleo hace referencia a la máscara del 
núcleo y box es el BB que contiene la información relativa a la posición de la 
célula en la imagen original. 
 
5.4.1. Resultados experimentales 
A continuación, se presentan los resultados de la segmentación obtenidos 
para los cinco grupos sobre los cuales se realiza es estudio. En un principio, se 
cuenta con 9205 células repartidas de la siguiente manera: 996 células 
normales, 946 CLR, 942 LF, 1022 blastos, 586 LLLGG_T, 891 LZME, 870 LLC 
Tipica, 552 CP, 989 LCM, 822 Sézary y 589 prolinfocitos. 
Figura ‎5.5 Tabla obtenida después de llamar a la base de datos. 
Figura ‎5.6 Tabla completada con las máscaras obtenidas al aplicar el algoritmo 
de segmentación y el BB. 
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El objetivo es la evaluación de la eficiencia del algoritmo de segmentación. 
La eficiencia se define como el número de células correctamente segmentadas, 
considerándose una correcta segmentación aquella en la cual todas las RDIs han 
sido correctamente segmentadas, dividido entre el número total de células. Al 
realizar la segmentación se obtienen 8984 células correctamente segmentadas y 
221 células sobre las cuales la segmentación no se ha realizado correctamente. 
Esto corresponde por tanto a una eficiencia total del 97,60%. 
 Además, se ha calculado la eficiencia del algoritmo para cada una de las 
clases sobre las cuales se trabaja, ver Tabla 5.2. Se observa que todas ellas 
superan el 92% a excepción del grupo CP, sobre el cual la segmentación ha 
obtenido más de un 12% de células incorrectas. Para la gran mayoría, la 
cantidad de células incorrectas es inferior al 4%. En concreto, para los grupos 
normal, LF, LZME, LLC Tipica, LCM y Sézary se han obtenido las mejores 
segmentaciones, reduciendo el error a valores inferiores al 1% de las células 
estudiadas. 
Tabla ‎5.2. Eficiencia del algoritmo de segmentación para las once 
clases de células estudiadas 





Normal 989 99,30 
CLR 877 92,71 
LF 938 99,58 
BLAST 1007 98,53 
LLGG_T 561 95,73 
LZME 885 99,33 
LLC TIPICA 863 99,20 
CP 483 87,50 
LCM 986 99,70 
SEZARY 817 99,39 
PROLYMPHOCYTE 578 98,13 
TOTAL 8984 97,60 
 
La Figura ‎5.7 presenta los resultados de la segmentación para los once 
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Figura ‎5.7. Segemntación obtenida para once ejemplos de cada 
uno de los grupos estudiados: 1) normal, 2) CLR, 3) Blasto, 4) 
Prolinfocito, 5) Sézary, 6) LLGG_T, 7) LF, 8) LZME, 9) LLC Tipica, 
10) CP y 11) LCM 
 





El siguiente paso en el análisis de las imágenes de células de sangre 
periférica es la extracción de una serie de descriptores a partir de las regiones de 
interés obtenidas gracias a la segmentación efectuada en el ‎Capítulo 5:. Este 
proceso es de gran importancia debido a la dificultad para reconocer y clasificar 
células de sangre periférica utilizando tan solo características morfológicas 
cualitativas. Una vez extraídos los descriptores pertinentes se procederá a la 
clasificación de las células en función de la patología a la cual estén asociadas. 
Para ello, se han tomado un conjunto de 9205 imágenes de 11 clases diferentes 
obtenidas en el Laboratorio Core del Hospital Clínic de Barcelona. Para poder 
realizar una correcta clasificación se eliminarán las células que no se han 
segmentado de forma correcta en el Capítulo 5. Así pues, finalmente se trabajará 
con 8984 imágenes. De esta manera se pretende comprobar cuales son las 
características que mejor describen las células asociadas a las patologías 
estudiadas además de evaluar la exactitud del método de análisis automático 
implementado. 
6.2. Grupos a estudiar 
Los grupos incluidos en el estudio son los mencionados anteriormente en 
el apartado ‎5.4 del trabajo y el número de células de cada uno de ellos viene 
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6.3. Extracción de características 
Para poder efectuar la clasificación se extraen de las imágenes dos grupos 
de descriptores: geométricos y patrones locales binarios (PLB). Los resultados 
obtenidos serán guardados en una nueva tabla, donde las primeras columnas se 
correspondes a las vistas en la Figura ‎5.5 y la Figura ‎5.6. Para células que han 
sido marcadas previamente como no segmentadas no se extraen las 
características y por tanto no constarán en la tabla final. 
6.3.1. Descriptores Geométricos 
Este tipo de descriptores miden características morfológicas básicas 
relacionadas con el tamaño y la forma de las células. Desde un punto de vista 
geométrico existen dos tipos de RDI principales: la célula y el núcleo. Para cada 
una de estas regiones se extraen 12 descriptores (24 en total). Además se 
extraen también dos descriptores que aportan información sobre la relación entre 
RDIs y un descriptor acerca de vellosidades. Estos descriptores fueron utilizados 
para la clasificación de las imágenes en la tesis sobre la cual está basado este 
proyecto. A continuación, se exponen las características geométricas extraídas 
[27] [9]. 
 
Área: Para la extracción del área se cuenta el número de píxeles de la región. 
Diámetro: Se calcula como el diámetro equivalente de un círculo con la misma 
área que la RDI. 
          
     
 
  (‎6.1) 
Perímetro: El perímetro se obtiene de la longitud del borde de la RDI, siendo 
esta la suma de las distancias entre píxeles adyacentes de los límites de la RDI. 
Extensión: Este parámetro se obtiene de la relación entre los píxeles de la RDI  
y los píxeles que forman el BB. Se calcula mediante la expresión: 
          
        
      
 (‎6.2) 
Elongación: Se puede determinar mediante los ejes principales de la elipse con 
igual matriz de covarianza que la forma de la RDI. Se calcula utilizando la 
expresión: 
             
                 
                
 (‎6.3) 
Excentricidad cónica: Se calcula como la excentricidad cónica de la elipse 
equivalente que describe la RDI. Una excentricidad igual a la unidad describe una 
línea mientras que una excentricidad de 0 equivale a un círculo. 
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 (‎6.4) 
Circularidad: Es la relación entre el área de la RDI de al área de un círculo que 
tiene el mismo perímetro. 
Varianza circular: Se calcula como la relación entre la desviación típica y la 
media de cada uno de los píxeles que conforman al borde de la célula al 
centroide de la misma utilizando la expresión: 
                  
                 
     
 (‎6.5) 
Excentricidad del núcleo respecto al citoplasma: Se calcula como la 
distancia entre el centro de la célula y el centro del núcleo. 
Relación núcleo-citoplasma: Este parámetro se obtiene de la relación entre 
las áreas de núcleo y el citoplasma utilizando la siguiente expresión: 
        
          
                      
 (‎6.6) 
Varianza elipsoidal: Es la relación entre la media y la desviación estándar de la 
distancia entre los puntos del contorno y el centro de una elipse con igual matriz 
de covarianza que la forma de la RDI (elipse que más se ajusta a la forma).  
Para la obtención de las características denominadas convexas se emplea 
la denominada imagen convexa. La imagen convexa es una imagen binaria 
obtenida a partir de la envolvente convexa, (convex hull), estando definida por el 
polígono convexo de área mínima que engloba todos los puntos del objeto. 
Compacidad: Es un escalar que especifica la proporción de píxeles que están 
tanto en la RDI como en el convex hull. 
Redondez CH: Es una medida de circularidad que excluye irregularidades de la 
RDI. Se calcula mediante la relación entre el área de la RDI y el área de un 
círculo con el mismo perímetro que el convex hull mediante la expresión: 
           
        
               
 (‎6.7) 
Convexidad: Es la relación entre el perímetro convexo y el perímetro original y 
se calcula mediante: 
           
          
                 
 (‎6.8) 
Vellosidad: El descriptor de vellosidades es un valor que indica la cantidad de 
vellosidades presentes en la célula. Se debe tener en cuenta que las vellosidades 
se encuentran en la región externa, por lo tanto para poder cuantificarlas se 
deberá trabajar únicamente sobre dicha región. Para ello, se restará la RDI de la 
célula de la RDI externa obteniendo así la zona de interés y se precederá a 
contar el número de píxeles en un rango de intensidad (de la componente 
verde). 
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Cada una de las características a excepción de la excentricidad del núcleo 
respecto al citoplasma y el ratio núcleo citoplasma se han extraído para la RDI de 
la célula y la para la RDI del núcleo. Además, para la obtención del citoplasma se 
ha efectuado una resta entre la RDI de la célula y la del núcleo.  
6.3.2. Descriptores de patrones locales binarios (PLB) 
La textura es una de las propiedades fundamentales de un objeto y por 
tanto útil para poder diferenciarlo de cualquier otro. El patrón binario local es un 
modelo para la descripción de textura en imágenes. Mientras que los anteriores 
descriptores, juntos con otros de textura, fueron explorados en la tesis doctoral 
sobre la cual se basa el proyecto, los PLB no fueron utilizados en la tesis 
doctoral. Por ello, se considera interesante realizar un estudio sobre su capacidad 
para describir las imágenes de las células linfoides de sangre periférica. A 
continuación se explica su funcionamiento y como han sido empleados sobre las 
imágenes del estudio. 
Para la obtención de los PLB se efectúa el mismo procedimiento para todos 
de los píxeles P de una imagen. En primer lugar se toma un píxel P y se 
examinan los píxeles de su entorno, 8-vecinidad. A continuación, se compara el 
valor de P con cada uno de los 8 píxeles vecinos siguiendo un orden circular en 
sentido (favorable o en contra) de las agujas del reloj. En el caso de que el valor 
del píxel examinado sea mayor o igual a P se le asigna un 1 y en el caso 
contrario se le asigna un 0. Cuando han sido etiquetados los 8 píxeles se codifica 
una cadena binaria con sus valores siguiendo el orden escogido al comienzo. De 
esta forma se obtiene un número binario, comprendido en el rango [0, 255] en 
decimal. Computando todos los píxeles de la imagen se obtiene como resultado 
una matriz de unas dimensiones iguales a la imagen que puede ser representada 
como una imagen en escala de grises. En la Figura ‎6.1 se puede observar una 










Entre algunas variantes del operador esta la posibilidad de trabajar sobre 
entornos variantes en los cuales se analizan más de 8 píxeles vecinos, Figura ‎6.2 
PLB sobre diferentes distancias En este caso la matriz resultando sería de 
dimensiones mayores a la de la imagen original y no se podría representar como 
una imagen en escala de grises. 
Figura ‎6.1. Patrón local binario (Fuente: Romuere Silva et al 2013 [43]) 
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Finalmente, a partir de las matrices obtenidas por este proceso se puede 
computar el histograma sobre la frecuencia de cada número obtenido.  
Para la extracción de los descriptores PLB se trabaja sobre la imagen 
recortada de la célula producto de la segmentación. En primer lugar, se calcula la 
media del fondo y se aplica sobre el mismo. Este procedimiento fue 
anteriormente utilizado en el ‎Capítulo 4: 4. El objetivo es eliminar los hematíes, 
que pueden hallarse formando parte del fondo cercano a la célula, para que no 
afecten a la obtención de los descriptores del linfocito. En la Figura ‎6.3  se puede 











Los PLB se obtienen sobre imágenes de intensidad, imágenes en escala de 
grises. Para poder extraer más información se han utilizado cinco espacios de 
color deferentes, ya que cada uno de ellos tiene una capacidad de representación 
distinta, y se han obtenido los PLB para cada uno de sus componentes. Los 
espacios de color han sido los siguientes [9]: 
1. RGB: es una mezcla de colores aditivos: rojo verde y azul. 
2. XYZ: basado en RGB y es el primer intento de crear un espacio de color 
basado en la visión del ojo humano. 
3. CYMK: es mezcla de colores sustractivos: cian, amarillo, magenta y 
negro. 
4. HSV: transformación del espacio RVA que proporciona también 
información acerca del brillo y la saturación. 
5. LUV: es una modificación de XYZ que permite mostrar mejor diferencias 
entre colores.  
Figura ‎6.2 PLB sobre diferentes distancias (Fuente: Matti Pietikäinen [38]) 
Figura ‎6.3 Célula recortada antes y después de 
aplicar sobre ella la media del fondo. 
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6.3.3. Resumen final de las características 
La Figura ‎6.4 muestra un esquema de los descriptores extraídos y que se 













Una vez se han obtenido todas las características que describen cada una 
de las células del microscopio se procede a efectuar la clasificación. Para ello, se 
ha utilizado la aplicación Classification Learner de Matlab, CLM. 
CLM es una aplicación utilizada para entrenar modelos y clasificar datos. 
La aplicación permite utilizar una amplia variedad de clasificadores aplicando 
aprendizaje automático supervisado.  El llamado aprendizaje supervisado, es un 
tipo de aprendizaje automático en el cual se cuenta con un conjunto de ejemplos 
de los cuales conocemos la respuesta. El objetivo es formular una 
correspondencia que permita generar una respuesta para todos los futuros 
objetos que se presenten. En el caso de estudio se cuenta con 8984 imágenes de 
células sanguíneas periféricas etiquetadas con la tipología celular. El objetivo es 
por tanto lograr generar un clasificador a partir de dichas imágenes que pueda 
servir para la clasificación de futuras muestras.  
En primer lugar, se deberá importar la tabla generada formada por todas 
las células (observaciones) y definir las características (predictores) que 
permitirán  generar una predicción sobre qué tipo de célula (clase) pertenece 
cada una. En la tabla Tabla ‎6.1 se muestra el número de elementos usados en la 
clasificación. 
Tabla ‎6.1. Elementos definidos para efectuar la clasificación 
Observaciones Predictores Clases 
8984 187 11 
 
Figura ‎6.4. Esquema de las descriptores obtenidos 
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CLM permite además seleccionar un método de validación para examinar 
la exactitud en la predicción. La validación estima el rendimiento en nuevos 
datos comparado con los datos sobre los cuales se ha realizado el entrenamiento 
y permite elegir el mejor modelo. Además, la validación ayuda a prevenir el 
sobreajuste, más conocido en inglés como overfitting. El sobreajuste se produce 
cuando el modelo obtenido se ajusta demasiado a los datos sobre los cuales se 
ha realizado el entrenamiento. Aún que la exactitud de la predicción en los datos 
analizados fuera muy alta, el sobreajuste provoca que el modelo obtenido no sea 
adecuado para trabajar con otro tipo de datos. 
La validación utilizada se conoce como Validación Cruzada, k-fold Cross 
Validation en inglés, y consiste en dividir la muestra en un número determinado 
de particiones. Lo más común es utilizar 10 particiones. A continuación, una de 
las particiones se utiliza como datos de prueba y el resto como datos de 
entrenamiento. Sobre los datos de entrenamiento se generará un modelo de 
clasificación.  Posteriormente, se evaluará la exactitud de dicho modelo sobre los 
datos de prueba. Esta operación se repite para cada una de las particiones y se 
realiza la media aritmética de los resultados de las exactitudes obtenidas. De 
esta manera se puede obtener una buena aproximación de la exactitud 
proporcionada por el modelo. Es importante matizar que este método es 
recomendable para muestras pequeñas, es decir menores a 6000 observaciones. 
En muestras de mayor tamaño este método puede resultar muy lento y costo. 
[30] 
Finalmente, se procede aplicar los clasificadores ofrecidos por  CLM sobre 
la muestra y se observa que el grupo de clasificadores que mejor logran 
representar el modelo son los denominados Máquinas de vectores soporte, 
Support Vector Machines en inglés.  
6.4.1. Maquinas de vectores soporte 
Las máquina de vectores soporte, SVM, es un algoritmo para obtener 
clasificadores lineales en espacios transformados. La formulación matemática 
varía dependiendo de si la separación de los datos se puede realizar de manera 
lineal o no. De todas formas, el objetivo de las SMV es buscar un hiperplano o 
conjunto de hiperplanos óptimo que separe los puntos de las diferentes clases 
para lograr una buena clasificación. De esta manera, los puntos pertenecientes a 
una categoría se encuentran a un lado del plano y los puntos de otra categoría 
estarán al lado opuesto. Para lograr una separación óptima se busca el 
hiperplano que se encuentre a mayor distancia a los puntos más cercanos al 
mismo. Es decir, se buscar el máximo margen entre los puntos de una clase y el 
hiperplano. Aquellos puntos sobre los cuales se apoye el margen máximo son 
denominados vectores de soporte. En la Figura ‎6.5 se puede observar la 
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En caso de que las características no se puedan separar linealmente por 
un hiperplano óptimo en el espacio inicial, normalmente se pueden transformar 
las variables de entrada mediante el uso de una función kernel, obteniendo así 
un espacio de características de mayor dimensionalidad que el inicial, ver Figura 
‎6.6. Una función núcleo o kernel es un producto interno en el espacio de 
características que tiene su equivalente en el espacio de entrada.  
No obstante, se puede dar el caso que no se logre separar los datos 
linealmente en el espacio de entrada o en el espacio de características, ya sea 
por datos erróneos, ruido o alto solapamiento de las clases. Se utiliza entonces el 
llamado “Soft Margin” o margen suave que busca el mejor hiperplano capaz de 









Las SVMs son clasificadores binarios y por tanto trabajan separando dos 
clases. Para lograr una clasificación de varios grupos  la técnica más utilizada es 
la “one-vs-all” en la cual se genera un clasificador SVM para cada clase y se 
aplica contra todas las clases restantes. El clasificador que obtenga un margen 
mayor será escogido para la separación. Así, se genera un conjunto de 
clasificadores SVM binarios que actúan como sistema. [33] 
Figura ‎6.5. Maquina de vectores soporte para la separación lineal de dos clases. 
Fuente (Big Data Tech Blog [40]). 
Figura ‎6.6. SVM no linealmente separable inducida por la función kernel. 
(Fuente:Gerardo Colmenares [39]) 
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6.4.2. Resultados experimentales 
Una vez realizada la clasificación de las imágenes en formato TIFF 
utilizando todos los algoritmos proporcionados por CLM, se obtienen los 
resultados expuestos a continuación.  La Tabla ‎6.2 muestra los clasificadores de 
cada familia que presentan mejor desempeño. Los mejores resultados se han 
obtenido, tal y como se ha mencionado anteriormente, para los clasificadores de 
la familia SVM. Se debe destacar también el resultado obtenido por el clasificador 
Random Discriminant perteneciente a la familia de aprendizaje de conjunto, más 
conocido como Ensemble Learning. Este clasificador ha obtenido una exactitud 
superior a las  proporcionadas por algunos de los miembros de la familia SVM. 
Tabla ‎6.2.Clasificadores con mayor eficiencia de cada familia 
Familia Clasificador Parámetros Exactitud (%) 
Árbol Mediano Max nº of splits: 20 
Split criterion: Gini’s diversity 
index 





Lineal Regularization: Covariance  
diagonal 
41,2 
SVM Cúbica Kernel Function: polynominal 
Polynominal Order: 3 
Kernel Scale: 13 
Box constraint: 10 
 Standarize: true 
85,15 
KNN con distancia 
media 
Nº of neightbours: 10 
Distance : euclidea 








Nº of learners: 30 
Subspace dimension : 30 
Learning rate:  0,1 




Además, en este apartado también se pretende evaluar la capacidad de los 
descriptores geométricos y PLB para describir las células linfoides de sangre 
periférica. En la Tabla ‎6.3 se muestra la exactitud conseguida mediante la 
utilización del clasificador que obtiene el mejor resultado, SVM cuadrático con los 
parámetros especificados, sobre los diferentes tipos de descriptores. De esta 
manera, se puede observar que los descriptores PBL en comparación a los 
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geométricos aportan mucha más información para lograr generar un modelo que 
clasifique mejor la muestra estudiada. Esto es un claro indicador de la 
importancia de la textura en la descripción de células de sangre periférica. 
Tabla ‎6.3. Exactitud obtenida mediante el uso de SVM cuadrático 
para los diferentes tipos de descriptores 
Descriptor Nº de características Exactitud (%) 
Geométricos y de 
vellosidad 
27 63,46 
PBL 160 81,6 
 
Por último, se evalúan con mayor detalle los resultados obtenidos 
habiendo seleccionado el clasificador que proporciona la mayor exactitud. 
Tal y como se va visto, la exactitud proporcionada por el modelo es de un 
85,15%. Además, se ha calculado la exactitud para cada una de las clases 
analizadas consiguiendo para todos ellos valores superiores al 94%, ver Figura 
‎6.7. Se ha calculado también la precisión, para la cual se han obtenido valores 
superiores al 82% exceptuando el grupo LCM para el cual se ha obtenido un 
valor alrededor del 74%, ver Figura ‎6.8. El cálculo de la sensibilidad ha 
proporcionado valores superiores al 80%, exceptuando de nuevo el grupo LCM 
para el cual se ha obtenido un valor del 75%, ver Figura ‎6.9. Por último, la 
especificidad supera el 96% para todos los grupos estudiados, ver Figura ‎6.10. 
Para el calcula de estos parámetros se han utilizados las siguientes fórmulas: 
           
      
             
 ( ‎6.9) 
           
  
     
 ( ‎6.10) 
              
  
     
 
( ‎6.11) 
               
  




Donde VP son verdaderos positivos, VN son verdaderos negativos, FP son falsos 
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Figura ‎6.7 Exactitud obtenida para cada uno de los grupos estudiados. 
Figura ‎6.8 Precisión obtenida para cada uno de los grupos estudiados. 
Figura ‎6.9 Sensibilidad obtenida para cada uno de los grupos estudiados. 
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La Figura ‎6.11 muestra la matriz de confusión normalizada obtenida para 
el clasificador SMV cúbico. En ella se puede visualizar claramente que el mejor 
desempeño del clasificador se ha dado para los grupos Blasto y CLR. Además, se 
puede observar que las clases LLC Tipica y Normal son las más similares entre sí, 
produciéndose alrededor de un 6% de error de identificación entre ambas. La 
clase LCM ha sido la más pobremente clasificada. 
 
Figura ‎6.10 Especificidad obtenida para cada uno de los grupos estudiados. 
Figura ‎6.11. Matriz de confusión obtenida utilizando validación cruzada 
de 10 particiones mediante un clasificador SVM cúbico. 
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El objetivo principal de este proyecto es el análisis de imágenes de células 
de sangre periférica obtenidas mediante microscopía óptica de forma manual. 
Para ello, se han implementado una serie de pasos de procesado imagen digital y 
reconocimiento de patrones que empiezan con la realización de la segmentación 
de la célula en tres regiones concretas, pasan por la extracción de descriptores 
de dichas regiones y culminan con la construcción de un clasificador permite 
realizar una distinción eficiente entre diversas clases de células de sangre 
periférica. Este capítulo presenta  las conclusiones obtenidas durante el 
transcurso del trabajo además de aportar perspectivas sobre futuros proyectos a 
desarrollar. 
7.2. Conclusiones              
En primer lugar, se debe destacar la aportación en cuanto a innovación 
que supone la realización de este proyecto. Las imágenes sobre las cuales se 
trabaja han sido obtenidas por microscopía el microscopio BX43 y la cámara 
Olympus DP73, siendo ésta la primera vez que el grupo de investigación Codalab 
implementa un sistema que permite la identificación y clasificación de células de 
sangre periférica utilizando estos equipos, que son más abiertos, siendo estos 
una herramienta usual de trabajo de los analistas, en cualquier laboratorio 
clínico.  La principal ventaja que presenta este método frente a los sistemas 
automáticos de reconocimiento que se encuentran actualmente en el mercado es 
la reducción del coste. Mediante el uso de este método tan sólo se necesita un 
microscopio óptico de laboratorio y el algoritmo implementado para poder 
proporcionar un buen soporte al diagnóstico del paciente. 
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Tal y como se ha mencionado con anterioridad, este proyecto parte de 
unas bases asentadas por la realización de la tesis doctoral en la cual se basa. 
Los resultados finales han sido posibles gracias al trabajo previo realizado por el 
grupo de investigación Codalab, y el soporte dado por el mismo durante la 
incorporación de nuevas técnicas que consiguen mejorar la diferenciación de las 
células de sangre periférica. 
Las mejoras obtenidas en el apartado ‎5.4.1 del Capítulo 5 
correspondientes a la adaptación del algoritmo de segmentación a las imágenes 
estudiadas proporcionan muy buenos resultados, consiguiendo una eficiencia 
superior al 97% para el conjunto de las once clases sobre las cuales se ha 
realizado el estudio. Las células para las cuales el algoritmo produce un mejor 
desempeño son los grupos normal, LF, LZME, LLC Típica, LCM y Sézary en los 
cuales las células presentan unas características morfológicas más regulares. 
Teniendo, consecuentemente, mayores dificultades para segmentar grupos de 
células más irregulares morfológicamente. Pese a esto, la eficiencia obtenida 
para todas las clases supera el 87% y los resultados obtenidos por el algoritmo 
de segmentación son altamente fiables. Se concluye por tanto que la adaptación 
implementada a partir del algoritmo original de segmentación, que pasa por el 
estudio y comprensión del mismo, se ha realizado exitosamente. 
En cuanto a la extracción y evaluación de los descriptores se ha podido 
comprobar que la combinación de los descriptores geométricos como los PLB 
aporta información fundamental para describir células de sangre periférica. Los 
descriptores PLB han probado ser especialmente útiles, obteniendo resultados 
muy superiores a los descriptores geométricos, en cuanto a la posterior 
clasificación de los grupos estudiados. Se ha demostrado así, la importancia de la 
textura  en la implementación de un sistema de identificación para las células. A 
su vez, aunque en menor medida, los descriptores geométricos también han 
mostrado ser eficaces. Sin embargo, es mediante la utilización de ambos tipos de 
descriptores que se ha  logrado obtener un sistema de clasificación de alta 
exactitud. 
Finalmente, se ha procedido a realizar la clasificación de los once grupos 
de células de sangre periféricas estudiadas. Para ello se ha utilizado CLM y se 
han evaluado los diferentes clasificadores de los cuales dispone. Las exactitudes 
más altas se han obtenido mediante la aplicación de familia SVM, adquiriendo 
exactitudes superiores al 77% para la mayoría de sus miembros. El clasificador 
SVM con kernel cúbico es el que ha presentado un mejor desempeño con una 
exactitud del 85,15% para la muestra analizada. Además, para cada una de las 
clases individualmente se ha calculado: la exactitud, obteniendo para todas ellas 
valores superiores al 94%; la precisión, con valores superiores al 74%; la 
sensibilidad, con valores superiores al 75% y la especificidad, obteniendo valores 
superiores al 96%. El grupo LCM es el que ha obtenido peores resultados, debido 
a la gran variabilidad en la morfología que presenta este tipo de célula anormal. 
Estos resultados han sido posibles debido a la combinación de la 
información proporcionada por los descriptores calculados con el buen 
desempeño del clasificador SVM sobre la muestra. Tras la evaluación de todos 
estos parámetros, se puede concluir que los resultados obtenidos por el modelo 
generado son muy buenos, logrando así una correcta diferenciación de las once 
clases estudiadas. 
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Los resultados obtenidos demuestran la robustez del método 
implementado, proporcionando de esta manera una nueva vía para la 
identificación y clasificación de células normales y atípicas de sangre periférica, 
utilizando la microscopía óptica rutinaria, que puede ayudar en la emisión de un 
diagnóstico clínico. 
 
7.3. Perspectivas futuras 
En este proyecto se ha trabajado con once clases de células de sangre 
periférica. Una de las perspectivas para futuros proyectos es sin duda la 
ampliación de la identificación y clasificación para otros tipos de células de 
sangre periférica relacionadas con otras patologías, ampliando 
consecuentemente su capacidad como herramienta de soporte en el diagnóstico 
del paciente. 
Además, la combinación de los descriptores ya explorados, junto con la 
introducción de otro tipo de descriptores, podría ampliar la información adquirida 
logrando por tanto una mejoría en la clasificación de las células estudiadas. 
Por último, la modificación de parámetros en el algoritmo de segmentación 
original podría brindar una segmentación aún más eficiente para los tipos 
celulares que presentan características morfológicas más irregulares.  
  





Este Capítulo tiene como objetivo describir los diferentes costes asociados 
a la realización del proyecto. Se diferencia entre costes de ingeniería, costes de 
documentación y otros costes. Po último, el presupuesto final resume todos los 
anteriores costes añadiendo el IVA y un margen de beneficio del 7%. 
8.2. Costes de ingeniería 
A continuación, en la Tabla 8.1 se describen los costes de ingeniería del 
proyecto teniendo en cuenta a todos los participantes, su categoría y las horas 











Tabla ‎8.1 Costes de ingeniería del proyecto 
Nombre Categoría euros/hora Horas Precio 
(euros) 
José Rodellar Técnico senior 40 30 1200 
Santiago 
Alférez 
Técnico senior 40 70 2800 
Sara Rarís Técnico junior 11 280 3080 
Total   380 7080 
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8.3. Coste de documentación  
Los costes relativos a la elaboración de la memoria del proyecto vienen 
descritos por la Tabla 8.2 teniendo en cuenta a todos los participantes, su 







8.4. Otros costes 
En este apartado se especifican costes no relativos a la ingeniería ni a la 
elaboración de la memoria. Estos son los costes de oficina y las licencias 


















José Rodellar Técnico senior 40 25 1000 
Santiago 
Alférez 
Técnico senior 40 5 200 
Sara Rarís Técnico junior 11 195 2145 
Total   220 3345 
 Precio (euros) 
Costes de oficina 100 
Costes de licencia de Matlab 69 
Total 169 
Tabla ‎8.3 Otros costes 
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8.5. Presupuesto final 
Finalmente, se resumen los costes especificados anteriormente y se añade 












Tabla ‎8.4 Presupuesto final 
 Precio (euros) 
Costes de ingeniería 7080 
Costes de documentación 3345 
Otros costes 169 
IVA  2224,74 
Margen 7% 741,58 
Total 13560,29 






[1]  Computer Vision Open Source, «Introduction to SURF (Speeded-Up Robust Features),» 
Doxygen, Mayo 2016. [En línea]. Available: 
http://docs.opencv.org/master/df/dd2/tutorial_py_surf_intro.html. [Último acceso: 1 
Noviembre 2016]. 
[2]  H. Bay, A. Ess, T. Tuytelaars y L. Van Gool, «Speeded-Up Robust Features (SURF),» de 
Computer Vision and Image Understanding, 2008, p. 346–359. 
[3]  U. P. C. Catalunya, «UPC,» 2017, [En línea]. Available: http://www.upc.edu/. 
[4]  Cellavision, «CellaVision,» [En línea]. Available: http://www.cellavision.com/en/. [Último 
acceso: 15 Octubre 2016]. 
[5]  J. Reiriz, «Infermera Virtual,» 29 Mayo 2015. [En línea]. Available: 
https://www.infermeravirtual.com/files/media/file/102/Sangre.pdf?1358605574. [Último 
acceso: 6 Octubre 2016]. 
[6]  M. A. Rieger y T. Schroeder, «Hematopoiesis,» Cold Sping Harbor Perspectives in Biology, 
2012.  
[7]  E. Iáñez Pareja, «Curso de inmunología general, Universidad de Granada,» 1999 . [En línea]. 
Available: https://www.ugr.es/~eianez/inmuno/cap_02.htm. [Último acceso: 4 Octubre 
2016]. 
[8]  T. LeBien and T. F. Tedder W., "B lymphocytes: how they develop and function," American 
Análisis de imágenes digitales de células linfoides de sangre periférica a partir de microscopía óptica 
 - 63 - 
Society of Hematology, 2008.  
[9]  S. E. Alférez Vaquero, Methodology for Automatic Classification of Atypical Lymphoid Cells 
from Peripheral Blood Cell Images, Tesis Doctoral, UPC., 2015.  
[10]  F. I. J. Carreras, «Fundación Internacional Josep Carreras,» 1 5 2014. [En línea]. Available: 
http://www.fcarreras.org/es/sindromes-linfoproliferativos_364401. [Último acceso: 10 
Octubre 2016]. 
[11]  D. J. Narváez Armas, «Instituto de Inmunología clínica,» 18 Abril 2009. [En línea]. Available: 
http://www.medic.ula.ve/histologia/anexos/microscopweb/MONOWEB/inicio.htm. 
[Último acceso: 17 Octubre 2016]. 
[12]  M. W. Davidson y M. Abramowitz, «Optical microscopy,» de Encyclopedia of Imaging Science 
and Technology, 2002.  
[13]  «John Ines Centre,» 2016. [En línea]. Available: 
https://www.jic.ac.uk/microscopy/intro_LM.html. [Último acceso: 20 Octubre 2016]. 
[14]  M. Corporation, «Hematology Imaging System,» [En línea]. Available: 
http://www.medicacorp.com/products/hematology-imaging-analyzers/. [Último acceso: 
15 Octubre 2016]. 
[15]  Fraunhofer, «HemaCAM® – Computer-assisted Microscopy for Hematology,» [En línea]. 
Available: https://www.iis.fraunhofer.de/en/ff/med/prod/hemacam.html. [Último 
acceso: 15 Octubre 2016]. 
[16]  Olympus, «Olympus BX43 Instructions Manual,» [En línea]. Available: 
https://www.manualslib.com/manual/795316/Olympus-Bx43.html?page=5#manual. 
[Último acceso: 7 Noviembre 2016]. 
[17]  Olympus, «Olympus America,» [En línea]. Available: 
http://www.olympusamerica.com/files/seg_bio/dp73_brochure.pdf. [Último acceso: 7 
Noviembre 2016]. 
[18]  «Information, Uncertainty and Fusion,» de Genetic Fuzzy C-Means Algoríthm for Automatic 
Generation of Fuzzy Partitions, Springer US, 1999, pp. 407-418. 
[19]  N. Otsu, «A Threshold Selection Method from Gray-Level Histograms,» IEEE Transactions on 
Systems, Man, and Cybernetics, pp. 62-66, 1979.  
[20]  S. W. Smith, «Special Imaging Techniques,» de The Scientist and Engineer's Guide to Digital 
Signal Processing, San Diego, California Technical Publishing, 1997, pp. 423-450. 
[21]  R. C. Gonzalez y R. E. Woods, «Morphological Image Processing,» de Digital Image 
Processing, Pearson Preatice Hall, 2008, pp. 630-644. 
[22]  S. Beucher, «Centre for Mathematical Morphology,» 18 Mayo 2010. [En línea]. Available: 
http://cmm.ensmp.fr/~beucher/wtshed.html. [Último acceso: 12 Octubre 2016]. 
[23]  D. G. Bailey, «An Efficient Euclidean Distance Transform,» de Combinatorial Image Analysis, 
Auckland, Springer Berlin Heidelberg, 2005, pp. 394-408. 
[24]  K. P. Murphy, «Mixture models and EM algorithm,» de Machine Learning: A Probabilistic 
Perspective, Londres, The MIT Press, 2012, pp. 337-356. 
[25]  D. Barber, «Mixture Models,» de Bayesian Reasoning and Machine Learning, Cambridge, 
Cambridge University Press, 2012, pp. 403-416. 
[26]  D. Reynolds, «Gaussian Mixture Models,» de Encyclopedia of Biometrics, Springer US, 2009, 
Sara Rarís Miralles  
 - 64 - 
pp. 659-663. 
[27]  S. Alférez, «Manual de descriptores,» pp. 1-2, 2016.  
[28]  M. P. a. D. H. T. Ojala, «A Comparative Study of Texture Measures with Classification Based 
on Feature Distributions,» de Pattern Recognition, vol. 29, Pattern Recognition, 1996, 
pp. 51-59. 
[29]  M. P. a. D. H. T. Ojala, «Performance evaluation of texture measures with classification 
based on Kullback discrimination of distributions.,» de Proceedings of the 12th IAPR 
International Conference on Pattern Recognition 1, 1994.  
[30]  «Cross-Validation,» de Encyclopedia of Database Systems, Springer US, 2009, pp. 532-538. 
[31]  C. Cortes y V. Vapnik, «Support-vector machines,» de Machine Learning, vol. 20, Kluwer 
Academic Publishers, 1995, pp. 237-297. 
[32]  S. Gunn, «Support Vector Machines for Classification and Regression,» University of 
Southampton, 1998. 
[33]  C. D. Manning, P. Raghavan y H. Schütze, «Multiclass SVMs,» de Introduction to Information 
Retrieval, Cambridge University Press, 2008, p. 330. 
[34]  A.S.R, «AnSRo,» Septiembre 2014. [En línea]. Available: 
http://ansro.blogspot.com.es/2016/09/hematopoyesis-linajes-y-estirpes.html. [Último 
acceso: 6 Octubre 2016]. 
[35]  H. H. Rashidi y J. C. Nguyen, «An Online Textbook and Atlas of Hematology,» 2012. [En 
línea]. Available: http://hematologyoutlines.com/. [Último acceso: 10 Octubre 2016]. 
[36]  S. Alférez, A. Merino, L. Puigví, A. Acevedo y J. Rodellar, «A Robust Segmentation 
Framework for Image Analysis of Leukemic Cells in Peripheral Blood».  
[37]  I. The MathWorks, «MathWorks,» 2016. [En línea]. Available: 
https://es.mathworks.com/help/stats/train-classification-models-in-classification-
learner-app.html. [Último acceso: 3 Diciembre 2016]. 
[38]  M. Pietikäinen, A. Hadid, G. Zhao y T. Ahonen, «Local Binary Patterns for Still Images,» de 
Computer Vision Using Local Binary Patterns, vol. 40, Springer London, 2011, pp. 13-47. 
[39]  G. Colmenares, «Universidad de los Andes,» 2013. [En línea]. Available: 
http://www.webdelprofesor.ula.ve/economia/gcolmen/programa/economia/maquinas_ve
ctores_soporte.pdf. [Último acceso: Diciembre 27 2016]. 
[40]  Sailfish, «Big Data Tech Blog,» 22 Mayo 2014. [En línea]. Available: 
https://qizeresearch.wordpress.com/2014/05/22/svm-example-and-r-codes/. [Último 
acceso: 10 Diciembre 2016]. 
[41]  H. Bay, T. Tuytelaars y L. Van Gool, «SURF: Speeded Up Robust Features,» 2014. [En línea]. 
Available: http://www.vision.ee.ethz.ch/~surf/eccv06.pdf. [Último acceso: 1 Noviembre 
2016]. 
[42]  T. Mitchell, The Discipline of Machine Learning, Pittsburgh: School of Computer Science, 
2006.  
[43]  R. Silva, K. Aires, R. Veras, T. Santos, K. Lima y A. Soares, «Automatic Motorcycle Detection 
on Public Roads,» CLEI Electronic Journal, vol. 16, nº 3, 2013.  
 
  - 65 - 
ANEXO A: CORRECCIÓN DE ROTACIONES 
 
A.1. Introducción 
En el proceso de adaptación de las máscaras a las imágenes obtenidas del 
microscopio, se exploraron las características SURF, Speed-Up Robust Features. 
Estas proporcionaban una solución al problema planteado pero fueron 
descartadas al no ser dicha solución la más eficiente. De todas formas, la 
obtención de las características SURF proporciona resolución  a otro tipo de 
inconvenientes. Estos problemas son precisamente aquellos que se pueden 
presentar durante la toma de las imágenes. Esta técnica permitiría tanto la 
identificación de una célula tras haber sufrido rotaciones, debidas al posible 
movimiento del microscopio, como la corrección de las mismas. En este apartado 
se expone primero el algoritmo SURF y su principio de funcionamiento y después 
se explica la solución implementada para la corrección de las rotaciones en 
células. 
A.2. SURF  
Speed-Up Robust Features es un algoritmo de visión por computador que 
a su vez obtiene la representación visual de una imagen y extrae información 
detallada y específica sobre su contenido. La función de SURF es detectar y 
describir los puntos de interés de una imagen. Esta técnica es invariante al 
escalado, la rotación, el desenfoque, los cambios de iluminación y pequeños 
cambios de vista. Los principales pasos para la obtención de los descriptores 
SURF son: detección de los puntos de interés, descripción y matching. 
La primera etapa del detector SURF consiste en localizar los puntos de 
interés. Los puntos de interés son aquellos que presentan alguna variación 
respecto a su entorno y que los hace interesantes en el momento de describir la 
imagen. Este detector utiliza una aproximación de la matriz Hessiana, utilizando 
el determinante de dicha matriz como indicador de los cambios locales que 
suceden alrededor de un determinado punto. La matriz Hessiana viene descrita 
por  
         
                
                
  (B.1) 
Donde          es la imagen filtrada por la derivada parcial de segundo 
orden de la Gaussiana de tamaño   y         son los puntos de interés. 
Las derivadas parciales potencian las zonas de cambio en la imagen.     es 
receptiva a cambios en horizontal,     es receptiva a cambios en vertical y     es 
receptiva a cambios en diagonal. El objetivo es detectar los puntos donde se 
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producen más cambios en todas las direcciones y para ello se habrá de calcular 
el determinante de la matriz.  
El coste computacional de esta operación es muy alto, por ello se 
aproximan las derivadas parciales de segundo orden de la Gaussiana a los 
llamados filtros de caja, Figura 1.1. Además, para agilizar aún más el cálculo de 
las derivadas se utilizan imágenes integrales. La imagen integral es una técnica 
efectiva para calcular la suma de los valores de una imagen. 
 
El determinante de la matriz Hessiana quedará aproximado por la ecuación 
                               
  (A.2) 
donde             son las aproximaciones de las derivadas parciales de segundo 
orden de la Gaussiana. Para localizar los puntos de interés se escogerán aquellos 
que presenten un determinante mayor, significando un cambio mayor sobre el 
resto de contenido de la imagen. 
 
Una de las características más importantes en los descriptores es su 
capacidad para describir a qué escala el punto local obtenido es interesante 
respecto al contenido de la imagen. Los espacios de escala suelen ser 
implementados como pirámides de imágenes. La mayoría de descriptores 
mantienen el tamaño del filtro y modifican el tamaño de la imagen para alcanzar 
niveles más altos de la pirámide. En cambio, en SURF este procedimiento se 
hace de forma inversa. Gracias al uso de filtros de caja e imágenes integrales se 
logra una reducción del coste computacional. 
Por último, se seleccionan los puntos que son de interés en todas las 
escalas. Para ello, se efectúa un análisis de vecindad de 3x3x3, es decir, se 
analizan los puntos vecinos al píxel de interés en la capa de análisis y los de las 
capas inmediatamente inferior y superior. Los puntos máximos en este entorno 
son los puntos de interés de la imagen.  
El siguiente paso consiste en generar los descriptores de los puntos 
obtenidos. Estos descriptores aportan información acerca de la escala y de la 
orientación. Tal y como se ha visto, la escala del punto se extrae en el apartado 
de detección y corresponderá precisamente a la capa de análisis donde se 
encuentre dicho punto máximo. Por otro lado, para obtener información acerca 
Figura A.1 Adaptación de filtros de las derivadas parciales de segundo orden 
aproximados a filtros de caja (Fuente: Doxygen 2016 [1]) 
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de la orientación y estructura geométrica se lleva a cabo un análisis local en una 
circunferencia alrededor del punto de interés. La asignación de la orientación es 
el paso que proporciona al algoritmo invariancia ante rotaciones. Para ello se 
aplican filtros de Haar, filtros binarios que obtienen una respuesta similar a un 
análisis de gradiente, sobre una zona circular de radio    entorno al punto de 
interés, siendo   la escala en la que se encuentra dicho punto de interés. Para 
una mayor rapidez de filtrado se utilizan las imágenes integrales y a continuación 
se estima la orientación dominante.  
Finalmente, para generar el descriptor de orientación se centra en el punto 
de interés una región cuadrada de tamaño     y con la orientación obtenida 
anteriormente. Posteriormente, se divide en 16 subregiones y se aplican de 
nuevo los filtros de Haar, con un radio de   , sobre cada una de ellas. Así, se 
obtienen las magnitudes de las respuestas de Haar verticales y horizontales. 
Seguidamente, se suman estas respuestas obteniendo para cada una de las 16 
regiones un valor de Haar vertical,   , y otro horizontal,   . Además, se realiza la 
suma de los valores absolutos de las respuestas       y      . Para cada subregión 
se obtiene un vector con 4 componentes: 
                           (A.3) 
El descriptor es la concatenación de cada uno de los valores obtenidos 
para las 16 regiones y tendrá por tanto una longitud de 64 valores. 
La última etapa del detector consiste en enlazar los puntos de interés 
hallados en dos imágenes consecutivas. Cada punto de interés en la imagen 1 se 
comparará con los puntos de interés de la imagen 2 por medio del cálculo de la 
distancia euclídea entre sus descriptores. De esta manera, un emparejamiento es 
detectado cuando la distancia relativa entre dos puntos es menor que 0,7 veces 
la distancia respecto al segundo punto vecino más cercano. Además, añadiendo 





Figura A.2 Filtros de Haar (Fuente: Herbert Bay et al 
2008 [2]) 
Sara Rarís Miralles  
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A.3. Identificación y corrección de rotaciones 
El programa para efectuar la corrección de las rotaciones ocasionadas por 
el posible movimiento del microscopio consta de dos partes: la detección de la 
célula de interés tras haber sufrido una rotación y la corrección de dicha rotación. 
En primer lugar, con el objetivo de simular este problema se ha forzado 









A continuación, se procede a localizar la célula rotada en la imagen. Para 
poder aplicar el detector SURF sobre las imágenes éstas deben ser imágenes de 
intensidad, en escala de grises. Se empleará el canal verde del espacio de color 
RGB ya que debido a las características de la imagen, en este se aprecian 
mayores diferencias entre los píxeles.  
Seguidamente, se extraen los puntos de interés de las dos imágenes. En la 
Figura A.4 se pueden ver respectivamente los puntos de interés extraídos para la 









Una vez se han detectado los puntos de interés de las dos imágenes, se 
detecta la orientación y estructura geométrica para cada uno de estos puntos 
mediante la generación de vectores descriptores. El resultado será un vector 
descriptor para cada uno de los puntos de interés de las imágenes.  
Figura A.3 Imagen original y célula rotada respectivamente 
Figura A.4 Extracción de los puntos de interés 
de la imagen original y de la célula rotada. 
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Después, se procede al emparejamiento de los puntos de interés de las 
dos imágenes y se obtienen la posición de dichas características para cada una 
de las imágenes. Los puntos emparejados aún incluyen valores erróneos, 
outliers, y por tanto el siguiente paso será la eliminación de dichos puntos. En la 
Figura  A.5 se puede observar la correspondencia entre dichos puntos.  La Figura 
A.6, mediante una superposición de las dos imágenes, permite visualizar la 

















Finalmente, se calcula la transformada geométrica. Esta transformada 
permite relacionar los puntos de dos planos diferentes y a su vez eliminar los 
outliers. El resultado obtenido es la identificación de la célula rotada en la imagen 
original, Figura A.7. El producto de la función implementada es el polígono, que 
nos permitirá visualizar la localización de la célula en la imagen original, Figura 







Figura A.6 Superposición de la célula rotada con la imagen original 
Figura A.5  Emparejamiento de los puntos 
de interes de la célula rotada con la 
imagen original, con outliers. 
Figura A.7 Identificación de la célula rotada en la imagen 
original 
Sara Rarís Miralles  












Aplicando la transformada geométrica a la imagen rotada es posible 
devolverle la posición original. En la Figura A.9 se puede observar la imagen 
original, la célula rotada y la corrección de la rotación de la célula. 
 
 
Además, es posible recuperar la información acerca del cambio de escala y 
de la rotación sufrida por la célula. Ya que la transformada geométrica calculada 
es una matriz que incluye información acerca de rotación y el escalado. Por 
tanto, en primer lugar se calculará la inversa de la transformada, obteniendo la 
matriz 
 
      
     
     
  ( A.4) 
Figura A.8 Emparejamiento de los puntos de interes 
de la célula rotada con la imagen original, sólo 
inliers. 
Figura A.9 Imagen original (1), célula rotada (2) y correción 
de la rotación en la célula (3). 
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Donde               ,              ,    y    son las translaciones x e y 
respetivamente. 
Por tanto, para obtener la escala el ángulo de orientación se utilizarán las 
fórmulas 
                      (A.5) 
                     
   
 
 (A.6) 
La función atan2 corresponde a la función arcotangente con dos 
argumentos. Al tener dos argumentos para la función, se tiene información de los 
signos de los dos y permite determinar el cuadrante apropiado del ángulo 
además de eliminar los problemas de división por 0. 
