Analyse modale opérationnelle des structures non stationnaires by Vu, Viet-Hung
ÉCOLE DE TECHNOLOGIE SUPÉRIEUR E 
UNIVERSITÉ DU QUÉBEC 
THESE PAR ARTICLES PRESENTEE A 
L'ÉCOLE DE TECHNOLOGIE SUPÉRIEUR E 
COMME EXIGENCE PARTIELL E 
À L'OBTENTION D E DIPLÔME 
DOCTORAT EN GÉNIE 
Ph.D 
PAR 
Viet-Hung VU 
ANALYSE MODAL E OPERATIONNELLE DE S STRUCTURES NON 
STATIONNAIRES 
MONTREAL, LE 10 NOVEMBRE 2010 
itTous droits réservés, Viet-Hung Vu, 2010 
PRESENTATION D U JUR Y 
CETTE THÈSE A  ÉTÉ ÉVALUÉ E 
PAR U N JURY COMPOS É D E : 
M. Thomas Marc , directeur de thèse 
Département d e génie mécanique à  l'École d e Technologie Supérieur e 
M, Benni s Saad , président d u jury 
Département d e génie de l a construction à  l'École d e Technologie Supérieur e 
M, Li u Zhaoheng, rnembre du jury 
Département de génie mécanique à l'École d e Technologie Supérieur e 
M. Antoni Jérôme , examinateur extern e 
Professeur de s Université s à  l'Universit é d e Technologi e d e Compiègne , Laboratoir e 
Roberval e n mécanique UM R CNR S 6253 , Franc e 
IL A FAI T L'OBJE T D'UN E SOUTENANC E DEVAN T JURY E T PUBLI C 
LE 25 OCTOBRE 201 0 
À L'ÉCOLE D E TECHNOLOGIE SUPÉRIEUR E 
À cette belle vie et à notre belle Tene! 
« Vibration est une source de la vie... » 
REMERCIEMENTS 
En tou t premie r lie u a u fon d d e mo n cœur , aucu n mo t n'es t suffisan t pou r exprime r mo n 
remerciement à  mo n directeu r d e recherche , l e professeu r Thoma s Marc , qu i m' a ouver t l a 
porte pou r veni r a u Canada , e n acceptan t d e m'encadre r pou r m a thèse dans so n équip e e t d e 
me financer  tou t a u lon g d e mes études . J e lu i sui s auss i profondémen t recomiaissan t pou r s a 
direction attentiv e e t académique , pou r se s connaissance s scientifique s et , absolumen t 
indispensable, pour s a gentillesse e t amitié. 
Je tien s à  remercier sincèremen t l'écol e d e technologi e supérieur e e t l e département d e géni e 
mécanique, ave c tous leur s personnel s e t services , qu i m'on t accueill i dan s un environnemen t 
excellent d'étude s e t d e recherche . Dan s l a list e inexhaustible , j'aimerai s remercie r le s 
techniciens d u départemen t d e génie mécanique , Serg e Plamondon , Alai n Grimar d e t Olivie r 
Bouthot pou r leu r soutien techniqu e e t matériel . 
J'apprécie e t remerci e chaleureusemen t pa r l'intermédiair e d e mo n directeur , l'institu t d e 
recherche d'Hydr o Québe c (IREQ ) e t l e conseil nationa l d e recherch e scientifiqu e d u canad a 
(CNRC) pou r leu r soutien financier  e t leur collaboration . 
Mes remerciement s von t égalemen t à  tous mes collègues, amis e t stagiaires dans notr e équip e 
de recherche DYNAMO , pour le s échanges e t supports . 
Qu'il m e soi t enfi n permi s d e remercie r tout e m a famill e e t mo n épous e Van-Anh , m a thès e 
leur es t dédiée pour leu r amour e t leur soutien constant . 
ANALYSE MODAL E OPERATIONNELL E DE S STRUCTURES NO N 
STATIONNAIRES 
Viet-Hung V U 
RÉSUMÉ 
L'objectif principa l d e l'étud e es t d e développe r u n logicie l d'analys e modal e automatiqu e 
qui fonctionn e su r un e machin e e n opératio n à  parti r d e l a connaissanc e de s réponse s 
vibratoires seulement . L'applicatio n envisagé e es t l'analys e modal e de s turbine s 
hydrauliques iinmergce s e t excitée s pa r u n écoulemen t turbulent , e n vu e d e détennine r le s 
masses e t amortissemen t ajoutés , e n vu e d e détermine r le s contrainte s dynamique s due s à 
l'amplification d u systèm e vibratoire . Cett e thès e présent e don c un e recherch e su r l'analys e 
modale de s machine s o u structure s e n opération , pa r utilisatio n d'u n modèl e autorégressi f 
Comme c e typ e d e systèm e mécaniqu e peu t êtr e instationnaire , ave c de s paramètre s 
physiques varian t dan s l e temps , un e nouvell e méthod e d e suiv i dan s l e temp s e t d e 
surveillance e n lign e de s paramètre s modau x a  ét é développé e e t introduit e dan s u n logicie l 
de suiv i de s fréquence s e t amollissemen t d e système s instationnaire s e n opération . Pou r 
atteindre ce s objectifs , i l a  fall u développe r de s outil s originau x pou r détermine r l'ordr e 
minimum requi s pou r l'analys e modal e e t ains i détermine r l e nombr e d e fréquence s 
naturelles présente s dan s un e gamme donné e d e fréquences , pou r mettr e à  jour l a solution d u 
modèle ordr e pa r ordre , pou r détennine r le s incertitude s de s paramètre s modau x identifié s e t 
pour classifie r e t extrair e le s modes . L a thès e es t organisé e pa r articles , quatr e article s son t 
présentés. 
Le premie r ailicle , accept é pou r publicatio n dan s l e journal Mechanica l System s an d Signa l 
Processing (MSSP ) consist e à  détermine r u n ordr e minimu m qu i permett e d e révéle r toute s 
les fréquences comprise s dan s un spectre , de mettre à  jour l a solution selo n l'ordr e d u modèl e 
à l'aid e d'u n facteu r d e signa l su r brui t e t enfin d e déterminer le s incertitude s de s paramètre s 
modaux identifiés . 
Le deuxièm e article , envoy é a u Journa l o f Soun d an d Vibratio n (JSV) , présent e un e 
technique pou r l a classificatio n de s fréquence s e t leu r identificatio n dan s l e domain e 
fréquentiel à  partir de s spectres vibratoires . U n inde x nomm é l e signal su r brui t moda l amort i 
(Damped Moda l Signa l t o Nois e DMSN ) es t construi t à  parti r de s composante s 
déterministes e t stochastique s d u signal . Ce t inde x classifi e automatiquemen t le s paramètre s 
modaux dan s u n ordr e d e DMS N décroissan t afi n d e mieu x le s identifier . L e nombre d e ce s 
fréquences es t détemiin é pa r u n changemen t significati f d e l a courb e DMSN , Le s spectre s 
vibratoires représentant s ce s fréquence s son t amplifié s pou r mieu x représente r tou s le s pic s 
de faço n liss e e t équilibrée . 
La combinaiso n d e ce s deu x article s nou s a  permi s d e développe r u n logicie l qu i s'appell e 
MODALAR e t qu i effectu e de s analyse s modale s san s avoi r besoi n d e l a connaissanc e de s 
excitations, mêm e e n milie u bmité , à  parti r d e l a mesure simultané e de s réponse s vibratoire s 
en plusieurs endroit s de l a structure . 
VI 
Le troisième article , accepte pour publication dan s l e li\ re Vibration an d Structura l Acoustic s 
Analysis qu i ser a publi é e n 201 0 pa r Springer , présent e u n processus qu i penne t d'étudie r l e 
comportement vibratoir e d e modèle s varian t dan s l e temps , pa r l a techniqu e de s fenêtre s 
glissantes. Le s paramètres d u modèl e son t gardé s constant s dan s chaque fenêtr e e t l a solutio n 
est mis e à  jour selo n l'ordr e pou r trouve r u n ordr e minimu m afi n d'identifie r le s paramètre s 
modaux. L a longueu r d e l a fenêtr e doi t êtr e établi e à  a u moin s quatr e foi s l a plu s grand e 
période de vibration pou r que tous le s modes soien t compri s dans l e signal temporel . 
Le quatrièm e article , publi é su r l a Revu e su r l'ingénieri e de s risque s industriel s (JI-IRI) . 
présente u n logicie l pou r l a surveillance modal e dan s l e temps. L a solution autorégressiv e es t 
mise à  jour selo n deu x dimensions , soi t :  l e temp s e t l'ordr e d u modèle . U n algorithm e d e 
décomposition Q R es t développ é dan s leque l o n n' a besoi n d e manipule r qu'un e parti e d e l a 
matrice R  pour avoi r l a solutio n inis e à  jour. L e résulta t es t u n algorithm e autorégressi f qu i 
évolue selo n un e fenêtr e à  court terni e CShort  Time  AutoRegrcssive. STAR")  e t qu i peu t êtr e 
applicable dan s u n systèm e d e maintenanc e pa r surveillanc e vibratoir e de s système s no n 
stationnaires. 
Mots clé s :  Vibrations , Analys e modal e opérationnelle , Non-stationnaire , Autorégressiv e 
multiple. Mis e à  jou r décompositio n QR , Ordr e optimal . Sélectio n de s modes . Mass e e t 
amortissement ajoutés . 
OPERATIONAL MODA L ANALYSI S O N NO N STATIONAR \ STRUCTURE S 
Viet-Hung V U 
ABSTRACT 
The mai n objectiv e o f this researc h i s the development o f automatic moda l analysi s softwar e 
which ca n b e applie d o n a  machin e i n opératio n wit h onl y th e outpu t \ibrator y responses . 
Prospective application s ar e foun d o n moda l analysi s o f submerge d hydrauli c turbine s 
excited b y turbulen t fiows  i n orde r t o detennin e th e adde d masse s an d dampin g i n orde r t o 
compute th e effec t o n dynamica l stresse s du e t o th e \ibratio n amplification . Thi s thesi s thu s 
présents a  researc h o n stnictura l an d machiner y moda l analysi s i n opératio n b y usin g a n 
autoregressi\e model . I t i s see n tha t suc h application s ca n b e no n stationar y wit h time -
\arying physica l propcrties ; a  ne w metho d fo r th e moda l surveillanc e i n th e tim e i s 
developed an d introduce d i n softwar e fo r th e onlin e moda l monitoring . T o reac h th e 
objecti\es. som e origina l aspect s hâv e bee n dexelope d suc h a s th e déterminatio n o f a 
minimum require d mode l order , th e updatin g o f th e mode l wit h respec t t o th e mode l order , 
the classificatio n an d detemiinatio n o f physica l mode s i n a  tïequenc y range , th e calculatio n 
of the uncertainties o f the moda l parameter s an d henc e the sélection o f computational order , 
The thesi s i s organised b y fou r articles , presented a s follows : 
The first  pape r ha s bee n accepte d fo r publicatio n i n th e Journa l Mechanica l System s an d 
Signal Processin g (MSSP) , I t consist s i n detemiinin g a  minimu m mode l orde r fro m whic h 
are reveale d ai l th e a\ailabl e frequencie s fo r th e operationa l moda l analysi s \i a introductio n 
of a  global signa l t o noise ratio , To do so , the mode l ha s been update d wit h respec t t o mode l 
order and th e uncertainties o f modal parameter s ar e computed , 
The secon d paper , submitte d t o th e Journa l o f Soun d an d Vibratio n (JSV) , présent s a 
technique fo r th e classification o f modes an d frequencie s i n order t o detennine th e number o f 
physical m.odes . A n inde x calle d Dampe d Moda l Signa l t o Nois e rati o (DMSN ) ha s bee n 
constmcted fro m th e moda l detenninis t an d stochasti c component s o f the modes . Thi s facto r 
classifies automaticall y th e mode s an d correspondin g moda l parameter s i n a n increasin g 
order an d th e numbe r o f physica l mode s i s foun d a t th e significan t chang e o f th e cur \ c, 
Furthermore, onc e th e physica l mode s an d moda l parameter s ar c identified . th e participatin g 
modal spectr a ar e amplified b y a  factor t o provide a  balanced, smoot h frequenc y présentatio n 
where ai l available peak s are dominated , 
The combinatio n o f thès e tw o paper s ha s allowe d u s th e de\elopmen t o f softwar e name d 
MODALAR whic h perform s th e moda l analysi s withou t knowin g o f the excitations , e\e n i n 
noisy conditio n b y manipulatin g simultaneousl y th e outpu t response s o f multi-sensor s o n th e 
structure. 
The thir d pape r ha s bee n accepte d fo r th e publicatio n i n th e boo k Vibratio n an d Structura l 
Acoustics Analysi s whic h wil l b e availabl e i n 201 0 b y Springer . I t présent s a  procédur e 
VIII 
allowing th e stud y o f th e \ibratio n behaviou r i n th e tim e domai n b y th e techniqu e "slidin g 
Windows". Mode l parameter s ar e kep t constan t insid e cac h windo w an d th e solutio n i s 
updated w  ith respec t t o mode l orde r fo r th e sélectio n o f a  minimu m orde r an d thc n th e 
identification o f modal parameters , Th e window lengt h i s assiimed t o be at leas t fou r time s o f 
the longes t natura l perio d i n order t o exhibil ai l available frequencie s i n the signal , 
The fourt h pape r ha s bee n publishe d i n th e Journa l o f engineerin g o n industria l ris k 
assessments (JI-IRI ) t o présen t softwar e fo r th e moda l monitorin g i n th e tim e domain . Th e 
autoregressive solutio n i s updated wit h respec t t o bot h dimensions : tim e an d mode l order , A 
new algorith m wit h Q R factorizatio n i s develope d wher e onl y a n R  submatri x need s t o b e 
manipulated t o produce th e updated leas t square s solution . Thèse results i n a technique calle d 
Short Tim e AutoRegiessi\ e (STAR ) whic h ca n b e applie d o n th e monitorin g o f th e 
vibrations i n non stationar y machine s o r Systems, 
Keywords: Vibrations , Operationa l moda l analysis , Non-stationary , Multi\ariabl e 
autoregressive, Q R factorizatio n updating . Optima l order . Mode s sélection , Adde d mas s an d 
damping. 
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INTRODUCTION 
A notr e époque , l a plupar t de s mécanismes , système s e t machine s son t sollicité s pa r de s 
charges dynamiques . C'es t pourquo i l a compréhensio n de s comportement s dynamique s de s 
structures e t de s machine s es t u n suje t importan t d e recherche . Or , le s structure s on t de s 
comportements dynamique s d e plu s e n plu s critique s puisqu e l'optimisatio n e t le s 
conceptions moderne s demanden t d e construir e de s structure s plu s minces , modenies . plu s 
allégées e t plu s fiexibles  auss i bie n e n aéronautiqu e (Boein g 76 7 o u Airbu s A380 ) qu'e n 
génie civi l (Pon t suspend u Akash i Kaiky o d e travé e d e 199 1 m) . (Vu , Thoma s et  al.  2007) . 
L'analyse de s comportements dynamique s de s structure s nécessit e de s outils avancés e t basé s 
sur des connaissances modernes . L'analys e modal e perme t d e détenniner expérimentalemen t 
les caractéristique s dynamique s de s stmcture s pou r optimise r l e dimensionnemen t e t pou r 
résoudre des problèmes dynamique s (Ewin s 2000) . 
L'application visé e dan s cett e recherch e concern e l'analys e modal e e n opératio n d'un e 
turbine hydrauliqu e qu i a , théoriquement , un e duré e d e \  ie de 4 0 ans . Cett e duré e d e vi e es t 
souvent restreint e pa r l'apparitio n d e fissures . Lorsqu e de s fissure s d e fatigu e apparaissen t 
dans le s turbine s hydrauliques , un e questio n rest e e n suspen s :  quell e es t l a par t de s 
contraintes dynamique s e t quell e es t l a par t de s contrainte s résiduelle s d e fabrication ? S i l a 
\ itesse d e hachag e d u sillag e de s directrice s (fréquenc e d'excitation ) opèr e proch e d'un e de s 
fréquences naturelle s d e l a turbine , i l y  a  amplificatio n de s contrainte s dynamique s qu i 
dépendent d e l'amortissemen t d u système , qu i doi t pa r conséquen t êtr e connu , celui-c i 
dépendant principalemen t d e l a \itess e d e l'écoulement . 1 1 est e n effe t possibl e qu e c e 
phénomène d'amplificatio n de s contrainte s ai t déj à ét é l a caus e d e fissurations  e t i l es t pa r 
conséquent primordia l d e prévoi r le s paramètre s modau x d e l a turbin e (fréquence s d e 
résonance, tau x d'amortissemen t e t modes ) lorsqu'ell e es t excité e pa r u n écoulemen t 
turbulent. S i l'analys e modal e es t aisé e pou r de s stmcture s opéran t dan s l'air , cec i l'es t 
moins pou r de s structure s opéran t dan s l'eau , L a présenc e d u fiuide  autou r d e l a structur e 
engendre un e forc e d e réactio n qu i peu t êtr e interprété e pa r u n effe t d e mass e ajouté e e t 
d'amortissement ajouté . E n fait , le s fréquences naturelle s peuven t diminue r d e 3  à 50 % selo n 
les mode s considéré s e t cett e \ariatio n es t plu s manifest e pou r le s mode s impliquan t u n 
déplacement d u moyeu . D e plus , l'effe t d e l'écoulemen t es t un e caus e d e comportemen t 
d\namique complex e qu i demand e un e sur\eillanc e dan s l e temps . De s modèle s théorique s 
ont ét é dé\eloppé s pou r prédir e l'effe t d e l a mass e ajouté e (Lussie r 1998 ) .  mais i l rest e tou t 
de mêm e à  valide r ce s résultat s à  l'aid e d'essai s expérimentaux . Pa r contre , l a modélisatio n 
de l'amortissement ajout é e n es t encor e a u stad e de laboratoir e e t n'est pa s encore au poin t e n 
milieu industriel . E n fait , l a mesur e de s paramètre s modau x d'un e structur e immergé e e t 
soumise à  un écoulemen t n'es t pa s un e minc e affaire , puisqu e l'amortissemen t ajout é pourr a 
empêcher l a lectur e d e mesure s vibratoire s e t ains i empêche r l'utilisatio n d e méthode s 
expérimentales usuelles . Le s techniques usuelle s d'analys e modal e expérimental e demanden t 
une connaissanc e de s force s d'excitatio n e t n e son t pa s applicable s dan s u n processu s d e 
suivi industriel , puisqu e ce s force s son t inconnues . E n fait , i l es t trè s difficile  dan s d e 
nombreux cas . d'exerce r su r un e structure , un e excitatio n connu e pou r mesure r so n 
comportement dan s le s condition s d e production , à  caus e d e so n importance , d e s a 
localisation e t de ses dimensions, etc . 
On doi t alor s avoi r recour s à  de s technique s spéciale s pou r détermine r le s paramètre s 
modaux de s structure s seulemen t à  parti r de s réponse s \  ibratoires seulement , dit e «  en 
opération » , Ce s méthode s d'analys e modal e opérationnell e travaillen t seulemen t ave c le s 
réponses, san s connaîtr e le s excitations . Bie n qu e le s technique s d'identificatio n modal e 
peu\cnt êtr e conduite s dan s l e domain e fréquentie l (Jacobsen , Anderse n et  al.  2007 ) o u 
temporel (Herman s an d Va n De r Auwerae r 1999) . (Maia an d Silv a 200 1 ). (Vu. Thomas et  al. 
2006), (Vu , Thomas et  al.  2007) , le domaine tempore l s'es t a \ éré préférable pou r réaliser un e 
analyse modal e opérationnell e pa r so n adaptatio n à  l a non-stationnarité . Le s méthode s 
temporelles peuven t êtr e classifiées e n deux groupe s : 
• L e premier s'effectu e pa r l'ajustemen t de s fonction s d e coirélation de s réponses , comm e 
la méthod e temporell e d'Ibrahi m (ITD ) (Ibrahi m an d Mikulci k 1977) . le s moindre s 
carrés exponentiel s de s complexe s (LSCE ) (Brown . Alleman g et  al.  1979) . 
l'identification e n sous-espac e stochastiqu e conduit e pa r l a covarianc e (SSI-COV ) 
(Peeters 2000) . e t plusieur s autre s \ersion s modifiée s d e ce s méthode s pou r mieu x 
s'adapter au x application s spécifiques , e n particulie r sou s excitation s harmonique s 
(Mohanly an d Rixe n 2004) , (Gagnon, Tahan a  al.  2006) . 
• L e deuxièm e group e es t bas é su r de s modèle s paramétriques , basé s su r l e choi x d'u n 
modèle mathématiqu e pou r idéalise r l e comportemen t dynamiqu e structural , e t 
comprend l a méthod e autorégi^essix e à  moyenn e mobil e (ARMA ) e t cell e 
Autorégressive (AR ) (Pandi t 1991) . (Gonthier , Smai l et  al.  1993) . (Anderse n 
1997),(Siiiail, Thoma s et  al.  1999) . (Vu . Thoma s et  al.  2007) . Bie n qu'i l exist e de s 
équivalences entr e le s deu x groupes , ce s dernière s méthodes , pemiettan t de s 
avancements innovateurs , on t ét é choisie s comm e l a dii^ectio n d e recherch e d e cett e 
thèse. 
Cette thèse montre donc l e développemen t d'un e techniqu e original e d'analyse modal e basé e 
sur l e modèle autorégressi f appliqu é à  des structures immergées . Le s directions d e recherch e 
sont présentées , e n mettan t l'accen t su r le s originalité s dé\eloppées , dan s l a sectio n qu i sui t 
suite à  une re \ ue de la littérature . 
CHAPITRE I 
RE\ U E D E LITTERATUR E E T ORIGINALITES DE S TRAN AUX 
1.1 Introduction 
Les partie s ci-dessou s présenten t un e re \ ue d e littératur e su r l e dé \ eloppement d e modèle s 
autoicgressifs e t mettent e n é \ idenee le s points novateur s élaboré s dans cette recherche . 
1.2 Modélisation d e la méthode autorégressiv e 
Les modèle s d e l a famill e autorégressiv e n e son t pa s nou\cau x e n mathématique . Dan s le s 
années 1970 , l e travai l d e (Gersc h 1970 ) e t d u li\i e d e (Bo x an d Jenkin s 1970 ) on t permi s 
d'exploiter cett e méthod e dan s plusieur s recherche s y  compris l a modélisatio n de s système s 
dynamiques e t don t l'analys e modal e es t un e conséquence . L e modèl e paramétriqu e généra l 
est introdui t pa r (Bo x an d Jenkin s 1970 ) où l'entré e u(/) , l a sorti e y(/ ) e t l e bruit \v(/ ) son t 
modélisés pa r de s paramètre s d u modèl e \i a u n opérateu r d e recu l z  (Figur e 1. 1 ). Dan s de s 
applications vibratoires , o n peu t voi r qu e l'entré e jou e l e rôl e d e l'excitatio n tandi s qu e le s 
sorties sont de s réponses dynamiques . 
Modèle d e Bo x .lenkin s 
K - - '  ) 
I I / ) 
, , , ) = l i ^ u ( . ) . l i ^ w , , , 
,^(Z ) D(z 
Figure 1. 1 Modèl e d e Box-Jenkins . 
Dans l e ca s oi à o n considèi' c u n dénominateu r commu n qu i suppos e qu e le s pôle s son t le s 
mêmes, l e modèl e port e l e no m d e ARMA X (AutoregRessi\ e Mo\in g Averag e wit h 
eXogcnous excitation) . L e modèl e ARMA X (Figur e 1.2 ) es t considér é comm e l e modèl e 
complet pou r l a modélisation vibratoire . 
Modèle ARMA X 
.-/(-- ' ) = D(.- ' ) 
w(t) 
C{z ) 
?v Su 
B ( z ' ) C ( 7 ' ) 
v ( i ) = ,  u(t ) + -^\v(t ) 
A(z ' ) A ( z ' ) 
Figure 1. 2 Modèl e ARMAX . 
En fait , s i o n suppos e u n brui t blan c Gaussien . c e qu i es t trè s couran t e n pratique , celui-c i n e 
demande pa s un e simulatio n paramétriqu e e t l e modèl e ARMA X peu t s'écrir e sou s l a form e 
du modèle AR X (Figur e 1,3) , 
Figure 1. 3 Modèl e ARX . 
Comme l'excitatio n n'es t pa s toujour s mesurable , i l es t nécessair e d'avoi r u n modèl e pou r 
réaliser un e analys e modal e opérationnell e san s connaîtr e l a forc e d'excitation . L e modèl e 
ARMA (Figur e 1.4 ) considèr e un e relatio n polynomial e aulorégressix e entr e le s réponse s 
vibratoires e t l e baii t qu i es t maintenan t considér é comm e un e excitatio n ambiant e e n ordr e 
(p.q)-
y(n +A,y(/-l)-l-..,-FA„y(/-;7) = vv(/)-t-C|\v(/-l)-l-,,.-hC_^w(?-<7) (] , l ) 
Pour l'identificatio n de s paramètre s modau x (fréquenc e e t tau x d'amortissement) , ce s 
modèles son t largemen t utilisé s sou s fonn e d'u n modèl e uni-variabl e a\e c u n seu l cana l d e 
mesure, comme (Kim , Eman et  al. 19<S4) . (Lardies 1997) , (Smail, Thomas et  al. 1999) . 
Modèle ARM A 
B{z-f =  0 
"(/) 
1 
.1(0 
c (z'A 
v(t) =  -^  f-  M(t) 
. - / ( - - ' ) 
y (t)  +  A  , > • ( / - I  ) +  A  ,  >• ( / -  2  )  -^ ,, , - f , \ „y  (t  -  p  ) 
= \ \ (  / ) +  C  I  \ \ (  / -  1 ) +  C  ,  « (  / -  2  )  + .. . +  C  w  (t  -  q  ) 
Figure 1. 4 M o d è l e A R M A . 
En fait , l'analys e modal e opérationnell e concern e l'identificatio n de s paramètre s modau x à 
partir de s réponse s vibratoire s seulement , e t l a parti e autorégressiv e contien t tout e 
l'information su r le s paramètre s modaux . Puisqu e l'excitatio n ambiant e es t supposé e d e typ e 
blanc Gaussien , o n peu t réduir e l e modèle à  un seu l tenu e e t l e modèle ARM A de \ ient l e AR 
(Figure 1.5) . L e brui t \v(/ ) devien t l'erreu r d u modèl e autorégi-essi f e t peu t êtr e appel é e(t). 
Aussi, l e modèl e A R peu t remplace r l e modèl e ARM A s i so n ordr e es t chois i suffisammen t 
grand (Bo x an d Jenkin s 1970) . Dan s cett e recherche , u n modèl e A R à  variabl e multipl e a 
donc ét é choisi (Vu , Thomas ci  al. 2007) . 
y(0 + A,y( / - l) + ...+ A,y( / - /7) =  e(0 (1. 
i i t r ) 
.Modèle AR 
C(---') = l 
1(0 
y(t) ^ 
.-)(-- ' ) 
» (  / ) 
y (t)  +  A  I  > ' (  / -  1  ) - ^ A  ,  > • (  /  -  2  )  -I - . , , -I - A  ^ , \  (  /  -  / j )  =  w  (  / ) 
Figure 1. 5 Modèl e AR . 
Plusieurs chercheur s on t travaill é su r u n modèl e à  variable s multiples , comm e (H e an d D e 
Roeck 1997) , (Bodeux an d Golinva l 2001) . En analyse modal e opérationnelle , l e nombre de s 
canaux es t souven t élev é e t ce s dernier s doiven t êtr e synchronisé s duran t l'acquisitio n de s 
données. Comm e le s propriétés dynamique s d e l a structur e son t le s mêmes indépendammen t 
du capteur, le s résultat s seron t meilleur s pa r une approche à  variables multiples . 
1.3 Estimation de s paramètres d u modèl e 
Il es t éviden t qu'ave c u n modèl e paramétrique , l e cœu r d e l'identificatio n s e trouv e dan s 
l'estimation de s paramètre s d u modèl e qu i diffèren t d'un e méthod e à  l'autre . O n trouv e dan s 
la littérature , troi s grande s orientation s pou r estime r u n modèl e paramétrique , soi t :  le s 
méthodes d e prédictio n d'erreu r (prédiction  error  methods-PEM).  l e maximu m d e 
vraisemblance (Maximum  likelihood  cstimation-MLE)  e t l a variabl e instrumental e 
(instrumental variablc-\'VE). 
La méthod e basé e su r le s PE M appliqu e le s moindre s canes . (Kim , Ema n et  al.  1984 ) on t 
proposé l e modèl e ARM A pou r modélise r un e machin e d e forag e e t on t compar é leur s 
résultats ave c ceu x obtenu s pa r transfonnée s d e Fourier . (Benni s an d Massou d 1989 ) on t 
utilisé l e modèl e A R pou r modélise r e t identifie r le s fréquence s e t l'aniortissemen t d e 
systèmes viscoélastiques . (H e an d D e Roec k 1997 ) on t utilis é l e modèl e à  variable s 
multiples A R ave c u n ordr e élev é pou r identifie r le s fréquences , tau x d'amortissemen t e t 
formes modale s d'une transmissio n d'eau . Il s ont montr é que l'utilisatio n d u modèl e A R ave c 
un ordr e élev é es t similair e à  celu i d'u n modèl e ARM A nomial . Comm e le s réponse s son t 
souvent contaminée s pa r des bruit s de mesure, (Smail , Thomas et  al. 1999 ) ont montr é que l a 
matrice de s donnée s n'es t pa s indépendant e d e bniit , e t qu e s i l e brui t n'es t pa s puremen t 
blanc ,  la méthode de s moindres carrée s devient biaisée pou r l'identificatio n d'u n modèl e A R 
(Sinha an d Kuszt a 1983) . Pou r surmonte r c e problème , i l exist e de s méthode s comm e cell e 
des moindre s carré s (Gonthier , Smai l et  al.  1993 ) qui on t construi t un e procédur e récursiv e 
ARMA pou r réalise r un e estimatio n de s moindre s carré s no n biaises . (Neumaie r an d 
Schneider 2001 ) e n s e basan t su r l a factorisatio n Q R 'QR-factorization"  de s matrice s de s 
réponses, ont développé leu r méthode pou r u n système à  variables multiples . Leu r algorithm e 
s'arrête à  l'estimatio n de s paramètres , L a méthod e de s moindre s carré s itératif s donn e auss i 
des estimation s no n biaisées , (Bodeu x an d Golinva l 2001 ) pa r algorithm e d e Gauss-Newton , 
ont développ é u n modèl e ARMA V à  variable s multiples . Cett e techniqu e estim e le s 
paramètres d u modèl e itérativemen t pa r l a minimisation Gauss-Newto n à  parti r d'u n modèl e 
ARV, d'u n modèl e AR X e t enfi n d'u n modèl e ARMAV , (Hsi a 1976 ) a  élabor é u n modèl e 
des moindre s carré s généralisés . I l a modélisé l'excitatio n d u brui t généra l (no n Gaussien ) d u 
modèle A R comm e un e sorti e d'u n modèl e A R d e donnée s Gaussienne s blanches . Le s 
paramètres d u modèl e A R son t ensuit e corrigé s pa r u n calcu l répétiti f d e l'estimatio n de s 
moindres carrés . Récemment , (Zhen g 2000 ) e t (lluan g 2001 ) on t montr é de s procédure s de s 
moindres carré s modifié s basée s su r l'équivalenc e entr e l a fonctio n matriciell e d e corrélatio n 
d'une répons e linéair e du e à  un brui t blan c e t l a répons e libr e détenninist e d u systèm e a\e c 
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pour résultats , un e matric e modifié e de s donnée s qu i amélior e l'efficacit é de s paramètre s d u 
modèle. 
Une autr e méthod e no n biaisée . pour estime r le s paramètres de s modèles A R e t ARM A es t l a 
méthode d u maximu m d e vraisemblanc e (MLE ) (Larb i an d Lardie s 2000 ) e t (Capecch i 
1989), L a méthod e construi t un e fonctio n d e vraisemblanc e de s bruit s e n s e basan t su r l a 
fonction densit é d e puissanc e (power  densit\'  function-  PDF)  e t estim e le s paramètre s pou r 
que l e brui t soi t semblabl e à  l a réalit é e n maximisan t l e logarithm e d e l a fonctio n d e 
vraisemblance. 1 1 est trouv é qu e dan s l e ca s d'un e excitatio n Gaussienn e blanche , cett e 
méthode converg e \  ers celle des moindres carrés . 
La méthod e d e l a variabl e instrumental e (IV ) es t un e nou\ell e méthod e qu i présent e 
l'axantage d e fair e beaucou p moin s d e calcu l qu e le s précédentes . I l es t reconn u qu e l a 
méthode de s moindre s can'é s ordinaire s es t biaisé e puisqu e l a matric e de s donnée s es t 
corrélée a \ ec l e bruit . Don c il s proposent d e cherche r un e nou \ elle matric e nommé e matric e 
des variable s instrumentale s qu i es t corrélé e ave c le s réponse s mai s tou t à  fai t indépendant e 
des bruit s (Stoic a an d Soderstro m 1983) , A\e c cett e matrice , l'algorithm e de s moindre s 
carrés devient no n biaisé . 
Étant donn é qu'o n considèr e dan s cett e thès e u n modèl e à  variable s multiples , l'estimatio n 
des paramètre s d u modèl e peu t nécessite r de s temp s d e calcu l éle \ es. Comm e le s excitation s 
turbulentes su r le s turbine s son t d e typ e aléatoire , celles-c i peu\en t êtr e considérée s comm e 
un brui t Gaussie n blan c qu i perme t un e utilisatio n rapid e e t no n biais é de s moindre s carré s 
avec un e bonn e exactitude . Dan s cett e thèse , l a méthod e d e bas e pou r u n modèl e à  variable s 
multiples es t cell e de s moindre s carré s utilisan t l a factorisatio n Q R hérit é d e (Neumaie r an d 
Schneider 2001) , I l es t trouv é qu e ce t algorithm e es t trè s rapide , stabl e e t penne t un e mis e à 
jour du modèle , ainsi qu e l a séparation d u signa l e t du bnii t (\oi r CHAPITR E 3) . 
I l 
1.4 Sélectio n d e Tordre du modèl e 
Puisque l e modèl e es t paramétrique , l a sélectio n d e l'ordr e d u modèl e es t u n paramètr e 
important pouvan t influence r l'exactitud e de s résultats . L a sélectio n d'u n bo n ordr e es t 
conseillée pou r de s application s d e prédictio n e t u n ordr e optima l peu t êtr e défin i 
parallèlement à  l'estimatio n de s paramètre s d u modèl e pa r de s critère s tel s qu e :  Final 
prédiction error  (FPE) , .Akaike  information criterion  (AIC ) e t Maximum  description  length 
(MDL) (Lutkepoh I 1993) , etc . Ce s critère s pennetten t d'évalue r l'erreu r prédictiv e ave c un e 
fonction d e pénalit é pou r trouve r l a \aleu r optimal e d e l'ordre , 1 1 existe auss i un e méthod e 
basée su r l e rappor t entr e le s valeur s propre s d e l a matrice de s covariances de s réponses pou r 
estimer l'ordr e d u modèl e (Liang , Wilke s et  al.  1993) , (Smail , Thoma s et  al.  1999) , I l es t 
nécessaire alor s d e détennine r un e valeu r supérieur e d e l'ordr e pou r établi r un e grand e 
matrice d e covariance . 
En analyse modale , on s'intéress e plu s à  l'identification de s paramètres modau x qu' à l'erreu r 
prédictive, alor s l'utilisatio n d e ce s critère s sembl e obsolète . E n fait , l a méthod e l a plu s 
courante pou r identifie r le s paramètre s modaux , es t l'utilisatio n d e diagramme s d e stabilité , 
qui montr e l a variatio n de s fréquence s e n fonctio n d e l'ordr e d e calcul . Cett e techniqu e pa r 
contre peu t êtr e affectée pa r l a contamination d e taux d e bniit élevé s e t l a répétition d u calcu l 
sur un e grand e gamm e d'ordr e peu t prendr e beaucou p d e temps , c e qu i n'es t pa s souhait é 
pour réalise r un e analyse modal e opérationnell e e n temp s réel . 
Une parti e d e cett e thès e port e su r l e dé \ eloppement d'u n nouvea u critèr e pou r l a sélectio n 
de l'ordr e minimum . C e critèr e es t nomm é NO F (noise-rate  order  factor)  qu i es t construi t à 
partir du rappor t d u signa l su r bruit en fonctio n d e l'ordr e (\oi r CHAPITR E 3) . 
1.5 Identificatio n de s mode s e t des paramètres modau x 
Les paramètre s modau x d u systèm e s e trouven t dan s l a décompositio n d e l a matne e d'éta t 
construite à  parti r de s paramètre s d u modèle . L e problèm e es t qu e s i o n utilis e u n ordr e trè s 
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élevé, l'identificatio n de s vrai s mode s es t noyé e pann i u n gran d nombr e d e fréquence s 
parasites e t donc es t rendue difficile , dan s l e diagramme d e stabilité . 
Il existe quelques critère s pou r identifie r le s fonnes modales . L e facteur d e confiance modal e 
(modal confidence  factor  MCF ) (Ibrahi m 1978 ) compar e deu x \ecteur s modau x identifié s à 
partir d e deu x bande s d e donnée s déplacées . Toutefois , i l peu t arrive r d'obteni r de s résultat s 
enonés ave c u n rappor t faibl e pou r u n \Ta i mode , e t un e valeu r élevé e pou r u n mod e bmité . 
(Pandit 199 1 ) a développé l a technique d e moyenne de s amplitude s modale s (average  modal 
amplitude -  AM) e t l e rappor t moda l d e signa l su r brui t (modal  signal  to  noise  -  MSN ) qu i 
peuvent êtr e combiné s pou r identifie r le s fréquence s e t tau x amortissemen t ains i qu e le s 
modes. Cependant, l e nombre de s modes réel s à trouver reste toujours inconnu . 
Dans cett e thèse , au lieu d'utilise r ensembl e le s deux inde x A M e t MSN, un nouve l indic e es t 
développé e n considéran t l e taux d'amortissemen t e t es t nomm é l e rappor t d e signa l su r brui t 
amorti (DMSN) . Ce t indic e classifi e le s mode s réel s dan s u n ordr e croissant , c e qu i perme t 
de le s distingue r de s mode s parasite s pa r u n changemen t significati f su r l'évolutio n d e 
DMSN. C'es t u n gran d avantag e pou r automatise r l a procédur e d'analys e modal e (voi r 
CHAPITRE 4) . 
De plus , u n nouvea u critèr e d e corrélatio n de s modes , appel é OMAC , penne t d e compare r 
les mode s ordr e pa r ordre . Grâc e à  un e mis e à  jour d u modèl e e n fonctio n d e l'ordre , l a 
stabilité d e corrélation d'u n mod e es t construit e su r un diagramme pou r confinne r s i ce mod e 
est de nature structural e (voi r CHAPITRE 3) . 
1.6 Incertitud e de s paramètres modau x 
Puisque l e modèl e A R abouti t à  un e identificatio n de s paramètre s modaux , i l exist e un e 
incertitude su r le s résultats . L'incertitud e de s paramètre s modau x es t u n thèm e récen t dan s 
les recherche s su r le s système s dynamiques . O n trouv e un e premièr e étud e su r l'incertitud e 
l'estimation de s paramètre s dynamique s dan s (Mace , Worde n et  al.  2005) . E n fait . 
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l'incertitude de s estimation s paramétrique s a  déj à ét é dérivé e dan s plusieur s recherche s 
mathématiques (McWhorte r an d Schar f 1993) , (Christin i 1993 ) e t (Neumaie r an d Schneide r 
2001). (Pintelon , Guillaum e et  al.  2007 ) on t récemmen t dériv é l'incertitud e de s paramètre s 
modaux pa r l e calcul de s fonction s d e transfert . Toutefois , o n trouv e pe u d'étude s poilan t su r 
l'incertitude de s paramètre s modau x à  propremen t dit . L'incertitud e de s paramètre s modau x 
est calculé e à  parti r de s covariance s de s paramètre s d u modèl e estim é e t d e l a dérivatio n d e 
ces paramètre s pa r rappor t au x paramètre s d u modèl e (Lutkepoh I 1993) . Ave c u n modèl e 
autorégressif, Lutkepoh I a  modélis é l a matric e d e covarianc e de s paramètre s estimé s d u 
modèle pa r l e produit d e Kronecke r des matrice s de s moments de s données, pa r l a matrice d e 
covariance estimé e d u bruit . L e problème d'incertitud e revien t alor s au calcu l de s dérivation s 
par rappor t au x paramètre s d u modèle , (Neumaie r an d Schneide r 2001 ) on t développ é le s 
calculs d'incertitud e d'u n modèl e A R mai s le s résultat s s'arrêten t au x dérivation s d'un e 
valeur propre e t de l a partie complexe du vecteu r propre . 
Dans cett e thèse , nou s continuon s le s travau x précédent s d e dérivatio n pou r évalue r 
l'incertitude de s fréquence s naturelles , tau x d'amortissemen t e t composante s de s modes . Il s 
sont d e plu s évalués dan s cett e étud e e n fonctio n d e l'ordr e d u modèl e e t en fonctio n d u tau x 
de bruit (voi r CHAPITRE 3) , 
1.7 L e problème non-stationnair e e t la mise à  jour d u modèl e 
Un gran d déf i d e l'analys e modal e modern e es t l e problèm e de s vibration s no n stationnaire s 
où le s propriété s modale s d u systèm e o u machin e peuven t varie r selo n l e temps . Jusqu' à 
maintenant, c e typ e d e problèm e instationnair e a  ét é résol u pa r de s analyse s temps -
fréquences comm e pa r exemple , l a transformé e d e Fourie r à  temp s cour t (STFT ) (Bellizzi , 
Guillemain et  al.  2001) , (Hammon d an d Whit e 1996) , d e Wigner-Vill e (Oehlmann . Bri e et 
al. 1997) , ou d'ondelettes (WT ) (Safizadeh, Laki s et al. 2000) , (Ruzzenc, Fasan a et  al. 1997) . 
Pour utilise r le s modèle s paramétrique s dan s u n problèm e no n stationnaire , (Basseville , 
Benveniste et  al.  1993 ) on t introdui t l e modèle ARM A don t le s paramètre s M A varien t dan s 
le temps . Récemment , l'équip e d e Fassoi s a  contribué à  un gran d nombr e d e recherche s su r 
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les modèle s FS-ARM A (Funtional  seiies-ARMA)  don t le s paramètre s A R e t M A \anen t 
dans l e temp s pa r un e fonctio n qu i es t à  estime r ave c le s paramètre s d u modèl e (Petsouni s 
and Fassoi s 2000) , (Fouskitaki s an d Fassoi s 2001) . Le s avantage s de s méthode s 
paramétriques son t montré s dan s (Poulimeno s an d Fassoi s 2004 ) e t un e étud e complèt e su r 
les méthode s paramétrique s no n stationnaire s es t décrit e dan s (Poulimeno s an d Fassoi s 
2006). 
Dans cett e thèse , u n nou\e l algorithm e autorégressi f a  été développ é pouvan t êtr e appliqué à 
l'analyse d e système s no n stationnaire s (voi r CHAPITR E 6) . A u lie u d e fair e change r le s 
paramètres d'échantillo n à  échantillon , nou s proposon s plutô t un e méthod e d e fenêtrag e à 
court term e o ù un e fenêtre , à  l'intérieu r d e laquell e le s paramètre s son t supposé s constants , 
est glissé e su r le s donnée s temporelles . L a mis e à  jour à  l'intérieu r d e chaqu e fenêtr e es t 
appliquée pou r fair e l e suiv i de s paramètre s modau x pa r u n algorithm e novateu r (voi r 
CHAPITRE 5 , CHAPITRE 6) . 
1.8 .Analys e spectrale 
Les spectre s son t de s représentation s fréquentielle s importante s pou r l'analys e modale . Dan s 
une modélisatio n paramétrique , le s spectre s peuven t êtr e calculé s à  parti r d e l a séparatio n 
signal-bruit, d'un e fonctio n transfer t o u d'un e décompositio n spectrale . Trè s tôt , (Akaik e 
1969) a dérixé l e spectre de puissance vi a un modèle autorégressi f L e nombre des recherche s 
sur l e spectr e paramétriqu e es t énonne , te l qu e l e montr e l a littératur e (Maipl e 1986) . E n c e 
qui concern e l a recherch e su r l e spectr e d'u n modèl e autorégressif , (Vaataja , Suorant a et  al. 
1994) on t développ é l a cohérenc e d e plusieur s canau x d u spectr e autorégressi f (Quir k an d 
Liu 1983 ) ont utilis é l a technique d e décimation pou r améliore r l a résolutio n spectrale . C'es t 
une techniqu e qu i ser t à  réduir e l'échantillonnag e afi n d e sépare r le s pic s proche s e t le s 
afficher su r l e spectre . (Kumazaw a 1994 ) a  propos é un e méthod e pou r produir e u n spectr e 
sans brui t d'u n modèl e A R pa r l'utilisatio n de s composante s sinu s e t cosinu s d u signa l qu i 
sont déphasée s de 7i/2. 
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Dans cett e thèse , u n spectr e multipl e es t calcul é à  parti r d e l a décompositio n spectral e d u 
modèle A R multiple . Aprè s qu e le s mode s réel s aien t ét é classifie s e t isolé s pa r l a techniqu e 
décrite dan s l a sectio n 1.5 . le s amplitude s de s specti^e s modau x son t amplifiée s à  chaqu e 
fréquence pou r établi r un e représentatio n fréquentiell e trè s lisse , balancé e o ù tou s le s \rai s 
pics son t nettemen t distingué s (voi r CHAPITRE 4) . 
1.9 Analys e modal e d'une structur e immergé e 
Dans l a littératur e portan t su r l'analys e modal e d e structure s immergées , i l exist e de s 
résultats d'analys e modal e portan t su r le s turbine s hydraulique s ave c de s essai s dan s l'ai r 
comme (Albijanic . Marjanovi c et  al.  1990) . Dè s le s année s 1965 , (Linndholm , Kan a et  al. 
1965) on t fai t un e étud e expérimental e su r le s xibrations libie s d'une plaqu e encastré e e n u n 
seul côt é e t submergé e dan s l'eau . Le s résultat s on t ét é comparé s à  un e approch e théoriqu e 
basée su r l a théori e de s poutre s e t de s plaque s mince s ave c l'introductio n de s facteur s d e 
masse apparente . Il s on t trou\ é auss i qu e lorsqu e l a plaqu e es t loi n d e l a surfac e libr e d'un e 
distance égal e à  l a moiti é d e l a largeu r d e l a plaque , le s fréquence s cessen t d e changer . 
(Muthuveerappan 1980 ) a  analys é un e plaqu e encastré e e t submergé e dan s u n fluid e e n 
utilisant de s élément s finis  bidimensionnel s pou r l a plaqu e e t de s élément s finis 
tridimensionnels pou r l e fiuide.  Il s ont montr é qu e dan s l e cas d'un e plaqu e rectangulaire , l a 
première fréquenc e obtenu e continu e à  change r mêm e pou r de s hauteur s d e fiuide  qu i 
dépassent deu x foi s l a longueu r d e l a plaque , mai s c e résulta t peu t éti- e contestable , ca r i l 
n'est pa s e n accor d ave c plusieur s autre s travaux . (Tanak a 1990 ) montr e de s donnée s 
expérimentales, mai s i l manqu e d'explication s su r l'infiuenc e d e l'ea u su r le s paramètre s 
modaux d e l a structure . D'autre s publication s on t présent é de s résultat s d e simulation s 
numériques san s comparaiso n a\e c l'expérimentatio n comm e (Duba s an d Schuc h 1987) , 
(Du, H e et  al.  1998) , (Xiao . We i et  al.  2001) , (Ca o an d Che n 2002) . E n 1991 , (Kwak an d 
Kim 1991 ) on t étudi é l'effe t d'u n fiuide  su r le s vibration s libre s d'un e plaqu e circulair e e n 
contact ave c l a surfac e libr e d u fiuide.  Il s on t seulemen t considér é le s vibration s 
axisymétriques. Il s on t essay é d'explique r pourquo i i l exist e u n écar t entr e le s résultat s 
expérimentaux e t analytique s dan s l e ca s de s plaque s circulaire s encastrées . Il s on t introdui t 
un facteu r d e mass e ajouté e adimensionnell e incrémental . C e facteu r a  ét é calcul é pa r l a 
méthode d e Rayleigh . 1 1 refièt e l'augmentatio n d e l'énergi e cinétiqu e d u systèm e causé e pa r 
la présence d u fiuide  e t vari e e n fonctio n d e l a géométrie , de s propriétés de s matériau x e t de s 
conditions au x limites . (Haddar a an d Ca o 1996 ) on t présent é un e étud e expérimental e e t 
analytique de s réponse s dynamique s d'un e plaqu e submergé e dan s l'eau . Il s on t discut é d e 
l'effet de s condition s au x limite s e t d u nivea u d u liquid e e n contac t ave c l a plaque . Le s 
facteurs d e mass e ajouté e on t ét é calculé s pou r de s ca s différents . (Lussie r 1998 ) a 
développé u n modèle numériqu e pou r calcule r l a masse ajoutée . E n 2003 , (Sinha , Sing h et  al. 
2003) on t publi é u n articl e su r le s effet s d e mass e e t d'amortissemen t ajouté s de s plaque s 
perforées e t immergées . L a masse ajouté e su r un e structur e \  ibrant dan s l'ea u étan t supposé e 
égale à  la masse d'eau correspondan t à  la force d e réactio n d e cette plaque , il s supposent qu e 
cette mass e peu t êtr e présenté e pa r u n volum e d'ea u cylindriqu e imaginair e autou r d e l a 
plaque don t l e diamètre es t l a largeu r d e l a plaque e t l a longueu r es t égal e à  l a longueur d e l a 
plaque. Il s on t étudi é c e modèl e pa r élément s finis  e t effectu é un e validatio n expérimentale , 
avec un e méthod e d'identificatio n dan s l e domain e spectral . Ainsi , l a déterminatio n de s 
déformées modales , de s fréquence s d e résonanc e e t de s amortissement s (e n utilisan t soi t u n 
marteau d'impac t o u u n vibrateu r pou r excite r l a structure ) es t rendu e d u domain e d u 
possible e n mesuran t le s fonction s d e transfer t (FRF ) e n plusieur s endroits . Toutefois , cett e 
recherche n' a pa s abord é l'amortissemen t ajouté . (Thomas . Abass i et  al.  2005 ) on t présent é 
une étud e d'analys e modal e expérimental e d'un e structur e d e typ e ailett e d e turbin e 
hydraulique soumis e à  un écoulement turbulent . L'essa i a  été réalis é en laboratoir e dan s troi s 
cas différent s d e vibration , soi t :  dan s l'air , dan s l'ea u stagnant e e t dan s l'ea u ave c 
écoulement turbulent . Le s technique s d'analys e modal e appliquée s on t ét é A R e t ARM A e t 
les résultat s on t ét é comparé s ave c le s résultat s obtenu s pa r différente s méthode s spectrales . 
Les essai s dan s le s troi s condition s pennetten t d e mettr e e n évidenc e le s effet s d e mass e e t 
d'amortissement ajoutés . Lor s d'un e applicatio n industrielle , (Rodriguez , Egusquiz a et  al. 
2006) on t expérimentalemen t étudi é l'effe t d e mass e ajouté e d'u n roto r d e turbin e Franci s 
immergée dan s u n fiuide  statiqu e e t compar é le s résultat s a\c c ceu x obtenu s dan s l'air . Le s 
résultats on t montré que le s effet s d e mass e ajoutés son t trè s significatifs . Le s modes propre s 
sont détecté s dan s le s deu x cas . Dan s l'eau , le s fréquence s son t plu s basse s e t le s tau x 
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d'amortissement son t plu s grand s qu e dan s l'air . L a réductio n dépen d d e chaqu e mode , 
maximale entr e 2 5 %  e t 3 8 " o e t minimal e d e 1 1 % . Suivan t le s trace s d e (Laki s an d 
Païdoussis 1972 ) qui on t développé u n modèle hybrid e analytique-élément s finis  pou r étudie r 
les écoulements , pui s d e (Selman e an d Laki s 1997 ) qu i on t utilis é c e modèl e su r un e coqu e 
soumise à  un écoulement , (Kerboua , Laki s et  al.  2()0S ) e t (Esmailzadeh , Laki s et  al.  2008) , 
(Esmailzadeh, Laki s et  al.  2009 ) on t utilis é c e modèl e hybrid e pou r étudie r l e comportemen t 
dynamique d e structures d e fonne s complexe s \  ibrant dan s u n fiuide  sou s cham p d e pressio n 
aléatoire. Il s on t évalu é le s effet s d e changemen t de s fréquence s e t d'amortissement . Le s 
résultats on t ét é comparé s ave c d'autre s travau x trouvé s dan s l a littérature . Mai s i l manqu e 
encore des essais expérimentau x pou r valide r leu r modèle . 
Dans cett e thèse , l'étud e su r le s effet s d e mass e e t d'amortissemen t ajouté s su r un e structur e 
immergée on t ét é étudié s e n appliquan t le s méthode s d'analys e modal e développée s dan s 
(Vu, Thomas et  al.  2007) . Le s essai s ont ét é réalisé s su r des structure s d e typ e plaque s e t su r 
des modèle s réduit s d'aube s d e turbin e hydrauliqu e e n conformit é ave c le s étude s d e 
(Haddara an d Ca o 1996 ) e t d e (Kerboua , Laki s et  al.  2008 ) pou r valide r le s résultats . 
L'analyse modal e expérimental e classiqu e a  ét é réalisé e pou r fin  d e comparaiso n su r le s 
structures dan s l'air . L a structur e étudié e a  ét é mis e à  différentes profondeur s e t soumis e à 
différents débit s d'écoulemen t turbulent . E n faisan t varie r l a vitess e d e l'écoulemen t au x 
différentes profondeur s d e l a structure , o n peu t fair e l e suiv i d e l'éxolutio n de s paramètre s 
modaux dan s l e temps. 
Les travau x réalisé s duran t cett e thès e on t permi s d'écrir e 4  article s d e revu e e t 9  articles d e 
conférence ave c comité de lecture . 
CHAPITRE 2 
BANC D'ESSA I HYDRAULIQU E EXPÉRIMENTA L 
2.1 Descriptio n d u ban c d'essa i 
Afin d'évalue r l'interactio n fluide-structure  e t notammen t d e détermine r l a mass e e t 
l'amortissement ajouté s pa r u n écoulemen t turbulen t su r un e structure , u n ban c d'essa i 
hydraulique a  été conçu e t monté à l'ÉTS dans l e laboratoire d e l'équipe Dynamo . 
Le banc d'essa i doi t satisfair e l e cahier des charges suivan t : 
Possibilité de réaliser des mesures vibratoire s su r une stiiicture dans l'ai r e t dans l'eau ; 
Les essai s su r un e structur e immergé e peuven t êtr e réalisé s dan s un e ea u stagnant e o u e n 
écoulement turbulent ; 
Possibilité d e teste r plusieur s type s d e stiiieture s don t un e plaqu e minc e e t un e aub e d e 
turbine; 
La profondeur immergé e peu t varier ; 
Les débit s peuven t varie r selo n le s vitesse s d e l'écoulemen t désirés , qu i varien t entr e 5 
nvs e t 30 m/s; 
Un fonctionnemen t tranquill e e t en tou t sécurité . 
Le banc d'essa i es t montr é à  la Figure 2,1 , Se s dimensions hor s tou t son t 2,769 m  (109 po) de 
longueur, 2.51 5 m  (9 9 po ) d e hauteu r e t 2.21 0 m  (8 7 po ) d e largeur . So n poid s vid e es t d e 
490 kg . L e gran d bassi n contien t d e l'ea u e t un e pomp e immergé e fai t circule r l'ea u pa r l a 
tuyauterie, e n boucle fermée . L a structure testé e es t mis e à l'intérieur d'un e cuv e troué e e t on 
peut régle r l a vitesse de l'écoulemen t pa r une des valve s e t des différentes buse s d e sortie . L e 
banc es t don c capabl e d e teste r de s structure s don t l a dimensio n maximal e es t d e 0. 6 m  (2 4 
po) o u moin s dan s un e conditio n totalemen t immergée . Un e descriptio n plu s détaillé e su r l a 
conception e t l a fabricatio n e t l e montag e d u ban c peuven t êtr e trouvée s dan s (Volta . V u et 
al. 2007) . 
Figure 2.1 Banc d'essai hydraulique . 
Le système de fixatio n (e n acie r inoxydable ) es t u n outi l à  taches multiple s (Figur e 2.2) . I l 
doit êtr e capabl e d e permettr e d e monte r un e plaqu e e n différente s configuration s d e 
condifions au x frontières , ave c des dimensions variée s ains i que des modèles réduit s d'aub e 
de mrbine hydraulique. 
Figure 2.2 Système de Fixation. 
Pour obtenir une grande gamme de vitesses d'écoulement, plusieur s buses ont été fabriquée s 
à différents diamètres . Les vitesses maximales atteintes sont montrées à la Figure 2.3. 
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Diamètre sorti e 
de buse (m ) 
0.02 
0.03 
0.04 
0.05 
\ itess e atteint e 
(m/s) 
30.95 
20.63 
13.82 
9.55 
Figure 2.3 Configuration d e la sortie d'eau. 
2.2 Instrumentadon 
L'instrumentation d u projet es t une tache délicate car les essais demandent de réaliser ceux-ci 
dans une condition immergée sous haute pression. Les équipements suivants ont été utilisés. 
2.2.1 .Accéléromètre s piézoélectriques PC B 330.A 
Les capteur s PC B 330 A son t de s accéléromètre s e n plastiqu e bo n march é utilisé s pou r l a 
mesure de s vibration s (Figur e 2.4) . Il s son t léger s e t imperméables . Ce s capteur s on t ét é 
utilisés dans tous nos essais pour enregistrer le s accélérations. L a calibration d e ces capteurs 
est disponible dans (Durocher 2009). 
Modèle 
Numéro d e séri e 
Sensibilité 
Excitation 
PCB 330 A 
24868-29226 
380-920 mV/ g 
4inA 
Figure 2.4 Capteur accéléromètre . 
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2.2.2 Capteur s de pression 
Des capteurs d e pressio n miniature s son t utilisé s pou r enregistre r le s pressions dynamique s 
appliquées su r le s structure s immergée s due s à  l'écoulement . Le s capteur s choisi s son t d e 
marque 'Measurements  Specialities EPF ave c des caractéristique s telle s qu e montrées à  la 
Figure 2.5. 
B i ^Êà 
Modèle 
Numéro 
Porté /valeur ma x 
Excitation 
Output FS O 
Résistance d'entré e 
Résistance d e sorti e 
EPL-DI2-250P-/C/L5M 
EPL-250PS-20005 
250 Ps i /500 Ps i 
+ 10V 
-130inV/FS 
1380 Ohm 
283 Ohm 
Figure 2.5 Capteurs de pression. 
2.2.3 Svstèm e LMS 
Un système d'acquisition de s données SCADAS III à 8 canaux a été utilisé pour enregistrer 
les accélérations (Figure 2.6). 
Figure 2.6 Système d'acquisition LMS. 
-)-> 
2.2.4 Systèm e d'acquisitio n Visha y 
La boît e d'acquisitio n Visha y Syste m 600 0 a  ét é utilisé e pou r l'enregistremen t de s capteur s 
de pressio n duran t le s différent s essai s (Figur e 2.7) . L e numér o d u modèl e utilis é es t l e 
6200A (numér o d e séri e 176338) , capabl e d'enregistre r à  un e vitess e maximal e d e 1000 0 
échantillons pa r second e pa r canal . L a boît e es t équipé e d e 6  carte s pou r de s mesure s d e 
contraintes o u pression , 6  carte s pou r de s mesure s ave c thermocouple s e t 4  carte s pou r de s 
mesures ave c de s accéléromètre s piézoélectriques , pou r u n tota l d e 1 6 cartes . L e logicie l 
conçu pou r fonctionne r ave c l a boîte d'acquisition Visha y es t "StrainSmaïA.  L a version 4.3 1 
utilisée lor s d u traitemen t d e donnée s perme t d'exporte r le s donnée s enregistrée s sou s 
différents formats , incluan t .xl s e t .txt , c e qu i facilit e l e transfer t pou r fin  d'analys e ave c 
Mafiab. 
Figure 2.7 Systèm e Vishay . 
2.2.5 .Martea u d'excitatio n 
Un martea u d'impac t PCB , équip é d'u n capteu r d e force , a  ét é utilis é pou r donne r u n cou p 
d'impact su r l a structur e dan s de s essai s statiques . Pou r pouvoi r donne r u n impac t à 
différentes profondeurs , l e marteau es t équipé d'une rallong e en acier (Figure 2.8) . 
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Figure 2.8 Marteau avec rallonge. 
2.3 Les structures expérimentales 
Deux types de structures on t été utilisés pour réaliser les essais. Des plaques minces en acier 
et des modèles réduits d'aubes de turbine hydraulique. 
2.3.1 Plaque s en acier 
Les plaque s son t d e mêm e épaisseu r mai s d e différente s condition s au x frontière s e t 
différentes dimensions . L e matériau es t e n acie r ave c pou r mass e volumiqu e 787 2 kg/c m , 
pour modul e élastiqu e 2  1 0 P a e t pou r coefficien t d e Poisso n 0.29 . Deu x condifion s au x 
frontières d e la plaque sont étudiées, soit une plaque encastrée sur un côté (Figure 2.9) et une 
plaque encastrée sur deux côtés (Figure 2.10). 
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500 
377 
201 
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72 
60 
Figure 2.9 Configuration de s plaques encastrées d'un côt é (CFFF). 
Figure 2.10 Configuration de s plaques encastrées des deux côtés (CFCF). 
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2.3.2 Aub e de turbine hydrauliqu e 
A\ec l a collaboratio n d e l'IREQ , quatr e modèle s réduit s d'aube s d e turbin e on t ét é testés . 
Après un e analys e ME B (Microscopi e électroniqu e à  balayage), il s son t e n alliag e d e bronz e 
" M " - C9230 0 correspondan t à  la désignation normalisé e sui\ant e :  87Cu-8Sn-lPb-4Zn. L a 
Figure 2.1 1 montr e l'aub e numér o No. 2 utilisé e pou r le s essais . Quatr e accéléromètre s ultr a 
légers on t ét é monté s su r l'aub e (o n doi t bie n su r teni r compt e d e leu r mass e ajoutée , mai s 
celle-ci es t négligeable) . 
Figure 2.11 Aube de turbine. 
2.4 Calcul d e mass e e t amortissement ajouté s 
Pour calcule r l a masse e t l'amortissemen t ajoutés , o n s e base su r un e rigidité  d e l a structur e 
constante. Le changement de s fréquences signifi e alor s l'effe t d e masse ajoutée . 
A-, =  col A/ „ = K,. - ajr,^M^  =  œ], (  M„ + M^ ) 
C.=Kco.,,M^ (2.1 ) 
C , = C „ + C , =  2,>„_,A/ , 
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où A ,^ , A / ,  C  ,  ft)„, ,  s , e t K^  ,  MI,  CI  ,  (û^^j.  ç, son t respectivemen t l a rigidité  modale , 
la mass e modale , l e tau x d'amortissemen t modal , l a fréquenc e naturell e e t l e tau x 
d'amortissement d'u n mod e dan s l'ai r e t dans l'eau . M^  désigne l a masse modal e ajouté e d e 
ce mode e t C^,  l'amortissemen t ajouté . 
Alors o n peut dériver le s facteur s d e masse e t amortissement ajoutés : 
M 
tj 
M 
ûX. 
or C, 
.0).. 
iM,.f 
(2.2) 
2.5 Essais dynamiques de s plaques dan s l'ai r 
Les essai s on t début é su r un e plaqu e encastré e dan s l'ai r (Figur e 2.12) . L e Tablea u 2. 1 
montre le s résultat s de s 5  première s fréquence s naturelle s d e l a plaqu e encastrée , identifié s 
par AR , par FF T e t calculé s pa r éléments finis.  O n peu t observe r un e bonne corrélatio n entr e 
la théorie e t l a pratique pou r identifie r le s résonances . 
Figure 2.12 Essa i d'un e plaqu e encastré e dan s l'air . 
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Tableau 2. 1 Fréquence s d e résonance (Hz ) de l a plaque encastrée dans l'ai r 
((!)- Pa r identificatio n AR , (2)  Par identification FFT , (3)-  Pa r éléments finis) 
Mode 
Mode 1 
Mode 2 
Mode 3 
.Mode 4 
Mode 5 
(I) 
(2) 
(3) 
(1) 
(2) 
(3) 
(1) 
(2) 
(3) 
(l) 
(2) 
(3) 
(I) 
(2) 
"737" 
Plaque 1 
6.2 
6 
6.3 
33.1 
33.3 
33.3 
39.4 
40 
39.6 
104.8 
105.4 
106.1 
110 
109.9 
111.3 
Plaque 2 
10.3 
10.4 
11.2 
44.2 
44.1 
46.0 
67.6 
68.1 
70.0 
145.0 
"™T45,0" '^ 
151.3 
187.6 
188.2 
196.9 
Plaque 3 
39.8 
40.0 
40.0 
92.3 
91.3 
98.6 
225.5 
225,9 
246.4 
284.0 
285.2 
313.5 
318.0 
318.0 
358.1 
Plaque 4 
38,59 
38.50 
" 40. 6 
74.61 
74.50 
76.8 
107.78 
108,10 
Ï12.2 
163,79 
163.40 
169.8 
208.23 
208.30 
220.8 
Plaque 5 
233.9 
232.3 
256.1 
309.4 
309.2 
305.0 
478.5 
477.4 
499.7 
608.6 
610.4 
707.9 
735.9 
736.9 
775.9 
2.6 Essai de s plaque s dan s l'ea u stagnant e 
La plaqu e encastrée-libr e a  ét é ensuit e immergé e dan s l'ea u stagnant e (Figur e 2.13) . L a 
profondeur immergé e D  a  été varié e e t référé e e n rappor t ave c l a longueu r L  de l a structure . 
A titr e d'exemple , l a Figur e 2.1 4 montr e l a variatio n de s fréquence s naturelle s d e l a plaqu e 
No.2, en fonctio n d u rappor t d e la profondeur D  sur l a largeur L . Cette étude me t e n évidenc e 
l'effet d e surfac e su r le s résonances , montran t qu e l a mass e ajouté e es t complété e aprè s un e 
immersion D/ L supérieure à  10% . Le facteur d e masse ajoutée es t montré à  la Figure 2,15 , 
2S 
Figure 2.13 Essai d'une plaqu e dans l'eau stagnante . 
Mode 1 
0.0 0, 1 
0,0 
0.2 0. 3 0. 4 0. 5 0, 6 
Depth/Length ratio 
Mode 3 
0,0 0, 1 0.2 0. 3 0. 4 
D/L ra t i o 
0.5 0. 6 
^ 4 0 , 0 
N 
po.o 
re
qu
c 
D
 "
c 
0,0 
0 
Mode 2 
<. 
\ 
0 0.1 0.2 0, 3 0, 4 
Depth/Length rati o 
0,5 0.6 
^100,0 
c 80. 0 
o 
o 40, 0 
0.0 
C 
1 
Mode 4 
—« «  « •—— —^  • 
.0 0,1 0,2 0. 3 0. 4 
D/L rati o 
0,5 0,6 
Figure 2.14 Changement de s fréquences d e la plaque 2. 
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Mode 1 Mode 2 
0 2 0  3 0  4 
Depth/Length rati o 
05 0.6 
Mode 3 
03 0 4 
Depth/Length rati o 
0.2 0  3  0  4 
Depth/Length rati o 
Mode 4 
305 0 
300.0 
295.0 
2850 
280.0 
265 0 
> • 
1 
0 2 0  3 0. 4 
Depth/Length rati o 
05 0 6 
Figure 2.15 Masse ajoutée sur la plaque 2. 
À titre indicatif, la Figure 2.16 présente l'effet d e changement des taux d'amortissement pou r 
la plaque No.4 à différentes profondeurs . 
Mode 1 
0.0 
0 0 0  05 0  10 0  15 0  20 0  25 0  30 0  35 0  40 0  50 0  60 
Depth/Length rati o 
M o d e s 
00 
0.0 0.0 5 0.1 0 0  15 0  20 0  25 0  30 0  35 0,4 0 0.5 0 0.6 0 
Depth/Length rati o | 
Mode 2 
0 0 0  05 0  1 0 0  15 0  20 0  25 0  30 0  35 0  40 0  50 0  60 
Depth/Length rati o 
Mode 4 
0 0 0  05 O1 0 0  15 0  20 0  25 0,3 0 0  35 0  40 0  50 0  60 
Depth/Length rati o 
Figure 2.16 Changement des taux d'amortissement d e la plaque 4. 
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Conclusions: 
• L a masse ajouté e es t clairenienl observée quand l a structure es t immergé e dan s u n fiuide. 
Cet effe t chang e significati\emen t quan d l a profondeu r es t faibl e (moin s d e u n dixièm e 
de l a longueur) . Plu s l a structur e es t immergée , plu s ce t effe t devien t stable . L a 
profondeur o ù commenc e cett e stabilit é es t trouvé e entr e 30-4 0 " b d e l a longueu r pou r 
des plaques rectangle s e t entre 4()"o-50% de sa longueu r pour des plaques carrées . 
• L e tau x d e mass e ajouté e es t trè s significati f pou r l e premie r mod e d e fiexion,  e t peu t 
atteindre 1 0 foi s l a mass e modale . C e tau x es t presqu e auss i éga l pou r le s mode s d e 
torsion. 
• I l y  a une variatio n de s tau x d'amortissemen t identifiés . O n obser \ e des mode s don t ce s 
taux son t plu s élevé s dan s l'ea u qu e dan s l'ai r (mode s 2 , 3) , auss i de s mode s don t ce s 
taux son t a u contraire , plu s faible s dan s l'ea u qu e dan s l'ai r (mod e 1 , 4), (Axis a 200 1 ) a 
montré qu e l a présenc e d e fiuide  stagnan t n e devrai t pa s infiuenc e le s tau x 
d'amortissement. E n fai t le s taux d'amortissemen t identifié s son t faible s ave c une grand e 
variance e t l'incertitud e su r l a mesur e peu t explique r le s variation s obser\'ée s (  voi r 
chapitre 3  de cette thèse) . 
2.7 Essai s modau x d e l'aube dan s l'ai r 
Une aub e a  ét é choisi e pou r le s essai s (Aub e No.2) . L e tes t moda l a  ét é réalis é ave c l e 
système LM S suit e à  un coup de marteau ave c une fréquenc e d'échantillonnag e d e 6400 H z ( 
Figure 2.17) . L e Tablea u 2. 2 montr e l a comparaiso n de s fréquence s naturelle s d e cett e aub e 
identifiés ave c l a méthod e A R (MODALAR ) e t calculé s pa r élément s finis . L a premièr e 
fréquence (21 0 Hz) , no n identifié e pa r élément s finis, a  ét é attribué e a u montage . L a Figur e 
2.18 présent e l e résulta t d e spectr e pa r FF T e t l a Figur e 2,1 9 montr e u n mod e calcul é pa r 
Ansys. 
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Figure 2.17 Essais modaux de l'aube dans l'air. 
Tableau 2.2 Paramètres modaux de l'aube dans l'air 
.\nsys 
FFT 
MODALAR (ordr e 20) 
MODALAR (ordre 40) 
Taux d'amortissemen t 
(ordre 40) 
Mode 1 
Non 
identifiée 
205.5 
208 
209.8 
4.1 % 
Mode 2 
332.9 
359.3 
368 
361.1 
1.3 % 
Mode 3 
643.16 
582.3 
576 
583.8 
0.8 % 
Mode 4 
896.9 
843.8 
848 
840,4 
0.4 % 
Mode 5 
963.6 
1048,4 
1040 
1038,5 
1,4 " 0 
Mode 6 
1157.6 
1294,5 
1296 
1293,2 
0.3 % 
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Figure 2.18 Spectre de l'aube dans l'ai r par LMS. 
Type lot i l Oftormjbon 
M B 1 4 U a 
i ï lMÎ L))4T L!iT' 
i 
\^ 
Figure 2.19 Un mode propre de l'aube . 
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Figure 2.20 Stabilité des fréquences d e l'aube dans l'air . 
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Figure 2.21 Spectre de l'aube dan s l'ai r pa r MOD.4LAR (ordre 20). 
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On constat e un e bonn e stabilit é d e toutes le s fréquences naturelle s d e l'aub e identifiée s su r l e 
diagramme d e stabilit é (Figur e 2.20 ) ains i qu e su r l e spectr e (Figur e 2,2 1 ), E n observan t le s 
résonances identifiée s comparée s ave c le s fréquence s théoriques , o n remarqu e toutefoi s qu e 
la méthode A R identifi e un e fréquence supplémentair e (21 0 Hz) qui provien t d u montage . 
2.8 Essai modau x d e l'aube dan s l'ea u stagnant e 
L'aube No. 2 a  ensuite ét é mis e dan s l'ea u stagnant e e t a  sub i un e excitatio n pa r impac t no n 
mesurée. L a stabilit é de s fréquence s es t montré e dan s l a Figur e 2.22 , L e spectr e 
correspondant es t montr é à  l a Figur e 2.2 3 pou r le s cin q premier s modes . L e Tablea u 2, 3 
présente le s fréquences de s cinq premier s mode s ave c le s facteurs d e masse e t amortissemen t 
ajoutés. 
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Figure 2.22 Stabilit é de s fréquences d e l'aube dan s l'eau stagnante . 
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Figure 2.23 Spectre de l'aube dans l'eau stagnante (ordre 20). 
Tableau 2,3 Résultats de l'aube dans l'eau stagnant e 
MODALAR (Ordr e 20 ) (Hz ) 
.Masse ajoutée (% ) 
Taux d'amortissemen t (% ) 
Amortissement ajout é (% ) 
Mode 1 
160.8 
70.2 
9.8 
211.8 
Mode 2 
288.1 
51.8 
4.0 
279.0 
Mode 3 
352.7 
190.2 
3.0 
538.8 
.Mode 4 
496.9 
182.6 
2.0 
740,6 
Mode 5 
640,5 
155,7 
3.0 
242,6 
Conclusions 
• E n observan t l e Tablea u 2, 2 e t l e Tablea u 2, 3 o n constat e un e baiss e de s fréquence s 
naturelles qui refiète l'effe t d e la masse ajoutée. Cett e masse ajoutée peu t varier de 50 % 
à 200 % de la masse structurelle. 
• O n observ e auss i u n ajou t d u tau x d'amortissemen t pou r tou s le s modes . Cel a montr e 
l'effet d e l'amortissement ajout é quand la structure vibre dans un fluide stagnant. 
2.9 Essa i dynamique de l'aube excitée par un écoulement et mesure de pressions 
Les deux type s de capteurs (pression s e t accéléromètres) on t ét é posés su r l'aube No. 2 pour 
des essais modaux d e l'aube excité e par un écoulement à  différent débit s e t \itesses de l'ea u 
(Figure 2.2 4 e t Figur e 2,25) . Dan s tou s le s enregistrement s effectués , l a profondeu r 
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immergée es t toujour s assuré e à  0. 4 m  sou s l'ea u pou r qu e l a structur e soi t totalemen t 
immergée. Les vitesses de l'écoulement on t été mesurées a\ec u n débitmètre (Tableau 2.4). 
Tableau 2.4 Débit et vitesse des écoulements 
Débit (gl/s ) 
Mtesse (m/s ) 
3.8 
3.48 
4.9 
4.49 
6.5 
5.95 
7.7 
7.05 
8.5 
7.78 
9.5 
8.70 
Figure 2.24 Disposition des accéléromètres sur l'aube. 
Figure 2.25 Disposition des capteurs de pression sur l'aube. 
À titr e indicati f le s Figur e 2.2 6 e t Figur e 2.2 7 montren t le s réponses temporelle s d e deux 
groupes de capteurs où on peut observer des caractères aléatoires sur tous les signaux. Sur les 
réponses de s accéléromètres , l e capteu r numér o 1  présente toujour s un e amplitud e plu s 
grande qu e le s autres . Ceci peu t êtr e expliqu é pa r s a localisatio n prè s d e l a lam e minc e d e 
l'aube (Figur e 2.24) . Sur les réponses temporelles d e pressions, i l est possible d'expliquer l e 
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phénomène d e pressio n négativ e pa r un \'ide qui se crê t dan s l a cavit é d e l'aub e du e à 
l'écoulement d'ea u perpendiculair e à  l a nonnal e d e l'aube . L'écoulemen t d'ea u pass e 
directement par-dessu s l a cavité , é\itan t u n contac t direct e ave c l a surfac e d u capteu r de 
pression (Figur e 2.28) . Seulemen t l e capteur d e pression (No.2 ) s e trouv e directemen t en 
dessous d u jet d'eau e t qui représente l e mieux l'augmentatio n d e pression selo n l a vitesse 
d'écoulement (Figur e 2,29) . Le s paramètres modau x au x différents débit s son t identifié s dan s 
le Tableau 2, 5 et les facteurs d e masse et amortissement ajouté s son t calculés dans le Tableau 
2,6, 
Measurement tim e historié s 
Figure 2.26 Réponse s de s accéléromètres à  vitesse 3,48 m/s . 
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Figure 2.27 Réponse s de s capteurs de pression à  vitesse 3.48 m/s . 
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Figure 2.28 Jet d'eau sur capteur de pression. 
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Figure 2.29 Pression du capteur 2 à différentes vitesse s d'écoulement . 
La Figure 2,30 montre ré\olutio n de s fréquences e t taux d'amortissement de s cinq premiers 
modes de l'aube e n fonction d u débit de l'écoulement ( y compris l e cas de l'eau stagnante) . 
On constat e qu e l a présenc e d e l'écoulemen t n'influenc e pa s beaucou p su r le s fréquence s 
namrelles mai s fai t change r significativemen t le s tau x d'amortissement . Cec i es t e n accor d 
avec l a théori e (Axis a 2001 ) qu i di t qu e l'effe t d e masse ajouté e es t stabl e mêm e a\'e c u n 
écoulement e t que l'effet d e l'amortissement ajout é es t principalement causé par la \ itesse de 
l'écoulement. 1 1 es t toutefoi s surprenan t d e constate r un e baiss e d e l'amortissement , 
notamment d u 1 ^ mode, quand o n augment e l e débit d e 0  à 3.8 gallons/seconde . Un e étude 
plus précise aux bas débits devra être entreprise pour élucider ce phénomène. 
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Tableau 2.5 Paramètres modaux de l'aube dans écoulement, ordre 40 
Débit 
(GPS) 
0 
3.8 
4.9 
6.5 
7.7 
8.5 
9.5 
N'itesse 
(m/s) 
0 
3.480 
4.487 
5.952 
7.051 
7.784 
8.699 
Modal 
Fréquence (Hz) 
Ç(%) 
Fréquence (Hz) 
Ç("o) 
Fréquence (Hz) 
ÇCo) 
Fréquence (Hz) 
L ( " o ) 
Fréquence (Hz) 
Ç(A>) 
Fréquence (Hz) 
L ( " o ) 
Fréquence (Hz) 
Ç(%) 
Mode 1 
160.8 
6.9 
169.1 
0.7 
167.9 
1.3 
166.4 
1 
165.2 
1.7 
164.9 
4.6 
166.4 
6.2 
.Mode 2 
288.1 
2.6 
2S1,9 
0.3 
283.4 
0.8 
276.3 
2.r' 
289.7 
3.9 
281.4 
3.2 
281.8 
6,9 
Mode 3 
352.7 
1.9 
394,5 
1,5 
401,5 
1,9 
403.2 
1.9 
405,2 
2.3 
396,3 
3,8 
362,3 
6,3 
Mode 4 
496,9 
1,5 
510,7 
2.4 
503,9 
1,1 
497.1 
3,0 
501,3 
3,1 
505.4 
5,5 
512,9 
6,8 
Mode 5 
640,5 
1,9 
596.3 
2,5 
621,7 
2,1 
623,8 
1,4 
621,1 
1,8 
609,6 
4.2 
603,7 
12,8 
Tableau 2,6 Masse et amortissement ajoutés dans l'écoulement, ordre 40 
Modal 
Fréquence (Hz) 
Facteur de masse ajoutée ("/o) 
Facteur d'amortissemen t 
ajouté (%) 
Mode 1 
164,9-
169,1 
356-379 
223-
231 
Mode 2 
276.3-
289.7 
306-346 
970-
1021 
Mode 3 
362.3-
405.2 
330-438 
1533-
1726 
Mode 4 
497.1-
512.9 
309-336 
3340-
3451 
Mode 5 
596.3-
623.8 
330-370 
1795-
1882 
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Figure 2.30 \ ariatio n des paramètres modaux en fonction d e vitesse turbulente. 
Conclusion : 
En fonctio n d e la vitesse d'écoulement , o n constate un e faible variatio n de s fréquence s 
identifiées, c e qui confirme qu e l'effet d e masse ajoutée n'es t pa s beaucoup influenc é pa r la 
vitesse d'écoulement . Pa r contre, o n constat e un e grande variatio n d e l'amortissemen t 
(généralement croissante , sau f au x ba s débits pou r le s premiers modes ) v u que l a forc e 
d'amortissement visqueu x dépend de la vitesse de l'écoulement . 
CHAPITRE 3 
PRESENTATION D E L'ARTICLE : 'OPERATIONAL  MODAL  ANALYSIS  BY 
iPDA TING  A L TOREGRESSIVE MODEL  ' 
3.1 Résum é 
Ce chapitr e présent e u n articl e qu i a  ét é accept é pou r publicatio n dan s l a re\u e prestigieus e 
MECHANICAL SYSTEM S AN D SIGNA L PROCESSIN G (MSSP) . 
Cet articl e présent e un e méthod e d'analys e modal e opérationnell e qu i penne t d'identifie r le s 
paramètres modau x ave c leu r incertitud e associée , c e qu i penne t d e leve r l e dout e su r le s 
résultats trouves . L a méthod e es t basé e su r u n modèl e autorégressi f (AR ) e n enregistran t 
simultanément le s réponses temporelle s d e plusieurs capteurs . Le s paramètres d u modèle son t 
estimés pa r le s moindre s carré s \i a l'implémentatio n d e l a décompositio n QR . U n nouvea u 
facteur nomm é Nois e rat e Orde r Facto r (NOF ) es t introdui t pou r l a sélectio n d e l'ordr e d u 
modèle e t du taux d e bruit. Pou r retrou\ er les modes, un nouveau critèr e appel é Order  Modal 
.Assurance Criterion  (OMAC ) es t développé . L a nouveaut é es t qu e celui-c i es t défin i e n s e 
basant su r l a corrélatio n de s mode s identifié s à  deu x ordre s consécutifs . C e critèr e penne t 
donc d e sélectionne r le s mode s qu i son t stable s selo n l'ordr e e t d'élimine r le s autres . 
L'algorithme es t mi s à  jour selo n l'ordr e d u modèl e à  parti r d'un e valeu r faibl e pou r réduir e 
le temp s d e calcul . L'incertitud e su r chaqu e fréquenc e naturelle , tau x d'amortissemen t e t 
mode es t établi e pa r dérivatio n d u paramètr e d u modèl e estimé . De s simulation s e t 
discussions son t présentées . De s essai s expérimentau x su r un e plaqu e concluen t l a 
présentation ave c des résultat s bien e n accord avec l'analys e pa r éléments finis. 
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3.2 Abstrac t 
This pape r présent s iinprovement s o f a  mullivariabl e autoregressiv e (AR ) mode l fo r 
applications i n operationa l moda l analysi s considerin g simultaneousl y th e tempora l respons e 
data o f multi-channe l measurements . Th e parameter s ar e estimate d usin g th e leas t square s 
method vi a th e implementatio n o f th e QR factorization . A  new nois e rale-base d facto r calle d 
the Nois e rat e Orde r Facto r (NOF ) i s introduce d fo r us e i n th e effectiv e sélectio n o f mode l 
order an d nois e rat e estimation . Fo r th e sélectio n o f staictura l modes , a  new criterio n calle d 
the Orde r Moda l Assuranc e Criterio n (OMAC ) i s defined , base d o n th e corrélatio n o f mod e 
shapes identifie d fro m tw o successiv e orders . Specifically , th e algorith m i s update d wit h 
respect t o mode l orde r fro m a  smai l valu e t o produc e a  cost-effectiv e computation . 
Furthermore, th e confidenc e intei-val s o f eac h natura l frequency , dampin g rati o an d mod e 
shapes ar e ais o derive d throug h th e constmctio n o f th e derivativ e wit h respec t t o mode l 
parameters. Thi s metho d i s thus ver y effectiv e fo r identifyin g th e moda l parameter s i n case s 
of ambien t vibration s dealin g wit h mode m output-onl y moda l analysis . Simulation s an d 
discussions o n a  stee l plat e structur e ar e presented , an d th e expérimenta l result s sho w goo d 
agreement wit h th e finite  élémen t analysis . 
3.3 Introductio n 
Operational moda l analysi s i s essentia l i n man y industria l application s especiall y vvhe n th e 
excitations can' t b e measured . Unfortunately , th e identificatio n o f modal parameter s i s not an 
easy tas k especiall y i n a  nois y environmen t (Thomas , Abass i et  al.  2005) . Althoug h th e 
identification techniqu e ca n b e conducte d bot h i n th e frequenc y (Jacobsen , Anderse n et  al. 
2007) o r time domains (Hemian s and Va n De r Auweraer 1999) , (Maia an d Silv a 200 1 ), (Vu, 
Thomas et  al.  2006) . (Vu , Thoma s et  al.  2007) , i t i s see n tha t th e tim e domai n i s mor e 
suitable fo r operationa l moda l analysi s and ca n b e classified int o two groups . Th e first  work s 
in th e fitting  o f respons e corrélatio n functions . includin g th e Ibrahi m Tim e Domai n (ITD ) 
method (Ibrahi m an d Mikulci k 1977) , th e Leas t Square s Comple x Exponentia l (LSCE ) 
method (Brown , Alleman g et  al.  1979) , th e Covariance-drive n Stochasti c Subspac c 
Identification (SSI-COV ) metho d (Peeter s 2000) , an d severa l modifie d version s o f thès e 
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methods fo r mor e suitabl e applications , particularl y unde r hamioni c excitation s (Mohant y 
and Rixe n 2004) , (Mohanty an d Rixe n 2004) , (Mohanty an d Rixe n 2004) . (Gagnon, Taha n et 
al. 2006) . Othe r methods , base d o n parametri c models , involv e choosin g a  matheniatica l 
model t o idealiz e th e structura l dynami c responses , includin g AutoRegrcssiv e Movin g 
Average (ARMA ) an d AutoRegrcssiv e (AR ) model s (Pandi t 1991) , (Gonthier , Smai l et  al. 
1993), (Anderse n 1997) . (Smail , Thoma s et  al.  1999) , (Vu . Thoma s et  al.  2007) . Fo r thès e 
autoregressive methods , a  system identificatio n algorith m i s needed fo r estiinatin g the mode l 
parameters, amon g the m th e Prédictio n Erro r Metho d (PEM ) (Ljun g 1999 ) i s a  commo n 
technique base d o n eithe r th e leas t square s estimat e o r on th e Gauss-Newton iterati v c search . 
Several application s o f th e multivariat e A R mode l ca n b e foun d usin g th e ordinar y leas t 
squares i n th e fon n o f norma l équation s (Kadaka l an d Yuzugiilli i 1996) . (He an d D e Roec k 
1997), (Huan g 2001) , o r th e Levinso n algorith m (Li , K o et  al.  1993) . Th e PE M itérativ e 
method, generall y use d t o search fo r minimization , require s intensiv e computatio n an d initia l 
start-up value s which ar e nomiall y calculated usin g the leas t square s method . Furthennore , i n 
some cases , the loca l minimization proble m pose s a  big challenge (Ljun g 1999) . 
In thi s paper . th e multivariat e autoregressiv e mode l i s expresse d i n a  convenien t fashio n fo r 
the computation . Th e Q R factorizatio n metho d give s a n easy , fas t an d well-conditione d 
formulation fo r th e leas t square s estimat e o f mode l parameters , an d ca n b e effectivel y 
updated wit h respec t t o the mode l order . A  new facto r base d o n th e séparatio n an d évolutio n 
of signa l an d nois e i s developed fo r th e mode l orde r sélectio n an d nois e rat e estimation . Th e 
modal parameter s ar e derive d usin g th e eigen-decompositio n o f th e stat e matrix . A  ne w 
criterion calle d th e Orde r Moda l Assuranc e Criterio n (OMAC ) i s defined fo r a  user-friendl y 
sélection o f modes . Fo r interes t o n uncertaint y i n th e paramete r estimâtes , a  computation o f 
the confidenc e intervai s fo r eac h moda l paramete r i s derived . Finally , th e metho d i s applie d 
both o n simulate d an d expérimenta l dat a o f a  stee l plat e i n compariso n t o finite  clémen t 
method. 
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3.4 \ ecto r autoregressive mode l fo r output-only moda l analysi s 
In operationa l moda l analysis , w e assum e tha t th e excitatio n i s unknown . Sinc e th e moda l 
analysis i s conducte d b y usin g severa l d  channel s o f measurement s synchronize d fo r dat a 
acquisition a t samplin g perio d T^,  a  multivariat e autoregressiv e mode l o f jf' ^ orde r an d 
dimension é/ca n be utilized t o fit the measured dat a (Pandi t 199 1 ), (Ljung 1999) . 
y(/) = Az(/) + e(/) (3.1 ) 
where: A  = r - A| - A . .. . -A^, 1 siz e dxdp  i s the parameter matri x 
A, siz e dy.d  i s the matrix o f parameters relatin g the output y ( / - / ) t o y(/ ) 
z(t) siz e dpx\  i s th e regresso r fo r th e outpu t vecto r y(t), 
z(o' =[y(r - l ) ' y ( / - l ) ' .. . yd-A^A^.  dp  = dy.p. 
y(t-i) siz e (7x 1 ( / =  1 :/? ) i s the output vecto r with delay s time /x T 
e(0 siz e (7x 1 i s the residua l vecto r o f ai l outpu t channel s considere d a s the erro r 
of model . 
If N  consécutiv e outpu t vector s o f th e response s fro m y(t)  t o y(/-i-yV-l ) ar e take n int o 
account, th e model parameter s ca n be obviously estimate d wit h the leas t square s method , Th e 
following sectio n report s th e solutio n o f thi s leas t square s proble m b y usin g o f th e vvell -
known Q R factonzatio n (Bjorc k 1996) . (Golu b an d Va n Loa n 1996) , (Cipr a 2000) . Th e 
Ny.dp-\-d dat a matrix i s first  constructed fro m availabl e data : 
K = 
^(ty 
z(/ + l) ' 
y ( / ) 
y(/ + i) ' 
z(/ + A^-l)^ y( / + ^ - l ) ' 
(3 .2) 
The Q R factorizatio n o f th e dat a matn x K = Q x R give s a n orthogona l matn x Q(siz e 
A^x/V)and R  (siz e A^x(7;;-i-c/ ) an upper triangular matri x wit h th e fonn : 
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R = 
^, 
0 
0 
R,: 
R:: 
0 
(3.3) 
The parameters matri x i s finally derived : 
A =  ( R ; _ , R , , ) , ( R > , , ) - ' = ( R , ; R , _ , ) ^ (3.4 ) 
The estimate d covarianc e matrice s o f th e detenninisti c par t D  an d o f th e erro r E  (bot h o f 
size dxd  )  can be expressed as : 
D=1R;,R„ ^'-'^ 
É = 1 R ; , R„ • '« ' 
N '-  --
It is advantageously found tha t wit h th e QR factorization : 
• Th e mode l parameter s ar e estimate d i n a  fas t an d wcll-conditione d fashio n sinc e th e 
condition numbe r o f matri x R, , i n équatio n (3.4 ) i s muc h smalle r tha n i n th e ordinar y 
least squares . 
• Estimate d covarianc e matrice s o f th e eiTo r E  an d o f th e detenninisti c par t D  ar e 
separately compute d fro m th e mode l parameter s an d henc e ar e referre d t o th e signa l -
noise partition . 
• Furthennore , th e triangularit y o f matn x R, , an d Cholesk y for m o f D  an d Ê  matnce s 
are convenien t an d cost-effectiv e fo r proble m solvin g and fo r updating . a s give n i n nex t 
sections, 
3.5 .Mode l order updatin g 
It i s derived fro m th e previou s sectio n tha t th e solutio n yield s t o th e computatio n o f R  sub -
matrices. Th e computatio n o f R  sub-matrice s ca n b e update d w  ith respec t t o mode l orde r t o 
avoid th e proble m o f othe r algorithin s w  hich nee d a  prio r e v aluation o f mode l orde r an d 
require a  répétitiv e computatio n fo r a  se t o f mode l orders . Algorithin s fo r th e updatin g o f 
matrix factonzation s ha d bee n developed i n (Golub an d Va n Loa n 1996 ) by using th e Given s 
47 
rotations, bu t thès e transfonnation s nee d t o b e repetitivel y perfonnc d o n hal f o f matri x 
éléments. Furthermore , sinc e th e variabl e vecto r coul d b e lon g i n a  multivariat e modeling , 
the identificatio n become s tim e consuming . I n thi s paper . w e présen t a  computatio n fo r th e 
update o f the mode l vvhe n the order i s increasin g an d i t i s shown tha t i f only R  sub-matrice s 
are required , th e proble m result s i n applying th e Q R factorizatio n o r Givens rotation s t o onl y 
a sub-matrix o f the previous solution . 
Suppose tha t w e hâv e th e dat a matri x K"' ' a t th e orde r / ; and it s factore d matrice s Q' ' " 
R'''' compute d fro m équation s (3,2) and (3,3) : 
K"" 
z(n yit)' 
z(t-^\)^ y(/-^l) ^ 
z(/ + A'-l)^ y( / + ^ - l ) ' 
{K- ' K, ] 
R"" = 
Rlf R\Ç 
0 R',^ ' 
0 0 
At the order p-\-].  th e data matri x ca n be subdividcd a s follo w 
K"'""=[K;'" K " K, ] 
where K * ofsiz e Ny.d  comprise s th e added d  columns : 
y(A-( / ; + l))^ 
y(A+l-(/7 + l))^ 
\{k +  N-\-(p-i-\))^ 
Then w e can compute th e following matrix : 
R(" T , R': (/.) 
ip) 
w hère T  ofsiz e dpxd  an d T , ofsiz e N-dpxd  ar e extracted fro m Q'' " K  = 
0 T , R' , 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
T. 
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If w c apply the QR factorizatio n o n the submatrix T, . i t yields to: 
0 
(3.11) 
where R , ofsiz e dxd  i s a n uppc r diagona l matri x an d Q , ofsiz e N  -dpxN -dp  i s th e 
product o f the Householde r transfonnation s o r Givens rotations . 
Then équatio n (3.10 ) becomes: 
I U 
0 Q ; 
Q""'K"'-" 
R;;" T ^ R; r 
0 R , R; , 
0 0  R " 
(3.12) 
where R" , ofsiz e dxd  an d R " ofsiz e N  -dp-dxd ar e obtaine d fro m multiplicatio n 
RÏ ^ -^ -^ ^ 
It ca n b e notice d tha t th e sub-matri x R, , i n th e righ t han d sid e o f équatio n (3.12 ) i s no t a n 
upper diagona l matri x an d mus t b e triangularize d b y a  smai l orthogona l transfonnatio n t o 
yield th e Q R décompositio n o f th e dat a matri x K''*" . Thi s modificatio n evidentl y doe s no t 
affect othe r component s o f th e équatio n (3.12) , Henc e th e sub-matrice s R |P" , R j r " an d 
R / r " o f model a t order p  + \ ar e exactly updated : 
R ( / ) + ! ) 
0 R , 
R ( / i+ i I 
R*, 
; R',' ; p*\) _ R, (3,13) 
Next, th e mode l parameter s matri x A'''* " an d covarianc e matri x D'''* " ar e updated , a s 
shown i n équation (3,5 ) and (3.6): 
A'"^"-[[R;r"r'R'/-"J (3.14 ) 
D"'"" =  R ; r ' " R ' , r" =  R'i2"^R'i:" + R : / R : : = D "" +  R:, 'R:, (3.15 ) 
Since ai l transfonnations ar e orthogonal , covariance matri x E'''* " i s also updated : 
_ D i / ' + m | i i / i + ll _  n l / ' i r i W ) _  D * \  n" _  P ' / ' I R, 'R , (3.16) 
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Several observation s shoul d no w be pronouneed: 
• Wit h onl y a  smail factorizatio n o f R  sub-matrices , th e mode l parameter s an d covarianc e 
matrices ca n b e exactl y update d t o a  higher order . Thi s techniqu e i s much preferre d tha n 
the répétitive QR factorizatio n fo r eac h orde r value , 
• Fro m th e updat e o f covarianc e matrices , i t i s notice d tha t a s th e mode l orde r increases , 
the estimate d signa l par t D  increase s an d th e estimate d nois e par t E  decrease s 
monotonically, Th e changin g amoun t i s significan t a t lo w order s an d negligibl e a t hig h 
orders, This featur e i s thus an idea fo r a  new order s sélectio n criterion a s discussed later . 
3.6 A  new formulatio n fo r moda l assuranc e criterio n (OMAC ) 
Once th e mode l parameter s ar e estimated , th e state matrix o f the system ca n b e established i n 
form o f autoregressive parameter s (Pandi t 199 1 ): 
A, 
I 
0 
0 
- A , . . 
0 
I 
0 
• - A , 
0 
0 
I 
- A 
0 
0 
0 
n = 
Therefore th e eigen-decomposition o f the stat e matrix ca n be obtained : 
'u, 0  0  0 
(3.17) 
n = L 
0 u,  0  0 
0 0 - . ; 
0 0  ., , // , 
(3,18) 
The continuou s eigenvalues , natura l frequencies , dampin g rate s an d comple x mode s o f th e 
System ca n be computed a s follows : 
\n(u,) 
Eigenvalues: /l , 
T 
Frequencies: & ; =^Re"( i, ) + lm"(/l,) 
Damping rates : ç=  — 
co. 
(3,19) 
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Complex modes : 4'=[»F , T , , . 4 ' „ ] =  [l 0  .. . 0] L 
In moda l analysis , th e sélectio n of  mode s tna y be realize d b y using eithe r a  modal signal-to -
noise classificatio n MS N o r th e MA C (Moda l Assuranc e Criteno n (Pandi t 1991), ) whic h 
defines th e corrélatio n betwee n th e identifie d mod e shap e vecto r an d a  référenc e vecto r 
(extracted fro m numerica l o r expérimenta l results) . Whe n conductin g a n operationa l moda l 
analysis unde r a  nois y environment . th e MS N inde x i s stil l reliabl e bu t i s difficul t t o appl y 
because i t need s a  stric t attentio n o n th e numbe r o f mode s selecte d fro m th e spuriou s one s 
and a n aprior i knowledg e abou t frequenc y an d dampin g (Pandi t 1991 ) whic h i n tac t i s no t 
available i n output-only moda l analysis . Since our algorithm i s updated w  ith respec t t o mode l 
order wit h availabilit y o f stabilize d diagrams , w e propos e a  ne w approac h o f con-elatio n 
criterion, whic h w e bav e calle d OMA C (Orde r Moda l Assuranc e Criterion) , I n thi s ne w 
index, the MAC ofi" ' mod e i s replaced b y the corrélation o f the identified mod e shape s give n 
by the model orde r p  an d it s previous valu e p-\.  fonnulate d a s follows : 
OMAC!'" = 
M » ' / ' l T 
T vp 
(3,20) 
\y< p IP-U T l / ) - l ) 
where *P/ " an d *P|'" " ar e th e /' ' identifie d comple x mod e shap e vecto r a t order s p  an d 
p-\ respectivel y and *P , signifie s th e conjugated transpos e o f T ' ' " . 
It i s see n tha t th e introductio n o f th e OMA C i s ver y convenien t wit h th e orde r updatin g 
algorithm sinc e th e modes shape s ar e successivel y constmcted , I t becomes eas y to chec k i f a 
stabilized frequenc y come s fro m th e stmctura l propcrtie s vvhe n it s correspondin g OMA C i s 
closed t o unity within ai l considered mode l orders . 
3.7 A new metho d fo r order sélection an d nois e estimatio n 
The sélectio n o f th e opdma l mode l order s i s th e first  ste p i n th e mode l base d identificatio n 
process. Amon g th e bette r know n method s ar e th e criteri a base d o n th e statistica l propcrtie s 
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of prédictio n error s ê(t)  an d a  penalty ftmction  suc h a s the Fina l Prédictio n Eno r (FPE ) an d 
the Minimu m Descriptio n Lengt h (MDL ) (Lutkepoh I 1993) . However , som e i-emark s shoul d 
be tackled : 
• Thès e criteri a ar e primaril y base d o n th e évolutio n o f th e erro r covarianc e whic h 
monotonically decrease s wit h respec t t o the model order ; 
• FP E an d it s variant s asymptoticall y choos e th e correc t orde r mode l i f th e underlyin g 
multiple tim e série s ha s hig h dimension s d  (Paulse n an d Tjosthei m 1985) , bu t ten d t o 
overestimate th e model orde r as the data lengt h increase s (Kashya p 1980) ; 
• MD L an d it s variant s outperfor m wit h lon g recorde d dat a an d ar e strongl y consisten t 
when th e data lengt h tend s t o infinit é (Hanna n 1980) , However , th e applicatio n o f thèse 
criteria firs t require s th e sélectio n o f a  possibl e interva l fo r th e mode l orde r t o b e used , 
and the n a n évaluatio n o f mode l parameters . Th e sélectio n o f th e orde r i s mad e o n th e 
basis o f minimu m vanances , I t i s necessary , therefore , t o hâv e a  prio r évaluatio n wit h 
différent orders , which result s i n a significant computatio n time . 
Other author s (Liang , Wilke s et  al.  1993) , (Smail . Thoma s et  al.  1999 ) hâv e propose d ne w 
approaches derive d fro m th e MD L criterion . an d base d o n th e minimu m eigenvalu e o f th e 
covariance matri x withou t prio r évaluation , T o détermin e th e mode l order , i t i s necessar y t o 
detennine a  limitin g uppe r valu e i n orde r t o establis h th e orde r o f th e matrix , However , i t i s 
difficult t o experimentally détermin e that valu e when significan t nois e i s présent. 
In moda l analysis , w e mus t conside r no t onl y th e erro r séquence , bu t als o th e detenninisti c 
part o f th e signal , sinc e thi s latte r contain s th e moda l informatio n o f th e System , Base d o n 
thèse fact s an d t o compar e t o th e well-know n optima l mode l criterio n MDL . thi s pape r 
proposes a n innovativ e facto r fo r th e sélectio n o f th e efficien t mode l orde r p^^^  base d o n a n 
analysis o f th e noise-to-signa l rati o (NSR) . Thi s orde r i s defined a s th e smalles t orde r valu e 
which ca n b e use d t o fit  th e data wit h a  negligibl e discrepanc y an d henc e ca n b e effectivel y 
used fo r moda l analysis . Whil e th e MD L criterio n consider s onl y th e prédictio n error , th e 
estimated noise-to-signa l rati o (NSR ) ca n b e define d fro m th e trac e non n par t o f th e 
S2 
estimated detenninisti c an d erro r covarianc e matrice s Ê  an d D . a s define d previousl y i n 
eq.(3.5), (3.6) and (3.15) . (3.16): 
NSR = 
Trace(E) , 
(".,) o r NS R =  101og, 
Trace(E) 
(dB) (3,21 
Trace(D) Trace(D ) 
Then a  Noise-ratio Orde r Facto r (NOF) i s defined a s being th e vanatio n o f the NS R betwee n 
two succcssi v c orders: 
NOF'" =  NSR"" -NSR""" (3,22 ) 
Since th e NS R decrease s monotonicall y u  ith respec t t o niodc l order , an d contain s propcrtie s 
of bot h stochasti c (o n numerator ) an d detenninisti c (o n denominator ) nonns . th e NO F i s 
alvvays positive . Th e NO F i s a  représentativ e facto r fo r th e convergenc e o f th e NSR , whic h 
changes significantl y a t lo w order s an d con v erges a t hig h orders . Sinc e thi s facto r i s positiv e 
and clos e t o zéro , the convergent t o zéro property ca n b e use d t o se t th e sélection o f efficien t 
model orde r which i s thus easier t o do on the curv e évolution (Figur e 3.1 ). 
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Figure 3.1 NO F évolution an d efficient orde r sélection . 
Uncertainty o f moda l parameter s 
It i s éviden t tha t th e measuremen t w  ith unobserve d perturbation s produce s a n uncertaint y i n 
the parameter s estimatio n an d henc e o n th e moda l parameters . Therefore , a n analysi s o f 
confidence intervai s o f moda l parameter s shoul d b e take n int o account . Uncertaint y i n 
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structural dynaniic s ha s bee n generall y introduce d an d bibliographicall y reviewe d i n (Mace , 
Worden et  al.  2005 ) wher e ai l expérimenta l moda l analysi s contribute d o n non-parametri c 
methods. A  récen t dérivatio n o n variance s o f moda l parameter s ha s bee n presente d i n 
(Pintelon, Guillaum e c 7 al. 2007 ) whic h suppose d a n availabilit y o f th e transfe r functio n i n 
the frequency domain . 
It i s see n tha t th e uncertaint y o f mode l an d moda l parameter s ca n b e transferre d fro m th e 
estimation o f th e leas t squar e estimat e b y differentiatio n (Neumaie r an d Schneide r 200 1 ). In 
this paper , sinc e th e autoregressiv e algorith m i s update d wit h respec t t o mode l orde r i n th e 
time domai n an d th e efficien t orde r i s defined , th e explici t confidenc e intervai s o f moda l 
parameters ar e a  ste p furthe r develope d wit h a  discussio n o n thei r variatio n wit h respec t t o 
model order s an d noise rates . 
Consider a  real-value d functio n o n th e mode l parameter s h  = h(\) whic h ca n b e a  mode l 
parameter, a  natura l frequency , a  dampin g rati o o r a  componen t o f modes . Th e confidenc e 
intenal o f functio n /;(A ) ca n b e constmcte d fro m th e distributio n o f t-rati o t - ^ wher e 
the estimate d erro r i s IK  =h-li wit h th e estimate d varianc e âl  =  Cov(h(.\)) an d .\'-d~p 
degrees o f freedo m (Lutkepoh I 1993) , (Neumaier an d Schneide r 200 1 ). I t ineans that it s cr" n 
confidence ha s the error margin : 
h^ =t(N-d'p.(\-ha/\00)/2)âi, (3.23 ) 
The covarianc e o f th e estimate d functio n Cov{h(\))  ca n b e derive d fro m it s linearizatio n a t 
the first  derivativ e truncate d Taylo r série s an d i s guarantee d t o b e positiv e (senii- ) definit e 
(LutkepohI 1993) , (Neumaier and Schneide r 200 1 ). 
Cov(li(A)) =  (—- )  Cof(A)(- - )  (3.24 ) 
oA ôA 
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where th e covarianc e matri x o f th e leas t square s estimato r Cti\(Â)o f siz e d'pxd'p  i s th e 
Kronecker produc t o f th e nois e covarianc e matri x an d the momen t matri x L  ofsiz e dpxdp 
(LutkepohI 1993 ) and can b e derived a s follows : 
Cov{\)=V ' ® Ê =  ( R , ' , R , , ) ^ ' ® ( R ! , R , , ) (3.25 ) 
With th e t-distnbutio n assuinption . th e constmctio n o f confidenc e intervai s o f an y functio n 
comes dow n fro m th e computatio n o f it s derivati v e / ; wit h respec t t o mode l 
parameters. 
It ha s bee n show n i n (Neumaie r an d Schneide r 2001 ) tha t th e derivativ e o f th e /'' ' discrèt e 
eigenvalue o f the stat e matrix is : 
w, = ( L ' n L ) ,, (3.26 ) 
Thus, the derivative of continuous eigenvalues ca n be derived fro m équatio n (3.19) : 
. u  (L ' i iL) , . 
^,=^ =  zr-^  (3.27 ) 
"f. "f 
The namra l frequencies , dampin g ratio s an d thei r derivative s ar e calculate d i n a 
straightforward manner : 
\À\ _  ^Re - À,  + Im- A, •  ReA,  Rc/i , + Im/l, Ini/l , 
In- lïï  An'  / , 
Re/l, ,  jReX  fl 
(3.29) 
\l\ IRC/1 , ./ J 
The rea l mod e shape s matri x 0  ofsiz e dxdp  ar e take n fro m th e amplitud e an d phas e o f 
complex eigenvector s give n i n équation (3.19 ) and thu s the partia l derivativ e of a  componen t 
of mode shape s 0^ , i s finally  obtaine d a s following : 
(0 , , ) -= (4 ' , , ) -=Re- (L , , ) + hn-(L,,) /  = 1,2,...,J (3.30 ) 
|»P„|0,,=|Re(L )|Re(L,, ) + |lin(L,,)|lm(L„) (3.31 ) 
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where th e comple x partia l derivativ e L, , wa s take n fro m th e dérivatio n o f th e eigen -
decomposition an d o f th e nomializatio n o f th e mode s shapes , a s give n i n (Neumaie r an d 
Schneider 2001) . 
3.9 Application t o plate structure an d discussion s 
The metho d presente d abov e i s applie d t o a  clamped-free-clamped-fre e rectangula r stee l 
plate (Vu , Thomas et  al. 2007 ) with dimensions o f 500 x 200 x 1. 9 mm (Figur e 3.2) . Materia l 
propcrties are : elasti c modulu s E  =  20 0 GPa , Poisso n coefficien t v  =  0.29 , an d densit y p  = 
7872 kg/m \ Si x accelerometer s ar e mounte d o n th e plate s t o simuhaneousl y recor d th e 
responses a t the measurement locations . 
^ 
SonsorS Sensor S 
100 15 0 15 0 10 0 
<^ ><  > < > < > 
.Sensor 2 Sensor 4 Senso r 6 
Figure 3.2 Configuration o f tesdng plate . 
3.9.1 Numerical simulation s 
The plat e ha s bee n numericall y excite d b y assume d impac t an d rando m forces . Th e 
responses bav e bee n compute d fo r th e first  seve n mode s til l 35 0 H z b y th e moda l 
superposition metho d an d b y considerin g a  1  % dampin g rafio s fo r ai l modes . A  samplin g 
frequency o f 128 0 Hz ha s been applie d an d n o nois e ha s been adde d o n th e responses . I t can 
be nofieed tha t the sixt h an d sevent h frequencie s ar e close . Figur e 3. 3 show s the NOF facto r 
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under th e tw o excitation s an d i t i s see n tha t i n bot h cases , th e efficien t mode l orde r ca n b e 
clearly identifie d a s 5  unde r a n impac t forc e (Figur e 3.3-a) , whil e i t i s les s clea r unde r a 
random forc e (Figur e 3,3-b) , 
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Figure 3.3 NO F on simulated data . 
The stabilizatio n diagram s i n Figur e 3. 4 sho w th e first  seve n natura l frequencies , wit h goo d 
accuracy fo r bot h excitation s eve n i f som e frequencie s ar e clos e (6" " and 7'*^ ) . However . w e 
must notic e tha t a  rando m excitatio n produce s a  highe r varianc e fo r th e identification , 
particularly a t thès e two close frequencie s (Figur e 3.4- b an d Tabl e 3.1) . The identificatio n o f 
damping i s good fo r both excitation s excep t a t the 7'* ^ mode, where the resuit i s erroneous du e 
to the proximity o f the 6" frequency . 
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Figure 3.4 Frequenc y stabilizatio n diagra m o n simulate d data . 
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Table 3, 1 compare s th e tlrs t seve n moda l parameter s o f th e plat e a s simulate d b \ Ansv s an d 
those identified , whe n n o noise i s added. 
Table 3, 1 Identifie d moda l parameter s 
Mode 1  1 
Simulated frequencie s (Hz ) 
Simulated dampin g rat e 
Identified frequencie s (Hz ) 
Impact forc e 
Identified dampin g rat e 
Impact forc e 
Identified frequencie s (Hz ) 
Random forc e 
Identified dampin g rat e 
Random forc e 
40.8 
1,0 "o 
40,78 
1,0% 
39,7 
1.9% 
~> 
77.5 
1.0 "o 
77.5 
1.0 "o 
75.7 
0.7 % 
3 
112,9 
1,0 "o 
112,8 
1,0% 
112,3 
0,6% 
4 
172.3 
1,0% 
171,6 
1.0% 
169.7 
0.6 % 
_ s 
"m 9 
1.0 %j 
221.5 
1.1 %, 
218.8 
0.6% 
6 
290.4 
1.0% 
287.4 
1.1 " o 
278.1 
1.0%. 
7 
294,4 
1,0%, 
291,3 
l.I " o 
2S6.5 
0.2 "o 
3.9.2 Rea l structur e testin g 
The sam e plat e ha s bee n experimentall y excite d wit h a n uncontrolle d shock . an d th e 
excitadon forc e an d locatio n hâv e no t bee n considered . Th e response s a t th e si x location s 
hâve been simultaneousl y acquire d (Figur e 3.5 ) an d sample d a t a  frequenc y o f 128 0 Hz . W e 
can se e fro m th e figure  tha t th e transien t respons e ha s bee n perturbe d b \ a  second excitation . 
Despite thi s unexpecte d perturbation , th e entir e signa l o f 4000 sample s ha s bee n considered . 
Furthermore, severa l additiv e rando m whit e noise s ( 1 " u t o 40 0 " o o f th e mi s signal ) bav e 
been numericall y adde d t o each measurement channe l fo r the assessment o f noise effect . 
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Figure 3.5 Rea l testing data . 
3.9.2.1 Mode l orde r sélection an d nois e rate estimatio n 
In orde r t o sélec t a n efficien t mode l orde r fo r th e syste m a t différen t nois e rates , the metho d 
described earlie r ha s bee n used . Figur e 3. 6 présent s th e évolutio n o f th e NO F facto r a t 
différent nois e rates , h  ca n b e observed tha t th e efficien t orde r o f the syste m ca n b e se t clos e 
to 6 w hatever the noise rate . 
n = 6 
^eff 
H — I I S R = 0 % 
— — I I S R = 1 % 
- » — N S R = 1 0 % 
-••— IISR=100 % 
-i— NSR=200 % 
- • • - - llSR=400' o 
|a»T»^Tr<?»»»¥$.-a'rir»r<r4-';-
10 1 5 2 0 
Model orde r 
25 30 
Figure 3.6 NO F évolution at différent nois e rates . 
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To chec k th e efficienc y o f th e NO F method , th e result s hâv e bee n compare d t o th e MD L 
criterion (Lutkepoh I 1993) . Figure 3.7 exhibit s th e comparison o f NOF an d MD L a t very lo w 
noise rat e (Figur e 3.7-a , NSR =  I  %) and ver y high nois e rat e (Figur e 3.7-b , NS R =  400 %). 
It can b e notice d tha t MD L give s the orde r between 1 1 and 4  respectively wit h th e nois e rat e 
while the NOF i s found a t order 6 , regardless th e noise rate . 
- I—NOF 
MCiL 
m 
•o 
0 5 
- NOF 
- MDL 
1 1  I  I  I  I  (  )  t  - H ! 1  I  1  I  t  I  1  I  I  I  '  I  i 
a )NSR=1% 
Model order 
b) NSR=400 % 
Figure 3.7 Compariso n NO F and .MDL. 
In fact , ther e i s a  goo d agreemen t betwee n NO F an d MD L i n moderat e nois e en v ironment, 
but th e MD L ma y overestimat e th e orde r wit h noisy-fre e dat a an d underestimat e th e orde r a t 
very hig h nois e levels . Sinc e w e ar e lookin g fo r a  criterio n whic h i s stabl e regardles s th e 
noise level , th e propose d NO F facto r reveale d thu s bette r tha n MD L fo r orde r sélectio n i n a 
wide range of noise environment . 
Table 3. 2 show s th e compariso n o f mode l orders , compute d fro m MD L an d NO F method s 
and the estimation o f noise at différent additiv e noises levels , computed fro m équatio n (3.21 ). 
The computationa l orde r p^^^  show n i n Tabl e 3. 2 ca n b e selecte d greate r o r equa l t o th e 
efficient orde r p^^f.  Th e p^^^  ha s bee n selecte d fro m a  threshold o f the uncertainty o n moda l 
parameters a s i t i s describe d later . A s expected , i t i s show n tha t th e computationa l orde r 
increases wit h the noise level . 
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Table 3. 2 Sélectio n o f orders and nois e rat e estimatio n 
Simulated nois e rat e (NSR ) 
Estimated nois e rat e ("/o ) 
Efficient orde r /?, , fro m NO F 
Optimal orde r fro m MD L 
Computational orde r /?^ ,^„ , 
0 % 
0.03 
6 
21 
9 
1 % 
1.20 
6 
11 
12 
10% 
10.52 
6 
6 
12 
100% 
102,1 
6 
6 
12 
200 °o 
201,2 
6 
6 
14 
400",, 
386,5 
6 
4 
14 
3.9.2.2 Sélectio n o f mode s an d moda l parameter s identificatio n 
Consider th e case with a  noise rate of 10 0 %. Fo r an assessment o f model orders , a frequenc y 
stabilization diagra m i s constructe d fro m orde r 2  t o 3 0 (Figur e 3.8) , I t i s see n i n agreemen t 
with NO F tha t mode l orde r 6  i s th e smalles t require d fo r th e stabilizafio n o f ai l natura l 
frequencies, Seve n intereste d natura l frequencie s o f the Table 3,1 can distinctl y b e identifie d 
on th e stabilization , However , on e ca n wonde r o n th e output-onl y poin t o f vie w i f th e 
frequency a t 12 0 Hz is a real frequenc y o r not . 
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Figure 3.8 Frequenc y stabilize d diagra m a t NSR=100 % . 
For th e effectiv e sélectio n o f computationa l orde r an d structura l modes , stabilize d diagram s 
of th e correspondin g prospectiv e frequencie s an d dampin g rate s wit h thei r 9 5 %  confidenc e 
interval ar e constructe d i n Figur e 3.9 . The OMA C fo r thos e frequenc y candidate s ar e plotte d 
in Figure 3.10 . 
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Figure 3.9 Moda l parameters identificatio n wit h confidence intervai s (NSR=100 %) . 
6 _ ^ - ^ ~ § : ^ 
Figure 3.10 OMAC diagram (NSR=10 0 %). 
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Several discussion s ma y be made: 
• O n th e frequenc y stabilizatio n diagram , a  natura l frequenc y mus t b e stabl e fro m th e 
minimum order , sinc e th e identifie d par t o f th e signa l doe s no t chang e significantl y 
above thi s order \alue . 
• A  stable frequenc y belong s t o a  mode i f it s damping rat e take s a  non-zero positiv e stabl e 
value o n th e diagra m an d i f th e OMA C i s close d t o unit y abov e th e efficien t order . 
Othcrwisc, i t mus t belon g t o a  hannonic excitation (zér o damping) o r to a  computationa l 
frequency. Th e destabilization s o f OMAC , frequenc y an d dampin g re\ea l tha t th e 
doubtfiil frequenc y a t 12 0 Hz (Figure 3.9-d ) i s not a  natural frequenc y (an d ca n b e due to 
electrical perturbatio n o r computational mode) . 
• H\e n b y considerin g a  NS R o f 10 0 % , th e result s sho w tha t th e confidenc e inter\al s 
converge t o th e righ t valu e a t hig h orders , an d giv e u s th e uncertaint y o f th e estimatio n 
(such a s a t th e 5'' ^ frequenc y (Figur e 3.9-e ) tha t présent s a  relativel y larg e uncertainty) . 
By considerin g a n acceptabl e uncertaint y (threshold) , a  computationa l orde r /;^„ ^ ma y 
thus b e selecte d fo r th e moda l paramete r identification . Simila r conclusion s wer e foun d 
for othe r simulated nois e rat e cases (Table 3.1) . 
Table 3. 3 show s th e result s o f moda l paramete r identificatio n (frequenc y i n H z an d dampin g 
rate i n % ) o f th e seve n structura l mode s selecte d a t th e correspondin g computationa l orde r 
with thei r 95 % confidence interval , fo r différen t nois e rate s ranging fro m 0  % to 400 % . I t is 
found that : 
• Whateve r th e nois e rate , th e moda l parameter s ar e accuratel y identifie d a t th e 
computational order . 
" Whe n th e nois e rat e changes , th e moda l parameter s an d thei r confidenc e intcrxal s ar e 
considered t o b e stabl e whic h prove s th e perfomianc e o f th e propose d metho d eve n i n a 
noisy environment . 
• Th e confidenc e intervai s o f frequencie s ar e relati\el y muc h smalle r tha n thos e o f 
damping ratios . Thi s explain s th e reliabilit y o n identificatio n o f frequenc y compare d t o 
the damping . 
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Table 3.3 Identified moda l parameters with their 95 % confidence intervai s 
Mode 
T 
y. 
H: 
7 
:^ 
y 
Z 
7 a:: 
y 
Z 
7 
y 
II s: 
y 
z 
i 5 
II 
z 
ll_ 
7 
7 
7 
1^ 
""^  
t 
7 
-r 
7 
KrequeiiCN 
confidence 
Damping 
confidence 
Frequency/ 
confidence 
Damping/ 
confidence 
Frequency/ 
confidence 
Damping/ 
confidence 
Frequency/ 
confidence 
Damping/ 
confidence 
Frequency/ 
confidence 
Damping/ 
confidence 
Frequency/ 
confidence 
Damping/ 
confidence 
Mode 1 
38,6 
0.04 
1.29 
0.11 
3S.6 
0.09 
1.47/ 
0.24 
38.6/ 
0.11 
1.54/ 
0.3 
38.6 
0.12 
1.44 
0.3 
38.6 
0.12 
1.44 
0.31 
38.6/ 
0.12 
1.44/ 
0.31 
Mode 2 
74.6 
0.03 
0.27 
0.05 
74.6 
0.2 
0.27/ 
0.03 
74.6 
0.03 
0.27/ 
0.04 
74.6 
0.02 
0.27 
0.03 
74.6 
0.02 
0.27 
0.03 
74.6/ 
0.02 
0.27/ 
0.03 
Mode 3 
107.7/ 
0.14 
0.40 
0.13 
107.8 
0.14 
0.4 
0.13 
107.8/ 
0.14 
0.4 
0.13 
107.8/ 
0.1 
0.36 
0.09 
107.S 
0.1 
0.36/ 
0.09 
107.8/ 
0.1 
0.36/ 
0.1 
Mode 4 
162.9 
0.78 
2.19, 
0.47 
163.9 
0.51 
1.24 
0.31 
163.9/ 
0.52 
1.26/ 
0.32 
163.9/ 
0.4 
0.89 
0.25 
163.9 
0.4 
0.89' 
0.25 
163.9 
0.4 
0.89/ 
0.25 
Mode 5 
208.2 
0.02 
0.36 
0.01 
208.2 
0,018 
0.37 
0.01 
208.2/ 
0.018 
0.37/ 
0.01 
208.2 
0.02 
0.37, 
0.01 
208.2, 
0.02 
0.37 
0.01 
208,2 
0,02 
0,37' 
0,01 
Mode 6 
273,0 
0.06 
0,26 
0.02 
273.0 
0,06 
0.26' 
0,02 
273,0/ 
0.07 
0,27/ 
0.03 
273,0/ 
0,07 
0,27/ 
0.03 
273,0 
0,05 
0,27 
0,02 
273,0 
0.05 
0,27' 
0.02 
Mode 7 
288,2 
0.01 
0.18 
0.005 
288.2 
0,13 
0,21/ 
0,05 
288,2 
0,18 
0,23/ 
0,06 
288,2 
0.19 
0.24/ 
0.06 
288,2 
0,13 
0,21/ 
0.04 
288,2 
0.13 
0,21/ 
0,04 
Figure 3,1 1 plot s th e seve n scale d mod e shape s identifie d wit h a  nois e rat e NSR=10 0 % 
versus th e mod e shape s numericall y compute d b y finit e clémen t metho d an d th e 
corresponding MA C factors . I n th e lef t figures , th e mod e shape s ar e represente d an d 
interpolatcd fro m th e déformatio n o f th e si x senso r location s (o n gri d Unes ) whil e th e 
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confidence intervai s ar e displayed b y the darkness. The MAC is computed fo r each mode in 
order to compare with numerica l results . I t is found tha t e \ en i f the signa l i s perturbed b y a 
\ ery high noise rate and some modes are close, each identifie d mod e shape i s corresponding 
to an analytical one. As expected, the seventh and higher mode shapes are not well identifie d 
because of the limitation of the sensor number. 
IdentiHed model. f = 38,5831 Hz 
0 a 
Numerical mode 1 , ^40,6368Hz 
a) Mode shape 1 , MAC=0.906 
Identined mode2. f = 74 6055 Hz 
0 0 
Numerical mode 2, l^76.7616Hz 
0 û 
b) Mode shape 2, M.^C=0.945 
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identified mode6, f= 272,916 2 Hz 
3 G 
Numerical mode 6, f^289,2765Hz 
0 0 
0 Mod e shape 6, M AC=0.966 
Identified mode7, f = 288,1488 H z 
Numerical mode 7, f^289.3514Hz 
g) Mode shape 1.  MAC =0.244 
Figure 3.11 Mod e shape idendficadon a t NSR=100 % and by FEA, 
3.10 Conclusio n 
An operationa l moda l analysi s base d o n a  multivariable autoregressiv e mode l i s presente d 
with the ability o f Computing the uncertainty on modal parameter s identificatio n o f selected 
modes, after updatin g and selecting efficien t mode l orders. The least squares implemented in 
the for m o f QR factorizatio n o f the data matrix produce s a  fast, conditione d an d convenien t 
algorithm fo r updating. A new factor calle d the Noise rate Order Facto r (NOF), based on the 
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séparation o f th e detenninisti c an d stochasti c parts , ha s bee n introduce d fo r th e sélectio n o f 
an efficien t mode l orde r fro m whic h th e moda l parameter s con\erge . I t i s see n that , 
compared t o th e MD L method , th e NO F i s mor e stabl e wit h respec t t o nois e an d henc e th e 
modal parameter s star t t o b e stabl e fro m thi s orde r i n th e stabilizatio n diagrams . Sinc e th e 
model orde r i s updated , a  ne w \ersio n o f th e corrélatio n facto r calle d OMA C i s derive d 
between tw o successiv e mode l order s fo r a  better sélectio n o f structura l modes , Furthermore , 
the confidenc e intervai s o f eac h natura l frequenc y an d dampin g rati o ar e adde d t o the moda l 
parameters o n th e stabilizatio n diagram . Th e uncertaint y o n mode s i s als o constructed . 
Computational mode l orde r ca n b e chose n fro m acceptabl e confidenc e intervai s fo r 
automatic identificatio n o f moda l parameters . Simulation s an d experiment s o n a  stee l plat e 
show tha t thi s ne w metho d i s a  good techniqu e fo r operationa l moda l analysi s e \ en i n nois y 
environments rangin g fro m 0 % t o 400"o . Furthe r studie s ar e conducte d t o develo p th e 
algorithm fo r online identificatio n i n the time domain an d fo r non stationar y Systems . 
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CHAPITRE 4 
PRÉSEM ATIO N D E L'ARTICLE : 'SPECTRi  M  IDENTIFICATION FROM 
OPERA TIONAL MODAL  ANALYSIS  IN  FREQUENCY DOMAIN' 
4.1 Résum é 
Ce chapitr e montr e u n articl e qu i a  été soumis pou r publicatio n dan s l a revue JOURNA L O F 
SOUND AN D VIBRATION (JSV) . 
Les travaux d e ce t articl e montren t un e méthod e qu i perme t d e montre r automatiquemen t u n 
spectre moyenne su r plusieurs capteurs , afin d'identifie r le s fréquence s commune s à  partir d e 
l'analyse modal e e n opératio n ave c plusieur s canaux . U n modèl e autorégressi f à  variabl e 
multiple es t présenté . Le s paramètre s d u modèl e son t estimé s pa r le s moindre s carré s vi a 
l'implémentation d e l a décompositio n QR . L'ordr e minima l d u modèl e p^^  à  parti r duque l 
sont ré\élé s tou s le s mode s structurau x es t détermin é quelqu e soi t l e bniit . Ce t ordr e es t 
déterminé à  partir d e l a convergence d u rappor t signa l su r brui t globa l (SNR) . À  partir d e ce t 
ordre, le s mode s son t classifie s e n ordr e croissan t e t le s mode s structurel s son t identifié s a u 
début d e l'inde x DMSN . à  parti r d'u n changemen t significati f d e ce t index . Cec i perme t l a 
détermination d u nombr e de fréquence s contenue s dan s un e gamme d e fréquenc e d'intérêt . A 
partir d e là , un e procédur e d'automatio n d'identificatio n modal e es t réalisée . L a matric e 
multi-spectrale es t construit e à  parti r d e ce s mode s choisi s ave c l'introductio n d'u n facteu r 
amplificateur d e puissanc e modale , afi n d'obteni r u n spectr e trè s liss e e t équilibr é a\e c l a 
présence d e tou s le s pics mêm e quan d il s son t proches . L a méthode proposé e a  été appliqué e 
sur de s simulation s numérique s à  plusieurs degré s d e libert é e t auss i expérimentalemen t su r 
une structure réelle . Le s résultats montren t l e potentiel d'automatise r l'analys e modal e e n \u e 
de l'auscultatio n de s structures . 
.Mots clé s :  Identificatio n modale , mode l autorégressi f \  ecteur. Ordr e structura l d u modèle , 
Décomposition QR , Estimatio n spectrale . 
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4.2 Abstrac t 
A method fo r automaticall y identif y th e spectru m an d moda l parameter s fro m a n operationa l 
modal analysi s usin g mult i sensor s i s de\eloped , A  multi\ariat e autoregressi\ e mode l i s 
presented an d th e mode l parameter s ar e estimated b y leas t square s vi a th e implementatio n o f 
QR factorization . Th e minimu m mode l orde r p^ ,, y fro m whic h ai l axailabl e physica l mode s 
are revealed and whic h i s indcpcndcnt o f noises i s found. Thi s so called efficien t mode l orde r 
is selecte d fro m a  globa l order-wis e signa l t o noise rati o inde x (SNR ) afte r convergence . A t 
this mode l orde r o r higher . th e modes ar e classifie d fro m a  descending dampe d moda l signa l 
to noise (DMSN ) criteria . Bein g classifie d i n decreasing order , th e physica l mode s ar e easil y 
identified. A  significant chang e o f th e DMS N inde x allow s fo r déterminatio n o f th e numbe r 
of physica l mode s i n a  spécifi e frequenc y rang e an d thus . a n automatio n procédur e fo r 
identifying thès e moda l parameter s ca n b e developed . Furthermore , th e multispectra l matri x 
can b e constructe d fro m thès e selecte d modes , wit h th e introductio n o f a  powere d 
amplification factor , t o provid e a  smooth , balance d noise-fre e spectni m wit h ai l availabl e 
peaks e\e n whe n the y ar e close . Th e propose d metho d ha s bee n perfonnc d o n simulate d 
multi degre e of freedom System s and on a  real structur e showin g a  highly applicable potentia l 
for automatic operationa l moda l analysi s an d structura l healt h monitoring . 
Keywords: Moda l identification ; vector-autoregressi\' e model ; structura l mode l order ; Q R 
factorization; spectru m estimation . 
4.3 Nomenclatur e 
A, Matri x o f parameters relatin g the output y ( / - / ) t o y( 0 
C, Moda l participan t matri x of i " eigenvalu e 
d Dimensio n o r number o f sensor s 
d, Spectra l participan t matri x ofi" ' eigenvalu e 
D Estimate d covarianc e matri x o f the deterministic par t 
e Euler' s numbe r 
77 
e(/) Th e residual vecto r of ai l output channel s 
E Estimate d co\arianc e matri x o f the eiTor part 
I Unit y matri x 
j Imaginar y uni t 
k Sampl e inde x 
K Dat a matri x 
1, Comple x moda l vecto r 
L Comple x eigenvector s matri x 
n Numbe r o f physical (deterministic ) mode s 
N Numbe r of available dat a sample s 
p Mode l orde r 
Pç,y Efficien t (minimu m required ) mode l orde r 
?(&)) Powe r spectra l matri x 
Q Orthogona l facto r matri x o f the QR factorizatio n 
R Upper-diagona l facto r matri x o f the QR factorizatio n 
R,^  Submatrice s o f R 
s Vecto r of modal scal e factor s 
5 Submatrice s o f matrix L ' 
/ Tim e inde x 
r Samplin g perio d 
y(/ -/•) Th e output vecto r with tim e delay /x T 
\(z) Z-transfor m o f output vecto r 
z( 0 Th e regressor fo r the output vecto r y( 0 
6 Imaginar y par t o f the continuous eigenvalu e 
XI Discrèt e complex eigen \ alue 
A Mode l parameter s matri x 
n P i numbe r 
a Rea l par t of the continuous eigenvalu e 
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co 
n 
H 
A 
II 
Trace(.. 
DOF 
DMSN 
MP 
MSN 
MV 
NOF 
NSR 
QR 
4.4 
Angular frequenc y 
State matn x 
Hermitian transpos e 
Estimated valu e 
Absolute \  alue 
.) Trac e nonn o f a matrix 
Degree of freedo m 
Damped Moda l Signal-to-Nois e rati o 
Continuous moda l powe r of a mode 
Modal Signal-to-Nois e rati o 
The real moda l varianc e of a mode 
Noise-rate Orde r Facto r 
Noise-to-Signal Rati o 
QR factorizatio n 
Introduction 
Modal analysi s i s a n effectiv e too l i n structura l healt h monitorin g an d machiner y diagnosi s 
(Bodeux an d Golinva l 200 1 ), (Smail, Thoma s et  al.  1999) . Récen t researche s hâv e reporte d 
the nee d t o develo p automati c moda l analysi s an d paramete r estimatio n algorithins , i n orde r 
to hel p industr y t o improv e th e dynami c desig n (Magalhàes , Cunh a et  al.  2009) . (Peeters . 
Eau et  al.  2008), (Vanlanduit, Verbove n et  al. 2003) . When th e stnicture exhibit s a  non linea r 
behaviour, moda l analysi s mus t b e conducted i n the operationa l condition s an d consequently , 
operational moda l analysi s ha s bee n develope d fro m onl y th e measuremen t o f responses , 
which i s o f a  great hel p i n industria l application s whe n th e excitatio n force s ar e unknow n o r 
cannot b e measure d (Vu , Thoma s et  al.  2007) , (Zhang , Zhan g et  al.  2005) , (Huan g an d Li n 
2001), (Larb i an d Lardie s 2000) , (Juan g an d Papp a 1985) . However , i n rea l industria l 
applications, th e nois y environmen t ca n pertur b th e dat a an d affect s th e accurac y o f moda l 
identification. Furthermore , harmoni e excitation s (Gagnon , Taha n et  al.  2006 ) an d 
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computational frequencie s ca n als o creat e spuriou s mode s tha t affec t th e interprétatio n o f 
results. 
Output onl y moda l analysi s usin g autoregressi\ c an d stat e spac e model s ha s been conducte d 
in mechanica l application s suc h a s nuid-structur e interactio n structure s (Vu . Thoma s el  al. 
2007), (Thomas , Abass i et  al.  2005 ) an d ci\i l larg e scal e structures , suc h a s bridge s (Vu , 
Thomas et  al.  2007) . Moda l analysi s b y stat e spac e model s deal s wit h th e identificatio n o f 
pôles an d zéro s of the underlyin g stat e model s whic h ar c constructed fro m th e recorde d data . 
Consequently, th e numbe r o f eigenvalue s an d eigenxector s therefor e dépend s strictl y o n th e 
model orde r (Lardie s an d Larb i 2001) , (Smail , Thoma s et  al.  1999) , (Smail , Thoma s et  al. 
1999) an d stat e \  ector dimensio n whic h ca n b e roughl y high . Stabilizatio n diagram s 
(Allemang 1999 ) ar e usuall y use d fo r selectin g th e natura l frequencie s fro m th e othe r 
spurious one s b y iterativel y Computin g th e eigenvalue s o n a  rang e o f orders . However , thi s 
method ca n b e tim e consumin g an d th e interprétatio n o f diagram s i s no t a n eas y tas k whe n 
the signa l i s ver y noisy . I n orde r t o hel p th e interprétation , anothe r inde x calle d th e moda l 
signal t o nois e rati o (MSN ) (Abde l Waha b an d D e Roec k 1999) , (Pandi t 1991 ) ha s bee n 
developed t o identif y th e moda l contributio n o f eac h mod e i n th e unnoise d par t o f signa l 
(Zhang. Zhan g et  al.  2005) . bu t th e numbe r o f structura l mode s remain s unknown , Th e 
corrélation criterio n MA C (Huan g an d Li n 2001) . (Alleman g an d Brow n 1982 ) i s a n 
alternative fo r selectin g th e modes bu t usin g thi s inde x i s rathcr a  check tha n a  détermination 
of structural modes . 
In thi s paper , w e présen t a  metho d fo r automaticall y classifyin g th e mode s an d identifyin g 
the moda l parameters . A  ne w inde x fo r th e sélectio n o f a n efficien t mode l orde r tha t allow s 
for discriminatin g ai l availabl e mode s i s described . Thi s inde x i s constructe d fro m a  globa l 
order-wise nois e t o signa l rati o and it s convergence i s independent o f noise . The eigenvalue s 
are ranke d b y decreasin g orde r t o discriminate physica l mode s fro m computationa l mode s A 
new dampe d moda l signa l t o nois e rati o (DMSN ) criteri a associate d wit h th e dampin g rat e 
values i s use d fo r discrimination . Th e physica l mode s ar e automaticall y detennine d whe n a 
significant chang e ca n b e obviousl y foun d o n th e DMS N an d dampin g rat e évolutions . I n 
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order t o impro\ e th e user-friendl y automati c identificatio n o f natura l frequencies , th e spectr a 
ha\e bee n denoised . I n stat e spac e modeling , th e spectr a ca n b e compute d eithe r fro m th e 
signal-noise séparation , th e transfe r functio n o r th e spectra l décomposition . Early . Akaik e 
(Akaike 1969 ) had compute d th e powe r spectr a throug h a n autoregressiv e modeling . Sc\era l 
gênerai technique s ha d bee n develope d o n multichanne l spectru m (Vaataja , Suorant a et  al. 
1994) o r improvin g th e resolutio n o f th e spectr a (Quir k an d Li u 1983) . Specifically , 
(Kumazawa 1994 ) propose d a  metho d t o produc e nois e fre e frequenc y spectru m signai s o f 
autoregressive model s b y usin g th e sin e an d cosin e component s o f th e signa l w  hich ar e iil2 
out o f phase . I n thi s paper , th e denoise d spectru m i s constructe d fro m th e spectra l 
décomposition o f th e abov e selecte d stnictura l modes . Th e formulatio n fro m th e transfe r 
function produce s th e multichanne l spectra l matrice s w  hich ar e Hennitia n an d fre e o f noise . 
Furthennore, th e introductio n o f a  powered amplificatio n facto r o n eac h individua l spectru m 
can exhibi t a  smooth an d balanced spectru m wit h ai l available peaks e \ en close . 
4.5 Multivariat e autoregressiv e modellin g 
In operationa l moda l analysis , w e assum e tha t th e excitatio n i s unknow n an d ma y b e 
modeled b y a  Gaussian whit e noise . A s th e moda l analysi s i s conducted b y usin g severa l d 
channels o f measurements , synchronize d fo r dat a acquisitio n a t a  samplin g perio d T^.  a 
Muhivariate Auto-Regressi\c (MAR ) model o f p'''  orde r and o f dimension d  ca n be utilize d 
to fit  the measured dat a (Vu, Thomas et  al. 2007) . 
y(t) =  \z(t) +  t(t) (4.1 ) 
where: A  = r - A| - A , .. . -A^ , j  s'ize  dxdp  i s the parameter matri x 
A, siz e dxd  i s the matrix o f parameters relatin g th e output y ( / - / ) t o y(/ ) 
z(/) siz e dpxl  i s th e regresso r fo r th e outpu t vecto r \(t). 
z( / ) '=[y( / - l ) ' y( / - l ) ' .. . y ( / - l ) ' ] 
y(/ - /) siz e dx\  (  / = 1 :  /; )  is the output vecto r with delays time ixf 
e(t) siz e dx\  is  the residua l vecto r o f ai l outpu t channel s considere d a s the erro r 
of model . 
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If th e dat a ar e assume d t o b e measure d i n a  whit e nois e en\ironinent , th e leas t square s 
estimation ma y b e applie d t o estimat e th e mode l parameters . Takin g int o accoun t N 
successive availabl e outpu t vector s o f th e response s fro m y(A ) t o >(A + V-1 ) ( 
k > p. N>dp-\-d  fo r z(t)  t o b e définitive) , th e mode l parameter s matri x A  an d th e 
estimated covarianc e matrice s o f th e deterministi c par t D  an d o f th e erro r par t E  (both o f 
dxd )  can b e estimate d vi a th e computatio n o f th e Q R factorizatio n a s follow s (Vu , size 
Thomas et  al. 2009) : 
A =  ( R ; , R , , ) . ( R ; , R , , ) - ' = ( R - ' R , O ^ 
D - —R^R p 
N 
(4,2) 
(4.3) 
E= —R!,R 
N -' 
(4.4) 
In thès e formulas , R, , (siz e dpxdp).  R p (siz e dpxd)  an d R. . (siz e dxd)  ar e 
submatrices o f th e uppe r triangula r facto r R  (siz e Nxdp  +  d) deri\e d fro m th e Q R 
factorization o f the data matrix (Householde r transformatio n o r Givens rotations ) a s follows : 
K = Q xR (45 ) 
where Q(siz e . \x . \ ' )  is an orthogonal matri x (tha t i s Q x Q =  I ). R  ha s the for m 
R = 
Ri, R p 
0 R, , 
0 0 
and data matrix K  ofsiz e Nxdp-\-d  i s constructed fro m , V successive samples : 
K = 
z ( / ) ' 
z(/ +  l) ^ 
y(n' 
y(^ + i) ' 
z(/ + ^ - l )' y( / + A'-l) ^ 
(4.6) 
(4,7) 
Once th e mode l parameter s matri x ha s bee n estimated , th e moda l parameter s ca n b e directl y 
identified fro m th e eigendecomposition o f the state matrix n  (siz e dpxdp  )  (Pandit 199 1 ) , 
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n 
A, 
I 
0 
- A , . . 
0 
I 
-A. - , 
0 
0 
-A 
0 
0 
0 0 
(4,8) 
n = L 
?/, 0  0  0 
0 // , 0  0 
0 0 - . : 
0 0  .. . u 'p. 
(4.9) 
where » , ar e discrèt e eigenvalue s an d L  (siz e dpxdp  )  i s eigenvector s matri x whos e th e 
forms ca n be rewritten a s following fo r furthe r using : 
»,'"'!, »r' F 
»|l| u,\. 
"::;\:p 
",/;,'./, 
S = L' = 
F 
S., s „ 
^Jp\ ^Jp2 
s,. 
dpp 
(4.10) 
(4.11 
4.6 Sélection o f efficient mode l orde r 
An estimated Noise-to-Signa l Rati o (NSR) ca n b e defined fro m th e signal-noise séparatio n i n 
équations (4.3) and (4.4 ) with the trace  norm : 
Trace(E) 
NSR = (4.12) 
Trace(D) 
Then, a  Noise-rate Orde r Facto r (NOF ) i s defined a s being th e variation o f th e NS R betwee n 
two successive orders ; 
NOF'" =  NSR""-NSR"'"" (4.13 ) 
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Since th e NS R decrease s monotonicall y wit h respec t t o th e mode l order , an d contain s 
propcrties o f bot h stochasti c (o n numerator ) an d deterministi c (o n denominator ) nonns . th e 
NOF i s alway s positive , I t fall s quickl y a t lo w order s an d ca n thu s b e see n a s a  criterion fo r 
model perfonnance . Figur e 4. 1 show s fo r example , th e variatio n o f NO F wit h orde r b y 
introducing thre e nois e lexel s ( 0 % , 1 0 %  an d 10 0 %) . The minimu m mode l orde r p^^j  i s 
found a t th e significan t chang e o f th e NO F non n cur\'e , an d whe n clos e t o zéro . I t ca n b e 
noticed tha t i n th e considere d exampl e representin g a  6  DO F system , th e minimu m orde r i s 
found t o 4  whatever th e nois e leve l (bu t i t i s les s éviden t wit h a  high nois e level) . Sinc e th e 
deterministic par t converge s a t thi s order , ai l th e natura l frequencie s i n th e measure d rang e 
start t o appear on the stabilized diagra m (Vu , Thomas et  al. 2007) . I t means tha t th e model a t 
order /?^ , y i s the minimum require d mode l exhibitin g ai l available physica l modes . 
1 5 
LL 
O 
P^ff=^ 
i 
•NSR=0% 
NSR=10% 
NSP=100% 
' ^ l . ^ 1 - ^ . \ / L M . ^ 
10 1 2 14 20 
Figure 4.1 NO F évolution o f 6 DOF system . 
4.7 Isolation o f physical mode s 
It i s see n fro m th e moda l décompositio n tha t th e number s o f eigenvalue s an d mode s ar e 
normally larg e an d contain s expecte d moda l feature s o f th e syste m i n additio n wit h 
computational mode s an d excitatio n frequencie s (wit h zér o damping ) i f présent . 
Conventional parametri c model s base d moda l analysi s technique s distinguis h th e physica l 
modes fro m th e spurious one s by observing th e stability of the modal parameter s w  ith respec t 
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to increasin g mode l order . Thi s metho d i s th e mos t effectix e fo r th e sélectio n o f physica l 
modes bu t i t requires larg e time consuming (Figur e 4,2) . 
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Figure 4. 2 Frequenc y stabilizatio n diagra m o f 6 DOF a t NSR=10 0 % . 
Furthermore, w e ca n find  i n literatur e severa l indexe s fo r th e characterizatio n o f th e 
eigenmodes whic h ca n b e use d fo r th e classificatio n an d isolatio n o f physica l modes . Th e 
early moda l confidenc e facto r (MCF ) (Ibrahi m 1978 ) compare s th e tw o moda l \ector s 
identified fro m th e sam e dat a whe n th e origi n i s shifted . Limitatio n o f th e MC F w  as foun d 
with nois y dat a when i t may give unnecessary lo w values t o the true modes an d an artificiall y 
value clos e t o unit y fo r th e mode s o f nois e (Pandi t 199 1 ). (Pandit 1991 ) ha d als o develope d 
the averag e moda l amplitud e (AM ) an d th e moda l signal-to-nois e rati o (MSN ) whic h coul d 
be use d togethe r wit h prio r knowledg e o n frequencie s an d dampin g t o classif y an d identif y 
the modes . However , thès e tw o factor s shoul d b e combine d i n onl y on e factor . I n orde r t o 
find a  suitabl e inde x fo r th e identificatio n o f physica l modes , whic h ca n b e use d fo r a n 
automatic moda l analysis , th e followin g moda l décompositio n int o deterministi c an d 
stochastic part s was conducted (Pandi t 199 1 ). 
'•(')= £ l,sX+Xl,S„e(/-/);/f'' (4.14) 
where the scale facto r s  i s derived fro m th e initia l regresso r a s following ; 
s = L''z(/; + l) (4.15) 
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and th e discrète eigenvalue i s transfonned t o the continuous on e by: u^  - e'"*'"'^-
Since th e deterministi c participatio n deal s wit h continuou s function s i n thi s paper , instea d o f 
using the averaged moda l amplitud e (AM) . we utilise the concept o f continuous moda l powe r 
(MP) whic h i s th e powe r o f eac h eigenmod e fro m th e deterministi c signa l (th e first  ter m o f 
équation (4.14)) and i s the square of the continuous moda l amplitud e (CM ) of (Pandi t 1991) : 
MP =  '  ' v ' (4.16 ) 
<yf 
Howc\er. a  smail M P inde x ca n appea r fo r a  physical mod e b y comparison wit h th e M P of a 
computational mode , and another inde x mus t be introduced . 
The moda l varianc e characterize s th e moda l participatio n int o th e stochasti c par t an d ma y b e 
written i n discrète fonn ove r the sampled data : 
i»,i'(i-i",r) tri.L'ES,'; 
MV =  ^  Mv ; = 
A ' - ' 
(4.17) 
1- / ' , 
Finally, a  damped powe r moda l signa l t o noise rati o (DMSN ) i s defined fo r eac h eigenmod e 
as follows ; 
DMSN, = ^ ^ ( 4 18 ) 
It appear s tha t th e DMS N inde x i s a n effecti\ e criterio n sinc e i t include s th e stochasti c 
participation i n th e denominator , an d henc e highe r th e DMS N is , more e\iden t i t belong s t o 
structural propcrties . Fo r example . Figur e 4. 3 compare s th e us e o f MSN , AM , damping rati o 
and DMS N fo r identifyin g th e number o f modes, e\en i n a noisy environment . 
It i s seen tha t th e présence of damping behaviou r o n the denominator péna l izes the \ery hig h 
damped mode s whic h belon g t o computationa l mode s i n usua l structura l analysis . Th e 
physical mode s ar e ai l sorte d fro m th e first  highes t DMS N inde x wit h reasonabl e dampin g 
ratios. Consequently , th e numbe r o f availabl e mode s ca n b e easil y foun d a t a  significan t 
change o n th e DMS N évolution . Furthermore , th e hannoni c frequencie s i f présent , ca n b e 
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distinguished fro m th e first  natura l frequencie s b y thei r close-to-zer o dampin g rati o an d 
hence a \ ery high DMSN index. 
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4.8 Constructio n o f the noise free spectru m 
The constructio n o f a  noise fre e spectru m i s of grea t interes t fo r moda l analysis . Suppos e tha t 
2n modes , i n conjugat e pair s (eigenvalue s an d eigenvectors) , ar e selecte d fro m th e 
detenninistic part , th e spectra l matri x functio n ca n b e compute d directl y fro m th e eigen -
decomposition a s follows : 
where 
P(co) 
T 
lïï 
y s ^ 
tr(i-",c-""') 
I-
= i |„-,„-rV, É 
/ i  / 1 -  I  wT \ 
^<^A^-t'A 
-\ù)T, .-\ 
k=\ 
(l-»,e-'"M-'(l-//,e-^""~)-'£c,Êc 
( l-»,e '" ' ' ) 
' (\-u,e-'"")'' 
T_ 
2ïï 
'i<oT. . - I ^ d , ( l +  ;/,e"^"'- -u,A""  -u;  )(\-u,A'"'-  )-'(\-u,e'""'  ) 
l,xS„ 
(4.19) 
(4.20) 
d-=Z 
cEer 
(\+u,e-'"'A[\-(u,e'>"'A''] 
(4.21) 
It i s clea r tha t th e spectru m i s compose d b y th e su m o f frequencie s whic h exhibit s onl y th e 
free-of-noise peak s correspondin g t o th e natura l frequencie s an d harmoni e excitation s i f 
présent. Thi s décomposition yield s t o a  Hermitian spectra l matri x an d i s the generalization o f 
Pandit wher e flirthe r calculation s o n th e mult i spectra l matri x suc h a s channe l cohérenc e 
function an d phas e ca n b e foun d o f interest . However , a  difficult y appear s whe n a  lo w 
amplitude peak i s closely foun d t o a higher on e an d i s difficult t o identify . I n order t o exhibi t 
ail the frequenc y peak s i n the spectru m représentation , a  scale facto r ha s been introduce d fo r 
each frequenc y b y dividin g it s participatin g amplitud e b y th e rea l non n o f th e comple x 
matrix d , (eq . (4.21)).l t i s see n fro m thi s formulatio n tha t th e présenc e o f th e amplifie d 
factor affect s mostl y t o th e participatin g peak s i n orde r t o exhibi t ai l th e peak s o n th e 
frequency représentatio n (Figure 4.4). 
P(co)^^ 
2ïï Trace(d, )• " 
£d,(l + //,c 'A"" -u;)(\-uA"'  )''(\-u,e j<u r , . I (4.22) 
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Table 4.1 Resuit of 6 degrees of freedom syste m 
Mode 
Natural 
frequency 
(Hz) 
Damping 
rate 
(%) 
Simulated 
NSR=0 %, order 4 
NSR=0%, orde r 1 4 
NSR=100%, order 4 
NSR=100"». order 1 4 
Simulated 
NSR=0%, order 4 
NSR=0%, order 1 4 
NSR=100%, order 4 
NSR=100"o, order 1 4 
1 
40.8 
40.8 
40.8 
40.8 
40.S 
1.0 
1.01 
1.00 
1.27 
1.00 
2 
77..'^  
77.5 
11A 
11A 
77.5 
1.0 
1.01 
1.01 
1.01 
1.01 
3 
113.0 
113.0 
113.0 
112.9 
113.0 
1.0 
1.02 
1.02 
1.01 
1.02 
4 
172.3 
172.1 
172,1 
172,1 
172,1 
1.0 
1.03 
1.03 
1.03 
1.03 
5 
222 9 
222.6 
222.6 
222.6 
222.6 
1.0 
1.03 
1.03 
1.03 
1.03 
6 
290,4 
289.6 
289.6 
289.6 
289.6 
1.0 
1.04 
1.04 
1.07 
1.04 
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4.9 .Numerica l simulations an d discussion s 
The propose d metho d wa s first  applie d numericall y t o a  si x dcgrec-of-frccdo m ( 6 DOF ) 
discrète syste m whos e moda l parameter s ar e give n i n Tabl e 4.1 . Th e response s wer e 
computed a t différent coordinate s a t a sampling frequenc y o f 2500 Hz . 
4.9.1 Effec t o f white noise s and computationa l orde r 
The Syste m wa s firstly  subjecte d t o a n impuls e excitation . Figur e 4. 4 plot s th e évolutio n o f 
NOF a t différen t nois e rate s ( 0 % , 1 0 % an d 10 0 "o) , The efficien t orde r ca n b e foun d a t 4 
whate\ er th e nois e rate . Thi s resui t i s i n agreemen t w  ith th e frequenc y stabilizatio n diagra m 
(e.g. Figur e 4.2 , NSR=100 % ) wher e ai l th e structura l frequencie s star t t o b e stabilize d fro m 
order 4  showin g th e convergenc e o f th e deterministi c par t fro m thi s mode l order . 
Theoretically, a  mode l a t secon d orde r i s sufficien t t o fit  th e nois e fre e dat a o f a  discrèt e 
System i f this latte r i s measured a t ai l DO F (Pandi t 1991) . Howeve r a  minimum mode l orde r 
of 4 i s required fo r moda l analysi s purpos e i n order t o completely exhibi t ai l available moda l 
features o f th e system . Th e définitio n o f a n efficien t mode l orde r require s tha t th e 
computational orde r fo r th e calculation o f moda l parameter s mus t b e highe r t o that minimu m 
order. Howe\er , a  to o hig h Computin g orde r i s tim e consumin g an d produce s a  lo t o f 
computational pôles . 
Since th e dampin g ratio s ar e identifie d wit h a  larg e varianc e i f th e dat a ar e perturbe d b y 
noises (Vu , Thoma s et  al.  2007) , i t i s heuristi c tha t th e Computin g orde r shoul d b e chose n 5 
to 1 0 order s highe r tha n th e efficien t valu e i n orde r t o obtai n a  stabilit y o f th e dampin g 
variances. Th e efficien t mode l orde r o f th e above syste m i s foun d a t 4 , Figur e 4. 3 show s th e 
évolution o f DMS N an d dampin g ratio s on noise-free an d 10 0 % noise dat a a t order 4  and 1 4 
respectively, i n compariso n t o th e A M an d MS N indexe s o f Pandit . I t i s foun d fro m Figur e 
4.3: 
90 
• Th e sortin g o f mode s wit h respec t t o A M i s no t th e sam e orde r a s th e DMS N c\c n a t 
noise-free data . Wit h a  high nois e le\el . th e physica l mode s ca n b e gi\c n b y a  lov \ A M 
index an d henc e may be eliminated b y the cut-of f 9 5 % or 99 % of the AM . 
• Th e ranking of modes wit h respec t t o MSN inde x orders th e modes as well a s the DMS N 
does. However , i t doe s no t pio \ ide a n enoug h efficien t mar k a t th e numbe r o f physica l 
modes especiall y whe n nois e i s présent . Furthermore , i f a  physica l mod e ha s bee n 
eliminated b y usin g th e A M index , i t wil l als o b e missed o n th e MS N evoludon . Tha t i s 
why th e Pandi t procédur e o f mode s selectin g b y combinin g tw o indexe s A M an d MS N 
can mis s structura l mode s whe n hig h nois e leve l i s présent an d thu s thi s metho d require s 
a prior knowledg e about frequencie s an d damping o f the System . 
• Computationa l mode s ma y hâv e ver y hig h A M indexe s bu t smai l DMS N ratio s an d hig h 
damping ratios . Therefor e th e DMS N présent s a  significan t chang e a t th e numbe r o f 
physical modes , regardless th e noise leve l and Computing mode l order . 
• Furthennore , th e évolutio n o f th e dampin g ratio s togethe r wit h th e DMS N ca n hel p th e 
users t o distinguis h th e présenc e o f harmoni e excitation s a t zero-clos e dampin g ratio s 
and unusuall y hig h DMS N indexe s modes , a s i t i s show n i n th e nex t rea l application . I t 
is thus an advantageous featur e fo r automatic identificatio n o f modes. 
The averag e powe r spectra l densitie s o f 6  DOF ar e constructe d i n Figur e 4. 4 fro m th e 6  first 
highest DMS N modes . Figur e 4. 4 exhibit s th e stabilit y o f th e metho d wit h respec t t o nois e 
le\el an d Computin g order . Sinc e th e physica l mode s ar e identified , th e spectru m i s fre e o f 
noises an d stabl e o n mode l order . Figur e 4. 5 plot s the average PS D a t the efficien t orde r 4  on 
the nois e fre e dat a o f th e 6  DO F wher e th e dashe d an d dotte d lin e i s th e ra w spectru m 
computed b y équatio n (4.19 ) o n ai l eigenmodes , know n a s the conventiona l spectrum . Sinc e 
the mode l parameter s ar e estimate d o n th e forwar d prédictio n eiTor , thi s spectru m ca n b e 
seen a s the multivariate versio n o f the covariance spectru m estimat e (Marpl e 1986) . 
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Figure 4.5 Spectrum o f 6 DOF system a t noise free data . 
The dashed lin e i s the noise-fre e spectru m compute d onl y on the selecte d mode s b y équatio n 
(4.19), an d mean s th e first 6  highes t MS N indexes . Th e soli d lin e i s th e spectru m compute d 
by équation (4.22 ) with i s the amplifie d o f the dashed spectrum . W e ca n se e tha t th e las t tw o 
spectra outperfor m th e con \ entional spectru m an d re \ eal ai l structura l mode s a t th e efficien t 
order. I t i s seen als o tha t th e effec t o f amplification i s not significan t whe n th e data i s fre e o f 
noise. Th e moda l parameter s ar e show n i n Tabl e 4. 1 w  ith negligibl e errors . I t mean s tha t i f 
the nois e leve l i s low , moda l parameter s an d spectru m ca n b e accuratel y compute d a t th e 
efficient order . Similarly , Figur e 4. 6 show s th e spectru m o f th e syste m o n 10 0 % nois y dat a 
at orde r 14 , I t i s demonstrate d tha t wit h th e présenc e o f noises , onl y th e amplifie d spectru m 
exhibits distinctl y th e structura l mode s whic h al w ays stan d a t th e first  highes t MS N indexes . 
Modal parameter s ar e alway s accuratel y compute d an d ar e no t affecte d b y whit e noises , a s 
shown i n Table 4.1. 
By observing the Figure 4.5 , Figur e 4.6 and the Table 4.1, it i s reported tha t the spectru m an d 
identified moda l parameter s ar e ver y stabl e wit h respec t t o computationa l order s onc e i t i s 
higher than the efficient order . 
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Figure 4.6 Spectrum o f 6 DOF system a t NSR=100 %. 
4.9.2 Effec t o f number o f measured degree s o f freedo m 
In rea l applications , th e expérimenta l System s ar e normall y a  mechanica l structur e wit h a n 
infinité numbe r o f degree s o f freedo m bu t th e numbe r o f measure d channel s i s limited . 
Figure 4.7 show s th e évolution o f the NOF when th e 1 0 % nois y data ar e taken fro m 2  DOF, 
4 DO F an d 6  DO F respectively . I t i s foun d tha t th e minimu m require d order s \  ary wit h th e 
number o f channel s an d shoul d b e se t t o 30 , 6  an d 4  respectively . I t mean s tha t large r th e 
dimension o f the modeled vecto r is , smaller the efficient orde r can be attained . 
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2 d  C l f 
4 d  o f 
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40 
Figure 4.7 NO F évolution o n différent numbe r o f measured DOF . 
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4.9.3 Random excitatio n 
The abo\ e 6  DO F Syste m i s no w subjecte d t o a  rando m excitation . Th e NO F évolutio n o n 
Figure 4. 8 give s alway s th e efficien t orde r t o 4  fro m whic h th e DMS N an d dampin g ratio s 
are classifie d o n Figur e 4,9 . I t i s see n tha t th e efficien t mode l orde r o f a  moda l constan t 
System doe s no t dépen d o n th e excitatio n typ e i f th e dat a ar e acquire d b y th e sam e manne r 
and samplin g frequency . However , Figur e 4. 3 an d Figur e 4. 9 show s tha t th e dampin g ratio s 
are identifie d unde r rando m excitatio n wit h a  higher \  ariance tha n unde r a n impulsiv e force , 
but the structural mode s ar e always accurately extracte d and isolate d fro m th e spurious ones . 
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Figure 4.8 NO F of 6 DOF system unde r random excitation . 
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Figure 4.9 DMS N inde x unde r rando m excitatio n a t order 4. 
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4.10 Application o n rea l structur e 
The abov e metho d ha s been applie d t o the dynamic testin g o f a  steel plate . This i s a one sid e 
clamped plat e a t 50 0 m m long , 20 0 m m widt h an d 1. 9 mm thickness . Th e stee l i s o f 780 0 
kg m ' density , 20 0 GP a elasti c modulu s an d 0.2 9 Poisso n coefficient . Th e tes t configuratio n 
is show n i n Figur e 4.1 0 wit h si x sensor s mounte d o n th e plate . Dat a ar e sample d a t a 
frequency o f 51 2 Hz . Th e plat e ha s bee n modele d b y finite  élément s an d th e natura l 
frequencies o f th e first  mode s i n th e measurin g rang e hâv e bee n compute d (Tabl e 4.2) . Th e 
plate i s subjecte d t o a n unmeasure d impulsiv e forc e fro m a n impac t hamme r an d th e 
responses dat a are plotted i n Figur e 4,11 . 
Figure 4.10 Plat e test configuration . 
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Figure 4.11 Plat e time response s data . 
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The évolutio n o f NO F i n Figur e 4.1 2 show s tha t th e efficien t mode l orde r ca n b e se t a t 5  so 
computational order s hâv e been chose n to 7  and 1 7 for comparison . 
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Figure 4.12 NOF inde x o f the plate . 
It i s see n tha t eve n a t a  lo w orde r o f 7 , 1 1 frequencie s ca n b e identifie d a t th e significan t 
change o f th e descendin g DMS N inde x (Figur e 4.13-a) . Th e sam e observatio n ca n b e mad e 
on Figur e 4,13-b computed a t an order 1 7 with a  higher number o f spurious modes . 
D
M
SN
 (d
B)
, D
am
pi
ng
 ra
te
 (%
) 40 
20 
0 
-20 
-40 
-60 
-80 
-100 
t 
\ 
\ ^ 
.-^ . .^. . 
Damping ratio s 
) 2  4 6 8 
Mode index 
„. 
11 modes 
10 1 2 
a) At order 7 
96 
100 
OJ 
O) 
Q . 
E 
ro 
Q 
m 
Z 
en 
Q 
-50 
•100 
11 mode s 
• D M S I I 
Damp ing rat io s 
_^ .». ' 
_1 L _ 
10 15 2 0 2 6 
Mode index 
30 35 40 
b) At order 1 7 
Figure 4.13 DMS N inde x o f the plate . 
Figure 4.1 4 show s th e spectru m compute d a t orde r 7  fro m ai l eigenvalue s (ra w PSD , eq . 
(4.19) o n ai l frequencies ) an d fro m th e first  1 1 highes t MS N indexe s whe n the y ar e no t 
amplified (noise-fre e PSD , eq . (4.19 ) o n onl y selecte d frequencies ) an d whe n the y ar e 
amplified (amplifie d noise-fre e PSD , eq . (4.22 ) o n selecte d frequencies) . Ai l th e 1 1 
frequencies ca n b e identifie d o n th e thre e spectr a sinc e th e nois e leve l i s low . Thès e 
frequencies ca n be confirmed b y the phase shift s betwee n th e sensors . 
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Figure 4.14 Averaged PSD of 6 sensors and phase between sensors 1  an d 2. 
Table 4.2 Resuit of plate operational modal analysis 
Mode 
index 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
Frequency 
from FE A 
(Hz) 
6.3 
33.3 
39.6 
106.1 
111.3 
196.2 
218.4 
Identified 
frequency, 
order 7  (Hz) 
6.2 
33.1 
40.3 
60.0 
105.3 
110.1 
120.0 
180.7 
193.5 
216.4 
240.1 
IdentiFied 
frequency, 
order 1 7 (Hz) 
6.1 
33.1 
39.8 
60.0 
105.2 
109.9 
120.0 
180.0 
193.2 
216.3 
240.1 
Damping rat e 
(%), orde r 7 
0.7 
2.7 
5.5 
0.7 
0.7 
0.5 
0.0 
1.5 
0.4 
0.5 
0.0 
Damping rat e 
(%) orde r 1 7 
0.2 
0.8 
2.3 
0.0 
0.6 
0.4 
0.0 
0.0 
0.4 
0.4 
0.0 
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Table 4. 2 show s th e result s o f the moda l parameter s o f the 1 1 first  physica l mode s a t orde r 7 
and 17 . I t i s see n tha t ai l th e natura l frequencie s ar e accuratel y identifie d eve n a t th e lo w 
model order , bu t a  highe r orde r shoul d b e use d t o reac h a  bette r accurac y o f th e dampin g 
ratios. The close-to-zero dampin g ratio s value s o f the 4'*^ , 7'*'. 8''' and 11" ^ frequencies confir m 
their belonging t o the harmonies of the electric signai s (60 Hz) . 
4.11 Conclusion s 
A method fo r removin g th e noise an d selectin g th e frequencie s fro m multi-senso r signai s ha s 
been presente d b y usin g a  multi-autoregressive model . I t i s see n tha t ther e exis t a  minimu m 
model orde r fro m whic h ai l availabl e physica l moda l propcrtie s ar e stabl y obtaine d 
regardless th e noise . This s o called efficien t mode l orde r i s found a t the significan t chang e o f 
a noise-rat e orde r facto r (NOF) . A t an y highe r mode l order , a  damped moda l signa l t o nois e 
(DMSN) rati o constructe d fro m th e continuou s moda l powe r o n th e discrèt e moda l variance . 
In concordanc e wit h th e dampin g rati o value , i t appear s a s a n efficien t classificatio n inde x 
which allow s fo r distinguishin g th e expecte d frequenc y numbe r fro m th e spuriou s one s fro m 
the observatio n o f a  significan t chang e o f DMS N évolutions , Spectru m an d phase s ca n b e 
constructed a t an y highe r mode l orde r fro m suc h selecte d physica l frequencies . A n 
amplification facto r o f spectru m amplitude s allow s fo r equall y exhibitin g ai l th e availabl e 
peaks i n a smooth an d balance d grap h eve n whe n the y are close , Thi s method ma y be seen a s 
the frequenc y domai n versio n o f th e vecto r autoregressi v e modellin g whic h ca n b e applie d 
under varion s excitation s an d noise s fo r a n automati c operationa l moda l analysi s an d 
structural healt h monitoring . 
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CHAPITRE 5 
PRESENTATION D E L'ARTICLE : 'SHORT-TIME  Ai  TOREGRESSIVE  (STAR) 
MODELING FOR  0PER.4  TIONAL  MODAL  A.\ALYSIS  OF  NON  STA  TIONAR  Y 
M BR ATION' 
5.1 Résum é 
Ce chapitr e a  ét é accept é pou r publicatio n comm e chapitr e dan s l e livr e VIBRATIO N AN D 
STRUCTURAL ACOUSTIC S ANALYSI S qu i ser a publié en 2010 par SPRINGER . 
Dans c e chapitre , un e nouvell e méthod e d'analys e temps-fréquence , basé e su r l e modèl e 
autorégressif A R es t développé e pou r effectue r l'analys e modal e de s structure s don t le s 
propriétés dynamique s peuven t varie r ave c l e temps . L e principe es t d e balaye r su r l e signa l 
une fenêtr e cour t term e e t d e calcule r le s paramètre s modau x extrait s d e chaqu e fenêtre . L a 
méthode es t appelé e 'Short-tim e AutoRegrcssiv e (STAR)' . L'originalit é d e l a méthod e 
proposée s e trouv e su r s a capacit é d e manipule r de s vibration s no n stationnaire s pou r 
surveiller l e changement de s paramètres modau x dan s l e temps. L e modèle A R es t mi s à  jour 
par rappor t à  so n ordr e e t u n critèr e bas é su r l e rappor t signa l su r bmi t pou r trouve r l'ordr e 
optimum. L a longueu r d e l a fenêtr e a  ét é empiriquemen t déterminé e à  quatr e foi s l a plu s 
longue période . Pou r valide r l a méthode , u n systèm e à  troi s degré s d e libert é a  ét é 
numériquement simul é sou s un e excitatio n aléatoir e e n considéran t de s vibration s 
stationnaires e t no n stationnaires . L a méthod e es t enfi n appliqué e su r de s donnée s mesurée s 
sur une plaque qu i émerg e de Feau . Le s résultats son t comparé s ave c l a méthode d e Fourier à 
court term e (STFT) . 1 1 est trouv é qu e l a méthod e proposé e es t bonn e pou r mesure r l a 
variation temporell e de s fréquence s naturelles , du e à  l'effe t d e mass e ajout é d u fluide . 
Cependant, l e suivi d e l'amortissemen t n'es t pa s encor e a u point , v u l a grande variabilit é de s 
résultats. 
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5.2 Abstrac t 
In thi s chapter . a  metho d base d o n a n autoregressiv e mode l i n a  short-tim e schem e i s 
developed fo r the moda l analysi s o f v  ibrating structure s v\hos e propcrtie s ma y vary w  ith tim e 
and i s calle d Short-Tim e AutoRegrcssiv e (STAR ) method , Thi s ne w metho d allow s fo r th e 
suceessful modelin g an d identificatio n o f a n output-onl y moda l analysis . Th e originalit y o f 
the propose d metho d lie s i n it s spécifi e handlin g o f non-stationar y vibrations , whic h enabl e 
the trackin g o f moda l paramete r change s i n time , Thi s chapte r présent s a n updat e o f th e 
model wit h respec t t o mode l orde r an d a  noise-to-signa l base d criterio n fo r th e sélectio n o f 
the minimu m mode l order . A  lengt h equa l t o fou r time s th e perio d o f th e lo w est natura l 
frequency ha s bee n numericall y foun d t o b e efficien t fo r th e dat a bloc k siz e an d ma y b e 
recommended fo r expérimenta l applications . T o validat c th e method . a  syste m wit h thre e 
degrees o f freedo m i s first  simulated unde r a  random excitation , an d bot h stationar y an d non -
stationary V  ibrations ar e considered , Th e metho d i s finally  applie d o n th e rea l multichanne l 
data measure d o n a n expérimenta l stee l plat e emergin g fro m vvater , an d i s compare d t o th e 
conventional Short-Tim e Fourie r Transfor m (STFT ) method . I t i s shov\ n tha t th e propose d 
method outperform s i n term s o f frequenc y identification , whateve r th e non-stationar y 
behaviour (eithe r slo w or abmpt change ) due to the added mas s effec t ofth e fluid. 
5.3 Introductio n 
This chapte r présent s th e moda l monitorin g o f a  non stationar y syste m b y operationa l moda l 
analysis. A n emergin g stee l plat e i s investigate d i n orde r t o identif y th e adde d mas s an d 
damping du e t o the interactio n effec t ofth e fiuid.  Th e fiuid  ha s a n inertia l effec t o n th e mas s 
of th e structur e an d henc e significantl y infiuence s it s vibratio n behaviour . Furthermore . th e 
modal dampin g ratio s nee d t o b e investigate d sinc e n o analytica l mode l i s availabl e an d 
hence a n expérimenta l moda l analysi s i s the uniqu e techniqu e t o evaluat e i t (Sinha , Sing h et 
al. 2003) . (Thomas , Abass i et  al.  2005) . (Vu , Thoma s et  al.  2007) . The chapte r outlin e start s 
with a  brie f overvie w ofth e ar t followe d b y a  présentation ofth e autoregressiv e mode l an d 
the STAR method . Severa l discussion s ar e given o n numerica l simulation s an d an applicatio n 
04 
on th e emergin g stee l plat e exhibit s th e performanc e o f th e method . Importan t conclusion s 
can be foun d i n the summary . 
5.4 Brie f overview o f the state of the art 
The classica l moda l analysis , usuall y conducte d i n th e frequenc y domain , ha s bee n i n 
décades a  companio n t o Moda l Testin g experimentalist s (Ewin s 2000) . A n overvie w o f 
modal analysi s method s ca n b e foun d i n (Mai a an d Silv a 2001) . However , thi s techniqu e i s 
not reliabl e whe n the tested syste m i s working i n operating condition s an d i n the las t décades , 
modal analysi s ha s migrate d t o th e Operationa l Moda l Analysi s (OMA ) o r th e Ouput-onl y 
Modal Analysis . 
5.4.1 Operationa l moda l analysi s 
This nove l techniqu e processe s th e identificatio n o f moda l parameter s (natura l frequencies , 
damping ratio s an d structura l modes ) directl y fro m onl y th e outpu t response s ofth e syste m 
without havin g t o kno w th e excitatio n force s (Huan g 200 1 ), (Vu, Thoma s et  al.  2006) . Th e 
last two décades hâve witnessed a  trend tovvar d the us e ofthe tim e série s models . Time série s 
models ar e parametri c model s whic h ar e abl e t o evaluat e a  time dépenden t phenomena . Th e 
most applicabl e model s fo r mechanica l an d stmcuira l System s ar e th e Autoregressiv e mode l 
(AR), Autoregressiv e Movin g Averag e (ARMA ) an d thei r variant s (Liang , Wilke s et  al. 
1993), (Pandi t 1991) , (Abde l Waha b an d D e Roec k 1999) . Industria l application s o f OM A 
can b e foun d fo r analysin g a n offshor e structur e excite d b y natura l excitation s suc h a s se a 
wind an d wave s (Herman s an d Va n De r Auwerae r 1999) , bu t difficultie s i n frequenc y an d 
damping identificatio n ca n appea r whe n hannoni c excitation s ar e considere d (Mohant y an d 
Rixen 2004) . 
5.4.2 Non-stationar y vibratio n 
Non stationar y vibratio n (Poulimeno s an d Fassoi s 2004) , (Poulimeno s an d Fassoi s 2006) . 
(Uhl 2005) , (Vu, Thoma s et  al.  2009)i s a  common phenomen a i n rea l lif e System s wher e th e 
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modal propcrtie s var y with respec t t o tJic time (Box an d Jenkins 1970) . Such problem s ca n b e 
found i n varions mechanica l an d structura l System s (Li , K o et  al.  1993 ) lik e i n roboti c wher e 
the moda l parameter s var y wit h th e manipulato r extensio n (Li , Ei u et  al.  2007) , o r i n civi l 
engineering (Owen , Eccle s et  al.  2001 ) lik e a  bridg e vibratio n unde r traffi c load s (Vu , 
Thomas et  al.  2007) . I n damage monitorin g o r crac k détection , i t i s importan t t o monito r th e 
changes i n th e moda l propcrtie s ofth e structure s ove r tim e (Bassevill e 1988) , (Basseville , 
Benveniste et  al.  199 3 ;  Smail , Thoma s et  al.  1999) . Moda l an d vibratio n analysi s o f suc h 
time-dependent System s ma y b e analyze d throug h no n parametri c time-frequenc y method s 
(Bellizzi, Guillemai n et  al.  2001) , (Gabo r 1946) . (Hammon d an d Whit e 1996 ) include d th e 
Short-Time Fourie r Transfor m (STFT) , Wavele t an d Wigner-Vill e (Safizadeh , Laki s et  al. 
2000). However , parametri c model s offe r a  numbe r o f advantage s suc h a s improvin g 
accuracy an d resolutio n whic h explai n wh y the tim e domai n method s ar e generall y preferre d 
(Fassois 2001) . 
5.4.3 Fluid-structur e interactio n 
In fluid-structur e interaction , suc h a s fo r shi p structure s analysi s (Li , K o et  al.  1993 ) o r 
hydraulic turbine s (Gagnon , Tahan et  al.  2006) , the analysis ofth e adde d mas s and especiall y 
of th e adde d dampin g i s necessar y t o comput e th e dynami c stresses . Sinc e n o analytica l 
method ca n b e applie d fo r estimatin g th e dampin g unde r a  turbulen t fiow,  a n operationa l 
modal analysi s i s th e onl y techniqu e tha t ca n b e applied . (Thomas , Abass i et  al.  2005 ) 
présents a  récent expérimenta l researc h o n moda l analysi s o f a  submerged plat e excite d b y a 
turbulent flow  t o experimentall y evaluat e th e adde d mas s an d dampin g i n stationar y 
conditions. 
5.4.4 Developmen t o f a  new metho d fo r investigatin g moda l parameter s o f no n 
stationary System s by OM A 
In this chapter , a  linea r multivariat e autoregressiv e mode l (H e an d D e Roec k 1997) , (Huan g 
2001). (Lutkepoh I 1993 ) i s use d an d i s sequentiall y compute d i n a  short-tim e schem e 
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(Rissanen 1978 ) b y usin g a  slidin g window . Th e mode l parameter s ar e estimate d b y leas t 
squares vi a th e fas t an d stabl e computatio n ofth e Q R factorization . A  model orde r i s selecte d 
from a  minimu m valu e whic h robustl y give s a  convergenc e o f th e nois e an d signa l 
séparation, Rathc r tha n varyin g th e parameter s o n a  sampl e b y sampl e basis . a  slidin g 
window (Mahon , Sibu l et  al.  1993) , (Strobac h an d Gory n 1993 ) i s use d t o kee p th e 
parameters constan t insid e each window an d adjust s th e parameters , windo w b y window. Th e 
window lengt h siz e i s automaticall y adjuste d base d o n th e greates t period . Th e propose d 
method ma y thu s b e considere d a s th e tim e domai n counterpar t o f th e Short-Tim e Fourie r 
Transform an d ca n b e use d wit h multi-channe l measurements . I t possesse s efficienc y i n 
tracking th e moda l parameter s an d monitorin g thei r évolutio n o n bot h stationar y an d non -
stationary vibrations . 
5.5 \  ecto r autoregressive modelin g 
Assuming a  random measuremen t environment . th e excitation ma y be ignored , an d sinc e th e 
modal analysi s normall y require s a  measuremen t a t multipl e locations , represente d b y d 
sensors, an order / ; vecto r autoregressive mode l o f dimension d  can be expressed a s follows : 
y(/)-^A,y(/-l)-l-A,y(/-2) + ...-i-A,,y(/-/;) = e(/) (5.1 ) 
The mode l ca n b e rewritten , a s a  multipl e régressio n convenien t for m (Vu , Thoma s et  al. 
2009): 
y(/) = A(p(/) + e(/) (5.2 ) 
where: A  = r - A| - A , .. . -A^ , siz e dxdp  i s the parameter matri x 
A, siz e d/d  i s the matrix o f parameters relatin g the output y ( / - / ) t o y(t) 
z(t) siz e dpx\  i s th e regresso r fo r th e outpu t vecto r y(/) , 
z(/)'=[.v(/-l)' y( / - l ) ' .. . y ( / - l ) ' ] 
y ( / - / ) siz e dx\  (  z = 1 : / ; ) i s the output vecto r with delays time ixf 
e(t) siz e c/x l i s the residua l vecto r o f ai l outpu t channel s considere d a s the erro r 
of model . 
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If th e dat a ar e assume d t o b e measure d i n a  whit e nois e en v ironment, th e leas t square s 
estimation ca n b e applied . Conside r N  successiv e vector s ofth e outpu t response s fro m y(/ ) 
to y(/-i - . \ ' - l ). th e mode l parameter s matri x . \ an d th e estimate d covarianc e matrice s ofth e 
unnoised par t D  an d als o ofth e eiTo r par t Ê  (bot h o f siz e dxd,  th e "hat " dénote s th e 
estimated value ) ca n b e given vi a the computation ofth e Q R factorizatio n (Vu , Thomas et  al. 
2009): 
. \ =  ( R ^ R , , ) . ( R ; , R , , ) - ' = ( R - ' R „ ) ' (5.3 ) 
D - —R^R p 
N 
N 
R ,R „ 
(5.4) 
(5.5) 
In thès e formulas , R, , (siz e dpxdp),  R p (siz e dpxd)  an d R, , (siz e dxd)  ar e sub -
matrices ofthe uppe r triangular facto r R  (siz e N  xdp +  d )  derived fro m th e QR factorizatio n 
ofthe dat a matri x a s follows : 
K =  Q xR (56 ) 
where Q(siz e NxN  )  is an orthogonal matri x (tha t i s Q x Q =  I ) , R  ha s the fonn : 
R = 0 R, , 
0 0 
(5.7) 
and data matrix K  ofsiz e Nxdp-\-d  i s constructed fro m N  successive samples : 
K = 
z ( 0 ' 
z(/ + l ) ' 
yit)' 
\(t +  \ 
(5.8) 
z(t-¥N-\)^ y(t-\-N-\)^ 
Once th e mode l parameter s matri x ha s bee n estimated , moda l parameter s suc h a s namra l 
frequencies, dampin g ratio s an d mod e shape s ca n b e directl y identifie d fro m th e eigen -
decomposition ofth e stat e matrix n(Pandi t 199 1 ). 
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n = 
- A , - A , 
I 0 
0 I 
0 0 
0 
0 
0 
0 (5.9) 
5.6 The short-time autoregressive (ST.AR ) method 
In operational moda l analysis , th e dynami c parameter s ofth e syste m ar e unknown . an d thus , 
a priori knowledg e abou t th e model orde r i s not available , Sinc e w e are concemed w  ith short -
time modeling . we propose tha t th e data b e processe d i n block-wise Gabor expansio n (Gabo r 
1946). Fro m th e abov e modeling , i t i s foun d tha t th e numbe r o f sample s i n eac h bloc k N 
must satisf y ,\ ' >  dp + d ,  where p  i s the Computing mode l order . and thu s can b e variabl e i n 
non-stationary vibration . I t i s als o clea r tha t th e bloc k siz e mus t b e lon g enoug h t o allo w a n 
exhibition ofth e vibrator y feature s ofth e syste m an d to cover the larges t perio d i n the signal . 
That i s why the block lengt h ofth e slidin g window mus t be adjusted fro m th e greatest period . 
The optima l mode l mus t b e selecte d fro m th e orde r 2  to th e maximu m availabl e orde r whic h 
fits dat a o f th e vvhol e bloc k size . Sinc e i t i s time-consumin g t o repea t th e computatio n fo r 
each orde r value , this procédure should b e avoided. Below , we présent an algorithm allowin g 
for a n effectiv e updatin g ofth e solutio n wit h respec t t o model order , whic h require s onl y th e 
triangularization o n a sub-matrix ofth e dat a matrix . 
5.6.1 Orde r updatin g an d criterion fo r minimu m orde r sélection 
The data matri x K'' " a t order p  ca n be rewritten as : 
K i/'i _ 
z(/) ' y(/) ' 
z(/ + l )' y( / + l)^ 
z(/ + ^ - l )^ v( / + V - l ) ^ 
=[K;'" K, ] (5.10) 
If the model orde r p  i s updated t o / ; -i-1, the data matrix ha s the form : 
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where K ' ofsiz e .\'xd  comprise s th e added d  columns : 
y(A--(/; + !))' 
y(A- + l - ( /; +  l)) ' 
y(k +  N-\-(p +  \))\ 
We can then comput e th e followin g matrix : 
R'if 
0 T , R' C 
Q""TK'^*"=[Q""TK;'" Q'^'^K ' Q""^K. ] = 
where T J ofsize dpxd  an d T , ofsiz e N-dpxd  ar e extracted fro m Q'' " K  = 
(5,11 
(5.12) 
(5.13) 
T, 
T, 
We mus t no w triangulariz e th e righ t ter m matri x i n équation (5.13) . Thi s ca n b e donc wit h a 
set o f Householde r transformation s o r Given s rotation s (Golu b an d Va n Loa n 1996) . I f w e 
décompose only the smai l sub-matri x T, , i t easily yields : 
T : = Q T 
RT 
0 
(5.14) 
where R y ofsiz e dxd  i s an uppe r diagona l matri x an d Q , ofsiz e N-dpxN-dp  i s th e 
product ofth e Householde r transformation s o r Givens rotations . 
Equation (5.13) then becomes: 
Q l / ) ) I IV- lp+ l l _ 
r« 0 ] , 
"I 0  ] 
.0 Q,J 
•)Tt^ip+\) 
"R',f' T , R\Ç 
0 R , 
' QlR,'' 
0 0  ' 
'R'f T , R'f' 
•- 0  R , R], 
0 0  R* : 
(5.15) 
(5.16) 
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where R' , ofsiz e dxd  an d R " ofsiz e N-dp-dxd  ar e obtaine d fro m multiplicatio n 
R" 
It ca n b e see n tha t th e first  dxp  row s ofth e righ t han d sid e i n équatio n (5.16 ) ar e no t 
affected b y above transformations , an d th e factor matri x R''"^ " a t order p  +1 i s thus updated : 
R i / > + i ) _ 
0 R , 
R ( / ) + i i _ RI:" 
R,, 
RA ( , . + 1 1 _ R: 
Ql/'+l) _  Ql / ' ) 
SO i s the Q matrix : 
^I 0 
0 Q , 
as well  a s the two covariance matrice s fro m équation s (5.4) and (5.5) : 
D'"^" = R; r"' R ; r " =  R;r 'R;ç ' +  R ; / R ;; =  D " " +  R ; / R ; , 
Ê""" =  R 7 r " ^ R r" =  R 7 : ' R 7 : ' - R : ; R : , =  Ê " " - R : , ' R : . 
(5.17) 
(5.18) 
(5.19) 
(5.20) 
Finding th e optima l mode l orde r p  i s crucia l i n parametri c model-base d method s (Smail . 
Thomas et  al.  1999) , (Liang, Wilke s et  al.  1993) , (Hannan 1980) . Fro m a  statistica l poin t o f 
view. Aie an d MD L criteri a ca n be used t o sélect th e optimal mode l orde r (Lutkepoh I 1993) . 
It i s seen fro m équation s (5.19 ) and (5.20 ) tha t a s th e mode l orde r increases , the non n ofth e 
detenninistic covarianc e matri x increase s whil e th e on e ofth e erro r part s decrease s wit h th e 
same amount . Th e globa l noise-to-signa l rati o (NSR ) i s define d a s follo w an d i s therefor e 
monotonically dccrease d i n terms ofthe mode l order : 
Trace(E) 
NSR = (5.2E 
Trace(D) 
The Noise-rat e Orde r Facto r (NOF ) define s th e chang e i n th e NS R withi n tw o successiv e 
model orde r values : 
NOF'" =  NSR""-NSR"'"" (5.22 ) 
It i s see n tha t th e convergenc e o f th e NS R ca n b e serve d a s a  criterio n fo r th e sélectio n o f 
optimal mode l order , whic h ha s bee n inspire d i n AI C o r MD L i n combinatio n wit h a  linea r 
penalty function . I n thi s paper , onl y th e convergenc e o f th e NS R i s utilize d i n ter m o f th e 
order-wise NO F sinc e thi s latte r i s insure d t o b e alvvay s positive an d keep s th e con v ergence 
of th e NS R t o zéro. , Sinc e th e NS R decrease s significantl y a t lo w order s an d quickl y 
converges, th e ci)n v ergence o f NO F i s obviously observabl e an d pick-able . I t i s éviden t tha t 
the convergenc e ofth e NO F ma y no t giv e the optima l mode l orde r a s d o the AI C an d MDL , 
but th e minimu m require d orde r fo r th e moda l analysis . Thi s minimu m mode l orde r shoul d 
therefore b e chose n afte r a  significan t chang e i n th e NO F befor e stabl y convergin g (Figur e 
5,3). Sinc e th e mode l solutio n i s effectivel y update d wit h respec t t o mode l orde r an d th e 
window i s moving, the sélection of minimum orde r can be applied fo r time-varying Systems , 
5.6.2 Workin g procédur e 
No windo w functio n ha s bee n applie d o n th e data , W e propos e tha t th e dat a i s processed i n 
combination wit h a  progressiv e searc h fo r th e mode l order , a s follows . Firstly , th e abov e 
VAR mode l i s initiall y applie d t o a  bloc k o f dat a wit h a  reasonabl e lo w orde r v  alue. Th e 
length ofth e first  bloc k siz e coul d b e specifie d o n th e smalles t natura l frequenc y o f interes t 
or o f th e structur e i f i t i s known , a s discusse d i n th e nex t section . Moda l parameter s ar e 
identified an d th e natura l frequencie s ar e estimate d b y using the signal-to-nois e rati o o f eac h 
eigen-value (MSN) (Pandi t 1991 ) i n order to find  the smalles t frequenc y t o use to specify th e 
length ofth e nex t bloc k data . Onc e th e bloc k siz e i s chosen , th e minimu m mode l orde r i s 
selected b y th e NO F an d a n orde r equa l t o o r highe r tha n thi s minimu m valu e i s used t o ge t 
the moda l parameters . The overiapping proces s ca n also be employed b y changing th e slidin g 
step, whic h ca n var y fro m onl y on e sampl e t o th e whol e lengt h o f th e rectangula r bloc k 
window. 
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5.7 Numerical simulatio n o n a  mechanical svste m 
A numerica l simulatio n ofth e propose d metho d wa s applie d o n a  syste m wit h 3  degrees o f 
freedom (DOF) , as shown i n Figure 5. 1 unde r an unmeasured rando m forc e excitation . 
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Figure 5.1 Thre e DO F mechanica l system . 
5.7.1 Discussio n o n block data lengt h 
The mechanica l propcrtie s o f th e syste m ar e first  kep t constan t an d posses s thre e natura l 
frequencies a t 6. 4 Hz , 12. 6 H z an d 2 5 Hz , an d dampin g rate s a t 2  %,  4  %  an d 7. 8 " n 
respectively. Figur e 5. 2 show s th e frequencie s an d dampin g rate s o f th e abov e structur e 
identified b y the VAR method , wit h v  arying block dat a lengths . 
50 
40 
^ 3 0 
20 -
10 
0 
— I — 
+ 
Ail mode s show n 
I 
0 Tma x 2Tma x 3Tma x 4Tma x 5Tma x 6Tma x TTma x 
Blocksize 
(a) Frequenc y 
113 
20 
~ 1 5 
^ . 
a> 
"Î5 
^ 1 0 
o. 
E 
03 
Q 5 
0 
( 
+ 
+ 
+ 
+ 
î 
4-
) Tma x 
1 
+ 
+ 
2Tmax 
AI! modes show n 
, i  • 
, H 
3Tmax 4Tma x 5Tma x 
Block siz e 
+ 
+ 
+ 
+ 
6Tmax 
+ 
+ 
+ 
+ 
1 
7Tmax 
(b) Dampin g rati o 
Figure 5.2 Moda l paramete r identificatio n wit h bloc k size . 
It i s observed tha t th e block siz e mus t b e large r tha n 3  times th e longes t perio d T^ ^ ^ i n orde r 
to produce th e smalles t natura l frequenc y v  alue. Fo r that reason , th e block siz e was chosen t o 
be equa l t o 4  time s th e perio d o f thi s frequency . Thi s resui t wa s als o obtaine d fro m other s 
simulations wit h différen t numbe r o f degre e o f freedom . I n conclusion , vvhe n a  moderat e 
damped syste m i s subjected t o a random excitation , it s modal parameter s ca n be monitored a t 
block size s equal t o 4 times the period ofth e smalles t natura l frequency . 
Figure 5. 3 plot s th e NO F curve s ofth e 3  DO F syste m a t varion s dat a lengt h sizes . I t i s see n 
that th e minimum mode l orde r i s found accuratel y a t 3  regardless th e data lengt h showin g th e 
stability o f th e NO F criterio n wit h respec t t o dat a length . I t als o confirm s tha t i f th e 
propcrties ofth e structur e ar e subjecte d t o change , the optima l orde r ca n stil l b e tracked , an d 
does no t dépen d o n th e bloc k siz e onc e thi s laUe r i s lon g enoug h t o sho w th e smalles t 
frequency. 
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Figure 5.3 Optimal mode l orde r a t différent dat a bloc k sizes . 
5.7.2 Simulatio n o n mechanica l syste m with time-dependen t parameter s 
The abov e 3  DO F syste m ha s bee n modifie d t o var y it s mechanica l propcrtie s i n th e tim e 
domain, an d i s always subjecte d t o a  random excitation . Th e mas s ,\L  i s now a  time varian t 
factor whic h change s followin g th e function show n i n Figure 5.4 . 
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Figure 5.4 Simulate d tim e varying mas s function . 
Since th e dat a i s non-stationary , th e minimu m mode l an d moda l parameter s ca n var y wit h 
time, an d therefore , th e bloc k siz e shoul d b e changed . Th e initia l bloc k siz e i s chose n t o b e 
four time s it s fundamenta l period . Whe n mor e dat a ar e acquired , th e bloc k siz e i s adjuste d 
based o n th e smalles t frequenc y identifie d i n the previou s step . The minimu m mode l an d th e 
Computing bloc k siz e use d t o trac k th e chang e i n th e syste m propcrtie s ar e give n i n Figur e 
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5.5 and Figure 5.6 . I t is shown tha t the minimum orde r i s primarily monitore d a t 3, except for 
some oute r values . W e can obscn e a n adjustmen t o n the block lengt h whe n th e chang e 
appears a t the second hal f ofth e monitorin g time . The changes i n frequencies an d damping 
rates ar e plotted o n Figur e 5. 7 and Figur e 5. 8 respectively . A s the mass i s increasing , ai l 
natural frequencie s decreas e an d can be well tracked . However , w e observe a  high varianc e 
on th e damping rates . Only a range fro m 0  "o to 5 % can be identified fo r mode 1  and from 0 
% t o 1 0 % can be identified fo r modes 2  and 3. This coul d b e due to the necessity t o use a 
higher Computin g orde r whe n the system i s continuously varying , and thus the monitoring of 
the damping ratio s require s fiirthe r researches . 
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Figure 5.5 Monitoring of minimum orde r on simulation . 
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Figure 5.6 Monitoring of block siz e on simulation. 
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Figure 5.7 Monitoring of frequencies o n simulation . 
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Figure 5.8 Monitoring of damping ratio s on simulation. 
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5.8 Expérimental application on an emerging steel plate 
The method i s applied t o the monitorin g o f v  ibration occurre d i n a  submerging stee l plate . 
The plate measures 50 0 mm x 200 mm x 2 mm, and émerges from wate r while i t i s alvvays 
excited by a random turbulent flow . Figur e 5.9 shows the configuration ofth e tes t and Figure 
5.10 présent s a temporal respons e dat a where th e lo w amplitude portio n correspond s t o the 
submerging perio d an d th e hig h amplitud e portio n attribute s t o the émergenc e o f th e plat e 
from th e vvater to the air. Before the plate rises, its modal parameters are both calculated and 
identified usin g analytical an d expérimenta l methods (Vu, Thomas et  al. 2007), as shown in 
Table 5.1. 
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Figure 5.9 Plate test configuration. 
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Table 5.1 Modal identification ofth e emergin g plate 
Mode 
JS, 
.^ nd 
3^ '' 
4'H 
5"' 
Frequency (Hz ) in submerging condition s (Depth/plat e length ratio ) 
0.6 
(totally submerged ) 
11.9 
34.1 
77.7 
135.3 
151.3 
0.4 
12.0 
34,1 
77.9 
135.4 
151.3 
0.2 
12.2 
34.2 
78.1 
135.6 
151.4 
O.I 
12.7 
35.0 
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Figure 5.1 1 plot s th e minimu m mode l orde r applie d t o th e dat a ove r measurin g time . I t i s 
seen that the minimum order is found primarily from 3  to 6. 
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Figure 5.11 Monitorin g o f plate minimum mode l order . 
Since th e minimu m mode l order s ar e tracke d fro m 3  t o 6  an d an y highe r orde r ca n b e use d 
for th e mode l fitting , Figur e 5.1 2 show s th e monitorin g o f frequencie s compute d fro m orde r 
higher 1 0 than th e minimum value , where th e variation s ar e clearly revealed . Th e change s i n 
frequencies correspon d t o th e émergenc e ofth e plate . Bot h th e slo w chang e whe n th e plat e 
was stil l i n wate r an d th e abrup t chang e whe n i t appear s o n th e surfac e ar e monitored . Th e 
natural frequencie s highl y matc h th e calculated value s i n Table 5. 1 t o sho w tha t th e effec t o f 
added mas s o n th e plat e i s accurately monitore d (Vu , Thoma s et  al.  2007) . Compared t o th e 
STFT compute d o n th e first  channe l wit h th e sam e configuratio n i n Figur e 5.13 , i t i s see n 
that th e propose d STA R metho d outperfonn s i n term s o f revealin g th e natura l frequencies . 
As reporte d earlier , th e identificatio n o f dampin g ratio s undergoe s a  hig h varianc e o f th e 
damping value , thu s th e monitorin g o f th e syste m chang e vi a dampin g ratio s require s a 
further computation s whic h i s proposed i n ongoing research ofth e paper . 
12! 
1 1 5 2 
Time (sampl e index ) X 1 0 
Figure 5.12 Monitoring of plate natural frequencies. 
Figure 5.13 Short time Fourier transform. 
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5.9 Prospec t for the futur e 
Non stationar y vibratio n i s a  topi c o f interest . I t ca n b e see n tha t moda l analysi s an d 
monitoring o f suc h v  ibrations i s a  ne w tren d fo r th e research . Parametri c model s wit h tim e 
depending characteristic s reserv e alvvay s a  prospective future . Despit e it s spécifie applicatio n 
in thi s chapte r o n the shor t tim e manner wit h th e VA R model . several researc h direction s an d 
iinprovements ca n be pointcd out . I t is seen first  tha t the leas t square s i s the basic estimate fo r 
the mode l parameters . I n thi s chapter , th e leas t square s ar e implemente d vi a th e Q R 
factorization. Th e stabilit y o f thi s numerica l factorizatio n ha s bee n addresse d i n (Golu b an d 
Van Loa n 1996 ) and i t shoul d b e extensively evaluate d fo r th e no n stationar y dat a sinc e thi s 
stability influenc e ai l the result s ofthe moda l identification . A  récursive computation metho d 
is also o f interes t i n orde r t o accelerat e th e implementation . Th e mode l orde r sélectio n i s th e 
most importan t aspec t fo r th e parametri c modeling . Thi s chapte r ha s presente d th e 
introduction o f a  minimu m mode l orde r whic h i s ver y effectiv e fo r identificatio n o f natura l 
frequencies. Furthe r developmen t shoul d b e take n o n th e sélectio n o f th e Computin g mode l 
order fo r identifyin g th e dampin g ratios . I t i s foun d tha t th e varianc e o f dampin g ratio s i s 
higher tha n fo r th e natura l frequencies . Th e effec t o f th e Computin g mode l orde r o n th e 
damping identificatio n mus t thu s b e investigate d i n th e future , wit h th e typ e o f Syste m 
variation. Th e performanc e ofth e propose d metho d ha s successfull y bee n investigate d o n a 
structure dynamicall y emergin g fro m water . Varion s application s coul d b e prospectivel y 
proposed i n mechanica l an d civi l engineerin g suc h a s th e machiner y start-u p o r shutting -
down, th e détectio n o f crack s i n strucUira l healt h monitorin g applie d t o rotor s (Smail , 
Thomas et  al.  1999 ) o r bridge , the dynami c behaviou r o f robots , th e o n lin e identificatio n o f 
lobe stabilitie s i n hig h spee d machinin g monitoring , etc . However , th e result s fo r th e 
monitoring o f damping changes ar e actually no t satisfyin g dependin g o n the system variatio n 
type an d extende d researche s shoul d b e carried out . Ongoing researche s actuall y focu s o n th e 
évaluation ofth e uncertaint y o f dampin g ratio s wit h respec t t o mode l order , noise s an d typ e 
of excitation . 
5.10 Summar y 
An applicatio n o f a  multivariate autoregressiv e mode l wit h a  short-time schem e (STAR ) wa s 
presented, an d co v ered th e monitorin g o f change s i n th e moda l parameter s o f non-stationar y 
staictures unde r unknow n excitations . I n orde r t o trac k th e frequenc y variations , i t i s no t 
suitable t o us e a  stabilizatio n diagra m an d i t i s preferre d t o sélec t a  minimu m orde r fo r 
Computing the moda l parameters . This model orde r i s effectiv el y selected b y the conv ergence 
of a  nevvl y introduce d Noise-rat e Orde r Factor . Th e mode l wa s fas t an d stabl y update d wit h 
respect t o th e order b y th e QR factorization . I t i s foun d tha t th e minimu m mode l orde r v  alue 
does no t dépen d o n th e bloc k siz e i f this latte r i s lon g enoug h t o identif y th e first  frequency . 
The block siz e was minimally foun d fro m numerica l simulation s t o be equa l t o fou r time s th e 
period o f th e first  natura l frequenc y an d i t ha s b e successfull y use d fo r rea l structures . 
Consequently, th e bloc k size s var y wit h variation s i n th e first  natura l frequency . Numerica l 
simulations an d experiment s sho w tha t th e propose d metho d ca n b e use d t o trac k a  slo w 
change a s wel l a s a  sudden chang e i n the frequencie s ofth e structure , and tha t i t outperform s 
the STF T method . Whil e th e monitorin g o f natura l frequencie s ha s bee n successfull y deal t 
w ith. thos e o f dampin g rate s ar e howe v er no t enoug h précis e i f th e excitatio n i s rando m o r 
the Syste m continuousl y varying . Researc h i s thus stil l ongoin g o n dampin g identificatio n o f 
time-varying Systems . 
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5.13 Selecte d bibliograph y 
This chapte r addresse s t o the monitorin g o f modal parameter s i n non stationar y vibration s b y 
using operationa l moda l analysis . Th e fundamenta l mode l i s th e autoregressiv e (AR) . 
Readers ar e recommende d t o bac k t o (Bo x an d Jenkin s 1970 ) fo r th e introductio n o n tim e 
séries modelin g an d détai l o f vecto r autoregressiv e mode l (VAR ) mode l fo r operationa l 
modal analysis . This multivariat e mode l ha s been use d i n modal analysi s i n some work s suc h 
(Li, K o et  al.  1993) , (H e an d D e Roec k 1997) , (Abde l Waha b an d D e Roec k 1999) . (Huan g 
2001 ), (Owen, Eccle s et  al.  200 1 ). A very goo d boo k o n moda l analysi s usin g th e A R mode l 
is (Pandi t 1991 ) wher e détai l o n moda l identificatio n an d sélectio n o f mode s ca n b e 
interesting found . A  critica l surve y o f th e applicatio n o f no n stationar y vibration s ca n b e 
found i n (Poulimeno s an d Fassoi s 2006) . Especially , damag e monitorin g ca n b e foun d i n 
(Basseville 1988) , (Basseville , Benvenist e el  al.  1993) , (Vu , Thoma s et  al.  2007) . Finall y 
Fluid-structure interactio n i s experimentally describe d i n (Thomas , Abass i et  al.  2005) , (Vu , 
Thomas et  al. 2007) . 
CHAPITRE 6 
PRÉSENTATION D E L'ARTICLE : 'ONLINE  MODAL  MONITORING  OF  NON 
STA TION.4RY  SYSTEMS' 
6.1 Résum é 
Ce chapitr e présent e u n articl e qu i a  été publié dan s l a rev uc INTERNATIONA L JOURNA L 
ON INDUSTRIA L RISK S ENGINEERIN G (IJ-lRl) , Vol . 3 , No. 1 . 2010 :  45-65. 
Un nouve l algorithm e bas é su r un modèl e autorégressi f A R pou r l a surveillanc e e n lign e de s 
paramètres modau x d'un e strucmr e non stafionnair e e t soumise à  une excitation inconnue , es t 
présenté. L a méthod e consist e à  applique r un e fenêtr e glissant e à  cour t temp s su r l e signal . 
La solution à  fintérieur d e chaque fenêtr e es t calculée pa r le s moindres carré s récursif s vi a l a 
décomposition QR . Dan s cett e méthod e récursive , seulemen t un e sous-matric e d u facteu r R 
est soumis e à  la manipulation mathématique . U n ordre minimu m d u modèle es t trouvé e t mi s 
à jour e n temp s réel . L e critèr e d e "minimu m descriptio n length " es t utilis é pou r calcule r 
l'ordre effecti f C e dernie r peu t êtr e mis e à  jour e n ordr e croissan t o u décroissant . Diverse s 
données numérique s e t expérimentale s son t présentée s pou r valide r l a méthod e proposée , e n 
élaborant soi t u n changemen t instantan é o u gradue l su r u n systèm e excit é pa r un e impulsion , 
une forc e harmoniqu e o u aléatoire . L a méthod e a  montr é qu e l a variatio n temporell e de s 
fréquences es t bie n identifié e dan s tou s le s ca s considérés . Pa r contre , l a variatio n de s tau x 
d'amortissement es t difficile  à  suivr e s i l a structur e es t excité e pa r un e forc e aléatoir e ave c 
très grande variance o u quand i l y en a  un changement gradue l continu . 
.Mots clé s :  Mode l autorégressi f Moindre s carré s récursifs . Mis e à  jour d e décompositio n 
QR, Sélectio n d e l'ordre . Identificatio n de s paramètre s modaux . Systèm e variant . Fenêtre s 
glissées. 
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6.2 Abstrac t 
A ne w algorith m fo r th e onlin e monitorin g o f varyin g moda l parameter s i n vibratin g 
structures subjecte d t o unknow n excitation s i s presente d b y usin g a  vecto r autoregressiv e 
model. The method consist s i n applying a  Short Tim e Slidin g Windo w (STSW ) o n the signal . 
The solution , insid e each slidin g window, is found b y applying a  récursive multivariabl e leas t 
squares metho d vi a th e computatio n o f th e Q R factorizatio n o n th e vecto r autoregressiv e 
model. I n thi s method , onl y th e R  sub-matri x o f th e Q R factorizatio n need s t o b e 
manipulated. A n efficien t mode l orde r i s rea l tim e define d an d updated . Th e minimu m 
description lengt h criterio n i s utilize d t o selcc t a n efficien t mode l orde r whic h ma y b e 
updated b y increasin g o r decreasin g orde r wit h respec t t o tim e fro m previou s computationa l 
window. Varion s numerica l an d expérimenta l dat a ar e presente d t o validat c th e propose d 
method; b y investigatin g eithe r abrup t o r gradua i change s i n th e syste m unde r whit e nois e 
and varion s kind s o f excitation s suc h a n impulsion , a  sinusoïda l o r a  rando m force . Th e 
results sho w tha t th e moda l parameter s variatio n ca n b e accuratel y identifie d an d monitore d 
but th e monitorin g o f dampin g variatio n i s mor e difficul t i f th e syste m i s continuousl y 
subjected t o graduai change s or is excited by random excitation s wit h high v  ariances. 
Keywords: Autoregressive model ; récursiv e leas t squares ; QR factorizatio n updating ; mode l 
order sélection ; modal paramete r identification ; varyin g system , slidin g w indow, 
6.3 \  ecto r autoregressive mode l fo r moda l analysi s 
The identificatio n o f staictura l moda l parameter s (Mai a an d Silv a 2001 ) play s a n importan t 
rôle i n structura l healt h monitorin g an d i s usuall y conducte d b y usin g expérimenta l moda l 
analysis method s i n th e frequenc y domai n i n a  wid e rang e o f application s (Ewin s 2000) . 
However, i n severa l industria l application s (Wasserman . Badge r et  al.  1974 ) wher e i t i s no t 
suitable t o stop th e machine s o r structures , th e force s canno t b e measure d an d ar e unknown . 
Since th e force s resui t fro m natura l excitafions , operatin g moda l analysi s mus t fortunatel y b e 
conducted (Herman s an d Va n De r Auwerae r 1999) , (Vu , Thoma s et  al.  2006 ) fo r th e 
monitoring ofth e structura l moda l parameters . Example s o f suc h industria l application s ca n 
be foun d i n bridg e monitorin g (Anderse n 1997) , (Vu , Thoma s et  al.  2007) , i n identificatio n 
130 
of adde d mas s an d dampin g i n fiuid-staicture  interaction s (Vu . Thoma s et  al.  2007) . 
(Thomas, Abass i et  al.  2005) , i n crac k détectio n (Smail , Thoma s et  al.  1999 ) and i n damag e 
or crack monitorin g o f structures (Basse v ille 1988) , (Basseville , Benvenist e et  al.  1993) . The 
time domai n ha s bee n foun d t o b e mor e suitabl e fo r operationa l moda l analysi s (Pandi t 
1991), (Vu , Thoma s et  al.  2007 ) an d severa l method s ca n b e cite d fo r th e identificatio n o f 
time data , suc h a s Ibrahim tim e domain metho d (ITD ) (Ibrahim an d Mikulci k 1977) , the leas t 
squares comple x exponentia l (LSCE ) (Brown , Alleman g et  al.  1979) . etc . Assumin g a 
random environment , th e excitatio n ma y b e ignore d an d sinc e moda l analysi s require d 
multiple measuremen t locations , a  vecto r autoregressiv e mode l shoul d b e applie d (Vu , 
Thomas et  al. 2007) with a  d  senso r dimension an d can be expressed a s follows : 
y{t) =  Az(t) +  e(t) (6.1 ) 
where: . \= r - .A | - . \ , , , - A ^ l siz e c/xc/ p i s the parameter matri x 
A, siz e dxd  i s the matrix o f parameters relatin g the output y ( / - / ) t o yit) 
z(t) siz e dpx\  i s th e regresso r fo r th e outpu t vecto r y(t), 
z(/)^ = [ y ( / - l ) ' y ( / - l ) ' . „ y ( / - l ) ' ] 
y(/ - /) siz e dx\  (  / = 1 :  / ; )  is the output vecto r with delays time /x T 
e(/) siz e (7x 1 i s the residua l vecto r o f ai l outpu t channel s considere d a s the erro r 
of mode l 
When th e dat a ar e assume d t o b e measure d i n a  whit e nois e environment , th e leas t square s 
estimadon ma y b e assume d a s unbiase d (Smail , Thoma s et  al.  1999) . I f N successiv e outpu t 
vectors ofth e response s fro m y(A' ) t o y(k  +  N-\)  ar e considere d (k>  p.  N>dp  +  d fo r 
z(/) t o be définitive) , th e mode l parameter s matri x A  ca n b e expresse d vi a th e computatio n 
ofthe Q R factorizatio n (Vu , Thomas et  al. 2007 ) as follows : 
A =  ( R ^ , R , , ) . ( R ; , R , , ) - ' = ( R - ' R , , ) ' (6.2 ) 
In thès e formulas , R, , (siz e dpxdp),  R, , (siz e dpxd)  an d R, , (siz e dxd)  ar e sub -
matrices ofth e uppe r triangula r facto r R  (siz e Nxdp-\-d  )  derived fro m th e QR factorizatio n 
ofthe dat a matrix a s follows : 
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K =  Q xR <6.3 ) 
where Q(siz e .Vx. V ) is an orthogonal matri x (tha t i s Q x Q =  I  ). R  ha s the fomi : 
R 
and data matrix K  ofsiz e Nxdp  +  d i s constructed fro m A ' successiv e samples : 
R i 
0 
0 
R, 
R-
0 
K = 
z ( 0 y( / ) ' 
z(t +  W v( / +  l) 
(6.4) 
(6.5) 
z(/ + .V-l)^ y( / - f . \ - l ) ^ 
Once th e mode l parameter s matri x ha s bee n estimated , moda l parameter s ca n b e directl y 
identified fro m th e eigendecomposition ofth e stat e matrix n  (Pandi t 199 1 ). 
n-
-A, 
1 
0 
- A : • 
0 
I 
• - A , . . 
0 
0 
- A 
0 
0 
0 0 
(6.6) 
The requiremen t o f selecting th e mode l orde r i s a disadvantage o f autoregressive methods . A 
too lo w orde r wil l lea d t o eaoneou s result s whil e a  to o larg e orde r wil l tak e to o muc h 
computational tim e an d ma y resui t i n divergence . Consequently , i t i s suitabl e t o find  a n 
efficient orde r tha t lead s t o a  goo d compromis e betwee n précisio n an d computationa l tim e 
(Smail, Thoma s et  al.  1999) , (Hannan 1980) . (Liang , Wilke s et  al.  1993) , (Smail, Thoma s et 
al. 1999) . An efficien t orde r ca n b e selecte d fro m varion s optimization-base d criteri a suc h a s 
Aie (Kashya p 1980 ) o r MD L an d othe r variant s (Rissane n 1978) . I n thi s paper , w e propos e 
the usin g o f MD L whic h i s a  very goo d criterio n fo r shor t dat a modellin g an d consequentl y 
suitable fo r monitorin g (Rissanen 1978) , (LutkepohI 1993) . 
loa( e(/ ) )  2d  n 
MDL(;;) =  — ^ ^ —^ +  log( 1 + ^ ^^ lo g ,V ) 
d N 
(6.7) 
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where ||ê(/)| | i s a norm ofth e estimate d mode l error , which i s taken fro m th e su m ofth e mai n 
diagonal ofth e estimate d erro r covariance matrix : 
yv R!,R , 
(6.8) 
6.4 Updating method s 
In structura l healt h monitoring , th e onlin e surve y o f moda l parameter s require s a n updatin g 
of algorithm . Sinc e th e mode l orde r ca n vary , th e conventiona l récursiv e leas t square s 
updating algorith m (Saye d an d Kailat h 1994 ) présent s a  certain amoun t o f difficultie s whil e 
changing th e mode l order . I n thi s paper . th e paramete r matri x i s compute d vi a th e Q R 
factorization an d thre e method s ar e presente d i n orde r t o updat e th e solutio n wit h respec t t o 
both, time and model orde r where the efficien t orde r i s obtained directl y fro m a  prev ious time 
scheme. 
6.4.1 Updatin g i n time 
The Q R factorizatio n a t mode l orde r p  shoul d b e recursivel y update d whe n a  ne w se t o f 
samples dat a i s availabl e alon g wit h measurin g time . Fro m th e matrice s Q  '  an d R'* ' o f 
data matri x K'* ' a t time /  =  k, one needs a n update t o Q ' "  an d R'**"a t time /  =  k+s  wher e 
the dat a matn x K""" " i s foun d b y deletin g th e first  5  row s an d appendin g mor e s  row s t o 
matrix K'*' . 
z(A-)' y(A-) ' 
z(A- + l)^ v( A + l)^ 
K '" = 
z(A + .V-l)^ y( A + V - l ) ' 
(6.9) 
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K 
z(k +  s)'^ y(k  +  s)' 
z(k +  s + W y(A+,v-hl) ' 
z(A + i +  . \ ' - l )' y( A + .s + . \ ' - l ) ' 
The relationship can firstl y b e established a s follo w s: 
z(A- + l + yV-l)' y( A + l + A ' - l ) ' 
z(A + .^  + V - l )^ y( A + ,s + V - l ) ' 
z(A)' y  (A-) ' 
z(A + ,v- l )' v(A - +  ,v-l) ' 
K a + j ) 
That give s in terms ofthe Q R décompositio n ofthe dat a matrix : 
k l A I r » ' * I Q R 
z(A- + l + , V - l )' y( A + l + V - l ) ^ 
z(A--h.v-hyV-l)' yik  +  s + N-\)^ 
and i n innovative fonn : 
z(A)' y(A) ' 
z(A-^.s-l)^ y(A-l-5-l) ^ 
Q* 0 
0 I 
R " 
z(A +  l + iV-l)^  y( A +  l + .V-l)^ 
z(k+s +  N-\)  ^y(k+s  +  N-\)'^ 
where 1 ^ i s the identity matrix . 
0 Q ' 
(6.10) 
(6.11) 
(6.12) 
z(A-)^  y(A ) 
z(A+.s-l)^ yik+s-\)^ 
(6.13) 
In this algorithm, on e want s an update ofth e sub-matrice s R,, , R p an d R. , o f matri x R  a s 
defined i n équatio n (6.4) . Matnce s R'* ' an d R'**" ' shoul d therefor e b e partitione d i n a  wel l 
conditioned form : 
Q'*' 0 
0 I 
R K l R. a-) 
z(A- + l + V - l )' y( A +  l + A'-l)^ 
z(A'+5 + ^ - l )^ v(A+. v + A'-l) ^ 
0 Q " 
z(A)^  y(A) ^ 
z(A+.v-l)' v(A+.^-l) ' 
R (<->! R l A + v I 
(6.14) 
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where th e ne w sub-matnee s R,'* ' (siz e Nxdp  )  and R.'* ' (siz e Nxdp  )  are relate d t o th e 
sub-matrices R,,'*' , R,,'* ' an d R,.'* ' a s follows : Ml '  ' ^ i : 
R I * I 
R (A) 
0 
and R ; * ' = 
R 
RA 
'k) 
If the first  c// 7 columns o f équation (6.14 ) are extracted, w e obtain : 
z(A)' 
Q' '  0 
0 I 
z(A + l + , V - l ) ' 
z(k +  s + N-\ / M T 
0 Q'* * z(k +  s-\)^ 
pu... , 
(6.15) 
(6.16) 
It ca n b e see n tha t équatio n (6,16 ) i s a  sub-proble m o f équatio n (6.12 ) fo r th e first  dp 
columns. Th e righ t han d sid e ca n the n b e transfonne d fro m th e lef t on e b y usin g tw o set s o f 
orthogonal Given s rotations , as described belo w , 
The first  se t G , applie s o n the matri x 
z(A- + l + V - l ) ' 
to annihilate ai l dpxs  élément s on 
z(k +  s + N-]f 
the las t s  row s (fro m 1^ ' column t o th e las t colum n an d fro m lo w t o up ) t o obtai n a n uppe r 
triangular matrix . I t is seen tha t G , ha s the following form : 
G | = < J N . I , , / ; , - - - J S . . . . / , , ) - - - ( J N . I , | - - J . N . U ) ( 6 . 1 7 ) 
where J , , ofsiz e N  + sxN +  s i s th e Given s matri x zeroin g th e ( / , / ) ' clémen t o f th e 
matrix i n th e previou s ste p J,. |^^ ...J^.^ ^ ^...(J ^ ^| ....J ^ .^ .^i) 
z(A + l + i V - l ) ' 
z(A- + .v + V - l ) ^ 
(let cal l S 
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and (J^^|^...J^^ ^ )  i s th e se t o f matrice s applie d t o th e j " ' colum n ofth e initia l matri x 
z(A + l + .V-l) ^ 
z(k +  s + N-\)' 
from lo w t o up. 
Thèse Givens matrices are easily constmcted i n common for m a s follows : 
J = 
cos 
-s in 
0 .. . 0 
sin .. . 0 
cos .. . 0 
0 0 0 
(6.18) 
where co s an d si n ar e compute d fro m tw o élément s S( / , /  ) an d S(/./ ) a s 
S(7^7) „„ . . „ :„ _ S(/,,/ ) 
cos = and si n = 
VS(y,7)-+S(/,./)- ^jS(j,jY  +S(i,jY 
The lef t sid e term of (6.16) can be rewritten as : 
Q " 0 
0 I 
R 
(.k) 
z(A-+l + -V-l)' 
z(A-+i + ^ - l ) ' 
= 
Q'*' 
0 
0 
I 
(;,'(., 
R U) 
z(A-+l + ^ - l ) ' 
z(k+s +  N-W 
= Q 'G, 
z(A + l + A'-l)^  
z(k+s+N-\)' 
(6.19) 
The secon d se t o f Givens rotation s G- , i s used t o se t unitary the first  s  row s and column s o f 
the augmented matri x Q ' 
Q' '  0 
0 I 
G: 
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Consider vecto r o f siz e ,V-i-.9X l z,'*'=q;* " wher e q,'* ' i s th e /•'' ' rov v o f th e increase d 
matrix Q,_,'* ' a t th e (r-1)' ' ' computationa l ste p (r  =  ]:s), sinc e z,'* ' i s orthononna l ( 
z.'*"z '* ' =  1 ) , one can hâve : 
G , , z ; " =  j, . . ,j , .^.. . .j , , ,z,'* ' 0 .. . 1  .. . 0  .. . 0 
where the Givens matrix J  zeroin g the /'' ' clémen t o f z,'* ' i s in the fonn : 
J = 
0 0 0 
0 .. . co s si n .. . 0 
0 .. . -si n co s .. . 0 
0 .. . 0  0 
( 1 - 1 ) ( M 
: / - i ) 
(') 
with co s = 
z , ' ' ' ( / - l ) 
7(z;*'(/-i))-+(z,'*'(/))-
and si n = 
z/*'(/) 
J(z,'*'(/-l))-+(z,'*'(/) 
(6.20) 
(6. 
Computing th e matrix G , henc e shows i t to be equal t o the multiplication o f , v components : 
G = f j G (622 ) 
The lef t sid e terms of (6.16) and (6.19) are thus furthe r rewritten : 
Q'* 0 
0 I 
z(A + l + V - l ) ' 
z(k +  s + N-\)^ 
Q* 0 
i j , C j i ( j , G , 
R ( i l 
z(A: +  l + V - l ) ' 
z(A + ,v+V- l )^ 
(6.23) 
Since th e secon d Given s rotatio n se t i s establishe d o n th e first  . v row s o f th e increase d 
matrix, two interestin g conséquences are found : 
• It s righ t transpos e multiplicatio n wil l unitar y th e first  s  row s an d first  , v column s o f 
"Q"' O " 
augmented matri x Q ' '  = 
0 
G ; 
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Its lef t multiplicatio n wil l nonzer o th e first  s  clément s o f eac h ro w o f th e uppe r 
triangular matri x G , 
That explains : 
R'/' 
z(A + V) ' 
Q'*' 0 
0 I 
, making each on e an upper Hessenber g matrix . 
G,G, 
R 
G,'G! = 
(*) 
z(A + l + A ' - l ) ' 
z(k +  s + N-\)' 
F 0 
0 Q * 
z(A-) 
z(k +  s-W 
(6,24) 
(6,25) 
It can be seen tha t tw o Givens rotation s set s are buil t only on the first  dp  column s ofth e dat a 
matrix. Th e derive d matri x Q  * ' therefor e coïncide s t o th e exac t matri x Q  '  o n th e first 
dp column s an d th e orthonorma l conditio n Q  * " Q ' * " = I  i s assured . Matri x R,*'**" * 
which i s onl y nonzer o o n th e first  dp  rows , i s th e acUia l desire d matri x R,'** " henc e 
RI*'**" =  Ri'**'' . The n th e factorize d matrice s R,,'** " a t th e sampl e inde x (k  + s) ar e 
therefore exactl y update d a t this stage : 
R,;*^^'=[I 0]R , (6.26) 
• l A + . v ) With th e derived matri x Q  '  ,  the las t d  column s o f équations (6.14) can be rewritten as : 
Q' '  0 
0 1 
R;* 
v(A + l + V - l ) ' F 0 
0 Q*'*"^ ' 
j(k +  s + N-\)^ 
and the matrix R,'"^ " i s directly extracte d fro m th e equalit y 
y(A-)' 
y(A+.v-l)^ 
(6.27) 
y(A)^ 
y (A+5- l ) ' 
P *lA+. 0 
' . 0 
0 Q*'**~ " 
Q* 
0 
o" 
I 
R,'*' 
y(A + l + .V- l ) ' 
y(k +  s + N-[)^ 
(6.28) 
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As discussed earlier , th e first  dp  o f matrix R,*'** " ar e also exactly derived . which mean s th e 
sub-matrix R,,'** " wa s exactly updated . 
One ca n no w w  rite: 
R •(A• +  ^  I R,r^^' 
R:,'*^~' 
(6.29) 
Since Q  '  an d Q  '  '  ar e bot h orthogonal , w e ca n readil y se e tha t th e sub-matri x R 
satisfies th e équation: 
n' I t + O T p' l**> l _  p  ( ^ + ^ np IA-. M 
The error covariance matri x E  i n (6.8) i s therefore updated . 
* ( A +  N  I 
(6.30) 
6.4.2 Orde r updatin g 
The data matri x K' ' ' a t order p  ca n b e rewritten as : 
K i/'i _ 
z(A)' y(A) ' 
z(A-hl)' \(k  +  W 
= [K;'" K, ] 
z(A + V'-l)^ y( A + ,V-l) ^ 
If the model orde r i s updated to  p + \, th e data matri x ha s the form : 
K''"'=[K;'" K " K, ] 
where K ' ofsiz e Nxd  comprise s th e added d  columns : 
y ( A - ( / ; + l))^ 
y(k +  \-(p +  \)y 
y(k +  N-\-(p +  \))' 
One ca n then compute th e following matrix : 
Q"''K"'""=[Q""'K;'" Q""^ K ' Q"""K, ] = R(" T , Ri r 
0 T . R p) 
(6.31) 
(6.32) 
(6.33) 
(6.34) 
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w hère T J ofsize dpxd  an d T, ofsiz e N-dpxd  ar e extracted fro m Q''"'^ K = 
We mus t no w triangulariz e th e righ t ter m matri x i n équation (6,34) . Thi s can be donc wit h a 
set of Givens rotations . I f we décompose only the smai l submatri x T, , i t easily yields : 
T : = Q , 
R T 
0 
(6.35) 
where R ^ ofsiz e dxd  i s an upper diagona l matri x an d Qj ofsiz e N-dpxN-dp  i s the 
product ofth e Householde r transformation s o r Givens rotations . 
Equation (6.34 ) then becomes ; 
Q l / ' ) T | ^ ( , , + l) I 0 
0 Q , 
R;;" T , R',Ç ' 
0 R T ^ T 
0 0 
Q;R;C' 
(6.36) 
I 0 
0 Q [ 
l / ' l T | ^ ( / > + l ) _ Q ' K 
R;;" T , R', r 
0 R , R ; 
0 0  R " 
(6.37) 
where R'„  ofsiz e dxd  an d R " ofsiz e N-dp-dxd  ar e obtained fro m multiplicatio n 
R; 
R" 
= QrR : 
It can be seen tha t the first  c//;rows ofth e righ t han d sid e i n équation (6.37 ) are not affected 
by above transfonnation s an d the factor matri x R'''* " a t order /?-l- l i s thus updated : 
R'.r 
R'if T , 
0 R , 
R i / ' + i i _ R',:" 
R*, 
; R ' ' r " = R " (6.38) 
as well as the Q matrix: 
Q i/'+u _r»' ' ' > 
I 0 
0 Q , (6.39) 
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The covariance matrix ofth e erro r i s also updated : 
È""" = Rvr"'Rvr" = R'c'R?," -R*,'R*, = È"" - R;/R; . (6.40) 
6.4.3 Revers e order updatin g 
Consider that , a t sampl e inde x / , th e dat a matri x K' ' '  o f mode l orde r p  ca n b e partitione d 
to the data matrix K'' ' "  b y removing it s las t d  column s K * ofth e regresso r term : 
z(A)|^ y(A-) ' 
T 
{K;'" K, ] = [K/ -" K * K, ] (6,41 ) K l/'l 
z(A + l)|^ y( A + l)' 
z(A + ^ - l ) |' y(A - + : V - l ) \ 
K"-" = [K;"-" K. ] (6.42) 
Since the sampl e number N  is alvvays larger than the data dimension d,  th e dat a matrix K" " 
can hâv e the fonn : 
K = Q ' 
Then w e can readil y se e that : 
R!f 
0 
R''" 
R':;"_ 
= Q'^ ' 
R , ] R 
0 R : 
R;;" 
0 0 R': ip) 
(6.43) 
K"'-"=Q"" 
R|i Ri : 
0 R p 
0 RA2 
Q 
i/ ' i 
Vl 
0 
0 
R,: 
K 
R'::" R,, 
= Q"" R|i Ri : 
0 R: . 
Q""R' ' ' -" (6.44 ) 
and throug h th e exact Q R décomposition : 
Q( / - l |^ = (/)-l) _Q( / ' - l l j^( / ' - l ) (6.45) 
It can be seen tha t matri x R""'" " ca n b e found b y removing th e las t d  column s fro m th e first 
sub-columns o f matrix [/?"" ] an d accordin g t o (6.42) , i t i s not a n uppc r triangula r matrix . A s 
a resui t o f this , th e formulatio n (6.44 ) i s therefor e no t a  tai e Q R factorizatio n o f th e dat a 
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matrix K"""" . Fortunately , sinc e th e first  d(p-\)  column s ofth e tw o matnce s K' ' ' an d 
K'''"" ar e similar , thei r R  factor s ar e thu s identica l i n th e first  d(p-\)  row s an d d(p-\) 
columns. Tha t inean s tha t th e sub-matrice s R, , an d R, , i n matri x R ' ' ' ' " ar e exactl y a s 
found i n the matrix R'''^ " t o conduct t o the updated mode l parameter s a t order p-\: 
A"' -"=(R; , - 'Rp) ' (6.46 ) 
The onl y componen t tha t i s différen t betwee n R"' ' ' " an d R'''" " lie s o n th e matri x R", 
which i s not a n uppe r triangular . Not e tha t th e energy o f matri x K ' ' ' " i s unehanged, one can 
hâve: 
^Q./'lp-.,.-llJ^^Ql/'lR.^I,>-l,j^^Q.,-l,^„-l,J^^Q,p-l,,^„.-l,J (^47 j 
Smce Q""^Q" " = Q " - " T Q ' / ' - " =  I, j t can be found that : 
(j.-(/.-mj^,'.(;-l) ^ p . / - l , T p , , , - l , ,5_4g ) 
and finall y th e covariance matri x o f error part can be exactly updated : 
£'/'-l) _  j^(/i-llTj^(/,-l ) _  p * Tp # = r R ' T R'''"""^ ] R,: R ; J R P + E " " (6.49 ) 
RA 
The QR factorizatio n i s accurately update d fro m mode l orde r p  t o model order/7-1 . 
6.5 Numerica l simulation s 
6.5.1 Computin g routin e 
In operationa l moda l analysi s wit h tim e varyin g physica l parameter s (no n stationar y 
Systems), i t i s necessar y t o identif y th e variation s o f moda l parameter s a t eac h ste p o f 
computation i n a  time-frequency scheme . I n this paper , sinc e th e mode l i s updated wit h bot h 
increased an d dccrease d order . a  routin e i s constructe d b y combinin g th e thre e algorithin s 
above t o exploi t th e efficienc y o f eac h algorith m i n orde r t o progressivel y searchin g fo r a n 
efficient mode l orde r and monitorin g th e change on the modal parameter s (Figur e 6.1 ). 
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Figure 6.1 Monitorin g routine . 
A shor t slidin g windo w i s used o n the signal . The routin e start s immediatel y a t the beginnin g 
of dat a acquisitio n wit h a  mode l a t arbitrar y orde r ; ; . Thi s mode l i s update d t o th e nex t 
sample inde x an d then , th e orde r i s update d t o p - 1 an d p  + \. A n efficien t orde r i s chose n 
within thès e thre e orde r value s an d th e proces s i s continued . I t i s noted , fro m abov e 
algorithms, tha t whe n w e combin e updatin g i n order an d i n time , the Q R factorizatio n i s no t 
the true one but the accurate solutio n i s nev ertheless alvvays found . 
6.5.2 Effec t o f v  arying physica l parameter s an d effec t o f nois e 
We conside r a  theoretical syste m wit h tw o degree s o f freedo m ( 2 DOF ) a s show n i n Figur e 
6.2. Bot h luinpe d masse s ar e assume d varyin g an d tw o case s ar e investigated : a 
simultaneously chang e followin g a  ste p functio n a s show n i n Figur e 6.3-a , an d a  gradua i 
change followin g a  ramp function a s described i n Figure 6.3-b. Response s data are plotted i n 
Figure 6.4- a an d Figur e 6.4- b respectively . A  samplin g frequenc y o f 20 0 H z wa s applied . 
Theoretical moda l parameters before an d after th e change are given i n Table 6.1. 
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Figure 6.2 Syste m o f 2  degrees o f freedom . 
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Figure 6.3 Masse s changing function . 
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Figure 6.4 Response s o f 2  DOF system. 
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Table 6.1 Moda l parameter s o f 2 DOF syste m 
Mode 
1 
2 
Before chang e 
Frequency (Hz ) 
10.09 
37.60 
Damping rat e (%) 
0.28 
0.72 
After chang e 
Frequency (Hz ) 
5.83 
21.74 
Damping rat e (%) 
0.16 
0.41 
6.5.2.1 Mas s variation wit h n o noisy perturbatio n 
Figure 6. 5 show s th e évolutio n ofth e orde r i n time . I t i s see n tha t th e syste m wit h constan t 
propcrties ca n b e monitore d wit h a  constan t mode l orde r excep t durin g th e transien t 
variation, whil e i f th e moda l parameter s o f th e syste m ar e continuousl y v  arying. th e orde r 
must be continuously adapted . 
E 
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Figure 6.5 Monitorin g o f order. 
The identifie d moda l parameter s ar e shown i n Figure 6.6 . I t i s found that , with abrup t chang e 
(Figure 6.6-a) , th e frequenc y an d damping ar e accuratel y identifie d vvhe n the masses becom e 
again stable . Whe n th e masse s ar e continuously varyin g (Figur e 6.6-b) , i t can be notice d tha t 
the frequenc y variatio n i s accuratel y monitored , bu t no t th e dampin g ratios , which présen t a 
very high vanance . 
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6.5.2.2 .Mas s variation wit h nois y perturbatio n 
Figure 6.7 show s the monitoring o f modal parameter s vvhe n the data ar e contaminated b y 10 0 
% rm s (roo t mea n square ) random noise . Sam e observations ma y be se t lik e the case withou t 
noises. Th e frequenc y an d dampin g ar e accuratel y identifie d w  hen th e masse s becom e agai n 
stable (Figure 6.7-a ) while only the frequenc y ca n b e identifie d whe n the physical parameter s 
are continuousl y varying . Consequently , i t ma y b e conclude d tha t a  rando m whit e nois e i s 
not a  parameter tha t affect s th e accuracy of results . 
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6.5.3 Harmonie excitatio n 
The machine s ar e subjecte d t o harmoni e excitation s an d i t ca n b e difficult  t o separat e th e 
modal parameter s fro m th e excitation frequencie s (Gagnon . Tahan et  al. 2006) , A  sinusoïda l 
excitation a t 2 0 H z ha s bee n adde d t o th e previou s syste m i n bot h case s refiectin g th e tw o 
tvpes o f mas s variation . Figur e 6.8- a show s th e thre e frequencie s wit h thei r variation s whic h 
are accuratel y identifie d i n abrup t chang e case . Th e identificatio n ofth e harmoni e frequenc y 
(20 Hz ) i s confinned b y a  zero-closed dampin g rat e value , cv en vvhe n it s frequenc y become s 
closely to a natural frequenc y (21. 7 Hz) . On the other hand . Figure 6.8- b onc e again confirm s 
that th e gradua i chang e deal s wit h a  ver y hig h varianc e i n identificatio n o f th e dampin g 
ratios; i t ca n eve n disorde r th e zero-close d dampin g rat e o f th e harmoni e excitation . 
Fortunately, the accuracy i s still insure d on the monitoring o f natural frequencies . 
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Figure 6.8 Monitorin g o f modal parameter s unde r harmoni e excitation . 
6.5.4 Random excitatio n 
Taking int o accoun t no w th e rando m excitation , i t i s éviden t tha t th e identificatio n an d 
monitoring o f moda l parameter s change s dépen d o n th e randomnes s o f th e forc e henc e th e 
variance o f excitation i s considered a t différent simulations . Figur e 6. 9 show s th e monitorin g 
of moda l parameter s i n th e abrup t chang e cas e wit h tw o différen t standar d dérivation s (std ) 
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ofthe rando m excitatio n a t 1  N and 3 0 N respectively . Varion s simulation s releas e tha t bot h 
natural frequencie s an d dampin g rate s ca n b e monitore d whe n th e excitatio n randomnes s i s 
low. I f thi s latte r i f high , onl y frequencie s ar c track-abl e whil e th e dampin g ratio s ar e 
identified wit h high variances . 
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The sam e phenomeno n i s foun d i n cas e o f gradua i chang e a s show n i n Figur e 6.10 . Natura l 
frequencies ar e accuratel y identifie d an d monitore d whil e th e dampin g ratio s ar e deal t wit h 
high uncertainty , whateve r the randomness ofthe excitation . 
N 4 0 
9. 2 0 
+•»- + + + + + + + + . ^ + + ^ . ^ . + ^ ^ ^ . ^ ^ ^ ^ ^ ^ _ ^ ^ ^ ^ ^ ^ 
+ + + 
+ + + 
100 20 0 30 0 40 0 50 0 60 0 70 0 80 0 
T ime (sampl e index ) 
£ .6 
B 
ra 4 
O) 
| 2 
E 
Q ÎO O 20 0 30 0 40 0 50 0 60 0 70 0 80 0 
T ime (sampl e index ) 
'• + * + * - n - i- + + + + + * +  + + + + * tt +  + + + + i 
h ' ^ + + + + + + + + + + + + + + ^ .t + + + + + + + + ^ 
a. IN  std  random  force 
•N 4 0 
I 
c 2 0 « 
3 
* : : : - * . . . , 
^ + + + + + + + t '• + + + + + + + + + ++ + + + + <, + + 4 
" - 10 0 20 0 30 0 40 0 50 0 60 0 70 0 80 0 
^ T im e (sampl e index ) 
S 4 2 
O) 
| 2 
'%**i*A .  a:U^^t*ttuu*>A* 
100 20 0 30 0 40 0 50 0 60 0 70 0 80 0 
T ime (sampl e index ) 
b. 30N std  random  force 
Figure 6.10 Graduai chang e moda l parameter s unde r rando m excitation . 
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6.5.5 Expérimenta l applicatio n 
The routin e wa s applie d t o monito r th e moda l parameter s o f a  rea l bridg e superstructur e 
where an y numerica l analysi s i s available becaus e o f a n ol d âg e ofth e bridge . Th e structur e 
was naturally excite d b y the passing o f a heavy truck an d th e excitation wa s considered t o be 
random. Thre e accelerometer s wer e mounte d o n th e middl e spa n t o acquir e th e ambien t 
temporal response s i n transversal , vertica l an d horizonta l direction s a s plotted i n Figur e 6.11 
at samplin g frequenc y o f 20 0 Hz . A s ca n b e see n i n Figur e 6.12 . th e efficien t mode l orde r 
used fo r th e fittin g o f data i s changing an d i s monitored betwee n 4  and 7 . Moda l parameter s 
are monitore d i n Figur e 6.1 3 wher e first  thre e frequencie s wer e clearl y monitore d an d ar e 
more accurat e tha n th e shor t tim e Fourie r a t th e sam e configuratio n (Figur e 6.14) . I t i s see n 
that whe n th e vehicl e moves t o the middle span . there i s a variation o n each frequenc y withi n 
the correspondin g frequenc y range s o f 8  to 6  Hz . 1 0 to 1 3 Hz and 2 5 t o 2 8 H z respectively . 
The first  mod e i s the fundamenta l bendin g mod e an d it s frequency tend s t o decrease wherea s 
in th e tw o othe r frequencies , ther e i s an increasin g trend . Howe v er the variatio n o f dampin g 
rates i s cumbersom e an d accordin g t o simulation s above , i t ca n b e explaine d b y a  hig h 
randomness ofth e ambien t excitatio n (Figur e 6.13-b) . 
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6.6 Conclusion s 
A metho d fo r monitorin g moda l parameter s o f System s variation s i n th e tim e domai n ha s 
been presente d wit h th e usin g ofthe multivariat e autoregressiv e shor t tim e slidin g window 
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modeling. Th e solutio n o f th e leas t square s metho d i s update d i n bot h th e tim e an d mode l 
order. Wit h th e innovativ e updatin g o f th e Q R factorization , onl y th e submatrice s ar e 
investigated an d th e solutio n i s accuratel y update d vvhe n th e orde r eithe r increase s o r 
decreases an d ca n b e combine d wit h tim e updatin g t o provid e a  ver y fas t an d effectiv e 
procédure fo r monitorin g moda l parameters . Th e result s fro m numerica l simulation s an d 
expérimental rea l applications o n a  bridge hâve show n tha t the proposed metho d outperfonn s 
the shor t tim e Fourie r transfor m an d ca n b e widel y applie d t o monito r moda l parameter s 
variations eve n followin g a n abrup t o r gradua i chang e regardles s th e whit e noise . Natura l 
frequencies ca n b e accuratel y identifie d an d thei r change s ca n b e well  monitore d unde r 
almost kind s o f excitatio n wit h vanou s defaults . Th e monitorin g o f dampin g ratio s i s 
efficient wit h th e abmp t chang e whic h represenl s a  catalecti c defec t i n th e syste m o r 
machine. However , i f the defaul t i s gradua i suc h a s dériv e o r wea r i n th e machine , o r i f th e 
random excitatio n i s wit h hig h standar d dérivation , th e identificatio n o f th e dampin g ratio s 
présents a high uncertaint y and henc e thei r monitoring i s cumbersome. 
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CHAPITRE 7 
SYNTHESE 
La vibratio n es t déj à u n suje t difficile . L e problèm e devien t plu s complex e dan s l e ca s 
d'interaction fluide-structure  comm e son t sujette s le s turbine s hydraulique s ca r i l fau t teni r 
compte no n seulemen t l a non-linéarit é mai s auss i le s effet s d'interaction . I l es t éviden t qu e 
parmi le s troi s propriété s physique s telle s qu e l a rigidité,  l a mass e e t ramortissement , le s 
deux dernier s son t le s plus influencé s pa r l e fluide.  L a présenc e d u fluide  e t so n écoulemen t 
produit donc des effets d e masse ajoutée e t d'amortissement ajouté . 
L'effet d e mass e ajouté e es t d'origin e inerliell e e t es t don c caus é pa r l a présenc e d u fluide 
dès qu e l a structur e y  es t immergée . Ce t effe t peu t êtr e e n princip e étudi é pa r de s méthode s 
analytiques. Cependant , la modélisation s'avèr e difficil e dan s l'étude de structures complexe s 
(coques, tuyaux e n 3D) et l a précision de l'identification peu t s'e n ressentir . 
L'effet d'amortissemen t ajout é es t d u à  l a viscosit é e t a u mouvemen t d u fluide.  1 1 est don c 
très difficile  à  modéliser . surtou t dan s l a condition d'u n écoulemen t turbulent . O n n e trouv e 
pas de logiciel s commerciaux capable s d'effectuer c e travail. De plus, l'amortissement moda l 
dépend aussi de la fréquence d u mode. 
Puisque l'analys e numériqu e a du ma l à  résoudre l e problème, i l est conseill é d'avoir recour s 
à de s méthode s expérimentale s d'analys e modal e pou r évalue r ce s deu x effet s e t valide r le s 
modèles numériques . D e plus , l a stmctur e es t excité e naturellemen t e n présenc e d e 
l'écoulement. L a méthode recherchée est donc une méthode d'analyse modal e opérationnelle. 
En outre de ces deux effets , l a vibration sous écoulement présente des aspects non linéaires et 
non stationnaires . L'effe t d e masse ajoutée n e dépend pa s de l a vitesse d'écoulement . L'effe t 
d'amortissement ajout é dépen d quan t à  lu i d e l a vitess e d e l'écoulement . Le s deu x effet s 
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peuvent varie r dan s l e temp s e t requièren t un e méthod e d e suivi . L a méthod e d'analys e 
modale développé e doi t don c êtr e capabl e d'évolue r pou r réalise r un e surveillanc e de s 
paramètres modaux . 
Parmi le s méthode s avancée s d'analys e modal e expérimentale , de s méthode s d e typ e 
paramétrique dan s l e domaine tempore l peuven t gére r l e problème e t satisfair e le s demandes . 
Parmi elles , citon s le s modèle s d e série s temporelle s e t le s modèle s d e sous-espace . Ce s 
modèles son t de s alternatives l'u n à  l'autre puisqu e celu i de s sous-espaces es t un e variante d e 
la séri e temporell e ave c l'introductio n d e variable s d'état . L'étud e ave c l a méthod e 
paramétrique d e série s temporelle s autorégressive s (AR ) a  don c ét é développé e dan s cett e 
thèse à  traver s quatr e articles . Le s structure s choisie s pou r le s essai s on t ét é de s plaque s 
planes e t de s modèle s réduit s d'aube s d e turbin e hydrauliqu e ayan t l a form e d e coque s 
courbées. 
Dans l e premie r article , l e modèl e A R es t introdui t e n form e d'u n modèl e vectorie l ( à 
variables multiples) . Celui-c i es t mi s à  jour selo n l'ordr e d u modèl e pa r l'introductio n d'u n 
nouveau facteu r NO F (pou r l a sélection d e l'ordre minimum ) e t OMAC (pou r l a sélection de s 
modes). L'incertitud e su r le s paramètre s modau x es t introduit e pou r évalue r l a précisio n d e 
l'identification modale . L e deuxièm e articl e peu t êtr e considér é comm e l a versio n 
fréquentielle d u premie r o ù le s mode s son t classifie s ave c u n critèr e d e signa l su r brui t 
modale (DMSN ) pou r distinguer le s modes structurau x ains i qu e le s harmoniques, des mode s 
numériques. Ce s mode s structurau x son t utilisé s pou r l a constructio n d e spectre s no n bruité s 
à l'aid e d'u n facteu r amplificateur . Dan s l e troisièm e article , l a méthod e d u premie r articl e 
est appliqué e e n introduisan t un e fenêtr e d e court e duré e pou r réalise r u n suiv i modal . L a 
technique de s fenêtre s glissante s es t appliquée . L a longueu r d e l a fenêtr e vari e selo n l a 
première fréquenc e naturell e afi n d'êtr e capabl e d e l'identifier . L e quatrièm e présent e 
l'algorithme pou r l a mis e à  jour d u modèl e selo n l'ordr e e t auss i l e temps . L a solutio n es t 
mise à  jour , fenêtr e pa r fenêtre , e t n e demand e pa s de s répétition s d e calculs . Ce s point s 
synthétiques son t expliqués plu s détaillés comme sui t : 
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7.1 .Modélisatio n pa r le modèle autorégressi f 
Le modèl e autorégressi f es t l e noya u d e cett e recherch e pou r réalise r un e analys e modal e 
opérationnelle, e n vu d'extraire de s paramètres modau x ave c un e bonne précision . Dan s cett e 
thèse, c e modèl e a  ét é utilis é sou s fonn e d e variable s multiple s (o u vecteu r autorégressif -
VAR) pou r manipule r le s réponse s d e plusieur s capteurs . L e modèl e es t don c écri t sou s 
fonne vectorie l dan s cett e étude . Le s paramètre s d u modèl e son t estimé s pa r le s moindre s 
carrés. Ce s dernier s son t implémenté s pa r l a décompositio n Q R d e l a matric e de s données . 
Cette techniqu e es t numériquemen t trè s rapid e e t stable . Le s paramètre s modau x d u systèm e 
sont ensuit e dérivé s à  partir d e l a décomposition de s valeur s propre s d e l a matric e d'éta t qu i 
est constmit e ave c le s paramètre s d u modèle . Le s fréquence s naturelles , tau x 
d'amortissement e t mode s son t simultanémen t calculé s e t classifie s mod e pa r mode , grâc e à 
un nouveau facteu r d e classement DMSN . 
7.2 .Mis e à jour d u modèl e 
La solutio n d u modèl e es t mis e à  jour e n fonctio n d e l'ordr e e t d u temps . Pou r c e faire , l a 
matrice de s données es t subdivisé e e n sou s matrice s e t i l es t trouv é qu e seulemen t un e parti e 
de cett e matric e a  besoin d e manipulations mathématique s pou r qu e l a solutio n de s moindre s 
carrés, utilisan t l a décompositio n QR , soi t mis e à  jour. Le s algorithme s d e l a mis e à  )ou r 
selon l'ordr e e t selo n l e temp s son t présenté s dan s cett e thèse . Grâc e à  ce s mise s à  jour, l a 
recherche d'u n ordr e optimal devien t rapide . 
7.3 Déterminatio n d'u n ordr e optima l 
L'ordre optima l es t l a valeur minimal e de l'ordre d u modèle pour leque l toute s les fréquence s 
naturelles structurale s son t révélée s pa r l e modèle VAR , extraite s d u diagramm e d e stabilité . 
Cet ordr e es t trè s util e pou r évite r d'utilise r u n ordr e tro p faible , o u d e l e surestime r ave c u n 
ordre tro p élevé , c e qu i alourdirai t le s calculs . L'ordr e minima l es t detennin e à  parti r d'u n 
facteur qu i es t appelé NOF (Noise-rate  Order  Factor). 
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7.4 Classificatio n automatiqu e de s mode s e t paramètres modau x 
Un inconvénien t d e l a méthod e paramétriqu e à  variable s multiple s es t qu e l e nombr e de s 
pôles es t trè s élev é pa r rappor t a u nombr e d e mode s réel s recherchés . L a problématiqu e es t 
de distinguer le s fréquence s recherchée s de s fréquence s d e calcu l o u parasites . U n facteu r d e 
classification es t présent é dan s cett e thès e e n basan t su r le s participation s modale s dan s l a 
partie déterminist e e t stochastiqu e d u signa l (DMSN) . Le s mode s son t alor s classifie s 
automatiquement e n ordr e descendan t d e DMS N e t le s mode s physique s son t bie n identifié s 
aux première s positions . 
7.5 Incertitud e des paramètres modau x 
Quand o n fai t un e identification , i l es t indispensabl e d'établi r l a confianc e dan s le s 
prédictions. L e calcul d'incertitud e penne t d e porte r u n jugement su r l a qualité de s résultats . 
L'incertitude de s paramètre s modau x es t dérivé e pou r chaqu e paramètr e scalair e (fréquenc e 
namrelle, tau x d'amortissement , mode) . L'intervall e d e confiance es t calcul é à  chaque ordr e 
du modèl e e t o n peu t e n évalue r l a convergence selo n l'ordre . Cett e étud e penne t d e choisi r 
un seuil pou r détenniner l a valeur de l'ordr e d e calcul . 
7.6 Critèr e su r la stabilité de s mode s 
En utilisan t un e analys e modal e opérationnelle , l e critèr e d e corrélatio n MA C (Moda l 
Assurance Criterion ) es t difficilement utilisabl e à  moins d e disposer d'u n modèl e numérique . 
Une nouvell e versio n d e c e critèr e es t développé e dan s cett e recherch e e t port e l e no m 
OMAC (Order-MAC) . C e facteu r es t calcul é pa r l a coiTclatio n de s défonné s modale s d'u n 
même mod e su r deux ordre s consécutifs . Puisqu e l'ordr e peu t vaner , c e critère es t considér é 
pour évaluer l a stabilité de mode e t vérifier s i un mode es t bien u n mode structural . 
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7.7 Construction d u logicie l d'analys e modal e stationnaire .MODALA R 
Une logicie l MODALA R a  ét é construi t pou r réalise r l'analys e modal e opérationnell e d e 
stmctures stationnaires . L e programm e perme t d'analyse r u n gran d nombr e d e canau x 
mesures simultanément . Ave c seulemen t le s réponse s vibratoires , l e logicie l perme t 
d'identifier u n ordr e minimal , d'analyse r l a stabilit é de s fréquences , de s tau x 
d'amortissement e t de OMAC, de sélectionner le s modes structurau x e t d'établi r l a confianc e 
dans le s résultats d'aprè s le s incertitudes d e chaque paramètr e moda l identifié . L a Figur e 7. 1 
présente l'organigramm e d u logicie l MODALAR . 
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Figure 7.1 Organigramme d e MODALAR . 
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7.8 Identification d e masse ajoutée su r des plaques dans Fea u stagnante . 
Plusieurs plaque s e n acie r on t ét é testée s dan s l'ai r e t dan s l'ea u stagnant e afi n d e révéle r 
l'effet d e mass e ajouté e e t obsene r l e changemen t de s tau x d'amortissement . Le s plaque s 
sont mise s à  différente s profondeur s dan s l e ba c pou r évalue r l'effe t d e l'immersion . L e 
changement de s fréquence s selo n l a profondeur es t très év ident, ce qui perme t calcule r l'effe t 
de masse et d'amortissement ajouté s pou r chaque mode . 
7.9 Constructio n d u logicie l d'analys e modal e opérationnelle d e systèmes no n 
stationnaires STA R 
Le logicie l STA R es t constmi t pou r réalise r l e suiv i moda l d e vibration s no n stationnaire s 
av ec de s paramètre s modau x qu i varien t dan s l e temps . Grâc e à  l a mis e à  jour d u modèl e 
autorégressif selo n l e temp s e t selo n l'ordr e d u modèle , l e logicie l STA R es t capabl e d e 
suivre l e changemen t de s fréquence s d'u n systèm e pa r tout e sort e d'excitatio n (changemen t 
graduel o u instantané) . L'organigramme d u logicie l STA R es t présenté à  la Figur e 7.2 . 
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ordres 
"* Rlis e à jour selj j 
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Nouvelle donnée 
Figure 7.2 Organigramme d e STAR . 
7.10 Essai s dynamiques su r un e plaque sortant de l'ea u 
Une plaqu e encastré e de s deu x côté s a  ét é testé e e n l a retiran t graduellemen t d e l'eau . L a 
stmcture subi e un e excitatio n aléatoir e e n l a sortan t d e l'ea u e t le s réponse s temporelle s son t 
traitées pa r l a méthode STA R afi n d e révéler l e changement de s résonance s e t donc d e mass e 
ajoutée. 
7.11 Identificatio n d e masse et amortissement ajoutée s su r aube de turbine dan s 
des écoulements turbulent s 
Une aub e d e turbin e hydrauliqu e a  ét é testé e dan s de s condifion s d e turbulenc e e t à 
différentes vitesse s d'écoulemen t varien t d e 3. 5 m/ s à  1 0 m's pou r évalue r l'effe t d e masse e t 
amortissement ajouté s pa r l'écoulement . Le s pression s dynamique s d'ea u son t auss i 
mesurées selo n l e temps. 
CONCLUSION 
Cette thès e présent e un e étud e de s technique s d'analys e modal e opérationnell e d e stmctures . 
en utilisan t u n modèl e autorégressi f L'algorithm e obten u a  pou r objecti f d e penncttr e 
l'analyse modal e d e système s o u machine s e n opération . Le s application s on t port é su r de s 
stmctures immergée s soumise s à  u n écoulement , su r de s stmcture s à  comportemen t 
stationnaire ou non stationnaire . 
Les conclusions essentielle s peuven t êtr e soulignées comm e sui t : 
Le modèl e A R penne t d e réalise r un e analys e modal e opérationnell e d e stmcture s no n 
stationnaires. L a mise à jour d u modèle selo n l'ordr e e t l'introductio n d u facteu r NO F perme t 
d'éliminer l'inconvénien t d e la méthode su r l a sélection d e l'ordre , indépendammen t d u bmit . 
La mis e à  jour d u modèl e selo n l e temp s penne t d e réalise r u n algorithm e d u suiv i moda l 
adaptatif L e calcul pa r décomposition Q R permet un e bonne stabilité . 
Les fréquence s identifiée s e n fonctio n d e l'ordr e d e calcu l son t polluée s pa r de s fréquence s 
de bmit e t doivent êtr e épurées. Ce s fréquence s peuven t êtr e séparée s pa r l'introductio n d'u n 
facteur d e signa l su r bmit , modal . L a sélectio n de s mode s stmeturau x penne t d e constmir e 
des spectre s non bmités e t aussi d e clarifier l e suivi moda l d e systèmes non stationnaires . 
La précisio n d e l'identificatio n es t évalué e suit e a u calcu l d e l'incertitud e de s paramètre s 
modaux. Pa r l'étud e d e l'incertitude , o n a  constat é qu e le s intervalle s d e confianc e son t 
faibles e t stable s pou r le s fréquence s naturelle s qu i on t un e bonn e précision . Pa r contre , le s 
taux d'amortissemen t présenten t un e varianc e élevée . Le s intervalle s d e confianc e 
convergent ver s un e valeu r réduit e quan d l'ordr e augmente , alor s le s tau x d'amortissemen t 
demandent u n ordre d e calcu l plu s élevé . 1 1 es t toutefoi s possibl e qu e l a précision diminu e s i 
on augmentai t l'ordr e à  des valeurs beaucoup tro p élevées . 
L'algorithme A R développ é ave c un e fenêtr e d e court e duré e glissant e penne t d e fair e l e 
suivi d u changemen t de s fréquence s d e système s non-stationnaire s e t don c d e l a mass e 
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ajoutée. L e suiv i de s fréquence s es t d e bonn e précisio n dan s tou s le s ca s d e changements , 
qu'ils soien t graduels , instantané s o u causé s pa r un e excitatio n harmonique , aléatoir e o u 
transitoire. 
Par l'analys e modal e d e structure s immergées , l'effe t d e mass e ajouté e es t mi s e n é v idcnce 
avec un e bonn e précision . Ce t effe t es t concrétis é pou r chaqu e mod e pa r l e facteu r d e mass e 
ajoutée modale . C e facteu r vari e d e mod e à  mode e t représent e l a conditio n immergé e d e l a 
structure. 1 1 est maxima l quan d l a structur e es t totalemen t immergé e dan s l e fluide.  I l vari e 
fortement au x faible s profondeur s immergées . O n a  constat é u n facteu r d e mass e ajouté e 
variant d e 2  à  5  foi s (20 0 %  à  50 0 % ) d e l a mass e stmcturale . Quan d l a structur e es t 
totalement immergée , le s masse s ajoutée s n e son t pa s influencée s pa r l a vitess e 
d'écoulement. 
Les essai s d'analys e modal e sou s écoulemen t turbulen t on t mi s e n évidenc e l'effe t d e 
l'amortissement ajouté . Ce t effe t vari e clairemen t e n fonctio n d e l a vitesse d'écoulement . O n 
a constat é un e tendanc e d e l'augmentatio n linéair e de s tau x d'amortissemen t e n fonctio n d e 
la vitesse . Cependant , l a limit e de s vitesse s expérimentée s n e perme t pa s un e v  itesse trè s 
élevée pou r conclure . Pourtant , à  l a vitess e d e 9  m/s , u n facteu r d'amortissemen t ajout é 
modal a  ét é constat é d e 1 0 à  1 5 foi s s a valeu r d e référenc e à  vitess e nulle . L e suiv i no n 
stationnaire d e l'amortissemen t relèv e pa r contr e un e varianc e élevé e e t n'es t pa s viabl e 
quand l a stmcture subi e un e excitation aléatoir e ave c des intervalle s d e confiance trè s éle v es, 
à cause des grandes fluctuations  de s taux d'amortissemen t selo n l e temps. 
RECOMMANDATIONS 
La thès e présent e de s développement s originau x pou r réalise r un e analys e modal e 
opérationnelle, e n utilisan t l e modèl e AR . Cependant , certain s thème s son t encor e à 
améliorer e t qu i peuven t êtr e considéré s comm e de s direction s pou r un e futur e recherche , 
notamment pou r identifie r l'amortissemen t d'un e structur e d e form e quelconqu e soumis e à 
un écoulemen t turbulent . Ci-dessou s son t quelque s recommandation s e t suggestion s pou r l e 
faire. 
Sélection d'u n ordr e maxima l pou r le s taux d'amortissemen t 
11 a ét é remarqu é dan s cett e étud e qu e le s fréquence s naturelle s son t bie n identifiées , mêm e 
si celles-c i varien t dan s l e temps . Cependant , le s tau x d'amortissemen t possèden t de s 
incertitudes plu s élevée s e t demanden t u n ordr e plu s élev é (mai s pa s trop ) pou r qu'il s soien t 
plus précis . Don c un e valeur maximal e d e l'ordr e es t recommandée , e n s e basant su r un seui l 
de l'incertitud e de s taux d'amortissement . Un e foi s ce t ordre atteint, le s taux d'amortissemen t 
seront identifié s plu s précisémen t e t alor s l e suiv i d u changemen t d e ce s tau x devien t 
faisable. 
Choix d e la longueur de s fenêtre s 
Dans cett e étude , l e suiv i moda l es t condui t pou r l a méthod e de s fenêtre s glissantes . L a 
longueur de s fenêtre s a  ét é choisi e à  4  foi s l a périod e d e l a premièr e fréquenc e naturelle . 
Cette longueu r vari e auss i selo n l a variatio n d e ceU e fréquence . Bie n qu e cett e longueu r 
fonctionne bie n pou r révéle r le s changement s de s fréquences , le s résultat s son t encor e à 
valider pou r identifie r l a variation de s taux d'amortissement . 
Amélioration d u ban c d'essa i 
Le ban c d'essa i conç u dan s l e cadre d e cett e étud e es t suffisan t pou r de s essai s immergé s e t 
sous écoulement. Cependant , i l y aura quelques points qu i pourront êtr e améliorés . 
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Le système de fixation  march e bien avec tous le s essais su r le s plaques mais avec l a structure 
de l'aube , un e fréquenc e parasit e es t apparu e à  pe u prè s 20 0 Hz . 1 1 est recommand é d e 
l'étudier numériquemen t pa r éléments finis  pour améliorer l a conception. 
Dans cett e étude , nou s avon s voul u fair e de s essai s su r un e grand e gamin e d e vitesse s 
d'écoulement afi n d'observe r l e changemen t de s amortissement s ajouté s selo n l a vitesse . 
Cependant, un e vitess e d'essa i plu s grand e qu e 1 0 m/s risque  d e renverse r d e l'ea u hor s d e 
bac e t don c nou s avon s limit é le s vitesse s à  moin s d e 1 0 m/s . 1 1 est don c recommand é 
d'étudier l a conception pou r pennettre des vitesses d'écoulement plu s élevées e t ains i étudie r 
l'effet de s hautes vitesses sur l'amortissement . 
ANNEXE I 
IDENTIFICATION O F MODA L PARAMETER S B Y EXPERIMENTA L MODA L 
ANALYSIS FO R ASSESSMENT O F BRIDG E REHABILITATIO N 
Cet articl e a  ét é publi é dan s l e compte-rend u d e conférenc e INTERNATIONA L 
OPERATIONAL MODA L ANALYSI S CONFERENC E (lOMAC) , Copenhague , Apri l 
2007. L a présentation suivant e de l'articl e es t conservée comm e dan s l'original . 
ABSTRACT 
This pape r présent s a  stud y o n th e identificatio n o f moda l parameter s b y expérimenta l 
operational moda l analysi s fo r th e assessmen t o f bridg e rehabilitation . Moda l parameter s o f 
the bridg e befor e an d afte r rehabilitatio n ar e estimated . Nonna l traffi c flow  ove r th e bridg e 
provided th e excitatio n source . A  single 3 D aeccleromcter , locate d a t mid-spa n ofth e bridg e 
was use d t o obtai n natura l frequencie s an d dampin g ratio s o f th e vibratio n modes . 
Identification o f moda l parameter s wa s conducte d usin g fou r method s includin g th e Pea k 
Picking metho d (PP) , th e Leas t Squar e Comple x Exponentia l metho d (LSCE) , th e 
Autoregressive metho d (AR ) an d th e Autoregressiv e Movin g Averag e metho d (ARMA) . 
During th e study , the concrète deck ofth e bridg e was replaced b y orthotropic stee l i n order t o 
increase it s loa d capacity . Th e effec t o f thi s rehabilitatio n ca n b e clearl y observe d throug h 
estimated vibratio n parameter s i n the stability diagrams . 
INTRODUCTION 
Operational moda l analysi s ca n b e applie d t o asses s stmctura l integrit y throug h estimatio n 
and monitorin g o f stmcture s suc h a s bridges . Th e Operational  Modal  .Analysis  (OMA ) 
technique, als o calle d Ambient  Modal  o r Output  only  Modal  .Anaivsis  wa s first  develope d 
during th e 1970's . I t has been widel y applie d i n electrical , mechanica l an d civi l engineering . 
The advantage s o f thi s techniqu e include ; n o requiremen t fo r inpu t excitation , applicabilit y 
for larg e structures , lo w cos t an d simplicity . However . tw o disadvantage s ofth e metho d ar e 
the lac k o f accurat e identificatio n tool s an d hig h nois e contaminatio n o f th e data , whic h 
needs t o be filtered befor e i t can be used effectively . 
In thi s pape r th e Operationa l Moda l Analysi s techniqu e i s use d t o estimat e th e moda l 
parameters o f a  bridge befor e an d afte r rehabilitation . Thi s techniqu e i s usefu i an d quic k t o 
estimate th e dynami c parameter s ofth e bridg e an d i s therefor e ver y usefu i i n evaluatin g th e 
effect o f rehabilitatio n o n th e stmctura l strengt h o f th e bridge . Sinc e th e dat a wa s highl y 
contaminated b y man y condition s o n th e actua l bridge , tw o method s o f moda l identificatio n 
based o n th e A R an d ARM A model s wer e use d t o filter  nois e effects . Th e advantage s o f 
thèse method s ca n b e cleari y see n b y comparin g wit h classica l method s suc h a s th e pea k 
picking and the leas t squar e complex exponentia l methods . 
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BRIDGE AN D REHABILITATIO N WOR K 
The bridg e consist s o f a  1. 0 m  centra l raiiwa y combine d wit h a  3. 5 m  singl e roadwa y lane . 
The 27.1 2 m  on e spa n superstmctur c i s compose d o f tw o open-braee d Pon y trussc s 2.2 5 m 
high an d 4.5 8 m  distance . Diaphragm s an d longitudina l 1-beam s are include d t o suppor t th e 
rails an d th e concrèt e dec k ofth e roadwa y (Fig . 1). Th e bridg e i s use d i n a  coal-pi t wher e 
more tha n 10 0 heav y tmck s an d a n averag e o f 2 0 train s pas s evei 7 day . I t wa s designe d i n 
1970 fo r a  liv e loa d o f a  TU7E locomotiv e plu s a  wagon o f 3. 6 T m o r roa d track s o f 2 0 T . 
Since installation , i t has been regularl y maintaine d an d inspected . I n 2002, extcnsive damag e 
to the concrèt e deck w  as foun d an d th e bridge wa s rated a s inadéquat e to suppor t hea v y coal 
traffic [1] . The bridg e neede d rehabilitatio n befor e i t coul d b e retume d t o servic e fo r heav y 
traffic. 
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Figure la , b . View ofth e bridg e and it s cross section . 
The solutio n chose n b y th e coalmin e owne r wa s t o replac e th e concrèt e dec k b y a  stronge r 
bridge deck . Th e ne w dec k mus t bette r suppor t th e dynami c force s o f th e tmcks . reduc e th e 
bridge tota l dea d w  eight an d increas e th e liv e loa d capacit y o f th e stmcture . A n approac h 
using orthotropic stee l prefabricated plat e wa s chosen fro m severa l proposai s (Fig.2) . 
840 
690 1 Runnin g steel plate 
2 U  shape stiffnes s 
3 I  shape bea m 
SECTION A  -  A 
180 180 1 0 
Figure 2 . The ne w orthotropi c stee l plate . 
DYNAMIC MEASUREMEN T EQUIPMEN T 
Traffic o n th e bridge ca n b e described a s high intensity . Operationa l dynami c measurement s 
were take n befor e an d afte r rehabilitatio n work . i n 200 1 an d 200 2 respectively . i n orde r t o 
détermine the stmctura l moda l parameters . Sinc e th e mai n tmsse s wer e no t modifie d an d th e 
stmctural mod e shape s wer e no t significantl y changed . onl y on e acceleromete r 3 D wa s 
placed a t the mid-spa n nod e ofth e tmss . Thi s instmmen t provide d tempora l respons e dat a i n 
X-Transversal, Y-Vertica l an d Z-Longitudina l directions . Accélératio n i s measured first,  an d 
then integrate d t o obtain th e relative displacement . Th e dat a ar e acquired an d sample d a t 20 0 
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Hz usin g a  mult i channe l platfor m NHC-VM51 1 (Fig.3) . Severa l moda l idenuficatio n 
methods ar e considered fo r dat a processing . The y wil l be described i n more détai l i n the nex t 
secfion. 
Figure 3. .Measurement system an d disposition . 
IDENTIFICATION METHOD S 
The pea k pickin g usin g Fourie r transfonnatio n i s a  well-know n metho d fo r moda l analysi s 
and i s incorporate d i n man y commercia l tools . Th e natura l frequencie s ar e picke d directl y 
from th e powe r spectra l densit y plo t (PSD ) an d th e dampin g rat e correspond s t o th e 
sharpness o f eac h pea k throug h applicatio n o f th e hal f powe r metho d [2] . Ho w ev er. unde r 
operational condition s th e result s obtaine d fro m thi s metho d strongl y dépen d o n use r 
expérience an d intuitio n fo r pea k choosin g an d distinctio n [3] . An alternativ e approach , th e 
LSCE metho d [4 ] ha s bee n develope d whic h involve s fittin g th e impulsiv e response s i n th e 
time domain . I n thi s paper , tw o advance d method s base d o n Auto-Regressiv e (AR ) an d 
Auto-Regressive Movin g Averag e (ARMA ) model s ar e presente d [5] . Thès e tak e int o 
account th e effect o f noise from th e excitation sourc e on the response data . 
Least Square Comple x Exponentia l (LSCE ) metho d 
Introduced i n lat e 197 9 b y Brown , Alleman g an d Zimmerma n [4] , thi s metho d i s a 
straightforward applicatio n ofth e Comple x Exponentia l (CE ) to the SIMO system. I t is based 
on a  représentation ofth e Impulsiv e Respons e Funefio n (IRF ) by a  polynomial wit h th e sam e 
coefficients fo r globa l response . Som e othe r method s tha t us e fitdn g o f th e IR F fo r outpu t 
only includ e the PolyReferenc e Comple x Exponenfia l (PRCE ) metho d [6] , the Ibrahi m Tim e 
Domain (ITD ) metho d [7 ] an d th e Covariance-drive n Stochasti c Subspac c Identificatio n 
(SSI-COV) method [8] . 
ARMA metho d 
ARMA i s one o f a  number o f appropriat e mathematica l model s fo r dynami c Systems . I t wa s 
first develope d fo r moda l analysi s b y Gersc h [9] . I t présent s th e dynami c behaviou r ofth e 
stmcture usin g a high-order differentia l équatio n o r a fime séries fonnat [10 . 11] : 
y{t)-t- a,y(t -\)  +  a,y(t -2)  +  ...-^ a y(t  -  p)  =  w(t) + cyv(t -\)  +  c,w(t -2)  +  ... + c w(t  - q)  (1 ) 
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where v(/)an d n(/)ar e respectivel y th e output an d inpu t a t time /  an d p,q  ar e A R an d M A 
order ofthe model . 
In OMA, n o infonnatio n abou t th e excitatio n i s available . Th e inpu t i s modele d a s a  nonna l 
Gaussian whit e nois e [12] . Th e autoregressiv e parameter s c/ , an d th e movin g averag e 
parameters c , ar e thc n estimate d usin g severa l algorithm s i n order t o best fit  th e mode l t o the 
response data . Som e well-know n tool s ar e th e leas t square , th e maximu m likelihoo d an d 
instrumental variabl e estimation . I n thi s work , w e us e th e itérativ e searc h algorith m [13] , 
which ha s bee n wel l develope d i n th e Matla b syste m identificatio n toolbo x [14] . Thi s 
prédictive erro r metho d use s a  Gauss-Newto n itérativ e searc h algorith m o f th e quadrati c 
séquence ofthe error . The itératio n wil l b e tcrminated whe n on e o f severa l criteri a i s reache d 
and the n th e parameter s ar e estimated . Th e moda l characteristic s ar e finally  identifie d usin g 
only the autoregressive parameter s [5] . 
Autoregressive (AR ) metho d an d generalized leas t square estimat e 
Since the self-moda l parameter s are relate d t o the autoregressive portion , the mov ing averag e 
portion o f th e ARM A mode l ca n b e ignore d an d th e ARM A mode l become s a n 
autoregressive model . Th e inpu t ir(Oa t tim e /  no w become s th e residua l séquenc e ofth e 
model [15] . One ca n no w tak e a  furthe r ste p t o conside r th e inpu t a s generalize d nois e an d 
also a s th e outpu t o f a  same orde r A R mode l o f a  Gaussia n nois e inpu t r (0 with parameter s 
h 
,,--\ p  • 
\y(t) +  a,y(t-\)-^a.yit-2)-+... +  a^,y(t- p)  =  w(t) 
[w(t)-^b^w(t -\)  +  b,w(t -2) +  ... + b^w(t - p)  =  zit) 
(2) 
Taking . V sampl e data r  = [A- A+ l .. . A  +  A'- l] th e residual vecto r i s expressed as : 
Z, =Y,-A^d-B^y/  (3 ) 
where u \ =[uU- ) u(A+l ) .. . ir(A- + A ' -1) ] '; ) \ =  [ v(A-) y(k  +  \) ...  r(A-h.V-l)] ' 
6' = [o, a,  ...  a^ ] •.\f/  = \b^ b,  ...  A^ J and : 
A = 
p 
- 1 
-W 
k-\ 
' * - / . + l 
•.>W,v-
B 
-IV, 
- " • , 
-w, 
-w, 
- u k-p 
'k-p+\ 
' k+\-2 - I l A + , \ - 3 - U ' k + S-p-\ 
The leas t squar e estimat e i s now applied t o séquenc e Z  ^ an d t o generat e th e final  estimate d 
autoregressive parameter s vecto r [16] : 
à^,=(.A\.A^y.A]Y,-(.A],AX-iB,ii^^ (4 ) 
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Since 6^^  i s a  self-dependen t séquence , a n itérativ e schem e i s used w  ith th e first  valu e take n 
from a n ordinar y leas t square . I n ou r case , th e itération s wer e tenninate d vvhe n th e standar d 
déviation o f two consécutives steps converged a t 5  "o. 
DATA PROCESSIN G AN D RESUL T 
Certain particularifie s ofth e stud y case must b e taken int o considération befor e processin g o f 
the data. Firsfly , th e response dat a i s measured unde r actua l operationa l conditions . There ar e 
ambient vibration s du e to many inpu t factors , nonna l traffic , win d load , w ater interaction an d 
noises, So , a  ver y larg e nois e contaminatio n wil l b e présen t i n th e measure d responses , 
Furthermore, w e canno t contro l th e traffi c vveigh t an d speed . an d th e bridg e dec k i s no t 
completely smoot h an d flat.  Thi s mean s tha t w e mus t accoun t fo r case s o f missin g dat a an d 
the influenc e o f shoc k frequencie s [17] . Befor e processin g th e measure d results , a  finite 
clément analysi s ofth e bridg e structur e wa s conducte d i n SAP200 0 [18 ] to predict th e effec t 
ofthe rehabilitatio n wor k (Fig . 4) 
Figure 4. Finite élémen t analysis o f vibration modes . 
Data an d resui t 
The bridg e i s use d fo r bot h raiiwa y an d roadway . S o dat a mus t b e take n fo r bot h trai n an d 
tmck passages . 
Time responses 
There ar e thre e simultaneou s response s dat a fo r eac h passage . Usin g Vietnames e code , th e 
transverse vibratio n i s the most importan t fo r thi s kind o f bridge, so only thi s componen t wil l 
be processed. Dat a processing of two other directions i s included fo r référence only . The tim e 
responses measure d fo r trai n an d tmc k passage s befor e an d afte r bridg e rehabilitatio n ar e 
shown i n Fig.5a and 5b . 
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Figure 5a , 5b. Time response s du e to train an d truc k passages . 
Four différen t method s wer e considered . Fo r thi s reason , afte r examinin g th e respons e data , 
we decide d t o us e onl y th e impulsiv e dat a fo r processing , whic h correspond s t o th e sel f 
vibration dat a ofth e bridge . Thi s approac h allow s u s t o avoi d estimatio n ofth e liv e load , a 
very complex subjec t i n bridge engineering . 
PSD plots 
The samplin g frequenc y wa s selecte d a t 20 0 H z wit h a  frequenc y rang e u p t o 10 0 Hz . Fro m 
the PS D plo t (Fig.6a , 6b) , pea k pickin g onl y provide s th e first  tw o natura l frequencies . Th e 
third peak i s relatively smai l an d mus t be identified b y other methods . 
a) Before rehabilitatio n b ) After rehabilitatio n 
Figure 6a, 6b: PSD plots due to train an d truc k passages . 
LSCE method 
The frequenc y stabilit y diagram s obtaine d fro m th e LSC E metho d befor e an d afte r th e 
rehabilitation wor k ar e show n i n Fig.7 a an d 7 b respectively . The y sho w th e variatio n ofth e 
computed frequencie s wit h th e order ofthe polynomia l for m considere d i n the model . 
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Figure 7a , 7b . Frequenc y stabilit y diagram s b y LSC E method . 
The LSCE  metho d produce s a  lo t o f informatio n howeve r th e result s ar e no t stable . 
Nevertheless, w e ca n distinguis h 3  natura l frequencie s ( 2 Hz , 3 0 H z an d 8 0 Hz) . Thès e 
V alues are close to those expected an d ar e more stabl e than the others . 
AR.MA method 
The frequenc y stabilit y diagram s obtaine d fro m th e ARM A metho d befor e an d afte r th e 
rehabilitation wor k ar e shown i n Fig.8a an d 8 b respectively . 
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Figure 8a , 8b. Frequenc y stabilit y diagram s usin g th e ,\R.M A method . 
The ARM A metho d reveal s clearl y th e first 2  natura l frequencie s ( 2 Hz , 30 Hz ) a s the mor e 
stable ones. The third mod e appears close to 80 and 6 0 H z but i s less clearly seen . 
AR method 
The frequenc y stabilit y diagram s obtaine d fro m th e A R metho d befor e an d afte r 
rehabilitation wor k ar e shown i n Fig.9a and 9 b respectively . 
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Figure 9a, 9b. Frequency stability diagrams using the .\R method . 
The AR method reveal s cleari y the 3  first natural frequencie s (clos e t o 2  Hz, 30 Hz and 60 
Hz), especially afte r th e rehabilitatio n wor k (Fig.9b) . The thir d mod e doesn' t appea r i n the 
measurements taken before the rehabilitation work. 
Synthesis if identification 
Estimation of natural frequencies 
Table 1  summarizes th e result s obtaine d fro m th e fou r in v estigated method s an d compare s 
them with the finite clément results. One can see that the first tw o natural frequencie s o f the 
stmcture increas e afte r rehabilitation . I n our targeted frequenc y rang e the first one increase s 
about 23 % and the second, 7.5 "o. Thèse results correlate wel l with the finite clémen t model 
[19]. Also , they satisf y specificafion s ofth e existin g Vietnames e raiiwa y bridg e inspectio n 
code [20] vvhen ail the frequencies ar e greater than 0.6 Hz. 
Table 1 . Natural frequencies of identified mode s 
Method 
PP 
LCSE 
ARMA 
AR 
FEA 
Before rehabilitatio n (Hz ) 
Mode I 
1.103 
1.422 
1.690 
1.739 
-
\ Mode  2 
29.418 
29.375 
29.282 
28.978 
~ 
Mode 3 
— 
81.845 
81.865 
— 
-
.After rehabilitatio n (Hz ) 
Mode 1 
1.980 
2,041 
2.128 
2.149 
2.186 
Mode 2  1  Mode  3 
31.188 
31.552 
31.474 
34.663 
34.554 
-
— 
61.322 
61.872 
60.755 
Estimation of damping 
The dampin g rate s ar e mor e difficul t t o identif y tha n th e natura l frequencies . Figur e 1 0 
shows the damping rate for the second mode after rehabilitatio n (clos e to 34 Hz) by applying 
the LSCE, ARMA and AR methods respectix ely. 
174 
f 
( 
^i 
1 
D 
i l 
• ô 
I 
î 
î 
- 7 T 
* 
t 
L:^ECT^ 49 SKI, (faTin) ixkn I M : 
ï I  (  i  i  •  I  I  1 
: 
i l 
1 
1 
• 
' • 
-^ 
*, 
4iu:. D sm Ek SIfti itajK '  iKkE Vcife : 
. ,  ,  ,  , 
r ? I  1  !  c  ' ^ t 
Dam Al V 
I 
c 
l. 
t 
[ 
.! 
1 
* 
" 
AP. Difi^ 1* ïÉii i f a^ f  ÉKu iM : 
i t ^  î  î  I  !  l f s 
Figure 10 . Damping rat e stability diagram s usin g LSCE , .AR.M.A and .\R methods . 
The dampin g rat e diagram s fo r eac h metho d ar e no t ver y stabl e bu t the v stil l provid e a n 
approximate estimat e o f the percentage o f the damping rate . Th e results ar e summarized i n 
Table 2 . fo r the thre e mode s an d fo r eac h method . Not e tha t th e first  mod e i s ver y highl y 
damped compare d to the two other modes . 
Table 2. Damping ratio s of identified mode s 
Method 
Before rehabilitatio n ("/o) 
.Mode 1 
PP 41.1 8 
LCSE ^  40-6 0 
ARMA 27-4 2 
AR 20-40 
Mode 2 
1.24 
0.3-0.5 
0.3-1.2 
0.5-1,5 
.Mode 3 
— 
0.5-2,5 
0.5-7.0 
— 
After rehabilitatio n (% ) 
.Mode 1 
30.72 
9-30 
10-30 
40-55 
.\fode 2 
3.66 
1,5-3.0 
2.5-4.5 
0.5-2.5 
.Mode 3 
. . . 
. . . 
1.0-2.5 
0.5-1.0 
Estimation of  dynamic load  factor and  running surface 
Dynamic loa d facto r (DLF ) is ver y importan t i n highwa y bridg e desig n an d évaluation . I t 
represents th e interactio n betwee n th e stmctur e an d vehicl e an d als o th e mnnin g surfac e 
status. The formula (5 ) used i n this pape r i s provided i n a work o f Batch an d Pinjarkar [21] . 
It i s also use d i n man y desig n code s suc h a s AASHTO [22 ] and the new Vietnames e cod e 
[23]. 
DLF =  \ + DLA = \ + {R,^„-R )/^^,„ , (5 ) 
where DL F i s th e dynami c allowanc e facto r an d Rj„,,R,i^„  ar e th e maximu m vertica l 
dynamic an d stati c response s respectively , normall y take n a s deflection (mm) . In ou r case , 
the numerato r Rj^.„-R„^„  is take n fro m th e Y-directio n respons e diagra m (Tabl e 3) , The 
denominator ^ ,^ „ i s the calculated maximu m stati c deflection du e to the assigned li v e load in 
finite élémen t method analysi s [1]. 
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Table 3. Dvnamic load  facto r 
Load 
Train 
Truck 
Before Rehabilitatio n 
.Assigned 
live load 
TU7E+3.6T/m 
H30 Ton 
(mm) 
26.11 
13.49 
ii\n •'lai 
(mm) 
3.0 
5.0 
DLF 
1.11 
1.37 
After Rehabilitatio n 
.Assigned 
live load 
TU7E+4,16T/m 
H30 Ton 
(mm) 
19.64 
10.70 
^/ -1^,, 
(mm) 
1.30 
3.0 
DLF 
1.07 
1.28 
It ca n b e observe d tha t th e DL F decrease s afte r rehabilitation . Thi s resui t expresse s th e fac t 
that th e runnin g surfac e become s better , mor e continuou s an d therefor e expérience s les s 
shock loads . 
CONCLUSIONS 
Operational moda l analysi s ca n b e conducte d i n tim e domai n fo r signa l processin g b y usin g 
only outpu t dat a i n orde r t o identif y stmctura l moda l parameter s fo r stmcture s évaluation . 
When makin g measurement s unde r actua l operationa l conditions , vibratio n signai s ar e 
perturbed b y a  large amoun t o f noise which affect s th e précision of results. The results can b e 
considered acceptabl e an d realistic . especially th e A R an d ARM A method s whic h see m ver y 
suitable fo r estimatin g th e natura l frequencies . However . th e estimatio n o f dampin g i s mor e 
difficult an d thès e method s giv e onl y a n approximation . Furthe r studie s mus t b e carrie d ou t 
to identif y th e moda l parameter s an d mod e shape s i n th e présenc e o f hig h nois e le v els an d 
high damping rates , especially fo r no n linea r stmctures . 
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ANNEXE I I 
ANAL^ SE MODAL E OPERATIONNELL E A V EC METHODE S TEMPORELLE S 
Cet articl e a  ét é publi é dan s l e compte-rend u d e conférenc e annuell e d e l'ASSOClATlO N 
CANADIENNE D E VIBRATIO N DE S MACHINE S (ACVM) , Montréal , Dec . 2006 . L a 
présentation suivant e de l'article es t conservée comm e dans l'original . 
RÉSUMÉ 
L'analyse modal e e n opérafio n (AMO ) es t l a techniqu e d'analys e modal e basé e su r 
seulement le s réponse s d e l a stmcture . Ell e utilis e le s force s ambiante s o u d'opératio n 
comme de s source s d'excitation . L a technique es t appliqué e a u lie u de s méthode s classique s 
lorsqu'il es t difficil e d'exerce r un e forc e artificiell e su r l a structur e e n profitan t de s 
conditions d'opératio n actuelles . Pou r l a plupar t de s stmcture s d e géni e civi l e t d e géni e 
mécanique, i l es t parfoi s trè s difficile  d'utilise r un e forc e extern e connu e à  caus e de s 
dimensions de s stmctures , leu r fonn e o u leu r endroit . Le s force s son t alor s exercée s pa r de s 
forces ambiante s o u force s d'opératio n comm e pa r exempl e su r le s structure s offshore , l e 
vent su r le s édifices , le s surcharge s su r le s pont s e t le s vibration s su r le s grande s machines . 
Tandis qu e le s méthode s d'analys e modal e générale s son t traitée s dan s l e domain e 
fréquentiel. le s technique s d'analys e modal e e n opératio n son t presqu e toute s réalisée s ave c 
des condition s réelle s e t dan s l e domain e temporel . Ce t articl e a  pou r bu t d'identifie r le s 
paramètres dynamique s de s stmcture s dan s de s condition s d'opération , e n développan t de s 
algorithmes temporels . Le s méthode s utilisée s son t l a méthod e d e puissanc e spectrale , l a 
méthode d e moindr e carré e complex e exponentiell e (LSCE ) e t l a méthod e auto-régressiv e 
(ARMA). L e cas étudi é es t u n pon t rée l pou r leque l o n a  déterminé le s fréquence s naturelle s 
et le s taux d'amortissement , e n utilisant seulemen t l a réponse vibratoire . 
INTRODUCTION 
L'analyse modal e a  pour bu t d'extrair e le s propriété s dynamique s d'un e structur e à  parti r d e 
l'expérimentation. L a technique a  été développé e d'abor d dan s l'industri e aéronautiqu e dan s 
des année s 194 0 e t es t devenu e trè s populair e dan s beaucou p d e domaine s technologique s à 
partir de s année s 1970 . L'analys e modal e es t trè s largemen t appliqué e à  no s jours . Dan s 
presque toute s le s stmcture s réelles , comm e le s stmcture s d e géni e civi l e t d e géni e 
mécanique, i l peut êtr e très difficil e d'exerce r un e forc e connu e pou r engendre r un e vibratio n 
initiale. D e plus, le s grandes stmcture s subissen t souven t de s charges naturelle s difficilemen t 
mesurables. C'es t pourquo i l'analys e modal e opérationnell e de s stmcture s es t basé e su r le s 
conditions d'opératio n naturelle . O n di t qu e c'es t l'analys e modal e e n opération . Le s 
avantages d e cette méthode son t son prix d'exécutio n trè s bas et l e fait quell e ne demande pa s 
un arrê t d e production . L'inconvénien t d e cett e techniqu e es t qu'o n n e connaî t pa s 
l'excitation. 
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LES METHODE S D'IDENTIFICATIO N 
11 existe d e nombreuse s méthode s d'identificatio n modale s [1 ] e t [6] , soit temporelle s [2 ] o u 
fréquentielles [3] . 
.Méthode de puissance spectral e 
Cette méthod e es t connu e comm e l a méthod e l a plu s simpl e pou r détermine r le s paramètre s 
dynamiques d'un e stmcture . L'idé e d e cett e méthod e s e bas e su r l e princip e d e résonance . 
Quand l a fréquenc e d e l'excitatio n ten d ver s l a fréquenc e propr e d e structure , l'énergi e 
devient maximale . Le s fréquence s naturelle s d u systèm e son t simplemen t extraite s pa r 
l'observation de s pic s su r l e graphiqu e d e répons e (l e périodogramme - figure  1) . Le s tau x 
d'amortissement son t calculé s à  parti r d u facteu r d e qualit é qu i défini t l'acuit é d e l a 
résonance. Le s forme s modale s son t calculée s à  partir de s rapport s d'amplitude s de s pics au x 
différents point s de la structure . 
On suppos e œ  le vecteur des fréquences dan s un e bande des fréquence s mesurées . Ce vecteu r 
est donné dans l e domaine fréquentie l o u peut êtr e reformé à  partir de mesures temporelles : 
co^Fs[0 1  .. . (,?-]) ] = — - [0 1  .. . (/?-l) l (1 ) 
dt n 
Es =  :  L a fréquence d'échantillonnage . (2 ) 
dt n 
dt :  L e temps d'échantillonnage . 
n :  L e nombre d'échantillons . 
Y(cù) :  l e vecteu r d e répons e dan s l e domain e fréquentiel . 1 1 est donn é directemen t dan s l e 
domaine fréquentie l o u peu t êtr e transform é à  parti r d e l a répons e temporell e pa r l a 
Transformafion d e Fourie r (FFT) . 
Y((0) = FFT(y(t)). (3 ) 
où :  i ( / ) es t l a réponse temporell e de n points correspondant à  n instants mesurés . 
En observan t l e périodogramm e o n a : P  es t l a puissanc e d'u n pic . Alor s l a fréquenc e 
correspondante O)  es t l a fréquenc e propr e d e l a stmcture . L e rappor t d'amortissemen t 
coiTCspondant à  l a fréquenc e naturell e es t calcul é pa r l a méthod e d e demi-puissanc e (o u de s 
P 
3dB) [4] . A la valeur mi-puissance—^ , on a  2 valeurs de fréquence co\  e t co\  : 
y co*  - co 
C.= f  (4 ) 
2co 
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Figl. .Méthod e de puissance spectrale . 
.Méthode de s moindre s carré s complexe s exponentiel s (Leas t Squar e Comple x 
Exponential -  LSCE) 
La méthod e LSC E a  été introduite dan s le s années 197 9 comm e l e développement d e la 
méthode C E (Complexe s exponentielles ) [5] . C'est un e méthod e SIM O qu i travaill e 
simultanément ave c plusieur s réponse s IRF s obtenue s e n plusieur s point s mesuré s e t 
engendrées pa r l'excitation e n un seul point . 
Considérons une réponse IRF s d'un systèm e SIS O : 
'[,kif) = t.r-fke'' 
/7(0-£.4y^' 
ou ,v , =-(y,s +/ft > . 
La réponse temporelle h{t)  dan s un délai L  avec le s périodes égale s A(t) 
/,„ = / / (0 ) -£ . - i , 
r = \ 
2, \ 
/7, =h(At) =  Y^A,e 
r=\ 
h^=h(LM)^Y.'^A' {L\l) 
(5) 
(6) 
(7) 
ou plus simplemen t 
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avec 
A, = î -f-
r = l 
/ ^ = S ••',-'; 
r =  ] 
K=t-fy'j 
r = l 
I '  . S I 
\ -e 
(8) 
(9) 
Dans ces formules , .-( , e t F  n e sont pas déterminés . E n fait , o n peu t toujour s construir e un 
polynôme en F  d'ordr e L  avec les coefficients autorégressif s selo n la fonne ci-dessou s : 
P, +(3f,.+f3A';+.... +f3,v:  =0  (10 ) 
Pour calculer les coefficients, nou s multiplions les équations (8) avec les (3,  con-espondant et 
faisons l a somme : 
ZA/',=Z(Al-^;'-' , . )=X(-i lA';') 
On trouve que ( 10) et ( 11 )  sont les mêmes. Donc il faut que pour chaque Vr : 
ZA/',-o 
(H) 
(12) 
7=0 
De (12). en considérant L = 2N, avec les P-...^  égau x à  1 , on peut calcule r le s coefficients d e 
P selo n les équations : 
h, h, 
/';.v-i fhs 
lu,_f 
lu. 
/ '4 ,V-2. 
' A 
P 
.A.V-I ^ 
. = - . 
/ / , , 
> 
/ ' 4 V - I , 
(13) 
ou plus simplement : 
[fA{/^]={h'] (14 ) 
On développ e cett e équatio n pou r l a procédure globale , avec p  réponses IRF s aux p  points 
mesurés. Il faut note r aussi que {/3]  sont de quanfités globales et sont les mêmes. Donc : 
M 
[h,] 
A 
[/?}= 
{"1, 
{"1 (15) 
ou VAm={ho] (16) 
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On applique l a solution de s moindres carrée s pa r la technique pseudo invers e [6 ] : 
Avec le s valeur s de/?^ , o n peut utilise r (10 ) pou r détermine r le s valeur s d e /, ' et (1 1 ) pour 
calculer le s fréquences naturelle s ains i qu e le s taux d'amortissement . 
La méthode de AutoRegrcssive Movin g Average (ARMA ) 
L'algorithme d e la méthode ARM A a  été développ é pa r Gersc h [7 ] pou r le s système s SIS O 
dans de s année s 1960 . Considéron s l e comportement d'u n systèm e linéair e ave c un e seul e 
entrée f{t)  e t une seul e sorti e v(/ ) décri t pa r un e équatio n différentiell e linéair e ave c de s 
coefficients constants . 
dA(t) d"-\(t)  dvd)  ^  ^  d'Ait)  ^  d'"-f(t)  ^  df{t)  ,  ^ . 
" „ — ' ' +  ^„  I  '—r-  + ... + a,- -ta,,y{t)  =  b,„— -^b„  ,  • — — - l - . . . - l - ^ , - +  h,1 (t 
" dt"  "" ' dt"-'  '  dt  ' • ' " dt'"  '"" ' dt"-'  '  dt 
(18) 
On peut auss i établi r une équation similair e discrèt e a v e c un intervalle At des échantillons . 
av(l-n) +  a,  ^,y(t-nA-\) +  ... + a,y(t-\) +  a,Ait)^ 
(19) 
I3j(t-in) +  f3„,_J(t-m + Y) + ... + pJ(t-\) +  (3j(t) 
En plus concis : 
^ c r , r ( / - A ) =  |^ /? , / ( / -A-) (20 ) 
A = 0 /  - I l 
OÙ a^. et P,.  son t nommé s de s paramètres autorégressifs  e t moyenne mobile.  Le s C, , e t /^ ^ 
sont égaux à 1. 
Considérons maintenan t u n systèm e d e .W  DOF, parce qu e a^,  est éga l à  1. On a  l'équation 
(20) sous l a forme : 
2,V 
a,,y(i) + Y,^,y{t-k)= Y^pj(t-k)  (21 ) 
2,v : v - i 
y(t) =  -Y,cx,y(t-k)+Y,PJ(t-k) (22 ) 
k=l k=U 
: v - i 
-'^ai.y(t-k) es t la parti e auto-régressive,  ^  P^f(t  -k)  es t la parti e à  moyenne 
\ k=0 
2,v : v - i 
O U 
*=l 
mobile. 
Sous forme d e matrices : 
•(/) = {-r(/-l) - . r ( / -2) . . . - r ( / -2 jV) / ( / ) / ( / - l ) . . . / ( / -2A ^ +  l)l' 
a, 
a,, 
Av-
(23) 
Si on prend 2 A'^ instants t= 2 A^ +1, 2  JV +2,..., 2 iV + 1, o n aura: 
v(2^ + l) 
v(2A^  + 2) 
v(2^ + L) 
i L c l l 
-r(2yV) 
-v(2^ +  l) 
-r(l) / ( 2 ^ +  l) 
-r(2) /(2 A + 2 ) 
-,v(2A + L-l) .. . -y(L)  f(2N  + L) 
./(2) 
,/(3) 
/(Z. + 1) 
(Z.>4,V) 
a, 
a, 
a,, 
|4 . \ \ I ) 
(24) 
ou simplement : 
iâ^ [il [!1 
( I x l ) ( I . 4 , \ l | 4 , \ ; , | | 
{0}=([xnxri\r{v} 
(25) 
(26) 
(4 . 'Vvl) ( 4 , V v 4 . V ) ( 4 , \ > i l l l v l ) 
Dans cette équation, le s entrées et les sorties sont considérée s connues , et la matrice [X ] es t 
connue. On peut trouver les 2  A'^ valeurs de c ^ ct/î^ . Avec les valeurs deor^, on peut prendre 
le polynôme caractéristique du système A' ^ DOF: 
Y,o:,ir''=0 (27 ) 
k=0 
y 
Yl(u-u,)(u-ul) = 0 (28 ) 
f\{u-e'''')(u-e''") =  0 (29 ) 
où i \ e t s\ nou s donnent les fréquences propre s et les taux d'amortissement d e mode k. 
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APPLICATION 
Considérons un cas d'un pon t de chemin de fer composé de treillis métalliques (figure 2) . On 
a fait u n essai dynamique sur la stmcture. La charge dynamique utilisée était l e passage d'u n 
train don c non mesuré . Le s réponses vibratoire s on t été mesurées dans l e domaine tempore l 
sous le s conditions d'opératio n normal e d u pont. A  cause d'u n équipement d e mesure 
restreint, o n a installé u n seu l accéléromètr e dan s l a direcfion vertical e à la position d e mi-
portée de l a deuxième travée . C'es t suffisan t pou r déterminer le s fréquences d e vibration et 
les taux d'amortissement associés . 
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Fig2. Le pont d'essai ave c élévation. 
Les essai s on t ét é réalisé s pou r deu x passage s d'u n trai n ave c la vitesse à  peu prè s d e 40 
Km/h. Les réponses ont été mesurées avec une précision temporell e de 0.005 s (figure 3a,b) . 
Elles sont composées de deux parties, une portion de vibration forcée quand le train se trouve 
encore sur le pont e t une portion de vibration libr e transitoire quand le train es t déjà sort i du 
pont. Pour les méthodes d'identificafion modal e dans l e domaine temporel , on ne prend qu e 
la partie de type impulsive de la réponse (figure 4a,b). 
Parties du signal traité 
Réponse vericale du piernier p 
lan 
toco 
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2Ci:t:i 
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£ âCC i 
£ 
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CL - 3 C U 
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.2000 
A 
, 
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[• . J 
1 
u c feu.eme pâssâij e il ? IRur i 
. 
^ * ^ 
,f--~-~— • 
• 
• 
1 , 
Fig 3a,b. Réponse temporelle des deux passages de train. 
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Fig 4a,b. Réponse impulsive des deux passages de train. 
Résultats par la méthode de puissance spectrale 
La figur e 5a , b  montr e clairemen t l e premie r mod e à  2  Flz . Le s autre s mode s son t 
insuffisamment excités . Le s résultat s fréquentiel s son t cohérent s pou r le s 2  essai s comm e 
montré dans le tableau 1 . Par contre, l'amortissement n'es t pas stable et seulement so n ordre 
de grandeur peut être évalué. Il a varié entre 36 et 57 %. 
Péfodograme OB  première réponse 
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Fig 5a,b. Périodogramme de deux réponses. 
Tableau I . Résultats identifiés par méthode de puissance spectrale 
Passages 
de train 
Passage 1 
Passage 2 
Fréquence propre (Hz) 
Mode 1 
2.2 
2.3 
Taux d'amortissement 
Mode I 
57 
36 
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Résultats par la méthode de LSCE 
Dans une analyse modale expérimentale, i l est courant qu'on ne connaisse pas l'ordre rée l du 
système physique . Auss i doit-o n considére r dan s le s méthode s d'idenfificatio n temporelle s 
un ordre de calcul qu i doi t pêtr e nettement supérieu r à  l'ordre rée l du système (au moins l e 
double), mais pas trop pour ne pas analyser des modes de bruit. La méthode consiste donc à 
faire l'analyse pour plusieurs ordres de calcul et à vérifier l a stabilité des résultats en fonction 
de cet ordre [8]. 
L'ordre d e modèl e N  a  ét é analys é entr e 2  e t 30 . Un e fréquenc e es t identifié e lorsqu e l a 
fréquence e n fonction d e l'ordre est stable (figure 6  a,b). Deux modes (2 Hz et 1 9 Hz) ont été 
détectés clairement ca r leurs deux fréquences son t stable s pour des ordres entre 20 et 30. Les 
fi^équences s e répètent pour les deux passages du train. 
Les figures 7a, b et 8a,b montrent pour les modes 1  e t 2 respectivement, l'étude de stabilité du 
taux d'amortissemen t e n foncfio n d e l'ordr e pou r le s deu x passage s d u train . 
L'amortissement diffèr e d e trop pour être jugé valide (figure 7a,b et 8a,b). 
On ne peut s e fier à  l'estimation d u taux d'amorfissement d u premier mode , car i l n'est pa s 
stable selon l'ordre du système considéré pour le calcul et parce que la valeur estimée lors du 
premier passage diffère énormémen t de celle estimée lors du deuxième passage du train. Par 
contre, on sait que le premier mode est très amorti. La valeur de 40 % semble plus stable lors 
du 2^ passage du train pour des ordres variant entre 26 et 30. 
Diagramme d e stabilité ct s fréquence s Diagramme c e stabilité de s liéquences 
0 2  4  6  e  1 0 1 2 1 4 1 6 1 6 2 0 
Fréquence (Hz ) 
3 1 0 1 2 1 4 1 6 
Fréquerce (Hz ) 
Fig 6 a,b. Diagramme de stabilité des fréquences par LSCE de deu x réponses . 
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Fig 7 a,b. Diagramme de stabilité du taux d'amortissement du mode 1  par LSCE. 
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Fig 8a,b. Diagramme de stabilité du taux d'amortissement du mode 2 par LSCE. 
Les taux d'amortissemen t estimé s pour l e 2^ mode son t plus fiables, car plus stable s et plus 
répétitifs. O n peu t estime r celui-c i proch e d e 1.1 % ca r l e signa l es t plu s stabl e lor s d u 2"^ 
passage du train ( figure 8-b). Le tableau 2 résume les résultats obtenus. 
Tableau 2. Résultats identifiés pa r méthode LSCE. 
Passage 
de train 
Passage 1 
Passage 2 
Fréquence propr e (Hz ) 
Mode 1 
1.9 
2.5 
Mode 2 
18.1 
19.1 
Taux d'amortissemen t ("/o ) 
Mode 1 
67 
39 
Mode 2 
3.5 
1.1 
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Résultats par la méthode ARMA 
On a fait varie r l'ordre d e modèle entre 6 et 30 (figure 9a,b) . Les deux fréquence s naturelle s 
deviennent stables pour des ordres supérieurs à 1 2 el se répètent selon le passage du train. 
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Fig 9a,b. Diagramme de stabilité des fréquences par ARMA de deux réponses. 
Les figures 10a,b et 1  la,b montrent pour les modes 1  e t 2 respectivement, l'étud e de stabilité 
du tau x d'amortissemen t e n fonctio n d e l'ordr e pou r le s deu x passage s d u train . 
L'amortissement diffèr e d e tro p pou r êtr e jug é valide , mai s es t plu s stabl e qu'ave c l a 
méthode LSCE . On ne peut se fier à l'esfimafion d u taux d'amortissement d u premier mode, 
car i l n'est pas stable selon l'ordre du système considéré pour le calcul et parce que la valeur 
estimée lor s d u premie r passag e diffèr e énormémen t d e cell e estimé e lor s d u deuxièm e 
passage d u train . Pa r contre , o n sai t qu e l e premie r mod e es t trè s amort i e t so n ordr e d e 
grandeur se situe entre 41 et 54 %. 
Les taux d'amortissemen t estimé s pour l e 2^ mode son t plus fiables, car plus stable s e t plus 
répétitifs. On peut estimer celui-ci entre 0.5 et 1  % . Le tableau 3 résume les résultats obtenus. 
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Fig 10a,b. Diagramme de stabilité du taux d'amortissement du mode I  par ARMA. 
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Fig lla,b. Diagramme de stabilité du taux d'amortissement d u mode 2 par .AR.M.A. 
Les résultats du tableau 3  montrent que les fréquences s e répètent pou r les deux passage s du 
train. On peut là encore constater que le premier mode est très amorti alors que le 2^ mode est 
plus faiblement amorti . 
Tableau 3. Résultats identifiés pa r méthode ARM.\. 
Passage 
de train 
Passage 1 
Passage 2 
Fréquence propr e (Hz ) 
Mode 1 
2.3 
2.6 
Mode 2 
17.8 
19.3 
Taux d'amortissemen t (% ) 
Mode 1 
54 
41 
Mode 2 
0.5 
1.0 
CONCLUSIONS 
Cette recherche présente une étude comparative de l'efficacité d e trois méthodes temporelle s 
d'idenfificafion modal e pou r idenfifie r le s paramètre s modau x d'u n pon t fen-oviair e 
métallique. Les trois algorithmes sont très simples à appliquer et à développer dans Matlab. 
Les méthode s d'analys e modal e expérimental e e n opérafio n permetten t un e identificatio n 
des paramètre s modau x d e strucmre s excitée s naturellemen t san s avoi r à  connaîtr e 
l'excitation. Ce s méthode s réponden t bie n à  l'exigence , notammen t pou r identifie r le s 
fi-équences. mêm e pour d e grandes structure s excitée s d e façon linéair e comm e c'es t l e cas 
pour u n passag e d'u n trai n su r u n pont . Pou r vérifie r l a répéfiti\it é de s méthodes , le s 
vibrations transitoire s on t ét é analysée s pou r deu x passage s d'u n train . U n seu l capteu r 
positionné à mi-travée a été ufilisé. 
A cause de s fréquences basse s de vibrafion e t du haut tau x d'amortissemen t d e la structure , 
notamment dan s premie r mode , l a méthod e d e puissanc e spectral e n' a p u identifie r 
clairement que la première fi-équence et n'a pa s donné de bons résultats pour l'idenfificatio n 
de l'amortissement . L'ordr e d e grandeu r d e l'amortissemen t d u premie r mod e a  été estim é 
entre 3 6 e t 5 7 % . Le s méthode s LSC E e t ARM A on t permi s d'idenfifie r clairemen t deu x 
fréquences namrelles . Ce s méthode s n'on t p u idenfifie r clairemen t l'amortissement , mai s 
seulement so n ordr e d e grandeur . Pou r l e premie r mode , l a fréquenc e trouvé e pa r LSC E a 
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varié entr e 1. 9 H z e t 2. 5 H z ave c u n tau x d'amortissemen t proch e d e 3 9 "o . L a méthod e 
ARMA s'es t avéré e plu s stabl e qu e LSCE , notammen t pou r l'identificatio n d e 
l'amortissement, ave c un e fréquence qu i vari e de 2.3 H z à  2.6 H z et des tau x varian t entr e 41 
% e t 5 4 "tj . Pou r l e deuxièm e mode , l a fi-équence a  vari é entr e 17. 8 H z e t 19. 3 H z ave c u n 
taux d'amortissemen t varian t entr e 0. 5 %  à  1. 1 % . L e deuxièm e mod e es t plu s faiblemen t 
amorti. Ce t essa i a  ét é réalis é dan s de s condition s réelle s d'opératio n su r un e structur e trè s 
grande ave c tou s le s bruit s e t difficulté s inhérentes . Aussi , le s résultat s on t ét é jugé s trè s 
acceptables, notamment e n ce qui concern e le s méthodes LSC H et ARMA . 
REMERCIEMENTS 
Cette étude a  été réalisée avec l e support e n équipements e t en enregistrement de s données d u 
Département d e pon t e t tunne l d e l'écol e supérieur e d e transpor t e t d e communicatio n d e 
Hanoi, qui es t fortement remercié e pour son aide . 
RÉFÉRENCES 
1. N.M. M Maia , J.M. M Silva . Modal  anaivsis  identification  techniques.  Roya l society . 
No359-2001.pp 29-40 . 
2. J.Piranda . Analyse  modale  expérimentale.  Technique s d e l'ingénieur , trait é Mesure s e t 
Contrôle. R6 180 . 29 pages. 
3. Ewins , D.J. , 2000 . Modal  Testing:  Theoiy  and  Practice.  Secon d édition . Researc h 
Studies Press , Hertfordshire , UK . pp 287-359. 
4. Thoma s M . e t Lavill e F. , Jui n 2005 , Simulation  des  vibrations  mécaniques  par  Matlab, 
Simulink et  .Ansys, Éditions ÉTS , ISBN 2-921145-52-9, 702 pages. 
5. Brown , D.L.,Allemang , R.J. , Zimmerman,R. & Mergeay , M . 1979 . Parameter estimation 
techniques for  modal  analysis.  SA E Technical pape r 790221 . 
6. Nun o M. M Maia , Juli o M. M Silva . Theoretical  and  Expérimental  Modal  Analysis.  Joh n 
Wiley and son Inc . 1997 . pp 185-264 . 
7. Gersc h W. , Estimation  of  the  autoresressive  parameters  of  a  mixed  autoregressive 
moving-average time  séries,  IEE E Trans . automat . contr . (Shor t Papers) , VO L AC - 15 , 
pp. 583-588 , Oct. 1970 . 
8. Smai l M. , Thoma s M . an d Laki s A. . Assessment  of  optimal  AR.MA  model  orders  for 
modal analysis.  Mechanica l System s and Signa l Processing , 199 9 13(5) : pp 803-819 . 
ANNEXE III 
LOGICIEL MODALA R 
Mode d'utilisation d u logiciel MODALA R 
Le programm e consist e à  réalise r un e analys e modal e expérimental e su r u n systèm e 
dynamique linéair e stationnaire . Pou r u n systèm e à  plusieurs canau x d e mesur e simultané e 
des réponses vibratoires (accéléromètres), un modèle autorégressive (AR) multiple est utilisé. 
Les paramètres du modèle sont identifiés pa r la méthode des moindres carrés \  ia le calcul de 
la décomposition Q R et le résultat me t successivement à  jour l'identification de s paramètre s 
modaux lorsqu'o n fai t augmente r l'ordr e d u système . L'é\olutio n d u rappor t signa l bruit 
nous permet de trouver un ordre minimal d u modèle et on peut estimer l e taux de bruit. Le s 
paramètres modau x comprenan t le s fréquence s naturelles , le s tau x d'amortissemen t e t le s 
modes son t identifié s ave c leur s intervalle s d e confianc e e t son t illustré s dan s de s 
diagrammes d e stabilité . L'évolufio n de s DMS N ser t à  classifier le s modes e t identifie r le s 
modes physiques des modes parasites. À  partir des modes structuraux identifiés , le s spectres 
du signal dé-bruité sont aussi construits. 
La plate-form e principal e d u logicie l es t montré e comm e su r l a Fig . 1 . I l es t divis é e n 6 
étapes de calcul. 
^ rrkodalar l 
Menu 
î 
rn^m» 
Please prees "Step!" te load a data frixr  tTie computer 
' Step i !  !  Step 2 i  ;  Step S !  St9p 4 !  Step5 
Ptease tnsert value in me ngtit side box. Dien press "Enter" to enter 
i St6p 6 ! 
Enter 
' - kr»*i J 
• 
' 
Figure 1. MODALAR plate-forme . 
Étape 1: TELECHARGEMENT DES DONNEES 
Le ficher de s données doit être une extension .ma t où la variable des données (des réponses 
temporelles des canaux seulement ) es t une matrice (Nxd) où N est l e nombre d'échantillon s 
et d  l e nombr e d e canau x (Fig . 1) . S i l'utilisateu r a  comm e premièr e colonne , 
l'échantillonnage temporel , il faut l'enlever avant de procéder. 
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Exemple 
data-
canal 1 <,/./ 
0.142 0.15 3 
0.240 0.24 5 
0.402 1.30 4 
0.210 
0.301 
2.012 
.V 
11 fau t ensuite introduire la fréquence d'échantillonnag e dan s la boîte et appuyer sur Enter. Le 
logiciel va tracer les réponses sur un graphique. 
Étape 2: .A.10UTDES BRUITS GAUSSIEN BLANCS 
Dans l'étap e 2 , l'usage r peu t ajoute r de s tau x d e brui t blan c (pou r fin  d e simulatio n d e 
l'efficacité d e l a méthode selo n l e niveau d e bruit). Insére z l e taux d e brui t dan s l a boîte et 
appuyez sur Enter. Le logiciel va tracer les réponses bruitées sur un graphique (Fig. 2). 
Measurement time historiés 
o 
1 1. 5 2  2, 5 
Time (Sample index) 
3,5 
Figure 2. Affichage d u signal. 
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Etape 3:  SÉLECTION DE  L 'ORDRE DU MODÈLE 
Après avoi r insér é l a valeur de l'ordre minimu m e t maximum examinés , l e logiciel \ a trace r 
l'évolution d e NOF avec leque l l'usage r peu t trouve r un e valeur de l'ordre minimu m (Fig . 3  ), 
L'usager s e verra demand é d'insére r ce t ordre minimu m dan s l a boîte d'entré e e t d'appuye r 
sur Ente r pour continuer . S i la sélection de l'ordre minimu m n'es t pa s évidente, l'usage r peu t 
augmenter l'ordr e maximu m e t refaire l'étap e 3  à nouveau. 
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Figure 3. Exemple de NOF. 
Etape 4:  CONSTRUCTION LE  DIAGRAMME DE  STABILITÉ DES  FRÉQUENCES 
Il fau t insére z l a fréquenc e maximu m d'intérê t dan s l a boîte . L e logicie l v a trace r l e 
diagramme de stabilité des fréquences (Fig . 4). 
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Figure 4. Exemple de stabilité des fréquences. 
Étape 5: CONSTRUCTION DU SPECTRE 
11 suffi t à  ce moment d'identifie r le s modes réel s stable s parm i l e nombre élev é des mode s 
calculés. Le logiciel v a tracer le DMSN et les taux d'amortissemen t d e tous les modes après 
activation d e l'étap e 5 . L'usage r détect e l e nombr e de s mode s réel s su r l e DMS N e n 
considérant le s taux d'amortissement (Fig . 5). 
MStNl 
Descending MS N 
Damping rate s 
Figure 5. Exemple de DMSN. 
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11 est demand é à  l'usage r d'insére r c e nombr e d e mode s réel s dan s l a boît e d'entré e e t 
d'appuyer su r Enter . L e logiciel v a dessiner l e spectre des fréquences no n bruitée s (Fig . 6). 
Magnitude squar e cohérenc e ail  sensor s 
200 300 40 0 
Frequency [Hz} 
500 600 700 
Figure 6. Exemple d e spectre . 
Étape 6:  CONSTRUCTION DES  INTER l ALLES DE  CONFIDENCE 
Il es t demand é à  l'usage r d e choisi r pou r combie n d e fréquence s i l veu t observe r l'intervall e 
de confiance . 1 1 doi t insére r c e nombr e e t appuye r su r Enter . I l ser a demand é d e choisi r le s 
pics de ces fréquence s dan s l e spectre, l'u n aprè s l'autr e ave c l e curseur (Fig . 7) . L e logicie l 
va trace r le s diagramme s d e chaqu e paramètr e moda l ave c u n intervall e d e confidenc e d e 
95% (Fig . 8 ) ainsi qu e l a stabilité des modes (OMAC ) selon l'ordr e (Fig . 9). 
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Figure 8. Exemple de taux d'amortissement ave c incertitude . 
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Figure 9. OMAC. 
ANNE.XE IV 
LOGICIEL STA R 
.Mode d'utilisation d u logiciel ST.\ R 
Le programme s e sert à  faire u n suivi moda l d e systèmes dynamique s non-stationnaires . L a 
méthode utilisé e es t nommée STA R (Short-time  multi-autoregressive  updating).  L e principe 
est d e faire glisse r un e fenêtre a u sens d e Gabor su r le signal e t d'appliquer l a méthode AR 
dans chaqu e fenêtre . L e résultat es t inifialisé ave c u n ordre du modèle faibl e e t le résultat es t 
récursivement mi s à jour dan s l e temps jusqu'à épuisemen t de s données. Entretemps , l'ordr e 
optimal d u modèle est aussi progressivemen t recherch é ca r la méthode peu t s'adapte r ave c le 
changement d e l'ordre . Le s fréquence s e t tau x d'amortissemen t son t montré s dan s de s 
diagrammes pou r donner un suivi d e leur variation dan s le temps. 
Pour exécute r le programme, simplemen t à  faire marche r l e module Mainfile. m o u donner la 
commande mainfil e dan s la fenêtre d e commande e t suiv re les étapes sur l'écran. 
Téléchargement des  données 
Le fichier  des données doi t êtr e de type .mat et comprendre une v ariable de tvpe matrice Nxd 
où N  es t l e nombr e d'échantillon s e t d  l e nombr e de s canau x (Fig . 1) . L e programm e 
demande auss i l a période d'échantillonnage e n seconde. 
« Of» n 
^jxKr I  ^  o ^ w i U a _ ^ 
N*mC Datem«drfie d Typ e S. : 
• ^ M b » d q o W i 1 
m 
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. i vMtwig 
'Mi 
CotffHAfr 
S" 
; 
n e o s M ^Mdgeda a 
« « * t r t ) " |MATH«erm« ) 
ta 13 ra-
zi 
A 
^ ^ 
! 
1 
1 
1 
' Qt> n 1 
CvxMl { 
V 
ruibi. it lT>-dr8uti[}ut',HurgS«ppor t ï009M3giciel ; Gniin t d j U 
MresdGïttifiaSîff^Sfl, 
Figure 1 . Insérer des données "'online" . 
198 
Insert sampling  time  in  (s), Ts=l/200for  bridge,  Ts=I  200 
Choix de  l'ordrepo initial 
Le programm e v a cherche r l a valeu r efficac e d e l'ordre . Don c o n peu t donne r un e valeu r 
initiale quelconque faible . 
Insert initial  model  order,  about  4-6.  p0=4 
Choix de  la grandeur des  fenêtres N 
La longueu r de s fenêtres es t choisi e d'a u moin s 4  fois l a plus longu e période considérée , afi n 
d'identifier l a fréquence l a plus basse. 
Insert Window  length, N=IOO  for bridge,  N=100 
Choix du  pas d'avancement  de  la fenêtre glissante 
La fenêtr e v a balaye r l e signa l temporel . L e paramètr e ' s ' dépen d d u nombr e d'échanfillon s 
N et d e l a vitess e d e changemen t de s paramètre s modaux . O n peu t choisi r un e fenêtr e égal e 
de 1 0 à 20" u du nombre d'échanfillons . 
Insert step  of  overiapping in  number of  samples, s  =20 for bridge,  s-20 
Choix des  bandes  de  fréquence à  afficher 
On peu t choisi r plusieur s bande s pou r voi r plusieur s fréquence s un e à  une , o u un e band e 
large pour observe r plusieur s fréquence s à  la fois . S i vous avez une connaissance à  priori su r 
le changement de s fréquences , vou s pouvez utilise r un e bande pour chaqu e fréquence . Sinon , 
vous pouvez utilise r un e seule bande pour tous les fréquences . 
How many  frequency bands  do  you want  for monitoring? 
A band  can  monitor  the  change  of  one  or  many  frequencies  but  a  frequency  should  vary 
inside a  band 
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n freq=3 
Lower boimd  offrequenc 
Upper bound  ofjreqiient 
Lower bound  of  fi'equenc 
Upper bound  offrequenc 
Lower bound  offrequenc 
Upper bound  offrequenc 
• KHz) =4 
• KHz) =10 
2 (Hz) =10 
A (Hz) =15 
• 3 (Hz) =25 
V 3(Hz) =30 
Choix de  la limite supérieure  de  l'amortissement à  identifier 
Parce qu'i l y  a un grand nombr e d e fréquence s identifiées , l a limit e d u tau x d'amortissemen t 
permet d'élimine r le s tréquences avec un trop for t amortissement . 
Insert limite  of  damping rate  (^'i>)  to  lower eut.  get only  modes  whose  damping  lower  then  this 
limite, ksillimit=10  for  bridge,  ksillimit=10 
Le programm e commenc e alor s se s calculs . Le s figures  suivante s montren t l'évolutio n de s 
fi-équences naturelles e t amortissement dan s l e temps. 
Frequency monitonng model i n a band 
1500 2000 2500 
Figure 2 . Exemple de suivi d e fréquence . 
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Damping rate monitoring model i n a band 
+ + 
+ 
+ 
+ + 
+ + . + 
+ 
++ 
+ + + 
+ 
+ +  + 
+ 
+ +  + 
+ + 
+ 
+ + + - ^ + 
+ 
+ + 
500 1000 1500 2000 2500 
Figure 3. Exemple de suivi de taux d'amortissement . 
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ANNEXE V 
BANC D'ESSA I 
Les détails du banc d'essai s s e trouvent dan s le s rapports suivant s : 
• Merle t S. , Thoma s M. , Laki s A . e t Marcouille r L . Avri l 2006 . Conception d'u n ban c 
d'essais pou r modèles de turbines hydrauliques , rapport techniqu e ETS , 41 pages . 
• Ruba n T. , V u Vie t H. , Thoma s M. , Laki s A . e t Marcouille r L , Févrie r 2007 . 
Conception de s structure s d'essai s d'interactio n fluide-structure,  rappor t techniqu e 
ETS, 49 pages. 
• Volt a T. , V u Vie t H , Thoma s M. , Laki s A . e t Marcouille r L . Févrie r 2007 , 
Conception e t réalisatio n d'u n ban c d'essa i hydrauliques , rappor t techniqu e ETS , 5 6 
pages. 
• Durocher , A . (2009) . Interactio n fluide-structure  e t influenc e su r le s paramètre s 
modaux. Montréal , Rappor t technique . Ecole de technologie supérieure : 87p . 
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Fournisseur :  AQL .^TECK 
Model :  WS7532D4 
Hauteur: 2X,25 " 
Largeur: 12,62 " 
Bride d e sorti e :  4 " I25PS 1 Ans i 
Flange 
Débit maximum: 63 0 GPM 
Tête d'eau maximum: 6 0 pieds 
Puissance :  7.5 H P soi t 5,6 k W 
Voltage :  230 V (3 phases ) 
Vitesse de rotafion :  1750 rpm 
Hélice de diamètre :  7.69 i n 
Maximum amp s :  23.0 A 
Câble d'alimentation :  10 4 
Rendement moteu r :  83% 
Poids: 22 5 Ib s soit 10 2 kg 
Prix :  3469S 
H) 5 
DEBIMETRE 
Fournisseur :  Oméga 
Model :  FTB760 
Diamètre intérieu r :  6", 152,4m m 
Longueur :  18", 457,2mm 
Bride de sortie :  6" Pvc , 8  troues 
Débit: 12-60 0 GPM , 
45 à 4542 L.mn^- L 
Pression ma x :  150 PSI à 75 °F 
10 Bars à 24 --C 
Température maximu m :  120 °F, 50°C 
Précision ;  1  % 
Matériaux :  PVC 
Prix: 1655Sc a 
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AFFICHEUR D U DEBIMETR E 
Fournisseur :  Oméga 
Model :  DPF701 
Caractéristique :  afficheur e t totaliseu r 
Dimension :  48*96*152 m m 
Largeur :  12,62" 
Fréquence max :  30 KH z 
Précision: 0,01% 
Temps d'affichage :  0,3 s 
Voltage :  115 ou 230 Volts ac 
Poids :  454g, 16o z 
Prix :  356Sca 
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