Intervention studies in school systems are sometimes aimed not at changing curriculum or classroom technique, but rather at changing the way that teachers, teaching coaches and administrators in schools work with one another-in short, changing the professional social networks of educators. Current methods of social network analysis are ill-suited to modeling the multiple partially-exchangeable networks that arise in randomized field trials and observational studies in which multiple classrooms, schools, or districts are involved, and to detecting the effect of an intervention on the social network itself. To address these needs, we introduce a new modeling framework, the Hierarchical Network Models (HNM) framework. The HNM framework can be used to extend single-network statistical network models to multiple networks, using a hierarchical modeling approach. We show how to generalize the latent space model for a single network to the HNM/multiple-network setting, and illustrate our approach with real and simulated social network data among education professionals.
Introduction
Social network analysis (SNA) is a collection of quantitative methods for comparing and measuring relationships among individuals in a network. Goldenberg, Zheng, Fienberg & Airoldi (2009) trace the development of modern social network analysis to 1959, though social networks have been the object of formal study as far back as 1934 (Fienberg, Meyer & Wasserman, 1985) . Individuals and their relationships can be represented visually as directed or undirected graphs; the nodes represent individuals, and the edges represent asymmetric or symmetric relationships-or ties-between pairs of individuals. Two such networks, depicting asymmetric advice-seeking behavior among two groups of teachers, are depicted in Figure 1 .
While social networks have been used to describe the structure of data in education research, they are seldom analyzed with fully-specified statistical models. Instead, social network structure is often analyzed qualitatively to assess its influence on other factors of interest (e.g., Lin, 1999) or summarized to produce measures of social capital (Frank et al., 2004; Penuel et al., 2009 ) and other inputs for further quantitative and qualitative analyses (e.g., Coburn & Russell, 2008; Thomas, 2000; Bonsignore, Hansen, Galyardt, Aleahmad & Hargadon, 2011) . Although both student (Harris et al., 2009 ) and teacher (Pitts & Spillane, 2009 ) social networks are of interest in education research, we focus on professional social networks among teachers.
Professional social networks in schools highlight the working relationships among staff members and can provide insight into the mechanisms that affect instructional quality and student outcomes. In addition, social network structure may be an important intermediate variable in education intervention research. Many interventions (e.g., Matsumura et al., 2010; Spillane et al., 2009; Hord et al., 2010; Glennan & Resnick, 2004; McLaughlin & Talbert, 2006 ) are applied to whole schools, or grades within schools, and target changes in professional social structure such as increasing teacher collaboration, creating or maintaining small learning communities, or changing the distribution or structure of leadership.
Social structure can provide insight into how an intervention is taken up in a school system (e.g., Matsumura et al., 2010) . In addition, particular forms of social network structure are central to theories of action for enhancing instructional quality directly (Hord et al., 2010) or as part of a larger organizational framework for effective schools and districts (Glennan & Resnick, 2004) . Existing research on professional social networks and educational interventions supports these claims even though these studies tend to focus on descriptive statistics (as catalogued by Kolaczyk, 2009 , for example).
For example, Moolenaar et al. (2010) find an association between teacher willingness to invest in change and the centrality of their principal, where centrality is defined as the number of teachers seeking advice from their school's principal. Daly et al. (2010) study the number of connections among subgroups of teachers who taught the same grade, finding that dense subgroups were involved with the intervention at a greater depth than sparse subgroups. In fact, Frank et al. (2004) and Penuel et al. (2006) both find that access to expertise through the network was correlated with change in teacher practice. Similarly, Frank et al. (2010) find that teachers were more likely to employ a particular teaching practice if they were connected to teachers who also employed that practice. Conversely, Weinbaum et al. (2008) find, in an observational study of social networks among teachers in 15 schools, that schools that were involved in some type of school-wide initiative had more ties among teachers. Penuel et al. (2010) study two schools involved in a school-wide initiative at two time points, and document change in network structure in each school, possibly associated with the initiatives.
As these examples suggest, most such studies focus on descriptive statistics, either as quantities of direct interest, or as covariates in a linear model. For example, Daly et al. (2010) compare teachers within each grade across schools by reporting the mean number of in-ties (that is, the mean number of times each teacher is identified by a peer as a connection), or mean in-degree, for each of the 5 schools studied. Frank et al. (2004) and Penuel et al. (2006) use a linear combination of the number of out-ties for each teacher as a covariate in an OLS regression model, pooling teachers across schools. Similarly, Moolenaar et al. (2010) use the number of in-ties for each principal as a predictor in a hierarchical linear model, nesting teachers within schools. Frank et al. (2010) first use friendship network ties to cluster teachers into subgroups and then use a linear combination of the number of out-ties as a predictor in a three-level hierarchical linear model, nesting teachers within subgroups within schools.
Although descriptive statistics can be informative, using them alone risks missing important features of the full network. For example, if the size of the network (e.g. number of teachers) is not constant, the number of ties must be interpreted in terms of the size of the network. This issue is more pronounced when working with multiple networks, for example in an intervention study involving several treatment and control schools of differing sizes.
Even when the networks have approximately the same size, as in Figure 1 , the topology of ties may be quite different. For example, a tie from an advice seeker to a popular advisor may be structurally different than a tie to a more isolated teacher. It is not at all obvious how to keep such information in the system even by considering additional descriptive statistics, such as the proportion of teachers without ties. Moreover, dependence between ties within a network will affect comparisons of descriptive statistics between networks.
An alternative approach involves building a statistical social network model, formalizing the likelihood of observing a particular network from the space of all possible networks.
Among statistical network models currently receiving intensive interest in the literature, Exponential Random Graph Models (ERGMs, Wasserman & Pattison, 1996) represent the probability of a social network as a function of existing network statistics and individual and tie covariates. Latent Space Models (LSMs, Hoff et al., 2002) Although software exists to fit each of these network models to real data, they have seldom been used in education research. Exceptions include two policy studies, Penuel et al. (2010) and Weinbaum et al. (2008) , who fit p 2 models (Lazega & van Duijn, 1997) There is a good reason for this: existing social network models are mostly inadequate for the types of problems studied in education research. Comparing different treatment conditions in an intervention study requires models that can accomodate at least two networks, as well as parameters for treatment effects. Moreover, education interventions generally involve several schools (i.e. professional social networks) in each condition, but again existing social network models are largely confined to fitting one network at a time.
To address these needs, we introduce a new modeling framework, the Hierarchical Network Models (HNM) framework. This framework allows us to borrow strength across multiple partially-exchangeable networks for parameter estimation, as well as pools information from multiple networks to assess treatment and covariate effects. Some pioneering work with multilevel structures for multiple networks has been done by Templin et al. (2003) and Zijlstra et al. (2006) for ERGMs, but our proposed framework is more general: HNMs can accommodate all three network models above in a multiple-network setting, as well as essentially arbitrary network level experimental interventions.
In Section 2 we briefly review the three modeling families above and introduce the general HNM framework. Although this framework is quite general, we focus for specificity on Hierarchical Latent Space Models (HLSMs), as outlined in Section 3. We also briefly consider similarities and differences between HNMs and hierarchical linear models (HLMs Raudenbush & Bryk, 2002) . In Section 4 we explore fits of HLSMs to real and simulated professional social network data in education. Finally in Section 5 we indicate some future directions.
Modeling Framework

Single-Network Models
A single social network Y among n individuals or actors can be represented by an n × n tie
where Y ij , i, j ∈ {1, . . . , n}, is the value of the tie or edge from actor i to actor j. In a network graph, such as those in Figure 1 , each individual i is represented by a node, and each nonzero Y ij is represented by an edge between nodes i and j. If the relationship is symmetric, like friendship, the ties are shown as simple line segments and Y is a symmetric matrix. If the relationship is asymmetric, like advice-seeking, the ties are drawn as arrows or directed edges, as in Figure 1 , and the matrix Y need not be symmetric.
If we only collect data on the absence or presence of a tie, then For example, a general exponential random graph model (ERGM, Wasserman & Pattison, 1996) may be expressed as
where (s 1 (Y ), . . . , s P (Y )) is a set of P sufficient statistics, typically descriptive statistics such as number of ties and other network structures; (θ 1 , . . . , θ P ) are the corresponding parameters to be estimated for each statistic; and C(θ) is a normalizing constant.
A general latent space model (LSM, Hoff et al., 2002) for Bernoulli ties may be expressed
where X ij is a vector of covariates relating to Y ij , β is a set of regression coefficients to be estimated, Z i and Z j are latent location variables for individuals i and j, each following a multivariate normal distribution with mean vector µ and variance-covariance matrix Σ (which may also be estimated), and
The Z i 's are interpreted as locations of the nodes in a low-dimensional Euclidean latent space, analogous to the latent locations in a multidimensional scaling or a latent proximity preference model. The probability of a tie increases as these locations become closer together, and may also be affected by observable covariates X ij . Clearly, (2.3) is one member of a class of mixed generalized linear models (GLMs) that can be adapted to other discrete or continuous tie values Y ij by changing the link function and error distribution.
Finally a general mixed membership stochastic block model (MMSBM, Airoldi et al., 2008) for Bernoulli tie data may be expressed as
where the vectors θ i of multinomial probabilities and the matrix B of Bernoulli probabilities are to be estimated. S i→j indicates which latent class or block node i belongs to, when sending a tie to j. Similarly, R j←i indicates which latent class (block) node j belongs to, when receiving a tie from i. Thus the nodes exhibit mixed block membership, potentially belonging to a different block for each tie considered. This model generalizes the usual stochastic block model (SBM, e.g. Snijders & Nowicki, 1997) , in which each node belongs to one and only one block. Covariates may be added to the model by building GLM structures for the θ i 's or for the entries in B, for example.
Hierarchical Network Models (HNM)
Turning now to our new framework for multiple-network models, we denote a collection of
for the n k individuals in network k. Then, adding a network subscript k to the tie variables in equation 2.1 above, Y ijk is the value of the tie from individual i to individual j in network k. For example, in Figure 1 , we have K = 2, n 1 = 28, and n 2 = 27. Once again, the tie values may be binary (Y ijk ∈ {0, 1}), positive valued and unbounded (Y ijk ∈ [0, ∞)), or may have some other specification.
To build our hierarchical Bayes generalization of the single network models in Section 2.1, we first write a likelihood, or general Level 1 model, for the ensemble Y of K networks,
where
is one of the probability models in Section 2.1 (or indeed any other statistical model) for a single network Y k with covariates X k , and parameters Θ k .
We then specify a very general Level 2 model for Θ k as a hierarchical distribution F with hyperparameters ψ and other possible covariates
The underlying distribution F may be conceptualized as a super-population distribution from which particular networks are sampled, or as a Bayesian prior distribution and may be elaborated in various ways. For example, if F is specified so that
then the networks Y k are exchangeable. Speaking generatively, Θ k 's are drawn iid from F * , and then ties are generated randomly from the models specificed by the Θ k 's. Illustrations of the resulting networks are shown under the sets of ties for each of the K networks in Figure 2 .
The presence of additional covariates W k , and/or additional hierarchical distribution A hierarchical structure illustrating a basic model for multiple networks in our framework. The parameters Θ k , k = 1, . . . , K are drawn independently from a common population, and then ties are generated from the model parameterized by each Θ k , determining the structure of the k th network in the ensemble, k = 1, . . . , K.
structure on the hyper-parameters ψ, may lead to other structures, so that the networks are only partially exchangeable with one another (in contrast to the fully exchangeable structure of Figure 2 ). This framework allows for a variety of dependence assumptions as well as a freer choice of social network model. In addition, our models accommodate covariates that may be network-, individual-, or tie-specific, or some combination. For example, X k might contain tie-level covariates indicating that individuals i and j in network k are in the same (observable) group, individual-level covariates measuring teacher demographic information, and networklevel covariates such as school proportion of free and reduced lunch status or the type of program or curriculum implemented.
Including a network-level group indicator allows us to model quantitative differences across groups of networks in experimental or observational data, as well as treatment effects in an experimental context. Let T k be the treatment or group indicator for network k and let α the treatment or group effect parameter. If there are only two treatments or groups, then T k may be binary, and α a single real parameter. If there are multiple treatments or groups, then T k may be a vector of indicators, and α the corresponding vector of effects for each treatment or group. Then a model for estimating the treatment effect(s) α may be written
(with additional hierarchical structure, as appropriate).
This provides a general, partially exchangeable modeling framework for modeling multiple networks and estimating treatment effects.
3 Hierarchical Latent Space Models/Specializations of the HNM Framework
The hierarchical structure specified in Section 2.2 is extremely general, and many different types of network models, including those reviewed in Section 2.1, can be used to specify a particular HNM. Here, we show how the Hierarchical Latent Space Model (HLSM) can be specified, before illustrating some examples of data analysis using the HLSM in Section 4.
Using the LSM likelihood in equation 2.3 as the individual network model in the general structure in (2.6), we may specify an HLSM as
or in a particular experimental context,
and we may supply additional hierarchical structure such as
where Z ik is the latent position of individual i in the latent space for network k, X ijk is a suitable set of covariates for individuals i and j in network k, with coefficients β k , T k is the treatment indicator (T k = 1 if treated, T K = 0 if not) for network k, and α is the treatment effect. Additional hierarchical structure (linear or otherwise), as well as dependence on covariates at higher levels, may be imposed on the hyper-parameters µ k , Σ k , ν jk , σ jk , η and τ , as needed.
Note that T k appears as a single additive treatment indicator here, so that α is the effect on overall tie probabilities (which will affect tie density) for treatment. However, T k could be replaced by a vector of indicators for different treatment conditions, and/or could be placed elsewhere in the model, such as an interaction with a covariate X ijk , a multiplicative effect on d(Z ik , Z jk ) = |Z ik − Z jik |, and so forth.
We developed a Markov Chain Monte Carlo (MCMC; Gelman et al., 2004) algorithm, which we adapted from the single network algorithm described by Hoff et al. (2002) , to fit the models in equations 3.2 and 3.3 as well as similar models. Our algorithm uses MetropolisHastings updates to draw α, Z k , β k for each network k, and uses Gibbs updates for all other parameters, at each step of our MCMC algorithm.
Our MCMC algorithm also includes measures to constrain the configuration of latent space positions for each network. As detailed by Hoff et al. (2002) Finally, we note that HNMs are a natural extension of hierarchical linear models (HLMs), that provide for different dependence structures in the lowest-level clusters than HLMs do.
Generalized linear HLMs could be fitted to tie data as in Figure 2 , but the usual HLM framework requires independence among the units in the lowest-level clusters, and this assumption is hardly ever appropriate for ties in social networks. For example, two friends of the same individual may be much more likely to be friends themselves, due perhaps to an unmeasured common interest that brought them together, the fact that they spend more time together because of their common friend, etc. These dependence relations can be accounted for within the lowest-level clusters in an HNM (see Figure 2 ). In particular, in an HLSM, if individuals i and j are both friends with individual , then the latent positions Z i and Z j will likely be close to Z ; hence Z i and Z j will be relatively close to each other, and the likelihood of a friendship tie between i and j will be relatively greater than between other pairs of individuals. By contrast, an HLM for ties structured like Figure 2 assumes independence among ties in each network, and cannot capture this extra "friends of a friend" dependence between ties.
Empirical Examples
To demonstrate that our approach can detect meaningful effects in edcuation network data, we fit HLSMs to two network data sets. The first network is composed of teachers whose ties indicate the seeking of professional advice, collected by Pitts & Spillane (2009) ; our application shows that the model can detect the effect of tie-level covariates. The second data set is simulated data, which we use to explore the utility and operating characteristics for detecting network-level treatment effects.
Covariate Effects in an Observational Study
Pitts & Spillane (2009) surveyed teachers and principals in 15 elementary and middle schools from a large, urban school district to validate a school staff survey instrument. These schools include both private and public schools ranging from pre-kindergarten to 8th grade and vary in the number of staff members. School staff were asked to list to whom they seek advice and include the frequency and value they place on the advisor. Additional demographic data and belief measures were also collected.
Networks consist of teachers who responded to the network portion of the survey and other teachers identified as tie recipients. Schools varied in network size, the smallest network of 12 teachers and the largest of 76 teachers. Although schools include subsets of the grades prek-8 this proportion varies widely by school.
This is due to missing data since teachers who did not report their grade assignment cannot be matched. There are 4 schools for which missing data is so extensive that less than 20% of the teachers are teaching the same grade as another teacher. For these data, we fit a simple HLSM with a single tie-specific covariate; X 1ijk = 1 if teacher i and j in school k teach the same grade and 0 otherwise. For simplicity, teachers who did not report their grade taught are assumed not to teach the same grade as any other teacher.
We specify the model as
where K = 15, the total number of schools. We model the latent space positions for teachers in each school as 2-dimensional. Furthermore, we impose an additional hierarchical structure by estimating the hyperparameters µ 0 ,
We fit our model using the MCMC algorithm sketched in Section 3. The MetropolisHastings draws were tuned to ensure acceptance rates between 0.35 and 0.60 for all parameters. Visual inspections of trace plots and running means plots suggest good mixing and short burn-in lengths of less than 10000 steps (Figure 3 ). Autocorrelation plots suggest thinning every 50 steps (Figure 4) .
We removed the first 10000 steps as burn-in and thinned the resulting chain; every 50 th step was retained, for a total posterior sample of 1801 steps. Using this sample, we plotted posterior medians along with 50% and 95% equal-tailed credible intervals for β 0 and β 1 for each school in Figure 5 . There is wide variability in intercept and slope posterior medians for each school. Although schools vary in their overall probability of making a tie (β 0 ), there seems to be a positive effect of teaching the same grade (β 1 ).
There are several possible explanations for the variability in β 0 across schools. Some variability is expected as schools vary in the social structure of their teachers, but there are other possible explanations as well. There are several schools, Schools 6-10 & 12, which have much larger networks than the other schools. The intercept for these schools would naturally be a bit lower, since the overall probability of a tie between two teachers would decrease as the number of individuals within a school increases. In fact, the schools with large positive intercepts are the schools smallest in size, Schools 11, 13-15 with only 14 or 15 teachers.
These schools also happen to be parochial schools.
Regarding β 1 , the effect of teaching the same grade, we expect the size of the school to be correlated with the coefficient estimates since schools with many teachers teaching the same grade are less likely to have mutual ties than schools with only a few teachers teaching the same grade. Rather, what we find is the size of the school, coupled with the amount of grade assignment data available, drives the variability in the β 1 estimates. Large schools tend to have more data available and the four largest schools, Schools 6-9, generally have small variability in their estimates for β 1 . Schools that are either small or have little information regarding teacher grade assignment have large variability, Schools 3, 4, 11, and 13 have relatively little information and Schools 11, 13-15 have the fewest numbers of teachers.
Treatment Effects in a Controlled Experiment
We do not yet have social network data involving a controlled, network-level intervention.
However, studies like Spillane et al. (2009) offer the promise of such data in the near future. Pitts & Spillane (2009) . Most 95% intervals for β 1 are completely or mostly above zero suggests that teachers have a greater tendency to seek advice from other teachers in the same grade than across grades, controlling for other factors using the latent space for each network.
In the meantime, we have simulated several social network data sets, to explore the utility and operating characteristics of our models for detecting treatment effects.
Each simulated data set consists of 20 schools, with 10 teachers in each school. We generated undirected, binary network ties from the model
where half of the schools are assigned to be treatment schools (T k = 1) and the other half are control schools. We included only one other covariate, the tie-level binary indicator that teacher i and teacher j teach the same grade. In the simulation, teachers were randomly assigned to one of four grade levels, and teacher latent space positions were chosen deliberately to cover a range of pairwise distances that yield a range of contributions to the probability of a tie. We simulated four sets of data, one for each treatment effect value of α = 3, 2, 1, 0.5; several of these networks are shown in Figure 6 .
Given the data generating model (4.3), the HLSM we fit has a similar structure,
where K = 20, the total number of schools. We model the latent space positions for teachers in each school as 2-dimensional. We treat the intercept β 0 as fixed and constant across all schools but allow the slopes β 1k to vary by school. Specifying very diffuse priors for α, β 0
Figure 6: Networks shown for two schools in each condition simulated for each value of α = 3, 2, 1, 0.5. The top two rows show the control condition networks and the bottom two rows show the treatment condition networks. For higher values of the alpha, the treatment condition networks are noticeably more dense than the control condition networks.
and β 1k is essentially equivalent to treating them as fixed effects in the estimation.
We fit this model using the MCMC algorithm sketched in Section 3, for each simulated data set. Metropolis-Hastings draws were tuned so that the acceptance rates were between 0.35 and 0.60 for the regression coefficients and latent space positions. Acceptance rates for the treatment effect were between 0.45 and 0.55. Although traceplots suggest convergence early on, running means plots suggest longer burn-in is needed (Figure 7) . Furthermore, autocorrelation plots suggest high levels of correlation (Figure 8 ). Therefore, we used a burn-in period of 30000 iterations and retained 1 out every 150 steps, for a total posterior sample of 401 steps.
Figure 7: Trace plots and running means diagnostic plots of the treatment effect α for each simulation. While trace plots suggest early convergence on, running means plots suggest a longer burn-in is needed.
Using these samples, we plot posterior distributions for the treatment effect α for each simulated data set. Figure 9 displays the true value of α as a vertical line, and equal-tailed 95% credible intervals are inferred by the shaded region.
For each posterior sample, the associated 95% credible interval covers the true value of α indicating accurate parameter estimation. Two of the posterior modes are less than the true value of α and the other two are slightly greater than the true value of α. We attribute this to measurement error since our network tie data is binary. And in fact, other versions of this simulation study yield posterior modes for α were either less than or very close to the true value for all of the simulated data.
In experiments, the ability to detect existing treatment effects is of great importance and we can use our 95% credible intervals to determine significant treatment effects Figure 9 .
We recover significant treatment effects from the simulated data when the true α is 3, 2, or 1, despite a small sample of networks and a small number of teachers within each school. Significant treatment effects are not recovered when α = 0.5. This is not particularly surprising as a 0.5 increase in log odds translates to a minimal increase in tie probability for most probability values.
Discussion
Many current theories of action (e.g. Glennan & Resnick, 2004; McLaughlin & Talbert, 2006; Hord et al., 2010) and proposed or implemented interventions (e.g. Matsumura et al., 2010; Spillane et al., 2009 ) in education research focus on the network of relationships among teachers in school buildings, students in classes, etc. In order to efficiently and accurately judge the effect of such interventions we need statistical social network models that can accomodate multiple partially exchangeable networks, as well as treatment effects and other covariate effects on network structure. Current social network analysis is largely inadequate for this task, focusing either on descriptive statistics for the networks, or full statistical models restricted to one network at a time.
To address the special needs of social network analysis in education research, we have introduced the Hierarchical Network Models (HNM) framework. Models developed in this framework can accommodate relational data from several networks and can be parameterized to model treatment effects in a variety of ways. HNMs extend single network models using multilevel structure analogous to hierarchical linear models (HLMs), replacing the usual conditional independence structure at level 1 with dependence structures appropriate for network modeling, and allowing essentially arbitrary modeling at higher levels.
We illustrated the HNM framework by extending single-network latent space models (Hoff et al., 2002) to Hierarchical Latent Space Models (HLSMs), and introduced an MCMC algorithm to fit HLSMs. We also showed that the HLSM family of models can successfully detect covariate and treatment effects in realistically-sized observational or experimental studies in education research. This paper serves as a "proof of concept" for the HNM framework. Within the special case of HLSMs we are working on extending the MCMC algorithm to handle higher-dimensional latent spaces and to address potential configuration identifiability problems with a minimum of constraints on the model. The HNM framework is larger than latent space models alone;
we are also extending the mixed-membership stochastic block model (Airoldi et al., 2008) , and other statistical network models, to the HNM setting, and developing model criticism and model selection methods for these models.
The HNM framework is well-suited to estimating treatment and covariate effects in multiple-network experiments. Often, however, changes in the social network are intermediate variables for an intervention whose intended "final" outcome is student achievement or a similar variable (e.g. McLaughlin & Talbert, 2006) . Since the HNM is itself a multilevel model, it can be emebedded as the intermediate level of a multi-level model for the outcome of interest-in this way, social network structure need not be ignored in studies of other educational outcomes of interest.
