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Online detection of surface defects on optical discs is of high importance for the accommodation schemes handling these defects.
These surface defects introduce defect components to the position measurements of focus and radial tracking positions. The
respective controllers will accordingly try to suppress these defect components resulting in a wrong positioning of the optical disc
drive. In this paper, two novel schemes for detecting these surface defects are introduced and compared. Both methods, which
are an extended threshold scheme and a wavelet packet-based scheme, improve the detection compared with a standard threshold
scheme. The extended threshold scheme detects the four tested defects with a maximal detection delay of 3 samples while the
wavelet packet-based scheme has a maximal detection delay of 6 samples. Simulations of focus and radial positions in the presence
of a surface defect are performed in order to inspect the importance and consequences of the size of the detection delay, from
which it can be seen that focus and radial position errors increase significantly due to the defect as the detection delay increases.
Copyright © 2007 P. F. Odgaard et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Although CD and DVD disc drives are mature technolo-
gies, playing discs with severe surface-defects still cause prob-
lems for typical disc drives. The user most often inflicts these
surface-defects on the disc during handling. Touching or
placement on unclean surfaces can cause scratches, finger-
prints, and dust on the disc surface. The problem with these
surface-defects is that they dramatically lower the quality of
the optical detector signals used for positioning of the optical
pick-up, reading the information on the disc. Based on these
optical position measurements, two control loops are formed
to position the optical pick-up in focus and radial directions.
A large amount of research is done in the field of nominal
control of these positioning loops. Examples of diﬀerent ap-
plied methodologies follow subsequently. The first applica-
tion of a μ-controller used in a CD player was reported in [1],
which was based on DK iterations. An example of an adap-
tive control design was [2], where a self-tuning controller was
suggested. Automatic adjustment of gains in dependence of
the reflective characteristics is standard in commercial CD
players. An adaptive repetitive method was suggested in [3],
a quantitative feedback theory was used in [4]. In [5], a hy-
brid fuzzy control was designed. [6] improves on the repeti-
tive control scheme for a reaction to the repetitive reference.
Some work has already been done for handling these
surface-defects, see [7–10]. All these methods are based on
a defect tolerant controller strategy in which the surface-
defects are detected and subsequently handled in some
manor. Some related work on classification of surface-defects
was presented in [11], where clustering techniques are used
to group defects.
Detection of the surface-defects is an important part of
all these methods; precise detection of the surface-defects is
an important part of all these methods. Some work has been
done on improving the detection of these defects: in [12], an
improved set of defect residuals are found, [13] deals with
a time frequency-based method and an extended threshold
method, and [14] uses a wavelet packet method. In this pa-
per, the performances of these diﬀerent methods are com-
pared. In addition, the importance of the detection precision
is investigated by simulation of consequences of the diﬀer-
ent detection delays for a surface-defect. These simulations
are performed assuming that, during the period of detec-
tion of the surface-defects, the defect component on the posi-
tion measurements can be perfectly removed. The simulation
subsequently gives the focus and radial position as response
of the diﬀerent detection times detection delays. The posi-
tion is required to be inside some narrow bounds (±0.8μm
for focus and ±0.08μm for radial).
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In Section 2, a short introduction to the CD player is
given, and the consequences of the surface-defects are de-
scribed as well. In Section 3, the diﬀerent investigated defect
detection methods are described. The simulation of the focus
and radial position, depending on the defect detection times
delays, are presented in Section 4. Finally, in Section 5, the
conclusion is drawn.
2. THE CD PLAYER AND SURFACE-DEFECTS
2.1. The CD player
The experimental setup consists of a CD player with a three-
beam single-Foucault detector principle, a PC with an I/O-
card, and some hardware in order to connect the CD player
with the I/O-card. Due to the limited computational power
of the CPU in the PC, the sample frequency is chosen to
35 kHz. This is lower than the normal CD servo sample fre-
quency (44 kHz). The optical pick-up in the CD player can
be positioned in two directions called focus and radial, see
Figure 1. These movements are controlled in the way that the
focus and radial distances, ef and er, are minimized.
The four-photo-detector signals are measured, denoted
by s1[n], s2[n], s3[n], and s4[n], these are the elements in the
vector sm[n]. s1[n] and s2[n] relate to the focus position and
s3[n] and s4[n] relate to the radial position. The standard way
of using these signals is to approximate ef[n] ≈ s1[n]− s2[n]
and er[n] ≈ s3[n]−s4[n], which are good approximations for
small position errors, see [15].
The distances are illustrated in Figure 1. The pairwise
sums of the detector signals (s1[n]+s2[n]) and (s3[n]+s4[n])
are often used as residuals for detection of surface-defects
since the sums of the signal pairs depend on the total re-
flected laser energy. A surface-defect changes the structure
of the disc surface, and thereby changes the path of the laser
beam. That is, a larger part of the laser will not be reflected
back on the detectors in the optical pick-up. However, these
residuals are not totally independent of the pick-up position.
In this paper, the signals are preprocessed in order to calcu-
late residuals which are better decoupled from the pick-up
position, see [12], these residuals are denoted αf, and αr for
the focus and radial residuals, respectively.
2.2. Model of CD drive
A dynamical model of the CD drive is used to design a
Kalman estimator which is used in the scheme extracting the
decoupled residuals as well as the detection schemes. The
model consists of three parts: a model of the electromag-
netic system, a model of the optical detectors and a model
of the surface-defects. These part models are subsequently
described.
Model of the electromagnetic system
The electromagnetic system in the CD player is modeled and
described in a number of publications. The focus and radial
model are much alike, and are often modeled by decoupled
OPU
ef
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Disc Track
Figure 1: The focus distance, ef, is the distance from the focus point
of the laser beam to the reflection layer of the disc; the radial dis-
tance, er, is the distance from the center of the laser beam to the
center of the track.
second-order transfer functions, see [15–18]. In a state-space
format, the model is given as
η˙(t) =
[
Af 0
0 Ar
]
·η(t) +
[
Bf 0
0 Br
]
·u(t),
[
ef(t)
er(t)
]
=
[
Cf 0
0 Cr
]
·η(t),
(1)
where η(t) is the vector of states in the model, uf[n] is the
focus control signal, ur[n] is the radial control signal, both
control signals are voltage applied to two linear electromag-
netic actuators, Af ∈ R2×2, Bf ∈ R2×1, Cf ∈ R1×2 are the
state-space matrices in the focus model, and Ar ∈ R2×2,
Br ∈ R2×1, Cr ∈ R1×2 are the state-space matrices in the
radial model. In this model, cross-couplings and a parasitic
mechanical mode have been neglected since they only have
minor influence on the response of the frequency range con-
sidered in this paper.
Model of the optical detectors
The optical model, mapping from physical focus and radial
errors to the four-detector signals, is expressed by the vector
mapping described as follows:
f :
([
ef(t)
er(t)
])
−→
⎡
⎢⎢⎢⎣
s1(t)
s2(t)
s3(t)
s4(t)
⎤
⎥⎥⎥⎦ . (2)
The mapping f(ef(t), er(t)), with a good approximation, can
be separated into a product of two mappings: one mapping
representing the focusing of the OPU which only depends on
the focus error, the second mapping representing the place-
ment of the OPU in the radial direction. The latter mapping
only depends on the radial error. This separation into a prod-
uct of two functions results in the following model:
fi
(
ef(t), er(t)
) ≈ hi(ef(t))·gi(er(t)), (3)
where
i ∈ {1, 2, 3, 4}, (4)
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moreover,
g1
(
er(t)
) = g2(er(t)) (5)
since both mappings relate to the main beam. More specifi-
cally, they represent the main beam energy reflected from the
surface, that is, they represent the same mapping, and the dif-
ference between D1 and D2 is to be found in h1(ef) represent-
ing the Foucault principle. In [19], detailed optical models
are described. In practice, it is useful to simplify this model.
This can be done by approximating hi(ef[n]) and gi(er[n])
with cubic splines, using curve fitting, see [12] in which the
approximation is derived based on data.
Model of the surface-defects
Surface-defects decrease the energy received in all the detec-
tors. This can be described by scaling the photo detector sig-
nals such that the two-focus detectors are scaled with one
scale, 1 − αf(t), and the two-radial detectors are scaled with
another one, 1 − αr(t). However, if these scalings were the
only influence from the surface-defects on the detector sig-
nals, the surface-defect components could be removed from
the detector signals by normalization of the detector signals.
The surface-defect, however, also introduces a pair of defecty
error components represented by a vector eˇ(t), see [20, 21] .
These surface-defects components are illustrated for the fo-
cus detector in Figure 2. This leads to the subsequent model
of the detector signals during a surface-defect. 1− αf[n] and
1−αr[n], respectively, scale the focus and radial output of the
optical model in which the defect error components (eˇ[n])
are added to the error signal (e[n]). The vector of measured
optical signals are denoted as sm(t). An example of αf(t), dur-
ing a surface-defect, can be seen in Figure 3:
sm(t) =
[(
1− αf(t)
)·I 0
0
(
1− αr(t)
)·I
]
·f(e(t) + eˇ(t)) .
(6)
From this model, it can be seen that the detection of the
surface-defects can be based on the residuals αf(t) and αr(t)
since these decrease the received energy at the detectors.
These decreased detected energy levels are not the main
problem since these can actually be removed by normalizing
the detector signals. It is the defect component on the posi-
tion measurements, denoted eˇ(t), which causes the problems
for the CD drive to follow the track on the disc. The con-
trollers would try to suppress eˇ(t), resulting in the CD drive
being wrongly positioned. The system will, in even a few
samples, diverge from the correct position into a false one.
If this false position is too far away from the correct one, the
tracking can be lost when the defect has been passed. In or-
der to investigate the consequences of diﬀerent surface-defect
detection delays, simulations of the system, during a defect
accommodated with diﬀerent detection delays, are done in
Section 4. In these simulations, it is assumed that after the
defect is detected, it can be perfectly removed from the posi-
tion measurements.
s1
s2
f
f(ef)
f(ef + eˇf)
(1− αf) · f(ef)
(1− αf) · f(ef + eˇf)
Figure 2: Illustration of how the surface-defect influence the focus
measurements s1 and s2 for a fixed radial position (1− αf)·f(ef + eˇf)
is the measured point parameterized with αf and eˇf. f(ef) is the point
where the measurements would have been if no surface-defect were
present.
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Figure 3: The focus residual αf during a defect.
3. INVESTIGATED SURFACE-DEFECT
DETECTION METHODS
First, in this section, the previously mentioned decoupled
residual generation is introduced, followed by two diﬀerent
proposed detection schemes: an extended threshold and a
wavelet packet-based detection. The first is used to inves-
tigate the time-based detection scheme and the second the
joint time-frequency-based detection scheme.
3.1. Decoupled residual generation
The residual generator, which is described in [12], uses an
iterative computation of the inverse of the optical mapping
to generate the residual pair α(t). αf(t) and αr(t) are fed to
the defect detection which detects the surface-defects based
on these residuals. With respect to the methods presented
below, it is optional to use the decoupled residuals to de-
tect the surface-defects; the normally used sum signals can be
used instead for simplicity and reduced computational bur-
den. However, the decoupled residuals have, in experiments,
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Figure 4: The two residuals αf[n] and αr[n] computed for a disc
with a scratch and a skewness problem.
OPU
ef
Figure 5: Illustration of the skewness of the disc. Notice that not all
the reflected light do reach the OPU.
improved the detection of the defects with 1–3 samples for
both the beginning and the end of the defects.
3.2. Thresholding and extended thresholding
Using thresholds for time localization of the defect has a
problem in the skew discs. The skewness of the disc results in
oscillating references to the focus and radial distances, which
are handled by the controllers. The decoupled residuals are
designed in a way such that they should be decoupled from
these distances. However, in addition to these variations, the
skewness also results in oscillations in the received amount
of energy at the detectors. This can be seen as oscillations in
the residuals αf[n] and αr[n]. The skewness is illustrated in
Figure 5 where it can be seen that a skew disc does not reflect
all the light back to the OPU. A pair of residuals with a clear
skewness problem is illustrated by a measured example from
a disc with a scratch and a skewness problem, see Figure 4.
In the following, an ad-hoc method for handling this prob-
lem is suggested. If threshold-based detection is performed
on these residuals, the required threshold for detection of the
defects is dependent on the defects location on the disc, and
if the defect is placed at the top of the oscillation, this choice
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×104Samples [n]
−0.1
−0.05
0
0.05
0.1
0.15
α
f,
α
r
αf
αr
Figure 6: The skewness component is removed from the two resid-
uals αf[n] and αr[n] computed for a disc with a scratch and a skew-
ness problem.
needs to be high to ensure no false positive detections. This
means a late detection of real faults. The skewness compo-
nent in the signal is low-frequent, almost quasi-constant, (it
is the rotational frequency of the CD). It can be removed, at
sample n, by subtracting the mean of the block of samples
[n − 2k ,n − 1], where k is chosen in a way that the block is
not too short or long. This scheme results in a high pass FIR
filter, where the window length determines the crossover fre-
quency. The window length is a power of 2 due to the usage
of wavelet filters, and the specific length is found such that
the longest recorded defects can be contained in one win-
dow. Using this method, the skewness components are re-
moved from the example, see Figure 6. An alternative to this
method is the use of a notch filter, which should be adapted
to the given rotation frequency.
Extended threshold
To avoid the mean to change during a defect, these mean
blocks need to be much longer than the defect itself. This
is not an optimal solution since a long mean block requires
either a large memory or a large number of computations.
By inspection, it is seen that this skewness component does
not change during defects. This means that one ad-hoc solu-
tion to the mean problem is to fix the mean from the sample
where the defect is detected to the sample of one block length
after the end of the defect. The block mean is implemented
in (9) and (11).
Noises in αf[n] and αr[n] make it diﬃcult to use an ab-
solute threshold. Instead, a relative one to the variance of the
nondefect residual parts can be used.
If a specific surface-defect has been met once, the time lo-
cation of the next encounter is relatively well known, mean-
ing that it can be predicted when the next encounter will be
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within a short interval of samples. During this interval, a low
threshold can be used. The two thresholds for beginning and
end of defect detection, γbeg and γend, improve the detection
of the end of the defect, implemented in (8) and (10).
The mapping from the two residuals to one detection sig-
nal is proposed in [12], simply by taking the ∞ norm of the
two detections. The detection decision schemes can now be
described by
d[n] = ‖ df[n] dr[n] ‖∞, (7)
where
df[n] =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 if
α˜f[n]
var (αf)
> γbeg
∧
df[n− 1] = 0,
1 if
α˜f[n]
var (αf)
> γend
∧
df[n− 1] = 1,
0 otherwise
(8)
α˜f[n] = αf[n]−mean
(
αf
[
n− 2k, n− 1]), (9)
and
dr[n] =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 if
α˜r[n]
var (αr)
> γbeg
∧
dr[n− 1] = 0,
1 if
α˜r[n]
var (αr)
> γend
∧
dr[n− 1] = 1,
0 otherwise
(10)
α˜r[n] = αr[n]−mean
(
αr
[
n− 2k, n− 1]) (11)
The thresholds γ’s are found based on data such that false
detections are avoided. It should benoticed that the variance
of the two residuals in the scheme are computed based on
present data.
Results on the extended threshold methods
The extended and the normal threshold methods are applied
to four representative defects chosen among a large number
of measured defects. The thresholds are found such that false
positive detections are avoided, meaning that both methods
should give almost the same beginning detection of the be-
ginning and the end of the defect.
3.3. Wavelet packet methods
It is diﬃcult to separate the surface-defects from the distur-
bances in time or frequencies only. That is, it might be useful
to use a wavelet packet-based detection filter, which is a joint
time and frequency method. The idea is to use the wavelet
packet filter bank representation to find an FIR filter, which
supports the defects and can whereby be used to detect the
defects. A wavelet packet transform might be used to sepa-
rate the surface-defects from the disturbances, and thereby
detect the surface-defects. This wavelet packet transform is
done by a basis shift from the standard time basis to the best
wavelet packet basis. This basis is the best wavelet packet basis
given certain requirements. The wavelet package basis as well
as the best basis and the joint best basis methods are shortly
introduced. For more details, see [22, 23].
Wavelet packet basis
The wavelet packet transform is formed by a number of
wavelet transforms. Define a signal space containing one of
the residuals (αf and αr) as Si. The wavelet transform sepa-
rates a signal space Si into an approximation space Si+1 and
a detail space Di+1 by dividing the original basis (Ψi(t −
2in))n ∈ N into two new orthogonal bases
(
Ψi+1
(
t − 2i+1n))n∈N of Si+1,(
Φi+1
(
t − 2i+1n))n∈N of Di+1, (12)
where N is a set of integers, and Ψ and Φ are, respec-
tively, the wavelet function and its related scaling function.
This decomposition is called the wavelet decomposition. The
wavelet packet decomposition is formed if the approxima-
tion and details are decomposed once more such that a tree
structure is formed.
The discrete wavelet decomposition can be performed by
the use of two filters: h, a low-pass filter, and g, a high-pass
filter. The subspaces, also called atoms, in the wavelet packet
tree can be indexed by depth called level, i, and the number of
subspaces, p. This means that a decomposition at the parent
node (i, p) can be written as
s
2p
i+1 =
〈
h, s
p
i
〉
,
s
2p+1
i+1 =
〈
g, s
p
i
〉
,
(13)
where s
p
i is the orignal signal, and s
2p
i+1 and s
2p+1
i+1 are, respec-
tively, the approximation and details of the signal. Notice the
down-sampling of the signal, which provides that the num-
ber of elements in each decomposition level does not in-
crease. This is important in order to preserve orthogonality
of the basis.
It is possible to continue this decomposition as long as
the s
p
i has the length of at least 2. However, it is clear that it
is possible to stop the decomposition of the tree at an earlier
level and also at diﬀerent levels in diﬀerent parts of the tree.
The final decomposition depths represent the wavelet packet
basis. The question is how to find the best basis.
Best basis
A full wavelet packet tree contains a large number of possible
bases. This number obviously depends on the number of lev-
els in the tree. It can be computed recursively by N0 = 1 and
NL+1 = 1 + N2L . This clearly results in a fast decreasing num-
ber of possible bases depending on the numbers of levels in
the tree, for example, for a tree with 6 levels, it is 458330, and
with 7 levels 2.10·1011.
A fast method for finding the best basis is as a conse-
quence highly required. A fast method called the best ba-
sis search is derived in [24]. In order to measure how suit-
able the basis is, an information cost function is introduced.
The cost function measures the cost of a given representation
where the best basis has the smallest cost. Some of the com-
monly used information cost functions are Number of ele-
ments above a given threshold, Concentration in lp, Entropy,
and Logarithm of energy.
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Having the information cost function in mind, it is possi-
ble to describe the best basis search, using the definition from
[23], as follows.
(1) Compute the cost function of all elements in the
wavelet packet tree.
(2) Mark all elements on the bottom level J .
(3) Let j = J .
(4) Let k = 0.
(5) Compare the cost value v1 of element k (counting from
the left) on level j − 1 to the sum v2 of the cost values
of the elements 2k and 2k + 1 on level j.
(a) If v1 ≤ v2, all the marks below element k on level
j − 1 are removed, and element k is marked.
(b) If v1 > v2, the cost value v1 of element k is re-
placed with v2.
(6) k = k + 1. If there are more elements on level j (if
k < 2 j−1 − 1), jump to step 5.
(7) j = j + 1. If j > 1, jump to step 4.
(8) The marked basis has the lowest possible cost value.
This value is found at the top element.
One should notice that this best basis is found for only
one signal. In this case, this would imply that the best basis is
found based on one scratch.
Joint best basis
The joint best basis is a method which takes the entire data
set into account in finding the best wavelet packet basis. The
joint best basis search finds the best basis given a set of signals
of the same length. It could be a number of signals with en-
counters of the same or diﬀerent scratch(es). The joint best
basis algorithm computes the jointly best bases given the set
of signals, information cost function, and a wavelet basis, see
[23, 24]. The algorithm is as follows.
(1) Compute the full wavelet packet tree of all the signals
in the signal set.
(2) Compute the tree of means by computing the mean of
all signal trees at each position in the trees.
(3) Compute the tree of squares, by computing the sum of
squares of all signal trees at each position in the trees.
(4) Subtract the tree of squares from the tree of means to
obtain the tree of variances.
(5) Find the best basis of the tree of variance by using the
best basis algorithm given an information cost func-
tion and wavelets.
A joint best basis is found in the sequel for the matrices
in which the column vectors are diﬀerent residuals contain-
ing defects, the matrix of focus residuals are denoted Ff and
for the radial residuals Fr, where some diﬀerent wavelets and
information cost functions were tried. The Daubechies 1–6
filters, see [22], were tried, since their filter taps look like a
surface-defect, together with the l2 and Shannon informa-
tion cost functions, see [22], all the combinations of these
bases and cost functions were tried with poor results.
The problem in using the joint best basis algorithm di-
rectly is the choice of information cost function and the best
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Figure 7: The part of the tree of variances of αf[n], as defined in
the scheme. The figure starts with the original variance signal. The
second plot is h, the third is hh, the fourth is hhh, the fifth is hhhh,
and the last one is hhhg.
basis search. When used to defect detection, the scope is to
find a band-pass filter, which separates the surface-defect
from the background noises in the residuals. In other words,
the wavelet packet atom, in which the defect is separated
from the disturbances, uses the wavelet packet analysis to an-
alyze the data in order to design an FIR filter, which is given.
Instead of using a cost function, a heuristic-based
method is used. The method takes its starting point in the
tree of variances used in the joint best basis algorithm. The
used method consists of the following steps.
(1) Compute the tree of variances, use steps 1–4 in the
joint best basis search.
(2) Search down the levels in the tree to find a level where
the approximations and details both contain energy.
(3) Use the corresponding filter to this detail atom for the
detection of surface-defects.
The core idea in this method is to find a frequency interval
which does not contain the lowest frequencies and still con-
tains a relative large part of energy of the defect. The related
filter is subsequently used for the defect detection.
Results on wavelet packet-based scheme
This method is subsequently used on αf[n] and αr[n]. The
Haar wavelet, see [22], is used for both signals since it is well
suited for detection changes in the signal, and it is short in
terms of filter elements. The method is first used to analyze
the αf[n]. By using the heuristic method, the interesting part
of the tree of variances can be seen in Figure 7. The figure
starts with the original variance signal. The remaining figure
parts are located by denoting a low-pass filtering with h and
high-pass filtering with g, meaning that two low-pass filter-
ings followed by one high-pass are denoted hhg. The second
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Figure 8: The part of the tree of variances of αr[n], as defined in the
scheme. The figure starts with the original signal. The second plot
is h, the third is hh, the fourth is hhh, and the last one is hhg.
plot is h, the third is hh, the fourth is hhh, the fifth is hhhh,
and the last one is hhhg. Notice the large change from hhh to
hhhh, which results in a significant signal in hhhg. The details
with low energy have been left out in the plot. This signal is
useful for defect detection since it has relatively large signal
parts and does not contain the near zero frequencies where
disturbances are dominating. This means that a useful filter
for defect detection in αf[n] is found. It is three Haar low-
pass filters followed by one Haar high-pass filter. The wavelet
filters are in the defect detection used as normal FIR filters
where the wavelet filter coeﬃcients are used as the coeﬃ-
cients in an FIR filter. That is,
y[n] = a1·x[n] + a2·x[n + 1] + · · · + aN·x[n + N − 1],
(14)
where N is the length of the filter. This is in contrast to the
normal usage of the wavelet packet filters where the output
y[n] depends on both causal and noncausal inputs x[n], and
is processed block by block. Instead, a filtered signal is com-
puted at each sample. The wavelet packet analysis is thereby
used to analyze the data. Based on this wavelet packet analy-
sis, an FIR filter is designed using the Haar wavelet.
The same method is applied to αr[n], using the same
wavelet, the Haar wavelet. The interesting part of the tree of
variance can be seen in Figure 8. The figure starts with the
original signal. The remainder of the figure is in the focus
case, however, the analysis stops a level earlier in the radial
case. Notice the large change from hh to hhh, which results
in a significant signal in hhg. The same conclusions can be
drawn for the radial filters as for the focus filter. It should be
noted that the detection scheme is depending on the wavelet
basis used for the detection.
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Figure 9: A zoom on the αf during scratch no. 1.
3.4. Verification and comparison of the method
A zoom on a defect from the test set is shown in Figure 10.
From this figure, it is seen that the filtered signal starts with
negative values and subsequently takes positive values. The
first part is a response to the beginning of the defect and the
second one is the response to the last part of the signal. This
means that the detection of the beginning of the defect can
be performed by the absolute filtered signal’s first crossing of
a threshold. The end is detected by the fourth crossing of this
threshold where the absolute filtered signal is lower than the
threshold. This approach is illustrated on αf during defect #1
in Figure 10. The nonmanipulated αf in this case is shown in
Figure 9.
A threshold is subsequently used on these signals to lo-
cate the surface-defects in time, see Figure 10, or in other
words to detect the defects. The threshold is found as the
smallest one, which does not result in any false positive de-
tection.
This wavelet packet-based FIR filter design relates a
matched filter in which the filter coeﬃcients are equal to the
signal it should detect. Using this filter type, a filter will be
optimal to detect the defect its design is based on, but it
might not detect other defects. Since the proposed wavelet
packet-based scheme is designed to deal with more than one
defect, it is better suited to deal with the problem of detecting
surface-defects on CDs.
3.5. Summary of the proposed detection schemes
The results of the proposed detection schemes are applied to
4 diﬀerent defects, and can be seen in Table 1. A detection de-
lay at the beginning of a defect means the number of samples;
the detection of the beginning is delayed compared with the
actual beginning of the defect. A detection delay at the end
of defect means the number of samples; the end is detected
earlier than the actual end of the defect.
Both the extended threshold method and the wavelet
packet-based method detect the defect well and better than a
8 Journal of Control Science and Engineering
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Figure 10: A zoom on scratch (defect) no. 1 in αf[n] filtered with
three Haar low-pass filters followed by one high-pass filter.
Table 1: The detection of the four scratch examples, where the
wavelet packet-based method is compared with normally used stan-
dard threshold method. In the table, the detection delays of these
two methods for the four examples are shown.
Defect αf, αr Normal Normal Ext Ext WP WP
(beg.) (end) (beg.) (end) (beg.) (end)
No. 1
αf 13 5 3 3 6 4
αr 7 7 4 0 5 4
No. 2
αf 2 4 2 2 1 1
αr 5 7 3 5 2 4
No. 3
αf 2 3 1 0 2 1
αr 3 5 2 3 2 3
No. 4
αf 21 5 2 1 6 3
αr 22 6 21 5 21 3
traditional threshold. It is also seen that the extended thresh-
old detection scheme detects the defects approximately 1
sample faster except for defect number three were the wavelet
packet-based scheme detects the defect one sample earlier.
It should also be noted that the wavelets filters used clearly
depends on the actually meant defects, the detection filters
should give good support of the defect in order, for the filter,
to detect the defect. This fact leads to the usage of the joint
best basis for the wavelet basis search, since the filter conse-
quently would be trained to detect a number of defects. The
used wavelet filter will consequently influence the detection,
meaning that other wavelet filters might improve the detec-
tion. This detection problem relates to the work of classify-
ing surface-defects, where [11] presents an extensive study on
defect classification, using clustering techniques.
All these results are relatively transparent to usage at
other optical disc drives such as DVD, Blue-ray, and so forth.
The only problem is to adjust the models and parameter to
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Figure 11: Simulation of the eﬀect of detection delays on the closed
loop focus position.
the given drive. It could also be relevant to introduce other
time-frequency-based detection filters.
4. SIMULATION OF THE CONSEQUENCE OF
THE DEFECT DETECTION PERFORMANCE
A simulation model developed in [21] is used to simulate the
eﬀect of the previously mentioned detection delays on the
close loop system (for both the focus and the radial position).
Surface-defect no. 1, from the experiments with detections,
is used in these simulations. In the simulations, it is assumed
that the defect component in the position measurement can
be perfectly removed when the defect is detected. The sim-
ulations are performed for a detection delay of 1, 2, 3, 4, 6,
and 15 samples delay at the beginning and the end of the de-
fect. The focus position simulations are plotted in Figure 11,
and the radial position simulations are plotted in Figure 12.
For both plots, it can be seen that positions are increasingly
influenced by the defects as the detection delay increases, the
15 samples delay will lead both focus and radial, and the 6
samples delay for the focus case will be outside the normal
operation range (.8μm for focus and .08μm for radial), re-
sulting in a lost focus and lost tracking. It shall be noticed
that for more severe scratches, the focus and tracking can be
lost at much lower-detection delays at only a few samples,
meaning that an improvement of a detection method of only
a sample compared to other detection schemes can eventu-
ally turn out to make it possible to play a disc with a certain
scratch.
5. CONCLUSION
Online detection of surface-defects on optical discs is of high
importance for the accommodation schemes handling these
defects. These surface-defects introduce faulty components
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Figure 12: Simulation of the eﬀect of detection delays on the closed
loop radial position.
to the position measurements of focus and radial tracking
positions. The respective controllers will accordingly try to
suppress these defecty components, resulting in a wrong po-
sitioning of the optical disc drive. In this paper, three dif-
ferent schemes for detecting these surface-defects are intro-
duced and compared. Two of these methods, an extended
threshold scheme and a wavelet packet-based scheme, im-
prove the detection compared with a standard threshold
scheme. The extended threshold scheme detects the four
tested defects with a maximal detection delay of 3 samples,
while the wavelet packet-based scheme has a maximal de-
tection delay of 6 samples. Simulations of focus and radial
positions in the presence of surface-defects are performed in
order to inspect the importance and consequences of the size
of the detection delay. From the simulation, it can be seen
that focus and radial positions increase significantly due to
the defect as the detection delay increases.
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