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1 Combinatorial Scientific Computing
Combinatorial scientific computing (CSC) is founded on the recognition of the
enabling power of combinatorial algorithms in scientific and engineering com-
putation and in high-performance computing. The domain of CSC extends be-
yond traditional scientific computing—the three major branches of which are
numerical linear algebra, numerical solution of differential equations, and nu-
merical optimization—to include a range of emerging and rapidly evolving com-
putational and information science disciplines. Examples of the latter include
computational biology, chemistry, and physics; computational climate and ma-
terial sciences; statistical physics; bioinformatics; and large-scale data manage-
ment and analysis. Orthogonally, CSC problems could also emanate from infras-
tructural technologies for supporting high-performance computing. Among such
technologies are algorithmic tools for data partitioning, load balancing, and task
scheduling in parallel computing, and tools for data and iteration reordering in
irregular computation.
Despite the apparent disparity in their origins, CSC problems and scenarios
are unified by the following common features:
– The overarching goal is often to make computation efficient—by minimizing
overall execution time, memory usage, and/or storage space—or to facilitate
knowledge discovery or analysis.
– Identifying the most accurate combinatorial abstractions that help achieve
this goal is usually a part of the challenge.
– The abstractions are often expressed, with advantage, as graph or hyper-
graph problems.
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– The identified combinatorial problems are typically NP-hard to solve opti-
mally. Thus, fast, often linear-time, approximation (or heuristic) algorithms
are the methods of choice.
– The combinatorial algorithms themselves often need to be parallelized, to
avoid their being bottlenecks within a larger parallel computation.
– Implementing the algorithms and deploying them via software toolkits is
critical.
2 Coloring in Derivative Computation
The talk given at the Dagstuhl Seminar on CSC (09061) attempted to illus-
trate the aforementioned features of CSC through an example: We considered
the enabling role graph coloring models and their algorithms play in efficient
computation of sparse derivative matrices via automatic differentiation (AD).
We focused on efforts being made on this topic within the SciDAC Institute
for Combinatorial Scientific Computing and Petascale Simulations (CSCAPES).
Aiming at providing overview than details, we discussed the various coloring
models used in sparse Jacobian and Hessian computation, the serial and parallel
algorithms developed in CSCAPES for solving the coloring problems, and a case
study that demonstrates the efficacy of the coloring techniques in the context
of an optimization problem in a Simulated Moving Bed process, a purification
technique used in the chemical industry [1,2,3,4,5,6].
Implementations of our serial algorithms for the coloring and related prob-
lems in derivative computation are assembled and made publicly available in a
package called ColPack. Implementations of our parallel coloring algorithms are
incorporated into and deployed via the load-balancing toolkit Zoltan. ColPack
has been interfaced with ADOL-C, an operator overloading-based AD tool that
has recently acquired improved capabilities for automatic detection of sparsity
patterns of Jacobians and Hessians (sparsity pattern detection is the first step in
derivative matrix computation via coloring-based compression). Further infor-
mation on ColPack and Zoltan is available at their respective web sites, which
can be accessed via http://www.cscapes.org.
3 Coloring in Parallel Scientific Computing
Graph coloring is also useful for discovering computational subtasks that can
be carried out concurrently in a parallel scientific computing (PSC) context. At
this Dagstul Seminar, a roundtable discussion that sought to identify some spe-
cific applications within PSC where the use of coloring might need to be further
investigated was held. Three applications were discussed in some detail: adap-
tive mesh refinement, preconditioned iterative methods for sparse linear systems
(where “multi-coloring” is used), and full sparse tiling for sparse equation solvers.
Of these, full sparse tiling and multi-coloring, especially in the blocked case, were
considered promising avenues for further investigation.
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