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Vacuum Fluctuations of a Scalar Field during Inflation:
Quantum versus Stochastic Analysis
V. K. Onemli∗
∗Department of Physics, Istanbul Technical University, Maslak, Istanbul 34469, Turkey
We consider an infrared truncated massless minimally coupled scalar field with a
quartic self-interaction in the locally de Sitter background of an inflating universe.
We compute the two-point correlation function of the scalar at one and two-loop
order applying quantum field theory. The tree-order correlator at a fixed comoving
separation (that is at increasing physical distance) freezes in to a nonzero value.
At a fixed physical distance, it grows linearly with comoving time. The one-loop
correlator, which is the dominant quantum correction, implies a negative temporal
growth in the correlation function, at this order, at a fixed comoving separation and
at a fixed physical distance. We also obtain quantitative results for variance in space
and time of one and two-loop correlators and infer that the contrast between the
vacuum expectation value and the variance becomes less pronounced when the loop
corrections are included. Finally, we repeat the analysis of the model applying a
stochastic field theory and reach the same conclusions.
PACS numbers: 98.80.Cq, 04.62.+v
I. INTRODUCTION
Quantum field theory (QFT) of the massless, minimally coupled (MMC) scalar with a
quartic self-interaction on a locally de Sitter background predicts [1–6] several intriguing
enhanced quantum effects of cosmological interest. A locally de Sitter background provides
the simplest framework for an inflating spacetime. The cosmological constant Λ drives
inflation in this framework and the scalar is just a spectator field. The operation of inflation
∗Electronic address: onemli@itu.edu.tr
2on the fluctuating quantum vacuum is to rip virtual particle pairs out of the vacuum by
the Hubble flow before they find time to annihilate each other. After they emerge from
the vacuum, they become real. As in flat spacetime, particles with smaller masses persist
longer. Any massless particle which happens to emerge from the vacuum with sufficiently
small wave number k.Ha(t), where H is the expansion rate, a(t) is the cosmic scale factor,
and t is the comoving time, can persist forever [7–9]. However, the particle production rate
is suppressed for conformally invariant particles. Hence, this quantum effect during inflation
is enhanced for the particles that are classically conformally non-invariant and effectively
massless. The MMC scalars that we consider in this paper are an example of such particles.
We computed [1–3] the renormalized vacuum expectation value (VEV) of the stress-
energy tensor for the MMC scalars endowed with a quartic self-interaction during inflation,
at one and two-loop order. We showed that the renormalized energy density ρren and pressure
pren of the scalar violate the classical weak energy condition ρ+p ≥ 0 on cosmological scales
at two-loop order. The equation of state parameter w ≡ pren/ρren<−1. As a result, a phase
of super-acceleration is induced. This effect, however, is temporary since the field develops [4]
a growing self-mass squared due to quantum processes and the particle production is cut off.
The induced mass remains perturbatively small and does not go tachyonic which ensures
the stability of the model [5]. We studied [10] how such a spectator scalar field might affect
the measured curvature power spectrum ∆2R(k, t) defined in terms of the Fourier transform
of the equal time two-point correlation function of the derivative stripped three-curvature
scalar field R(t, ~x)
∆2R(k, t)≡
k3
2π2
∫
d3x e−i
~k·~x〈Ω|R(t, ~x)R(t,~0)|Ω〉 . (1)
More recently, we computed [6] the one and two-loop corrected power spectrum
∆2ϕ(k, t)=
k3
2π2
∫
d3x e−i
~k·~x〈Ω|ϕ(t, ~x)ϕ(t,~0)|Ω〉 , (2)
of the spectator scalar in our model. Correlations in various scalar potential models during
inflation have been studied [11]. In this paper, we compute the one and two-loop corrected
two-point correlation function of the spectator scalar
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉 , (3)
for t′≤ t and ~x ′ 6= ~x, in our model. Bar on top of the scalar indicates that the ultraviolet
modes with comoving wave number k>Ha are cut off the field. Hence, the IR modes with
3H<k<Ha(t) are retained. The IR truncated field is guaranteed to reproduce the leading
IR logarithms of scalar potential models in QFT. The advantage of using ϕ¯(t, ~x) is that it
is a simple way of recovering the most important contributions; the disadvantage is that it
leaves out sub-leading contributions.
Physical wavelengths λphys of the IR modes range from 2π/H to 2πa(t)/H . Had the
lower limit of the k for the retained modes taken to be zero rather than H , the model would
have suffered from IR divergences. To regulate these divergences we take the spacetime
topology as TD−1×R where the coordinate toroidal radii ri=2π/H . Here, the spatial index
i = 1, 2, . . . , (D−1). The VEV of the field ϕ¯(t, ~x) is zero at any event, hence the VEV of
variation ∆ϕ¯(t, t′; ~x, ~x ′)≡ ϕ¯(t, ~x)−ϕ¯(t′, ~x ′) vanishes. We calculate the non-vanishing variance
σ2∆ϕ¯(t, t
′; ~x, ~x ′)≡〈Ω|[∆ϕ¯−〈Ω|∆ϕ¯|Ω〉]2|Ω〉=〈Ω| (∆ϕ¯)2|Ω〉 , (4)
at one and two-loop order, using the two-point correlation function we compute in this paper.
We also examine the stochastic properties of the IR truncated scalar in the same model
repeating the computations in the context of stochastic field theory (SFT) which is known
to be successful in recovering the most important secular effects [12] in inflationary QFT.
Stochastic formulations of inflation have also proven useful in studying initial conditions
[13], global structure [14], non-Gaussianity [15], power spectrum of a spectator scalar [16]
and conditions for eternal inflation [17]. Starobinsky developed [18] a stochastic formalism
which reproduces the leading IR logs at each order in perturbation theory in scalar potential
models. Starobinsky’s formalisms has recently been extended [19–21] to include scalars which
interact with fermions [22] and with gauge particles [23] but the inclusion of derivative
interactions such as those of quantum gravity [24] and the nonlinear sigma model [25, 26]
is a major unsolved problem. In this paper, we use the SFT approach of Ref. [27] where
the annihilation and creation operators in a quantum field are regarded as two complex
conjugate random variables whose real and imaginary parts follow the Gaussian probability
distribution with mean zero and standard deviation one. Results we achieved by applying
the SFT are in perfect agreement with the ones we obtained applying the QFT. See also
Refs [28, 29] comparing different aspects of quantum and stochastic formalisms.
A technique [30–33] to compute expectation values of functionals of a stochastic field
is to integrate the functional weighted with a probability density function which obeys a
Fokker-Planck equation. Employing this technique, we finally note a stochastic check of our
4two-point correlation function in the equal spacetime limit.
This introduction is the first of five sections. The outline of the remainder is as follows.
In Sec. II we specify the background spacetime geometry and present the Lagrangian of
the model. In Sec. III we analyze the model applying the QFT: We compute the two-point
correlation function and the variance of the IR truncated scalar field with a quartic self-
interaction at one and two-loop order during inflation. In Sec. IV we analyze the model
applying the SFT. We summarize our conclusions in Sec. V. The Appendices comprise the
details of some computations in the paper.
II. THE MODEL
We consider a MMC scalar with a self-interaction potential V (ϕ). The Lagrangian density
of the model is
L = −1
2
(1+δZ)∂µϕ∂νϕg
µν
√−g−V (ϕ)√−g , (5)
where δZ is the field strength counterterm and gµν is the background metric of locally
de Sitter spacetime. The invariant line element can be expressed in comoving coordinates as
ds2=gµνdx
µdxν=−dt2+a2(t)d~x · d~x , (6)
where the scale factor
a(t) = eHt , (7)
is normalized to unity at the initial time ti = 0. We work in a D-dimensional spacetime,
hence the indices µ, ν=0, 1, 2, . . . , (D−1). Thus, xµ=(x0, ~x), x0≡ t, and ∂µ=(∂0, ~∇) in our
notation. We use the open conformal coordinate patch of the full de Sitter manifold where
each of the (D−1) spatial comoving coordinates xi lies in the range 0≤xi≤H−1.
The equation of motion for the scalar field
ϕ¨(t, ~x)+(D−1)Hϕ˙(t, ~x)−∇
2
a2
ϕ(t, ~x)+
V ′(ϕ)(t, ~x)
1+δZ
= 0 , (8)
where a dot denotes derivative with respect to comoving time t, has the solution
ϕ(t, ~x)=ϕ0(t, ~x)−
∫ t
0
dt′aD−1(t′)
∫
dD−1x′G(t, ~x; t′, ~x ′)
V ′(ϕ)(t′, ~x ′)
1+δZ
. (9)
The free field ϕ0(t, ~x) in Eq. (9) obeys the linearized equations of motion and agrees with
the full field at t = ti = 0. The Green’s function G(t, ~x; t
′, ~x ′), on the other hand, is any
5solution of the equation
G¨(t, ~x; t′, ~x ′)+(D−1)HG˙(t, ~x; t′, ~x ′)−∇
2
a2
G(t, ~x; t′, ~x ′)=δ(t−t′)δD−1(~x−~x ′) , (10)
which obeys the retarded boundary conditions. We continue studying the model applying
the QFT in the next section. We study it applying the SFT in Sec. IV.
III. QUANTUM FIELD THEORETICAL ANALYSIS
In this section, we analyze the model described in Sec. II in the QFT point of view.
Section IIIA is reserved for the non-interacting limit of the model. Section IIIB considers
the model with a quartic self-interaction potential.
A. Free Theory
Recall that the background is homogeneous and isotropic with a topology TD−1×R and
we work on a comoving coordinate patch where the D−1 spatial coordinates xi lie in the
finite range 0≤ xi ≤H−1. The modes of fields are, therefore, discrete as they are for any
finite spatial manifold. Hence, we expand the free scalar field in a spatial Fourier series [27],
ϕ0(t, ~x)=H
D−1
2
{
Q− P
(D−1)HaD−1(t) +
∑
~n 6=0
[
u(t, k)ei
~k·~xAˆ~n +u
∗(t, k)e−i
~k·~xAˆ†~n
]}
, (11)
where the comoving wave vector ~k=2πH~n and the comoving wave number k ≡ ‖~k‖. The
mode with physical wave number kphys(t) = k/a(t) crosses the horizon for the first time at
t= tk. Hence, its physical wavelength λphys(tk)=2πk
−1
phys(tk)=H
−1(tk). The expansion rate
H , however, is constant during de Sitter inflation, H(tk) = H . Therefore, this mode has
k=2πHa(tk)=2πHe
Htk . The Bunch-Davies mode function u(t, k) in Eq. (11) is a solution
of the spatial Fourier transform of the linearized field equation,
˜¨ϕ0(t, ~k)+(D−1)H ˜˙ϕ0(t, ~k)+ k2a2(t) ϕ˜0(t, ~k) = 0 , (12)
for the modes with k 6=0. It can be given in terms of the Hankel function of the first kind as
u(t, k)= i
√
π
4HaD−1(t)
H(1)D−1
2
( k
Ha(t)
)
. (13)
6For the k=0 mode, the two solutions of Eq. (12) are a constant and a
−(D−1)
(D−1)H . Hence, the first
two terms in Eq. (11) represent the zero mode of the quantum field ϕ0(t, ~x). The operators
Q and P satisfy the commutation relation
[Q,P ] = i . (14)
They can be expressed in terms of the Fourier transforms of the field and its first time deriva-
tive for k=0, evaluated at t = 0,
Q=
˜˙ϕ0(0, 0)+(D−1)Hϕ˜0(0, 0)
(D−1)H D+12
, (15)
P =
˜˙ϕ0(0, 0)
H
D−1
2
. (16)
The annihilation and creation operators, Aˆ~n and Aˆ
†
~n in Eq. (11), may change as different
Green’s functions are used in Eq. (9), but their nonzero commutation relation[
Aˆ~n, Aˆ
†
~m
]
=δ~n,~m , (17)
remains fixed. They can also be expressed in terms of ϕ˜0(0, ~k) and ˜˙ϕ0(0, ~k). Recall that
Eq. (17) and the canonical commutator[
ϕ˜0(t, ~k), ˜˙ϕ0(t, ~k ′)]= iaD−1(t)HD−1δ~n,~n ′ , (18)
fixes the Wronskian
u(t, k)u˙∗(t, k)−u∗(t, k)u˙(t, k)= i
aD−1(t)
. (19)
Using Eqs. (11) and (19) we obtain
Aˆ~n=
−i
H
D−1
2
[
u˙∗(0, k)ϕ˜0(0, ~k)−u∗(0, k)˜˙ϕ0(0, ~k)] ,
Aˆ†~n=
i
H
D−1
2
[
u˙(0, k)ϕ˜0(0,−~k)−u(0, k)˜˙ϕ0(0,−~k)] . (20)
The state |Ω〉 annihilated by all Aˆ~n is known as Bunch-Davies vacuum. What we assume
about the dependence of vacuum state |Ω〉 on the zero mode operators Q and P does not
matter much because there is only one zero-mode as opposed to an ever-increasing number
of nonzero modes. Thus, we neglect them in free field expansion (11).
Free field expansion (11) also includes arbitrarily large wave numbers which cause ultra-
violet divergences. Therefore, we may consider the expansion obtained by cutting out the
7sub-horizon (ultraviolet) modes and retaining only the super-horizon (infrared) ones
ϕ0(t, ~x)=H
D−1
2
∑
~n 6=0
Θ(Ha(t)−k)
[
u(t, k)ei
~k·~xAˆ~n +u
∗(t, k)e−i
~k·~xAˆ†~n
]
. (21)
In the above expansion, we may further take the IR limit of the mode function (13) given
in terms of the Hankel function
H(1)D−1
2
(z)=JD−1
2
(z)+iYD−1
2
(z) . (22)
Here z≡ k
Ha(t)
, JD−1
2
is the Bessel function of order D−1
2
and
YD−1
2
(z)=JD−1
2
(z) cot
(
(D−1)π
2
)
−J−(D−12 )(z) csc
(
(D−1)π
2
)
, (23)
is the Neumann function of order D−1
2
. Using the series expansion of the Bessel function
JD−1
2
(z)=
(z
2
)D−1
2
[
1
Γ
(
D−1
2
+1
)+O(z2)] , (24)
the reflection formula for the Gamma function
pπ csc(pπ)=Γ(1−p)Γ(1+p) , (25)
with p= D−1
2
and the identity
Γ
(
D−1
2
)
=
√
π
2D−2
Γ(D−1)
Γ
(
D
2
) , (26)
one gets [22, 23, 31] the leading IR limit of the mode function
u(t, k) −→ Γ(D−1)
Γ(D
2
)
H
D
2
−1
(2k)(D−1)/2
{
1+O
( k2
H2a2(t)
)}
. (27)
Then, substituting u(t, k) in Eq. (27) into Eq. (21) we obtain the IR truncated free field in
D-dimensions,
ϕ¯0(t, ~x)=
∑
~n 6=0
Γ(D−1)
Γ(D
2
)
HD−3/2
(2k)(D−1)/2
Θ
(
Ha(t)−k
)[
ei
~k·~xAˆ~n+e
−i~k·~xAˆ†~n
]
. (28)
Let us define the first time derivative of the field ϕ¯0(t, ~x) as
fϕ¯0(t, ~x)≡ ˙¯ϕ0(t, ~x)=
∑
~n 6=0
Γ(D−1)
Γ(D
2
)
HD−
1
2
2(D−1)/2k(D−3)/2
δHa(tn) , k
[
ei
~k·~xAˆ~n+e
−i~k·~xAˆ†~n
]
, (29)
8where tn =
ln(2πn)
H
and n ≡ ‖~n‖. Its stochastic analog represents stochastic noise in Sec. IVC.
We now want to calculate the two-point correlation function of the IR truncated free field
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉 , (30)
for t′≤ t and ~x ′ 6=~x. It will be needed in Sec. III B where we compute the correlation function
of the IR truncated full field. Using Eqs. (17) and (28), we obtain
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉
=
Γ2(D−1)
Γ2(D
2
)
H2D−3
2D−1
∑
~n 6=0
Θ(Ha(t)−k)
k(D−1)/2
ei
~k·~x∑
~m6=0
Θ(Ha(t′)−k′)
k′(D−1)/2
e−i
~k ′·~x ′δ~n,~m . (31)
Here ~k′=2πH~m. When ~m=~n we have ~k′=~k, therefore,
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉
=
Γ2(D−1)
Γ2(D
2
)
HD−2
22D−2πD−1
∑
~n 6=0
Θ(Ha(t)−H2πn) Θ(Ha(t′)−H2πn)
nD−1
ei2πH~n·(~x−~x
′) . (32)
The discrete sum over ~n in Eq, (32) can be approximated as a (D−1)-dimensional integral∑
~n 6=0
Θ(Ha(t)−H2πn) Θ(Ha(t′)−H2πn)
nD−1
ei2πH~n·(~x−~x
′)
≃
∫
dΩD−1
∫ ∞
0
dk
k
Θ(Ha(t)−k) Θ(Ha(t′)−k)eik∆x cos (θ) , (33)
where ∆x ≡‖∆~x‖=‖~x−~x ′‖ and θ is the angle between the vectors ~n and ∆~x. Evaluating
the angular integrations on the right side of Eq. (33) yields
2D−1π
D
2
−1 Γ
(
D
2
)
Γ(D−1)
∫ ∞
0
dk
k
Θ(Ha(t)−k) Θ(Ha(t′)−k)sin(k∆x)
k∆x
. (34)
Because 0≤ t′≤ t, we have Ha(t′)≤Ha(t) and hence,
Θ(Ha(t)−k) Θ(Ha(t′)−k)=Θ(Ha(t′)−k) . (35)
Therefore, the integral over k in Eq. (34),∫ ∞
0
dk
k
Θ(Ha(t′)−k)sin(k∆x)
k∆x
=
∫ Ha(t′)
H
dk
k
sin(k∆x)
k∆x
=
∫ Ha(t′)∆x
H∆x
dy
y
sin(y)
y
= ci(a(t′)H∆x)− sin (a(t
′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
, (36)
9where the cosine integral
ci(α)≡−
∫ ∞
α
dt
cos(t)
t
=γ+ln(α)+
∫ α
0
dt
cos(t)−1
t
=γ+ ln(α)+
∞∑
n=1
(−1)nα2n
2n (2n)!
, (37)
is an entire function. The Euler’s constant γ ≈ .577. Employing Eqs. (35) and (36) in
Eq. (34) we obtain∑
~n 6=0
Θ(Ha(t)−H2πn) Θ(Ha(t′)−H2πn)
nD−1
ei2πH~n·(~x−~x
′)
≃ 2D−1πD2 −1 Γ
(
D
2
)
Γ(D−1)
[
ci(a(t′)H∆x)− sin (a(t
′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
]
. (38)
We can power expand the time dependent terms in Eq. (38),
ci(α)− sin(α)
α
=γ−1+ln(α)+
∞∑
n=1
(−1)n(α)2n
2n (2n+1)!
, (39)
with α ≡ a(t′)H∆x. Substituting Eq. (39) into Eq. (38) yields∑
~n6=0
Θ(Ha(t)−H2πn) Θ(Ha(t′)−H2πn)
nD−1
ei2πH~n·(~x−~x
′)
≃ 2D−1πD2 −1 Γ
(
D
2
)
Γ(D−1)
[
C(∆x)+ln(a(t′))+
∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
, (40)
where we define the comoving spatial separation dependent function
C(∆x) ≡ γ−1+ln(H∆x)−ci(H∆x)+ sin(H∆x)
H∆x
(41)
= −
∞∑
n=1
(−1)n(H∆x)2n
2n (2n+1)!
. (42)
Combining Eq. (32) and the analytic form of the sum given in Eq. (38) gives the two-point
correlation function of the IR truncated free field as
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ci(a(t′)H∆x)− sin (a(t′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
]
. (43)
We can use this analytic form of the correlator to infer its behavior for a fixed comoving
separation (increasing physical distance) at late t′ when a(t′) becomes large. Equation (43)
and the asymptotic form of the function ci(α) for large argument
ci(α) =
sin(α)
α
(
1− 2!
α2
+
4!
α4
. . .
)
− cos(α)
α
(
1
α
− 3!
α3
+
5!
α5
. . .
)
−→ sin(α)
α
, (44)
10
imply that the correlator at a fixed comoving separation freezes in to a nonzero constant
value at late times. The usual result in QFT is for it to go to zero as the physical separation
increases.
Combining Eq. (40) and Eq. (42) in Eq. (32) gives the correlation function as a series
expansion
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [C(∆x)+ln(a(t′))+ ∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
(45)
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ln(a(t′))+ ∞∑
n=1
(−1)n(H∆x)2n
2n (2n+1)!
(
a2n(t′)−1)] . (46)
Equation (43) (or Eq. (46)) can be used to interpret the correlator at a fixed physical distance.
As in Ref. [27], we may choose ∆x so as to keep the physical distance a(t′)∆x a constant
fraction K of the Hubble length,
∆x=
K
Ha(t′)
, (47)
and use Eq. (39) in Eq. (43) to obtain
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉 ≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ln(a(t′))−ln(K)+ci(K)− sin(K)
K
−γ+1
−
∞∑
n=1
(−1)nK2na−2n(t′)
2n (2n+1)!
]
(48)
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ln(a(t′))+ ∞∑
n=1
(−1)nK2n
2n (2n+1)!
(
1−a−2n(t′))] . (49)
Notice that the time dependent part in the infinite sum of Eq. (48) (or Eq. (49)) decays
rapidly as O(a−2(t′)). Since ln(a(t′)) =Ht′, we infer that the correlator at fixed physical
distance grows linearly with comoving time. This is because more and more particles are
created, which increases the local field strength. At this point, let us note that the equal
space limit of Eq. (46) yields
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x)|Ω〉= lim
~x ′→~x
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉 ≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) ln(a(t′)) , (50)
and taking the equal time limit of Eq. (50) gives
〈Ω|ϕ¯20(t, ~x)|Ω〉=lim
t′→t
〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x)|Ω〉 ≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) ln(a(t)) . (51)
The stochastic analog of the two-point correlation function for the fϕ¯0(t, ~x) will be needed
in Sec. IVC. For the sake of completeness, let us compute it here, in the context of QFT,
11
as well. Equations (17) and (29) imply that
〈Ω|fϕ¯0(t, ~x)fϕ¯0(t′, ~x ′)|Ω〉=
Γ2(D−1)
Γ2(D
2
)
H2D−1
2D−1
∑
~n6=0
∑
~m6=0
δHa(tn), k
k(D−3)/2
δHa(t′m), k ′
k′(D−3)/2
ei
~k·~xe−i
~k′·~x ′δ~n, ~m , (52)
where t′≤ t, ~x ′ 6=~x and ~k′=2πH~m. When ~m=~n we have ~k′=~k, therefore,
〈Ω|fϕ¯0(t, ~x)fϕ¯0(t′, ~x ′)|Ω〉=
Γ2(D−1)
Γ2(D
2
)
HD+2
22D−4πD−3
∑
~n 6=0
δHa(tn), Ha(t′n)
nD−3
ei2πH~n·(~x−~x
′) . (53)
We make the integral approximation to the discrete mode sum in Eq. (53) to obtain∑
~n 6=0
δHa(tn), Ha(t′n)
nD−3
ei2πH~n·(~x−~x
′)≃
∫
dΩD−1
∫ ∞
0
dk k
(2πH)2
δ(Ha(t)−k) δ(Ha(t′)−k)eik∆x cos (θ) . (54)
Evaluating the angular integrations on the right side of Eq. (54) yields
2DπD/2
(2π)3H2
Γ
(
D
2
)
Γ(D−1)
∫ ∞
0
dk δ(Ha(t)−k) δ(Ha(t′)−k)sin(k∆x)
∆x
. (55)
Then we perform the remaining integral over k in Eq. (55),∫ ∞
0
dk δ(Ha(t)−k)δ(Ha(t′)−k)sin(k∆x)
∆x
=
sin(a(t′)H∆x)
∆x
δ(Ha(t)−Ha(t′))
=
sin(a(t′)H∆x)
a(t′)H∆x
δ(t−t′)
H
, (56)
where we used δ(Ha(t)−Ha(t′))= δ(t−t′)
Ha˙(t′)
= δ(t−t
′)
H2a(t′)
. Using Eqs. (55) and (56) in Eq. (54), we
find ∑
~n6=0
δHa(tn) ,Ha(t′n)
nD−3
ei2πH~n·(~x−~x
′)≃ 2
DπD/2
(2πH)3
Γ
(
D
2
)
Γ(D−1)
sin(a(t′)H∆x)
a(t′)H∆x
δ(t−t′) . (57)
Finally, inserting Eq. (57) into Eq. (53) gives the correlation function we wanted to compute,
〈Ω|fϕ¯0(t, ~x)fϕ¯0(t′, ~x ′)|Ω〉≃
HD−1
2D−1πD/2
Γ(D−1)
Γ(D
2
)
sin(a(t′)H∆x)
a(t′)H∆x
δ(t−t′) . (58)
The equal space limit of Eq. (58) yields
〈Ω|fϕ¯0(t, ~x)fϕ¯0(t′, ~x)|Ω〉≃
HD−1
2D−1πD/2
Γ(D−1)
Γ(D
2
)
δ(t−t′) . (59)
This brings our discussion on the free theory to an end. In the next section, we study the
interacting theory with a quartic self-interaction potential.
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B. Interacting Theory
The solution of the equation of motion for a MMC scalar with a self-interaction potential
V (ϕ) is given in Eq. (9) as
ϕ(t, ~x)=ϕ0(t, ~x)−
∫ t
0
dt′aD−1(t′)
∫
dD−1x′G(t, ~x; t′, ~x ′)
V ′(ϕ)(t′, ~x ′)
1+δZ
,
where the Green’s function, defined in Eq. (10), is [19]
G(t, ~x; t′, ~x ′)≡ iΘ(t−t′)
[
ϕ0(t, ~x), ϕ0(t
′, ~x ′)
]
= iΘ(t−t′)
∫
dD−1k
(2π)D−1
ei
~k·(~x−~x′)
{
u(t, k)u∗(t′, k)−u∗(t, k)u(t′, k)
}
. (60)
To get the IR truncated full field ϕ¯(t, ~x), we need the leading order IR limit of the
G(t, ~x; t′, ~x ′). Combining Eqs. (13), (22) and (23) we find
u(t, k)u∗(t′, k)−u∗(t, k)u(t′, k)= i π
2H
csc
(
(D−1)π
2
)
a
D−1
2 (t) a
D−1
2 (t′)
[
JD−1
2
(z) J−(D−12 )
(z′)−(z ↔ z′)
]
, (61)
−→ i
H
{
1
D−1+O
( k2
H2a2(t)
,
k2
H2a2(t′)
)}[ 1
aD−1(t)
− 1
aD−1(t′)
]
. (62)
Equations (24) and (25) have been used in obtaining the limit in the last line. Hence,
plugging Eq. (62) into Eq. (60), retaining only the leading terms, gives [22, 23, 31]
G(t, ~x; t′, ~x ′) −→ 1
(D−1)H Θ(t−t
′) δD−1(~x−~x ′)
[
1
aD−1(t′)
− 1
aD−1(t)
]
. (63)
When this limit is inserted into Eq. (9) it is multiplied by the integration measure aD−1(t′).
Then, the first term in the square brackets, aD−1(t′)/aD−1(t′)=1, contributes over the whole
range of the integration. The second term proportional to aD−1(t′)/aD−1(t), on the other
hand, contributes significantly only for t′ ∼ t, and hence, negligible in the leading logarithm
approximation we consider. Thus, Eq. (9) yields the IR truncated full field as
ϕ¯(t, ~x)= ϕ¯0(t, ~x)− 1
(D−1)H
∫ t
0
dt′
V ′(ϕ¯(t′, ~x))
1+δZ
. (64)
We consider a scalar field with quartic self-interaction, hence
V (ϕ)=
1
2
δm2ϕ2+
1
4!
(λ+δλ)ϕ4 , (65)
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where λ is the coupling constant, δλ and δm2 are the coupling constant and the mass
squared counterterms, respectively. Counterterms cannot contribute in leading logarithm
order. To see this, let us first note that δZ ∼ O(λ2), δm2 ∼ O(λ) and δλ ∼ O(λ2) in the
model [4]. In the 1
4!
(λ+δλ)ϕ4 term, λ and δλ multiply the same ϕ4. Therefore, contributions
involving λ
4!
ϕ4 and contributions involving δλ
4!
ϕ4 must have the same IR logarithm structure.
Because the latter are suppressed by at least one extra factor of λ, with no more IR log-
arithm, they cannot be in leading order. Next, let us compare the δm
2
2
ϕ2 and λ
4!
ϕ4 terms.
Although, δm2∼λ, it multiplies ϕ2. Therefore, at a given order in λ, contributions involv-
ing the former cannot produce as high order IR logarithms as contributions involving the
latter. Finally, the field strength counterterm δZ appears in the field equations in the form
V ′(ϕ)/(1+δZ) = V ′(ϕ) [1−δZ+(δZ)2−· · · ] where δZ ∼O(λ2). Consequently, exactly the
same leading logarithm contributions is obtained from the simplified field equation without
the counterterms,
ϕ¯(t, ~x)= ϕ¯0(t, ~x)− λ
6(D−1)H
∫ t
0
dt′′ ϕ¯3(t′′, ~x) . (66)
Iterating Eq. (66) twice, we find the IR truncated full field in terms of ϕ¯0(t, ~x) as
ϕ¯(t, ~x)= ϕ¯0(t, ~x)− l
6(D−1)H
∫ t
0
dt′ϕ¯30(t
′, ~x)+
l2
12(D−1)2H2
∫ t
0
dt′ϕ¯20(t
′, ~x)
∫ t′
0
dt′′ϕ¯30(t
′′, ~x)
− l
3
24(D−1)3H3
{∫ t
0
dt′ϕ¯20(t
′, ~x)
∫ t′
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)
+
1
3
∫ t
0
dt′ϕ¯0(t
′, ~x)
[∫ t′
0
dt′′ϕ¯30(t
′′, ~x)
]2}
+O(l4) . (67)
Using Eq. (67), we can compute the two-point correlation function of the IR truncated full
field. Up to O(l3) we have
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉=〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉
− λ
6(D−1)H
[
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉+〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉
]
+
λ2
12(D−1)2H2
[
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉
+〈Ω|
∫ t
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉+1
3
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉
]
, (68)
where 0≤ t′′′≤ t′′≤ t, 0≤ ˜˜t≤ t˜≤ t′ and t′ ≤ t. The perturbation theory breaks down when
ln(a(t))=Ht∼1/√λ [1]. So, for λ≪1, one can have a long period of time during which the
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perturbation theory and hence Eq. (68) are valid. In the next three sections, we compute
the tree, one and two-loop contributions in correlation function (68).
1. Tree-order contribution
The tree-order contribution in the two-point correlation function of the IR truncated full
field is just the two-point correlation function of the IR truncated free field which is obtained
in Eqs. (43) and (46) as
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉tree=〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ci(a(t′)H∆x)− sin (a(t′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
]
(69)
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ln(a(t′))+ ∞∑
n=1
(−1)n(H∆x)2n
2n (2n+1)!
(
a2n(t′)−1)] . (70)
Quantum correcting this classical result, however, requires some work. In the following two
sections we carry out the calculations for the one and two-loop contributions, respectively.
2. One-loop contribution
Computing the one-loop contribution to the tree-order two-point correlation function in
Eq. (68) involves evaluations of two VEVs. The first one is
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉=
∫ t′
0
dt˜ 〈Ω|ϕ¯0(t, ~x) ϕ¯30(t˜, ~x ′)|Ω〉 . (71)
It can be calculated either by directly inserting free field (28) for each power of ϕ¯0 in Eq. (71)
and using the commutator algebra (17) or, equivalently, by topologically inequivalent field-
pairings which yield∫ t′
0
dt˜ 〈Ω|ϕ¯0(t, ~x) ϕ¯30(t˜, ~x ′)|Ω〉=
∫ t′
0
dt˜ 3 ·1〈Ω|ϕ¯0(t, ~x) ϕ¯0(t˜, ~x ′)|Ω〉〈Ω|ϕ¯20(t˜, ~x ′)|Ω〉
=
H2D−4
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) 3∫ t′
0
dt˜
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]
ln(a(t˜)) , (72)
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where we used Eq. (45), the fact that t˜ ≤ t and Eq. (51). Evaluating the integral in Eq. (72)
we obtain∫ t′
0
dt˜ 〈Ω|ϕ¯0(t, ~x) ϕ¯30(t˜, ~x ′)|Ω〉 =
H2D−5
22D−1πD
Γ2(D−1)
Γ2
(
D
2
) 3{2ln3(a(t′))
3
+C(∆x)ln2(a(t′))
+
1
2
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
[
a2n(t′)
(
ln(a(t′))− 1
2n
)
+
1
2n
]}
. (73)
The second VEV which contributes at one-loop order in Eq. (68) can be calculated
similarly,
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉=
∫ t
0
dt′′ 3 ·1〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉〈Ω|ϕ¯20(t′′, ~x)|Ω〉
=
HD−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) 3∫ t
0
dt′′〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉ln(a(t′′)) , (74)
where we used Eq. (51) in the last equality. We have 0 ≤ t′′ ≤ t and t′ ≤ t. Therefore, in
order to evaluate the remaining VEV in the integrand we break up the integral into two
as
∫ t
0
dt′′=
∫ t′
0
dt′′+
∫ t
t′
dt′′. In the first integral t′′≤ t′, whereas in the second t′≤ t′′. Hence,
appropriate use of Eq. (45) in Eq. (74) gives
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉
=
H2D−4
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) 3{C(∆x)∫ t
0
dt′′ln(a(t′′))+
∫ t′
0
dt′′ln2(a(t′′))+ln(a(t′))
∫ t
t′
dt′′ln(a(t′′))
+
1
2
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
[∫ t′
0
dt′′a2n(t′′)ln(a(t′′))+a2n(t′)
∫ t
t′
dt′′ ln(a(t′′))
]}
. (75)
We evaluate the integrals and find
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉= H
2D−5
22D−1πD
Γ2(D−1)
Γ2
(
D
2
) 3{[C(∆x)+ln(a(t′))]ln2(a(t))− ln3(a(t′))
3
+
1
2
∞∑
n=1
(−1)n(H∆x)2n
n(2n+1)!
[
a2n(t′)
(
ln2(a(t))−ln2(a(t′))+ ln(a(t
′))
n
− 1
2n2
)
+
1
2n2
]}
. (76)
Combining Eqs. (42), (73) and (76) in Eq. (68) yields the following total O(λ)-correction
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉1−loop≃− λ
(D−1)
H2D−6
22DπD
Γ2(D−1)
Γ2
(
D
2
) { ln3(a(t′))
3
+ln(a(t′))ln2(a(t))
+
1
2
∞∑
n=1
(−1)n(H∆x)2n
n(2n+1)!
{
a2n(t′)
[
ln2(a(t))−ln2(a(t′))+2ln(a(t
′))
n
− 1
n2
]
−ln2(a(t))−ln2(a(t′))+ 1
n2
}}
. (77)
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As in Eq. (43), to infer the result at a fixed comoving separation at late times during inflation
we must fix ∆x and then take t′ large. (Recall t≥ t′.) The asymptotic form of the one-loop
correlator is obtained as
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉1−loop≃− λ
(D−1)
H2D−6
22DπD
Γ2(D−1)
Γ2
(
D
2
) {4ln3(a(t′))
3
−
[
ci(H∆x)− sin (H∆x)
H∆x
][
ln2(a(t))+ln2(a(t′))
]
+2
[
ln(H∆x)+γ−1
]
ln2(a(t′))
−α
2
6
3F4
(
1, 1, 1; 2, 2, 2,
5
2
;−α
2
4
)
ln(a(t′))+
α2
12
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−α
2
4
)
−H
2∆x2
12
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−H
2∆x2
4
)}
, (78)
where we used the large argument expansion (44) of the ci(α) function with α=a(t′)H∆x.
The mFn’s are generalized hypergeometric functions. Equation (78) implies that one loop
correlator grows negatively for a fixed comoving separation during inflation.
To obtain the one-loop correlator for a fixed physical distance, we choose a(t′)∆x a
constant fraction K of the Hubble length as in Eq. (47),
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉1−loop≃− λ
(D−1)
H2D−6
22DπD
Γ2(D−1)
Γ2
(
D
2
) {−2ln3(a(t′))
3
+
{
ci(K)− sin(K)
K
−
[
ci(Ka−1(t′))− sin(Ka
−1(t′))
Ka−1(t′)
]}
ln2(a(t))
−
{
ci(K)− sin(K)
K
−2 ln(K)+
[
ci(Ka−1(t′))− sin(Ka
−1(t′))
Ka−1(t′)
]
+2−2γ
}
ln2(a(t′))
−K
2
6
3F4
(
1, 1, 1; 2, 2, 2,
5
2
;−K
2
4
)
ln(a(t′))+
K2
12
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−K
2
4
)
− K
2
12a2(t′) 4
F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;− K
2
4a2(t′)
)}
. (79)
We employ Eq. (39) in this analytic form of the one-loop correlator and get
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉1−loop≃− λ
(D−1)
H2D−6
22DπD
Γ2(D−1)
Γ2
(
D
2
) { ln3(a(t′))
3
+ln(a(t′))ln2(a(t))
+
[
ln2(a(t))−ln2(a(t′))] ∞∑
n=1
(−1)nK2n
2n(2n+1)!
+ln(a(t′))
∞∑
n=1
(−1)nK2n
n2(2n+1)!
−
∞∑
n=1
(−1)nK2n
2n3(2n+1)!
−[ln2(a(t))+ln2(a(t′))] ∞∑
n=1
(−1)nK2na−2n(t′)
2n(2n+1)!
+
∞∑
n=1
(−1)nK2na−2n(t′)
2n3(2n+1)!
}
, (80)
where the terms in the last line decay exponentially during inflation. Equation (80) tells us
that the one-loop correlator at fixed physical distance grows negatively during inflation.
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In the next section, we compute the two-loop contribution to the correlation function of
the IR truncated scalar field.
3. Two-loop contribution
Computing the two-loop contribution in two-point correlation function (68) involves eval-
uations of three VEVs, of which the first is
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉=
∫ t′
0
dt˜
∫ t˜
0
d˜˜t
{
2·3·1 〈Ω|ϕ¯0(t, ~x)ϕ¯0(t˜, ~x ′)|Ω〉〈Ω|ϕ¯0(t˜, ~x ′)ϕ¯0(˜˜t, ~x ′)|Ω〉〈Ω|ϕ¯20(˜˜t, ~x ′)|Ω〉
3·1·1 〈Ω|ϕ¯0(t, ~x)ϕ¯0(˜˜t, ~x ′)|Ω〉〈Ω|ϕ¯20(t˜, ~x ′)|Ω〉〈Ω|ϕ¯20(˜˜t, ~x ′)|Ω〉
+3·2·1 〈Ω|ϕ¯0(t, ~x)ϕ¯0(˜˜t, ~x ′)|Ω〉
[
〈Ω|ϕ¯0(t˜, ~x ′)ϕ¯0(˜˜t, ~x ′)|Ω〉
]2}
, (81)
where we have 0≤ ˜˜t≤ t˜≤ t′ and t′ ≤ t. This time ordering makes it easy to read off the
VEVs in the integrand from Eqs. (45), (50) and (51). Substituting the outcomes yields
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉= H
3D−6
23D−3π3D/2
Γ3(D−1)
Γ3(D
2
)
{
∫ t′
0
dt˜
∫ t˜
0
d˜˜t 2·3·1
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n(2n+1)!
]
ln2(a(˜˜t))
+
∫ t′
0
dt˜
∫ t˜
0
d˜˜t 3·1·1
[
C(∆x)+ln(a(˜˜t))+
∞∑
n=1
(−1)n(a(˜˜t)H∆x)2n
2n(2n+1)!
]
ln(a(t˜))ln(a(˜˜t))
+
∫ t′
0
dt˜
∫ t˜
0
d˜˜t 3·2·1
[
C(∆x)+ln(a(˜˜t))+
∞∑
n=1
(−1)n(a(˜˜t)H∆x)2n
2n(2n+1)!
]
ln2(a(˜˜t))
}
. (82)
The results of the integrals in Eq. (82) are given in Appendix A1. Using Eqs. (A1), (A2)
and (A3) in Eq. (82) we obtain
〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉
=
H3D−8
23D−2π3D/2
Γ3(D−1)
Γ3(D
2
)
{
9ln5(a(t′))
5
+
11C(∆x)
4
ln4(a(t′))+
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
×
{
a2n(t′)
[
ln3(a(t′))+
3ln2(a(t′))
4n
−21ln(a(t
′))
8n2
+
33
16n3
]
+
3ln2(a(t′))
8n
−3ln(a(t
′))
2n2
− 33
16n3
}}
.(83)
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The second VEV which contributes at two-loop order in correlation function (68) is
evaluated similarly,
〈Ω|
∫ t
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉=
∫ t
0
dt′′
∫ t′′
0
dt′′′
{
2·3·1 〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉 〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′′′, ~x)|Ω〉 〈Ω|ϕ¯20(t′′′, ~x)|Ω〉
+1·3·1 〈Ω|ϕ¯20(t′′, ~x)|Ω〉 〈Ω|ϕ¯0(t′′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉 〈Ω|ϕ¯20(t′′′, ~x)|Ω〉
+3·2·1
[
〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′′′, ~x)|Ω〉
]2
〈Ω|ϕ¯0(t′′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉
}
, (84)
where 0≤ t′′′≤ t′′≤ t and t′≤ t. Employing Eqs. (50) and (51) in Eq. (84) we get
〈Ω|
∫ t
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉= H
2D−4
22D−2πD
Γ2(D−1)
Γ2(D
2
)
{
∫ t
0
dt′′
∫ t′′
0
dt′′′2·3·1〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉ln2(a(t′′′))
+
∫ t
0
dt′′
∫ t′′
0
dt′′′1·3·1〈Ω|ϕ¯0(t′′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉ln(a(t′′))ln(a(t′′′))
+
∫ t
0
dt′′
∫ t′′
0
dt′′′3·2·1〈Ω|ϕ¯0(t′′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉ln2(a(t′′′))
}
. (85)
Because the ordering between t′ and t′′ and between t′ and t′′′ are unknown in the double
integrals, we cannot just read off the VEVs from Eq. (45). We can, however, decompose the
double integrals so that a definite ordering between the time parameters exists. That makes
the evaluation of the integrals, using Eq. (45), possible; see Appendix A2. Substituting
Eqs. (A6), (A11) and (A13) into Eq. (85), we find
〈Ω|
∫ t
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)ϕ¯0(t
′, ~x)|Ω〉= H
3D−8
23D−2π3D/2
Γ3(D−1)
Γ3(D
2
)
{
11ln5(a(t′))
20
− ln4(a(t′))ln(a(t))− ln
3(a(t′))
2
ln2(a(t))+
11[ln(a(t′))+C(∆x)]
4
ln4(a(t))
+
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
{
a2n(t′)
[
2ln5(a(t′))−2ln4(a(t′))ln(a(t))−5ln
4(a(t′))
8
+
11ln4(a(t))
8
−3ln
2(a(t′))
4
ln2(a(t))− 1
n
(
11ln3(a(t′))
4
−3ln2(a(t′))ln(a(t))−3ln(a(t
′))
4
ln2(a(t))
)
+
1
n2
(
33ln2(a(t′))
8
−3ln(a(t′))ln(a(t))−3ln
2(a(t))
8
)
− 1
n3
(
33ln(a(t′))
8
−3ln(a(t))
2
)
+
33
16n4
]
+
3ln2(a(t))
8n2
−3ln(a(t))
2n3
− 33
16n4
}}
. (86)
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Finally, the third VEV which contributes at two-loop order in correlation function (68) is
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉=
∫ t
0
dt′′
∫ t′
0
dt˜
{
3·1·1 〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t˜, ~x ′)|Ω〉 〈Ω|ϕ¯20(t′′, ~x)|Ω〉 〈Ω|ϕ¯20(t˜, ~x ′)|Ω〉
+2·3·1 〈Ω|ϕ¯20(t′′, ~x)|Ω〉 〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t˜, ~x ′)|Ω〉 〈Ω|ϕ¯20(t˜, ~x ′)|Ω〉
3·2·1
[
〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t˜, ~x ′)|Ω〉
]3}
, (87)
where 0≤ t′′≤ t, 0≤ t˜≤ t′, and t′≤ t. The integrand on the right of Eq. (87) consists of three
terms that are added together. Notice that the second term is twice the first term. Using
Eq. (51) in Eq. (87) we get
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉
=
∫ t
0
dt′′
∫ t′
0
dt˜
{
9〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t˜, ~x ′)|Ω〉 H
2D−4
22D−2πD
Γ2(D−1)
Γ2(D
2
)
ln(a(t′′))ln(a(t˜))
+6
[
〈Ω|ϕ¯0(t′′, ~x)ϕ¯0(t˜, ~x ′)|Ω〉
]3}
. (88)
As in the evaluation of the second VEV given in Eq. (84), we need an ordering of the time
parameters t′′ and t˜ to evaluate the expectation values in the integrand on the right of
Eq. (88). Therefore, we similarly break up the double integral into two parts:
∫ t
0
dt′′
∫ t′
0
dt˜=∫ t˜
0
dt′′
∫ t′
0
dt˜+
∫ t
t˜
dt′′
∫ t′
0
dt˜ where in the first part on the right t′′≤ t˜, whereas t˜≤ t′′ in the second.
Hence, employing Eq. (45) appropriately, we obtain
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉= H
3D−6
23D−3π3D/2
Γ3(D−1)
Γ3(D
2
)
{
∫ t˜
0
dt′′
∫ t′
0
dt˜
{
9
[
C(∆x)+ln(a(t′′))+
∞∑
n=1
(−1)n(a(t′′)H∆x)2n
2n (2n+1)!
]
ln(a(t′′)) ln(a(t˜))
+6
[
C(∆x)+ln(a(t′′))+
∞∑
n=1
(−1)n(a(t′′)H∆x)2n
2n (2n+1)!
]3}
+
∫ t
t˜
dt′′
∫ t′
0
dt˜
{
9
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]
ln(a(t′′)) ln(a(t˜))
+6
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]3}}
. (89)
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Now, we need to evaluate the four double integrals in Eq. (89) to get the VEV. Results of
the integrals are given in Appendix A3. Adding up Eqs. (A14), (A15), (A17) and (A18)
and substituting the sum into Eq. (89), we find
〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉= H
3D−8
23D−2π3D/2
Γ3(D−1)
Γ3(D
2
)
3
{
−4
5
ln5(a(t′))+ln4(a(t′))ln(a(t))
+ln3(a(t′))ln2(a(t))−2C(∆x)
[
ln4(a(t′))−2ln3(a(t′))ln(a(t))−3ln
2(a(t′))
4
ln2(a(t))
]
−2C2(∆x)[ln3(a(t′))−3ln2(a(t′))ln(a(t))]+4C3(∆x)ln(a(t′))ln(a(t))
+3
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
{
a2n(t′)
{[
ln(a(t))−ln(a(t′))
][5ln2(a(t′))
4
+
(
2C(∆x)− 9
8n
)
ln(a(t′))
+
ln(a(t′))
4
ln(a(t))− ln(a(t))
8n
]
+
3ln2(a(t′))
2n
+E(∆x,n)ln(a(t))−F(∆x,n)ln(a(t′))+G(∆x,n)
}
−E(∆x,n)
[
ln(a(t))+ln(a(t′))
]
+
ln2(a(t))
8n
+
ln2(a(t′))
8n
−G(∆x,n)
}
+
3
2
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
pn(p−n)(2n+1)![2(p−n)+1]!
{
a2p(t′)
{[
ln(a(t))−ln(a(t′))
][
ln(a(t′))+C(∆x)− 1
2p
]
+
ln(a(t′))
p
+
C(∆x)
p
− 1
p2
}
−
[
C(∆x)− 1
2p
][
ln(a(t))+ln(a(t′))
]
−C(∆x)
p
+
1
p2
}
+
1
4
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q
[
a2q(t′)
(
ln(a(t))−ln(a(t′))+ 1
q
)
−ln(a(t))−ln(a(t′))− 1
q
]
q(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]!
}
, (90)
where we defined new functions of comoving spatial separation ∆x and index n
F(∆x,n)≡C2(∆x)−3C(∆x)
n
+
13
4n2
and G(∆x,n)≡ C
2(∆x)
n
−2C(∆x)
n2
+
15
8n3
. (91)
Recall that the function C(∆x) is expressed as a power series in Eq. (42). The square and
the cube of C(∆x) that appear in Eq. (90) can also be expressed as series expansions
C2(∆x) =
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
4n(p−n)(2n+1)![2(p−n)+1]! , (92)
C3(∆x) =−
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q
8(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]! . (93)
We have completed evaluating each of the three VEVs that yields an O(λ2) correction to
tree-order two-point correlation function (70) of the IR truncated scalar full field. Substitu-
tion of those VEVs given in Eqs. (83), (86) and (90) into Eq. (68) yields the total two-loop
21
correction as
〈Ω|ϕ¯(t, ~x)ϕ¯(t, ~x ′)|Ω〉2−loop≃ λ
2
(D−1)2
H3D−10
23Dπ3D/2
Γ3(D−1)
Γ3(D
2
)
{
31ln5(a(t′))
60
+
ln3(a(t′))
6
ln2(a(t))
+
11ln(a(t′))
12
ln4(a(t))+C(∆x)
[
11ln4(a(t))
12
+
ln4(a(t′))
4
+
4ln3(a(t′))
3
ln(a(t))
+
ln2(a(t′))
2
ln2(a(t))
]
−C2(∆x)
[
2ln3(a(t′))
3
−2ln2(a(t′))ln(a(t))
]
+C3(∆x)4ln(a(t
′))
3
ln(a(t))
+
∞∑
n=1
(−1)n(H∆x)2n
n(2n+1)!
{
a2n(t′)
{
2
[
ln(a(t))−ln(a(t′))
][
− ln
4(a(t′))
3
+
ln2(a(t′))
n
+
(C(∆x)
n
− 1
n2
)
ln(a(t′))+
N (C, n)
2
]
+
5
24
[
ln4(a(t))−ln4(a(t′))
]
+
1
4
[
ln2(a(t))−ln2(a(t′))
]
×
[
ln2(a(t))+
2ln(a(t′))
n
− 1
n2
]
+
2ln3(a(t′))
3n
+
2ln2(a(t′))
n2
+
(
2C(∆x)
n2
− 9
2n3
)
ln(a(t′))+P(C, n)
}
+
ln2(a(t))
4n2
+
ln2(a(t′))
4n2
−N (C, n)
[
ln(a(t))+ln(a(t′))
]
−P(C, n)
}
+
1
2
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
pn(p−n)(2n+1)![2(p−n)+1]!
{
a2p(t′)
{[
ln(a(t))−ln(a(t′))
][
ln(a(t′))+C(∆x)− 1
2p
]
+
ln(a(t′))
p
+
C(∆x)
p
− 1
p2
}
−
[
C(∆x)− 1
2p
][
ln(a(t))+ln(a(t′))
]
−C(∆x)
p
+
1
p2
}
+
1
12
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q
{
a2q(t′)
[
ln(a(t))−ln(a(t′))+ 1
q
]
−ln(a(t))−ln(a(t′))− 1
q
}
q(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]!
}
, (94)
where we defined
N (C, n)≡ C
2(∆x)
n
−C(∆x)
n2
+
1
n3
and P(C, n)≡ C
2(∆x)
n2
−2C(∆x)
n3
+
13
4n4
. (95)
To get the result for a fixed physical distance, one can choose the comoving separation
∆x=K/Ha(t′) so that the physical distance a(t′)∆x remains as a constant fraction K of
the Hubble length, as in Eq. (47).
Adding up tree, one and two-loop correlators (70), (77) and (94) yields the two-point
correlation function of the IR truncated full field at one and two-loop order,
〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉 ≃ 〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉tree+〈Ω|ϕ¯(t, ~x)ϕ¯(t, ~x ′)|Ω〉1−loop
+〈Ω|ϕ¯(t, ~x)ϕ¯(t, ~x ′)|Ω〉2−loop . (96)
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(To save space we don’t write the result explicitly.) Computation of this correlation function
was one of the goals of this paper. We use it, in the next section, to obtain the variance of
the IR truncated scalar at one and two-loop order.
C. Fluctuations in Spacetime
The variation ∆ϕ¯ of the IR truncated scalar ϕ¯ is defined as the difference of fields at two
events
∆ϕ¯(t, t′; ~x, ~x ′)≡ ϕ¯(t, ~x)−ϕ¯(t′, ~x ′) . (97)
Because the VEV of field ϕ¯ is zero at any event, the VEV of variation ∆ϕ¯ also vanishes.
However, the variance
σ2∆ϕ¯(t, t
′; ~x, ~x ′)≡〈Ω|[∆ϕ¯−〈Ω|∆ϕ¯|Ω〉]2|Ω〉=〈Ω| (∆ϕ¯)2|Ω〉
= 〈Ω|ϕ¯2(t, ~x)|Ω〉−〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉−〈Ω|ϕ¯(t′, ~x ′)ϕ¯(t, ~x)|Ω〉+〈Ω|ϕ¯2(t′, ~x ′)|Ω〉 , (98)
is not necessarily zero. The VEVs in the middle of the second line in Eq. (98) are just
the two-point correlation function of the IR truncated scalar obtained in Eq. (96). The
remaining VEVs can be obtained from this function by taking appropriate limits:
〈Ω|ϕ¯2(t, ~x)|Ω〉=〈Ω|ϕ¯2(t, ~x ′)|Ω〉= H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) ln(a(t))
− λ
(D−1)
H2D−6
22D−2 3 πD
Γ2(D−1)
Γ2
(
D
2
) ln3(a(t))+ λ2
(D−1)2
H3D−10
23D−3 5 π3D/2
Γ3(D−1)
Γ3
(
D
2
) ln5(a(t)) , (99)
and
〈Ω|ϕ¯2(t′, ~x ′)|Ω〉=〈Ω|ϕ¯2(t′, ~x)|Ω〉 = lim
t→t′
〈Ω|ϕ¯2(t, ~x)|Ω〉 , (100)
which can directly be read off from Eq. (99). Thus, using Eqs. (96), (99) and (100) in
Eq. (98), one obtains the variance σ2∆ϕ¯(t, t
′; ~x, ~x ′). In the next two sections, we consider its
equal time and equal space limits, respectively.
1. Fluctuations in Space
The spatial variation of the IR truncated scalar is the difference of fields at equal time
events ∆ϕ¯(t, ~x, ~x ′) = ϕ¯(t, ~x)− ϕ¯(t, ~x ′). It derives from the fact that inflationary particle
production is a random process, like everything else in quantum mechanics. At some places
23
the field strength is positive, at others it is negative; at some places the magnitude of the
field strength increases at others it decreases. Although the expectation value of the spatial
variation ∆ϕ¯(t, ~x, ~x ′) vanishes, the spatial variance σ2∆ϕ¯(t, ~x, ~x
′), which can be obtained by
taking the equal time limit of Eq. (98), does not. We employ Eqs. (96) and (99) in Eq. (98),
to obtain
σ2∆ϕ¯(t, ~x, ~x
′)=〈Ω|[∆ϕ¯(t, ~x, ~x ′)−〈Ω|∆ϕ¯(t, ~x, ~x ′)|Ω〉]2|Ω〉=〈Ω|[ϕ¯(t, ~x)−ϕ¯(t, ~x ′)]2|Ω〉
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) ∞∑
n=1
(−1)n+1(H∆x)2n
n (2n+1)!
(
a2n(t)−1)+ λ
(D−1)
H2D−6
22D−1πD
Γ2(D−1)
Γ2
(
D
2
) {
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
[
a2n(t)
n
ln(a(t))−ln2(a(t))− (a
2n(t)−1)
2n2
]}
− λ
2
(D−1)2
H3D−10
23D−2π3D/2
×Γ
3(D−1)
Γ3(D
2
)
{∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
{
a2n(t)
[
ln3(a(t))
3n
+
ln2(a(t))
n2
+
(C(∆x)
n2
− 9
4n3
)
ln(a(t))+
P
2
]
−3ln
4(a(t))
4
+
ln2(a(t))
4n2
−N ln(a(t))−P
2
}
+
1
4
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
pn(p−n)(2n+1)![2(p−n)+1]!
{
a2p(t)
p
[
ln(a(t))+C(∆x)− 1
p
]
+
2p
3
ln3(a(t))−
[
2C(∆x)− 1
p
]
ln(a(t))−C(∆x)
p
+
1
p2
}
+
1
24
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q
[
a2q(t)−2q2 ln2(a(t))−2q ln(a(t))−1
]
q2(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]!
}
+O(λ3) .(101)
Tree order spatial variance in Eq. (101),
σ2∆ϕ¯tree ≃
HD−2
2D−2πD/2
Γ(D−1)
Γ
(
D
2
) {ln(a(t))+ sin (a(t)H∆x)
a(t)H∆x
− sin(H∆x)
H∆x
−ci(a(t)H∆x)+ ci(H∆x)
}
, (102)
for a fixed comoving separation (increasing physical distance) asymptotes to
σ2∆ϕ¯tree →
HD−2
2D−2πD/2
Γ(D−1)
Γ
(
D
2
) {ln(a(t))+ ci(H∆x)− sin(H∆x)
H∆x
}
. (103)
(We used Eq. (44) in Eq. (102) to get Eq. (103).) Time dependence of tree order spatial
variance implies that the magnitude of spatial variation increases with time. This fact is a
crucial argument of some cosmologists against putting any trust in results for expectation
values. They argue that an expectation value, which is measure of average effect, is mislead-
ing since the actual effect that would be perceived by any local observer is either an increase
24
or a decrease in the field strength as fluctuations happen. Reference [27], on the other hand,
argues that, while there is certainly spatial and temporal variation in the actual effects, one
can, under certain circumstances, roughly trust what expectation values are telling us. See
also Ref. [34] which mentions the problems some cosmologists have with using expectation
values and gives conditions under which we can trust them.
To infer our result (101) for a fixed physical distance we take comoving spatial separation
∆x=K/Ha(t) as in Eq. (47), use Eq. (39), and get
σ2∆ϕ¯tree ≃
HD−2
2D−2πD/2
Γ(D−1)
Γ
(
D
2
) {ln(K)+ sin(K)
K
−ci(K)+γ−1+
∞∑
n=1
(−1)nK2na−2n(t)
2n (2n+1)!
}
, (104)
which agrees with the tree order result given in Ref. [27] when D=4. Equation (104) implies
that the tree order variance freezes in to a not especially large value. If the physical distance
is taken as (half) the Hubble length, then the quantity in the curly brackets approaches
(0.02) 0.08 during inflation. The one-loop variance in Eq. (101),
σ2∆ϕ¯1−loop ≃ −
λ
(D−1)
H2D−6
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) {[ci(H∆x)− sin(H∆x)
H∆x
−ln(H∆x)+1−γ
]
ln2(a(t))
+
α2
12
3F4
(
1, 1, 1; 2, 2, 2,
5
2
;−α
2
4
)
ln(a(t))−α
2
24
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−α
2
4
)
+
H2∆x2
24
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−H
2∆x2
4
)}
, (105)
where α=a(t)H∆x, for a fixed physical distance a(t)∆x=K/H , becomes
σ2∆ϕ¯1−loop ≃ −
λ
(D−1)
H2D−6
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) {K2
12
3F4
(
1, 1, 1; 2, 2, 2,
5
2
;−K
2
4
)
ln(a(t))
−K
2
24
4F5
(
1, 1, 1, 1; 2, 2, 2, 2,
5
2
;−K
2
4
)
+O(a−2(t))
}
, (106)
which grows negatively. If the physical distance is taken as (half) the Hubble length, then
the quantity in the curly brackets approaches (1.03) 4.07 after fifty e-foldings. This means
that the spatial variation does not grow as large as tree-order variance (104) implies. Hence
the VEV describes the behavior of the field better when the loop corrections are included.
Next, we study the temporal fluctuations of the scalar field in our model, considering the
difference of fields at equal space events.
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2. Fluctuations in Time
The temporal variation is the difference of fields at equal space events ∆ϕ¯(t, t′, ~x) ≡
ϕ¯(t, ~x)−ϕ¯(t′, ~x) whose VEV vanishes. The temporal variance can be obtained by taking the
equal space limit of Eq. (98). Using Eqs. (96) and (99), we find
σ2∆ϕ¯(t, t
′, ~x)=〈Ω|[∆ϕ¯(t, t′, ~x)−〈Ω|∆ϕ¯(t, t′, ~x)|Ω〉]2|Ω〉=〈Ω|[ϕ¯(t, ~x)−ϕ¯(t′, ~x)]2|Ω〉
=
HD−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ln(a(t))−ln(a(t′))]− λ
(D−1)
H2D−6
22D−1 πD
Γ2(D−1)
Γ2
(
D
2
) [2ln3(a(t))
3
+
ln3(a(t′))
3
−ln(a(t′))ln2(a(t))
]
+
λ2
(D−1)2
H3D−10
23D π3D/2
Γ3(D−1)
Γ3
(
D
2
) [8ln5(a(t))
5
+
17ln5(a(t′))
30
− ln
3(a(t′))
3
ln2(a(t))−11ln(a(t
′))
6
ln4(a(t))
]
+O(λ3) . (107)
The one-loop correction tells us that the temporal variation does not grow as fast as the
tree-order result implies. Thus, the VEV describes the behavior of field better, when the
quantum corrections are included. In the next section, we study the IR truncated scalar in
the same model applying the SFT instead of the QFT. We will see that it yields the same
two-point correlation function and hence the same statistical properties we infer from it.
IV. STOCHASTIC FIELD THEORETICAL ANALYSIS
Although the free field in Eq. (21) involves only the IR modes, it is still a quantum field
in the sense that the commutator of the field and its first time derivative does not vanish:
[ϕ0(t, ~x), ϕ˙0(t, ~x
′)]=HD−1
∑
n 6=0
Θ(Ha(t)−H2πn)[u(t, k)u˙∗(t, k)−u∗(t, k)u˙(t, k)]ei~k·(~x−~x ′) (108)
=
iπ−D/2
(a(t)∆x)D−1
Γ
(
D
2
)
Γ(D−1)
{
(D−3) (a(t)H∆x)D−4 sin (a(t)H∆x)+(H∆x)D−3 cos (H∆x)
−(a(t)H∆x)D−3 cos (a(t)H∆x)−(D−3) (H∆x)D−4 sin (H∆x)
−(D−3)(D−4)
∫ Ha(t)∆x
H∆x
dy yD−5 sin(y)
}
. (109)
See Appendix B for the derivation of Eq. (109). Recall that we replaced the mode function in
Eq. (21) with its constant leading IR limit (27) to obtain the IR truncated free field ϕ¯0(t, ~x)
in Eq. (28). Thus, Eq. (108) implies that the commutator [ϕ¯0(t, ~x), ˙¯ϕ0(t, ~x
′)] vanishes when
26
the replacement is made. That means that ϕ¯0(t, ~x) behaves like a classical variable φ¯0(t, ~x)
in which the associated annihilation and creation operators are just random variables. Such
a field is called stochastic. The full stochastic field φ(t, ~x) in our model obeys
φ(t, ~x)=φ0(t, ~x)− 1
(D−1)H
∫ t
0
dt′V ′(φ(t′, ~x)) , (110)
first obtained by Starobinsky in Ref. [18]. Note that Eq. (110) has the same form as Eq. (64),
up to the field strength renormalization factor (1+δZ)−1.
A. Free Theory
As discussed earlier, we take the IR limit of the mode function and retain only the
super-horizon modes —except the zero-mode, to obtain IR truncated stochastic free field
φ¯0(t, ~x)=
∑
~n 6=0
Γ(D−1)
Γ(D
2
)
HD−3/2
(2k)
D−1
2
Θ
(
Ha(t)−k
)[
cos(~k ·~x)α~n−sin(~k ·~x)β~n
]
, (111)
where ~k = 2πH~n as in Eq. (28). The annihilation and creation operators Aˆ~n and Aˆ
†
~n in
Eq. (28) are considered [27] to be two complex conjugate stochastic random variables
A~n ≡ 1
2
(α~n+iβ~n) and A
∗
~n ≡
1
2
(α~n−iβ~n) . (112)
The real random variables α~n and β~n are governed by a Gaussian probability distribution
function
ρ (α~n, β~n)=
e−
1
2
α2
~n√
2π
e−
1
2
β2
~n√
2π
, (113)
with mean zero and standard deviation one. Note that the factors of
√
2π in the denomina-
tors exist for each mode ~n.
Now, let us apply the stochastic formalism to compute the two-point correlation function
of the IR truncated stochastic free field〈
φ¯0(t, ~x)φ¯0(t
′, ~x ′)
〉
=
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯0(t, ~x)φ¯0(t
′, ~x ′)
=
Γ2(D−1)
Γ2(D
2
)
H2D−3
2D−1
∑
~n 6=0
∑
~m 6=0
Θ(Ha(t)−k)
k
D−1
2
Θ(Ha(t′)−k′)
k′
D−1
2
×δ~m,~n
(
cos(~k ·~x) cos(~k′ ·~x ′)+sin(~k ·~x) sin(~k′ ·~x ′)
)
, (114)
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where ~k′=2πH ~m. When ~m=~n we have ~k′=~k. Therefore, we obtain〈
φ¯0(t, ~x)φ¯0(t
′, ~x ′)
〉
=
Γ2(D−1)
Γ2(D
2
)
HD−2
22D−2πD−1
∑
~n 6=0
Θ(Ha(t)−k)Θ(Ha(t′)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)
. (115)
Using the fact that
cos
(
~k ·(~x−~x ′)
)
=
1
2
(
eik∆x cos (θ)+e−ik∆x cos (θ)
)
, (116)
where θ is the angle between ~k=2πH~n and ∆~x=~x−~x ′, and making the integral approxi-
mation to the discrete mode sum over ~n as in Eqs. (33)-(36) we find∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(t′)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)
≃ 2D−1πD2 −1 Γ
(
D
2
)
Γ(D−1)
[
ci(a(t′)H∆x)− sin (a(t
′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
]
(117)
≃ 2D−1πD2 −1 Γ
(
D
2
)
Γ(D−1)
[
C(∆x)+ln(a(t′))+
∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
, (118)
where we used Eqs. (39) and (41) in the last equality. Let us note here that the equal space
and equal spacetime limits of Eq. (118) yield∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(t′)−k)
nD−1
=
∑
~n 6=0
Θ(Ha(t′)−k)
nD−1
=2D−1π
D
2
−1 Γ
(
D
2
)
Γ(D−1)ln(a(t
′)) , (119)
where t′ ≤ t. Using Eqs. (117)-(118) in Eq. (115), we find〈
φ¯0(t, ~x)φ¯0(t
′, ~x ′)
〉
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [ci(a(t′)H∆x)− sin(a(t′)H∆x)
a(t′)H∆x
−ci(H∆x)+ sin(H∆x)
H∆x
]
, (120)
≃ H
D−2
2D−1πD/2
Γ(D−1)
Γ
(
D
2
) [C(∆x)+ln(a(t′))+ ∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
, (121)
respectively. Results (120)-(121) are the same as results (43)-(45) obtained in the context
of QFT. Hence, 〈
φ¯0(t, ~x)φ¯0(t
′, ~x ′)
〉
=〈Ω|ϕ¯0(t, ~x)ϕ¯0(t′, ~x ′)|Ω〉 . (122)
Because it will be needed in Sec. IVC, let us compute the two-point correlation function
for the first time derivative of the IR truncated stochastic free field,
fφ¯0(t, ~x)≡ ˙¯φ0(t, ~x)=
∑
~n6=0
Γ(D−1)
Γ(D
2
)
HD−
1
2
2(D−1)/2k(D−3)/2
δHa(tn), k
[
cos(~k ·~x)α~n−sin(~k ·~x)β~n
]
, (123)
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which is〈
fφ¯0(t, ~x)fφ¯0(t
′, ~x ′)
〉
=
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~qfφ0(t, ~x)fφ0(t
′, ~x ′)
=
Γ2(D−1)
Γ2(D
2
)
H2D−1
2D−1
∑
~n6=0
∑
~m6=0
δHa(tn), k
k(D−3)/2
δHa(t′m), k ′
k′(D−3)/2
δ~m,~n
(
cos(~k ·~x) cos(~k′ ·~x ′)+sin(~k ·~x) sin(~k′ ·~x ′)
)
.
When ~m=~n we have ~k′=~k, hence we obtain〈
fφ¯0(t, ~x)fφ¯0(t
′, ~x ′)
〉
=
Γ2(D−1)
Γ2(D
2
)
HD+2
22D−4πD−3
∑
~n 6=0
δHa(tn) ,Ha(t′n)
nD−3
cos (2πH~n·(~x−~x ′)) . (124)
Employing Eq. (116), making the integral approximation to the sum as in Eqs. (54)-(56),
we find∑
~n 6=0
δHa(tn) ,Ha(t′n)
nD−3
cos (2πH~n·(~x−~x ′))≃ 2
DπD/2
(2πH)3
Γ
(
D
2
)
Γ(D−1)
sin(a(t′)H∆x)
a(t′)H∆x
δ(t−t′) . (125)
This result is the same as the one in Eq. (57). Thus, substituting Eq. (125) into Eq. (124)
we obtain 〈
fφ¯0(t, ~x)fφ¯0(t
′, ~x ′)
〉
≃ H
D−1
2D−1πD/2
Γ(D−1)
Γ(D
2
)
sin(a(t′)H∆x)
a(t′)H∆x
δ(t−t′) , (126)
which is the same result obtained in Eq. (58) applying QFT. The equal space limit of
correlation (126) is the limit given in Eq. (59), hence fφ¯0 is a stochastic white noise. The
limit enters the Fokker-Planck equation as a source term in the last section. In the next
section, we study the self-interacting theory in the context of SFT.
B. Interacting Theory
Here also we consider V (φ) = λ
4!
φ4 theory in D spacetime dimensions. Equation (110)
implies for the stochastic scalar
φ(t, ~x)=φ0(t, ~x)− l
6(D−1)H
∫ t
0
dt′′φ3(t′′, ~x) . (127)
Iterating this equation twice for the IR truncated field φ¯ yields
φ¯(t, ~x)= φ¯0(t, ~x)− l
6(D−1)H
∫ t
0
dt′φ¯30(t
′, ~x)+
l2
12(D−1)2H2
∫ t
0
dt′φ¯20(t
′, ~x)
∫ t′
0
dt′′φ¯30(t
′′, ~x)
− l
3
24(D−1)3H3
{∫ t
0
dt′φ¯20(t
′, ~x)
∫ t′
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)
+
1
3
∫ t
0
dt′φ¯0(t
′, ~x)
[∫ t′
0
dt′′φ¯30(t
′′, ~x)
]2}
+O(l4) . (128)
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Analogous to Eq. (68), the two-point correlation function of the IR truncated stochastic full
field is〈
φ¯(t, ~x)φ¯(t′, ~x ′)
〉
=
〈
φ¯0(t, ~x)φ¯0(t
′, ~x ′)
〉
− λ
6(D−1)H
[〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
+
〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉]
+
λ2
12(D−1)2H2
[〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t φ¯30(
˜˜t, ~x ′)
〉
+
〈∫ t
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
+
1
3
〈∫ t
0
dt′′φ¯30(t
′′, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉]
+O(l3) , (129)
where 0≤ t′′′≤ t′′≤ t, 0≤ ˜˜t≤ t˜≤ t′ and t′ ≤ t. The first term is the tree-order contribution
calculated in Eq. (121). The O(λ) contribution involves two expectation values each of which
has four free fields multiplied together. Recall that, in the quantum field theoretical analysis
of Sec. III, we reduced the computation to that of the topologically inequivalent pairings of
free fields. These pairings originated directly from the commutator algebra [Aˆ~n, Aˆ
†
~m]= δ~n,~m
of the annihilation and the creation operators and the fact that Aˆ~n|Ω〉=0 which exclude any
higher order groupings of the free fields. In the stochastic analysis, on the other hand, the
Gaussian integrals over the random variables α~n and β~n do not vanish when an even power
of the variables α~n and β~n are considered. Thus, one needs to exclude those combinations
to allow only the pairings of the α~ns and of the β~ns. This can be achieved by a projection
operator P. Let us now compute the O(λ) contribution in Eq. (129).
1. O(λ) Contribution
The first of two expectation values which contribute at O(λ) in Eq. (129) is〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
∫ t′
0
dt˜
〈
φ¯0(t, ~x)φ¯
3
0(t˜, ~x
′)
〉
=
∫ t′
0
dt˜P
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯0(t, ~x)φ¯
3
0(t˜, ~x
′) . (130)
Inserting free field expansion (111), for each φ¯0, into Eq. (130), evaluating the Gaussian
integrals using
∫∞
−∞
dx√
2π
e−x
2/2=
∫∞
−∞
dx√
2π
x2e−x
2/2=1 and projecting out quartic combinations
30
of the random variables yields〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
H2D−4
24D−4π2D−2
Γ4(D−1)
Γ4
(
D
2
) 3
×
∫ t′
0
dt˜
∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(t˜)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)∑
~m 6=0
Θ(Ha(t˜)−k′)
mD−1
, (131)
where t˜≤ t′≤ t. At this point, we employ sums (118) and (119) in Eq. (131) and find〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
H2D−4
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) 3∫ t′
0
dt˜
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]
ln(a(t˜)) . (132)
This result is the same as the one obtained in Eq. (72). Performing the remaining temporal
integration yields the result given in Eq. (73) in the context of QFT. Thus,〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉 . (133)
The remaining expectation value which contributes at O(λ) in Eq. (129),〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
=
∫ t
0
dt′′ P
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′) , (134)
can be computed similarly. For each free field in Eq. (134) we insert expansion (111) and
evaluate the Gaussian integrals projecting out quartic combinations of the random variables,
to obtain〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
=
H2D−4
24D−4π2D−2
Γ4(D−1)
Γ4
(
D
2
) 3∫ t
0
dt′′
∑
~n6=0
Θ(Ha(t′′)−k)
nD−1
×
∑
~m 6=0
Θ(Ha(t′′)−k′) Θ(Ha(t′)−k′)
mD−1
cos
(
~k′ ·(~x−~x ′)
)
. (135)
We then substitute the sum computed in Eq (119) into Eq. (135),〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
=
H2D−4
23D−3π3D/2−1
Γ3(D−1)
Γ3
(
D
2
) 3∫ t
0
dt′′ln(a(t′′))
×
∑
~m 6=0
Θ(Ha(t′′)−k′) Θ(Ha(t′)−k′)
mD−1
cos
(
~k′ ·(~x−~x ′)
)
. (136)
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Because we have 0 ≤ t′′ ≤ t and t′ ≤ t, we decompose the integral into two parts: ∫ t
0
dt′′ =∫ t′
0
dt′′+
∫ t
t′
dt′′ to evaluate the remaining sum in the integrand. In the first integral on the
right t′′≤ t′, whereas in the second t′≤ t′′. Employing Eq. (116) in Eq. (136) appropriately,
we get〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
=
H2D−4
22D−2πD
Γ2(D−1)
Γ2
(
D
2
) 3{C(∆x)∫ t
0
dt′′ln(a(t′′))+
∫ t′
0
dt′′ln2(a(t′′))+ln(a(t′))
∫ t
t′
dt′′ln(a(t′′))
+
1
2
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
[∫ t′
0
dt′′a2n(t′′)ln(a(t′′))+a2n(t′)
∫ t
t′
dt′′ ln(a(t′′))
]}
. (137)
This result is the same as the one obtained in Eq. (75). We then perform the remaining
temporal integrations and find the result given in Eq. (76) in the context of QFT. Thus,〈∫ t
0
dt′′φ¯30(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
=〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉 . (138)
Equations (133) and (138) imply the equivalence of the O(λ)-stochastic and the one-loop
QFT correlators 〈
φ¯(t, ~x)φ¯(t′, ~x ′)
〉
O(λ)
=〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉1−loop , (139)
where the latter was obtained in Eq. (77). In the next section, we show that the same
equivalence also holds for the O(λ2)-stochastic and the two-loop QFT correlators.
2. O(λ2) Contribution
Three expectation values contribute at O(λ2) in the two-point correlation function of the
stochastic scalar full field in Eq. (129). Each will be computed in this section. Let us start
evaluating the first one:〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t φ¯30(
˜˜t, ~x ′)
〉
=
∫ t′
0
dt˜
∫ t˜
0
d˜˜t P
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯0(t, ~x) φ¯
2
0(t˜, ~x
′) φ¯30(
˜˜t, ~x ′) , (140)
where the ordering of the time parameters is 0≤ ˜˜t≤ t˜≤ t′≤ t. We follow the same steps as
in the evaluation of Eq. (130) or Eq. (134). For each free field we insert expansion (111)
32
into Eq. (140) and evaluate the Gaussian integrals over the random variables projecting out
quartic and hexic combinations. We find〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t φ¯30(
˜˜t, ~x ′)
〉
=
H3D−6
26D−6π3D−3
Γ6(D−1)
Γ6
(
D
2
) ∫ t′
0
dt˜
∫ t˜
0
d˜˜t
{
6
∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(t˜)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)
×
∑
~m 6=0
Θ(Ha(t˜)−k′)Θ(Ha(˜˜t)−k′)
mD−1
∑
~r 6=0
Θ(Ha(˜˜t)−k′′)
rD−1
+3
∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(˜˜t)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)∑
~m 6=0
Θ(Ha(t˜)−k′)
mD−1
∑
~r 6=0
Θ(Ha(˜˜t)−k′′)
rD−1
+6
∑
~n 6=0
Θ(Ha(t)−k) Θ(Ha(˜˜t)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)
×
∑
~m 6=0
Θ(Ha(t˜)−k′)Θ(Ha(˜˜t)−k′)
mD−1
∑
~r 6=0
Θ(Ha(t˜)−k′′)Θ(Ha(˜˜t)−k′′)
rD−1
}
, (141)
where k′′=2πHr. The sums in Eq. (141) are evaluated in Eqs. (118) and (119). When their
outcomes are substituted, the expectation value becomes〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t φ¯30(
˜˜t, ~x ′)
〉
=
H3D−6
23D−3π3D/2
Γ3(D−1)
Γ3
(
D
2
) ∫ t′
0
dt˜
∫ t˜
0
d˜˜t
{
6
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n(2n+1)!
]
ln2(a(˜˜t))
+3
[
C(∆x)+ln(a(˜˜t))+
∞∑
n=1
(−1)n(a(˜˜t)H∆x)2n
2n(2n+1)!
][
ln(a(t˜)) ln(a(˜˜t))+2 ln2(a(˜˜t))
]}
. (142)
This result is the same as the one in Eq. (82). We, after integration, obtain the result given
in Eq. (83). Thus, we conclude that
〈
φ¯0(t, ~x)
∫ t′
0
dt˜ φ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t φ¯30(
˜˜t, ~x ′)
〉
= 〈Ω|ϕ¯0(t, ~x)
∫ t′
0
dt˜ ϕ¯20(t˜, ~x
′)
∫ t˜
0
d˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉 . (143)
Next, we consider the second expectation value which contributes at O(λ2) in Eq. (129),〈∫ t
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
=
∫ t
0
dt′′
∫ t′′
0
dt′′′ P
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯20(t
′′, ~x) φ¯30(t
′′′, ~x) φ¯0(t
′, ~x ′) . (144)
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Proceeding as before, we perform the Gaussian integrals projecting out quartic and hexic
combinations of the random variables to obtain〈∫ t
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
=
H3D−6
26D−6π3D−3
Γ6(D−1)
Γ6
(
D
2
) ∫ t
0
dt′′
∫ t′′
0
dt′′′
{
6
∑
~n 6=0
Θ(Ha(t′′)−k) Θ(Ha(t′′′)−k)
nD−1
×
∑
~m 6=0
Θ(Ha(t′′)−k′) Θ(Ha(t′)−k′)
mD−1
cos
(
~k′ ·(~x−~x ′)
)∑
~r 6=0
Θ(Ha(t′′′)−k′′)
rD−1
+3
∑
~n 6=0
Θ(Ha(t′′)−k)
nD−1
∑
~m 6=0
Θ(Ha(t′′′)−k′)
mD−1
∑
~r 6=0
Θ(Ha(t′′′)−k′′) Θ(Ha(t′)−k′′)
rD−1
cos
(
~k′′ ·(~x−~x ′)
)
+6
∑
~n 6=0
Θ(Ha(t′′)−k) Θ(Ha(t′′′)−k)
nD−1
∑
~m6=0
Θ(Ha(t′′)−k′) Θ(Ha(t′′′)−k′)
mD−1
×
∑
~r 6=0
Θ(Ha(t′′′)−k′′) Θ(Ha(t′)−k′′)
rD−1
cos
(
~k′′ ·(~x−~x ′)
)}
. (145)
Now, we use Eqs. (115) and (119) to rewrite Eq. (145) as
〈∫ t
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
=
H2D−4
22D−2πD
Γ2(D−1)
Γ2(D
2
)
∫ t
0
dt′′
∫ t′′
0
dt′′′
{
6
〈
φ¯0(t
′′, ~x)φ¯0(t
′, ~x ′)
〉
ln2(a(t′′′))+3
〈
φ¯0(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
ln(a(t′′))ln(a(t′′′))
+6
〈
φ¯0(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
ln2(a(t′′′))
}
. (146)
Recall that the stochastic and quantum formalisms are equivalent at tree-order, see Eq. (122).
Thus, Eq. (146) is identical to Eq. (85),〈∫ t
0
dt′′φ¯20(t
′′, ~x)
∫ t′′
0
dt′′′φ¯30(t
′′′, ~x)φ¯0(t
′, ~x ′)
〉
=〈Ω|
∫ t
0
dt′′ϕ¯20(t
′′, ~x)
∫ t′′
0
dt′′′ϕ¯30(t
′′′, ~x)ϕ¯0(t
′, ~x ′)|Ω〉 . (147)
The final expectation value that contributes at O(λ2) in Eq. (129) is〈∫ t
0
dt′′φ¯30(t
′′, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
∫ t
0
dt′′
∫ t′
0
dt˜ P
∏
~q 6=0
∫ +∞
−∞
dα~q√
2π
e−
1
2
α2
~q
∫ +∞
−∞
dβ~q√
2π
e−
1
2
β2
~q φ¯30(t
′′, ~x) φ¯30(t˜, ~x
′) . (148)
We carry on evaluating the Gaussian integrals projecting out quartic and hexic combinations
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of the random variables and get,〈∫ t
0
dt′′φ¯30(t
′′, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
H3D−6
26D−6π3D−3
Γ6(D−1)
Γ6
(
D
2
) ∫ t
0
dt′′
∫ t′
0
dt˜
{
6
∑
~n 6=0
Θ(Ha(t′′)−k)
nD−1
×
∑
~m 6=0
Θ(Ha(t′′)−k′) Θ(Ha(t˜)−k′)
mD−1
cos
(
~k′ ·(~x−~x ′)
)∑
~r 6=0
Θ(Ha(t˜)−k′′)
rD−1
+3
∑
~n 6=0
Θ(Ha(t′′)−k) Θ(Ha(t˜)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)∑
~m 6=0
Θ(Ha(t′′)−k′)
mD−1
∑
~r 6=0
Θ(Ha(t˜)−k′′)
rD−1
+6
[∑
~n 6=0
Θ(Ha(t′′)−k) Θ(Ha(t˜)−k)
nD−1
cos
(
~k ·(~x−~x ′)
)]3}
. (149)
At this stage we employ Eqs. (115) and (119) in Eq. (149),〈∫ t
0
dt′′φ¯30(t
′′, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=
∫ t
0
dt′′
∫ t′
0
dt˜
{
9
〈
φ¯0(t
′′, ~x)φ¯0(t˜, ~x
′)
〉 H2D−4
22D−2πD
Γ2(D−1)
Γ2(D
2
)
ln(a(t′′))ln(a(t˜))
+6
[〈
φ¯0(t
′′, ~x)φ¯0(t˜, ~x
′)
〉]3}
. (150)
The final step is to make use of the identity (122) which implies that Eq. (150) is identical
to Eq. (88),〈∫ t
0
dt′′φ¯30(t
′′, ~x)
∫ t′
0
dt˜ φ¯30(t˜, ~x
′)
〉
=〈Ω|
∫ t
0
dt′′ϕ¯30(t
′′, ~x)
∫ t′
0
dt˜ ϕ¯30(t˜, ~x
′)|Ω〉 . (151)
Equivalence of the individual stochastic expectation values to their corresponding quantum
analogs, Eqs. (143), (147) and (151), yields〈
φ¯(t, ~x)φ¯(t′, ~x ′)
〉
O(λ2)
=〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉2−loop . (152)
Thus, Eqs. (122), (139) and (152) show that the stochastic field theory gives the same
two-point correlation function (96) of the IR truncated scalar obtained applying QFT〈
φ¯(t, ~x)φ¯(t′, ~x ′)
〉
=〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉 . (153)
The variance of the stochastic field φ¯(t, ~x) defined analogously to Eq. (98) also yields the
same quantum field theoretical result whose equal time and equal space limits are given in
Eqs. (101) and (107), respectively. In the next section, we give a stochastic check of the
two-point correlation function of the IR truncated scalar in the equal spacetime limit.
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C. A check of the limx→x′〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉 via the Fokker-Planck equation
Recall that we computed the two-point correlation function 〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉 in
Sec. III using QFT in D-dimensions. We have just shown in Sec. IV that the same re-
sult is obtained when SFT is used. In this section, we want to give another stochastic check
of our result for the correlation function.
The equal spacetime limits of Eqs. (96) and (153) imply
〈Ω|ϕ¯2(t, ~x)|Ω〉=
〈
φ¯2(t, ~x)
〉
=
HD−2
2D−1πD/2
Γ(D−1)
Γ(D
2
)
ln(a(t))− λ
3(D−1)
H2D−6
22D−2πD
Γ2(D−1)
Γ2(D
2
)
ln3(a(t))
+
λ2
5(D−1)2
H3D−10
23D−3π3D/2
Γ3(D−1)
Γ3(D
2
)
ln5(a(t))+O(λ3) . (154)
One can also calculate the expectation values of functionals of a stochastic field φ¯ as〈
F
[
φ¯(t, ~x)
]〉
=
∫ +∞
−∞
dω̺(t, ω)F (ω) , (155)
where the probability density ̺(t, φ¯) is a solution of the Fokker-Planck equation
∂
∂t
̺(t, φ¯) =
∂
∂φ¯
[ V ′(φ¯)
(D−1)H̺(t, φ¯)
]
+
1
2
∂2
∂φ¯2
[〈
fφ¯0(t, ~x)fφ¯0(t, ~x)
〉
̺(t, φ¯)
]
. (156)
The expectation value we want to check in Eq. (154) is of the form〈
φ¯2n(t, ~x)
〉
=
∫ +∞
−∞
dω̺(t, ω)ω2n , (157)
in D-dimensions with n=1. The computation of Eq. (157) was done in Ref. [31] for D=4.
Here, we need to do the computation for an arbitrary D. Taking the derivative of both sides
of Eq. (157) with respect to t, using Eqs. (126) and (156), and then integrating the result
by parts, we find
∂
∂t
〈
φ¯2n(t, ~x)
〉
=
∫ +∞
−∞
dωω2n
∂
∂t
̺(t, ω)
=
∫ +∞
−∞
dω
{
−2nω2n−1 V
′(ω)
(D−1)H +n(2n−1)ω
2n−2Γ(D−1)
Γ(D
2
)
HD−1
2D−1πD/2
}
̺(t, ω)
=n(2n−1)Γ(D−1)
Γ(D
2
)
HD−1
2D−1πD/2
〈
φ¯2n−2(t, ~x)
〉
− 2n
(D−1)H
〈
φ¯2n−1(t, ~x)V ′(φ¯)
〉
. (158)
Defining new variables
α≡ 1
2D−1πD/2
Γ(D−1)
Γ(D
2
)
ln(a(t)) , λ¯≡2D−1πD/2 Γ(
D
2
)
Γ(D−1)
HD−4
3(D−1)λ , (159)
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and choosing V (φ¯)= λ
4!
φ¯4 in Eq. (158) we obtain
∂
∂α
〈(
φ¯2(t, ~x)
HD−2
)n〉
=n(2n−1)
〈(
φ¯2(t, ~x)
HD−2
)n−1〉
−nλ¯
〈(
φ¯2(t, ~x)
HD−2
)n+1〉
. (160)
This equation has the same form obtained in Ref. [31]. So does its solution〈(
φ¯2(t, ~x)
HD−2
)n〉
=(2n−1)!!αn
[
1−λ¯n
2
(n+1)α2+λ¯2
n
280
(35n3+170n2+225n+74)α4+O(λ¯3)
]
,
which yields, 〈(
φ¯2(t, ~x)
HD−2
)〉
=α−λ¯α3+λ¯29
5
α5+O(λ3) , (161)
for n = 1. Employing Eq. (159) in Eq. (161) reproduces Eq. (154). The equal spacetime
limit of our result (96) is indeed correct.
V. CONCLUSIONS
We considered infrared truncated massless minimally coupled scalar field ϕ¯(t, ~x) with
a quartic self-interaction on a D-dimensional locally de Sitter background of an inflating
spacetime. In Sec. III, we computed the two-point correlation function 〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉
of the scalar at one and two-loop order applying quantum field theory. The tree-order
correlator at a fixed comoving separation, that is at increasing physical distance, approaches
a constant nonzero value. It grows linearly with comoving time at fixed physical distance.
This is because more and more particles are created out of vacuum during inflation which
increases local field strength. The dominant (one-loop) quantum correction, however, grows
negatively at a fixed comoving separation and at a fixed physical distance.
We used our correlation function to compute the variance
σ2∆ϕ¯(t, t
′; ~x, ~x ′)≡〈Ω|[∆ϕ¯−〈Ω|∆ϕ¯|Ω〉]2|Ω〉=〈Ω| (∆ϕ¯)2|Ω〉
= 〈Ω|ϕ¯2(t, ~x)|Ω〉−〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉−〈Ω|ϕ¯(t′, ~x ′)ϕ¯(t, ~x)|Ω〉+〈Ω|ϕ¯2(t′, ~x ′)|Ω〉 ,
and obtained corrections for the variance, in space and time, of one and two-loop correlators.
Time dependence of the tree-order variance implies that the magnitude of spatial variation
∆ϕ¯(t, ~x, ~x ′)= ϕ¯(t, ~x)−ϕ¯(t, ~x ′) increases with time and freezes in, for a fixed physical distance,
to a not especially large value. This spatial variation is the main reason for some cosmologists
to argue that using expectation values gives a misleading description of a physical processes
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because fluctuations about the mean value change the entire picture. A local observer
detects either an increase or a decrease in the field strength as the fluctuations take place.
The expectation value measures merely the average effect. The authors of Ref. [27], on
the other hand, argue that one can roughly trust implications of expectation values under
certain circumstances, despite the spatial and temporal variation in the real effects. The key
issue in this paper is that whether the tree-order comparisons between expectation values
and variances found in Ref. [27] become better or worse when loop corrections are included.
We found out that the one-loop variance grows negatively for fixed physical distance in our
self-interacting model. This means that the spatial variance does not grow as large as the
tree-order variance indicates. Thus, the contrast between the expectation value and variance
decreases when we include the loop corrections.
In Sec. IV, we examined the model by repeating the computations of Sec. III applying
a stochastic field theory where the annihilation and creation operators of the free quantum
field are considered to be two complex conjugate stochastic random variables. The real and
imaginary parts of the random variables are governed by a Gaussian probability distribution
function. We computed the two-point correlation function of the IR truncated stochastic
field in our model. The result we found is the same as the one in Sec. III. Thus, the
analogously defined variance in the context of stochastic field theory is in perfect agreement
with the variance obtained using quantum field theory. Finally, we presented a check of our
computation for the correlation function. Expectation values of functionals of a stochastic
field can be calculated by integrating the functional weighted with a probability density
function which satisfies a Fokker-Planck equation. Employing this technique, we computed
the expectation value of the stochastic field squared 〈φ¯2(t, ~x)〉 in D-dimensions. The result
is what our two-point correlation function yields in the equal spacetime limit.
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Appendix A: Computing the two-loop contribution to the two-point correlation
function 〈Ω|ϕ¯(t, ~x)ϕ¯(t′, ~x ′)|Ω〉
Two-loop contribution to the two-point correlation function of the IR truncated scalar
full field consists of three terms each of which is proportional to a VEV; see Eq. (68). The
VEVs are computed in Sec. III B 3. In this Appendix, we give the details of the computation
for each of the VEVs in sections A1, A 2 and A3, respectively.
1. Computing the VEV 〈Ω|ϕ¯0(t, ~x)
∫ t′
0 dt˜ ϕ¯
2
0(t˜, ~x
′)
∫ t˜
0d
˜˜t ϕ¯30(
˜˜t, ~x ′)|Ω〉
In Eq. (82) computation this VEV is reduced to the evaluations of three double integrals.
The first double integral is∫ t′
0
dt˜
∫ t˜
0
d˜˜t 2·3·1
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n(2n+1)!
]
ln2(a(˜˜t))
=
1
2H2
{
4
5
ln5(a(t′))+C(∆x)ln4(a(t′))+
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
×
{
a2n(t′)
[
ln3(a(t′))− 3
2n
(
ln2(a(t′))− ln(a(t
′))
n
)
− 3
4n3
]
+
3
4n3
}}
. (A1)
The second double integral in Eq. (82) is∫ t′
0
dt˜
∫ t˜
0
d˜˜t 3·1·1
[
C(∆x)+ln(a(˜˜t))+
∞∑
n=1
(−1)n(a(˜˜t)H∆x)2n
2n(2n+1)!
]
ln(a(t˜))ln(a(˜˜t))
=
1
2H2
{
2ln5(a(t′))
5
+
3C(∆x)
4
ln4(a(t′))+
3
4
∞∑
n=1
(−1)n(H∆x)2n
n3(2n+1)!
×
{
a2n(t′)
[
ln2(a(t′))−3ln(a(t
′))
2n
+
3
4n2
]
+
ln2(a(t′))
2
− 3
4n2
}}
. (A2)
The third double integral in Eq. (82) is∫ t′
0
dt˜
∫ t˜
0
d˜˜t 3·2·1
[
C(∆x)+ln(a(˜˜t))+
∞∑
n=1
(−1)n(a(˜˜t)H∆x)2n
2n(2n+1)!
]
ln2(a(˜˜t))
=
1
2H2
{
3ln5(a(t′))
5
+C(∆x)ln4(a(t′))+3
2
∞∑
n=1
(−1)n(H∆x)2n
n3(2n+1)!
×
{
a2n(t′)
[
ln2(a(t′))−2ln(a(t
′))
n
+
3
2n2
]
− ln(a(t
′))
n
− 3
2n2
}}
. (A3)
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2. Computing the VEV 〈Ω|∫ t0dt′′ϕ¯20(t′′, ~x)∫ t′′0 dt′′′ϕ¯30(t′′′, ~x)ϕ¯0(t′, ~x ′)|Ω〉
In Eq. (85) computation this VEV is reduced to the evaluations of three double integrals.
Let us evaluate the first one. Because t′≤ t, we can break up the double integral into two
(to be able to use Eq. (45)):∫ t
0
dt′′
∫ t′′
0
dt′′′=
∫ t′
0
dt′′
∫ t′′
0
dt′′′+
∫ t
t′
dt′′
∫ t′′
0
dt′′′ . (A4)
In the first double integral on the right we have 0≤ t′′≤ t′, whereas t′≤ t′′≤ t in the second
double integral. Thus, using Eqs. (45) and (A4) we can write the first double integral in
Eq. (85) as
6HD−2
2D−1πD/2
Γ(D−1)
Γ(D
2
)
{∫ t′
0
dt′′
∫ t′′
0
dt′′′
[
C(∆x)+ln(a(t′′))+
∞∑
n=1
(−1)n(a(t′′)H∆x)2n
2n (2n+1)!
]
ln2(a(t′′′))
+
∫ t
t′
dt′′
∫ t′′
0
dt′′′
[
C(∆x)+ln(a(t′))+
∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
ln2(a(t′′′))
}
(A5)
=
HD−4
2DπD/2
Γ(D−1)
Γ(D
2
)
{
− ln
5(a(t′))
5
+
[
ln(a(t′))+C(∆x)
]
ln4(a(t))+
3
2
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
×
[
a2n(t′)
(
ln4(a(t))−ln4(a(t′))
3
+
2 ln3(a(t′))
3n
− ln
2(a(t′))
n2
+
ln(a(t′))
n3
− 1
2n4
)
+
1
2n4
]}
. (A6)
Let us now evaluate the second double integral in Eq. (85). To break up the double
integral appropriately, consider the three cases that we may have depending on t′: (i) 0≤
t′≤ t′′′≤ t′′≤ t, (ii) 0≤ t′′′≤ t′≤ t′′≤ t and (iii) 0≤ t′′′≤ t′′≤ t′≤ t. In cases (i) and (ii) we have
t′≤ t′′, therefore, the second double integral in Eq. (A4) can be written as∫ t
t′
dt′′
∫ t′′
0
dt′′′=
∫ t
t′
dt′′
∫ t′
0
dt′′′+
∫ t
t′
dt′′
∫ t′′
t′
dt′′′ . (A7)
In case (iii), on the other hand, we have t′′≤ t′. Thus, in this case, the second double integral
in Eq. (A4) can be written as∫ t
t′
dt′′
∫ t′′
0
dt′′′=
∫ t
t′
dt′′
∫ t′
0
dt′′′−
∫ t
t′
dt′′
∫ t′
t′′
dt′′′=
∫ t
t′
dt′′
∫ t′
0
dt′′′+
∫ t
t′
dt′′
∫ t′′
t′
dt′′′ . (A8)
Note that the last equality in Eq. (A8) is the same as the one in Eq. (A7). Combining
Eqs. (A4)-(A8), we conclude that we can break up the double integral in Eq. (A4), in all
possible cases, as∫ t
0
dt′′
∫ t′′
0
dt′′′=
∫ t′
0
dt′′
∫ t′′
0
dt′′′+
∫ t
t′
dt′′
∫ t′
0
dt′′′+
∫ t
t′
dt′′
∫ t′′
t′
dt′′′ . (A9)
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Thus, using Eqs. (45) and (A9) the second double integral in Eq. (85) becomes
3HD−2
2D−1πD/2
Γ(D−1)
Γ(D
2
)
{∫ t′
0
dt′′ln(a(t′′))
∫ t′′
0
dt′′′
[
C(∆x)+ln(a(t′′′))+
∞∑
n=1
(−1)n(a(t′′′)H∆x)2n
2n (2n+1)!
]
ln(a(t′′′))
+
∫ t
t′
dt′′ln(a(t′′))
∫ t′
0
dt′′′
[
C(∆x)+ln(a(t′′′))+
∞∑
n=1
(−1)n(a(t′′′)H∆x)2n
2n (2n+1)!
]
ln(a(t′′′))
+
∫ t
t′
dt′′ln(a(t′′))
∫ t′′
t′
dt′′′
[
C(∆x)+ln(a(t′))+
∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
ln(a(t′′′))
}
(A10)
=
HD−4
2DπD/2
Γ(D−1)
Γ(D
2
)
{
3 ln5(a(t′))
20
− ln
3(a(t′))
2
ln2(a(t))+
3
4
[
ln(a(t′))+C(∆x)
]
ln4(a(t))
+
3
8
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
{
a2n(t′)
[(
ln2(a(t))−ln2(a(t′))
)2
+
2 ln(a(t′))
n
(
ln2(a(t))−ln2(a(t′))
)
− ln
2(a(t))
n2
+
3 ln2(a(t′))
n2
−3 ln(a(t
′))
n3
]
+
ln2(a(t))
n2
+
3
2n4
(
a2n(t′)−1
)}}
. (A11)
The third double integral in Eq. (85) is obtained similarly. Using Eqs. (45) and (A9) we
obtain
6HD−2
2D−1πD/2
Γ(D−1)
Γ(D
2
)
{∫ t′
0
dt′′
∫ t′′
0
dt′′′
[
C(∆x)+ln(a(t′′′))+
∞∑
n=1
(−1)n(a(t′′′)H∆x)2n
2n (2n+1)!
]
ln2(a(t′′′))
+
∫ t
t′
dt′′
∫ t′
0
dt′′′
[
C(∆x)+ln(a(t′′′))+
∞∑
n=1
(−1)n(a(t′′′)H∆x)2n
2n (2n+1)!
]
ln2(a(t′′′))
+
∫ t
t′
dt′′
∫ t′′
t′
dt′′′
[
C(∆x)+ln(a(t′))+
∞∑
n=1
(−1)n(a(t′)H∆x)2n
2n (2n+1)!
]
ln2(a(t′′′))
}
(A12)
=
HD−4
2DπD/2
Γ(D−1)
Γ(D
2
)
{
3ln5(a(t′))
5
−ln4(a(t′))ln(a(t))+
[
ln(a(t′))+C(∆x)
]
ln4(a(t))
+3
∞∑
n=1
(−1)n(H∆x)2n
n (2n+1)!
{
a2n(t′)
[
2ln4(a(t′))
3
(
ln(a(t′))−ln(a(t))
)
+
ln4(a(t))−ln4(a(t′))
6
+
ln2(a(t′))
n
(
ln(a(t))−ln(a(t′))
)
+
ln(a(t′))
n2
(3ln(a(t′))
2
−ln(a(t))
)
+
ln(a(t))
2n3
−3ln(a(t
′))
2n3
+
3
4n4
]
− ln(a(t))
2n3
− 3
4n4
}}
. (A13)
3. Computing the VEV 〈Ω|∫ t0dt′′ϕ¯30(t′′, ~x)∫ t′0 dt˜ ϕ¯30(t˜, ~x ′)|Ω〉
In Eq. (89) computation this VEV is reduced to the evaluations of four double integrals.
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The first double integral in Eq. (89) yields,∫ t˜
0
dt′′
∫ t′
0
dt˜ 9
[
C(∆x)+ln(a(t′′))+
∞∑
n=1
(−1)n(a(t′′)H∆x)2n
2n (2n+1)!
]
ln(a(t′′))ln(a(t˜))
=
9
8H2
{
8ln5(a(t′))
15
+C(∆x)ln4(a(t′))
+
∞∑
n=1
(−1)n(H∆x)2n
n3(2n+1)!
{
a2n(t′)
[
ln2(a(t′))−3ln(a(t
′))
2n
+
3
4n2
]
+
ln2(a(t′))
2
− 3
4n2
}}
. (A14)
The second double integral in Eq. (89) yields,∫ t˜
0
dt′′
∫ t′
0
dt˜ 6
[
C(∆x)+ln(a(t′′))+
∞∑
n=1
(−1)n(a(t′′)H∆x)2n
2n (2n+1)!
]3
=
3
H2
{
ln5(a(t′))
10
+
C(∆x)
2
ln4(a(t′))+C2(∆x)ln3(a(t′))+C3(∆x)ln2(a(t′))
+
3
2
∞∑
n=1
(−1)n(H∆x)2n
n3(2n+1)!
{
a2n(t′)
[
ln2(a(t′))
2
+
(
C(∆x)− 1
n
)
ln(a(t′))+
D(∆x, n)
2
]
−nE(∆x, n) ln(a(t′))−D(∆x, n)
2
}
+
3
8
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
p2n(p−n)(2n+1)![2(p−n)+1]!
{
a2p(t′)
[
ln(a(t′))+C(∆x)− 1
p
]
−
[
2p C(∆x)−1
]
ln(a(t′))
−C(∆x)+ 1
p
}
+
1
16
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q [a2q(t′)−2qln(a(t′))−1]
q2(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]!
}
, (A15)
where
D(∆x,n)≡C2(∆x)−2C(∆x)
n
+
3
2n2
and E(∆x,n)≡C2(∆x)−C(∆x)
n
+
1
2n2
. (A16)
The third double integral in Eq. (89) yields∫ t
t˜
dt′′
∫ t′
0
dt˜ 9
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]
ln(a(t′′))ln(a(t˜))
=
9
8H2
{
−4 ln
5(a(t′))
5
+
4 ln3(a(t′)) ln2(a(t))
3
+C(∆x)
[
2ln2(a(t′))ln2(a(t))−ln4(a(t′))
]
+
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
{
a2n(t′)
[
ln(a(t′))
(
ln2(a(t))−ln2(a(t′))
)
+
3ln2(a(t′))
2n
−3ln(a(t
′))
2n2
− ln
2(a(t))
2n
+
3
4n3
]
+
ln2(a(t))
2n
− 3
4n3
}}
. (A17)
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The fourth double integral in Eq. (89) yields∫ t
t˜
dt′′
∫ t′
0
dt˜ 6
[
C(∆x)+ln(a(t˜))+
∞∑
n=1
(−1)n(a(t˜)H∆x)2n
2n (2n+1)!
]3
=
3
H2
{
−2ln
5(a(t′))
5
+
ln4(a(t′))
2
ln(a(t))+C(∆x)
[
2ln3(a(t′))ln(a(t))−3ln
4(a(t′))
2
]
+C2(∆x)
[
3ln2(a(t′))ln(a(t))−2ln3(a(t′))
]
+C3(∆x)
[
2ln(a(t′))ln(a(t))−ln2(a(t′))
]
+
3
2
∞∑
n=1
(−1)n(H∆x)2n
n2(2n+1)!
{
a2n(t′)
[(
ln(a(t))−ln(a(t′))
)(
ln2(a(t′))+
[
2C(∆x)− 1
n
]
ln(a(t′))
)
+
ln2(a(t′))
2n
−D(∆x,n)ln(a(t′))+E(∆x,n)ln(a(t))+D(∆x,n)
2n
]
−E(∆x,n)ln(a(t))−D(∆x,n)
2n
}
+
3
4
∞∑
p=2
p−1∑
n=1
(−1)p(H∆x)2p
pn(p−n)(2n+1)![2(p−n)+1]!
{
a2p(t′)
[(
ln(a(t))−ln(a(t′))
)(
ln(a(t′))+C(∆x)− 1
2p
)
+
ln(a(t′))
2p
+
C(∆x)
2p
− 1
2p2
]
−
[
C(∆x)− 1
2p
]
ln(a(t))−C(∆x)
2p
+
1
2p2
}
+
1
8
∞∑
q=3
q−1∑
p=2
p−1∑
n=1
(−1)q(H∆x)2q
[
a2q(t′)
(
ln(a(t))−ln(a(t′))+ 1
2q
)
−ln(a(t))− 1
2q
]
q(q−p)[2(q−p)+1]!n(p−n)(2n+1)![2(p−n)+1]!
}
. (A18)
Appendix B: Computing the commutator [ϕ0(t, ~x), ϕ˙0(t, ~x
′)]
Here, we compute the commutator of the free scalar field given in Eq. (21) and its first
time derivative
[ϕ0(t, ~x), ϕ˙0(t, ~x
′)] =HD−1
∑
n 6=0
Θ(Ha(t)−H2πn) [u(t, k)u˙∗(t, k)−u∗(t, k)u˙(t, k)] ei~k·(~x−~x ′)
=
iHD−1
aD−1(t)
∑
n 6=0
Θ(Ha(t)−H2πn)ei2πH~n·(~x−~x ′) . (B1)
Making the integral approximation to the discrete mode sum in Eq. (B1) we obtain∑
n 6=0
Θ(Ha(t)−H2πn)ei2πH~n·(~x−~x ′) =
∫
dΩD−1
∫
dkkD−2
(2πH)D−1
Θ(Ha(t)−k)eik∆x cos(θ)
=
π−
D
2
HD−1
Γ(D
2
)
Γ(D−1)
∫ Ha(t)
H
dkkD−2
sin(k∆x)
k∆x
. (B2)
Making a change of variable k∆x≡y in the integral of Eq. (B2) we obtain∫ Ha(t)
H
dkkD−2
sin(k∆x)
k∆x
=
1
(∆x)D−1
∫ Ha(t)∆x
H∆x
dy yD−3 sin(y) , (B3)
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where∫
dy yD−3 sin(y) = (D−3)yD−4 sin(y)−yD−3 cos(y)−(D−3)(D−4)
∫
dy yD−5 sin(y) . (B4)
Finally, using Eqs. (B2), (B3) and (B4) in Eq. (B1) we get the commutator as
[ϕ0(t, ~x), ϕ˙0(t, ~x
′)]=
iπ−D/2
(a(t)∆x)D−1
Γ
(
D
2
)
Γ(D−1)
{
(D−3) (a(t)H∆x)D−4 sin (a(t)H∆x)
+(H∆x)D−3 cos (H∆x)−(a(t)H∆x)D−3 cos (a(t)H∆x)−(D−3) (H∆x)D−4 sin (H∆x)
−(D−3)(D−4)
∫ Ha(t)∆x
H∆x
dy yD−5 sin(y)
}
. (B5)
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