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1. INTRODUCTION 
The purpose of this paper is to describe an integrated model 
for assessing the performance of a given ultrasonic inspection sys-
tem for detecting internal flaws, where the performance of such a 
system is measured by probability of detection and other related 
quantities. The integrated model incorporates much of the work des-
cribed in Thompson (1982), Gray and Thompson (1982), Thompson and 
Gray (1982), Addison and Elsley (1982), and Tittmann and Ahlberg 
(1982). The major challenges to these investigators were to properly 
account for the effects of real part geometries on sound propagation 
and to measure noise spectra due to various noise mechanisms. The 
results of these efforts could be incorporated into a model which 
computes a signal-to-noise ratio for any given transducer configura-
tion and flaw state. The choice of an optimal transducer configura-
tion might then be guided by such calculations. 
An important added consideration that must be dealt with is the 
fact that, in the case of detection, one desires to be able to detect 
flaws with attributes ranging over an extensive class. Thus, the 
probability of detection of a given size flaw, for example, depends 
on the distribution of auxiliary flaw parameters such as flaw orien-
tation, shape, closure state, roughness, etc. Accordingly, in order 
to realistically evaluate the performance of a given transducer con-
figuration, one must average over a distribution of flaws using a 
specified a priori distribution. To do this for general flaw distri-
butions and noise processes, we have developed an ultrasonic inspec-
tion simulation computer code. 
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The simulation code has four basic sub-models. These sub-models 
correspond to the following factors that affect the detectabi1ity 
of a flaw using ultrasound. 
1. Energy Transfer 
2. Flaw State 
3. Noise Processes 
4. Decision Algorithm. 
Obviously, in order to detect a flaw, one must be able to get 
the sound energy in and out of the volume element being investigated. 
Factors affecting this process are interface losses, attenuation 
losses, refraction and diffraction effects. The sub-model used in 
the simulation code for describing ultrasound propagation is des-
cribed in Section 2 below. Also described there is the flaw scat-
tering model. Generally, one should consider the effects of such 
things as flaw size, shape, orientation, material, closure state, 
roughness, etc. As is seen in Section 2, we are not yet this 
ambitious and restrict our attention to planar elliptical cracks 
with no corrections for closure or roughness. 
The signal one obtains from a flaw will of course be contami-
nated by various noise processes. These might include such things 
as electronic noise, grain scattering noise, noise due to spurious 
scatterers, transducer ring down, unwanted scattering from nearby 
surfaces, etc. The actual models used in the simulation code are 
described in Section 3 below. 
The heart of the detection process is of course the detection 
decision. In this paper, we consider this to be a binary decision 
(i.e., either a flaw is stated to be present or not present) based on 
one received waveform obtained in a pulse-echo or pitch-catch setup. 
The question of defining an optimal decision algorithm will be the 
subject of next year's effort. For this work, we focus on the 
detectability of flaws using an amplitude thresholding type 
algorithm. This is more fully described in Section 4 below. It 
should be stated that such a decision algorithm can be highly 
suboptimal in many cases. In fact, in Section 5, where we give 
some preliminary results on the detectability of radially oriented 
cracks in IN-IOO for bore-like geometries, it is seen that even a 
minimal amount of signal processing has the potential for substan-
tially increasing the detectability of certain flaws. 
2. MEASUREMENT MODEL 
Consider the situation described in Figure 1 which displays a 
pitch-catch setup in which the transmitting transducer, T, launches 
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an ultrasonic wave which passes from the water through a curved 
surface, undergoes refraction at the surface, scatters off of any 
flaws in the volume element V, and is eventually received by the 
receiving transducer R. The direction of propagation of the sound 
beam through the interface is determined by Snell's law. 
The voltage recorded at R, call it y(t), will be a time depend-
ent function and will possess a Fourier transform, 
f oo 1 -iwt y(w) = 2~ e y(t)dt, 
_00 
where w is the temporal frequency. 
The measurement model we have taken for this system is 
y(w) = PI (W)bA(W,~) + P2(w)v(w) + ~(w) • 
MEDIUM "1" (WATER) MEDIUM "2" (SOLID) 
RECEIVER 
R --zlR_ 
Fig. 1. Pitch-catch geometry for detecting internal flaws 
behind cylindrically curved surface. 
(2.1) 
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Here, PI (w) is the system response function for a point scatterer 
on the axis of the ultrasound beam and centered in the volume 
element V. The variate b is a binary variate, being 0 if no flaw 
is present and 1 if a flaw is present. In the case a flaw is 
present, its state is described by the vector~. A(w,~) represents 
the scattering amplitude of the flaw of state x. 
The function P2(w) represents the system response function due 
to distributed scatterers filling the sound beam. An approximate 
expression for this in the pulse-echo situation is given in 
Section 3. The random process v(w) represents the scattering due 
to grains and randomly distributed spurious scatterers. The random 
process ~(w) represents electronic noise. This latter process is not 
convolved with either the point or distributed system response 
function because it does not represent a signal from any scattering 
process. The variance of ~(w) can be reduced through signal aver-
aging while the variance of the noise process v(w) cannot. 
The point scatterer system response function used in the simu-
lation code is taken directly from Thompson (1982) and Gray and 
Thompson (1982). We repeat it here for completeness . 
• exp[i' path length] (2.2) 
In this expression, the diffraction effects for the transmitted beam 
and received beam are incorporated in the functions CT(W) and CR(W), 
respectively. It has been assumed in (2.2) that the voltage response 
of the transducer to a pressure wave hitting its face (and vice-verse) 
has been determined through a calibration experiment with response 
R(w). In this calibration, the transmitting transducer launches a 
wave normal to a planar interface, a distance zcT away. The wave 
is reflected off the interface with reflection coefficient, Ric, 
and is received by the receiving transducer, also normal to the in-
terface, a distance zcR away. The function Do(zcT+zcR) corrects for 
diffraction effects in such a calibration experiment. 
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In (2.2), the factors T12 and T2l represent the transmission 
coefficients from the water to the solid and for the solid to the 
water, respectively. Of course, these will be a function of the 
angle of incidence and the mode of propagation under consideration. 
The parameters a l and a 2 in (2.2) represent phenomenological 
corrections to the amplitude of Pl(w) due to attenuation in the 
water and in the solid, respectively. The parameters zIT' z2T' 
zlR' and z2R represent physical distances the sound beam must 
propagate over various segments of its journey. They are shown 
explicitly in Figure 1. 
Finally, the factor exp [i • path length] represents an overall 
phase correction to Pl(w). In our actual simulation code it is 
chosen so that the origin of time corresponds to the center of the 
volume element being inspected. 
The scattering amplitude A(w,~) is computed in the simulation 
code using the Kirchoff approximation. Attention is restricted to 
planar elliptical cracks of arbitrary orientation. In such a case, 
the state vector can be taken as 
~ = (a,b,e,</>,ljJ) , 
where a is the major axis of the crack, b is the minor axis, and 
e, </>, and ljJ are the Euler angles describing the orientation of the 
crack. The actual code used was supplied by Gray and is described 
in Gray and Thompson (1982). 
3. NOISE PROCESSES 
The noise process ~(w) is modeled as a white Gaussian stochastic 
process with moments: 
E(~(w» = 0, and 
E(~(W)~(w'» = 0ww' a~ , 
where w,w' = 2~k/T, k=O,±1,±2,···, T is the time window, and 
{
I 
o -
ww' - 0 
w=w' 
W=FW' . 
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Here, rr~ is a real number dependent upon the amount of signal 
averaging that is to be performed. Generally, if N is the number 
of signals averaged, a~ ~ liN. 
The process v(w) is taken to be composed of two sub-processes: 
(3.1) 
Here, VG(w) is defined as grain scattering noise and is assumed to 
be in the Rayleigh regime. Under the further assumption that the 
number of grains intercepted by the sound beam is large, we may 
assume VG(w) is a colored Gaussian process. Its first two moments 
are 
The process VS(w) is taken to be scattering due to isolated, 
randomly distributed scatterers which are non-contributors to the 
predominant failure process. For example, in the case of one sample 
of IN-IOO that has been looked at optically, approximately 5000 
spherical voids per cubic centimeter were discovered. These pores 
ranged in size from 0 to 50 microns (and larger) in diameter (see 
Tittmann and Ahlberg (1982) for further details). 
The actual scattering from a field of randomly distributed 
flaws as measured by a pulse-echo system will be 
N 
~ p(w,!.)A.(w)exp(iWT.) j=l J J J (3.2) 
where r. = (x.,y.) is the position of the jth scatterer off the 
-J J J 
ultrasound beam axis, p(w,r.) is the system response function to 
-J 
a point scatterer at r., A.(w) is the scattering amplitude of the 
-J J 
. th d' . d 1 . d . h h . th J scatterer, an T. 1S t1me e ay assoc1ate W1t t e J 
scatterer. J 
Tacit in (3.2) is the assumption that a finite box in real 
space of dimension L x L x L is being discussed and the system 
x y z 
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response function does not vary appreciably over the length of this 
box. In (3.2), N is the number of scatterers in this box. The box 
is taken to be large with respect to the time windowing that will 
eventually be done on the recorded waveform. 
Under the assumptions that 
(1) The position of the jth scatterer is uniformly distributed 
over the box of dimensions L x L xL, 
x y z 
(2) The position of the scatterer is independent of its size 
and shape (i.e., its scattering amplitude), 
(3) The expected number of scatterers in the final time 
windowed waveform is very large, and 
(4) The variation over time of the system impulse response 
function and the impulse response functions of the spurious 
scatterers are all short with respect to the time window, 
then the process n(w) may be taken as a Gaussian process with moments 
E(n(w» = 0 and 
E(n(w)n(w'» = 0 ,ip(w,O)i 2 Vol(w)pVEiA(w)i2 , WW (3.3) 
where wand w' are restricted to a mesh corresponding to the final 
time window, T (wk = 2~k/T, k=O,±l,±2,ooo), Pv is the number of 
scatterers per unit volume, EiA(w)i 2 is the average of the square 
of the scattering amplitude, and 
(3.4) 
In the last expression, c is the velocity of sound and T is the 
time window. 
In the expression (3.4) we interpret p(w,O) as the on-axis 
system response function Pl (w) given by (2.2). In the case of 
non-near field (i.e., no null on axis), we can use (3.4) as the 
definition of a finite Vol(w). In such a case, the Vol(w) term 
will be proportional to the volume of material intercepted by the 
sound beam. This, of course, is frequency dependent since the 
size of the beam is determined by diffraction effects. 
An approximation for Vol(w) and hence for the integral in 
(3.4) may be obtained by considering the propagation of a Gaussian 
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shaped sound beam. To do this, we follow Yariv (1971). Therein, 
he considered the cross sectional area of an axially symmetric 
Gaussian beam as a function of position z along the propagation 
axis. Let A(zO) be the initial shape of the beam at the transducer 
in water. Consider a spherical surface with radius of curvature R 
at a position zl > z00 The cross sectional area of the beam at a 
position z2 > zl' where z2 is in the solid, is given by 
(3.5) 
where F is the focal length associated with the curved surface and 
is given by 
where, of course, cl is the sound velocity in the water and c2 is 
the sound velocity in the solid. 
We now wish to approximate the situation of oblique incidence 
(at angle 61) on a cylindrical surface. (Consider the case in 
Figure 1 where transducer R is operating in pulse-echo mode.) 
First, we assume that the Gaussian beam diffracts independently in 
both the x and the y direction (take y to be out of. the plane of 
Figure 1). Thus, the area at a position z2 along the beam axis in 
the solid is A(z2) = Ax~(z2)AY~(Z2)' Since no curvature or obliquity 
is operative for the y-direction, we have that A (z2) is given by 
2. Y (3.5) with l/F = O. We note that Ay(zO) = rraR where aR is the 
radius of the transducer. 
For the x-direction, we have, as does Thompson (1982), that 
the focal distance for a cylindrical surface is given by 
1 (C2 ) 
- = -- - 1 (1 + sin2.6 )/R F c 2 ' 1 
(3.6) 
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where e 2 is the angle the beam makes with the normal inside .the 
solid. Further, we must correct Ax(zO) by the obliquity factor 
(cos62/cos6l)2. The final result is that the volume of a Gaussian 
beam at a distance (z2 - zl) inside a material with cylindrical 
surface, where the beam was incident on the interface at an angle 
61 in the water and was launched from a transducer at a position 
zl - Zo from the interface, is 
Vol(w) 
In the above, c, and 
,th l. in the l materlal. 
is given by (3.6). 
cos8 2 
cos6 l 
(3.7) 
A. are the velocity of sound and the wavelength 
l 
Further, 81 and 62 satisfy Snell's law and F 
From (3.3) and (3.7), we may now compute the variance of 
VS(w), where we define vS(w) through the relation new) = P2(w)vS(w) 
!" 
and we set P2(w) = PI (w) Vo1 2 (w). This yields 
which for Rayleigh scatterers is 
(3.8) 
Here, A2 is the low frequency limit coefficient. That is, 
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_ lim (A(w)/w2 ) 
w+O 
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For a spl,erical void of radius r, A2 = nr3 where n is a proportion-
ality constant depending only on host properties for pure 
backscattering. Thus, 
2 
EI~~12 
PI (w) 
(3.10) 
We show in Figure 2 below a comparison of the measured spectrum 
for IN-lOO, deconvolved by a calibration wave, R(w). The spectrum 
was estimated from an average of 10 waveforms taken in shear on a 
. 40 
-4' 
10 LOG IVI'-'112 
Rlw) 
-46 
-<8 
-50 
NOTE 
19 
- MEASURED WAVEFORM 
--- TMEOAv 
20 21 22 23 24 2S 
20 LOGI • (MM,( J 
Fig. 2. Experimental and theoretical spectra of pore 
scattering noise in IN-IOO. 
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bar-like specimen of IN-lOO. The calibration involved the 
recording of a corner reflection off of the back surface of the 
bar. Thus, though the transmission coefficients in (2.2) may be 
deleted, two reflection coefficients must be added to (2.2) to 
account for the reflectivity of the corner reflector. Further, an 
approximation to D in (2.2) was used, so the theoretical results 
o 
are not exact. Nevertheless, as can be seen from Figure 2, the 
approximate prediction is still quite good. We note that in plotting 
the theoretical prediction, a~ was chosen as a free parameter. 
Even so, we see that the modification to the w4 dependence 
predicted by (3.10) is almost perfect. For further details, see 
Tittmann and Ahlberg (1982). 
The actual proportionality constant, a~, used in Figure 2 was 
1.04 X lO- ll cm2/(cm 3 - (:saedcf)· Since a~ = Pv EIA212, and using 
Pv = 5000 cm- 3 , we have (E(r 6»1/6 ~ 10.7 microns. This nearly 
corresponds to the mean of the observed distribution of pores, not 
the sixth root of the sixth moment. Uncertainty in Pv and the 
absolute calibration experiment are contributing factors to the 
difference. 
In summary, we have taken, in the simulation code, vS(w) to 
be a Gaussian random process with mean zero (on the appropriate 
frequency mesh) and variance a~w4. Further, we have taken 
k< 
P2(w) = PI (w) Vo1 2 (w) with Vol(w) given by (3.7) and PI (w) given 
by (2.2). 
4. DECISION ALGORITHM 
In the context of (2.1), the decision as to whether or not a 
flaw is present is equivalent to testing the hypothesis HO:b=O. 
Generally, this decision will be based on a functional, H(Y(w», 
of the measured waveform. For example, the optimal decision 
theoretic functional is given by the likelihood ratio statistic. 
The decision procedure corresponds to thresholding this functional; 
that is, 
Decision ! Flaw Present if H(y(w» > T 
No Flaw Present if H(y(w» <T 
(4.1) 
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For the present work we have taken H to be the maximum of the 
envelope of the time dependent waveform. This corresponds approxi-
mately to what human operators do when detecting flaws using a 
video display of the waveform. 
We recognize that, in the case b=l, y(w) depends on ~, the 
state of the flaw. In the case of elliptical flaws, 
~ = (a,b,e,~,~) = (a'~2)' where ~2 = (b,e,~,~). Probability of 
detection is usually thought of as a function of flaw size, which 
we take to be the major axis, a, in this discussion. Thus, letting 
D be the event "detection", we may write 
(4.2) 
where F(~2Ia) is the distribution of the auxiliary state vector 
~2' conditioned on the event that the major axis is of size a. 
From (4.1), we see that 
The only random factors affecting y(w,x) after x is specified are 
the noise processes v(w) and ~(w). -
The simulation code computes (4.2) for each a by randomly 
generating the noise processes v(w) and ~(w) as well as the auxil-
iary vector ~2' The actual code has as options a lognormal distri-
bution for b, and scaled beta distributions for e, ~, and~. The 
details are omitted here. In the next section, we discuss some 
specific examples. 
5. NUMERICAL RESULTS 
Consider an engine bore manufactured out of IN-lOO. We wish 
to investigate the detectability of radially oriented internal 
cracks in such a component. To that end, consider Figure 3 below. 
There we show a pulse-echo investigation in which a shear wave is 
used to interrogate a volume element 1.27 cm behind a cylindrically 
curved surface with radius of curvature 3.5". The angle of inci-
dence on the volume element is 20 degrees above the horizontal. 
The reason we have chosen this particular part geometry is that 
an IN-lOO specimen just like it is currently being prepared by 
Rockwell International Science Center under support of the Program 
for Quantitative Nondestructive Evaluation directed by Ames 
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TRANSDUCER (10 MHz) 
---1.27 cm--1 
WATER 
IN-l00 
Fig. 3. Pulse-echo setup to investigate volume element 
1.27 cm behind cylindrically curved surface 
(3.5" radius of curvature). 
Laboratory, Iowa State University. Contained within the actual 
test specimen will be a 1600 micron radius radially oriented 
circular crack exactly 1.27 cm behind the curved surface. 
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The system response function, PI (w), for this case is given 
in Figure 4 for a 10 MHz center frequency transducer. The one way 
water path length was taken to be 5 cm. 
20 
16 
AMPLITUDE vs 12 
FREQUENCY (MHz) 8 
4 
0 
0 4 8 12 16 20 
200 
100 
PHASE (DEGREES) vs 
FREQUENCY (MHz) 0 
-100 
-200 
0 4 8 12 16 20 
2000 
1000 
t AMPLITUDE vs 0 TIME (J.Lsec) -1000 
-2000 
-3 
-2 -1 0 2 3 
Fig. 4. Point system response function for 10 MHz center 
frequency transducer operating in shear for 
configuration displayed in Fig. 3. 
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We show in Figure 5 a typical noise waveform for this 
system. We have assumed here that enough signal averaging is 
performed to make the electronic noise negligible. Further, we 
have taken a~ = 1.03x 10-11cm-l(rad/~sec)-4. This corresponds to 
the level of noise already observed in the one IN-IOO specimen 
looked at by Tittmann and Ahlberg (1982) and whose spectrum is 
shown in Figure 2. 
In Figure 6 we show the convolved signal plus noise received 
from a 400 micron radius circular crack oriented radially in the 
specimen. It is clear that at this noise level, very little problem 
exists in identifying the fact that there is a flaw present. 
In Figure 7, we show the same case, only this time the noise 
level is increased by a factor of six. (It is known that there 
will be specimen-to-specimen variation in the noise level for 
IN-IOO. This variation has yet to be quantified, but an increase 
of a factor of six might represent a worst case situation for this 
material.) As can be seen in Figure 7, the signal disappears into 
the noise. The situation for a 1600 micron radius crack is shown 
in Figure 8. Even here, the flaw signal is almost covered by the 
AMPLITUDE vs 
FREQUENCY (MHz) 
0.24 
0.16 
0.08 
0.00 ""0 --"~"'4of>CL.:L-':""""8----!~-1~2-~...!1 '-6 .=:..:..J:!::>o..-20----i 
200r-~~---~-~~-~~~--~-, 
100 
PHASE (DEGREES) vs 0 
FREQUENCY (MHz) 
- 100 
-200'--~--,,-~~-~~_~~--,,~~~ 
o 4 8 12 16 20 
2 
AMPLITUDE vs 0 
TIME (Ilsec) 
-2 
-4 
-3 
- 2 -1 0 2 3 
1 
Fig. 5. Noise only (as = 3.22 x 1O-6cm-~(rad/~sec)-2) sample 
waveform using shear for investigating volume element 
1.27 cm behind cylindrical surface at 20 0 above hori-
zontal with a 10 MHz center frequency transducer 
(configuration in Fig. 3). 
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AMPLITUDE vs 
FREQUENCY (MHz) 
PHASE (DEGREES) vs 
FREQUENCY (MHz) 
AMPLITUDE vs 
TIME (I/sec) 
4 8 12 16 20 
100~ "n " rI" ~A~ ~~.~, 
:;::r . LJ . ~ . 'Mrn 
o 4 8 12 16 20 
k 
Fig. 6. Sample shear waveform of noise (aS = 3.22 x lO-6 cm- 2 
(rad/~sec)-2)plus signal from 400 micron radius 
circular crack radially oriented 1.27 cm behind 
cylindrical surface, using a 10 MHz center frequency 
transducer in the configuration of Fig. 3. 
AMPLITUDE _. 
FREQUENCY (MHz) 
PHASE (DEGREES)_. 
FREQUENCY (MHz) 
AMPLITUDE _. 
TIME (!'sec) 
o 4 8 12 16 20 
,OO~ 100 
~~~~ 
o 4 8 12 16 20 
_::I~Ml 
-3 - 2 - 1 0 1 2 3 
k Fig. 7. Sample shear waveform of noise (aS = 2 x 10-5 cm- 2 
(rad/~sec)-1 plus signal from 400 micron radius 
circular crack radially oriented 1.27 cm behind 
cylindrical surface, using 10 MHz center frequency 
transducer in the configuration displayed in Fig. 3. 
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mr~j 
0.00 '--""'-'~L....:.-""7""-----:--=-~""""':=:-'-=-----' 
o 4 8 12 16 20 
:~~l 
~~I~l 
- 3 - 2 - 1 0 1 2 3 
Fig. 8. 5 -~ Sample shear waveform for noise (aS = 2 x 10- cm 
(rad/~sec)-2) plus signal from 1600 micron radius 
circular crack radially oriented 1.27 cm behind 
cylindrical surface, using a 10 MHz center frequeucy 
transducer in the configuration displayed in Fig. 3. 
noise. Notice in Figures 7 and 8, however, the regular behavior 
in the frequency plots, especially in the phase information, for 
low frequencies. This is because the signal strength for cracks 
is stronger at low frequencies than the noise. For increasing 
frequency, the noise amplitude will increase proportional to 
k ~ 
w2 Vo12(w) while the signal will decrease proportional to w 2. 
We show in Figure 9 the signal for the same 400 micron flaw 
as depicted in Figure 7, together with the same noise level used 
there, but this time as viewed by a 5 MHz center frequency trans-
ducer instead of a 10 MHz center frequency transducer. As can be 
seen in Figure 9, the flaw signal stands out well above the noise 
and there is no problem in detecting that something is present. 
We remark that nearly the same time domain plot as shown in 
Figure 9 could have been obtained from the data in Figure 7 
through a low pass filtering operation. 
For the case of low background noise as shown, for example, 
in Figure 6, very little problem exists in differentiating between 
the background noise and signals from even small cracks 
(100 to 200 microns). However, substantial difficulty might exist 
in differentiating between small cracks and large cracks if only 
amplitude information is used. The problem is that when the 
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AMPLITUDE vs 
FREQUENCY (MHz) 
PHASE (DEGREES) vs 
FREQUENCY (MHz) 
AMPLITUDE vs 
TIME (jAsec) 
::I~I 
0.000 2 4 6 8 10 
-~~J 
-200 0 2 4 6 8 10 
.~~:3.~~~ 
- 6 -4 - 2 0 2 4 6 
Fig. 9. Sample shear waveform for noise (as -- 2 x 10- 5 cm-~ 
(rad/~sec)-2) plus signal from 400 micron radius 
circular crack radially oriented 1.27 cm behind 
cylindrical surface, using a 5 MHz center frequency 
transducer in the configuration displayed in Fig. 3. 
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orientation of the crack is slightly random, a small crack observed 
at a reasonable angle above the horizontal can produce a signal 
significantly larger than that of a large crack observed nearly 
edge on. Such a phenomenon will produce a deterioration in the 
POD curve. 
Consider the situation shown in Figure 10. There, we display 
the probability distribution of the detection decision functional 
used by the simulation code to determine if a flaw is present or 
not. The actual functional used is directly related to the maximum 
amplitude of the envelope of the measured time dependent waveform, 
y(t). The nnise level used was the same as in Figure 5; that is, 
it corresponds to the noise level measured by Tittmann and Ahlberg 
(1982) for IN-IOO. Shown in Figure 10 are the distributions of the 
decision functionals received from 400, 800, 1200, 1600, and 
2000 micron radius circular cracks. The cracks were assumed to 
be randomly oriented with mean orientation in the radial direction. 
The one standard deviation level was taken to be 5°. The actual 
density for the distribution of the angle of the plane of the crack 
above the horizontal is shown in Figure 11. Both a 5° standard 
error and a 10° standard error case are given. 
It can be seen from Figure 10 that the decision functionals 
for 400 micron cracks and larger are well above the noise level. 
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Fig. 11 . Probability densities of crack orientation relative 
to radial orientation. 
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Nevertheless, there appears to be a degree of overlap between the 
several curves associated with actual flaws. For example, the 
median response (0.50 probability point) for 1600 micron cracks is 
approximately equal to the 20th percentile of the decision func-
tional distribution for 2000 micron cracks. In other words, about 
20% of the time, 2000 micron cracks produce signals smaller than 
the median response of the 1600 micron crack distribution. 
Probability of detection curves for this case are shown in 
Figure 12. Three different thresholds were used to obtain the 
three different curves in Figure 12. The thresholds chosen cor-
respond to accepting an 800 micron crack 0.1, 0.5, or 0.9 fraction 
of time. 
Shown in Figure 13 are probability of detection curves using 
the same conditions as in Figure 12 except for an increase in the 
variability of the orientation of the flaws from 5° (Figure 12) to 
10° (Figure 13). It can be seen that a substantial shallowing of 
the curves is effected by increasing the randomness of the crack 
orientation. 
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Fig. 12. Probability of detection for circular cracks versus 
crack radius for three different thresholds, using a 
10 ~mz center frequency transducer in the configura-
tion of Fig. 3. Noise process is calibrated to that 1 
measured by Tittmann and Ahlberg (CJS = 3.22 x 10- 6 cm-'2 
(rad/~sec)-2). Cracks are randomly oriented with 
mean in the radial direction and standard error of 5°. 
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Fig. 13. Probability of detection for circular cracks versus 
crack radius for three different thresholds, using a 
10 MHz center frequency transducer in the configura-
tion of Fig. 3. Noise process is calibrated to that 1 
( -6 -~ measured by Tittmann and Ahlberg aS = 3.22xlO cm 
(rad/~sec)-2). Cracks are randomly oriented with mean 
in the radial direction and standard error of 10°. 
The operating characteristic curves for these two cases (5° 
and 10° variability in orientation) are shown in Figures 14 and 15. 
In both cases, an 800 micron flaw was used to determine the false 
alarm level. Thus, we see for example in Figure 14 that a false 
alarm probabilityl of 0.10 corresponds to a false accept probability2 
of 0.24, 0.10, and 0.04 for 1200, 1600, and 2000 micron flaws, 
respectively. 
By comparing Figures 14 and 15, we see again that the effect 
of an increase in the variability of the orientation of the crack 
is to deteriorate an NDT system based on amplitude thresholding 
only. It is expected that this situation can be vastly improved 
if proper signal processing is performed. 
1 . This is the probability that the NDT system will erroneously 
call an 800 micron crack a defect. 
2. This is the probability of the NDT system not finding the 
size defect indicated. 
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Fig. 14. Operating characteristic curves for detecting circular 
cracks of 1200, 1600, or 2000 micron radius when 
800 micron radius cracks are not desired to be detected, 
using 10 MHz center frequency transducer in the config-
uration of Fig. 3. Noise process is calibrated to that 
measured by Tittmann and Ahlberg (as = 3.22 x 10-6 cm-~ 
(rad/~sec)-2). Cracks are randomly oriented with mean 
in the radial direction and a standard error of 50 • 
100 
D." 
. -)) .. ~---\./ 
....... 
CRACK RADIUS TO at DETECTED 
CRACK RADIUS, MICRONS 
Fig. 15. Operating characteristic curves for detecting circular 
cracks of 1200, 1600, or 2000 micron radius when 
800 micron radius cracks are not desired to be detected, 
using 10 MHz center frequency transducer in the config-
uration of Fig. 3. Noise process is calibrated to that 
measured by Tittmann and Ahlberg (as = 3.22 x 10-6 cm-~ 
(rad/~sec)-2). Cracks are randomly oriented with mean 
in the radial direction and a standard error of 100. 
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DISCUSSION 
R. Shankar (Tetra Tech): I have a question on detection of signals 
and noise, and you have both signal and noise spectra well char-
acterized. I was wondering whether you have attempted to use some-
thing like a Weiner filter? 
K.W. Fertig (Rockwell International Science Center): That's a very 
practical suggestion, but this year we were restricting ourselves 
to getting the codes up and running. Operating with better detec-
tion algorithms is our next step. By "Weiner filter" I presume 
you mean a matched filter kind of approach. 
R. Shankar: That's right. That is the optimum filter one can use. 
K.W. Fertig: Yes. One of the problems, of course, will be that the 
signal is distributed, and matching it to a specific flaw would 
not be appropriate. 
COMPUTER SIMULATION OF PROBABILITY OF DETECTION 169 
R. Shankar: That's right, but you have it well characterized for 
different sized flaws, don't you? 
K.W. Fertig: Yes. 
T.G. Kincaid (General Electric Company): I assume that in an actual 
case, one might have some prior knowledge of the distribution of 
the angles. 
K.W. Fertig: Absolutely necessary. 
T.G. Kincaid: Would this information improve the last results that 
you showed, so that you could say that your flaws are contained in 
a much tighter distribution of angles. 
K.W. Fertig: That could be. You might note that in this particular 
case, I was looking only at the flaw from one side. If you allow 
me to put a transducer on the underside of the sample, too, then 
of course I could differentiate between these cases where the flaw 
is aimed edge-on at one transducer, but it would present more of a 
broad scatterer to the other transducer. 
