In this paper, we discuss an innovative method of generating near-optimal trajectories for a robot with omnidirectional drive capabilities, taking the second-order dynamics of the vehicle into account. The relaxation of optimality results in immense computational savings, critical in dynamic environments. In particular, a decoupling strategy for each of the three degrees of freedom of the vehicle is presented, along with a method for coordinating the degrees of freedom. A nearly optimal trajectory for the vehicle can typically be calculated in less than 1000 floating point operations, which makes it attractive for real-time control in dynamic and uncertain environments.
Introduction
Omnidirectional vehicles provide superior maneuvering capability compared to the more common n o n h o b nomic (or "car-lie") vehicles. The ability to move along any direction and to simultaneously attain a desired orientation make it an attractive option for dynamic environments. The annual RoboCup competition is an example of where omnidirectional vehicles have been used in computationally intensive, dynamic environments (Asada and Kitano, 1998 Most papers on trajectory control of omnidirectional vehicles have dealt with relatively static environments (Moore and Flann, 1999, Jung et al., 1999) ; the trajectory control is essentially performed by first building a geometric path and then by using feedback control to track the path. This strategy is effective when reaching the goal.without collisions is much more important than time-optimality. In fast paced environments, however, the dynamic capabilities of the vehicles must be taken into account. The objective of this paper is to establish a real-time control strategy (voltages to the motors) that will move the robot to a given location, with zero final velocity, as quickly as possible. The algorithm presented is extremely efficient and robust to measurement and control errors. The organization of the paper is as follows. In section 2, the kinematic and dynamic model of an omnidirectional vehicle is presented. Section 3 shows that the translational and rotational degrees of freedom (DOF) of the vehicle can be independently controlled by imposing constraints on the control efforts. Section 4 describes the construction of on~dimensional minimum time and k e d time trajectories as well as the solution to the relaxed trajectory generation problem.
Simulations are presented in section 5. The paper ends with some concluding remarks in section 6.
Kinematic and Dynamic Modeling of the Omnidirectional Vehicle
The omnidirectional drive consists of three sets of wheel assemblies equally spaced at 120 degrees from one another (see Figure 1) . Each of the wheel assembly consists of a pair of "orthogonal wheels" (Pin and Killough, 1994) with an active (the propelling direction of the actuator) and a passive (free-wheeling) direction which are orthogonal to each other. The point of symmetry is assumed to be coincident with the center of mass (CM) of the robot.
Geometry of Vehicle
The schematic arrangement of the wheel assemblies is shown in Figure 2 . The positions (PO;) of these units are easily given in the ( X , Y ) frame (which is fixed to the center of mass 0 of the robot) with the help of the rotation matrix (0 is the angle of counterclockwise rotation)
where L is the distance of the drive units from the CM. The unit vectors D; that specify the drive direction the ith motor (also relative to the CM) are given by 
?J~=v,T(R(B)D;) (7)
Substituting equation (6) into equation (7) 
;=I 3 ,=I
Control Strategy
Moving the robot from a point to another requires specifying the three voltages U; (t The goal of this section is to find a simpliied, computationally tractable optimal control problem whose solution yields feasible, albeit suboptimal, trajectories.
The set of feasible voltages U is a cube given by
The set of allowable controls P (6') U ( t ) depends on the 
where P (6' ) is P (0) with L = 1
The following boundary conditions are specified -"
. "
control problem. The maximal such set is found by taking the intersection of all possible sets of allowable controls
eao,z-) Obviously, any q ( t ) EQ is a suitable replacement for the 6'-dependent control action. In the following we give the explicit representation of 4.
For a given 0, the linear transformation P (6') maps the cube U ( t ) into the tilted cuboid (the set of allowable controls) P(6')U (t). The matrix P (6' ) can be decomposed as a product of a rotation and a &independent linear transformation
The linear transformation P (0) maps cube U ( t ) into
where z E {z,y,O}. Note that zero final velocity is specified. For non-zero final velocities the proposed class of solutions do not depend continuously on the boundary conditions, and continuity is essential to ensnre robustness to position errors. 
e + T e = q e 2mL2.
While these equations are linear, the control efforts are coupled, i.e. the constraint has to be satisfied. To simplii further discussion we focus on controlling only the translational degrees of freedom. In other words, the amount of control effort used for rotation control will be bounded by 1401 = 1.
The following results can be generalized for variable qe (KalmBr-Nagy et al., 2002).
lkajectory Generation
We are concerned with finding the timc-optimal solution to the following system of linear equations 
where z represents either z or y. In this nondimensional form the maximum achievable velocity has magnitude 1 (it also means lvol < 1). Subject to the boundary conditions (do), equations (38, 39) can be is a strictly monotonously decreasingfunction of U with lim Ff -00 and ff (1) = t f min.
U 3 0
This result means that reaching the desired final position in the prescribed amount of time (provided this time is greater then the minimum time to reach this position with zero final velocity) is always possible with a reduced control effort bang-bang control.
Trajectory Synchronization
Generally, execution times for the m i n i u m time p r o b lems for the different degrees of freedom will be different. To find a solution to the boundary value problem (32, 33, 34, 35), these solutions must be synchronized, that is tfr = t f u should hold. Note that the execution time depends on the boundary conditions, as well as on the control effort, i.e.
tfZ(Q.) = t f ( 2 0 , 2 f >~z O , q . ) (50)
With this notation, we want to lind the control efforts qz and qu for which
Using the constraint (37) this is written as 
Simulations
To demonstrate the computational efficiency and robustness of the algorithm, simulations were performed with the following parameters (so that the dimensional and nondimensional values are the same)
The following initial and final conditions were used
The position of the vehicle is updated sixty times a second (dt = 0.017 s). System latency is not considered.
To account for errors present in the real system (arising from slippage, vision error, controller tracking error, etc.) noise was added to the actual position and velocity of the robot at the beginning of every simulation step. The disturbances were modeled as white noise, with amplitude of 1 cm and 3 cm/s from a uniform distribution for positions and velocities, respectively.
First, the equation with coupled controls (37) was numerically solved in Matlab using the optimization routine fminunc with computational cost around 50000 FLOPS. Note that with our algorithm the whole trajectory does not have
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to be generated (this b due to the fact that we restrict the form of the controls to bang-bang type), this is not the case with the usual optimization algorithms.
Conclusions
The main benefit of the omnidirectional drive mechanism is a simplification of the resulting control problem, which greatly reduces the computation required for generating nearly optimal trajectories. Current research addresses dynamics and control issues, such as estimation, coping with system latency, robustness, and optimal control. The proposed algorithms provide an efficient, yet high performance, method of path planning. The algorithms are in general conservative; this conservatism is small, however, and is justified by the extremely reduced computational costs. The extremely low computational cost means that t h e e nearly optimal trajectories can be used extensively as low overhead primitives by higher level decision making strategies, allowing a large number of possible scenarios to be explored in real time. In addition, these algorithm can readily be used as a basis for obstacle avoidance.
