Abstract. We present a deterministic summary structure over update streams that enables deterministic and the first space-optimal algorithms for a variety of problems, including, estimating frequencies, finding approximate frequent items, finding approximate quantiles, finding hierarchical heavy hitters, approximately optimal B-bucket histograms, estimating inner product sizes, etc..
Introduction
The data streaming model presents a computational abstraction for applications (e.g., IP network monitoring, financial market monitoring, etc.), where, data arrives rapidly and continuously and has to be processed in an online fashion using sub-linear space. Formally, a data stream is modelled as a sequence of arrivals of the form (i, δ), where, i is the identity of an item belonging to the domain [n] = {1, . . . , n} and δ ∈ {+1, −1} depicts the increment/decrement to the frequency of i. The frequency f i of an item i is defined as f i = (i,δ)∈ stream δ. If f i ≥ 0 for all i then the stream is said to be strict; if f i ⋚ 0, then it is referred to as a general update stream. Some problems of practical relevance over data streams are, (P1) estimating the frequency of items (point queries), (P2) estimating frequencies of ranges (range-sum queries), (P3) finding approximate frequent items, (P4) finding approximate quantiles, (P5) finding approximate hierarchical heavy hitters, (P6) constructing approximately optimal B-bucket histograms, (P7) estimating inner-product sizes, etc.. Deterministic summary structures for update streams. Deterministic algorithms for these problems are often indispensable in practice. For example, in a marketing scenario where frequent items correspond to subsidized customers, a false negative would correspond to a missed frequent customer, and conversely, in a scenario where frequent items correspond to punishable misuse [19] , a false positive results in an innocent victim. For update streams, the CR-precis structure [12] presents a deterministic, sub-linear space algorithms for problems (P1) through (P7) above. A drawback of the CR-precis technique is that it requires space that is approximately the square of the space required by existing randomized algorithms for the same accuracy parameters. For example, the problem of finding approximate frequent items with parameter φ and tolerance ǫ that is, return all items i with |f i | ≥ φL 1 and not return j where |f j | ≤ (1 − ǫ)φL 1 ) requires space O( 1 φ 2 ǫ log 2 (mn)) [12] and analogously for the other problems. Here, (up to logarithmic factors) for the same problem.
Problem Definitions. We now define problems (P1) through (P7). Algorithms for solving the above problems are reviewed in Appendix A.
(P1) The point query problem (or, frequency estimation) with parameter 0 < ǫ < 1 is-given i ∈ [n], obtain an estimatef i such that [7, 16] . (P3) Given parameters 0 < ǫ, φ < 1, the ǫ-approximate φ frequent items problem is to (1)return all items with |f i | ≥ φL 1 and, (2) not return items such that
Given ǫ, φ and j, the problem is to return an ǫ-approximate j th quantile. (P5) Given a hierarchy over the domain, the absolute frequency of a node X is defined as the sum of the absolute values of the frequencies of the leaf nodes (i.e., items) in the sub-tree rooted at X. A leaf node x is an HHH node provided |f x | >
L1
s . An internal node is an HHH node provided that its absolute frequency, after discounting the absolute frequencies of all its descendant HHH nodes, is at least L1 s . The ǫ-approximate φ HHH problem is to (1) find all HHH nodes, and, (2) not output any node output any node whose frequency, after discounting the absolute frequencies of descendant HHH nodes, is below (1 − ǫ)φL 1 [5, 7, 10, 19] . (P6) A B-bucket histogram h is an n-dimensional vector that divides the domain [n] into B non-overlapping intervals, say, I 1 , I 2 , . . . , I B and associates a value v j for each I j . The cost of a B-bucket histogram h with respect to the frequency vector f is defined as f − h = B j=1
The problem is to find a B-bucket histogram h such that ||f −ĥ|| ≤ (1 + ǫ)||f − h opt || [14, 18] . (P7) Given streams R and S with item frequency vectors f and g respectively, the inner product f · g is defined as i∈[n] f i g i . The problem is to returnP
Contributions. We present a deterministic summary structure for update streams that results in nearly space optimal algorithms for the problems defined above and is competitive with the space requirement of the best known randomized algorithms for the problems.
In this section, we present our summary structure and an algorithm for estimating the frequency of an item. Consider the following problem. Given 0 < ǫ < 1 and for a fixed n, design an s × n real matrix A with columns [a 1 , a 2 , . . . , a n ], where, s is as small as possible, satisfying the following conditions:
. . , n, and |a
Lemma 1 constructs such a matrix. Proof. Let C be an s × n random boolean matrix C whose entries C ij is 1 with probability p and independent of each other. Let c 1 , c 2 , . . . , c n denote the columns of C. Then,
If p ≥ 24 log(4n) s and T ≥ 2 log(2n) log log n , then, by Chernoff's bounds,
Pr |c
Define the matrix A whose columns a i are normalization of c i , that is,
Since,
36 log(2n) . Using union bound, the probability that a
Reconsidering the above proof, we note that the process of random construction can be de-randomized to use a random hash function that is O(log n)-wise independent [24] . Thus, there exists (a significant fraction of) an O(log 2 n) random bit seed that can be used to generate the entries of the matrix C and hence can be used to generate the columns a i of A. The summary y = Af can therefore be maintained in low space as follows. Upon receiving an input record (i, δ) on the stream, y := y + δa i .
Estimator. The estimated frequencyf i is given as follows:
We summarize the discussion in the following lemma.
Lemma
The space required by the algorithm is O( 1 ǫ (log n)(log mn)) bits.
⊓ ⊔
Note that the Count-Min sketch structure requires space O( 1 ǫ log(mn)(log 1 δ )) and the space lower bound for deterministic algorithm is Ω( 1 ǫ (log m)(log ǫn)) bits [12] . Lemma 2 can be used to derive near-optimal space algorithms for problems (P2) through (P7) using well-known techniques that reduce the respective problems to the problem of estimating frequencies. A review of the techniques is presented in A (see also [12] or [7] for a survey). Corollary 3 summarizes these properties.
Corollary 3.
There exist deterministic algorithms for each of the following problems with the following space requirement.
ǫ-approximate φ-frequent items using space O((φǫ)
−1 log L 1 log(n) log(nφ)). 2. ǫ-approximate range-sum using space O(ǫ −1 log(L 1 )(log n)(log ǫn).
ǫ-approximate φ-quantiles using space O((φǫ)
−1 log L 1 log(n) log(nφ)).
ǫ-approximate φ-hierarchical heavy hitters using space O((ǫφ)
−2 h log L 1 (log n)), where, h is the height of the hierarchy, 5.
(1 − ǫ)-optimal B-bucket histograms using space O(Bǫ −1 log L 1 (log 2 n)) (with respect to L 1 norm), and 6. inner product of streams R and S with frequency vectors f and g satisfying
Proof. Statements 1 through 5 are proved using standard techniques that reduce each of the respective problems to the problem of estimating frequencies (and using the dyadic intervals technique-see Appendix A or [7, 12] for review). We now consider statement (6) of the lemma. Let y = Af and z = Ag be the states of the summary structures for streams R and S respectively. DefineP = y T z. Then,
We present the first space-optimal (up to logarithmic factors) deterministic synopsis structure for estimating frequencies (i.e.,
). The technique enables the design of nearly space-optimal deterministic algorithms for a variety of problems including finding approximate frequent items, approximate quantiles, approximately optimal B-bucket histograms, etc..
Point queries or Frequency Estimator.
For insert-only streams, a number of algorithms are known for estimating frequencies such that |f i − f i | ≤ ǫL 1 . The Misra-Gries algorithm [23] , refined in [9, 2, 20] , uses ǫ −1 log m bits and returnŝ f i such that f i ≤f i ≤ f i + ǫL 1 . The deterministic Lossy Counting algorithm [21] uses O(ǫ −1 log(ǫL 1 ) log L 1 ) bits to present similar guarantees as [23] . The randomized Sticky Sampling algorithm [21] extends the randomized Counting Samples algorithm [13] to return an estimate satisfying f i − ǫL 1 ≤f i ≤ f i with probability 1 − δ using space O(ǫ −1 log 1 δ log m) bits. For strict update streams, the Count-Min sketch algorithm satisfies f i ≤f i ≤ f i + ǫL 1 with probability 1 − δ using space O(ǫ −1 log 1 δ log L 1 ) bits. For general update streams, the Count-Min sketch algorithm satisfies |f i − f i | ≤ ǫL 1 using the same order of space. The Countsketch algorithm [3] is applicable for general update streams and satisfies
, where, F res the top-s frequencies in the stream. [2] show that any algorithm that returnsf i satisfying |f i −f i | ≤ ǫL 1 must use Ω(ǫ −1 log(ǫn)) bits. [12] presents a deterministic algorithm for for this problem using space
Approximate frequent items. The problem of efficiently finding ǫ-approximate φ-frequent items can be solved by keeping a point query estimator corresponding to each dyadic level l = 0, . . . , log(N φ) [7] . By construction, each item i belongs to a unique dyadic interval at level l, namely, the l th level ancestor of the interval [i, i] in the dyadic tree. The "items" at level l are the set of dyadic intervals
and are identifiable with the domain {0, 1, . . . , 2 d−l }. With this interpretation, an arrival over the stream of the form (i, v) is processed as follows: update the item ((i % 2 l ), v) for each level l = 0, 1, . . . , ⌊log(φn)⌋. The frequency of a dyadic interval I is defined as the sum of the individual frequencies of items in I, and is denoted as f I . Since each level 0 item belongs to one and only one dyadic interval at a given level l, the sum of the interval frequencies at level l is the same as the sum of the item frequencies at level 0, which is L 1 for strict update streams. If an item i is frequent (i.e., f i ≥ φL 1 ), then the dyadic interval that contains i at any level l has frequency at least f i and is therefore also frequent at level l. Hence, at each level l starting from ⌊log(φn)⌋ and decrementing down to 1, it suffices to consider only those dyadic intervals that are frequent at level l. The procedure begins by enumerating O(⌈φ −1 ⌉) dyadic intervals at level ⌊log(φn)⌋ and keeping as candidate intervals whose estimated frequency is at least φL 1 . In general, at level l, there are O(φ −1 ) candidate intervals. For each candidate interval at level l, we consider its left and right child intervals at level l − 1, and repeat the procedure. Since, at any level, the number of candidate intervals is O(φ −1 ), the total number of intervals considered in the iterations is O(φ −1 log(φn)). Using the Count-Min sketch algorithm at each dyadic level with total space O((ǫφ) −1 log((φδ) −1 log(φn)) log(φn)) counters, one can return all frequent items with probability 1 and not return any item with frequency (1 − ǫ)φL 1 with probability 1 − δ. The CR-precis structure [12] presents a deterministic algorithm for for this problem using space
Hierarchical heavy hitters. [5] presents a solution to the ǫ-approximate φ-HHH problem by using a simple bottom-up traversal of the hierarchy, identifying the frequent items at each level, and then subtracting the estimates of the frequent items at a level from the estimated frequency of its parent. The space required is O((ǫ −1 φ −2 log(φδ −1 n)(log n)(log L 1 )) using the Count-Min sketch summary structure. [19] presents an Ω(φ −2 ) space lower bound for constant ǫ (= 0.01). The CR-precis structure [12] presents a deterministic algorithm for update streams
Range queries and approximate quantiles. A standard approach for solving range queries is to decompose a given interval as a canonical disjoint sum of at most 2 log N dyadic intervals [16] . [7] uses Count-Min sketches to estimate rangesums using space O(ǫ −1 log log(nδ −1 ) log n log L 1 ) bits with probability 1−δ. The ǫ-approximate φ-quantile problem has been studied in [7, 17, 15, 22] . For insertonly streams, [17] presents an algorithm requiring space O((log ǫ −1 ) log(ǫL 1 )) for insert-only streams. For strict update streams, the problem of finding approximate quantiles can be reduced to that of estimating range sums [15] as follows.
The range-sum query problem, that is, estimating the frequency of a given range, can be solved by using the technique of dyadic intervals [16] . Any range can be uniquely decomposed into the disjoint union of at most 2 log N dyadic intervals of maximum size (for example, over the domain {0, . . . , 15}, the interval [3, 12] [12, 12] ). The technique is to keep a point query estimator corresponding to each dyadic level l = 0, 1, . . . , (log n) − 1. The range-sum query is estimated as the sum of the estimates of the frequencies of each of the constituent maximal dyadic intervals of the given range. Using Count-Min sketch at each level, this can be accomplished using space O(ǫ −1 log(δ −1 log n) log n log L 1 ) bits with probability 1 − δ [7] . The problem of finding ǫ-approximate φ-quantiles can be reduced to range-sum queries as follows. For each k = 1, 2, . . . , φ −1 , a binary search is performed over the domain to find an item a k such that the range sum f [a k ,N −1] lies between (kφ − ǫ)L 1 and (kφ + ǫ)L 1 . [7] uses Count-Min sketch es to find ǫ-approximate φ-quantiles with confidence 1 − δ using space O(ǫ −1 log 2 n log(φ −1 δ −1 log n)).
Approximately optimal histograms and inner products. An algorithm for this problem is presented in a seminal paper [14] using space and time poly (B, 1 ǫ , log m, log N ) and improved in [18] . Given two streams R and S with item frequency vectors f and g respectively, the inner product f ·g is defined as i∈[n] f i · g i . The problem is to return an estimateP satisfying |P − f · g| ≤ ǫL 1 (f )L 1 (g). The work in [1] presents a space lower bound of s = Ω(ǫ −1 ). Randomized algorithms [1, 4, 11] match the space lower bound, up to poly-logarithmic factors. The CR-precis structure presents an algorithm for estimating inner products satisfying |P −f ·g| = ǫL 1 (f )L 1 (g) using space O(ǫ −2 (log 2 n)(log 2 ǫ −1 )(log ǫ −1 )(log L 1 ).
