A number of applications (e.g., AI bot tournaments, sports, peer grading, crowdsourcing) use pairwise comparison data and the Bradley-Terry-Luce (BTL) model to evaluate a given collection of items (e.g., bots, teams, students, search results). Past work has shown that under the BTL model, the widely-used maximum-likelihood estimator (MLE) is minimax-optimal in estimating the item parameters, in terms of the mean squared error. However, another important desideratum for designing estimators is fairness. In this work, we consider fairness modeled by the notion of bias in statistics. We show that the MLE incurs a suboptimal rate in terms of bias. We then propose a simple modification to the MLE, which "stretches" the bounding box of the maximum-likelihood optimizer by a small constant factor from the underlying ground truth domain. We show that this simple modification leads to an improved rate in bias, while maintaining minimax-optimality in the mean squared error. In this manner, our proposed class of estimators provably improves fairness represented by bias without loss in accuracy.
Introduction
A number of applications involve data in the form of pairwise comparisons among a collection of items, and entail an evaluation of the individual items from this data. An application gaining increasing popularity is competition between pairs of AI bots (e.g., [26] ). Here a number of AI bots compete with each other in pairwise matchups for a certain task, where each bot plays every other bot a certain number of times in a round robin fashion, with the goal of evaluating the quality of each bot. A second example is the evaluation of self-play of AI algorithms in their training phase [34] , where again, different copies of an AI bot play against each other a number of times. Applications involving humans include sports and online games such as the English Premier League of football [22, 2] (unofficial ratings) and official world rankings for chess (e.g., FIDE [1] and USCF [14] ratings). The influence of scientific journals has also been analyzed in this manner, where citations from one journal to another are modeled by pairwise comparisons [35] .
A common method of evaluating the items based on pairwise comparisons is to assume that the probability of an item beating another equals the logistic function of the difference in the true quality of the two items, and then infer the true quality from the observed outcomes of the comparisons (e.g., the Elo rating system). Various applications employ such an approach to rating from pairwise comparisons, with some modifications tailored to that specific application. Our goal is not to study the application-specific versions, but the foundational underpinnings of such rating systems.
In this paper, we study the pairwise-comparison model that underlies [15, 4] these rating systems, namely the Bradley-Terry-Luce (BTL) model [6, 24] . The BTL model assumes that each item is associated to an unknown real-valued parameter representing the quality of that item, and assumes that the probability of an item beating another is the logistic function applied to the difference of the parameters of these two items. The BTL model is also employed in the applications of peer grading [32, 23] (where the grades of the students are set as the BTL parameters to be estimated), crowdsourcing [7, 27] , and understanding consumer choice in marketing [16] .
BTL model and maximum likelihood estimation
Now we present a formal definition of the BTL model. Let d ≥ 2 denote the number of items. The d items are associated to an unknown parameter vector θ * ∈ R d whose i th entry represents the underlying quality of item i ∈ [d]. When any item i ∈ [d] is compared with any item j ∈ [d] in the BTL model, the item i beats item j with probability
independent of all other comparisons. The probability of item j beating i is one minus the expression (1) above. We consider the "league format" [4] of comparisons where every pair of items is compared k times. We follow the usual assumption [17, 31] under the BTL model that the true parameter vector θ * lies in the set Θ B parameterized by a constant B > 0 and satisfy:
The first constraint requires that the magnitude of the parameters is bounded by some constant B. We call this constraint the "box constraint". A box constraint is necessary, because otherwise the estimation error can diverge to infinity [31, Appendix G] . The second constraint requires the parameters to sum to 0. This is without loss of generality due to the shift-invariance property of the BTL model. A large amount of both theoretical [19, 17, 38, 25, 31] and applied [35, 33, 7, 27] literature focuses on the goal of estimating the parameter vector θ * of the BTL model. A standard and widely-studied estimator is the maximum-likelihood estimator (MLE):
where is the negative log-likelihood function. Letting W ij denote a random variable representing the number of times that item i ∈ [d] beats item j ∈ [d], the log-likelihood function is given by:
(θ) := ({W ij }; θ) = − 1≤i<j≤d W ij log 1 1 + e −(θi−θj ) + W ji log 1 1 + e −(θj −θi) .
Metrics
Accuracy. A common metric used in the literature on estimating the BTL model is the accuracy of the estimate, measured in terms of the mean squared error. Formally, the accuracy of any estimator θ is defined as:
Importantly, past work [17, 31] has shown that the MLE (3) has the appealing property of being minimaxoptimal in terms of the accuracy.
Bias.
Another important desideratum for designing and evaluating estimators is fairness. For example, in sports or online games, we do not want to assign scores in such a way that it systematically gives certain players higher scores than their true quality, but at the same time gives certain other players lower scores than their true quality. In this paper, we use the standard definition of bias in statistics as the notion of . Our estimator significantly reduces the maximum magnitude of the bias across the items. Note that this figure plots the bias including its sign: A positive bias means over-estimation of the parameter, and a negative bias means under-estimation of the parameter. Each bar is a mean over 5000 iterations. , unconstrained MLE θ (∞) and the proposed stretched-MLE θ (A) (with a constant A such that A > B). The proposed stretched-MLE achieves a better rate on bias, while retaining minimax optimality in terms of accuracy. Recall that d denotes the number of items and k denotes the number of comparisons per pair.
Estimator Bias
fairness. For any estimator, the bias incurred by this estimator on a parameter is defined as the difference between the expected value of the estimator and the true value of the parameter. Since our parameters are a vector, we consider the worst-case bias, that is, the maximum magnitude of the bias across all items. Formally, the bias of any estimator θ is defined as:
With this background, we now provide an overview of the contributions of this paper.
Contribution I: Performance of MLE
Our first contribution is to analyze the widely-used MLE (3) in terms of its bias. Let us begin with a visual illustration through simulation. Consider d = 25 items with parameter values equally spaced in the interval [−1, 1], where k = 5 pairwise comparisons are observed between each pair of items under the BTL model. We estimate the parameters using the MLE, and plot the bias on each item across 5000 iterations of the simulation in Figure 1 (striped red). The MLE shows a systematic bias: it induces a negative bias (under-estimation) on the large positive parameters, and a positive bias (over-estimation) on the large negative parameters. In the applications of interest, the MLE thus systematically underestimates the abilities of the top players/students/items and overestimates the abilities of those at the bottom.
In this paper, we theoretically quantify the bias incurred by the MLE.
Theorem 1.1 (MLE bias lower bound; Informal). The MLE (3) incurs a bias β( θ (B) ) lower bounded as Ω(
As shown by our results to follow, this bias is suboptimal. Our proof for this result indicates that the bias is incurred because the MLE operates under the accurately specified model with the box constraint at B. That is, the MLE "clips" the estimate to lie within the set Θ B . This issue is visible in the simulation of Figure 1 where the bias is the largest when the true values of the parameters are near the boundaries ±B.
For example, consider a true parameter whose value equals B. The estimate of this parameter sometimes equals the largest allowed value B (due to the box constraint), and sometimes is smaller than B (due to the randomness of the data). Therefore, in expectation, the estimate of this parameter incurs a negative bias. An analogous argument explains the positive bias when the true parameter equals or is close to −B.
Contribution II: Proposed stretched estimator and its theoretical guarantees
Our goal is to design an estimator with a lower bias while maintaining high accuracy. Since the MLE (3) is already widely studied and used, it is also desirable from a practical and computational standpoint that the new estimator is a simple modification of the MLE (3). With this motivation in mind, an intuitive approach is to consider the MLE but without the box constraint " θ ∞ ≤ B". We call the estimator without the box constraint as the "unconstrained MLE", and denote it by θ (∞) , because removing the box constraint is equivalent to setting the box constraint to ∞:
where
incurs an unbounded error in terms of accuracy. This is because with non-zero probability an item beats all others, in which case the unconstrained MLE estimates the parameter of this item as ∞, thereby inducing an unbounded mean squared error.
Consequently, in this work, we propose the following simple modification to the MLE which is a middle ground between the standard MLE (3) and the unconstrained MLE. Specifically, we consider a "stretched-MLE", which is associated to a parameter A such that A > B. Given the parameter A, the stretched-MLE is identical to (3) but "stretches" the box constraint to A:
That is, Θ A simply replaces the box constraint θ ∞ ≤ B in (2) by the "stretched" box constraint θ ∞ ≤ A.
The bias induced by the stretched-MLE (with A = 2) in the previous experiment is also shown in Figure 1 (solid blue). Observe that the maximum bias (incurred at the leftmost item with the largest negative parameter, or the rightmost item with the largest positive parameter) is significantly reduced compared to the MLE. Moreover, the bias induced by the stretched-MLE looks qualitatively more evened out across the items.
Our second main theoretical result proves that the stretched-MLE indeed incurs a significantly lower bias. 
. Given the significant bias reduction by our estimator, a natural question is about the accuracy of the stretched-MLE, particularly given the unbounded error incurred by the unconstrained MLE. We prove that our stretched-MLE is able to maintain the same minimax-optimal rate on the mean squared error as the standard MLE. 
, which is minimax-optimal. This result shows a win-win by our stretched-MLE: reducing the bias while retaining the accuracy guarantee. The comparison of the MLE and the stretched-MLE in terms of accuracy and bias is summarized in Table 1 . Another attractive feature of our result is that the proposed stretched-MLE is a simple modification of the standard MLE, which can easily be incorporated in any existing implementation. It is important to note that while our modification to the estimator is simple to implement, our theoretical analyses and the proofs are non-trivial.
Related work
The logistic nature (1) of the BTL model relates our work to studies of logistic regression (e.g., [28, 18, 37, 11] ), among which the paper [37] is the most closely related to ours. The paper [37] considers an unconstrained MLE in logistic regression, and shows its bias in the opposite direction as compared to our results on the standard MLE (constrained) in the BTL model. Specifically, the paper [37] shows that the large positive coefficients are overestimated, and the large negative coefficients are underestimated. There are several additional key differences between the results in [37] as compared to the present paper. The paper [37] studies the asymptotic bias of the unconstrained MLE, showing that the unconstrained MLE is not consistent. On the other hand, we operate in a regime where the MLE is still consistent, and study finite-sample bounds. Moreover, the paper [37] assumes that the predictor variables are i.i.d. Gaussian. On the other hand, in the BTL model the probability that item i beats item j can be written as
θ * , where each predictor variable x ij ∈ R d has entry i equal to 1, entry j equal to −1, and the remaining entries equal to 0. A common way to achieve bias reduction is to employ finite-sample correction, such as Jackknife [29] and other methods [10, 5, 12 ] to the MLE (or other estimators). These methods operate in a low-dimensional regime (small d) where the MLE is asymptotically unbiased. Informally, these methods use a Taylor expansion and write the expression for the bias as an infinite sum
+ . . ., where n is the number samples, for some functions f 1 , f 2 , . . .. These works then modify the estimator in a variety of ways to eliminate the lower-order terms in this bias expression. However, since the expression is an infinite sum, eliminating the first term does not guarantee a low rate of the bias. Moreover, since the functions f i are implicit functions of θ * , eliminating lower-order terms does not directly translate to explicit worst-case guarantees.
Returning to the pairwise-comparison setting, in addition to the mean squared error, some past work has also considered accuracy in terms of the 1 norm error [3] and the ∞ norm error [9, 8, 20] . The ∞ bound for a regularized MLE is analyzed in [8] . Our proof for bounding the bias of the standard MLE (unregularized) relies on a high-probability ∞ bound for the unconstrained MLE (unregularized). It is important to note that the bound for regularized MLE from [8] does not carry to unregularized MLE, because the proof from [8] relies on the strong convexity of the regularizer. On the other hand, our intermediate result provides a partial answer to the open question in [8] about the ∞ norm for the unregularized MLE (Lemma A.5 in Appendix A): We establish an ∞ bound for unregularized MLE when p obs = 1, which has the same rate as that of the regularized MLE in [8] .
Another common occurrence of bias is the phenomenon of regression towards the mean [36] . Regression towards the mean refers to the phenomenon that random variables taking large (or small) values in one measurement are likely to take more moderate (closer to average) values in subsequent measurements. On the contrary, we consider items whose indices are fixed (and are not order statistics). For fixed indices, our results suggest that under the BTL model, the bias (under-estimation of large true values) is in the opposite direction as that in regression towards the mean (over-estimation of large observed values).
Finally, the paper [22] models the notion of fairness in Elo ratings in terms of the "variance", where an estimator is considered fair if the estimator is not much affected by the underlying randomness of the pairwise-comparison outcomes. The paper [22] empirically evaluates this notion of fairness on the English Premier League data, but presents no theoretical results.
Main results
In this section, we formally provide our main theoretical results on bias and on the mean squared error.
Bias
Recall that d denotes the number of items and k denotes the number of comparisons per pair of items. The true parameter vector is θ * ∈ Θ B for some pre-specified constant B > 0. The following theorem provides bounds on the bias of the standard MLE θ (B) and that of our stretched-MLE θ (A) with parameter A. In particular, it shows that if A is a finite constant strictly greater than B, then our stretched-MLE has a much smaller bias than the MLE when d and k are sufficiently large.
Theorem 2.1. (a) There exists a constant c > 0 that depends only on the constant B, such that
for all d ≥ d 0 and all k ≥ k 0 , where d 0 and k 0 are constants that depend only on the constant B.
(b) Let A be any finite constant such that A > B. There exists a constant c > 0 that depends only on the constants A and B, such that
for all d ≥ d 0 and all k ≥ k 0 , where d 0 and k 0 are constants that depend only on the constants A and B.
We note that in Theorem 2.1(b), we allow A to be any positive constant as long as A > B. Therefore, the difference between A and B can be any arbitrarily small constant. It is perhaps surprising that stretching the box constraint only by a small constant yields such a significant improvement in the bias. We provide intuition behind this result in Section 2.1.1.
We devote the remainder of this section to providing a sketch of the proof of Theorem 2.1. We first prove Theorem 2.1(b) and then Theorem 2.1(a), because the proof of Theorem 2.1(a) depends on the proof of Theorem 2.1(b). The complete proof is provided in Appendix A.
For Theorem 2.1(b), we first analyze the unconstrained MLE θ (∞) . By plugging θ (∞) into the first-order optimality condition of the negative log-likelihood function and using concentration on the comparison outcomes, we prove an ∞ bound of the form θ
) with sufficiently high probability (which partially resolves the open problem from [8] , in the regime where p obs = 1). Next, using a second-order mean value theorem on the first-order optimality condition and taking an expectation, we show a result of the form
, where E is some high-probability event (recall from Table 1 that for unconstrained MLE, the bias E[ θ (∞) ] − θ * ∞ without conditioning on E is undefined). Finally, we show that the unconstrained MLE θ (∞) and the stretched-MLE θ (A) are identical with high probability for sufficiently large d and k, and perform some algebraic manipulations to finally arrive at the claim (6b).
For Theorem 2.1(a), we first prove a bound on the order of . We construct an "oracle" MLE, such that analyzing the bias of the "oracle" MLE can be reduced to the proof of the 2-item case, and thereby prove a bias on the order of
for the oracle MLE. Finally, we show that the difference between the oracle MLE and the standard MLE is small, by repeating arguments from the proof of Theorem 2.1(b).
Intuition for Theorem 2.1
In this section, we provide intuition why stretching the box constraint from B to A significantly reduces the bias. Specifically, we consider a simplified setting with d = 2 items. Due to the centering constraint, we have θ * 2 = −θ * 1 for the true parameters, and we have θ 2 = − θ 1 for any estimator θ that satisfies the centering constraint. Therefore, it suffices to focus only on item 1. Denote µ as the random variable representing the fraction of times that item 1 beats item 2, and denote the true probability that item 1 beats item 2 as µ * := 1 1+e MLE θ (∞) can be solved in closed form:
See Fig. 2a for a comparison of these three estimators. Now we consider the bias incurred by these three estimators. For intuition, let us consider the case θ * 1 = B, which incurs the largest bias in our simulation of Fig. 1 . If the observation µ were noiseless (and thus equals the true probability µ + ), then all three estimators would output the true parameter B. However, the observation µ is noisy, and only concentrates around µ + . To investigate how these three estimators behave differently under this noise, we zoom in to the region around µ = µ + indicated by the grey box in Fig. 2a. (Note that the observation µ can lie outside the grey box, but for intuition we ignore this low-probability event due to concentration.)
The behaviors of the three estimators in the grey box are shown in Fig. 2b , Fig. 2c and Fig. 2d , respectively. For each of these estimators, the blue dots on the x-axis denotes the noisy observation of µ across different iterations, and the blue dots on the estimator function denotes the corresponding noisy estimates. The expected value of the estimator is a mean over the blue dots on the estimator function. For the standard MLE θ (B) (Fig. 2b) , the box constraint requires that the estimate shall never exceed B. We call this phenomenon the "clipping" effect, which introduces a negative bias. For the unconstrained MLE θ (∞) (Fig. 2c) , since the estimator function is convex, by Jensen's inequality, the unconstrained MLE θ (∞) introduces a positive bias. Our proposed stretched-MLE θ (A) (Fig. 2d ) lies in the middle between the standard MLE and the unconstrained MLE. Therefore, the stretched-MLE balances out the negative bias from the "clipping" effect and the positive bias from the convexity of the estimator function, thereby yielding a smaller bias on the item parameter. In practice, one can numerically tune the parameter A to minimize the bias across all possible parameter vector θ * ∈ Θ B . Simulation results on different values of A are included in Section 3.
Accuracy
Given the result of Theorem 2.1 on the bias reduction of the estimator θ (A) , we revisit the mean squared error. Past work [17, 31] has shown that the standard MLE θ (B) is minimax-optimal in terms of the mean squared error. The following theorem shows that this minimax-optimality also holds for our proposed stretched-MLE θ (A) , where A is any constant such that A > B. The theorem statement and its proof follows Theorem 2 from [31] , after some modification to accommodate the bounding box parameter A.
Theorem 2.2. (a) [Theorem 2(a) from [31] ] There exists a constant c > 0 that depends only on the constant B, such that any estimator θ has a mean squared error lower bounded as
for all k ≥ k 0 , where k 0 is a constant that depends only on the constant B.
Theorem 2.2 shows that using the estimator θ (A) retains the minimax-optimality achieved by θ (B) in terms of the mean squared error. Combining Theorem 2.1 and Theorem 2.2 shows the Pareto improvement of our estimator θ (A) : the estimator θ (A) decreases the rate of the bias, while still performing optimally on the mean squared error.
The proof of Theorem 2.2 closely mimics the proof of Theorem 2(b) from [31] , replacing the steps involving the domain Θ B by the stretched domain Θ A . The details are provided in Appendix B.
Simulations
In this section, we explore our problem space and compare the standard MLE and our proposed stretched-MLE by simulations. In what follows, we set B = 1, and unless specified otherwise we set A = 2 and
We also evaluate the performance of other values of θ * subsequently. Error bars in all the plots represent the standard error of the mean. (ii) Dependence on k: We vary the number of comparisons k per pair of items, while fixing d = 10. The results are shown in Fig. 4 . As in the simulation (i) with varying d, we observe that the stretched-MLE has a significantly smaller bias, and performs on par with the MLE in terms of the mean squared error. Moreover, the simulations also suggest the rate of bias as of order
for the MLE and 1 k for the stretched-MLE, as predicted by our theoretical results.
(iii) Different values of A: In our theoretical analysis, we proved bounds that hold for all constant A such that A > B. In this simulation, we empirically compare the performance of the stretched-MLE for . This is because as we increase A to 1, the negative bias introduced by the "clipping" effect is reduced. The optimal value of A for all settings of k is always greater than 1. Moreover, the optimal A seems to be closer to 1 when we increase k. This agrees with the intuition in Section 2.1.1. When k is larger, the estimate becomes more concentrated around the true parameter. Then the "clipping" effect becomes smaller and can be accommodated by a smaller A. The mean squared error is insensitive to the choice of A as long as A ≥ 1.
(iv) Different settings of the true parameter θ * : Our theoretical result considers the worst-case bias and accuracy. In this simulation, we empirically compare the performance of the stretched-MLE under different settings of the true parameter vector θ * (again, recall that setting A = 1 is equivalent to the standard MLE). Specifically, we consider the following values of θ * :
• Worst case:
• Bipolar: half of the values are 1, and the other half are −1.
• Linear: the values are equally spaced in the interval [−1, 1]. • All zeros: all parameters are 0.
We fix d = 10 and k = 5, varying A ∈ [0. 5, 3] under different settings of the true parameter vector θ * . The results are shown in Fig. 6 . Two high-level takeaways from the empirical evaluations are that the bias generally reduces with an increase in A till past B, and that the mean squared error remains relatively constant beyond A = 1 in the plotted range. In more detail, for the bias, we observe that the performance primarily depends on the largest magnitude of the items (that is, θ * ∞ ). For the settings worst case, bipolar and linear (where θ * ∞ = 1), the bias keeps decreasing when A is past B = 1. For the setting worst-case (0.5) (where θ * ∞ = 0.5), the bias keeps decreasing when A is past 0.5. This makes sense since in this case we effectively have B = 0.5 (although the algorithm would not know this in practice). The bias for the setting all zeros stays small across values of A. For the mean squared error, the increase when A is past 1 is relatively small under most of the settings of the true parameter vector θ * . The bipoloar setting has the largest increase in the mean squared error. Under this setting, all parameters θ * i take values at the boundaries ±B, and therefore the estimates of all parameters are affected by the box constraint. and none otherwise. Each point is a mean over 10000 iterations.
between any pair of items. Now we consider a random-design setup, where k comparisons are observed between any pair of items independently with probability p obs ∈ (0, 1), and none otherwise [25, 8] . In our simulations, we set p obs =
and k = 5. We discard an iteration if the graph is not connected, since the problem is not identifiable under such a graph. The results are shown in Figure 7 . We observe that the stretched-MLE continues to outperform MLE in terms of bias, and perform on par in terms of the mean squared error.
Conclusions and discussions
In this work, we show that the widely-used MLE is suboptimal in terms of bias, and propose a class of estimators called the "stretched-MLE", which provably reduces the bias while maintaining the minimaxoptimality in terms of accuracy. These results on the performance of the MLE and the stretched-MLE are of both theoretical and practical interest. From the theoretical point of view, our analysis and proofs provide insights on the cause of the bias, explain why stretching the box alleviates this cause, and prove theoretical guarantees in bias reduction by stretching the box. Our results on the benefits of the stretched-MLE thus suggest theoreticians to consider the stretched-MLE for analysis instead of the standard MLE.
From the practical point of view, the constant B is often unknown, and practitioners oten estimate the value of B by fitting the data or from past experience. Our results thus suggest that one should estimate B leniently, as an estimation smaller than or equal to the true B causes significant bias. Moreover, our proposed estimator is a simple modification to the MLE, which can be incorporated into any existing implementation at ease.
Our results lead to several open problems. First, it is of interest to extend our theoretical analysis to settings where the observations are sparse. For example, one may consider a random-design setup, where k comparisons are observed between any pair independently with probability p obs and none otherwise [25, 8] (also see simulation (v) in Section 3). In terms of the bias under this random-design setup, we think that the lower-bound for MLE and the upper-bound for our stretched-MLE also depend on d and k as Ω(
and O( 1 dk ) respectively; we also think that the dependence of the stretched-MLE on p obs is no worse than that of the standard MLE. Second, it is of interest to extend our results to other parametric models such as the Thurstone model [39] , and we envisage similar results to hold across a variety of such models. Finally, the ideas and techniques developed in this paper may also help in improving the Pareto efficiency on other learning and estimation problems, in terms of the bias-accuracy tradeoff.
A Proof of Theorem 2.1
In this appendix, we present the proof of Theorem 2.1. We first introduce notation and preliminaries in Appendix A.1, to be used subsequently in proving both parts of Theorem 2.1. The proof of Theorem 2.1(b) is presented in Appendix A.2. The proof of Theorem 2.1(a) is presented in Appendix A.3. We first present the proof of Theorem 2.1(b) followed by Theorem 2.1(a), because the proof of Theorem 2.1(a) depends on the proof of Theorem 2.1(b).
In the proof of Theorem 2.1(a), the constants are allowed to depend only on the constant B. In the proof of Theorem 2.1(b), the constants are allowed to depend only on the constants A and B. The proofs for all the lemmas are presented in Appendix A.4.
A.1 Notation and preliminaries
In this appendix, we introduce notation and preliminaries that are used subsequently in the proofs of both Theorem 2.1(b) and Theorem 2.1(a).
(i) Notation
Recall that d denotes the number of items, and k denotes the number of comparisons per pair of items. The d items are associated to a true parameter vector θ
, where A and B are finite constants such that A > B > 0. The true parameter vector satisfies θ * ∈ Θ B .
Denote µ * ij as the probability that item
. Under the BTL model, we have
For every r ∈ [k], denote the outcome of the r
ij := 1{item i beats item j in their r th comparison}.
We have X (r) ij ∼ Bernoulli(µ * ij ), independent across all r ∈ [k] and all i < j. Recall that W ij denotes the number of times that item i beats j. We have
ij and therefore W ij ∼ Binom(k, µ * ij ). Denote µ ij as the fraction of times that item i beats item j. That is,
We have
, independent across all i < j. Finally, we use c, c , c 1 , c 2 , etc. to denote finite constants whose values may change from line to line. We write f (n) g(n) if there exists a constant c such that
is defined analogously.
(ii) Notion of conditioning Let E be any event. The conditional bias of any estimator θ conditioned on the event E is defined as:
We use "w.h.p.( 1 dk )" to denote that an event E happens with probability at least Similarly, we use "w.h.p.( 1 dk | E)" to denote that conditioned on some event E, some other event E happens with probability at least (iii) The negative log-likelihood function and its derivative
Recall that denotes the negative log-likelihood function. Under the BTL model, we have
Since {µ ij } is simply a normalized version of {W ij }, we equivalently denote the negative log-likelihood function as ({µ ij }; θ).
From the expression of in (10), we compute the gradient
Finally, the following lemma from [19] shows the strict convexity of the negative log-likelihood function .
Lemma A.1 (Lemma 2(a) from [19] ). The negative log-likelihood function (θ) is strictly convex in θ ∈ R d .
(iv) The sigmoid function and its derivatives
Denote the function f :
It is straightforward to verify that the function f has the following two properties.
• The first derivative f is positive on (−∞, ∞). Moreover, on any bounded interval, the first derivative f is bounded above and below. That is, for any constants c 1 < c 2 , there exist constants c 3 , c 4 > 0 such that
• The second derivative f is bounded on any bounded interval. That is, for any constants c 1 < c 2 , there exists a constant c 5 such that
(v) Existence and uniqueness of MLE
Recall that the MLE (3), the unconstrained MLE (4), and the stretched-MLE (5) are respectively defined as:
The following lemma shows the existence and uniqueness of the stretched-MLE θ (A) (15) for any constant A > 0, which incorporates the standard MLE θ (B) by setting A = B.
Lemma A.2. For any finite constant A > 0, there always exists a unique solution θ (A) to the stretched-MLE (15).
For the unconstrained MLE, due to the removal of the box constraint in (14) , a finite solution θ (∞) may not exist. However, the following lemma shows that a unique finite solution exists with high probability. 
A.2 Proof of Theorem 2.1(b)
In this appendix, we present the proof of Theorem 2.1(b). To describe the main steps involved, we first present a proof sketch of a simple case of d = 2 items (Appendix A.2.1), followed by the complete proof of the general case (Appendix A.2.2). The reader may pass to the complete proof in Appendix A.2.2 without loss of continuity.
A.2.1 Simple case: 2 items
We first present an informal proof sketch for a simple case where there are d = 2 items. The proof for the general case in Appendix A.2.2 follows the same outline. In the case of d = 2 items, due to the centering constraint on the true parameter vector θ * , we have θ * 2 = −θ * 1 . Similarly, we have θ 2 = − θ 1 for any estimator that satisfies the centering constraint (in particular, for the stretched-MLE θ (A) and the unconstrained MLE θ (∞) ). Therefore, it suffices to focus only on item 1. Since there are only two items, for ease of notation, we denote µ = µ 12 and µ * = µ *
12
. We now present the main steps of the proof sketch.
Proof sketch of the 2-item case (informal):
In the proof sketch, we fix any θ * ∈ Θ B , and any finite constants A and B such that A > B > 0.
Step 1: Establish concentration of µ By Hoeffding's inequality, we have
Since |θ * | ≤ B, we have that µ * is bounded away from 0 and 1 by a constant. Hence, for sufficiently large
Step 2: Write the first-order optimality condition for θ
The unconstrained MLE θ (∞) minimizes the negative log-likelihood . If a finite unconstrained MLE θ (∞) exists 1 , we have ∇ θ= θ (∞) (θ) = 0. Setting m = 1 in the gradient expression (11) and plugging in θ (∞) , we have
Setting the derivative (18) to 0, we have
By the definition of {µ * ij } in (8), we have µ * = 1 1+e
, which can be written as
Define a function h :
Subtracting (20) from (19) and using the definition of h from (21), we have
Step 3: Bound the difference between θ (∞) and θ * , by the first-order mean value theorem
It can be verified that h has positive first-order derivative on (0, 1). Moreover, there exists some constant c 1 such that 0 < h (t) < c 1 for all t ∈ (c L , c U ). Applying the first-order mean value theorem on (22), we have the deterministic relation
where λ is a random variable that depends on µ and µ * , and takes values between µ and µ * . By (17), we have λ ∈ (c L , c U ). From (23) we have
Combining (24) with (16), we have
Step 4: Bound the expected difference between θ (∞) and θ * , by the second-order mean value theorem By the second-order mean value theorem on (22), we have the deterministic relation
where λ is a random variable that depends on µ and µ * , and takes values between µ and µ * . By (17), we have λ ∈ (c L , c U ).
It can be verified that h has bounded second-order derivative. That is, |h (t)| < c 2 for all t ∈ (c L , c U ). Taking an expectation over (26), we have
where (i) is true because E[µ] = µ * combined with the fact that |h | < c 2 on (c L , c U ), and (ii) is true 2 by (16).
Step 5: Connect
From (25), we have | θ
Moreover, we have θ
≤ A. Therefore, with high probability, the unconstrained MLE θ
does not violate the box constraint at A, and therefore θ (∞) is identical to the stretched-MLE θ (A) . Hence, the bound (28) holds 3 for the stretched-MLE, completing the proof sketch.
A.2.2 Complete Proof
In this appendix, we present the proof of Theorem 2.1(b), by formally extending the 5 steps outlined for the simple case in Appendix A.2.1. In the general case, one notable challenge is that one can no longer write a closed-form solution of the MLE as we did in (19) of Step 2. The first-order optimality condition now becomes a system of equations that describe an implicit relation between θ and µ, requiring more involved analysis.
In the proof, we fix any θ * ∈ Θ B , and fix any finite constants A and B such that A > B > 0.
Step 1: Establish concentration of {µ ij }
We first use standard concentration inequalities to establish the following lemma, to be used in the subsequent steps of the proof. That is,
Step 2: Write the first-order optimality condition for the unconstrained MLE θ
Recall from Lemma A.1 that the negative log-likelihood function is convex in θ. In this step, we first justify that the whenever a finite unconstrained MLE θ (∞) exists, it satisfies the first-order optimality condition ∇ θ= θ (∞) (θ) = 0. (Note that for any optimization problem with constraints, it is in general not true that the derivative of the convex objective equals 0 at the optimal solution.) Then we derive a specific form of the first-order optimality condition, to be used in subsequent steps of the proof.
Given that we have conditioned on E 0 (and therefore on Lemma A.3), a finite solution θ (∞) to the unconstrained MLE exists. To show that θ (∞) satisfies the first-order optimality condition, we show that
is also a solution to the following MLE without any constraint at all (that is, we remove the centering constraint too):
If the unconstrained MLE θ (∞) is a solution to (30) , then it satisfies the first-order condition ∇ θ ( θ (∞) ) = 0. Now we prove that θ (∞) is a solution to (30) . Note that the solutions to (30) ∞) is not a solution to (30) . Then there exists some finite
We have θ ∈ Θ ∞ because it satisfies the centering constraint, and we have (θ ) = (θ) < ( θ (∞) ) because the solutions to (30) are shift-invariant. The construction of θ thus contradicts the assumption that θ (∞) is optimal for the unconstrained MLE. Hence, θ (∞) is a solution to (30) , and θ (∞) satisfies the first-order optimality condition.
Now we derive a specific form of the first-order optimality condition. Plugging θ (∞) into the gradient expression (11) and setting the gradient to 0, we have the deterministic equality
In words, the first-order optimality condition (31) means that for any item m ∈ [d], the probability that item m wins (among all comparisons in which item m is involved) as predicted by the unconstrained MLE θ
equals the fraction of wins by item m from the observed comparisons. We now subtract (8) from both sides of (31):
For ease of notation, we denote the random vector δ := θ (∞) − θ * . Equivalently, we have θ (∞) = θ * + δ. Using the definition of δ, we rewrite (32) as:
Using the definition of the sigmoid function f (x) = 1 1+e −x , we rewrite (33) as:
In the rest of the proof, we primarily work with the first-order optimality condition in the form of (34).
Step 3: Bound the difference between the unconstrained MLE θ (∞) and the true parameter vector θ * The first-order optimality condition (34) can be thought of as a system of equations that describes some implicit relation between the unconstrained MLE θ (∞) and the observations {µ mi }. Intuitively, the concentration of {µ mi } on the RHS of (34) (by Lemma A.4) should imply the concentration of the unconstrained MLE θ (∞) on the LHS. The following lemma formalizes this intuition about the concentration of θ (∞) .
Lemma A.5. Conditioned on E 0 , we have the deterministic relation This lemma provides a deterministic bound on the difference between θ (∞) and θ * . Now we move to analyze the difference between θ (∞) and θ * in expectation.
Step 4: Bound the expected difference between the unconstrained MLE θ (∞) and the true parameter vector θ * , using the second-order mean value theorem
In
Step 1 we bound the difference between {µ mi } and {µ * mi } with high-probability. However, if we consider the difference in expectation, we have E[µ mi ] = µ * mi . The expected difference between {µ mi } and {µ * mi } is 0, significantly smaller than the high-probability bound in Step 1. Intuitively, we may also expect that the expected difference between θ (∞) and θ * is smaller than the deterministic bound in Lemma A.5. In this step, we formalize this intuition.
By the second-order mean value theorem on the LHS of the first-order optimality condition (34), we have the deterministic relation that for every m
where each λ mi is a random variable that takes values between θ * m − θ * i and θ * m − θ * i + (δ m − δ i ). Taking an expectation over (35) conditional on E 0 , we have that for every m ∈ [d]:
Denote the vector ∆ :
We first bound the RHS of (37), and then derive a bound regarding ∆ i on the LHS accordingly.
To bound the RHS of (37), we first consider the term
In what follows, we state a lemma that is slightly more general than what is needed here. The more general version is used in the subsequent proof of Theorem 2.1(a). To state the lemma, recall the definition that an event E happens w.h.p.( Lemma A.6. Let E be any event, and let E be any event that happens w.h.p.( 1 dk | E). Then for any m = i, we have
To apply Lemma A.6, we set E to be the (trivial) event of the entire probability space, and set E to be E 0 in (38) . We have
The remaining terms in (37) are handled in the following lemma. This lemma bounds the expected difference between θ (∞) and θ * conditioned on E 0 , that is, the quantity
Conditioned on E 0 , we have
for all d ≥ d 0 and all k ≥ k 0 , where d 0 and k 0 are constants. Equivalently, Note that (40) yields the desired rate on the quantity β( θ (∞) | E 0 ). It remains to show that β( θ (∞) | E 0 ) is sufficiently close to β( θ (A) ).
Step 5: Show that the box constraint at A is vacuous for the unconstrained MLE θ (∞) and hence θ (∞) is the same as the stretched-MLE θ (A) with high probability, using the deterministic bound in Step 3 To show that β( θ (∞) | E 0 ) is sufficiently close to β( θ (A) ), we divide the argument into two parts. First, we show that β( θ
We first show that β( θ 
Conditioned on E 0 , the unconstrained MLE θ (∞) obeys the box constraint θ
also a solution to the stretched-MLE θ (A) . By the uniqueness of θ (A) from Lemma A.2, we have
Hence, we have the relation
completing the first part of the argument.
It remains to show that β( θ (A) | E 0 ) is sufficiently close to β( θ (A) ). We have
where step (i) is true by the law of iterated expectation, and step (ii) is true by the triangle inequality.
Consider the two terms in (42). For R 1 , combining (40) and (41) yields
Therefore,
Now consider R 2 . By the box constraint θ
where step (i) is true by the triangle inequality. Recall from (29), the event E 0 happens w.h.p.( 1 dk ). Therefore,
Combining (44) and (45) yields
Plugging the term R 1 from (43) and the term R 2 from (46) back into (42), we have
completing the proof of Theorem 2.1(b).
A.3 Proof of Theorem 2.1(a)
Similar to the proof of Theorem 2.1(b), we first present a proof of the simple case of d = 2 items. It is important to note that although we present proofs of the 2-item case for both Theorem 2.1(b) and Theorem 2.1(a), their purposes are different. In Theorem 2.1(b) presented in Appendix A.2, the proof sketch of the 2-item case is informal. It serves as a guideline for the general case. Then the main work involved in the general case is to generalize the arguments in the 2-item case step-by-step. On the other hand, in Theorem 2.1(a), the proof of the 2-item case to be presented is formal. It serves as a core sub-problem of the general case. Then the main work involved in the general case is to reduce the problem to the 2-item case, and then the results from the 2-item case directly.
A.3.1 Simple case: 2 items
As in Appendix A.2.1, we first consider the simple case where there are d = 2 items. Again, due to the centering constraint, we have θ * 2 = −θ * 1 for the true parameter vector θ * , and we have θ 2 = − θ 1 for any estimator θ that satisfies the centering constraint (in particular, for the standard MLE θ (B) and the unconstrained MLE θ (∞) ). Therefore, it suffices to focus only on item 1. Since there are only two items, for ease of notation, we denote µ = µ 12 and µ * = µ * 12 . We consider the true parameter vector θ * = [B, −B]. By the definition of {µ * ij } in (8), we have
The following proposition now lower bounds the bias of the standard MLE θ (B) . 
Specifically, the bias is negative, that is,
for some constant c > 0.
The rest of this appendix is devoted to proving (47) in Proposition A.8.
For ease of notation, denote µ + = µ * = 1 1+e −2B , and µ − = 1 − µ * = 1 1+e 2B . In the proof sketch of Theorem 2.1(b) of the case of d = 2 items (Appendix A.2.1), we derived the following expression (19) for the unconstrained MLE:
Now consider the standard MLE θ (B)
. By straightforward analysis, one can derive the following closed-form expression for the standard MLE:
For ease of notation, we denote a function h :
where h(t) = θ 
In words, the function h + is piecewise linear. On the interval [0, µ + ], it is a line passing through the points (0, −B) and (µ + , B). On the interval [µ + , 1], its value equals the constant B. The following lemma now states a relation between h + (µ) and h(µ) in expectation with respect to µ.
See Appendix A.4.7 for the proof of Lemma A.9. Now subtracting B from both sides of (51), we have
The following lemma states that the bias introduced by h + (µ) satisfies the desired rate from Proposition A.8. 
See Appendix A.4.8 for the proof of Lemma A.10.
Combining (52) and (53), we have
completing the proof of (47) in Proposition A.8.
A.3.2 Complete Proof
In this appendix, we present the proof of Theorem 2.1(a). The proof reduces the general case to the 2-item case presented in Appendix A.3.1. In the reduction, we construct an "oracle" MLE, such that the oracle MLE yields identical estimates for item 2 through item d. Specifically, we consider an unconstrained oracle denoted by θ (∞) (without the box constraint), and a constrained oracle denoted by θ (B) (with the box constraint at B), to be defined precisely in the proof shortly. Then we derive the closed-form expressions for θ (∞) and θ (B) , which bear resemblance to the expressions of the the unconstrained MLE and the standard MLE in the 2-item case. Using the proof of the 2-item case, we prove that the constrained oracle θ (B) incurs a negative bias of Ω( In the proof, we fix any constant B > 0, and consider the true parameter vector:
It can be verified that θ * satisfies both the box constraint at B and the centering constraint, so we have θ * ∈ Θ B . We prove that the bias on item 1 is negative, and its magnitude is Ω(
). That is, we prove that
for some constant c > 0. The proof consists of the following 5 steps.
Step 1: Construct oracle estimators θ (∞) (unconstrained) and θ (B) (constrained)
is a random variable representing the fraction of times that item i beats item j. We define µ 1 as fraction of wins by item 1, among all comparisons in which item 1 is involved:
We similarly define the true probability µ *
. With the construction (54) of θ * , we have
. Now we construct the following random quantities { µ ij } i =j as a function of {µ ij } i =j : Recall that θ (∞) ({µ ij }) denotes the unconstrained MLE (14) . Now define an "unconstrained oracle" MLE θ (∞) as:
Similarly, define a "constrained oracle" MLE θ (B) as:
In the subsequent steps, these oracle estimators are used to reduce the general case to the 2-item case.
Step 2: Formalize the oracle information contained in the unconstrained oracle θ (∞) and the constrained oracle θ (B) Note that the construction of { µ ij } in (56) is symmetric with respect to item 2 through item d, that is, for any two items i and i where i, i ∈ {2, . . . , d}, we have µ ij = µ i j and µ ji = µ ji for every i ∈ [d] \ {j, j }. Therefore, the construction of { µ ij } intuitively encodes the "oracle" that item 2 through item d have identical parameters. Formally, define the set
The following lemma states that the unconstrained oracle and the constrained oracle incorporate the set Θ oracle into the domain of optimization without altering their solutions.
Lemma A.11. The unconstrained oracle θ (∞) can be equivalently written as
That is, a solution to (57a) exists if and only if a solution to (58a) exists. Moreover, when the solutions to (57a) and (58a) exist, they are identical.
Similarly, the constrained oracle θ (B) can be equivalently written as
See Appendix A.4.9 for the proof of Lemma A.11.
Given Lemma A.11 combined with the centering constraint, we parameterize the unconstrained oracle θ (∞) and the constrained oracle θ (B) as:
Step 3: Show that the bias of the constrained oracle θ (B) on item 1 is bounded by E[ θ
, by making a reduction to the 2-item case
In this step, we modify the proof of Proposition A.8 in the 2-item case to lower bound the bias of the constrained oracle θ (B) . Specifically, we show that given θ * = B, − 
First, we solve for the unconstrained oracle θ (∞) and the constrained oracle θ (B) in closed form. Set m = 1 in the gradient expression (11) . Plugging in the expressions for the unconstrained oracle θ (∞) (59a) and the manipulated observations { µ ij } (56), we have
Setting the derivative (60) to 0, we have
Denote
, and
. In the notations µ d,+ and µ d,− , the dependency on d is made explicit. When the dependency on d does not need to be emphasized, we also use the shorthand notations µ + and µ − . Now consider the constrained oracle θ (B) . By straightforward analysis, one can derive the following closed-form expression for the constrained oracle:
Note the similarity between θ (B) in (62) and the 2-item case θ 
1 (µ) can be equivalently written as h d (µ). Similar to the function h + defined in (50) of the 2-item case, we define an auxiliary function h
Note that in the proofs of Lemma A.9 and Lemma A.10, we have only relied on the following two facts:
• There exists a constant c such that
• The random variable µ is sampled as µ ∼ 1 k Binom(k, µ + ). In the general case, it can be verified that
• The random variable µ 1 as defined in (56) is sampled as
, where k := (d − 1)k denotes the total number of comparisons in which item 1 is involved.
To extend the arguments in the 2-item case to the general case, we replace µ by µ 1 , replace µ + by µ d,+ , replace h + by h + d , and replace k by k in the proof of Proposition A.8. It can be verified that the arguments in Lemma A.9 and Lemma A.10 still hold after these replacements. Therefore, extending the arguments in Proposition A.8, we have that at θ * = B,
for some constants c, c > 0.
Step 4: Bound the difference between the unconstrained oracle θ (∞) and the unconstrained MLE θ (∞) , by modifying the proof of Theorem 2.1(b)
Recall that the random variable µ 1 denotes the fraction of wins by item 1. In this step, we fix any real number v ∈ [ 1 2 , µ + ], and denote E v as the event that we observe µ 1 = v. Then we prove that conditioned on the event E v , the difference between the unconstrained oracle θ (∞) and the unconstrained MLE θ (∞) is small in expectation, by modifying Step 1 to Step 4 in the upper-bound proof of Theorem 2.1(b) in Appendix A.2.2.
We first conceptually explain how to modify the proof of Theorem 2.1(b). Our goal is to bound the difference between θ (∞) and θ (∞) in expectation conditioned on the event E v . By the definition of { µ ij } in (56), the quantities { µ ij } are fixed (not random) conditioned on E v , and hence the unconstrained oracle θ (∞) is fixed conditioned on E v . We therefore replace the role of the true parameter vector θ * in the proof of Theorem 2.1(b) by the unconstrained oracle θ (∞) . Then we think of the actual observations {µ ij } as a noisy version of { µ ij }, and think of θ (∞) as the estimate for θ (∞) . Now we modify the proof of Theorem 2.1(b) to bound the expected difference between θ (∞) and θ (∞) conditioned on E v . At the end of this step, we provide more intuition why we need to condition on the event E v . Conditioned on E v , we think of θ v as if it is the "true" parameter vector to be estimated (replacing the role of θ * ), and think of { µ v ij } as if it is the "true" underlying probabilities (replacing the role of {µ * ij }). Given the definition of { µ ij } in (56), we have that conditioned on event E v ,
From the expression (61) of the unconstrained oracle θ (∞) , it can be verified that θ (∞) satisfies the deterministic equality
Now we start to replicate Step 1 to Step 4 in the proof of Theorem 2.1(b) presented in Appendix A.2.2.
To replicate Step 1 of Theorem 2.1(b), recall that in the proof of Theorem 2.1(b), we condition on Lemma A.3 and Lemma A.4. We first establish the modified versions of these two lemmas, when conditioned on E v . 
See Appendix A.4.11 for the proof of Lemma A.13.
Recall that we have conditioned on the event E v . Denote E 0 as the event that Lemma A.12 and Lemma A.13 both hold. (Note that the event E 0 is defined for some fixed v, so to be precise, the event E 0 should be denoted as E 0,v . For ease of notation, we drop the subscript v.) Taking a union bound of Lemma A.12 and Lemma A.13, we have that E 0 happens w.h.p.(
For the rest of the proof, we condition on the events (E 0 , E v ).
To replicate
Step 2 of Theorem 2.1(b), we subtract equality (65) from both sides of (31) . We obtain the (unconditional) deterministic equality:
Conditioning (67) on (E 0 , E v ), we have the following deterministic equality, as a modified version of (32):
To replicate Step 3 of Theorem 2.1(b), note that v is bounded as v ∈ [ 
Using the same arguments as in Lemma A.5, we have the deterministic relation that
To replicate Step 4 of Theorem 2.1(b), we first apply the second-order mean value theorem on (68), and then take an expectation conditional on (E 0 , E v ). The following equation establishes a modified version of (36):
where each λ mi is a random variable that takes values between θ To apply Lemma A.6, we set E as E v , and set E as E 0 in (38):
It can be verified that
Plugging (72) into (71), we have
Using the same arguments as in Lemma A.7 to handle the remaining terms in (70), we have the following upper bound as a modified version of (40):
Now that we have established the desired result (73) of this step, we conclude this step with some intuition why we need to condition on E v . Without conditioning on E v , we could still have utilized the proof of Theorem 2.1(b), and could have established a result of the form (cf. (73)):
Our goal here is to bound the constrained oracle θ (B) and the constrained MLE θ (B) in expectation. However, the fact that two unconstrained estimators are close in expectation does not imply that their constrained counterparts are close in expectation 4 . Therefore, a bound of the form (74) is not sufficient for our goal, and instead we need to establish some "pointwise" control between θ (∞) and θ (∞) . That is, whenever the box constraint has little effect on θ (∞) , we want to show that the box constraint also has little effect on θ (∞) . Thus, we condition on the event E v for any v ∈ [ 1 2 , µ + ], and bound the difference between θ (∞) and θ (∞) in expectation conditioned on E v (that is, the bound in (73)). Given this pointwise result, we then integrate over v to establish the desired result that θ (B) and θ (B) are close in expectation, to be presented in the subsequent step of the proof.
Step 5: Bound the expected difference between θ (B) and θ (B) , by making a connection between
We decompose the bias of the standard MLE θ (B) as
Recall from (63) that
In what follows, we prove that
Then plugging (76) and (77) back into (75) yields Recall that µ 1 is a discrete random variable representing the fraction of wins by item 1. By the law of iterated expectation, we have
In what follows, we bound the terms R 1 , R 2 and R 3 separately.
Consider the term R 2 . From the expression of θ (B) in (62), we have θ
where (i) is true due to the box constraint | θ
1 | ≤ B. Hence,
Consider the term R 3 , we have
, and therefore it can be verified that there exists a constant τ > 0, such that µ * 1 > 1 2 + τ for all d ≥ 2. By Hoeffding's inequality, we have
Therefore, we have
where (i) is true because | θ
1 | ≤ 2B by the box constraint, and (ii) is true due to (80).
Now consider the term R 1 . Denote E 0 as the complement of the event E 0 . Using the law of iterated expectation again, we have
Consider the term R 12 . We have
where (i) is true because E 0 happens w.h.p.
(
Combining (83) with the fact that | θ
1 | ≤ 2B due to the box constraint, we have
Now consider the term R 11 . We first analyze the constrained oracle θ (B) . By the expression of θ (B) in (62) and the expression of θ (∞) in (61), we have
Moreover, given and therefore by the parameterization of θ (B) in (59b),
Hence, there exists a constant τ > 0 such that
and
Now we analyze the standard MLE θ (B) . Recall that E v denotes the event that µ 1 = v. We have that for
where (i) is true by (85), and (ii) is true by (69) from Step 4. By (88), we have that for every v ∈ 1 2 , µ * 1 , (when θ (∞) violates the box constraint). Hence, for every v ∈ (
Combining (85) and (90), we have that for every v ∈ (
By the law of iterated expectation again, we have
where (i) is true due to (91), and (ii) is true due to the bound (73) from Step 4.
Plugging the term R 11 from (92) and R 12 from (84) back to (82), we have
Finally, plugging the terms R 1 from (93), R 2 from (79), and R 3 from (81) back into (78) yields
completing the proof of (77).
A.4 Proofs of Lemmas
In this appendix, we present the proofs of all the lemmas used for proving Theorem 2.1.
A.4.1 Proof of Lemma A.2
We fix any constant A > 0. The stretched-MLE (15) It remains to prove the uniqueness of θ (A) . Assume for contradiction that there exist two solutions θ, θ ∈ Θ A to the stretched-MLE (15) and θ = θ . By Lemma A.1, the negative log-likelihood function is strictly convex. Therefore,
It can be verified that θ+ θ 2 ∈ Θ A . Moreover, (94) along with the fact that ( θ) = ( θ ) implies that θ+ θ 2 attains a strictly smaller function value than both θ and θ . This contradicts the assumption that θ and θ are both optimal solutions to the stretched-MLE (15).
A.4.2 Proof of Lemma A.3
We first define a "comparison graph" G({W ij }) as a function of the pairwise-comparison outcomes {W ij }.
Let each item i ∈ [d] be a node of the graph. Let there be a directed edge (i → j) ∈ G, if and only if there exists a comparison where item i beats item j. A directed graph is called strongly-connected if and only if there exists a path from every node i to every other node j.
The following lemma from [21] relates the existence and uniqueness of a finite unconstrained MLE θ
to the strong connectivity of the comparison graph G. This lemma is based on a different parameterization of the BTL model. In this parameterization, each item has a weight w * i > 0, and the probability that item i beats item j equals
Lemma A.14 (Section 2 from [21] ). If the comparison graph G({W ij }) is strongly-connected, then there exists a unique solution to the following MLE:
where the negative log-likelihood function w is defined as
It can be seen that θ and w are simply different parameterizations of the same problem. There is a one-to-one mapping between θ and w, by taking θ i = log(w i ) and re-centering accordingly (or in the inverse direction, by taking w i = e θi and normalizing accordingly). Therefore, the existence and the uniqueness of the MLE w MLE in Lemma A.3 carries over to our unconstrained MLE θ (∞) in (14) . That is, if the comparison graph G is strongly-connected, then there exists a unique solution θ (∞) to the unconstrained MLE. It remains to show that the comparison graph G is strongly-connected w.h.p.(
We first construct an undirected graph G ({W ij }) as follows. Let each item i ∈ [d] be a node of the graph G . Let there be an undirected edge (i, j) ∈ G , if and only if in the directed graph G we have both (i → j) ∈ G and (j → i) ∈ G. Equivalently, there exists an undirected edge (i, j) ∈ G , if and only if 0 < µ ij < 1. It can be verified that the connectivity of the undirected graph G implies the strong connectivity of the directed graph G. Therefore,
The probability that (i, j) ∈ G is P(0 < µ ij < 1). By Hoeffding's inequality, we have that for any t > 0,
Since B is a constant, we have that µ * ij is bounded away from 0 and 1 by a constant. Set t = τ where τ is any constant such that 0 < τ < 1 1+e 2B . Then for all 1 ≤ i < j ≤ d, we have
for some constant c > 0 . Recall that the random variables {µ ij } are independent across all 1 ≤ i < j ≤ d. Hence, the probability of the undirected graph G being connected is at least the probability of an (undirected) Erdős-Rényi random graph being connected, where each edge independently exists with probability 1 − 2e −ck . The following lemma from [13] provides an upper bound on the probability of an (undirected) Erdős-Rényi random graph being disconnected (and hence a lower bound on the probability of the graph being connected).
Lemma A.15 (Theorem 1 from [13] ). For an (undirected) Erdős-Rényi graph of d nodes, where each edge independently exists with probability p. Let q := 1 − p. Then the probability of the graph being disconnected is at most
To apply Lemma A.15, we set p = 1 − 2e −ck and therefore q = 2e −ck . Then we have
Combining (95) and (96) completes the proof of the lemma.
A.4.3 Proof of Lemma A.4
We first consider any fixed m ∈ [d] . By the definition of {µ ij } in (9), we have
There are (d − 1)k terms of the form X Setting m = m + in the first-order optimality condition (34), we have
where (i) is true by Lemma A.4 (recall that the lemma statement is conditioned on the event E 0 that both Lemma A.3 and Lemma A.4 hold). Denote the function g(x, t) :
The following lemma states three properties for the function g, which are used in later parts of the proof.
Lemma A.16. We have the following properties for the function g. g(x, t) = −g(−x, −t), for all x, t ∈ R (101a)
g(x, t) ≥ g(τ, t) > 0, for all τ > 0, t > 0, and all x such that − τ ≤ x ≤ τ (101b)
g(τ, t 1 ) + g(τ, t 2 ) ≥ g(τ, t 1 + t 2 ), for all τ > 0, and all t 1 , t 2 ≥ 0.
Lemma A.16 can be verified by straightforward algebra. For completeness, we include the proof of Lemma A.16 at the end of this appendix.
By the definition of m + , we have δ m + = max i∈[d] δ i , and therefore
. Hence, we have
where (i) is true by (101b) combined with the fact that |θ *
. Similarly, setting m = m − in the first-order optimality condition (34), we have
Combining (108) and (109), we have
By ( 
Combining (108) and (111), we have
By the assumption that θ * ∈ Θ B , we have
Similarly, by the centering constraint on the unconstrained MLE θ (∞) in (14), we have
= 0. Hence, we have the deterministic relation
Hence, δ m + ≥ 0 and δ m − ≤ 0. By (112), we have
Hence, |δ m + | log d+log k dk and |δ m − | log d+log k dk
. Therefore,
completing the proof of the lemma.
Proof of Lemma A.16: We prove the three parts of the lemma separately.
(a) It can be verified that f (x) = 1 − f (−x). Hence,
(b) We prove the two parts of the inequality separately.
We first prove that g(τ, t) > 0. By (12a), the function f is strictly increasing. Therefore, for any t > 0, we have
Now we prove that g(x, t) ≥ g(τ, t). We have
By (114), it remains to prove that
Fix any u ∈ [0, t]. By assumption we have τ > 0. Hence, τ + u > 0. Now we consider the sign of (x + u).
If x + u ≥ 0, then by the assumption that x ≤ τ , we have 0 ≤ x + u ≤ τ + u. It can be verified that f is decreasing on [0, ∞). Therefore,
If x + u < 0, we have
where (i) is true by the assumption that x ≥ −τ , and (ii) is true because u ∈ [0, t] and therefore u ≥ 0. We have
where (i) holds because it can be verified that f (x) = f (−x) for any x ∈ R, and (ii) is true by combining (117) with the fact that f is decreasing on [0, ∞).
Combining the two cases of (116) and (118) completes the proof of (115).
(c) We have g(τ, t 1 ) + g(τ, t 2 ) = f (τ + t 1 ) − f (τ ) + f (τ + t 2 ) − f (τ )
where (i) is true because f is decreasing on (0, ∞), and because τ > 0 and t 1 , t 2 ≥ 0 by assumption.
A.4.5 Proof of Lemma A.6
We fix any i, j ∈ [d] where i = j. By the law of iterated expectation, we have
Subtracting E[µ ij | E , E] from both sides of (119), we have
Taking an absolute value on (120), we have
where (i) is true due to the deterministic inequality 0 ≤ µ ij ≤ 1 and the fact that event E happens w.h.p.( Recall from (37) that for every m
where (i) is again by (123). Therefore,
Taking an absolute value on (121) and using the triangle inequality, we have
where ( 
Recall that our goal is to prove (51):
Given (132), it suffices to prove that
where (i) is true by plugging in the definition of the function h + from (50). Now we consider the two terms R 1 and R 2 separately. For any integer n ≥ 1, any integer s such that 0 ≤ s ≤ n, and any real number p ∈ [0, 1], we define P le (n, p, s) (resp. P eq (n, p, s)) as the probability that the value of the random variable Binom(n, p) is at most (resp. equal to) s. That is, P le (n, p, s) = P[Binom(n, p) ≤ s], P eq (n, p, s) = P[Binom(n, p) = s].
Then the term R 2 can be written as R 2 = P le (k, µ + , kµ + ).
For the term R 1 , we have = µ + · P le (k − 1, µ + , kµ + − 1),
where (i) is true by a change of variable w ← w − 1. Plugging (141) and (142) back into (140), we have
For any integer n ≥ 1, any integer s such that 0 ≤ s ≤ n, and any p ∈ [0, 1], we claim the combinatorial equality P le (n, p, s) = P le (n − 1, p, s − 1) + (1 − p) · P eq (n − 1, p, s).
To prove (144), we use a standard combinatorial argument. Consider n balls, and we select each ball independently with probability p. Then the LHS of (144) equals the probability that at most s balls are selected. This event can be decomposed into two cases. Either there are at most (s − 1) balls selected from the first (n − 1) balls; or there are exactly s balls selected from the first (n − 1) balls, and the last ball is not selected. These two cases correspond to the two terms on the RHS of (144). Now setting n = k, p = µ + , and s = kµ + in (144), we have P le (k, µ + , kµ + ) = P le (k − 1, µ + , kµ + − 1) + (1 − µ + ) · P eq (k − 1, µ + , kµ + ]).
Combining (143) and (145), we have (that is, we further exclude i = 1 from the summation) yields the unconditional inequality:
where c, c > 0 are constants. Now we condition (152) on the event E v . Note that for all i, m ∈ {2, . . . , d} with i = m, the terms {µ mi } are independent of E v . Moreover, by the expression of µ 
Now we bound the quantity |µ m1 − µ . By Hoeffding's inequality (sampling without replacement), we have that for every j ∈ {2, . . . , d},
where c, c , c > 0 are constants. Equivalently, by a change of variables, we have that for every j ∈ {2, . . . , d},
Combining (153) and (154) by the triangle inequality, and taking a union bound over m ∈ {2, . . . , d} completes the proof.
B Proof of Theorem 2.2
In this appendix, we present the proof of Theorem 2.2. Both Theorem 2.2(a) and Theorem 2.2(b) are closely related to Theorem 2 from [31] . Under our setting, the quantity σ defined in [31] is a universal constant, and the quantities ζ and γ defined in [31] are constants that depend only on the constant B.
