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We study a T = 0 quantum phase transition between a quantum paramagnetic state and a magnetically ordered
state for a spin S = 1 XXZ Heisenberg antiferromagnet on a two-dimensional triangular lattice. The transition
is induced by an easy plane single-ion anisotropy D. At the mean-field level, the system undergoes a direct
transition at a critical D = Dc between a paramagnetic state at D > Dc and an ordered state with broken U(1)
symmetry at D < Dc . We show that beyond mean field the phase diagram is very different and includes an
intermediate, partially ordered chiral liquid phase. Specifically, we find that inside the paramagnetic phase
the Ising (Jz ) component of the Heisenberg exchange binds magnons into a two-particle bound state with zero
total momentum and spin. This bound state condenses at D > Dc , before single-particle excitations become
unstable, and gives rise to a chiral liquid phase, which spontaneously breaks spatial inversion symmetry, but
leaves the spin-rotational U(1) and time-reversal symmetries intact. This chiral liquid phase is characterized by
a finite vector chirality without long range dipolar magnetic order. In our analytical treatment, the chiral phase
appears for arbitrarily small Jz because the magnon-magnon attraction becomes singular near the single-magnon
condensation transition. This phase exists in a finite range of D and transforms into the magnetically ordered
state at some D < Dc . We corroborate our analytic treatment with numerical density matrix renormalization
group calculations.
PACS numbers:
I. INTRODUCTION
Broken symmetries are ubiquitous in nature. Many broken-
symmetry states have conventional long-range orders, such
as dipolar magnetism or charge/orbital order, but some have
more complex composite orders with order parameters built
out of non-linear combinations of the original spin degrees of
freedom. An example of such order is a spin nematic, whose
order parameter is a bilinear combination of spin operators [1–
3]. Bilinear order parameters often emerge in frustrated spin
systems, such as J1-J2-J3 Heisenberg model on a square lattice
[4–6], and describe spontaneous breaking of a discrete lattice
rotational symmetry while spin-rotational SU(2) symmetry
remains unbroken.
One of the first studies of composite orders was performed
by Villain [7], who considered helical (spiral) spin order in
Heisenberg and XY spin models in an external magnetic field
h = hzˆ. He noticed that a helical order breaks both continuous
and discrete symmetries. The continuous symmetry breaking
corresponds to the development of a conventional dipolarmag-
netic order in the direction perpendicular to the field, i.e., to a
finite expectation value 〈Sx,yn 〉 of the spin operator at every site
of the lattice. The discrete symmetry breaking distinguishes
between clockwise and anticlockwise rotations of spins from
site n to site m along the bond 〈n,m〉. Such an order is
chiral in nature and the corresponding order parameter, vector
chirality, is the z component of the vector product of spins on
a given bond κnm = zˆ ·Sn×Sm.
The fact that both continuous and discrete symmetries are
broken in the ordered phase (〈Sn〉 , 0 and 〈κnm〉 , 0) opens
up a possibility of a sequence of phase transitions between
this phase and the paramagnetic one, where 〈Sn〉 = 0 and
〈κnm〉 = 0. In the context of classical helimagnetism, Villain
argued [7, 8] that 〈Sn〉 and 〈κnm〉 do not need to acquire
finite values simultaneously and that the paramagnetic and the
magnetically ordered phases may be separated by the novel
chiral liquid (CL) phase, in which the chiral order parameter
is finite, i.e. 〈κnm〉 , 0, but long-range magnetic order is
absent (〈Sn〉 = 0). A similar set of ideas has been recently
applied to itinerant electron systems featuring various nematic
orders [9, 10].
For thermodynamic phase transitions in U(1)-symmetric
systems, the CL is expected to exist in a finite-temperature
window Tmag < T < Tch, where Tch is the onset temperature
of long-range chiral order and Tmag is the onset temperature
of long-rangemagnetic order (Berezinskii-Kosterlitz-Thouless
quasi-long-range order in two dimensions). Numerous numer-
ical studies of two-dimensional classical helimagnets [11–15]
have found that Tch and Tmag are indeed different, but the rela-
tive difference is very small, at best only a few percent.
Here, we consider a quantum phase transition at T = 0 in
systems with U(1) spin symmetry, driven by quantum fluc-
tuations [16]. Our goal is to understand whether a CL state
can emerge as the ground state of the quantum spin system,
separating a quantum paramagnet from amagnetically ordered
phase. We argue below that the minimal model that describes
this physics is a spin-1 triangular lattice XXZ antiferromagnet
with nearest-neighbor exchange J and single-ion anisotropy
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I INTRODUCTION
FIG. 1. A schematic plot of the three phases {XY, CL, PM} as a
function of the tuning parameter g, where g ∼ D/J for the quantum
spin-1 model considered in this paper. For similar sequence of tran-
sitions in classical models g ∼ T . The symmetries of each phase are
noted on the bottom right of each hexagon.
D. We find that CL phase exists in a rather wide range of D,
whose width can be as large as J/2.
Our key result is presented in Fig. 1. It shows that a fea-
tureless paramagnetic state, realized at D  J, is separated
from the magnetically ordered XY state at D  J by the in-
termediate CL phase, which is stable in the finite window
Dc < D < Dbc .
In more specific terms, we analyzed the effects of magnon-
magnon interaction in the paramagnetic phase. There are two
gapped magnon modes in this phase. Their dispersion has
minima at ±Q, where Q = (4pi/3,0). Within self-consistent
mean-field theory, magnon excitations soften at thesemomenta
at Dc ≈ 2.68J, and at smaller D the system has an XY long-
range spiral magnetic order, which breaks continuous U(1)
symmetry (long-range magnetic order) and discrete Z2 (chiral
symmetry, spatial inversion, or parity). We found that the in-
teraction between magnons with opposite spins is attractive.
This attraction leads to the formation of a pair condensate of
two magnons with zero total spin and zero total momentum,
while individual magnon momenta are near ±Q. The attrac-
tion comes from the Ising, Jz , part of the exchange interaction,
and involves both “normal” interaction termswith two creation
and two annihilation magnon operators and “anomalous" in-
teraction terms which do not conserve magnon numbers. The
pairs condense at D = Dbc > Dc , when single-magnon exci-
tations are still gapped. The condensation gives rise to a
finite staggered vector chirality κ , 0 for each elementary tri-
angle of spins (up- and down-pointing triangles have opposite
chirality). This CL state spontaneously breaks spatial inver-
sion (parity) symmetry but preserves the time-reversal and
translational symmetries because each unit cell includes one
up-pointing and one down-pointing triangle.
The width of the chiral phase depends on the value of Jz . In
our perturbative treatment, we found that there is no threshold
of Jz , i.e., CL state develops for arbitrary small Jz because
the pairing interaction is singular at D = Dc . This singularity
appears at second order in Jz due to strong quantum renor-
malization of the interaction between magnons. Known from
the previous renormalization group analysis, this spontaneous
breaking of continuousU(1) and discrete Z2 symmetrieswould
become weakly first order, leading to a small but finite critical
Jz [17, 18].
The paper is organized as follows. In Sec. II we introduce
the model (Sec. II A) and consider a toy problem of a sin-
gle two-spin bound state (Sec. II B). In Sec. III we introduce
Schwinger bosons and solve for the two-magnon bound state in
a many-body system in the presence of quantum fluctuations.
We first present self-consistent analysis of single-magnon ex-
citations and find the critical Dc . (Sec. III A). Then, we derive
the interaction between low-energy magnons (Sec. III B), and
show (Sec. III C) that it is attractive in the channel, where
the condensation of a two-magnon bound state leads to vector
chirality. We solve for the two-magnon bound state first at
small Jz (Sec. III D), to order J2z , and then for a generic Jz
(Sec. III E). In Sec. IV we present DMRG calculations, which
support our analytical results. In Sec. V we summarize our
findings and outline their connections with other physical sys-
tems of current interest. In Appendix A we discuss two other
phases in the vicinity of the CL phase: an Ising spin-density
wave state and a supersolid (SS) state. In Appendix B we
present the analysis of the bound-state development using an
alternative procedure to relate spin operators to bosons.
Relation to earlier works. The separation between the
breaking of a continuous and a discrete symmetry, either in
classical (thermodynamic) or in quantum phase transitions,
has been discussed for various physical problems. Several
Heisenberg spin models on a square lattice, e.g., J1-J2 model,
Ref. [4, 5], and J1-J3 model, Ref. [6], display T = 0 order
which breaks not only the SU(2) spin-rotational symmetry, but
also a discrete lattice rotational symmetry. Thus, the ground
state of the J1-J2 model at large J2 is a stripe order with
ferromagnetic spin arrangement either along X or along Y
spatial direction. The order parameter associated with the
difference between X andY directions (an Ising nematic order)
is quadratic in the spin operators [4]. In two dimensions
(2D), spin-rotational symmetry cannot be broken at any finite
temperature T , 0, so that 〈S〉 = 0, but the discrete C4 lattice
rotational symmetry breaks spontaneously down toC2 below a
certain Ising transition temperatureTIsing. This leads to a finite-
temperature liquid nematic phase with broken Z2 symmetry.
This has been identified in numerical studies [6, 19].
In three dimensions (3D), long-range magnetic order 〈S〉 ,
0 is present below Néel temperature T < TN , but still there
exists a temperature interval TN < T < TIsing where only a
nematic order is present. For itinerant fermion systems, these
ideas formed the basis [10] for the magnetic scenario of the
nematic order, observed in Fe-based superconductors.
In one-dimensional(1D) systems, continuous symmetries
are preserved even at T = 0 because of the singular nature of
quantum fluctuations [16]. There have been several studies of
composite vector chiral (VC) orders at T = 0. A spin chiral
order with orbiting spin currents was found in S = 1/2 two-
leg zigzag Heisenberg spin ladder with XXZ-type exchange
interaction [20]. For an isotropic Heisenberg spin chain with
competing interactions, it was shown [21] that an external
magnetic field acts in the same way as an exchange anisotropy
and stabilizes long-ranged chiral order [22, 23]. A chiral order
has been also found in a two-leg fully frustrated Bose-Hubbard
ladder [24] and was argued to generate staggered orbital cur-
rents circling around elementary plaquettes [25, 26]. Chiral
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phases have also been observed in S = 1 zig-zag ladder [27, 28].
Magnetically-ordered states coexisting with chiral orders have
also been studied at T = 0 in triangular [29, 30] and kagomé
[31] geometries.
As described above, a VC order κnm , 0 spontaneously
breaks parity (a symmetry with respect to spatial inversion),
but preserves time-reversal symmetry. This makes VC order,
which is the topic of our study, very different from scalar chi-
ral order χnml = Sn ·Sm×Sl (where sites n,m and l form,
e.g., a triangular plaquette). Such an order breaks both par-
ity and time-reversal symmetries [32]. A ground state with a
scalar chiral order without usual long-ranged magnetic order
was proposed at the beginning of high-Tc era by Kalmeyer and
Laughlin [33, 34], who used a quantum-Hall-like incompress-
ible bosonic wave function to describe it. In close analogy
with the quantum Hall effect, this chiral spin state has gapped
excitations in the bulk but gapless excitations at the edge of
a sample. After almost 20 years this proposal has received
a confirmation in a series of recent analytical and numerical
studies of S = 12 antiferromagnets [35–42].
Chiral (noncentrosymmetric) itinerant helimagnets have
been found to exhibit a first-order thermodynamic phase tran-
sition into a chiral liquid phase that preempts the onset of
magnetic ordering [43]. While this phase does not break the
chiral symmetry spontaneously, it shows that the chiral sus-
ceptibility can diverge while the magnetic susceptibility is still
finite.
Our finding of the two-dimensionalCLphasewith finite vec-
tor chirality and no dipolarmagnetic order is a realization of the
composite VC order in the ground state of a two-dimensional
quantum spin model.
II. ANISOTROPIC S = 1 TRIANGULAR
ANTIFERROMAGNET
A. Spin-1 model
We consider S = 1 model on a triangular lattice, with
anisotropic XXZ antiferromagnetic exchange between near-
est neighbors and an easy-plane single-ion anisotropy, D(Sz)2,
with D > 0. This is the minimal model to study a quantum
phase transition between a quantum paramagnet and a mag-
netically ordered state with an additional discrete symmetry
breaking. Despite simplicity, the model describes real materi-
als [44, 45].
The Hamiltonian of the model is
H =
∑
r,ν,µ
JµS
µ
r S
µ
r+eν
+D
∑
r
(Szr)2, (1)
where e1 = axˆ, e2 = a(−xˆ/2+
√
3yˆ/2) and e3 = a(−xˆ/2−√
3yˆ/2) (see Fig. 1), a is the lattice constant, µ = {x, y, z},
Jx = Jy = J and Jz = ζ J. We keep ζ of order one through most
of the paper, but will consider the limits of small ζ in Sec.III C
and large ζ in Appendix. A.
The model of Eq. (1) has two distinct phases at small
and at large D. At D = 0, it reduces to a U(1)-symmetric
XXZHeisenberg model on a triangular lattice, which develops
a 120° three-sublattice long-range magnetic order at T = 0.
Aside from breaking the continuous U(1) symmetry of global
spin rotations along the z axis, this non-collinear ordering also
breaks the discrete chiral symmetry. The sign of 〈κnm〉 is
positive for the ground state in which the angle between the
spins at sites n andm is 2pi/3 and negative for the alternative
ground state in which the angle is −2pi/3.
In contrast, the ground state for large enough D is a mag-
netically disordered state in which each spin is in the |Sz = 0〉
configuration with 〈S〉 = 0, 〈S2z 〉 = 0, 〈S2x〉 = 〈S2y〉 = 1. This
product-like state preserves time-reversal and all lattice sym-
metries of the model, and therefore represents a featureless
quantum paramagnet.
The goal of our work is to understand whether an inter-
mediate chiral liquid (CL) phase exists between a quantum
paramagnet and a magnetically ordered state at T = 0.
B. Toy problem of a two-spin bound state
To develop physical intuition, we first consider a toy problem
of the bound-state formation for two magnons excited above
the ground state at large D. The magnons carry opposite spins
Sz = ±1, so that the total spin of such a two-spin “exciton" is
zero. Its wave function is written as
|ex〉=
∑
n,m
ψn,m |n,m〉 where |n,m〉= 12S
+
n S
−
m ⊗j |0〉j . (2)
Here, |0〉j denotes the |Szj = 0〉 state at site j. Projecting
H|ex〉 = E |ex〉 onto a single exciton subspace, we obtain an
effective Schrödinger equation for the pair wave function ψn,m:
(E −2D)ψn,m
= J
∑
g
[
ψn+g,m+ψn,m+g − ζψn,mδn,m+g
]
, (3)
where g = {e1,e2,e3,−e1,−e2,−e3} runs over six nearest
neighbors.
Evidently, the last term of this equation describes an attrac-
tion between the state with |Szn = +1〉 at site n (a particle) and
the state with |Szm =−1〉 at a neighboring sitem = n−g (a hole).
Fourier transforming into momentum space, we obtain that the
wave function of a “particle-hole” pair with the center-of-mass
(c.m.) momentumK and the relative momentum q:
ΨK(q) = 1N
∑
n,m
eiK ·(n+m)/2eiq ·(n−m)ψn,m (4)
obeys the following integral equation:[
E−2D−J
∑
g
(e−ig ·( 12K+q)+e−ig ·( 12K−q))
]
ΨK(q)
= −ζ J
∑
g
eig ·q
1
N
∑
p
e−ig ·pΨK(p) (5)
≡ −ζ J
∑
g
eig ·qBg .
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In the last line we introduced Bg via
Bg =
1
N
∑
p
e−ig ·pΨK(p). (6)
The left-hand side of Eq. (5) can be expressed as [E −ωp1 −
ωp2 ]ΨK(q), where ωp = D + J
∑
g eip·g = D + 2J(cos[px]+
2cos[ px2 ]cos[
√
3py
2 ]) is the single particle dispersion. In these
notations, a particle and a hole carry momenta p1 =K/2+q
and p2 =K/2−q. The right-hand side represents the Ising
interaction between a particle and a hole, sharing the same
bond of the lattice.
By standard manipulations, this equation is reduced to the
matrix one
Bg = ζ J
∑
g′
Mgg′Bg′, (7)
where the kernel is
Mgg′ =
1
N
∑
q
eiq ·(g′−g)
4J
∑3
j=1 cos[K j2 ]cos[qj]+2D−E
, (8)
and qj ≡ q ·gj . Solving Eq. (7), we obtain the energy E of an
exciton with the c.m. momentumK.
We analyzed at what value of D the exciton energy E
vanishes for various c.m. momenta K for a given Jz = ζ J
and found the largest D for K = 0. For this K the mini-
mum of E(K = 0) occurs at q = ±Q, and at the minimum
Emin(K = 0) = 2D−6J. We parametrize relative momenta as
q = ±Q+p and expand the denominator of Eq. (8) in small p.
This leads to
Mgg′ ≈ 2cos[Q · (g′−g)]I0, (9)
where, to a logarithmic accuracy,
I0 =
√
3
8pi2
∫
dp
1
3J
2 (p2x + p2y)+ b
=
ln
(
3JΛ2
2b
)
4
√
3piJ
. (10)
Here, Λ is the upper-momentum cutoff in the p integration
and b = 2(D− 3J) − E is the binding energy of an exciton.
With these simplifications, Eq. (7) turns into
∑
g(α cos[Q ·
(g′−g)]−δgg′)Bg = 0, where α = 2ζ JI0, and, we remind, g =
{e1,e2,e3,−e1,−e2,−e3} has six components, by the number
of nearest neighbors. This equation can be easily solved. The
condition that the determinant vanishes yields the quadratic
equation on α: 1− 6α+ 27α2/4 = 0. This equation has two
solutions: α1 = 29 and α2 =
2
3 . The corresponding binding
energies are b,ν = 32 JΛ
2 exp[−2√3piαν/ζ] (ν = 1,2). Both
are non-zero already at arbitrary small ζ = Jz/J. The exciton
energy E = 2D−6J− b,ν vanishes at a critical D = Dν , where
Dν = 3J
(
1+
Λ2
4
e−
2
√
3piαν
ζ
)
(11)
We note that for both solutions α1 and α2 this happens when
the minimum of the particle-hole continuum is still at a finite
energy (D−3J > 0).
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FIG. 2. Plot of Eq. (11) with three solutions α1 = 29, α2 =
2
3 ( both
forK = 0), and α3 = 13 (forK = 2Q). The cutoff scale is set atΛ = 2.
Comparing the two solutions, we find that if we keep Jz = ζ J
fixed and progressively reduce D towards 3J, the first instabil-
ity occurs for the solution with α1 = 29 . One can easily verify
that the eigenfunction B(1)g for this solution is odd under spatial
inversion gj →−gj , i.e., viewed as a function of six elements
of g, it behaves as
B(1)g = (1,1,1,−1,−1,−1)T. (12)
This in turn implies that that Ψ(1)
K=0(q) is an odd function of q.
Solving the actual equation on B(1)g by expanding E(K = 0)
about its minimum and transforming from Bg to ΨK(p) using
the inverse of Eq. (6), we obtain
Ψ
(1)
K=0(q) =
−2iζ J(sin[qx]−2sin[ qx2 ]cos[
√
3qy
2 ])
4J(cos[qx]+2cos[ qx2 ]cos[
√
3qy
2 ])+6J + b,1
.
(13)
In real space, the correspondingψ(1)n,m =ψ(r =n−m) ∼ sin[Q ·
r]e−r/ξ . The size of the exciton scales as ξ ∼ −1/2
b,1 .
For other c.m. momenta, a two-spin exciton also develops,
but its energy becomes negative at a smaller D < D1. Thus, for
K = 2Q = 2(4pi/3,0), the minimum of the denominator in (9)
occurs at q = 0. For small q, the eigenvalue equation yields a
single root α3 = 13 > α1. This leads to the pair condensation at
a smaller D than for the parity-breaking solution α = α1 (see
Fig. 2).
As a hint what E < 0 means, consider a finite density of
bound pairs. Once the pairs condense, the new ground state at
D < D1 can be described at a mean-field level by the Jastrow
wave function [46]:
|ΨCL〉 ∼ eu
∑
k φ(k)S+kS−k |0〉, (14)
where the real function φ(k) = −φ(−k) is odd under inversion,
and u is a real number. As a result, ΨCL breaks spatial inver-
sion but preserves time-reversal symmetry. One can straight-
forwardly check that in this state the z component of vector
chirality κnm is finite on every bond 〈n,m〉 while 〈Sn〉 = 0
for every site n. Therefore, (14) describes the CL state. The
4
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sign of u selects the direction of the chiral order on a given
bond and encodes Z2 character of the CL phase. This state
is also called a spin-current state [30] because bond variables
κnm form oriented closed loops on every elementary triangle
of the lattice.
III. SCHWINGER BOSON FORMULATION
A. SU(3) Schwinger boson representation
Having demonstrated the possibility of a VC order by an-
alyzing the energy of a single two-spin exciton on top of the
product ⊗j |Szj = 0〉 state, we now turn to the technical task
of establishing its existence in the full many-body problem.
For this, we need the formalism capable of treating both the
large-D paramagnetic state and the low-D magnetically or-
dered state. Such a formulation is provided by the Schwinger
boson theory [47] associated with the fundamental represen-
tation of SU(3) [48]. The bosons obey the constraint, which
needs to be fulfilled at every site r of the lattice,∑
m
b†rmbrm = 1, (15)
with m = {↑,0,↓} label eigenvectors of Szr: Szrb†rm |0〉 =
szmb
†
rm |0〉 with sz↑ = 1, sz0 = 0, and sz↓ = −1. We will enforce the
constraint in Eq. (15) by introducing the Lagrange multipliers
µr:
H¯ =H +
∑
r
µr(b†r↑br↑+ b†r↓br↓+ b†r0br0−1). (16)
The spin operators Sµr are bilinear forms of Schwinger
bosons
Szr = b
†
rSzbr = b†r↑br↑− b†r↓br↓, (17a)
S+r = b
†
rS+br =
√
2(b†
r↑br0 + b
†
r0br↓), (17b)
S−r = b
†
rS−br =
√
2(b†
r↓br0 + b
†
r0br↑), (17c)
where we defined
br =
(
br↑ br0 br↓
)T
. (18)
With these expressions, we can writeH as
H =
∑
r,ν,µ
Jµb†rSµbrb†r+eνSµbr+eν +D
∑
r
(1−b†rAbr),
(19)
where Aα,β = δα,0δβ,0. The last term in this expression rep-
resents (Szr)2 which reduces to 1− b†r0br0 because of the con-
straint (15). The product state at large D is recovered if we
introduce the condensate of br0 boson, i.e., replace br0 and
b†
r0 operators by b
†
r0 = br0 = s and set s = 1. By continuity, s
remains nonzero in the whole paramagnetic state.
After condensing b†
r0 in Eq. (17), spin operators S
±
r become
proportional to (b†
r↑+ br↓) while Szr retains its quadratic form
(17). The quadratic form of the spin-wave Hamiltonian (19)
can now be written easily as
H¯sw =
∑
r,ν,σ
s2J(b†rσ + brσ¯)(b†r+eν σ¯ + br+eνσ)
+µ
∑
r,σ
nrσ +N(µ−D)(s2−1), (20)
where σ = {↑,↓}, and N is the total number of sites. The
constraint is imposed on average, via the replacement µr →
µ. By Fourier transforming the bosonic operators, bkσ =
1√
N
∑
r brσe
ik ·r, we obtain H¯sw in momentum space:
H¯sw =
∑
k,σ
(µ+ s2k)b†kσbkσ +N(µ−D)(s2−1)
+
∑
k,σ
s2k
2
(b†
kσ
b†−kσ¯ +H.c.), (21)
with k = 2Jγk, γk =
∑
ν cosk ·eν . H¯sw is diagonalized by
means of a Bogoliubov transformation:
bkσ = ukγkσ + vkγ
†
−kσ¯, (22)
with
uk = (µ+ωk)/
(
2
√
µωk
)
, (23a)
vk = (µ−ωk)/
(
2
√
µωk
)
, (23b)
ωk =
√
µ2 +2µs2k. (23c)
The diagonal form of H¯sw is:
H¯sw =N(µ−D)(s2−1)+
∑
kσ
[
ωk(γ†kσγkσ +
1
2
)− µ
2
]
. (24)
The dispersion relation ωk has minima at the wave vectors
±Q = ±(4pi/3,0), and the paramagnetic state remains stable
against spin-wave excitations as long as ω2Q > 0. The varia-
tional parameters s and µ are obtained from the saddle-point
equations, ∂EPM0 /∂s = 0 and ∂EPM0 /∂µ = 0, where EPM0 is the
ground-state energy density:
EPM0 =
1
N
∑
k
ωk + (µ−D)(s2−1)− µ. (25)
The resulting self-consistent equations are:
s2 = 2−
∫
dk
VBZ
µ+ s2k
ωk
, (26a)
D = µ
(
1+
∫
dk
VBZ
k
ωk
)
, (26b)
where VBZ = 8pi
2√
3
is the size of the first Brillouin zone.
The single-magnon gap ωQ vanishes at the phase bound-
ary between the paramagnetic and the magnetically ordered
phases. Combining this condition with Eq. (26) we obtain the
5
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FIG. 3. (a) Dependence of saddle-point parameters s and µ on D/J
[as indicated in Eq. (26), there is no ζ dependence]. Dc/J ≈ 2.68
indicates the quantum critical point of single-magnon condensation
below which long-range magnetic order develops. (b) Magnitude of
the single-magnon gap ωQ near the critical point D−Dc  J.
critical value Dc ≈ 2.68J [see Fig. 3]. The downward renor-
malization of Dc from its naive single-particle value of 3J to
Dc ≈ 2.68J is caused by the renormalization of the large-D
paramagnetic ground state by quantum fluctuations, which are
captured by our mean-field parameters s and µ. Note that
the value of Dc , obtained this way, is in much better agree-
ment with numerical results [49], thanDc = 6J, obtained using
more traditional Holstein-Primakoff–type approach [50] (see
Appendix B).
B. Interaction between modes
To analyze two-magnon bound states in a many-body sys-
tem, we have to know the interaction between magnons. It
comes from the Ising part of the Heisenberg interaction:
H (4)I = ζ J
∑
r,ν
(nr↑−nr↓)(nr+eν ↑−nr+eν ↓). (27)
The signs of separate terms in (27) show that the interaction
is repulsive between magnons of the same spin and attractive
between magnons with opposite spins. In momentum space
H (4)I =
1
N
∑
k1,k2,q,σ,σ′
Vσσ′(q)b†k1+qσb
†
k2−qσ′bk2σ′bk1σ, (28)
with Vσσ′(q) = σσ′ζ Jγq .
We will show below that an attractive interaction between
the ↑ and ↓ magnons induces a two-particle bound state with
Sz = 0 in the full many-body system. The energy E of this
bound state vanishes at a critical value of D = Dbc > Dc above
the single-magnon condensation transition, like in the earlier
analysis of a single exciton. A vanishing gap of a two-magnon
bound state signals a divergence of the susceptibility of an
order parameter which is bilinear in spin operators. Based
on our previous discussion, the obvious candidate is vector
chirality. Condition Dbc > Dc means that the chiral suscep-
tibility diverges while the ordinary magnetic susceptibility is
still finite. This implies the quantum paramagnetic state and
the magnetically ordered state are separated by the intermedi-
ate CL state. Crucial for this consideration is the fact that the
single-magnon spectrum is two-fold degenerate, with minima
at ±Q. This gives two choices for the sign of vector chiral-
ity and in CL state the system chooses one particular sign,
spontaneously breaking Z2 chiral symmetry.
To see this, we expand H (4)I in terms of the Bogoliubov
quasi-particle operators (22) as
H (4)I =
1
N
∑
k1,k2,q
V22oq (k1,k2)γ†k1+q↑γ
†
k2−q↓γk2↓γk1↑
+
1
N
∑
k1,k2,q,σ
V22sq (k1,k2)γ†k1+qσγ
†
k2−qσγk2σγk1σ
+
1
N
∑
k1,k2,q,σ
[
V31q (k1,k2)γ†k1+qσγk1σγk2σγ−k2+qσ¯
+V40q (k1,k2)γ−k1−q↑γ−k2+q↓γk2↓γk1↑+H.c.
]
. (29)
The interaction vertices between spin-up and -down particles
are given by
V22oq (k1,k2) = 2
[
V↑↑(k1 +k2)Bk1,k2Bk1+q,k2−q
+V↑↓(q)Ak1,k1+qAk2,k2−q
]
, (30a)
V22sq (k1,k2) =
V↑↑(k1−k2 +q)
2
Ak2,k1+qAk1,k2−q
+
V↑↑(q)
2
Ak1,k1+qAk2,k2−q, (30b)
V31q (k1,k2) = V↑↑(k1−k2 +q)Ak2,k1+qBk1,k2−q
+V↑↑(q)Ak1,k1+qBk2,k2−q, (30c)
V40q (k1,k2) = −
V↑↑(k1−k2 +q)
2
Bk1,k2−qBk2,k1+q
+
V↑↑(k1 +k2)
2
Bk1,k2Bk1+q,k2−q, (30d)
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where
Ak1,k2 ≡ uk1uk2 − vk1vk2 =
ωk1 +ωk2
2√ωk1ωk2
, (31a)
Bk1,k2 ≡ uk1vk2 − vk1uk2 =
ωk1 −ωk2
2√ωk1ωk2
. (31b)
And, we remind, Vσσ′(q) = σσ′ζ Jγq .
C. Order Parameter and its Equation of Motion
It is useful to develop some intuition before addressing the
issue of bound-state condensation in the many-body problem
represented by theHamiltonian (29). In the analysis in Sec. II B
we selected staggered vector chirality as the candidate for the
two-magnon order parameter. (Neighboring up- and down-
pointing triangles have opposite chirality.) This order param-
eter is expressed as
κ =
1
N
∑
r∈O
zˆ ·
3∑
j=1
〈Sr ×Sr+e j 〉, (32)
where the sum is over down-pointing triangles of the lattice
and we go clockwise within a triangle. The brackets denote
average over the ground state. In momentum space the vector
chirality reads
κ = − 1
N
∑
q
3∑
j=1
sin[q ·ej]〈S+q S−−q〉. (33)
In terms of Bogoliubov eigenmodes, this becomes
κ = −2s
2
N
∑
q
3∑
j=1
sin[q ·ej](uq + vq)2
×〈(γ†−q↑+γq↓)(γ−q↑+γ†q↓)〉. (34)
In the low-energy long-wavelength approximation we focus on
the lowest-energy magnons with q = ±Q. In terms of these
magnons, vector chirality is expressed as
κ = −3
√
3µs2
NωQ
〈γ†−Q↑γ†Q↓−γ†Q↑γ†−Q↓+H.c.〉. (35)
This result shows that vector chirality is associated with the
appearance of the bound state in the antisymmetric Sz = 0
channel: κ changes sign under Q→−Q and is formed by ↑
and ↓ magnons. We then introduce, by analogy with super-
conductivity, composite pair operators
φL(k) ≡ γQ−k↑γQ¯+k↓, (36a)
φR(k) ≡ γQ¯+k↑γQ−k↓. (36b)
where here and belowwe label Q¯≡−Q. The long-wavelength
limit corresponds to small k. The vector chirality is related to
average values of these pair operators
κ = −3
√
3µs2
NωQ
(
φ∗R +φR −φ∗L −φL
)
. (37)
=
Q¯+k
Q−k
Q¯+k
Q¯+p
Q−p
Q−k
+
Q−p
Q¯+p
Q¯+k
Q−k
+
Q¯+k
Q−k
Q¯+p
Q−p
Q¯+k
Q−k
Q¯+p
Q−p
+
φL(k)
=
Q¯+k
Q−k
Q¯+k
Q¯+p
Q−p
Q−k
+
Q−p
Q¯+p
Q¯+k
Q−k
+
Q¯+k
Q−k
Q¯+p
Q−p
Q¯+k
Q−kQ¯+p
Q−p
+
φR(k)
FIG. 4. Equations for the vertices φL/R(k). The shaded rectangles
denote the fully dressed irreducible interactions between low-energy
magnons. Solid (red) and hollow (blue) oriented lines represent spin
↑ and ↓magnons, correspondingly.
The equations for φR/L(k) are presented graphically in
Fig. 4. The shaded vertices in this figure are fully dressed
irreducible interactions in the particle-particle channel (in-
ternal magnons have opposite frequencies ± and momenta
Q−p and Q¯+p). We verified that the particle number non-
conserving dressed vertex V31q as well as the dressed vertex
V22sq , which is symmetric in the spin index σ, do not directly
contribute to the renormalizations of φR/L . We also verified
that magnon self-energy does not affect the formation of two-
magnon bound state in any qualitative way and is therefore
irrelevant for our purposes. Finally, the set of equations for
φR and φL can be re-arranged as the subset for φR − φL and
the one for φR + φL . We find that the pairing interaction is
stronger for φR − φL , in agreement with vector-chiral nature
(35) of the anticipated order, and focus on it below (see [30]
for similar manipulations). Collecting the diagrams in Fig. 4,
we obtain an integral equation
1
N
∑
p
F22o
k,p θp−4F04k,p θ∗p
2ωQ−p
= −θk. (38)
Here, θk ≡ 2ωQ−k〈φR(k)−φL(k)〉 and
F22ok,p ≡ Γ22ok−p(Q¯+p,Q−p)−Γ22o2Q−p−k(Q¯+p,Q−p), (39a)
F04k,p ≡ Γ04k−p(Q¯+p,Q−p)−Γ042Q−p−k(Q¯+p,Q−p), (39b)
where Γ’s are the fully dressed irreducible vertices between
magnons with opposite frequencies. Each Γ term originates
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from the corresponding interaction term in the Hamiltonian,
e.g., Γ22o
k−p(Q¯+p,Q−p) originates from V22ok−p(Q¯+p,Q−p).
The factor 1/(2ωQ−p) comes from the integration over the
frequency of internal magnon lines, e.g.∫
d
2pi
1
 −ωQ−p+ iδ
1
− −ω−Q+p+ iδ =
i
2ωQ−p
. (40)
The equation identical to (38) can be also obtained from
the equation of motion for the chiral combination θk, see [30].
The appearance of a nontrivial solution of Eq. (38) signals the
instability of many-body paramagnetic ground state towards
the condensation of two-magnon bound pairs.
Equation (38) highlights the role of the particle number non-
conserving terms Γ40q and Γ04q [second line of (38)]. Without
them, the equation for θk is U(1) degenerate: a solution θ0
is defined up to a complex phase, i.e., there is a degeneracy
in the order-parameter manifold. Such degeneracy is lifted by
the anomalous terms, which depend on θ∗p. The solutions with
real and imaginary θp now become different and the system
chooses one of them. One can easily verify that the state
with VC order parameter κ , 0 develops if the solution θp is
real. The real solution preserves time-reversal symmetry, as
expected for the VC order. On the contrary, if the solution
of (38) is imaginary, it yields an order parameter that breaks
time-reversal symmetry rather than vector chirality.
D. Solution for the bound state at small Jz
We now analyze the structure of the interactions in (38) in
the perturbative limit of small Jz . Because each interaction
term in the Hamiltonian has Jz as the overall factor, a non-zero
solution for θp emerges only if the overall smallness of the
interaction is compensated by the singularity of themomentum
integral in the kernel, much like it happens in BCS theory of
superconductivity. We argue below that the same happens
in our case, but the singularity emerges at order J2z , once we
include the renormalizations of the interaction vertices. In this
respect, the pairing that we find is similar to Kohn-Luttinger
effect in the theory of superconductivity [51].
1. First order in Jz
To first order in Jz , the vertices Γ in Eq. (38) coincide with
the interaction termsV in the Hamiltonian. There is a potential
for singular behavior of the kernel as it contains 1/ωQ−p which
becomes singular atp= 0 and atD =Dc , where single-magnon
excitations condense. One can easily check that at small p and
small k, the prefactors for θp and θ∗p in (38) are negative. This
implies that (i) the pairing interaction is attractive, and (ii) the
strongest attraction is for real θk. Using the explicit forms of
the bare interactions [Eq. (30)], we find that at small k and p
all four interactions V in Eq. (38) are of order one in units of
Jz , because Ak1,k2 and Bk1,k2 in (31) are O(1):
F22ok,p = −4F04k,p ≈ −
9
4
Jz
(ωQ−p+ωQ−k)2
ωQ−pωQ−k
. (41)
LW
LW
LW
LW
SW
SW
SW
SW
LW
LW
LW
LW
SW SW
SW SW
FIG. 5. Schematics of the processes which contribute to relevant
renormalization of the interactionsV22oq (left) andV04q (right) between
low-wavelength (LW) magnons by short-wavelength (SW) magnons
with momenta far away from ±Q. Complete list of diagrams to
second order in Jz is in Figs. 6 and 7. The renormalized interactions
Γ scale as O(J2z /ω2Q) and are much stronger than bare interactions
V ∼ Jz .
In this situation, θk depends on k in a non-singular way, and
the condition that θk is non-zero reduces to
1 = a
Jz
N
∑
p
1
ωQ−p
. (42)
where a =O(1) is a numerical coefficient. Since ωQ vanishes
at D = Dc , the kernel is singular. However, the singularity is
integrable becauseωQ−p scales linearly in |p| at D = Dc . This
implies that there is no instability towards CL state at small Jz ,
as long as we use bare interactions in Eq. (38).
The reason for the absence of the instability is related to
specific property of Ak1,k2 and Bk1,k2 which determine the
interaction terms V in the Hamiltonian. Namely, when k1 and
k2 are close to ±Q, Ak1,k2 and Bk1,k2 are O(1). This is what
we used in the derivation of Eq. (42). On the other hand, if
only one wave vector, say k1, is near ±Q, i.e., ωk1 is small,
while the other one, k2, is sufficiently far from ±Q so that
ωk2 = O(J), both Ak1,k2 and Bk1,k2 scale as
√
ωk2/ωk1  1.
This implies that the interactions V22oq (k1,k2) and V40q (k1,k2)
are ∼ O(1) only when all incoming/outgoing momenta are
small, but become much larger when one momentum remains
near ±Q, while another one moves away from ±Q.
This observation suggests that one can potentially get amuch
stronger dressed interaction between low-energy bosons, if one
includes the renormalization of interaction verticesV · · ·q (k1,k2)
by virtual processes involving bosons with momenta far away
from ±Q (see Fig. 5 for schematic illustration). To verify this,
we now compute the dressed vertices Γ to order J2z .
2. Second order in Jz
The irreducible interactions Γ to order J2z come from three
sets of processes: the 2→ 2 processes that conserves number
of bosons, and 0→ 4 (4→ 0) and 1→ 3 (3→ 1) processes that
create or annihilate additional bosons. The external momenta
in the vertices are fixed at p, k  Q, while the internal ones
are not assumed to be small, and are integrated over the first
Brillouin zone.
The relevant second order diagrams for Γ22o
k−p(Q¯+p,Q−p)
are shown in Fig. 6. The diagrams for Γ22o2Q−k−p(Q¯+p,Q−p)
are the same except for different momentum labels. Summing
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Q¯+p
Q−p
Q¯+k
Q−k
Q¯+p
Q−p
Q¯+k
Q−k
(a) (b)
Q¯+p
Q¯+kQ−p
Q−k(c) (d) Q¯+p
Q¯+kQ−p
Q−k
(e) Q¯+p
Q−p Q−k
Q¯+k (f) Q¯+p Q¯+k
Q−p Q−k
6.95 6.95
5.00 5.00
0.98 0.98
FIG. 6. Nonzero second-order diagrams for the effective vertices
Γ22o
k−p(Q¯+p,Q−p). The diagrams for Γ22o2Q−k−p(Q¯+p,Q−p) are
the same, except for different momentum labels. Solid (red) and
hollow (blue) oriented lines represent Green’s function of spin ↑ and
↓ magnons, correspondingly. The value of βi in Eq. (43) is listed
separately for each diagram.
up contributions from all six diagrams, we obtain
F22ok,p = −
ζ2s2J3
8ωQ−pωQ−k
6∑
i=1
βi, (43)
where βi are numerical factors listed in Fig. 6.
Similarly, the second-order renormalization of the anoma-
lous vertices (see Fig. 7) yields 1
−4F04k,p = −
ζ2s2J3
8ωQ−pωQ−k
6∑
i=1
β¯i, (44)
where β¯i are numerical factors listed in Fig. 7.
We see that
F22ok,p = −4F04k,p
= −25.86s
2
8
ζ2J3
ωQ−pωQ−k
≈ −2.49 ζ
2J3
ωQ−pωQ−k
, (45)
where we used s2 = 0.77 (at D = Dc) for the condensate of the
br0 boson s = 〈br0〉 (see Fig. 3). We emphasize that (i) the
dressed interaction is negative, i.e., attractive, (ii) the interplay
between normal and anomalous vertices remains exactly the
same as for bare interaction, i.e., the largest attraction is for
1 One technical remark: a 1/2 symmetrization factor should be included
when calculating diagrams in Figs. 6(c) and 6(d) and Figs. 7(e) and 7(f),
due to symmetrization of the internal propagators.
Q¯+p
Q−p Q¯+k
Q−k Q¯+p
Q−p Q¯+k
Q−k
(a) (b)
(c) (d)
(e)
Q¯+p
Q−p
Q−k
Q¯+k (f)
Q¯+p
Q¯+kQ−p
Q−k
Q−p Q¯+k
Q−k Q¯+p
Q−p Q¯+k
Q−k Q¯+p
6.95 6.95
0.98 0.98
5.00 5.00
FIG. 7. Nonzero second-order diagrams for the effective vertices
Γ04
k−p(Q¯+p,Q−p). The diagrams for Γ042Q−k−p(Q¯+p,Q−p) are
the same, except for different momentum labels. Solid (red) and
hollow (blue) oriented lines represent Green’s function of spin ↑ and
↓ magnons, correspondingly. The value of β¯i in Eq. (44) is listed
separately for each diagram.
the real order parameter θk, and (iii) the attractive interaction
now scales as 1/(ωQ−pωQ−k), i.e., the pairing vertex becomes
truly singular at small k and p.
Substituting Eq. (45) into (38) we obtain integral equation
on θk, with α = 3.23s2 = 2.49:
1
N
∑
p
αζ2J3
ω2
Q−pωQ−k
θp = θk. (46)
Equation (46) shows that the combination C = ωQ−kθk is
actually k independent. This allows one to transform it into
the self-consistent equation which reads as
1
αζ2J3
=
1
N
∑
p
1
ω3
Q−p
≈ 1
N
∑
p
1
(ω2
Q
+9J2s4p2)3/2 . (47)
The integral in the right-hand side is easily evaluated to be
1/(18piJ2s4ωQ). Importantly, it scales as 1/ωQ and there-
fore diverges as D→ Dc . Using ωQ ≈ 0.705(D −Dc) (see
Figure 3), we obtain the critical value Dbc for the instability
towards CL state:
Dbc = Dc +0.042αζ2J (48)
We see that Dc
b
> Dc for arbitrary small ζ = Jz/J, hence,
there is no threshold on the strength of the interaction for the
emergence of CL phase. 2
Before we move to the analysis at arbitrary Jz , a comment
is in order. Within the saddle-point approximation of Eq. (26),
2 Note that the scaling (48) is different from the one in Ref. [30], due to the
different asymptotic behavior of the interactions in that model; in Ref. [30]
the interaction scales as 1/ω2
Q
already at the bare level.
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k1 ↑
k2 ↓ k2 − q ↓
k1 + q ↑
=q q + q − q′q′
k1 ↑ k1 + q ↑
k2 ↓ k2 − q ↓
k1 ↑
k2 ↓
k1 + q ↑
k2 − q ↓
k1 + q
′ ↑
k2 − q′ ↓
+
k1 ↑
k2 ↓ −k2 + q′ ↓
−k1 − q′ ↑ k1 + q ↑
k2 − q ↓
q − q′q′
k1 ↑
k2 ↓
−k1 − q ↑
−k2 + q ↓
q q=
k1 ↑
k2 ↓
−k1 − q ↑
−k2 + q ↓
k1 ↑
k2 ↓
k1 + q
′ ↑
k2 − q′ ↓
−k1 − q ↑
−k2 + q ↓
q − q′q′+
k1 ↑
k2 ↓
−k1 − q′ ↑
−k2 + q′ ↓
−k1 − q ↑
−k2 + q ↓
q − q′q′
ΓNq (k1,k2, ω)
ΓAq (k1,k2, ω)
FIG. 8. The diagrammatic representation of the Bethe-Salpeter equation.
ωQ ∝ (D−Dc) [we used this relation above to obtain (48)].
This approximation becomes exact in the limit N→∞, where
N is the number of bosonic flavors [49]. In contrast, the more
traditional Holstein-Primakoff mean-field approach leads to
ωQ ∝ (D−Dc)1/2 (see Appendix). None of these exponents is
actually the exact one because the dimension of the effective
theory in our case, Ddim = d + 1 = 3, is lower than the upper
critical dimension Ddim = 4. Moreover, a perturbative (-
expansion) renormalization group analysis shows that there
is no stable fixed point for the simultaneous breaking of the
continuous U(1) and the discrete Z2 symmetries [17, 18], i.e.,
at Jz = 0 the transition at Dc would be weakly first order. If we
take this into account, we find that the intermediate CL phase
still emerges, but for Jz above some small but finite value. This
is because ωQ remains finite at a first-order transition, and a
finite Jz is needed for the bound state to form.
E. Bethe-Salpeter equation
In the previous section, we obtained the instability of a
paramagnet towards a CL state at small Jz by analyzing the
equations on the pair fields φL(k) and φR(k). In this section,
we use a complementary approach and extract the information
about two-particle bound states from the poles of the four-point
vertex function. This last approach can be rigorously justified
in the opposite limit when Jz is large enough such that the
instability towards CL state occurs while the density of bosons
is still small. The bosonic density is 〈b†
kσ
bkσ〉 = v2k, where,
we remind, vk is the Bogoliubov parameter, defined in Eqs.
(22) and (23). Belowwe assume that vk is small at D = Dbc and
keep only the leading-order terms in vk. In our notations, vk
is small when the Lagrange multiplier µ is large [see Eq. (23)].
Figure 3 shows that µ is large in a wide range of D > Dc .
The fully renormalized normal and anomalous four-point
vertex functions ΓNq (k1,k2,ω) and ΓAq (k1,k2,ω), with incom-
ing frequency ω, are obtained by solving the Bethe-Salpeter
(BS) equations. Within our approximation, these equations
reduce to the ones shown in Fig. 8. In analytic form 3
ΓNq (k1,k2,ω)−V22oq (k1,k2)
= −
∫
dq′
VBZ
ΓNq′ (k1,k2,ω)V22oq−q′(k1 +q′,k2−q′)
ωk1+q′ +ωk2−q′ −ω
−
∫
dq′
VBZ
16ΓAq′(k1,k2,ω)V04q−q′(k1 +q′,k2−q′)
ωk1+q′ +ωk2−q′ +ω
, (49a)
ΓAq (k1,k2,ω)−V40q (k1,k2)
= −
∫
dq′
VBZ
ΓNq′ (k1,k2,Ω)V40q−q′(k1 +q′,k2−q′)
ωk1+q′ +ωk2−q′ −ω
−
∫
dq′
VBZ
ΓAq′(k1,k2,Ω)V22oq−q′(k1 +q′,k2−q′)
ωk1+q′ +ωk2−q′ +ω
. (49b)
Note that this set does not contain the interactionV31. Accord-
ing to Eqs. (30) and (31), V31 contains an additional factor of
vk and therefore is smaller than V22 interaction. However we
still need to includeV40 andV04 terms in the anomalous vertex,
despite the fact that they contain v2k, because these terms fix
the phase of the two-magnon order parameter, see discussion
following (38). But even here, V31 vertices do not contribute
to the renormalization of the anomalous vertex ΓAq , again be-
cause they contain additional small factor of vk compared to
V22 vertices. The second order diagrams (c) and (d) in Figs. 7
are not included in the BS equation too. These terms are not
relatively small in vk, however, given that they just reinforce
the negative amplitude of ΓAq , we do not expect these terms to
give rise to any qualitative changes.
There are two special c.m. momenta: K = 0 (k2 =−k1 =Q)
andK = 2Q (k2 =k1 =Q). For each case, we fix the incoming
momenta k1 and k2, and discretize the momentum q in the
3 Observe that incoming/outgoing lines in Fig. 8 belong to particles with
opposite spin indices σ. As a result, there is no need to symmetrize BS
equations. This explains the absence of usual factors of 12 in front of the
interaction terms in (29).
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0 pi 2pi
qx
−pi
0
pi
q y
(b) ΓNq (Q¯,Q,Ω1)
≈ −ΓAq (Q¯,Q,Ω1)
0 pi 2pi
qx
(c) ΓNq (Q¯,Q,Ω2)
≈ ΓAq (Q¯,Q,Ω2)
−pi 0 pi
qx
−∞
0
+∞
(d) ΓNq (Q,Q,Ω3)
≈ ΓAq (Q,Q,Ω3)
-1e5
-5e4
0
5e4
1e5
0 0.05 0.1 0.15 0.2
Ω1 Ω2Ω3
(a)
Γ
q
(k
1,
k
2,
ω
)
ω
ΓN0 (Q¯,Q,ω) ≈ ΓA2Q(Q¯,Q,ω)
ΓN2Q(Q¯,Q,ω) ≈ ΓA0 (Q¯,Q,ω)
ΓN0 (Q,Q,ω) ≈ ΓA0 (Q,Q,ω)
FIG. 9. The four-point vertex function solved by discretizing Eq. (49)
on 60×60 uniform mesh. The parameters are fixed at J = ζ = 1,D =
2.808. (a) Energy dependence of Γq in three dominant scattering
channels. The positions of the poles are denoted as Ων in the figure.
(b)–(d) Momentum dependence of Γq at the poles Ων +  , where
 → +0.
first BZ of the triangular lattice. We then solve Eq. (49)
numerically.
Implementing this procedure, we obtained that bound state
appears at a finite frequency ω already for arbitrarily small ζ .
This is an expected result because in 2D the density of states
has a logarithmic singularity at the bottom of themagnon band.
The appearance of the bound state should not be confused with
the instability towards CL state. The latter occurs when the
frequency of the bound state reduces down to zero.
In a close similarity with the analysis of a single two-spin
exciton in Sec. II B, we find two bound-state solutions for
K = 0, at frequenciesΩ1 andΩ2, and one solution forK = 2Q,
at frequency Ω3. The solutions have the following symmetry
properties of four-point vertices (see Fig. 9):
Γ
N/A
Q+q
(Q¯,Q,Ω1) = −ΓN/AQ−q(Q¯,Q,Ω1),odd (50a)
Γ
N/A
Q+q
(Q¯,Q,Ω2) = ΓN/AQ−q(Q¯,Q,Ω2),even (50b)
Γ
N/A
q (Q,Q,Ω3) = ΓN/A−q (Q,Q,Ω3),even. (50c)
The two-particle propagator near the poleω=Ων (ν = 1,2,3)
has the form [52, 53]:
G(2)(ω,K = k1 +k2, k1−k22 ,
k1−k2
2
+q)
≈
〈0|γk1+q↑γk2−q↓ |Ψ(ν)〉〈Ψ(ν) |γ†k1↑γ
†
k2↓ |0〉
ω−Ων
=
Ψ
(ν)
K
(k1−k22 +q)Ψ(ν)∗K (k1−k22 )
ω−Ων , (51)
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FIG. 10. (a), (b): Phase diagram of the XXZ model with single-
ion anisotropy Eq. (1). The CL/PM phase boundary is obtained
by solving the BS equation Eq. (49) on a non-uniform mesh, where
more points are sampled near the singular part of the interactions until
convergence. The Ising/PM, Ising/SS, and SS/XY phase boundaries
are discussed in Appendix A. In (a) we used the solution of Eq. (49)
with only normal interactions present. In (b) we used the full solution
of Eq. (49). (c), (d) The chiral phase boundaries in log-log scale for
panels (a) and (b), respectively.
where Ψ(ν)
K
(k) is the two-particle wave function with total
momentumK and relative momentum k.
Alternatively, we can obtain this two-particle propagator
from the self-energy corrections. Near the pole at ω =Ων ,
G(2)(ω,K, k1−k2
2
,
k1−k2
2
+q)
≈ G(2)0 (Ων,K,
k1−k2
2
)
×ΓNq (k1,k2,Ων) ·G(2)0 (Ων,K,
k1−k2
2
+q). (52)
Combining Eqs. (51) and (52), we can connect the sym-
metry of four-point interaction vertices to the symmetry of
two-particle wave functions:
ΓN
Q+q
(Q¯,Q,Ων)
ΓN
Q−q(Q¯,Q,Ων)
=
Ψ
(ν)
K=0(q)
Ψ
(ν)
K=0(−q)
, (53a)
ΓNq (Q,Q,Ων)
ΓN−q(Q,Q,Ων)
=
Ψ
(ν)
K=2Q(q)
Ψ
(ν)
K=2Q(−q)
. (53b)
From these relations we can extract the symmetry of the
bound-state wave functions:
Ψ
(1)
K=0(q) = −Ψ(1)K=0(−q), (54a)
Ψ
(2)
K=0(q) = Ψ(2)K=0(−q), (54b)
Ψ
(3)
K=2Q(q) = Ψ(3)K=2Q(−q). (54c)
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We found that out of three bound-state frequencies, the small-
est one is Ω1. We see from (54a) that the corresponding
wavefunction is odd under spatial inversion, consistent with
the symmetry of the chiral order parameter κ.
When ζ increases at a constant D, or D decreases at a con-
stant ζ , the attractive interaction between bosons with opposite
flavors also increases, and the bound-state frequency Ω1 de-
creases and eventually reaches zero. The softening of the Ω1
mode signals the onset of the CL phase.
We show the location of the transition into the CL phase in
Fig. 10. The solid line between CL/PM in Fig. 10a shows the
location of the boundary of theCLphase, obtained numerically
by keeping in the BS equation (49) only the normal interaction
V22o (i.e., only particle number conserving processes). Fig-
ure 10b shows the location of the CL phase boundary obtained
by solving the full Eq. (49), keeping both V22o and V40,V04
interactions. In both cases, the phase boundary is obtained by
requiring that the pole frequency is zero, Ω1 = 0.
Although the analysis in this section is justified when Dbc
is substantially larger than Dc , which requires ζ of order one,
it is nevertheless useful to compare the results of this and the
previous sections. In the previous Sec. III D, we found that
the instability towards CL state at small ζ is related to singular
behavior of the dressed pairing interaction, which scales as
ζ2/ω2Q. A naive discretization of Eq. (49) using a uniform
mesh of 210×210 points in the first BZ does not capture the
singular part of the interaction. To obtain the boundary of
the CL phase at small ζ , we used a non-uniform mesh which
is much denser near the singular region of Eq. (49). The
phase diagrams shown in Fig. 10 were verified by sampling
∼ 5000 points near q = {0,2Q} on top of a 30× 30 uniform
background.
To further compare the results obtained to second order in Jz
with the ones obtained by solving BS equation, we label by α
the overall numerical factor from the second-order diagrams.
The full second-order result, Eq. (45), gives α = 2.49. If
instead we pick only normal forward scattering process from
forward scattering normal vertices [diagram (a) in Fig. 6],
we obtain α ≈ 0.33. If we added up all ladder contributions
[diagrams (a) and (b) in Figs. 6 and 7], we would obtain larger
α ≈ 1.34. Observe that larger α leads, at fixed ζ , to larger
critical Dbc [see Eq. (48)]. This is consistent with the results
obtained by solving BS equation, Fig. 10. We recall that if
we use all second order diagrams, we obtain an even larger
α ≈ 2.49. This means that using only ladder diagrams in the
BS equation gives a conservative estimate of the critical Dbc for
the instability towards the CL state. In Figs. 10(c) and 10(d),
the critical scaling of the chiral phase boundary is found to be
ζbc ∼
(
Dbc −Dc
)1/2, again in agreement with the J2z analysis in
the previous section.
IV. DMRG CALCULATION OF THE SINGLE- AND
TWO-MAGNON GAPS
To provide further evidence that the two-magnon bound-
state gap ∆b closes before closing the single-magnon gap ∆s
upon decreasing D, we perform density matrix renormaliza-
0
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5
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(d) ζ = 2.0
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FIG. 11. Two-magnon gap ∆b and single-magnon gap ∆s obtained
from DMRG on 6×6 triangular lattice with periodic boundary condi-
tion, with J = 1. The solid (dashed) line represents fitting to the gap
∆b (∆s) by Eq. (55) with two parameters {cb, Db} ({cs, Ds}). Only
data points before gap crossing are used in the fitting procedure.
tion group (DMRG) calculations on 6×6 triangular latticewith
periodic boundary condition 4. M = 6000 states were kept in
the calculation, leading to truncation error < 10−4 for all the
data points presented here.
In DMRG, the two-magnon gap ∆b (single-magnon gap
∆s) corresponds to the energy of the first excited state in the
Sz = 0 sector (ground state in the Sz = 1 sector), measured
from the Sz = 0 ground state. Since the transition into the CL
phase belongs to the d = 3 Ising university class, the critical
exponent ν is given by νIsing ≈ 0.63. Similarly, the transition
into XY phase belongs to d = 3 XY university class, giving
νXY ≈ 0.67:
∆b = E
(1)
Sz=0−E
(0)
Sz=0 = cb(D−Db)
νIsing, (55a)
∆s = E
(0)
Sz=1−E
(0)
Sz=0 = cs(D−Ds)
νXY, (55b)
where the superscripts (0) and (1) denote the ground and the
first excited state, respectively.
In Fig. 11, we calculate the evolution of the two gaps
as a function of D, for four different values of ζ =
{0.5,1.0,1.5,2.0}. The data are then fitted to Eq. (55) with
two fitting parameters (while keeping ν fixed to the known
value). In all cases, the two gaps clearly cross each other
before closing, indicating that the VC order emerges before
single-particle excitations of the paramagnetic state soften.
As discussed in previous sections, the first excitation in the
Sz = 0 sector is odd under inversion, and its condensation
4 We have also studied a 6×18 lattice with cylindrical boundary conditions,
the gaps are then extracted by sweeping the center of the cylinder. The
results are qualitatively the same as the 6×6 PBC ones shown in the main
text.
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signals the appearance of the VC order. This can be checked
numerically: by performing an exact diagonalization on 3×3
and 3× 6 lattices, we can obtain the wave function of the
lowest-energy states. The first excited state in the Sz = 0 sector
is always found to be odd under inversion.
V. CONCLUSIONS
In this work, we studied the sequence of quantum phase
transitions in the spin-1 triangular XXZ model, induced by an
easy-plane single-ion anisotropy D (see Fig. 1). Within non-
interactingmagnon approximation, the system is in a paramag-
netic state at D > Dc and in the XY-ordered phase at D < Dc .
We analyzed the effects of interactions and found that they
change the phase diagram in a qualitative way. Namely, we
found that the continuous U(1) symmetry and the discrete chi-
ral Z2 symmetry, which are spontaneously broken in the XY
ordered phase, break at different values D, implying the exis-
tence of an intermediate chiral liquid phase in-between the XY
and quantum paramagnetic phases. This liquid phase has no
magnetic ordering (〈Sn〉 = 0) and is characterized by a finite
staggered vector chirality, 〈κnm · zˆ〉 , 0, which has opposite
sign on the neighboring triangles. It therefore spontaneously
breaks spatial inversion symmetry. Note that the time-reversal
symmetry is preserved. Our analytical results are supported
by DMRG simulations on a 6× 6 triangular lattice. Remark-
ably, we find the gapped chiral liquid phase to extend up to
large values of the exchange anisotropy (ζ > 2), for which its
window of stability reaches Dbc −Dc ' J/2. This rather large
range of stability opens the possibility of observing this phase
in real materials.
As we discussed in the Introduction, this is not the first time
an Ising-type phase with nematic order parameter bilinear in
microscopic spin degrees of freedom is observed. However,
the previous and closely related observations [18, 30], involved
semiclassical large spin (S 1) expansion ofHeisenbergmod-
elswith pronounced spatial anisotropy subject to externalmag-
netic field on triangular and kagomé lattices, correspondingly.
Our consideration is specific to a more ‘quantum’ spin S = 1
and spatially isotropic triangular lattice model and does not
require an external magnetic field.
The experimental signatures of the VC order have been
discussed in Refs. [18, 30] They are related to the so-called
“inverse Dzyaloshinskii-Moriya (DM)” effect, which was pro-
posed as a mechanism for multi-ferroic behavior of spiral mag-
nets [54–56]. Namely, a local VC order parameter 〈Sj ×Sl〉
produces a net electric dipole proportional to ejl × 〈Sj ×Sl〉
(where ejl ≡ (rj −rl)/|rj −rl |). As shown in Fig. 12, the po-
larization is induced by the displacement δr of a medium ion
(with charge qI ) away from the bond center. This ion is typi-
cally an anion (qI < 0), e.g., oxygen O2− for the case of tran-
sition metal oxides, and it mediates the super-exchange inter-
action between spins Sj and Sl . The induced DM interaction,
Djl ∝ δr×ejl , lowers the magnetic energy byDjl · 〈Sj ×Sl〉,
which is linear in δr. Because the elastic energy cost is
quadratic in δr, the local electric polarization qIδr becomes
finite once 〈Sj ×Sl〉 , 0. As it is clear from Fig. 12, the ionic
δr
Djl
j
-
+ +
+ +
-
- -
l
FIG. 12. Schematic plot of the inverse Dzyaloshinskii-Moriya effect.
displacements induced by the staggered VC ordering lead to a
charge density wave order, which can be detected with x rays.
It is worth stressing once again that geometric frustration
is essential to our construction: spontaneous breaking of the
inversion symmetry occurs via formation of the two-magnon
bound state formed by magnons at ±Q which are degenerate
in energy. Similar considerations apply to lattice models of
strongly interacting bosons [46, 57, 58] with inverted (frus-
trated) sign of particle’s hopping between sites. There is a
certain similarity between our results and loop current orders
proposed for strongly correlated fermion models [59–61].
From a statistical physics perspective, we can think of this
quantum phase a transition as a classical phase transition in
dimension 2+ 1. It is known that the suppression of XY or-
dering is induced by proliferation of vortex lines that span
the full system [62]. In the paramagnetic state, vortex and
anti-vortices have the same probability of being at a given
triangle. In the chiral liquid state, the vortices occupy one sub-
lattice of triangles (e.g., the triangles that are pointing up) with
higher probability, while anti-vortices occupy the other sub-
lattice (e.g., the triangles that are pointing down) with higher
probability. In other words, the staggered chiral liquid is a
vortex density wave.
Finally, it is important to note that our conclusions are far
more general than the particularmodel that we have considered
here. Our results suggest that exotic quantum liquid states are
likely to emerge in the proximity of quantum phase transitions
between a T = 0 paramagnet and quantum magnet that breaks
both continuous and discrete symmetries. In other words, like
in the case of metallic systems where quantum critical points
guide the experimental search for unconventional supercon-
ductors and non-Fermi-liquid behavior, the quantum critical
points of bosonic systems can play a similar role in the exper-
imental search for exotic quantum liquids.
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Appendix A: Other phases of the model
Here, we discuss the additional phases that appear in our
model for large enough Jz . As shown in Fig. 10, the PM
and CL phases are bounded from above by an Ising-type spin
density wave (SDW) phase, which becomes the ground state
for strong enough ζ J. This phase, which is described by the
local SDW order parameter 〈Szr〉 ∝ eiQ·r, corresponds to a
three-sublattice ordering with 〈Szr〉 being positive in one sub-
lattice (A), negative in another sublattice (B), and equal to zero
(disordered) on the third sublattice (C). This partially disor-
dered AFM ordering is obtained for the triangular lattice S = 1
Blume-Capel model [63–67], which is obtained by setting the
XY exchange to zero in our HamiltonianH defined in Eq. (1).
At mean-field level, there is an intermediate phase preempt-
ing the transition between the Ising andXY phases. This phase
is characterized by coexistence of Ising-type SDWand in-plane
magnetic ordering [which breaks U(1) symmetry] known as
spin supersolid (SS) state [68–74]. The SS phase is also a
three-sublattice ordering, whose longitudinal components fol-
low the same pattern as in the partially disordered Ising phase,
while the transverse components form a collinear pattern
S⊥rA = S
⊥
rB
= −αS⊥rC , (A1a)
SzrA = −SzrB , 0, SzrC = 0, (A1b)
where α < 1. The collinear ordering is more favorable than
the 120° structure because of the different magnitudes of trans-
verse spin components.
The boundary between the partially disordered Ising phase
and the PM phase is determined by comparing their ground
state energies. The ground state energy of the PM phase is
given in Eq. (25). The ground-state energy of the partially
disordered Ising phase can be computed by using the same
Lagrange multiplier method that we applied to the quantum
PM.
The spin operators are again represented by SU(3)
Schwinger bosons in the fundamental representation [see
Eqs. (15)–(19)]. The mean-field state of the Ising phase corre-
sponds to condensation of different flavors of bosons in three
sublattices:
b†
rA↑ = s1, b
†
rB ↓ = s−1, b
†
rC0 = s0. (A2)
Due to time-reversal symmetry, we expect s1 = s−1, and µ1 =
µ−1. The spin-wave Hamiltonian is
H¯sw =
∑
k
[
Ψ†
k
H¯sw(k)Ψk + (3s21ζ J +D+ µ1)
×
(
b†
A↓,kbA↓,k + b
†
B↑,kbB↑,k
) ]
+
N
3
[
(s20 −2)µ0 + (2s21 −3)µ1
+ (2s21 −1)D−3s41ζ J
]
, (A3)
where
Ψk ≡
(
bA0,k bC↓,k b†B0,k¯ b
†
C↑,k¯
)T
, (A4)
and the 4×4 matrix H¯sw(k) is:
H¯sw(k)=
©­­­«
µ1 s0s1Γk¯ s
2
1Γk s0s1Γk¯
s0s1Γk µ0 +D s0s1Γk¯ 0
s21Γk¯ s0s1Γk µ1 s0s1Γk
s0s1Γk 0 s0s1Γk¯ µ0 +D
ª®®®¬, (A5)
with Γk ≡ J∑ν exp(−ik ·eν).
By diagonalizing the matrix diag{1,1,−1,−1}H¯sw(k) we
obtain the ground-state energy:
E Ising0 =
1
N
∑
k
(
ω+,k +ω−,k
)
+
1
3
[
(s20 −2)µ0
+ (2s21 −3)µ1 + (2s21 −1)D−3s41ζ J
]
, (A6)
where
ω±,k =
1√
2
√
τk ±√κk. (A7)
τk = (D+ µ0)2 + µ21− s41 |Γk |2 , (A8a)
κk = −4µ21(D+ µ0)2−4s21(D+ µ0)
[
2s20s
2
1
(
Γ3k +Γ
3
k¯
)
− |Γk |2
(
4s20µ1 + s
2
1(D+ µ0)
) ]
+ τ2k. (A8b)
The variational parameters {s0, s1, µ0, µ1} are obtained from
the saddle point equations
∂E Ising0
∂s0
= 0,
∂E Ising0
∂s1
= 0,
∂E Ising0
∂µ0
= 0,
∂E Ising0
∂µ1
= 0. (A9)
For large ζ , the energy E Ising0 becomes lower than E
PM
0 ,
corresponding to a first order phase transition between the
quantum PM phase and the partially disordered Ising phase.
The transition line, shown in Fig. 10, is determined by solving
the equation E Ising0 = E
PM
0 .
Now, we discuss the phase transition from the partially dis-
ordered Ising phase to the SS phase. This transition is char-
acterized by spontaneous U(1) symmetry breaking due to the
emergence of the in-plane component. The continuous transi-
tion is then determined from the softening of the low-energy
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modes of the partially disordered Ising phase: ω−,±Q = 0.
The resulting phase boundary corresponds to the solid line in
Fig. 10.
The phase boundary between the XY and SS phases is de-
noted with a dashed line in Fig. 10. We note that this par-
ticular phase boundary is calculated only at the mean-field
level [3, 75]. The mean-field treatment is carried out by mini-
mizing the energy with respect to the variational wave function
|Ψ〉 = ⊗r |dr〉, where
|dr〉 = id
x
r + d
y
r√
2
| ↑〉r + −id
x
r + d
y
r√
2
| ↓〉r − idzr |0〉r . (A10)
Up to a U(1) rotation, the variational mean-field state for the
XY phase is:
drA =
(
0, −i sin a
2
, cos
a
2
)
, (A11a)
drB =
(
i
√
3
2
sin
a
2
,
i
2
sin
a
2
, cos
a
2
)
, (A11b)
drC =
(
−i√3
2
sin
a
2
,
i
2
sin
a
2
, cos
a
2
)
, (A11c)
which leads to
EXY0 = −
3J
2
sin2 a+D sin2
a
2
. (A12)
Minimization of EXY0 with respect to a gives
EXY0 =
D
2
− 3J
2
− D
2
24J
. (A13)
Up to a U(1) rotation, the variational mean-field state for the
SS phase is:
drA =
(
cos
a
2
, i sin
a
2
cosb, i sin
a
2
sinb
)
, (A14a)
drB =
(
−cos a
2
, i sin
a
2
cosb, −i sin a
2
sinb
)
, (A14b)
drC =
(
i sin
c
2
, 0, cos
c
2
)
, (A14c)
leading to
ESS0 = J (sina sinb− sinc)2− J sin2 c− ζ J sin2 acos2 b
+
D
3
(
2cos2
a
2
+2sin2
a
2
cos2 b+ sin2
c
2
)
. (A15)
The minimum of ESS0 as a function of the three indepen-
dent variatonal parameters is obtained numerically. The phase
boundary between XY and SS phase results from the condition
EXY0 = E
SS
0 (see the dashed line in Fig. 10).
Appendix B: A complementary approach using hard-core
bosons
In this appendix we discuss a complementary approach to
theCLproblem, which uses somewhat different transformation
to hard-core bosons for S = 1, but at the end leads to the same
results as the approach used in the main text.
Namely, we represent spin operators at a given site via two
Bose operators a and b [76–79]
Sz = −i
(
a†b− b†a
)
, (B1a)
Sx = −i
(
b†U −Ub
)
, (B1b)
Sy = −i
(
Ua− a†U
)
, (B1c)
where U =
(
1− a†a− b†b)1/2. The a and b bosons at every
lattice site obey the constraint a†a+b†b = 0,1. With this extra
condition, spin commutation relations are satisfied, and
S2z = a
†a+ b†b, (B2a)
S2x = 1− a†a, (B2b)
S2y = 1− b†b, (B2c)
such that S2 = 2, as it should be.
The Hamiltonian of Eq. (1) is expressed via a and b bosons
as
H =H2 +H4, (B3)
where in momentum space
H2 =
∑
k
[
(D+ k)a†kak −
k
2
(
a†
k
a†−k + aka−k
)]
+
∑
k
[
(D+ k)b†kbk −
k
2
(
b†
k
b†−k + bkb−k
)]
, (B4)
and
H4 = JzN
∑
ki
a†
k1
b†
k2
bk3ak4
(
γk1−k3 +γk2−k4
)
− Jz
2N
∑
ki
(
a†
k1
a†
k2
bk3bk4 + b
†
k1
b†
k2
ak3ak4
)
×(
γk1−k3 +γk1−k4
)
. (B5)
Here, k = 2Jγk and γk =
∑
ν cosk ·eν . There is no four-boson
term from the transverse, J, part of the spin-spin interaction,
once the constraint is satisfied.
Because the boson density a†a+b†b can have two values at
a given site, there is no straightforward way to enforce the con-
straint by introducing the Lagrange multiplier. One can either
extend the model to N > 1 bosonic flavors and expand in 1/N ,
or just assume that the average density of bosons is small and
neglect the constraint. The last approach is rigorously justified
only at large D  J, but we expect that it gives meaningful
results also at D ≥ J, as long as single-particle spin-wave ex-
citations are gapped. Below we just neglect the constraint and
analyze the formation of the two-particle bound state within
the model of Eqs. (B4) and (B5) with no additional constraint.
We recall in this regard that within the Schwinger boson ap-
proach, which we adopted in the main text, we replaced one
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bosonic field, b0, by its condensate value s and thereby also re-
duced the model to that of two interacting bosonic fields. The
site-independent Lagrange multiplier µ, which we introduced
in the main text to enforce the constraint, and the condensate s
renormalize D and J in the quadratic form, but do not affect its
structure. From this perspective, the Hamiltonian of Eqs. (B4)
and (B5) is qualitatively the same as the one in the main text,
assuming that one adjusts D and J.
Furthermore, one can show that the transformation from
operators b↑ and b↓ of the main text to operators a and b used
here is just a rotation in operator space:
a =
b↓− b↑√
2
, b = (−i)b↑+ b↓√
2
(B6)
Obviously then, the results obtained using a and b bosons must
be equivalent to those obtained using b↑ and b↓ bosons. We
will see, however, that technical details of the computation of
the bound-state instability differ between the approaches.
We now proceed with the Hamiltonian of Eqs. (B4) and
(B5). The diagonalization of the quadratic form in (B4) is
done in the usual way. We introduce
ak = ukdk − vkd†−k, bk = uk d¯k − vk d¯†−k (B7)
and choose
uk = (D+ωk)/(2
√
Dωk), (B8a)
vk = (D−ωk)/(2
√
Dωk), (B8b)
ωk =
√
A2
k
−B2
k
=
√
D2 +2Dk, (B8c)
where
Ak = D+ k, Bk = −k. (B9)
The spin-wave spectrum softens at k = ±Q = ±(4pi/3,0) at
Dc = 6J. In the main text, we found Dc = 2.68J, which is in
better agreement with the numerics. We recall that the result
was obtained by including one-loop renormalizations of D and
J. Here, we neglect these renormalizations. Dc = 6J would be
the critical value in the Schwinger boson analysis, presented
in the main text, if we set s = 1 and µ = D there.
Note that (B9) predicts that at the minimum of the magnon
dispersion ωQ ∼
√
D−Dc while for Schwinger bosons the
relation is linear [see discussion below Eq. (48)].
One can easily verify that the two-particle order parameter,
which leads to a spin current state with a non-zero vector
chirality κmn, has zero total momentum and is expressed in
terms of a and b bosons as
〈bpa−p〉 = iΦ˜ |p | fp, 〈b†pa†−p〉 = −iΦ˜ |p | fp, (B10)
where f−p =− fp is an odd function of momentum, normalized
to fQ = 1, f−Q = −1. The vector chirality on m,n bond is
κm,n ∝ ∑p Φ˜p. In terms of bosons dk and d¯k [Eq. (B7)], the
VC order parameter is expressed as
〈d¯pd−p〉 = iΦ |p | fp, (B11a)
〈d¯†pd†−p〉 = −iΦ |p | fp, (B11b)
=
k
−k
k
−p
p
−k
+
−p
p
k
−k
k
−k−p
p
k
−k
p
−p
+
−k
k
=
FIG. 13. Equations for the vertices Φ |p | . The triangular vertices
denote iΦ |p | for p near Q and −iΦ |p | for p near −Q, or −iΦ |p | for
p near Q and iΦ |p | for p near −Q, depending on the direction of
arrows. Solid and double solid lines denote propagators of d and d¯
magnons, and the shaded rectangles denote fully dressed irreducible
interactions between low-energy magnons.
where Φ |p | = Φ˜ |p |ωp/Ap. Note that both ωp and Ap are even
functions of p.
We now search for the two-particle instability at D > Dc ,
i.e., preemptying to the spin-wave instability. Like in the main
text, we consider small Jz = ζ J. The analysis of the two-
particle instability proceeds in the same way as in Sec. III C.
Namely, we write self-consistent equations onΦ |p | in terms of
the fully renormalized irreducible pairing interaction between
d and d¯ bosons with opposite momenta near ±Q.
The equation for the two-particle vertex is graphically pre-
sented in Fig. 13. It is quite similar to Fig. 4 in the main text,
but now the shaded triangular vertices denote Φ |p | , solid sin-
gle and double lines describe propagators of d and d¯ bosons,
and the shaded four-point vertices represent fully dressed irre-
ducible interactions.
Like we said in the main text, the distinction between our
problem and superconductivity is in that boson-boson interac-
tion does not conserves the number of bosons; the interaction
Hamiltonian, re-expressed in terms of bosons dk and d¯k, con-
tains termswhich create two bosons and annihilate two bosons,
and also terms which create or annihilate four bosons (as well
as the terms which create three bosons and annihilate one, and
vice versa). Accordingly, the right-hand side of the equation
for Φ contains both normal and “anomalous” terms (direction
of the internal lines is the same or opposite to the direction
of external lines). At the same time, the internal part of both
terms contains propagators of one dk and one d¯k boson with
the same direction of arrows. This is because (i) bosonic dis-
persions are necessarily positive, hence, there is no non-zero
contribution from “particle-hole” type terms, with different di-
rection of arrows, and (ii) there are no graphs with two internal
dk bosons or two d¯k bosons. The latter restriction is due to
the fact that Jz interaction contains two dk bosons and two d¯k
bosons, simply because the original interaction (B5) had two
a bosons and two b-bosons, and ak transforms into dk and bk
transforms into d¯k. As a result, if external bosons are dk and
d¯k as they should be for the chiral vertex (B11), one of internal
16
B A COMPLEMENTARY APPROACH USING HARD-CORE BOSONS
bosons must be dk and another must be d¯k.
Because the interaction vertices contain four coherence fac-
tors uk or vk, each of which is proportional to 1/√ωk, we
parametrize 2→ 2 and 0→ 4 interactions between bosons
with momenta (k,−k) and (p,−p) [the analogs of Γ terms in
Eq. (38)] as
2→ 2 interaction : 1
ωk
1
ωp
F(22)(k,p), (B12a)
0→ 4 interaction : 1
ωk
1
ωp
F(04)(k,p). (B12b)
With these notations, the equation on Φ |k | takes the form
Φ |k |=− 1N
∑
p
fp
2ω2pωk
Φ |p |
(
F(22)(k,p)−F(04)(k,p)
)
.
(B13)
A technical remark: Compared to Eq. (38) in the main text,
we incorporated the overall combinatoric factor of 4 for the
anomalous term into F(04).
We expect, by analogy with the analysis in the main text,
that F(22)(k,p) and F(04)(k,p) are non-singular functions of
momenta near k,p = ±Q. In this situation, integral equation
(B13) can be reduced to the algebraic equation
1 = − A
N
∑
p
1
2ω3p
, (B14)
where
A =
(
F(22)(Q,Q)−F(22)(Q,−Q)
)
−
(
F(04)(Q,Q)−F(04)(Q,−Q)
)
. (B15)
We follow the analysis in the main text and consider the case
when Jz is small. In this limit, both F(22) and F(04) are obvi-
ously small in Jz . The solution of (B14) nevertheless seems
possible because the kernel in the r.h.s. of (B14) contains
1/ω3p. Near D = Dc , spin-wave excitation energy ωp is small
at p≈±Q, and∑p 1/(2ω3p) diverges as D approaches Dc from
above. Then, the spin-current state emerges at arbitrary weak
Jz if A has a finite negative value.
We now compute A. To first order in Jz , F(22)(k,p) and
F(04)(k,p) are just the interaction terms in the Hamiltonian, re-
expressed in terms of d and d¯ bosons. Using the transformation
(B7) we obtain after simple algebra
F(22)(k,p) = Jzγk+p
(
AkAp−BkBp+ωkωp
)
, (B16a)
F(04)(k,p) = Jzγk−p
(
AkAp−BkBp−ωkωp
)
. (B16b)
Accordingly
F(22)(Q,Q) = 2Jzγ2Qω2Q, (B17a)
F(22)(Q,−Q) = 2Jzγ0ω2Q, (B17b)
F(04)(Q,Q) = F(04)(Q,−Q) = 0. (B17c)
Because γ0 = 3 and γ2Q = −3/2, the sign of A is negative,
i.e., the interaction in the spin-current channel is attractive.
−p
p
−k
k
−p
p
−k
k
(a) (b)
−p
−kp
k
(c) (d) −p
−kp
k
(e) (f)
(g) (h)
p
−p
−k
k
p
k−p
−k
−p −k
p k
−p −k
p k
FIG. 14. Equations for the dressed four-point vertices made out of
d and d¯ bosons, at the second order in Jz . (a)–(d) Normal vertices
F(22). (e)–(h) Anomalous vertices F(04).
At the same time, we see that the magnitude of A scales as
ω2Q ∼ (D−Dc). This smallness compensates the divergence
of (1/N)∑p 1/ω3p ∼ 1/ωQ ∼ (D−Dc)−1/2. As a result, Eq.
(B14) reduces to 1 = (Jz/J)(D/Dc − 1)1/2, which obviously
has no physical solution. The absence of the instability in the
analysis to first order in Jz agrees with the similar finding in
the main text.
We further compute irreducible interactions to second or-
der in Jz . The corresponding contributions to F(22)(k,p) and
F(04)(k,p) are shown in Fig. 14. We set external momenta at
k = Q,p = ±Q, but put no restriction on internal momenta.
For practical purposes, we found it more convenient to evaluate
directly the differences δF(22) = F(22)(Q,Q) − F(22)(Q,−Q)
and δF(04) = F(04)(Q,Q)−F(04)(Q,−Q) rather than each term
separately. In these notations, A = δF(22)− δF(04).
The contributions to irreducible δF(22) at second order in
Jz come from three sets of processes: the one with two 2→ 2
interactions, the one with 0→ 4 and 4→ 0 interactions, and
the one with 1→ 3 and 3→ 1 interactions. Each of these inter-
action terms is obtained from the original interaction in terms
of a and b bosons [Eq. (B5)], by applying the transformation
from a,b to d, d¯ bosons [Eq. (B7)]. The 2→ 2, 4→ 0, and
0→ 4 terms contain even numbers of u and v factors, 1→ 3
and 3→ 1 terms contain either three u and one v factor, or
vice versa. As an example, we present the explicit expression
for one of 3→ 1 terms:
H3→1 = − JzN
∑
1,2,3,4
d1d¯2d¯3d4K123,4 + .... (B18)
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where 1 ≡ k1, etc., momentum conservation is implied, and
K = γ1+3 [(u1v3− v1u3) (u2u4− v2v4)]
+γ1+2 [(u1v2− v1u2) (u3u4− v3v4)] . (B19)
The ellipsis in (B18) stands for other terms with 3→ 1 struc-
ture.
Evaluating irreducible δF(22) and δF(04) from each of these
processes and collecting combinatoric factors, we obtain
δF(22) = −1
4
J2zS, δF(04) =
1
4
J2zS, (B20)
where
S = 1
N
∑
k
[
ωk
2
(
γQ+k −γQ−k
)2−ωk γQ+kγQ−k
+
2ωQ+kωQ−k
ωQ+k +ωQ−k
γ2k
]
. (B21)
Numerical evaluation yields S = 12.92J, which is consistent
with Eqs. (43) and (44) in the main text: 2S = ∑i βi = ∑i β¯i .
Using (B15) and (B20), we obtain A=−6.46J2z J. Substituting
this A into Eq. (B14) we obtain
1
3.23ζ2J3
=
1
N
∑
p
1
ω3p
. (B22)
This is exactly the same equation as Eq. (47) in the main
text, the only difference is that in the current approach s2 = 1.
[In Eq. (47), the numerical factor in the left-hand side is α =
2.49 = 3.23s2.]
Using the fact that (1/N)∑p 1/ω3p ∼ (1/J3)(D/Dc −1)−1/2,
the condition for the instability towards the CL state (D = Dbc )
takes the form
Dbc
Dc
−1 ∝
(
Jz
J
)4
= ζ4. (B23)
Because Dbc > Dc , the instability towards the CL state pre-
empts the one towards the magnetically ordered XY state.
This again agrees with the finding in the main text. The dif-
ference in scaling of Dbc −Dc with Ising anisotropy ζ in (48)
and (B23), ζ2 vs ζ4, is due to different scaling forms of the
minimal magnon energy, ωQ, in the Schwinger boson approx-
imation (main text) and the hard-core boson approximation
(this appendix).
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