INTRODUCTION
The main improvement in services to be offered by 3rd Generation mobile communication systems over those available using current technologies such as GSM is the provision of true multimedia services. This is understood as consisting of a combination of different services such as data, multimedia-rich Web content, media streaming services, conversational video and high-quality audio services. This has two very significant implications upon the design of the end-to-end mobile network architecture. The first is the Quality of Service that must be offered to the client applications running on the mobile terminal. Each service, be it audio, video, Web information etc. requires a different type connection and different connection parameters such as throughput, end-to-end latency, error rates and frame dropping rates. This means that each mobile terminal must have access to a number of bearer channels, each offering a different Quality of Service to the various application-level services being used.
The second implication is one of interoperability. The sheer variation in types of services envisaged means that standardised protocols must be employed at both the application layer and as a service interface to the network functions. This use of accepted standards has already led to the success of the Internet. The Internet Protocol is now by far the most widely-used Layer 3 protocol and has allowed an extremely diverse range of terminals and devices to communicate with each other. Similarly, accepted application-layer standards such as the HyperText Tranfer Protocol (HTTP) for Web applications, and de-facto standards such as RealVideo for video communications have allowed multimedia applications to thrive. The work described in this paper will therefore make use of MPEG-4 video encapsulated into IP packets for transmission over GPRS mobile networks and the Internet.
GENERAL PACKET RADIO SERVICE (GPRS)
GPRS is an end-to-end mobile packet radio communication system which makes use of the same radio architecture as GSM [1] [2] . Although, it was initially designed for use in non-delay-critical data applications, two of its features enable it to be used as a suitable medium for video communications. The multislotting capability of GPRS effectively allows for the throughput capability of a single terminal to be increased simply by allocating more timeslots (or Packet Data Traffic Channels) to a single terminal. In addition, its native IP support will allow for interworking with Internet multimedia applications.
GPRS Radio Access Protocols
GPRS provides a network architecture which is transparent to the layer-3 protocols operating in the end-user terminals. As in this case IP will be used, IP packets and all relevant transport protocol headers are forwarded to the Subnetwork Dependent Convergence Protocol (SNDCP) layer which formats the network packets for transmission over the GPRS network. As all layers below the network layer are transparent to the network layer, end-to-end functionality is only provided at the network-layer upwards. The SNDCP also carries out header compression and multiplexing of data coming from different sources. The Logical Link Control Layer operates above the RLC and GSSGP layers in the reference architecture to provide highly reliable logical links between the mobile station and the Serving GPRS Support Node (SGSN). Its main functions are designed towards supporting such a reliable link. As long as the network packet size does not exceed the maximum LLC frame size (1520 octets), each IP packet is mapped onto a single LLC frame. The LLC frames are passed onto the RLC/MAC layer where they are segmented into fixed-length RLC/MAC blocks. The MAC protocol then carries out procedures that allow multiple mobile stations to share a common transmission medium which may consist of several physical channels. In GPRS, each timeslot may be multiplexed between up to eight users, while a single user may also use up to eight timeslots. This allows for great flexibility in resource allocation. 
Protocol Architecture
In the application scenario envisaged, a Video over IP service is used. In this way, different video frames are segmented and encapsulated into IP packets for transmission over a IP packet network. The services being examined are real-time in nature, meaning that they may either involve streaming of stored video information or two-way conversational communications. As IP does not retain timing information as it only offers a 'Best-Effort' service, use of the Real-Time Transport Protocol is necessary [4] . This provides timestamping and sequencenumbering information which allows the decoding application to correctly reconstruct the received media stream.
ERROR-RESILIENT VIDEO COMPRESSION
A number of different video compression schemes suitable for use at low bitrates are currently available, including a number of proprietary codecs, as well as other standardised codecs. The standardised codecs are dominated by two families, the ITU-T's H.263 family of video coding standards and the ISO MPEG-4 audio-visual standard. Both codecs are based on similar technology, namely the use of motion-predictive Discrete Cosine Transform to perform lossy video compression.
MPEG-4 [5] was originally intended to be a step forward in terms of compression efficiency. However, no significant advances were made in that area, and attention focused on providing a variety of new features. The codec's best-known innovation is probably its ability to code a video scene as a number of different objects. This property can be used in a number of ways. Allowing the user to manipulate objects in real-time will result in interactive video communications. Manipulation of objects is facilitated by the use of BIFS (BInary Format for Scenes). BIFS allows object properties to be altered (e.g. volume, position, colour). It is also used for real-time streaming of video, allowing individual objects to be displayed as they are received, without having to wait for the rest of the scene. MPEG-4 also has its own subset of Java commands, called MPEG-J. These commands enable interfaces to video objects, network resources, and input devices.
An MPEG-4 encoder will therefore produce a number of different streams for a single video sequence. Each object produces at least one stream for its video and another for its audio. There may also be another stream containing higher level information such as BIFS. Although the mechanisms by which these streams are packaged is not standardised, there is a "FlexMux" tool that can be used before transmission to combine streams when the number of streams becomes impractical.
Error Resilience Tools
For those wishing to implement a video conferencing system over a mobile link, MPEG-4's most significant feature is probably its suite of error resilience tools [6] . Unlike H.263+, MPEG-4 was specifically designed with mobile networks in mind.
The most basic error resilience option places the coded video data into regular sized packets, with resynchronisation words between each packet. Any single packet can be decoded independently of all of the other packets within that frame. Insertion of resynchronisation words at regular bit intervals eliminates a problem in H.263, where insertion of such words is performed at regular picture block intervals. In the latter case, the variable length nature of the bitstream leads to irregular numbers of bits between each resynchronisation word, resulting in some parts of the picture being more sensitive to errors than others.
Data partitioning separates motion and header data from texture data within each video packet. A codeword is inserted in between the two sets of data. Usually the majority of the packet is made up of texture information, the loss of which causes much less distortion at the decoder than if motion or header data is lost. Thus, data partitioning succeeds in ensuring that much of the packet is not very sensitive to error. It also places the most sensitive data at the beginning of the packet.
Placing all of the texture data together allows the use of Reversible Variable Length Codes (RVLCs). When an error is found in the packet, it is possible to search for the next packet header, and read backwards until another error is found. This often allows the recovery of a great deal more data than if normal VLCs are used.
The three modes provided are designed to provide incremental levels of robustness. As most of the overhead is provided by the first option, it makes little sense to use one option on its own. Therefore, it is recommended that all of the options are used at once.
Adaptive Intra Refresh (AIR)
Like most other video codecs, MPEG-4 uses Intra and Inter frames. Inter frames are predicted from previous frames, while Intra frames are nonpredictive, and are completely independent of any other frame. To prevent the propagation of errors over successive Inter frames, it is necessary to regularly "refresh" the display using Intra frames. Unfortunately, these Intra frames are, on average, much larger than Inter frames. This leads to a number of problems with respect to error resilience. Firstly, the bitrate peaks can result in a certain amount of data being dropped following an Intra frame. Therefore, data loss will occur even in conditions where there are no channel errors.
Secondly, Intra frames are much more sensitive to errors. Inter coded blocks contain the difference between a block two frames. The decoded block is added to the existing block at the decoder. Thus, if a block is incorrectly decoded, the result is masked by the fact that it is added to an existing block. If an Intra block is incorrectly decoded and displayed, it will be quite obvious and will seriously degrade picture quality. If a single error is found in an Intra packet it is common to discard all of the data to decrease the probability of displaying an incorrectly decoded Intra block.
One technique to get around these problems is the Adaptive Intra Refresh (AIR) method. This involves coding a fixed number of Intra blocks in each frame, eliminating the need for Intra frames. The MPEG-4 encoder tests each block using the Sum of Absolute Difference (SAD) calculated using the current block and the corresponding block in a previous frame. If the SAD exceeds a threshold, then that block is marked to be Intra-coded. The advantages of the AIR scheme can be seen in Figures 2 and 3 . The difference in traffic burstiness is shown in Figure 2 , where a fairly constant bitrate can be achieved at an average thoughput of 23 kbit/s. This improvement in traffic characteristics does not come at the price of received quality. In fact it can be seen ( Figure 3 ) that the PSNR (Peak Signal-to-Noise Ratio) for the AIR-encoded sequence at 40 kbit/s is superior to that for the same sequence encoded using INTRA frames at the same bitrate.
EXPERIMENTS Channel Allocation
The channel allocation scheme as used by GPRS is based on the packet resource multiple access (PRMA) scheme introduced in [7] . In this scheme, uplink channel contention is carried out on the Packet Random Access Channel (PRACH), where the mobile terminal transmits an access burst asking for channel allocation. The network then sets up a Temporary Block Flow (TBF), which is a unidirectional connection between the mobile terminal and the network. The TBF is maintained for as long as there are LLC PDUs to transmit. Although this is an efficient scheme for multiplexing several users onto limited resources, high system loads result in delays in the order of several seconds. This is obviously unacceptable for the support of real-time services. In fact, it can be seen that the current GPRS release does not support any latency guarantees. Therefore in the experiments carried out, it was assumed that the same temporary block flow is used throughout the session. This means that once all signalling associated with TBF setup is carried out, no further allocation is necessary. Research shows [8] that under such conditions, mobile-to-mobile delays of between 200 and 300ms are obtainable using such schemes. 
Experimental Setup
A Radio Access Physical Link Layer model was developed to simulate the performance of the GPRS PDTCH under different channel conditions. This model simulates the reception performance of a GPRS receiver. Soft-decision viterbi decoding and a 16-state equalizer are used at the receiver, while the channel was simulated for the Typical Urban multipath environment specified in [9] with an option for ideal frequency hopping. Simulations were carried out for the noise-limited case using AWGN at the receiver as well as for the interference-limited case with a single co-channel interferer.
This physical layer model was integrated with a radio access data flow model which simulates the effect of errors upon the GPRS protocols at the U m Interface (Radio Interface). This integration was implemented in a real-time emulator so as to allow for interactive monitoring of the effect of the radio access channel upon received multimedia quality. An MPEG-4 encoder and decoder were implemented in real-time allowing for a truly interactive mobile multimedia testbed. The emulator can equally be used for video as well as speech applications. However, the only real-time RLC/MAC functionality implementation was that which allows for a fixed TBF allocation. Although this is the only scheme that can provide acceptable quality for video over GPRS using the first GPRS release, it also means that the emulator is not suitable for non-delay-critcal data applications, where the throughput and delay performance depends very much on the performance of the MAC protocols. The emulator model was designed using modular design techniques, so as to allow the structure to include EDGE functionality. This will allow for the capability to be able to simulate the performance of Enhanced-GPRS (EGPRS). 
RESULTS

Error Resilience
Validation for using MPEG-4 as the codec of choice for the experiments carried out in this paper is provided by the performance of the error-resilience tools described in the previous section. Figure 6 shows the comparison between the objective quality that can be obtained with error-resilience tools enabled and the quality obtained without such tools. This Figure shows that under all but the very best channel conditions, the error-resilience tools provide a dramatic improvement, often making an otherwise unintelligible scene acceptable for most videoconferencing applications. Error Performance Figure 7 shows the results that are obtained for a 176×144 size video sequence encoded at 10 frames/second at an average throughput of 32 kbit/s. When examining the results, it can be seen that the CS-1 code protects the source information to such an extent that the quality of the sequences at Eb/No values in excess of around 11dB is practically indistinguishable from the quality obtained in errorfree transmission. The CS-2 and CS-3 codes achieve such levels of protection only at around 14 dB and 18 dB respectively. The experiments indicate also that for a given channel coding scheme at a given signal-to-noise ratio, the relative quality between the corrupted sequence and the error-free encodeddecoded sequence is quite independent of the sequence used. In practice, for the scenarios investigated, this means that for optimal perceptual quality, the CS-1 scheme should be used up to 
Link Capacity
In Figure 1 it was shown that the Video over IP over GPRS protocol scheme is rather header-heavy, in that a considerable portion of the available physicallink layer throughput is occupied by header bits, rather than actual media bits. This reduces the actual throughput per timeslot available to the actual application. The GPRS emulator was used to determine the actual average throughput per timeslot for real video sequences, and the number of timeslots required to support video sequences was determined. This is shown in Figure 8 , where it can be seen that for 5 frames/sec, very minimal quality is achieved at 2 timeslots per terminal, whereas the availability of three timeslots allows for operation at codingschemes CS-1 through CS-3. As expected, an increase in timeslot allocation allows for an improvement in the average quality of the received video. For the two-timeslot case, 5 fps cannot be sustained at CS-1, as extensive frame dropping will occur by the rate control mechanism. 
CONCLUSION
A real-time multimedia testbed for video over GPRS was developed. This included implementations of error-resilience-capable versions of the MPEG-4 encoder and decoder. Experiments carried out show that GPRS can support videoconferencing-capable video quality by using multislotting. It was seen that the CS-1 code adequately protects video down to a received Eb/No of 8dB, whereas the CS-3 code is only useful at Eb/No in excess of 18dB. The suitability of the Adaptive Intra Refresh scheme for fixed-allocation channels was also demonstrated.
