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Resumen—La  segur idad  del  software  es  una  de  las mayores 
preocupaciones  de  los  ingenieros  de  software.  Se  deben 
considerar   los  requer imientos  temprano  en  el  proceso  de 
desar rollo.  El  objetivo  de  este  ar tículo  es  presentar   una 
taxonomía  de  requer imientos  puros  de  segur idad  de  software. 
Tal  taxonomía  es  útil  porque  sirve  como  her ramienta  de 
educación  y  puede  usarse  como  lista  de  comprobación  y  como 
guía  para  la  toma  temprana  de  decisiones  preventivas.  Está 
generalmente aceptado que la segur idad es una combinación de 
tres  atr ibutos:  integr idad, disponibilidad y confidencialidad. El 
no  repudio  es  también  una  propiedad  impor tante  del  software 
seguro. La taxonomía se basa en estos cuatro conceptos y es una 
jerarquía  de  dos  niveles,  en  la  cual  las  categor ías  de  pr imer  
nivel  son  requer imientos  de  integr idad,  de  disponibilidad,  de 
confidencialidad  y  de  no  repudio.  Usamos  esta  clasificación 
pr imar ia porque es fácil para ingenieros de software y usuar ios 
entender   los  conceptos  de  integr idad,  disponibilidad, 
confidencialidad  y  no  repudio  y  relacionar los  con  los 
requer imientos  funcionales.  Para  aplicar   la  taxonomía,  se 
propone  un  proceso  de  cuatro  pasos:  1)  identificar  
requer imientos  funcionales,  2)  identificar   activos a proteger , 3) 
identificar  amenazas a los activos, y 4) definir  r equer imientos de 
segur idad  del  software.  Para mostrar   cómo usar   la  taxonomía, 
se presenta una aplicación de comercio electrónico. 
Palabras  Clave—Segur idad,  Segur idad  del  Software, 
Requer imientos  de  Segur idad,  Integr idad,  Disponibilidad, 
Confidencialidad. 
Abstract—Software  secur ity  is  a  major   concern  of  software 
engineer s. Secur ity requirements must be taken in account ear ly 
in the software development process. The goal of this paper  is to 
present  a  taxonomy  of  software  secur ity  requirements.  Such  a 
taxonomy is useful because it server s as an educational tool, can 
be  used  as  a  check  list  and  as  a  guide  to  eliciting  software 
secur ity  requirements,  can help  to  creating a  software  secur ity 
policy,  and can guide  to  taking ear ly preventive decisions.  It  is 
generally  accepted  that  secur ity  is  the  combination  of  three 
attr ibutes:  integr ity,  availability,  and  confidentiality.  Non­ 
repudiation is also an impor tant software secur ity proper ty. The 
taxonomy  is  based  on  the  four   concepts  and  is  a  two­level 
hierarchy,  in  which  the  fir st  level  categor ies  are  integr ity 
requirements,  availability  requirements,  confidentiality 
requirements  and  non­repudiation  requirements.  We  use  this 
pr imary classification because software engineer s and users can 
easily  understand  the  concepts  of  availability,  integr ity, 
confidentiality,  and  non­repudiation  and  relate  them  to 
functional  requirements.  To  apply  the  taxonomy,  a  four ­step 
process  is  proposed:  1)  identify  functional  requirements,  2) 
identify  assets  to be protected, 3)  identify  threats  to  the  assets, 
and  4)  define  software  secur ity  requirements.  To  show  how  to 
use the taxonomy, an electronic commerce application is used. 
Keywords—Secur ity,  Software  Secur ity,  Secur ity 
Requirements, Integr ity, Availability, Confidentiality. 
I.  INTRODUCTION 
ECURITY  is  currently  a  major  concern  of  software 
engineers.  Much  attention  has  been  paid  to  security  flaws 
introduced during designing or coding phases of the software 
development  life  cycle.  However,  there  is  need  for  more 
security  guides  to  be  used  in  the  requirement  engineering 
phase.  Although  security  flaws  are  rarely  introduced  in 
requirement  specifications  [13],  it  is highly  recommended  to 
consider  security  requirements  early  in  the  software 
development  process  [15],  in  order  to  prevent  introducing 
vulnerabilities  during  this  development  phase.  Security 
requirements  can  be  expressed  as  security  constraints  on 
functional  requirements  (“shall  not …  except  to”)  [9],  [16]. 
However,  according  to  [11],  most  of  the  time  security 
requirements  are  defined  describing  the  mechanism  used  to 
implement  security  (e.g.,  the  system  shall  provide  an 
authentication  mechanism),  but  the  security  issue  the 
requirement  is  supposed  to  solve  is  not  clear  and  security 
requirements  are  no  related  to  functional  requirements. 
Therefore, software users cannot identify the threats they, the 
software application and their assets are exposed to. Hence, it 
is  not  possible  to  establish  where  (within  the  software 












translated  into  other  kinds  of  requirements,  such  as  design, 
architectural, and implementation requirements [8], without a 
clear  understanding  of  how  implemented  security 
mechanisms are going to affect software system performance 
and security. 









The  difficulty when  creating  security  requirements  is  that 
abnormal  behaviors  must  be  anticipated.  Identifying 
abnormal behavior  requires developers  to  think like software 
hackers and crackers do. However, software engineers do not 
possess a deep background on security issues [10]. In order to 
change  this  situation,  software  engineers  need  tools  to  help 
them  elicit  software  requirements.  These  tools must  also  be 
intelligible  to users,  in order to guarantee that engineers and 
users  can  work  together  in  the  elicitation  process  and  learn 
about security issues. 
Taxonomies  –  hierarchical  systems  used  to  indicate 
relationships [11] – are useful tools when used as educational 
tools.  In  our  case,  a  taxonomy  of  security  requirements  can 
help  software  engineers  and  security  practitioners  concerned 
about  software  security  requirements.  The  goal  is  to  help 
developers  more  readily  identify  security  problems  in  the 
early  requirement  engineering  phase.  Moffet  et  al.  [16] 
present some examples of security requirements and mention 
the  need  for  a  taxonomy of  requirements. Ahn and Shin  [1] 
mention three kinds of security requirements within the role­ 
based  access  control  approach.  There  is  need  for  a  more 
comprehensive  taxonomy  of  security  requirements  [16].  In 
this  paper, we  propose  a  taxonomy of  security  requirements. 
The  taxonomy  is  programming  language­  and  development 
methodology­  independent.  Taxonomies  are  useful  for  the 
following reasons [10], [18]: 
•  A  taxonomy  can  be  used  to  help  deriving  security 
requirements. 
•  A  taxonomy  serves  as  an  educational  tool  for 
requirements engineers. 
•  A  taxonomy  of  security  requirements  can  be  used  as  a 






The  structure  of  this  paper  is  as  follows.  Section  2 
describes  related  work.  Section  3  describes  the  taxonomy 
proposed. Section 4 describes how the taxonomy can be used 
in  order  to  elicit  security  requirements.  Section  5  shows  an 
example  of  how  to  use  the  taxonomy.  Section  6  presents  a 




been  published.  Reference  [13]  presents  a  taxonomy  of 
computer program security flaws which are detected after the 
system is released and executed in a production environment. 
References  [15]  and  [19]  describe  a  taxonomy  of  coding 
errors  impacting  security.  This  taxonomy  can  be  used when 
developers type or compile code. 
Reference [18] presents a two­level hierarchy taxonomy of 
software  security  vulnerability  causes.  The  first  level 
corresponds  to  the  software  life  cycle  phase  in  which 
vulnerability  causes  originate  and  the  second  level 
corresponds  to  the  cause.  The  software  life  cycle  phases 
considered  in  this  taxonomy  are  analysis,  design, 
implementation, deployment, and maintenance. For example, 
according  to  this  taxonomy,  in  the  analysis  phase,  the  three 
possible  causes  of  software  security  vulnerabilities  are  1)  no 
risk analysis or no security policy, 2) biased risk analysis, and 
3)  unanticipated  risks.  However,  this  classification  is  not 
enough  to  help  software  engineers  elicit  software  security 
requirements. 
Reference [21] introduces a three­level hierarchy taxonomy 
of  software  security  flaws.  The  first  level  classifies  flaws  in 
two categories: inadvertent and intentional. This taxonomy is 
mostly  oriented  to  flaws  introduced  during  implementation, 
deployment, and maintenance phases. 
Reference  [10]  presents  a  taxonomy  of  software  security­ 
related requirements in which four different kinds of security­ 
related  requirements are  identified: 1)  security  requirements, 
2)  security­significant  requirements,  3)  security­system 
requirements,  and  4)  security  constraints.  Security 
requirements,  also  referred  to  as  pure security  requirements, 
refer  to  defensibility  solutions  corresponding  to  integrity, 
availability,  confidentiality,  and  non­repudiation 




that  pure  security  requirements  are  seldom  defined  because 
most  of  software  engineers  have  received  no  training  in 
identification,  analysis,  and  specification  of  this  kind  of 
requirements.  Security significant  requirements  refer  to non­ 
security  requirements,  such  as  functional  or  quality 
requirements,  having  impact  on  security.  Security­system 
requirements refer to derived security requirements associated 
with subsystems which implement security functionality, such 
as  access  control,  encryption/decryption,  and  antivirus 
packages.  Finally,  security  constraints  are  engineering
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elicitation  phase.  However,  it  is  still  difficult  to  software 
engineers  to  figure  out  which  pure  software  requirements 
must be defined using the coarse classification presented. The 
purpose of our  study  is  to propose a more detailed taxonomy 
of  pure  software  requirements,  in  order  to  provide  software 
engineers  with  a  practical,  simple,  and  familiar  security 
requirement elicitation tool. 
III.  THE TAXONOMY 





unauthorized  withholding  of  information”  [4,  p.6],  and 
confidentiality  means  “the  prevention  of  the  unauthorized 
disclosure of information” [4, p.6]. This security definition is 
the  basis  of  the  approach  used  in  this  study  to  define  a 
taxonomy  of  software  security  requirements.  Following  this 
definition,  security  requirements  are  divided  into  three main 
categories: 
1. Integrity  constraints:  constraints  specifying  how  to 
preserve system integrity. 
2. Availability  constraints:  constraints  specifying  how  to 
preserve system availability. 
3. Confidentiality  constraints:  constraints  specifying  how 
to preserve system confidentiality. 
We  decided  to  use  this  primary  classification  plus  non­ 
repudiation  requirements  because  software  engineers  and 
users  can  easily  understand  the  concepts  of  availability, 
integrity,  confidentiality  and  non­repudiation,  and  relate  the 
effects  of  these  non­functional  software  properties  to  the 
system  functional  requirements.  Because  the  taxonomy  is 
intended to be used in the early requirements elicitation phase 
of  the  software  development  life  cycle,  the  purpose  is  to 
identify  security  requirements  using  plain  language  easily 
understandable for software engineers and users. No decisions 
about  which  and  how  security  mechanisms  will  be 
implemented are included in security requirements. 
Conflicts  among  security  requirements  are  common. 
Software  engineers  and  especially  users  have  to  decide  the 
emphasis  of  each  of  the  attributes  (integrity,  availability,  or 
confidentiality),  based  on  concerns  and  interests  of  the 
stakeholders  and  on  the  nature  of  the  software  system 
domain. 
The  taxonomy  presented  in  this  paper  is  a  two­level 
hierarchy,  as  shown  in Table 1. The  second­level  categories 
correspond  to  more  specific  security  issues.  The  taxonomy 
was  built  combining  personal  experience  and  input  from 
several  sources:  a  literature  survey  of  other  existing  security 
issues taxonomies [3], [10], [11], [13], [18], [19], [21], and of 
papers  describing  security  requirements, constraints, policies 





























Non­repudiation  refers  to  the  situation  in which  a  person 
cannot  claim  to  have  not  performed  some  action. 
Transactions  requiring  non­repudiation  shall  be  identified. 
This  kind  of  constraints  is  especially  important  in  e­ 
commerce systems. 
Example:  The  system  shall  not  allow  a  purchase 
transaction  before  the  system  knows  the  identity  of  the 
customer. 
B.  Integrity requirements 
Security  requirements  are  required  to  restrict  actions 
threatening  integrity.  Second­level  constraint  subcategories 
are discussed below. 
1) Modification requirements: Modification of restricted or 
sensitive  data  must  be  constrained.  Circumstances  under 
which  modifications  are  allowed  must  be  defined. 
Modification logs required must be identified. 
Example:  The  system  shall  not  allow  customers  change 
sale price. 
2) Deletion requirements: Deletion constraints identify the 
circumstances  under  which  information  can  be  deleted. 
Deletion  logs  required  must  be  identified.  When  deletion
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constraints  are  defined,  persistence  constraints  must  be 
considered.  Persistence  refers  to  the  set  of  rules  on  how old 
records must be kept accessible in data bases. Legislation and 
regulation  define  persistence  constraints  for  some  kinds  of 
data  such  as  medical  or  financial  records.  Persistence 
constraints  prevent  from  deleting  information  until  the 
appropriate time is expired. 
Example: The  system  shall  not  allow users  delete historic 
accounting records generated during the last five years. 
3)  Datum  validation  requirements:  Input  data  requiring 
validation must be identified. Valid values, ranges, types, and 
sizes must be clearly defined to constraint input. 
Example:  The  system  shall  not  allow  users  input  strings 
longer than the buffers used to stored input data. 
4) Exception handling requirements: Exception handling is 
important  to  avoid  integrity  violations.  Possible  exceptions 
and  their  corresponding  handling  approaches  must  be 
identified. 
Example:  The  system  shall  inform  the  user  when  she 
inputs the value zero in the input box containing the number 
of months used to calculate an average salary. 
Example:  The  system  shall  inform  the  user  when  the 
system does not find the payroll file and shall assure that the 
software application does not fall abruptly. 
5)  Prerequisite  requirements:  If  following  an  order  in 
which actions  take place  in a system is necessary in order to 
maintain  integrity,  this  order  must  be  forced  through 
prerequisite constraints. For example, a user request must be 
authorized before being processed. 
Example:  The  system  shall  not  allow  users  to  withdraw 
money  from  their  account  before  the  system  checks  funds 
availability. 
6)  Separation  of  duty  requirements:  In  order  to  establish 
internal  controls  and  to  prevent  frauds,  separation  of  duty 
constraints must  be  defined.  Conflicting  roles  or  tasks must 
be identified. 
Example:  The  system  shall  not  allow  a  Purchase 
Department member to use account payable system options. 
7)  Temporal  requirements:  Under  some  circumstances, 
some  user  actions  may  be  allowed  only  during  certain  time 
periods,  such  as  office  hours  or  before  a  due  date  or  time  is 
reached.  This  kind  of  constraints  can  be  applied  to  stock 
exchange and medical information systems. 
Example:  The  system  shall  not  allow  stock  exchange 
transactions outside normal stock exchange hours. 
C.  Availability requirements 
In  order  to  guarantee  continued  service,  availability 
constraints  must  be  considered.  Requirement  subcategories 
are detailed below. 
1)  Response  time  requirements:  Constraints  on  response 
time  may  be  used  to  define  availability  requirements.  For 
example,  the  percent  of  requests  which  has  to  be  serviced 
within  certain  period  is  defined  through  a  response  time 
constraint. 
Example:  The  system  shall  provide  student  information 
within 1 hour for 99% of requests. 
2)  Expiration  requirements:  This  kind  of  constraints 
restricts the amount of time a connection takes to expire, that 
is,  to  time­out, because of user  inactivity. A  large amount of 
connection  requests  by  an  illegitimate  user may  prevent  the 
system  from processing  of  legitimate user  requests, affecting 
availability.  In  order  to  reduce  the  effect  of  such  a  kind  of 
attacks,  the amount of time  to time­out must be low enough. 
This  kind  of  constraints  can  also  be  considered  a 
confidentiality  constraint  useful when  users  forget  to  log­out 
and leave their working places. 
Example:  The  system  shall  reduce  the  time  connection 
requests  take  to  time­out  to  1  minute  when  the  number  of 
connection requests exceeds 10,000 per hour. 
3)  Resource  allocation  requirements:  Resources  such  as 
memory, disk space and CPU time allocated to a user must be 
restricted  in  order  to  avoid  asset  deprivation  and 
unavailability. This  is especially  important when anonymous 
users  are  allowed.  Amounts  of  free memory  and  disk  space 
required to handle user requests must be defined. 





Confidentiality  requirement  subcategories  are  discussed 
below. 
1)  Encryption  requirements:  Sensitive  information  which 
must be encrypted before being stored or transmitted must be 
identified. 
Example:  The  system  shall  not  allow  users  to  transmit 
credit card numbers using an easily understandable format. 
2) Authentication  requirements: According  to  [11, p.116], 
authentication is “concerned with ensuring that users are who 
they  say  they  are,  and  remain  so  during  the  ‘session’.” 
Working  schemes  requiring  sessions  and  transaction  types 
requiring  strong  or  very  strong  authentication  approaches 
must be identified. 
Example:  The  system  shall  not  allow  users  withdraw 
money  from  their  personal  accounts  before  they  re­ 
authenticate. 
3)  Aggregation  requirements:  Aggregates  of  data  may 
provide  valuable  information.  Access  to  aggregated 
information derives  from having access to a large number of 
records. Aggregation constraints must be defined  in order  to 
prevent  users  from  having  access  to  aggregated  information 
which  must  not  be  disclosed.  Examples  of  aggregated 




sales  reports  before  they execute  the end day drawer process 
(in a Point of Sales system). 
4) Attribution  requirements: Access  logs must  be defined. 
Access  logs must  contain  details  such  as  subject  name,  date 
and  time,  in  order  to  identify  unauthorized  disclosure  of 
information.  Logs  of  deletions  from  access  logs  must  be 
defined depending on how sensitive the information is. 




5) Consent  and  notification  requirements: This concept  is 
closely  related  to  privacy.  Depending  on  the  nature  of  a 
software system, consent and notification constraints must be 
defined. Datum owners have to be notified of the people with 
right  to access  their data or asking  to access  it. This kind of 
constraint  is  important  in  medical  information  systems. 
Legislation  regulating  this  kind  of  constraints  must  be 
considered. 
Example:  The  system  shall  not  allow  medical  center 
physicians  to  have  access  to  medical  records  of  a  patient 
unless the patient has approved the access. 
6) Cardinality  requirements: The number of  simultaneous 
connections  or  sessions  a  user  can  hold  must  be  defined. 
Besides  being  used  to  preserve  confidentiality,  this  kind  of 
constraints  is  also  important  to  avoid  system  overload  and 
possible system unavailability. 
Example:  The  system  shall  not  allow  more  than  two 
simultaneous connections to a user. 
7) Requirements  on  traces: Traces  on  previously accessed 
information may be  required depending on  the nature of  the 
system.  Mutual  exclusion  constraints  may  be  required.  For 
example,  if  a  software  system  offers  two mutually exclusive 
options, once a user has chosen one option, she cannot choose 
the  other  one.  An  interesting  example  of  this  constraint 
category  is  described  in  [6].  In  this  example,  organizations 
are  classified  in  conflict  of  interest  classes.  Organizations 
belonging  to  one  conflict  of  interest  class  are  competitors 
among  them. People are allowed to access information about 
only one organization per conflict of interest class. In order to 
achieve  this  goal,  it  is  necessary  to  keep  trace  of  previous 
access to the information. 
Example:  The  system  shall  not  provide  organization 
information  access  to  any  person  who  previously  accessed 
information  about  another  organization  within  the  same 
conflict of interest class [6]. 
IV.  HOW TO USE THE TAXONOMY 
The  taxonomy  of  software  security  in  conjunction  with 
functional requirement descriptions can be used as a guide to 
eliciting  software  security  requirements.  The  elicitation 
process is a four­step process, as shown in Fig. 1. Steps are: 
1)  Identify functional requirements: Security requirements 
make  sense  within  a  functional  requirement  context. 
Therefore,  functional  requirements  need  to  be  identified. 
UML use case diagrams and textual descriptions can be used 
to specify functional requirements. 
2) Identify  assets  to  be  protected:  Based  on  functional 
requirements,  software  engineers  can  identify  critical  assets 
which  have  to  be  protected  in  order  to  guarantee  integrity, 
confidentiality,  and  availability. Both  information assets and 
physical  assets  must  be  identified  [11].  For  example,  in  an 
electronic commerce system, one of the information assets to 
be  protected  is  the  product  catalog.  Determining  how  to 
identify  assets  is  out  of  the  scope  of  this  study. Haley et  al. 





relating  assets,  actions,  and harm [11]. Harm can be caused 
to  the  organization  developing  the  software  or  to  its 
customers,  providers  and  other  stakeholders.  Security 
requirements aim to protect assets from threats [4]. Therefore, 
identifying  threats  is  very  important  in  order  to  help  locate 
where security requirements have to be defined. When assets 
to  be  protected  have  been  identified,  software  engineers  and 
users  can  identify  threats  which  may  compromise  asset 
integrity,  availability,  or  confidentiality.  For  example,  in  the 
electronic  commerce  system,  the  product  catalog  (asset)  can 
be modified  or  deleted  by  an  illegal user  (actions),  resulting 
in  revenue  loss  and  reputation  damage  (harm). Determining 
how to identify threats is out of the scope of this study. Haley 
et  al.  [11],  Moffett  et  al.  [16],  and  Myagmar  et  al.  [17] 




identified  in  step  3  and  check  each  subcategory  in  the 
taxonomy  to  define  requirements.  Software  engineers  and 
users can ask a question such as, “Is there a way the absence 
of X requirements can contribute to execute action A?” In this 
case,  X  represents  a  sub­category  in  the  taxonomy  and  A 
represents  the  action  in  a  threat  description.  Following  the 
threat example from step 3 (product catalog modification) and 
starting  from  the Non­repudiation category, Non­repudiation 
constraint  absence  does  not  contribute  to  the  catalog 
modification  threat, whereas Modification constraint absence 
–  from  the  Integrity  category –does.  Software  engineers  and 
users  must  determine  under  which  circumstances  catalog 
modification is not allowed. For example, software engineers 
and  users  determine  that  members  of  the  Inventory 
Department  are  allowed  to  modify  the  product  catalog  but 
customers  and  employees  of  any  other  departments  cannot 
modify  it.  Then,  one  or  more  security  requirements  are
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defined.  As  an  example,  the  following  security constraint  is 
defined: 
“The  system  shall  not  allow  users  change  the  product 
catalog except to Inventory Department members.” 
Figure 1.  Security Requirement Elicitation Process 




be  conflicts  among  stakeholders,  due  to  differences  in 
interests. In such a case, users, clients, software engineers and 




It  is  important  to  emphasize  that  software  security 
requirements can help to defining preventive decisions but do 




in  system  validation  and  verification  processes,  especially 
when  testing  security.  Sometimes,  different  requirements 
related  to  the same asset can be combined, as far as they are 
not  conflicting,  in  order  to  reduce  the  number  of 
requirements.  For  example,  constraint  “the  system  shall  not 
allow  users  change  the  product  catalog  except  to  Inventory 
Department members during office hours” is the combination 
of a Modification constraint and a Temporal constraint. 
V.  EXAMPLE OF TAXONOMYUSE 
We will illustrate how to use the proposed taxonomy using 
a  Web­based  hotel  reservation  system.  We  will  follow  the 
four­step process proposed to elicit software requirements 
A.  Identify Functional Requirements 
In  this  example  we  will  use  the  Unified  Modeling 
Language  (UML)  [5]  to  represent  functional  requirements. 
Fig.  2  shows  the  corresponding UML  use  case  diagram. As 
shown  in Fig.  2,  the hotel  reservation system consists of  ten 
use  cases.  Textual  descriptions  for  Change  Reservation  and 
Guarantee  Reservation  use  cases  are  shown  below.  We 
develop  this example using only  these  two use cases, but the 
whole  process  must  be  executed  to  cover  the  whole  system 
functionality. 
Use case name: Change Reservation 
Summary: A  customer  changes  one  or more  details  into  an 
existing room reservation, via Web. 






1.  The  customer  enters  the  reservation  code  or  the 
customer’s name. 
2.  The  system  displays  all  the  information  relative  to  the 
reservation. 
3.  The  customer  enters  the  information  to  be  changed 
(check­in  date,  check­out  date,  numbers  of  persons,  and 
quantity and type of rooms). 
4.  The  system  checks  room  availability  according  to  data 
entered by the customer. 
5.  The  system  changes  reservation,  displays  a  successful 
message and the reservation code. 
6.  If  the  customer  wants  to  guarantee  the  reservation  or 
change  the  credit  card  number:  Extend  Guarantee 
Reservation Abstract Use Case. 
Alternatives: 
•  If  the  hotel  does  not  have  rooms  available,  the  system 
prompts  to conserve  the original  reservation and display 
an  apology  message  explaining  the  exact  reason. 
Customer  may  provide  other  data  to  try  again.  If  the 
customer  doesn’t  want  to  conserve  the  original 
reservation, the system prompts to cancel the reservation 
and displays an apology message. 
•  If  the  reservation  could  not  be  guaranteed  because  the 
credit  card  number  is  invalid,  the  system  asks  the 













2.  The  external  system  validates  the  credit  card  number 
provided (existence, non stolen, non expired). 




•  If  the  external  system  does  not  validate  the  credit  card 






cases,  software  engineers  and  users  derive  that  the  system 
reads  or  stores  information  about  reservations  and  credit 
cards. These are the assets to protect. 
C.  Identify Threats to the Assets 
Software  engineers  derive  a  list  of  threats  associated with 
reservations and credit cards. For example, in this case some 
of the threats are: 
a)  Reservation  information may be modified  by  an  illegal 
user. This situation can damage reputation of the hotel. 
b) Reservation information may be changed by a legal user 
who  later  denies  she made  the  change,  provoking  a  revenue 
loss and a reputation damage. 
c) Credit  card  information may be  accessed  and  disclosed 
by  an  illegal  user,  leading  to  possible  lawsuits  or  reputation 
damage  to  the  hotel  and  financial  loss  to  the  credit  card 
owner. 
Note  that  there  are  more  possible  threats  associated  with 
the  identified  assets.  However,  in  this  example  we  only 
consider  threats  associated  with  the  functionality  under 




steps:  1)  take  each  of  the  taxonomy  categories, 
2)  determine  whether  the  absence  of  requirements  of  the 
category  contributes  to  the  action  associated with  the  threat, 




The  software  taxonomy  proposed  in  this  study  has  some 
limitations.  It  is  a  complement  to  the  security­related 
requirement  taxonomy  presented  by  Firesmith  in  [10].  The 
taxonomy only focuses in one of the four categories specified 
by Firesmith: the pure security requirements. The focus is set 
on  software  security  requirements  which  can  be  elicited 
during the requirement engineering process, independently of 
the security mechanisms established later in the software life 
cycle.  Eliciting  security  requirements  takes  time,  not  always 
available  to  software  engineers.  Learning  to  identify  threats 
and  define  corresponding  security  requirements  also  takes 
time.  Additionally,  using  the  taxonomy  does  not  warranty 
that the resulting security requirements will be verifiable. 
Despite  these  limitations,  using  the  proposed  taxonomy 
offers  several  advantages  to  software  engineers.  It  can  help 
them  to  identify  the  threats  software  applications  and  their 
assets  are  exposed  to.  Security mechanisms  can  be  designed 
to  solve  specific  threats  and  security  issues.  Well  written 
security  requirements,  that  is, unambiguous and  feasible, are 
verifiable.  This  will  not  ensure  that  software  systems  are 
completely  secure,  but  it  is  possible  to  assert  that  software 
assets  are  secure  to a certain degree. Software engineers can 
create test cases for each security requirement. They can also 
trace  implemented  security  mechanisms  to  security 
requirements. 
It  is  also  important  to  emphasize  on  the  necessity  of 
defining  security  requirements  which  do  not  constrain  the 































































In  this  paper  a  general  purpose,  two­level  hierarchy 
taxonomy of software security requirements is described. The 
first  level  categories  are  integrity  requirements,  availability 
requirements,  confidentiality  requirements,  and  non­ 
repudiation  requirements.  Each  first  level  category  is 
subdivided  in  more  detailed  requirements.  The  taxonomy  is 
useful during the requirement engineering phase and must be 
adapted  to  the  particular  security  requirements of a  software 
system. 
To  apply  the  taxonomy,  a  four­step  process  is  proposed: 
1)  identify  functional  requirements,  2)  identify  assets  to  be 
protected,  3)  identify  threats  to  the  assets,  and  4)  define 
software  security  requirements.  When  conflicts  among 
security  requirements  arise,  software  engineers  and  users 
have to decide which security requirements prevail and which 
are  partially  or  totally  discarded.  If  the  resulting  security 
constraint  list  is  very  long,  requirements  related  to  the same 
asset can be combined into one. 
Several  research  issues  remain.  First,  it  is  important  to 
understand conflicts arising among different kinds of security 
requirements and how they can be solved in order to generate 
a  consistent  security  constraint  set. Also,  the  taxonomy may 
be  specialized  to  specific  domains,  such  as  electronic 
commerce, banking, or medical records. 
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