In the article we investigate irregular Gabor frames. It is shown that for any Schwartz function ψ the family of its time-frequency shifts constitutes a weighted Gabor frame if only the lattice of sampling timefrequnecy-values is dense enough. The proof uses classical analysis tool only and bases on the localization of the kernel of the Gabor transform, further, the method allows to find the density bound explicitly. A numerical example is presented.
Introduction
Regular Gabor frames, i.e., ones over a regular lattice Γ = ωZ × tZ, and semiirregular Gabor systems, i.e., with the lattice of the form Γ = {ω j } × {t k }, have been studied intensively since the publication of the article [6] by Daubechies et al. One of the latest articles on this topic [17] gives a complete characterization of parameters (ω, t) of a regular lattice for a wide class of window functions. Several recent publications [11] , [15] , [16] give criteria for existence of Gabor frames or vector-valued Gabor frames on lattices defined as Γ = AZ 2 for an invertible real-valued matrix A. In this context, it is worth to mention the article [13] , where the author shows that it is sufficient to verify the injectivity of the frame operator on a certain subspace of tempered distributions in order to prove its invertibility on L 2 (R d ). The lattices considered here are again periodic, i.e., of the form Γ = AZ 2d for an invertible real-valued 2d × 2d matrix A.
However, only few results are available for irregular Gabor systems where the set of sampling points is an arbitrary subset of R 2 . Most of them [21, 18, 2, ?, 4 , ?] concern the relation between the Nyquist or Beurling density of the set of sampling points and the frame bounds, provided that the system forms a frame. Similarly, in [2] and [14] the localization of a frame (notion introduced independently in [14] and [1] ) in dependence of the localization in time and frequency of the analyzing function is investigated, i.e., a necessary condition for a Gabor system to be a frame is obtained. In the article [9] the question is discussed, whether a Gabor frame over a regular lattice keeps its frame property if the window function and/or sampling points are slightly perturbed.
We would like to pay special attention to the articles [23] and [22] by Sun and Zhou. In the first of them, the authors prove that the system {ψ ωntn : n ∈ Z} is a frame for certain ψ from the Sobolev space H 1 if {(ω n , t n ) : n ∈ Z} ∈ [nω, (n + 1) ω] × [mt, (m + 1) t] and ω and t are small enough. A generalization of this result is given in the latter article. Here, the sampling points {(ω n , t n ) : n ∈ N} can be every relatively discrete and (ω, t)-dense sequence if ω and t are small enough; in this case, a weight must be involved. In both cases, Sun and Zhou determine the frame bounds explicitly.
Another approach is based on the theory of atomic decompositions of Banach spaces developed by Feichtinger and Gröchenig about 1990 [7, 8] . It follows from their theory that if the kernel of the Gabor transform is integrable on R 2 , then there exists an open set U ⊆ R 2 such that {ψ ωntn : n ∈ Z} is a frame for L 2 (R) for every relatively separated set {(ω n , t n ) : n ∈ Z} ⊆ R with the property n∈Z ((ω n , t n ) + U ) = R 2 . The result is based on abstract analysis and does not contain any information on how to determine the density.
A constructive version of the proof from [7, 8] can be found in [10] . Some quantitative results are provided: a criterion for the general case ψ ∈ S 0 (R), where S 0 denotes the Feichtinger algebra, and explicit density for some cases, i.e., for ψ satisfying some additional smoothness and decay conditions.
In this article, a result similar to those from [7] , [8] and [10] is derived for the case of weighted Gabor frames, using tools from classical analysis only. The main difference is that the lattice does not need to be a relatively uniformly separated (discrete) set (i.e., a finite union of sets {γ i } with |γ i − γ j | > δ for some δ). An example of a set satisfying conditions of the Theorem 1.1 which is not relatively uniformly separated is
An apparent contradiction to the result from [4] (for a Gabor system to be a frame, the time-frequency parameters must be relatively uniformly discrete and have a lower Beurling density not less than 1) can be easily explained by the fact that in our research we consider weighted frames, whereas Christensen (and the authors the most other articles mentioned in this introduction) investigate frames with uniform weight µ n = 1.
The main theorem is the following: • j and µ be a weight function on Γ given by µ j µ(y j ) = |O j |. If the window function ψ is in the Schwartz class, then there exists a number λ 0 such that if λ < λ 0 , the family {ψ ωt : (ω, t) ∈ Γ λ } is a frame with weight µ for L 2 (R).
The method allows to find a necessary density explicitly, however, the result is far from being optimal, as can be seen on the presented numerical example.
The paper is organized as follows: Section 2 contains basic information about Gabor transform and framers, in Section 3 we prove the main theorem, and an example is presented in Section 4.
Preliminaries 2.1 Gabor transform
For a window function 0 ≡ / ψ ∈ L 2 (R) we define its time-frequency shift as
where T and M denote respectively the translation and modulation. Then, the Gabor transform of a function f ∈ L 2 (R) with respect to ψ is defined by
It is invertible on L 2 (R 2 ) and its inverse is given by
(1)
holds. Consequently,
Further, the Gabor transform is an isometry:
For more details on Gabor transform compare e.g. [12] .
Frames
A family of vectors {f j } j∈N in a Hilbert space H is called a frame with weight µ = {µ j } j∈N for H if there exist constants A, B > 0 such that
The numbers A and B are called frame bounds (or constants.) The frame operator
is invertible and satisfies for some c > 0, 0 < < 1
Conversely, if (5) is satisfied, then the system {f j } is a frame. A possible choice of the constants in in this inequality is
Some good surveys on the theory of frames can be found in [5] and [3] .
Gabor frames
First we adapt the quite abstract theory of Feichtinger and Gröchenig about atomic decompositions [7] to the concrete case of Gabor transform. The proof we give is analogous to that given by Holschneider in [19] for wavelet frames over R × R + .
Theorem 3.1 Let Γ = {y j } j∈N be a grid in R 2 and suppose that
converges absolutely for some weight µ. Then {ψ ωt , (ω, t) ∈ Γ} constitutes a frame with weight µ for
is pointwise bounded by G(x−z) for G a non-negative integrable function with
Proof. We will show that
for any f, g ∈ H, compare (5). The series in (9) is equal to yj ∈Γ G ψ g(y j ) G ψ f (y j ) µ(y j ) and therefore, by the reproducing kernel equation (2) we have
Since the sum and both integrals converge absolutely, we may change their order, and using the property K ψ (x; y) = K ψ (y; x) (compare formula (1)) we obtain
On the other hand we have
hence the difference on the left-hand side of (9) is equal to
Now supposing the boundedness condition for (8) is satisfied, we may apply the Schwarz inequality for the outer integral and obtain
Further, Young's inequality yields G * G ψ f 2 ≤ G 1 · G ψ f 2 and with the isometry property (4) we obtain (9), as desired.
In the following, we show that the conditions of this theorem are satisfied for a suitable grid of points and an appropriate weight if the kernel of the transform is bounded by an integrable function.
Theorem 3.2 Let Σ = Σ λ = {O j , j ∈ N} be a disjoint cover of R 2 of simply connected measurable sets O j with non-empty interior O 
where v is an integrable and bounded function with the property that for any σ > 0 there exist constants a σ , b σ > 0 such that
and C > 0. Then there exists a number λ 0 such that if λ < λ 0 , the family {ψ ωt : (ω, t) ∈ Γ λ } is a frame with weight µ for L 2 (R).
Proof. We have to show that the conditions of the previous theorem are satisfied. Let R be the function defined by (8) and L a positive constant. Part 1. In the case |x − z| ≥ L we use the triangle inequality and estimate the absolute value of G by the sum of absolute values of K ψ and T ,
The series on the right-hand-side of (12) is bounded by
and thus we obtain
since |y − y j | ≤ λ for y ∈ O j , j ∈ N, and (11) holds. We choose G(x − z) to be equal to the right-hand-side of (14) and for its integral over |x−z| ≥ L we obtain
Note that for an integrable v the convolution v * v is also integrable by Young's inequality. Part 2. The case |x − z| ≤ L 2a. First we restrict the series in (7) and the integral in (3) only to y which are far from x and z. More precisely, we set
with a constatnt c > 1. According to the previous consideration, the absolute value of the first summand of R 1 is less than or equal to
for t := x+z 2 . Similarly, for the second one we obtain an upper bound
Note that in this case, the region of integration must be enlarged, since we integrate over whole sets O j , whereas only one inner point y j is in the distance at least cL from t. The function v 2 is integrable since v is a bounded integrable function. Now we set G 1 (x−z) to be the sum of the right-hand-sides of (16) and (17) and for its integral over |x−z| ≤ L we obtain
where ω 2 (B R ) denotes the Lebesgue-measure of 2-dimensional ball of diameter R.
2b. Now we consider R 2 : = R − R 1 , i.e.,
Here, both terms can be put under one integral sign and with the property
The integral of G 2 over |x−z| ≤ L is then less than or equal to
Now the boundedness assumption of Theorem 3.1 is satisfied if
It remains to show that a triple of constants L, c and λ 0 can be found such that (19) holds for λ ≤ λ 0 . This can be done iteratively: 1. suppose that λ < 1, then for b λ = b 1 one can find a λ with a λ < a 1 ; find an L such that g 0 < 1 3 ; 2. find a c such that g 1 < 1 3 for all λ < 1; 3. find a λ 0 < 1 such that g 2 < 1 3 for λ ≤ λ 0 .
Remark: Functions with the property (11) exist, e.g., radially symmetric positive functions monotonously non-increasing in |x|. In this case we have for a given σ and b σ > 1, and |u| ≥ σbσ bσ−1
Therefore a σ can be chosen to be equal to supremum of the expression on the left-hand-side of (20) over the compact set |u| ≤ σbσ bσ−1 .
In a similar way we have proven in [20] the existence of weighted Poisson wavelet frames on the sphere. In the case of wavelet frames we may impose a boundedness condition on the gradient of the reproducing kernel. Note that the reproducing kernel of the Gabor transform contains high frequencies. Therefore in this case we have a boundedness condition on the product of two kernels which is satisfied for some functions ψ as can be seen the example from Section 4.
As a next, we shall show that the condition |K ψ (x; y)| < v(x − y) implies
Lemma 3.3 Let K ψ be the reproducing kernel of the Gabor transform and suppose that the estimation |K ψ (x; y)| < v(x − y) holds, where v is an integrable and bounded function. Then ∇ y [K ψ (x; y) · K ψ (y; z)] is bounded by a constant.
Proof. Note that K ψ (ω, τ ; 0, 0) = G ψ ψ(ω, τ )/ ψ 2 . Let φ be an S(R)-function. By the inverse Gabor transform, the window function ψ is given by
assuming that ψ, φ = 0 (a function φ with this property exists since the set S(R) is dense in L 2 (R), and
-function, and φ is a Schwartz function, the right-hand-side of (21) is bounded, and further, absolutely integrable with respect to dt and with respect to tdt. Similarly,
Since all the integrals converge absolutely, we may change their order, and consequently we get
This function is again integrable with respect to ξdξ, and therefore, ψ is differentiable with a bounded derivative. Since ψ is by definition an L 2 (R)-function, the integral in the definition of the reproducing kernel
is absolutely convergent, and therefore, by computation of ∇ y [K ψ (x; y)·K ψ (y; z)], we can change the order of differentiation and integration. We obtain
and hence
A a next, we show that conditions (10) and (10) are satisfied exactly by kernels of Gabor transforms with respect to Schwartz functions. Proof. Let the kernel satisfy the boundedness criteria of Theorem 3.2. Equations (21) and (22) imply that ψ is a Schwartz function. Conversely, let ψ ∈ S. It follows from (23) that
for τ = τ x − τ y and ω = ω x − ω y . Denote the integral on the right-hand side of this equation by K(ω, τ ). Since ψ(· − τ ) ψ(·) is a Schwartz function, and K(·, τ ) is its Fourier transform, K is a Schwartz function with respect to the first variable. Further, K(ω, ·) is the convolution of ψ(−·) and ψ(·) e −iω· , and therefore it belongs to S. Consequently, K is a Schwartz function. Choose
then Lemma 3.3 and the prior Remark ensure that the required conditions are satisfied.
An application of this lemma to Theorem 3.2 yields Theorem 1.1.
Example
Suppose that v is the Gaussian function:
Then we can write the condition (19) explicitly. In this case we can set for a given b σ > 1:
Using this formulae, we may write the condition (19) in the following form:
Application to the Gabor transform with Gaussian window function
For ψ(ξ) = with ω = ω 1 − ω 2 and t = t 1 − t 2 , and This result is numerically very poor. The reason is generous estimations in the proof of Theorem 3.2. Since the estimated value is an integrated bound for the error of discrete convolution of two kernels, we suppose that an attempt to improve the estimations would not bring satisfying result. Therefore the existence statement in Theorem 3.2 should be treated as the most important result, and in the case of mother functions satisfying its assumptions, the density should be computed by other methods.
