













































图 1 基于 HMM 的统计参数语音合成系统




























系统 可 分 为 基 于 ＨＭＭ 的 训 练 和 基 于
















































图 2 基于 SAT 过程的多情感说话人语音数据情感语音合成系统





















































































































































式中：语音文件的对比数为Ｎ ，参数误差Ｗｉ反映了合成语音与原始语音之间的差异 ．Ｗ 表示基元
时长误差，定义为Ｗ ＝ （Ｔ２－Ｔ１）－（ｔ２－ｔ１） ，ｔ１为得到的合成语音基元的起始时间，对应的截
止时间为ｔ２，Ｔ１ 代表原始语音基元开始时间，其对应的截止时间为Ｔ２ ．语句时长误差Ｗ 定义如
下：Ｗ ＝ （Ｔｅ－Ｔ０）－（ｔｅ－ｔ０） ．合成语句的开始时间为ｔ０ ，截止时间为ｔｅ；Ｔ０为原始语句的开





































需要输入，并且需要对其进行分析，可以得到相关的标注文件 ．最后，进行 ＨＭＭ 训练，对训练结
果进行决策树聚类，得到 ＨＭＭ模型库．
ＳＡＴ２模型：训练前，在１６人中随机选取一人作为目标说话人，并在其录音中随机选取每种情













Fig.4 Objective evaluation result
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图 5 合成情感语音 MOS 得分
Fig.5 Synthetic emotional voice MOS score
图 6 合成情感语音 EMOS 得分
Fig.6 Synthetic emotional voice EMOS score
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评测对比分析
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３　结论
本文提出了一种基于多情感说话人自适应的情感语音合成方法，搭建了此情感语音合成系统
和传统的基于 ＨＭＭ的语音合成系统．实验证明，与传统的基于 ＨＭＭ的语音合成系统相比，在训
练阶段加入了说话人ＳＡＴ过程，获得多个说话人的情感语音平均音模型，减小了语音库中因不同
的说话人而产生的差异带来的影响，从而使得合成语音的情感相似度得到提升 ．根据平均音模型，
用少量的待合成情感语料就能通过自适应算法合成出流利度、自然度、情感相似度都很好的情感语
音．
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