In [15], we constructed a particular element of G and showed that it determines a continuous strong Markov process (called the reflecting barrier Brownian motion) on an extended state space D*.
In the present paper, by studying the structure of Dirichlet spaces associated with elements of G, we will answer the questions : (i) How many elements are there in G ? (ii) In what sense is the resolvent density of [151 typical among G ? 1) Cf. [5] .
2) We will say that a resolvent density Ga(x, y) is conservative (resp. symmetric) when a Ga(x, z)dz=1, a>0, xED(resp. Ga(x, y)=Ga(y, x), a>0, x, yED). D 3) We call a function on D a-harmonic when 1 N a2u(x) -~ =au(x) , xnD. 2 a,=1 axi Our goal is to establish in section 5 and section 7 a one-to-one correspondence between G and a class of Dirichlet spaces formed by functions on the Martin boundary of the domain D.
The present paper consists of nine sections. Sections 2 and 3 will serve as preparations for later discussions. In section 2 we will introduce the notion of the Dirichlet space (relative to an L2-space), in a slightly modified sense, due to Beurling and Deny [2] . In section 3, the Dirichlet space formed by every square integrable BLD function (denoted by BID) will be studied by making use of the Feller kernels on the Martin boundary.
With a given element Ga(x, y) = Ga(x, y)+Ra(x, y) of the class G, we associate a Dirichlet space (EFD, e) relative to L2(D) by EFD = {u L2(D) ; e(u, u) = lim /3(u-j9G pu, u)L2 (D) < boo}.
In sections 4, 5 and 6, the space (D, ~) will be analized in details as outlined in the following.
Let 9(actually independent of a > 0) be the space spanned by {Ga f, f B(D)} with respect to the norm /ea(u, u) _ /e(u, u)+a(u, u)L2(D) and 9Ca, the space spanned by {Raf, f B(D)}. For each a > 0, spaces 9D' and €4Ca are orthogonal with respect to ea and 'D = 9 Further the space (D', ~) is identical with the space BLDG of BLD functions of potential type. The proof of these facts will be carried out in section 4 by making use of a Feller type expression of Raf : Raf (x) = HR aJf, f . Denote by M the Martin boundary of the domain D. Using the Feller kernels, we introduce by (3.14) and (3.15 ) respectively a bilinear form D(,) for functions on M and a space HM of functions on M. Theorem 5.2 and 5.3 will characterize the above-mentioned filbert spaces {(via, ea), a > 0} by means of a Dirichlet space (9, eM(, ) ) satisfying the following conditions4'.
(B. 1) ¶FM is a linear subspace of HM. M contains every constant function on M.
(B. 2) 8M is a bilinear form on 9M which is written as CM(cp, cb) _ D(cp.~b)+N(q', ~), cc, cb E 9, where N is a non-negative symmetric bilinear form on 9 M satisfying N(1.1) =0. The space 1M is complete with metric )+2(~ )L2(M)` for a A >0. (B. 3) If cc iM and if c is a normal contraction of cc in the sense of [4] , then ~b M and N(cb, ci') < N(cp, cc). Conversely, for any pair (M, N) satisfying the conditions (B. 1), (B. 2) 4) Conditions (B.1), (B.2) and (B.3) implies that (EFM, eM) is a Dirichlet space relative to L2(M)', the space L2(M)' being defined in section 3. and (B. 3), we will construct in section 7 an element Ga(x, y) of the class G which corresponds to this pair (M, N) in the manner of Theorem 5.2. In this way, we will establish a one-to-one correspondence between the class G and the class of the pairs (M, N). Section 6 will be concerned with the boundary condition.
Consider again the Dirichlet space (FD, ~) associated with a given element Ga(x, Y) of G. Since 2D(cp, cp) for ~ HM is nothing but an expression of the Dirichlet integral of the harmonic function with fine boundary function cp (see Doob [7] and Fukushima [13] ), our results of sections 4 and 5 enable us in Theorem 6.1 to conclude that BLD0 C 9H C BLD and, for every u , 8(u, u) ? 2 m-j (grad u, D grad u)(x)dx. Furthermore, we can see that the space ~D = Ga(L2(D)) is a restriction of the domain D(d) of the generalized Laplacian d (denoted by the same symbol J as the usual Laplacian), which is defined in terms of the space BID (Definition 6.1) . This restriction will be decided in terms of (M, N) by the boundary condition (6.8) . Formula (6.8) includes implicitly the notion of the (generalized) normal derivative in Doob's sense [7] . Moreover, (6.8 ) is analogous to a boundary condition by Feller [11; p. 560] , where the Markov chains with a finite number of exit boundary points are treated. The final two sections will be devoted to the study of several special cases. In section 8, we will be concerned with the subclass G1 formed by those elements of G for which the corresponding forms N(,) vanish identically on the corresponding spaces 9.
We will see that a diffusion process on an extended state space corresponds to each element of G1. There are two extreme elements of G1: the cases when M = HM and when fM contains only constant functions. We will see that the former case turns out to reconstruct the resolvent density of [15] . In section 9, we will examine the cases that the domain D is a disk and an interval6'.
Here are two remarks about our class G of resolvent densities. First, we note that there is a one-to-one correspondence between G and a family of (equivalent classes of) Markov processes dominating the absorbing Brownian motion on D. Indeed, with each element G. (•, .) of G, we can associate, exactly in the same manner as in [15; section 3], a right continuous strong Markov process X = (Xt, Px, x E D*) whose state space D* is the MartinKuramochi type completion of D with respect to the class of functions {G1(., y), y D}. X has the following properties :
(X. 1) X is conservative on D:
5) F is the refinement of the space 9D (see (4, 18) 
s o EnD
Conversely, suppose that a right continuous strong Markov process X on an enlarged state space D* satisfies the conditions (X. 1) and (X. 2). Further we assume the existence of a symmetric, jointly continuous function Ga(x, y), a > 0, x, y E D, x y satisfying the condition (X. 3). Then, as one easily verifies, this function is an element of G.
Second remark is about the relation between the class G and the class of symmetric Brownian resolvents in the sense of T. Shiga and T. Watanabe [21] . By a Brownian resolvent, we mean a resolvent kernel {Ga(x, E), a > 0, x E D, E C D } such that Ga f (x) = S D' Ga-(xdy) f (y) satisfies the equation
for any infinitely differentiable function f with compact support. A resolvent kernel {Ga(x, E)} is said symmetric if, for any non-negative measurable functions f and g, Ga f (x)g(x)dx = $ f (x)Gag(x)dx<+oo. Any symmetric resolvent D D kernel defines a symmetric resolvent (operator) on L2(D) in the sense of section 2, so that we can associate with it a Dirichlet space relative to L2(D). It is obvious that each element of the class G is a density function of a conservative symmetric Brownian resolvent (kernel). Conversely, we can prove that any conservative symmetric Brownian resolvent is of the class G, as is outlined in the following.
It is implied in the remark preceding Proposition A. 6 of [21] that the decomposition theorem (Theorem 4.3) of the present paper is still valid for the Dirichlet space associated with any symmetric Brownian resolvent. Hence, starting with a conservative symmetric Brownian resolvent (without assuming the existence of a density function), we can go along the same line as in section 5 and we can reconstruct in section 7 the resolvent considered, by showing that it has a density function of the class G.
I wish to express my hearty thanks to T. Shiga and T. Watanabe for their valuable advices.
They have shown me the manuscript of [21] before publication. T. Watanabe admitted me to mention one of his unpublished results that the space 9t a, in our context, is contained in the space of a-harmonic functions with finite Dirichlet integrals (Theorem 5.1) . This made the arguments of section 5 simpler than those of the original version. § 2. Symmetric resolvents and Dirichlet spaces relative to L2-spaces.
Let (X, ~, m) be a measure space on a Hausdori space X with the topological Borel field B. We assume that m is finite : m(X) < + oo. Denote by L2(X) the space of all real-valued square integrable functions on X with the inner product (u, v)x= $u(x)v(x)m(dx).
x DEFINITION 2.1. A symmetric resolvent on L2(X) is a family of symmetric linear operators {Ga, a > 0} on L2(X) such that Gau is non-negative for any non-negative u a L2(X ), aGal <_ 1, Ga-Gp+(aj9)GaGp = 0 and Gaun decreases to zero m-almost everywhere on X when un E L2(X) decreases to zero. DEFINITION 2.2. Let u and v be measurable functions on X. We call u a normal contraction of v if the following inequalities are valid on X ;
is called a Dirichlet space relative to L2(X ), if the following three conditions are satisfied.
is a non-emply linear subset of L2(X) and ex(,) is a non-negative symmetric bilinear form on'x. (2.2) For some (or equivalently for every) a > 0, Ex is a real Hilbert space with the inner product eX(u, v) _ ex(u, v)+a(u, v)x , two functions ofx being identified if they coincide m-almost everywhere on X.
(2.3) Every normal contraction operates on (x, ex); if u is a normal contraction of vthen ux and ex (u, u) <_ ex(v, v) . Following Beurling and Deny [2] and Deny [4] , let us state two theorems about a one-to-one correspondence between Dirichlet spaces and symmetric resolvents. THEOREM 2.1. Let e(,)) be a Dirichlet space relative to L2(X).
(i) For each a > 0 and u L2(X ), there is a unique element Gau of ¶Fx such that (2.4) eX (Gau, v) _ (u, v)x for any v a Jx .
(ii) The family of operators Ga, a > 0, defined by (2.4) is a symmetric resolvent on L2(X ).
(iii) For each a > 0, {Gau ; u L2(X )} is dense in x with respect to the norm CX (3 > 0 being arbitrary).
We note that the non-negativity and the sub-Markov property of aGa, where Ga is defined by the equation (2.4) , follow from the condition (2.3) of the space (x, ex). Conversely, suppose that we are given a symmetric resolvent {Ga, a > 0} on L2(X). It is easy to see that Ga on L2(X) is a bounded operator with norm less than 1/a and consequently (Gau, u)x is non-negative for any u L2(X)1. Put for a 5 0 and u L2(X ), (2.5) e(u, u) = /9(u-PGp+au, u)x
We then have, (2.7) -a CX,p(u, u) = r (u, u) and _a ~X(u, u) ~ 0, >0, a~ a as a -which leads us to the following theorem. THEOREM 2.2. Let {G0,, a > 0} be a symmetric resolvent on L2(X ).
(i) e(u, u) defined by (2.5) is non-negative and it is non-decreasing as /9 increases. If we set (2.8) e(u, u) = lim CX,p(u, u), u L2(X), p-*+~ (2.9)x = {u; u E L2(X), Sx(u, u) < +oo} , then (g#x, e(,)) is a Dirichlet space relative to L2(X). (ii) For u -`fix and a>0, e(u, u)(= ex(u, u)+a(u, U))= lim e(u, u). ~-,+00
(iii) Ga satisfies the equation (2.4) for the space (Ex, ex(,)) defined by (2.8) and (2.9) .
Assertions (i) and (ii) of the theorem can be proved easily from (2.5) and (2.7). As for the statement (iii), note a consequence of (2.7) : /9Gpv converges to v strongly in L2(X) if v is in `fix. Hence we can conclude that the equation in statement (iii) is valid for every v FX.
The following lemma will be used in section 5. LEMMA 2.1. Suppose that (Ex, fix) is a Dirichlet space and u ¶F. Denote by un the truncation of u : un(x) = u(x) for I u(x) I <n, un(x) = n for u(x) > n and u(x)=-n nfor u(x) < -n. Then, (i) un E EF, and 8x(un, un) increases to 8x(u, u) as n tends to infinity. (11) (un)2 Ex and 8x((un)2, (un)2) < 4n28x(u, u). PROOF. Since un is a normal contraction of u, un is an element of u. Obviously e(u, u,) is increasing and its limit is no greater than e(u, u). Define Gp and eX,a by (2.4) and (2.5) 
C2n J 2n
From now on, we treat only the cases that the underlying space X is an Euclidean domain or its Martin boundary.
Suppose that Ga(x, y), a > 0, x, y D, x y is a symmetric resolvent density on a bounded Euclidean domain D. Then, by (2.10) Gau(x) = $DGa(X, y)u(y)dy, a > 0, u L2(D),
we have a symmetric resolvent {Ga, a > 0} on L2(D). DEFINITION 2.4. With the resolvent (2.10), we define a Dirichlet space (FD, e) relative to L2(D) by formulae (2.8) and (2.9) . We call (SD, e) the Dirichlet space associated with the resolvent density Ga(x, y) on D.
Denote by B(D)(Co (D)) the space of all bounded measurable functions on D (resp. all infinitely differentiable functions with compact supports). By Properties of BLD functions were profoundly investigated by Deny and Lions [5] and Doob [7] . In this section, we will study BLD functions in terms of the associated Dirichlet spaces and the Feller kernels defined on the Martin boundary. Theorem 3.1 will state that the space of BLD functions of potential type is identical with the Dirichlet space associated with the resolvent density of the absorbing barrier Brownian motion. We will give two applications of this theorem to exhibit the properties of the Feller kernel. Finally, we will present some results concerning boundary properties of a-harmonic functions with finite Dirichlet integrals, analogous to those by Doob [7] . Inequalities in Lemma 3.1 and equalities in the proof of the lemma will play basic roles in the following sections.
Throughout this section to section 8, we fix an arbitrary bounded domain D of RN. [5] ). In accordance with Doob [7] , a function of BLD° will be called a BLD function of potential type.
Let (FD', ec°') be the Dirichlet space associated with the resolvent density Ga(x, y) of the absorbing barrier Brownian motion on D (see Definition 2.4). We put (3.1)c0}
= {u E 9'D', u is fine-continuous quasi-everywhere on D}. We call c0' the refinement of the space D'. THEOREM 3.1.
(i) For each function u ofthere exists a function of which is equal to u almost everywhere.
(ii) EFc°> = BLD° and ec°)(u, u) = (u, u)D,1, u E y(°), PROOF. On account of Lemma 2.2 and the remark in the preceding paragraph, it is sufficient to show that, for a fixed a > 0, 
where Gan'u is defined by (2.10) for the resolvent density of absorbing Brownian motion on Dn. We can see that vn E BLD09'. By the equality N a2
8) By "quasi-everywhere" we means "except for a set of capacity zero ". 9) Gan'u is in BLDG for the domain Dn and hence, vnEBLD0 for D [5] . The proof of the theorem is n-+oo complete. Now we are in a position to introduce several notions related to the Martin boundary M of the domain D. Let p(E) be the harmonic measure of the Borel set E of M relative to the fixed reference point x0 D. DEFINITION 3.3 . If a function u on D has a fine limit p(e) at p-almost every e E M, we denote cp by ru and call it a boundary function of u.
Doob [7] has proved that every BLD function has a boundary function in L2(M) and that u is an element of BLDO if and only if u is a BLD-f unction and (ru)(e) = 0 for almost all M. Thus, COROLLARY TO THEOREM 3.1. u belongs to Eic0' if and only if u is a BLD function and u has a boundary function vanishing p-almost everywhere on M.
Let K(x, E) = Ke(x), x E D, be the Martin kernel associated with M. Define, for a > 0. (3.3) Ka(x, ) = K(x) = Ke(x)-a G0 (x, y)Ke(y)dy.
D
Put for e M, a >0,
Ua(E, a~) is non-decreasing in a and we put (3.5) U(, 2) = lira Ua(e, ~1) + 00.
We call Ua and U the Feller kernels1®. For functions cP and ~b on M, we define
Finally, we set for cp L1(M), (3.8) Hco
These kernels are symmetric p-almost everywhere (see [13] and footnote 15)).
if c L1(M), then we have r(Hcp) = cpll'. Here are two applications of Theorem 3.1. THEOREM 3.2. Let cc be a non-negative bounded measurable functions on M. Then, it holds that (3.10) U(co, cc) = e°'(Hcc, Hcp).
Moreover, if U(cp, l) is finite, then cc must vanish almost everywhere on M. PROOF. It is evident that I-Hcc L2(D). Identity (3.10) follows from Ua(cp, cc) a(Hacp, Hcp)D = a(Hcp-aG° Hcp, Hcp)D = ea°''°(Hcp, Hcp). Assume that U(cp, l) is finite. Then U(cp, cc) is finite, and identity (3.10) implies that Hcc must be an element of °'. Corollary to Theorem 3.1 now implies that r(Hp) = cc = 0. Theorem 3.2 will be used in the next section. In section 8, we will refer to the following theorem.
Let D = D U {oo} be the one point compactification of D. For a Borel subset A of the Martin boundary M, we set Ha (x) = HPXA(x), XA(e) being the indicator function of the set A. Define a probability measure V a on D by
Suppose that AC(A) > 0. As ,9 tends to infinity, the sequence of measures V a(dx) on .D=DU {oo} converges weakly to the o-measure concentrated at {oo}.
PROOF. By virtue of Theorem 3.2, J3(JI p ,1)D = U~(XA,1) --p +oo as j3 tends to infinity. Hence, it suffices to prove that, for each open set E the closure of which is compact in D, 13 J1 (x)dx is bounded in 13 > 0. Choose a non-negative u E Co (D) with u =1 on the set E. Let v be an element of C° (D) which is less than HxA everywhere on D and equal to HxA on the support of u. Then,
Owing to Theorem 3.1, the last term converges to (v, u)D ,1 as j3 --+0.
The proof of Theorem 3.3 is complete.
Turning to the study of boundary properties of a-harmonic functions, let 11) Cf. Doob [6] . 
Denote by L2(M)(L2(M)') the space of measurablefunctions cc on M such as.
(cc, cc)M < +00 (resp. (cc, co)M < +00). We set It is lower semi-continuous and strictly positive everywhere on M. Hence, it suffices to set C =1/ inf U11(e) to obtain estimate (3.16). Next, observe that. BEM Ual() is increasing and i-Uai() is decreasing as a increases. The first andd a second inequalities in (3.17) and inequality (3.18) are the consequences of the following equalities (3.19) , (3.20) and (3.21) respectively. 12) 1M denotes the function which is identically one on M. (3.19) Ua(co, cc) = a(Hacc, Haco)D+a2(Go+Haco, Haco)D, u1 is a bounded harmonic function. Hence, u1 has its boundary function, say gyp, in B(M) and u1(x) = Hcp(x), x E D13'. Since r(G8~u) =0, u has cc as its boundary function.
By virtue of the equality u = ul-aGa u1= Hcp-aGaHcp and identity (3.3) , we obtain u = Haco.
(ii) For u E BLDa,h, define u1 by (3.24) . Note that Goo. is a bounded operator on L2(D), so that u1 L2(D). Therefore G8.u = Gaul BLDo (Theorem 3.1) and u1 BLD. Hence we have
Owing to Doob [7] and Fukushima [13] , u1 has the boundary function (say cp) in L2(M) with (u1, ul)D,l = D(~o, ~o). Corollary Theorem 3.1 implies that r(Go~.u) =0. Thus, in the same way as in the proof of statement (i), we have ru = ~' and u = Haco. Identity (3.25) now implies (3.22) . Further, in view of equality (3.22 ) and the preceding lemma, co(= ru) must be an element of HM.
(iii) By virtue of formulae (3.17) and (3.19) , we see that Haco L2(D) for cP L2(M)'. Hence, G$+(Hacp) BLDG and r(Haco) = r(Hp) = cP. If, in addition, D(cp, cp) is finite, then u1= Hcp is BLD harmonic with (u1, ul)D,1= D(co, co) ( [7] ) and identity (3.25) is valid for u = Haco.
(iv) is only the restatement of Lemma 3.1 (iii). § 4. An expression of the symmetric resolvent density Ga(x, y) and a decomposition of the Dirichlet space associated with Ga(x, y).
Throughout § 4, 5 and 6, we assume that we are given a resolvent Ga(x, y) of G : Ga(x, y) = Ga(x, y)+Ra(x, y) is a conservative symmetric resolvent density and Ra(x, y) satisfies the conditions (G, a) and (G, b) stated in the beginning of section 1.
Our first task in this section is to give an expression of Ra f, f B(D), which is analogous to that of Feller [11] .
For a function c on M, Haco defined by (3.9) can be rewritten in terms of the measure a' (see (3.12) ) as (4.1) HacD
with the function Ka(x, ), a >0, x E D, M, defined by
14) Theorem 1 of [13] states that U(, r~) =---O(, 2 ,) when and ,~ are exit boundary points. Here, p is Naim's kernel [18] and q denotes either 2ir (if N=2) or (N-2) x {area of the unit sphere}. Since D is bounded, ,.almost all points of M are exit (see footnote 15)) and Theorem 9.2 of [7] leads to this expression of the Dirichlet integral of the harmonic function.
For one dimensional case, this expression is trivially true (see footnote 33)). To avoid confusion, we denote by 1D (resp.1M) the function on D (resp. M) which is identically unity there. Note that 1M is, up to a set of p-measure 15) Let E be the set of all non-exit boundary points and put u=HXE. Then aG°au = u for every a>0. Letting a tend to zero, we obtain u = 0 and 11(E) =0- Let {an, n = 1, 2, • • • } be an arbitrary sequence of real numbers increasing to infinity. Then R an1M(e) decreases to a non-negative function p(e) for every E M except on a set of ia-measure zero. We set p(e)=0 on the exceptional set. From (4.16), we have Ua(cp, 1M) <_ (1M, 1M)M for all a > 0. Letting a tend to infinity, we obtain U(cp,1M) < boo. Theorem 3.2 now implies that cp vanishes almost everywhere. Therefore, lim (1M, R an1M)M = (1M, co)M =0, completing the n-i+oo proof of (4.10).
Next, let (ED, C) be the Dirichlet space associated with our resolvent density Ga(x, y)=Ga(x, y)+Ra(x, y). Let us represent (9D, C) as a direct sum of a potential part and an a-harmonic part. Our procedure is based on Theorem 4.1 and we will never use any classical tool such as Green's formula.
Put for a >0. Here, C " is the norm for the Dirichlet space F$ associated with the resolvent density G° (x, y).
( (ii) yc0' C ' and e(u, u) = °'(u, u), u y0),0' being the refinement of the space FW ((3.1)).
(111) For each a > 0, the space (S', ea) is represented as = y(o) with 9t'a= {u 9'; u is a-harmonic on D}. Ra(B(D)) is dense in (,9Ca, ea).
PROOF. Let gC be the space of Theorem 4.2 (ii). Any function in s'Ca is a-harmonicl6', and so, continuous on D. Hence, in view of Theorem 3.1 (i) and Theorem 4.2, we can see that statements (i) and (ii) of the present theorem hold and that ' = EIc0' 0 JCa. Take any a-harmonic function u of SE and decompose u as u = uc''+uc2', ucl) s(o), uc2) E ~Ca. Then, uc'' is a-harmonic and belongs to the space BLDG (Theorem 3.1 (ii)). Hence, ucl' BLD° n BLDa ,h and ucl' =0. This proves the last assertion of Theorem 4.3.
16) Any U J(a is a limit of a-harmonic functions Rafn, fn~B(D), in L2(D). Hence, Rafn(x) converges to u(x) uniformly on each compact subset of D and u is a-harmonic (see [15; Lemma 2.2] ). § 5. The Dirichlet space (E, eM) induced by (4Ca, In this section, the Hilbert space (9Ca, ea) appeared in Theorem 4.3 will be identified with a Dirichlet space formed by functions on the Martin boundary M.
For this purpose, we will employ the next theorem due to T. Watanabe, which permits us to conclude that each function u of gca has its boundary function ru in L2(M)' and that u = Ha(ru).
Take any symmetric Brownian resolvent {Ga, a > 0} (see the final part of section 1 for the definition) and consider its associated Dirichlet space (, 8) relative to L2(D) in the sence of section 2. Set a'= {u ' ; u is a-harmonic}. Since ea'~(u, u) = 8a(u, u) for u E (0), the space 9O) is closed in norm Therefore, for the proof of assertions (i) and (ii), it suffices to show that iCa is complete with metric ea,2. Suppose that {un} forms a Cauchy sequence in {Ca, e'}.
Then, un converges to a function u ~a with metric ea and run converges in L2(M)'-sence to a function cc. Since un converges in L2(D)-sence, the convergence is the pointwise sence18'. On the other hand, u(x) = Ha(run)(x) -~ H acD(x) for each x E D. Hence u = Hacp and ru = cc. The last statement n-++co of Lemma 5.2 follows from the facts that (9, e) is a Dirichlet space and that I rv(e) I I ru(b) I for p-almost all E M. We will mention here the consequences of Lemma 5.2. Let cc be in L2(M)'. Owing to Lemma 5.2 (i) , there exists a unique element u~'2 of 9 such that the equation (5.9) ea~(u~'2, v) = (cc, rv) holds for all v E 9.
By virtue of Lemma 5.2 (ii), we can conclude that (5.10) u'2 E ~Ca since (5.9) implies ea.2(u~#, v) = 0 for all v E 9(0'. Furthermore, u~2 enjoys the property : (ii) In view of (5.13), R is a bounded linear operator on L2(M)'. Further, by (5.11), we have 2R 1 <_ 1 and ) cc > 0 for cc >_ 0. Symmetry and the resolvent equation for {R , 2 > 0 } follow from assertion (i).
(iii) Note that, for each 2 > 0, the space (EM, eM~(, )+2( , )) is a real Hilbert space, since the space ea,2) is. Identity (5.13) We will compute 8M(cp,, con). Owing to Lemma 5.3 (iii) , it holds that (5.16) eM(cnn, cc,,) = urn ~C (cpn, cc,,)-Ua(ccn, cc,,) a withdefined by (5.14) . The right-hand side of (5.16) is independent of a > 0 (Lemma 5.1 (ii)). Rewrite cc,,) asl9,
On account of Lemma 2.1 and Lemma 5.1 (iii), we see that cpn EM and
Combining (5.16) with (5.17) and (5.18) and employing equality (3.26), we arrive at
u-)+OO M M for each n and a > 0. Statement (i) of our lemma can be derived from (5.19) by letting a and then n tend to infinity.
(ii) This assertion is immediate from Lemma 5.1 (iii) and formula (5.4) . (iii) By Lemma 5.3 (iii) , the space EFM is complete with metric 6M(,) + Ua(cp, cp)+A( , ) for a > 0. In view of inequality (3.17), we arrive at conclusion (iii).
(iv) This is a consequence of Lemma 5.3 (iii) and formula (5.4) . The proof of Theorem 5.2 is now complete. We should point out here that the space (M, 6M) characterizes our resolvent density. Precisely, THEOREM 5.3. Consider two elements G(x, y) of the class G, i =1, 2. We associate the space (?, 8W) with Gai'(x, y) by means of Theorem 5.2, i =1, 2. Assume that (!2c, en?) =(F , 8M), then Ga)(x, y)=Ga)(x, y), a> 0, x, y E D. PROOF. Let (EF, 6(1),a) and (iC, 8(a) be the spaces of Theorem 4.3 associated with G (x, y), i =1, 2. We have by assumption 9Ca) = Ha(9W)= Ha(W) =g) and 8(i),a(u, u)=8W (ru, ru)+ Ua(ru, ru)=8W (ru, ru) + Ua(ru, ru)=8c2>,«(u, u) for u .'CP. By Theorem 4.3, we see that (c1', 6(l),a) = ((2), 6(2>,«) and that, for every u, v L2(D), (Gu, v)D = 6c2),a(Gal~u, Ga2~v)_6cl>,«(GaPu, Ga2'v)= (u, Ga2'v)D, from which the conclusion of Theorem 5.3 follows. § 6. Boundary condition.
In the preceding two sections, we have investigated the structure of the Dirichlet space (FD, 8) associated with a given element Ga(x, y) in G. Consider the space (BLD, (, ) (ii) Each function u of 9' has its boundary function ru in HM and it holds that
with a bilinear non-negative form N on r9'. Moreover, if v is a normal contraction of u E 9', then v 9' and N(rv, rv) < N(ru, ru). PROOF. The first assertion is immediate from Theorem 3.1, 4.3 and 5.1.
20) See (4.18).
Indeed, for a fixed a > 0, the Hilbert space (S', ea) is a direct sum of the space =BLDO and the space the latter being a subspace of BLDa ,h. In order to prove equality (6.1), decompose u ~' as u = ul+u2, u1 E ~0', u2 €9Ca. Then, (6.2) (u1, u2)D,l+a(ul, u2)D =0. By Theorem 3.1 and 4.3 (ii), (6.3) ea(u1, u1) = (u1, ul)D,1+a(ul, ul)D Combining Theorem 5.2 with Theorem 3.4 (iii), we see that u2 has its boundary function rue = ru in HM and (6.4) 8a(u2, u2) = (u2, u2)D,l+a(u2, u2)D+N(ru, ru). Formula (6.2), (6.3) and (6.4) lead us to equality (6.1). The properties of N stated in this theorem are implied in Theorem 5.2.
Our next task is concerned with an expression of the boundary condition for the class G. DEFINITION 6.1. If, for a function u BLD, there exists an f E L2(D) such that the equation (6.5) (u, v)D,1 = (f, v)D holds for every v E BLDG, then we will write (6.6) 1-4u=-f. 2
The set of functions u satisfying the above property will be denoted by iD (4) . We call such 4 the generalized Laplacian with domain D(4). We notice that the equation (6.5) holds for all v BLDO if and only if it does for all v E C° (D) (see the paragraph following Definition 3.2). Thus, u is an element of D (4) if and only if u BLD and -2 u in the =1 axi sense of Schwartz's distribution is a function of L2(D). The notion 4 in (6.6) is nothing but the Laplacian in the distribution sense.
For a given element Ga(x, y) of G, let us put Hence, w BLDa,h and w = Ha(rw) (Theorem 3.4). However, w satisfies the condition (6.8) for all ~b FM. Set ~b = rw. Then we have Ua(rw, rw) = 0 which implies that w = Ha(rw) = 0 in view of identity (3.19) . Thus, u must be an element of ~D. § 7. Construction of the symmetric resolvent density.
In the present section we are concerned with the converse problem to that of sections 4 and 5. For a given space (ElM, CM) described just below, does there its associated resolvent density Ga(x, y) of G exist? The answer is affirmative.
Define the bilinear form D and the function space HM by (3.14) and (3.15) respectively. We start with a function space iM and a non-negative symmetric bilinear form N on FM satisfying the following conditions : (B. 1) 9M is a linear subspace of HM and it contains constant functions, (B. 2) {M, D(,) )} is a Dirichlet space relative to L2(M)' and N(1,1) = 0 and (B. 3) if cb is a normal contraction of cp FM, then ~b and N(cb, ~b) < N(~o, co). For cp and ~b M, set
By the assumption, the space 1M is complete with the metric eM(, )+2( , )ar for each 2 > 0. On the other hand, inequality (3.18) leads us to (7. 3) (~, ~)M < i v 1 )e, ~) , cpsM, a>0.
By virtue of inequality (7.3) and Lemma 3.1 (ii), eM1 defines a metric on 1M equivalent to 6M(, )+2 ( (7.5) Ra(x, y) = HR aHa with Ra of the preceding lemma (see section 4 for notations H and Hy). Further, we set (7.6) Ga(x, y) = Ga(x, y)+Ra(x, y) with above Ra and the resolvent density Ga of the absorbing barrier Brownian motion on D.
We will show the following theorem. THEOREM 7.1. Suppose that a function space iM and a non-negative definite symmetric bilinear form N on 1M satisfying conditions (B. 1), (B. 2) and (B. 3) are given. Then, the following statements hold.
(i) Ga(x, y) defined by Definition 7.1 is an element of G; it is a conservative, symmetric resolvent density satisfying conditions (G. a) and (G. b). Owing to Theorem 6.2, we obtain COROLLARY TO THEOREM 7.1. Under the assumption of Theorem 7.1, there exists a unique element Ga(x, y) of G such that every function of GfL2(D)) satisfies the boundary condition (6.8) .
Before proceeding to the proof of Theorem 7.1, we prepare two lemmas. For cc B(M) and a >0, we set Uacc(e)1U11(E) if U11(e) < +oo , (7.7) U aco(e) = 0 if U11() = +oo .
Following the argument in the proof of Lemma 4.1,
Further we have easily if cc is a normal contraction of ~b E FM, then cc E 1M and e(cp, cc) <_ 6(cb, cb) . Thus, R a must be positive.
(ii) and (iv). For cc, c E FM, since 6M(cp, 1M)=0 and eM~(cp, cb)=6M(cp, cb)+(cc, Uacb)M. equalities of (ii) and (iv) follow from equation (7.4) through simple computations. Assertion (iii) is a consequence of (i), (ii) and inequality (7.9) . Conservativity. By Lemma 7.3, identity (7.8) and Lemma Lemma 7.3 and equations (4.5) and (4.6), (7.10 ) is seen to be identical with (7.11) (Ha, RaHf)M-(Ha, RPH9)M+(H , Ra(Ua-Ua)RPHa)M which vanishes according to Lemma 7.2 (iv) . PROOF OF THEOREM 7.1 (ii). Set 9C'a = Ha(JM) _ {u ; u = H"q, cp C FM} and C'a(u, v)=eM7(ru, iv) for u, v 9C'a. It suffices to prove that (9C'a, &'") coincides with the space ((ca, e"). Space (9c'a, e'") is a real Hilbert space since (FM, eM') is. We can see that Ra f , f E B(D), belongs to 9t'a and satisfies (7.12) e'"(Raf, , v) _ (f, v)D for every v E 9Ca . Indeed, according to Lemma 7.3, Raf (x) = Ha(R "IIa, f ). Hence Ra, f E 9Ca andd e(Raf, Hacfb) = EM'(fi "HQf, cb) _ CHaf, y')M = (f, Hac~)D for 0 Evidently, Ra, f , f E B(D), is an element of JCa and equation (7.12 ) is stilll valid if e'" is replaced by e" and 9Ca, by ~ . Thus, Ra(B(D)) being dense inn both spaces 9C'" and 9Ca., (9C'a, must be identical with (9Ca., e"). § 8. A class of diffusions including the reflecting Brownian motion.
In the preceding sections we have established a one-to-one correspondence between the class G of symmetric resolvent densities and the class of pairs (EFM, N) satisfying conditions (B. 1), (B. 2) and (B. 3), Denote by G1 the totality of Ga(x, y) in G such that the corresponding form N(,) vanishes identically on the corresponding space'M. According to those arguments in the preceding two sections, we can assert as follows. (ii) A linear space of functions on D with a bilinear form e(,) is the refinement22' of a Dirichlet space associated with an element of G1 if and only if F contains every constant function on D, BLD0 C C BLD, 8(u, u) _ (u, u)D,1 for every u E 9, ' is closed with norm e"(u, u) _ (u, u)D,1+a(u, u)D for an a>0,. and finally, every normal contraction of an element of E is also an element of 9.
(iii) For any element Ga(x, y) of G1, the function u=Gj (f E B(D), a > 0) belongs to the space BLD and 22) See (4, 18) . 27) It is plausible that the class G1 is characterized by a family of partitions of the boundary M.
28) GT(x, y) is the Laplace transform of the transition density p(t, x, y) = g(t, x, (y1+m, y2+n)). Here, g(t, x, y) is the two dimensional Gauss kernel. 1-cos (8-8') )b(d8, do') < +00.
l eie_eiel ~8
We note that the convergence condition (9.4) for the Levy measure Ii may not be satisfied in general31'. For instance, choose a measurable function a(B) bounded below and above by strictly positive constants and set The space FM is non-trivial, since it contains the function sine B. The measure 31) In this sense, our boundary condition (6.8) for the disk is never included by the Wentzell boundary condition [23] .
P4 (6, 8') dOd8' satisfies condition (9.3), but does not satisfy (9.4) . However, the pair (EF I, N) clearly satisfies conditions (B. 1), (B. 2) and (B. 3), and hence, on account of Theorem 7J, we can construct a resolvent Ga(x, y) of the class G which corresponds to this pair (in the manner of Theorem 5.2). I don't know whether the closed disk D is identified with the state space D* (the MartinKuramochi type completion of D with respect to G1(x, y)) on which the associated strong Markov process moves.
(II) One-dimensional case. In this case, D is a finite open interval (a, b) and the Martin boundary consists of two points a and b. We can express explicitly all the resolvents in the class G.
(II1) The case when FM is trivial; circular Brownian motion. This is one-dimensional case of section 8 (II). The corresponding resolvent is expressed as (8.5) . The boundary condition is u(a) = u(b) and u'(a) = u'(b)32). The corresponding process is a conservative diffusion on the one-point compactification of (a, b) and, as one easily sees, it is nothing but the Brownian motion on a circle.
(II2) The case when FM is non-trivial. The space 'M satisfying (B. 1) and (B. 2) necessarily consists of all functions on {a, b}. N(co, cc) satisfying (B. 2) and (B. 3) is written as (9.5) N(co, cc) _ ic(co(a)-~o(b))Z with a non-negative constant ic. Thus, this case is completely determined by each ic > __ 0. Take a ic >_ 0. By means of one-dimensional Brownian measure and Brownian hitting time to a and b, we set Ha(a) = Ex(e a'-'a; da < ab) and Ha(b) = Ex(e_a-'b ; 6b < 'a), a < x < b. Rewriting formulae (7.4) and (7.5), we can derive the following expression of the corresponding resolvent density.
H (a) (9.6) Ga ( a It is easy to see that these conditions (1) and (2) Thus, as for the one-dimensional case, the boundary condition (6.8) is reduced to Feller's one [12] applied to the class G.
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