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STURM-LIOUVILLE PROBLEM IN QUANTUM CALCULUS
AHMED FITOUHI, AKRAM NEMRI, AND MENIAR HADDAD
Abstract. This paper aims to study the q-analogue of the Sturm Liouville
problem and to give an asymptotic behaviour at infinity for its solution ϕ.
Additionally, we establish an asymptotic expansion of the q-Bessel function jα
for α > − 1
2
. We are not in situation to claim that our results are new but
they have the advantage to show that the method used by Agranovich and
Marchenko remain true.
1. Introduction:
In the classical spectral analysis (see [2] , [14],...), we denote by L a linear
differential operator of the second-order given by on [0,∞[ of the form
Lu =
d2u
dx2
− p(x)u(1.1)
where p(x) is a real function, continuous which is integrable on [0,∞[.
We note by ϕ(x, λ2) and θ(x, λ2) the solutions of
Lu = λ2u(1.2)
with initial conditions
ϕ(0, λ2) = sinα, ϕ′(0, λ2) = − cosα;
θ(0, λ2) = cosα, θ′(0, λ2) = sinα,
where λ is an arbitrary positif real number and α is an arbitrary real number.
It is known that solving (1.2) is equivalent to solving the following volterra
integral equation
u(x, λ2) = sinα cos(λx)− sin(λx)
λ
cosα+
∫ x
0
sin(λ(x − y))
λ
p(y)u(y, λ2)dy(1.3)
where x ∈ [0,+∞[, λ ∈ R∗+ and p(x) is an continuous integrable function on [0,+∞[.
Hence, for all λ ≥ ρ > 0, ϕ(x, λ2) is a bounded function and have the asymptotic
formulas
ϕ(x, λ2) = µ(λ2) cos(λx) + ν(λ2) sin(λx) +O(1)(1.4)
where
µ(λ2) = sinα−
∫ ∞
0
sin(λy)
λ
p(y)ϕ(y, λ2)dy,(1.5)
ν(λ2) = −cosα
λ
+
∫ ∞
0
cos(λy)
λ
p(y)ϕ(y, λ2)dy.(1.6)
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Similarly, we have
θ(x, λ2) = µ1(λ
2) cos(λx) + ν1(λ
2) sin(λx) +O(1)(1.7)
where
µ1(λ
2) = cosα−
∫ ∞
0
sin(λy)
λ
p(y)θ(y, λ2)dy,(1.8)
ν1(λ
2) =
sinα
λ
+
∫ ∞
0
cos(λy)
λ
p(y)θ(y, λ2)dy.(1.9)
In the present paper we are concerned to give its q-analogue and study its asymp-
totic behaviour at infinity.
This paper is organized as follows: in section 2, we present some preliminaries re-
sults and notations that will be useful in the sequel. Further it is natural to consider
in section 3, the asymptotic behaviour of ϕ(x, λ2; q2) and θ(x, λ2) for λ −→∞. the
fundamental result is given in the following theorem
Theorem 1.1. For λ in Rq,+, we have:
(1.10) µ(λ2; q2)ν1(λ
2; q2)− ν(λ2; q2)µ1(λ2; q2) = 1
q
1
2λ
.
Section 4, is devoted to finding precise asymptotic formulas of jα: the q-Bessel
function for large λ.
2. Notations and preliminaries
We recall some usual notions and notations used in the q-theory. Let a and
q be real numbers such that 0 < q < 1. In all the sequel we suppose that and
log(1− q)
log q
∈ Z.
The q-shifted factorials are defined by
(a; q)n =
n−1∏
k=0
(1− aqk) ;n ∈ N\{0},(2.1)
(a; q)0 = 1,(2.2)
(a; q)∞ =
∞∏
k=0
(1− aqk)(2.3)
and more generally:
(a1, · · · , ar; q)n =
r∏
k=1
(ak; q)n.(2.4)
The basic hypergeometric series or q-hypergeometric series is given for r , s integers
by
rφs(a1, · · · , ar; b1, · · · , bs; q, x) =
∞∑
n=0
(a1, · · · , ar; q)n
(b1, · · · , bs; q)n(q, q)n [(−1)
nq
n(n−1)
2 ]1+s−rxn
here
r, s ∈ N; a1, · · · , ar ∈ C; b1, · · · , bs ∈ C\{q−k, k ∈ N}
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The q-derivative Dq,xf of a function f on an open interval is given by:
(2.5) Dq,xf(x) =
f(x)− f(qx)
(1− q)x , x 6= 0
and (Dq,xf)(0) = f
′
(0) provided f
′
(0) exist. The q-shift operators are
(Λq,xf)(x) = f(qx)(2.6)
(Λ−1q,xf)(x) = f(q
−1x).(2.7)
We consider the q-operator
(2.8) ∆q,x = Λ
−1
q,xD
2
q,x.
The q-Jackson integral from 0 to a and from 0 to ∞ are respectively defined by∫ a
0
f(x)dqx = (1− q)a
∞∑
n=0
f(aqn)qn(2.9)
∫ ∞
0
f(x)dqx = (1− q)
+∞∑
−∞
f(qn)qn(2.10)
and from a to ∞,
(2.11)
∫ ∞
a
f(x)dqx = (1− q)a
+∞∑
n=1
f(aq−n)q−n.
Some q-functional spaces will be used to establish our result. We begin by putting
Rq = {±qk, k ∈ Z} ∪ {0},(2.12)
Rq,+ = {+qk, k ∈ Z}.(2.13)
Let Lpq(Rq,+), p ∈ [1,+∞[ be the space of functions f such that
(2.14) ‖ f ‖q,p= (
∫ ∞
0
| f(x) |p dqx)
1
p < +∞,
and for p =∞
(2.15) ‖ f ‖q,∞= ess sup
x∈Rq,+
| f(x) |
Note that for n ∈ Z and a ∈ Rq, we have
(2.16)
∫ ∞
0
f(qnx)dqx =
1
qn
∫ ∞
0
f(x)dqx.
(2.17)
∫ a
0
f(qnx)dqx =
1
qn
∫ aqn
0
f(x)dqx.
The q-integration by parts is given for suitable function f and g by:
(2.18)
∫ ∞
0
f(x)Dq,xg(x)dqx =
[
f(x)g(x)
]∞
0
−
∫ ∞
0
Dq,x(f(q
−1x))g(x)dqx.
Jackson in [8] defined the q-analogue of the Gamma function as
(2.19) Γq(x) =
(q; q)∞
(qx; q)∞
(1 − q)1−x
4 AHMED FITOUHI, AKRAM NEMRI, AND MENIAR HADDAD
We take the definition of q-trigonometric given by T.H.Koornwinder and R.F.Swarttouw
(see [11]) with simple changes and we write q-cosine and q-sinus as a series of func-
tions
cos(x; q2) = 1ϕ1(0, q, q
2; (1− q)2x2) =
∞∑
n=0
(−1)nbn(x; q2)(2.20)
sin(x; q2) = (1− q)x1ϕ1(0, q3, q2; (1− q)2x2) =
∞∑
n=0
(−1)ncn(x; q2)(2.21)
where we have put
bn(x; q
2) = bn(1; q
2)x2n = qn(n−1)
(1− q)2n
(q; q)2n
x2n(2.22)
cn(x; q
2) = cn(1; q
2)x2n+1 = qn(n−1)
(1− q)2n+1
(q; q)2n+1
x2n+1.(2.23)
The reader will notice that the previous definition (2.20) derived from those given
in [11] with minor change. These functions satisfy
Dq,x cos(x; q
2) = −q−1 sin(qx; q2),(2.24)
Dq,x sin(x; q
2) = cos(x; q2).(2.25)
and we have the following estimations:
| cos(x; q2)| ≤ 1
(q; q2)2∞
,(2.26)
| sin(x; q2)| ≤ 1
(q; q2)2∞
.(2.27)
We recall the tow q-analogue of the exponential functions [10], defined by:
E(x; q) = (−(1− q)x; q)∞ =
∞∑
n=0
(1− q)n
(q; q)n
qn(n−1)/2xn, x ∈ R(2.28)
e(x; q) =
1
((1 − q)x; q)∞ =
∞∑
n=0
(1 − q)n
(q; q)n
xn, |x| < 1
1− q .(2.29)
The function E(x; q) is analytic and e(z; q) is a meromorphic function on C having
simple poles at z =
q−m
1− q ,m ∈ N. They satisfy
e(x; q)E(−x; q) = 1.(2.30)
Proposition 2.1. 1- If F is any q-derivative of the function f , namely Dq,xF (x) =
f(x), continuous at x = 0, then∫ x
0
f(t)dqt = (F (x) − F (0)).(2.31)
2- For any function f we have
Dq,x
[∫ x
0
f(t)dqt
]
= f(x)(2.32)
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3- If G is any q-derivative of the function g, integrable over (x,∞); x ≥ 0
then: ∫ +∞
x
g(t)dqt = − lim
b−→+∞
(G(x) −G(b)) = G(∞) −G(x)(2.33)
4- For any function f integrable over (x,+∞), we have
Dq,x
[∫ +∞
x
g(t)dqt
]
= −g(x)(2.34)
2.1. The q-Wronskian: Let the following q-difference equation:
D2q,xu(x) + a(x)Dq,xu(x) + b(x)u(qx) = 0(2.35)
Proposition 2.2. We define the q-Wronskian W (x; q) For the two solutions u1
and u2 of the q-difference equation (2.35) by:
W (x; q)(x) = u1(qx)Dq,xu2(x)− u2(qx)Dq,xu1(x)(2.36)
=
u1(qx)u2(x) − u1(x)u2(qx)
(1 − q)x .(2.37)
It satisfies the following q-difference equation:
Dq,xW (x; q) + a(x)W (x; q) = 0.(2.38)
Furthermore:
W (x; q) =
W (0; q)
∞∏
k=0
[1 + (1 − q)qkxa(qkx)]
(2.39)
Proof. It easy to see that, if u1 and u2 are tow solutions of (2.35), we have the
relation (2.38).
Using the q-derivative definition (2.5), the equation (2.38) can be rewritten as:
W (x; q)−W (qx; q) = −(1− q)xa(x)W (x; q)(2.40)
then
W (qx, q) =
1
1 + (1− q)qxa(qx)W (q
2x; q).(2.41)
So, by induction we have for n ∈ N:
W (qnx; q) =
1
1 + (1− q)qnxa(qnx)W (q
n+1x; q).(2.42)
We deduce that
W (x; q) =
W (0; q)
∞∏
k=0
[1 + (1− q)qkxa(qkx)]
.(2.43)

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Proposition 2.3. The solution of the q-difference equation
(E) =


D2q,xu(x) + u(qx) = 0
u(0; q2) = a
Dqu(0; q
2) = b
(2.44)
is given by:
u(x; q2) = a cos(x; q2) + bq−
1
2 sin(q
1
2x; q2)(2.45)
Proof. Let u(x) =
∑
n≥0
anx
n. Then
D2q,xu(x) =
∑
n≥0
an+2
1− qn+2
1− q
1− qn+1
1− q x
n.(2.46)
If we replace in (2.44) we have the following recurrence relation:
1− qn+2
1− q
1− qn+1
1− q an+2 = q
nan.(2.47)
then
If n = 2p; p ∈ N, we have
q2pa2p =
1− q2p+2
1− q
1− q2p+1
1− q a2p+2(2.48)
so, by induction on p, we obtain:
a2p = (−1)p (1− q)
2p
(q; q)2p
qp(p−1)a0.(2.49)
similarly
if n = 2p+ 1, we obtain
a2p+1 = (−1)p (1− q)
2p+1
(q; q)2p+1
qp(p−1)a1.(2.50)
Using the definition (2.20), the solution of (2.44) is given. 
Corollary 2.4. For x ∈ Rq we have
cos(qx; q2) cos(q
1
2 x; q2) + q−
3
2 sin(q
3
2x; q2)sin(qx; q2) = 1(2.51)
which tends to the classical trigonometric relation
cos2(x) + sin2(x) = 1(2.52)
when q → 1−
Proof. Using the relation (2.38) and the condition a(x) = 0, we have
(2.53) Dq,xW (x; q) = 0.
So,
W (x; q) = lim
n→+∞
W (qnx; q) =W (0; q).
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W (0; q) = lim
x→0
W (x; q) = lim
x→0
[
cos(qx; q2) cos(q
1
2 x; q2) + q−
3
2 sin(q
3
2 x; q2) sin(qx; q2)
]
= lim
x→0
1
(1− q)x
[
q−
1
2 cos(x; q2) sin(q
3
2 x; q2)− q− 12 cos(qx; q2) sin(q 12x; q2)
]
= 1
The result follows. 
3. Asymptotic expansion of solutions at infinity
In this section, we try to study for λ −→∞ the asymptotic expansion of solution
u(x, λ2; q2) of Lq the q-difference operator defined by:
Lqu(x) = D
2
q,xu(x)− p(x)u(x); p(x) ∈ L∞(Rq,+) ∩ L1(Rq,+).(3.1)
In the next we try to resolve the following q-difference problem
Lqu(x) = −λ2u(qx), x ∈ Rq,+, λ ∈ Rq,+.(3.2)
Proposition 3.1. (The q-Gronwall lemma:)
Let f and g be two positive functions, continuous at 0 and q-integrable over all
finite interval of [0,+∞[.
We suppose that
f(x) ≤ Cq +
∫ x
0
f(t)g((t)dqt(3.3)
where Cq ∈ Rq,+.
Then
f(x) ≤ Cq∞∏
k=0
[1− (1 − q)qkxg(qkx)]
(3.4)
Proof. Let the following q-Jackson integral
y(x) =
∫ x
0
f(t)g(t)dqt,
we have,
Dq,xy(x) = f(x)g(x) ≤ [Cq + y(x)]g(x)
then,
Cq + y(x) ≤ 1
1− (1− q)xg(x) (Cq + y(qx)
and by induction on n, we deduce that
Cq + y(q
nx) ≤ 1
1− (1 − q)qnxg(qnx) (Cq + y(q
n+1x))
then
Cq + y(x) ≤ 1∞∏
k=0
[1− (1− q)qkxg(qkx)]
(Cq + y(0)).
The fact that y(0) = 0 leads to the result. 
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Corollary 3.2. Let f be a positive function, continuous at 0 and q-integrable over
all finite interval of [0,+∞[. We suppose that there exist two constants Cq and Mq
in Rq,+, such that
f(x) ≤ Cq +Mq
∫ x
0
f(t)dqt.
Then we have,
f(x) ≤ Cqe(Mq(1 − q)x; q2)(3.5)
where e(x; q2) is given by (2.29).
Definition 3.3. Let U(x; q2) and V (x; q2) be twice q-differentiable functions. We
define [U, V ]q by:
(3.6) [U, V ]q = U(qx; q
2)Dq,xV (x; q
2)− V (qx; q2)Dq,xU(x; q2)
Proposition 3.4. (q-Green formula)
For U(x; q2) and V (x; q2) twice q-differentiable functions, we have
(3.7) Dq,x [U, V ]q = V (qx; q
2)LqU(x; q
2)− U(qx; q2)LqV (x; q2)
3.1. q-Asymptotic behaviour of ϕ(x, λ2; q2) when λ −→ ∞. For λ ∈ Rq,+ let
ϕ(x, λ2; q2) the solution of the following q-difference problem (E1)
(E1) =


LqU(x, λ
2; q2) = −λ2U(qx, λ2; q2),
U(0, λ2; q2) = q−1 sin(qα; q2),
DqU(0, λ
2; q2) = cos(qα; q2) , α ∈ R.
(3.8)
where Lq is given by (3.2).
Theorem 3.5. Let p(x) in L∞q (Rq,+), then the solution ϕ(x, λ
2; q2) of (E1) verifies
the following q-integral equation:
ϕ(x, λ2; q2) = q−1 sin(qα; q2) cos(λx; q2) + q−
1
2
cos(qα; q2)
λ
sin(q
1
2 λx; q2)(3.9)
+
1
λ
∫ x
0
G(x, y, λ2; q2)p(y)ϕ(y, λ2; q2)dqy,
where G(x, y, λ2; q2) is the Green kernel defined by
(3.10) G(x, y, λ2; q2) = cos(qλy; q2)sin(q
1
2 λx; q2)− sin(q 32 λy; q2) cos(λx; q2)
Proof. We begin by resolving the following q-homogenous equation (E1,h)
(E1,h): D
2
q,xU(x, λ
2; q2) + λ2U(qx, λ2; q2) = 0.
For this way, if we use the same steps, given in proposition 2.3, we obtain
ϕ1,h(x, λ
2; q2) = a cos(λx; q2) + b
q−
1
2
λ
sin(q
1
2 λx; q2) ; a, b ∈ R.
Now we are able to give a particular solution ϕp(x, λ
2; q2) of (E1) . For deeps,
we use the q-Method of variation of constant. Hence we write ϕp(x, λ
2; q2) in the
following form
ϕp(x, λ
2; q2) = a(x, λ2; q2) cos(λx; q2) + b(x, λ2; q2)
q−
1
2
λ
sin(q
1
2λx; q2)
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Therefore, if we replace Dq,xϕ(x, λ
2; q2) and D2q,xϕ(x, λ
2; q2) in (E1), it can be
rewritten in the form
Dq,x [I1] + I2 = p(x)ϕ(x, λ
2 ; q2),(3.11)
where
(3.12) I1 = Dq,xa(x, λ
2; q2) cos(qλx; q2) +Dq,xb(x, λ
2; q2) sin(q
3
2λx; q2)
and
(3.13) I2 = Dq,xa(x, λ
2; q2)Dq,x[cos(λx; q
2)] +Dq,xb(x, λ
2; q2)Dq,x[sin(q
1
2 λx; q2)].
On the other hand, if we use (2.24) and (2.25), we obtain the following system

Dq,xa(x, λ
2; q2) cos(qλx; q2) +Dq,xb(x, λ
2; q2)sin(q
3
2 λx; q2) = 0
Dq,xa(x, λ
2; q2)Dq,x[cos(λx; q
2)] +Dq,xb(x, λ
2; q2)Dq,x[sin(q
1
2λx; q2)] = p(x)ϕ(x, λ2; q2)
(3.14)
Hence ,
Dq,xa(x, λ
2; q2) =
1
W (x, λ2; q2)
∣∣∣∣ 0 sin(q
3
2λx; q2)
p(x)ϕ(x, λ2; q2) q
1
2λ cos(q
1
2λx; q2)
∣∣∣∣
= −p(x)ϕ(x, λ
2; q2) sin(q
3
2λx; q2)
W (x, λ2; q2)
,
where W (x, λ2; q2) is given by (2.36). So by proposition 2.1 and proposition 2.3 we
obtain respectively that
(3.15) W (x, λ2; q2) = λ
and
a(x, λ2; q2) = − 1
λ
∫ x
0
p(y)ϕ(y, λ2; q2) sin(q
3
2 λy; q2)dqy.(3.16)
In a similar way, we can show that
b(x, λ2; q2) =
1
λ
∫ x
0
p(y)ϕ(y, λ2; q2) cos(qλy; q2)dqy(3.17)
then the particular solution ϕp(x, λ
2; q2) of (E1) is given by
ϕp(x, λ
2; q2) =
1
λ
∫ x
0
p(y)ϕ(y, λ2; q2)G(x, y, λ2; q2)dqy.(3.18)
where
G(x, y, λ2; q2) = cos(qλy; q2)sin(q
1
2 λx; q2)− sin(q 32λy; q2) cos(qλx; q2)(3.19)
furthermore, by the fact that
ϕ(0, λ2) = a = q−1sin(qα; q2)
and
Dqϕ(0; q
2) = b = cos(qα; q2)
we can deduce the result. 
Proposition 3.6. Let p(x) a boundary function on Rq,+. Then ϕ(x, λ
2; q2) verifies:
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(1) For λ ∈ Rq,+,
(3.20) ϕ(x, λ2; q2) = O (e(Cλ(1− q)x; q2))
where
(3.21) Cλ =
2 ‖ p ‖q,∞
| λ | (q; q2)2∞
and e(x; q2) is given by (2.29).
(2) Additionally, if λ −→∞, we have
(3.22) ϕ(x, λ2; q2) = O(1; q2)
Proof. To prove the first result, it suffices to use theorem 3.5, (2.26) and (2.27).
Therefore,
| ϕ(x, λ2; q2) | ≤ | a |
(q; q2)2∞
+
| b |
q | λ | (q; q2)2∞
+
2
| λ | (q; q2)2∞
∫ x
0
| ϕ(y, λ2; q2) || p(y) | dqy,
≤ | a |
(q; q2)2∞
+
| b |
q|λ|(q; q2)2∞
+
2
| λ | (q; q2)2∞
‖ p ‖q,∞
∫ x
0
| ϕ(y, λ2; q2) | dqy,
| ϕ(x, λ2; q2) | ≤ Aλ + Cλ
∫ x
0
| ϕ(y, λ2; q2) | dqy,
where
Aλ =
| a |
(q; q2)2∞
+
| b |
q | λ | (q; q2)2∞
and
Cλ =
‖ p ‖q,∞
| λ | (q; q2)2∞
By proposition 3.2, we obtain that
(3.23) | ϕ(x, λ2; q2) |≤ Aλe(Cλ(1− q)x; q2).
and the result follows immediately. 
Theorem 3.7. For p(x) in L∞q (Rq,+) ∩ L1q(Rq,+), we have
(1) For λ ≥ ξ > 0, ϕ(x, λ2; q2) is an uniformly bounded function.
(2) For a large λ , we have the following estimation
(3.24) ϕ(x, λ2; q2) = µ(λ2; q2) cos(λx; q2) + ν(λ2; q2)q−
1
2 sin(q
1
2λx; q2) +O(1; q2)
where
(3.25) µ(λ2; q2) = q−1 sin(qα; q2)− 1
λ
∫ ∞
0
sin(q
3
2λy; q2)p(y)ϕ(y, λ2; q2)dqy
and
(3.26) ν(λ2; q2) =
cos(qα; q2)
λ
+
q
1
2
λ
∫ ∞
0
cos(qλy; q2)p(y)ϕ(y, λ2; q2)dqy.
Proof. The first result follows immediately by proposition 3.6.
proving the second relation, by theorem 3.5 we have
ϕ(x, λ2; q2) = q−1 sin(qα; q2) cos(λx; q2)− q− 12 cos(qα; q
2)
λ
sin(q
1
2 λx; q2)
+
1
λ
∫ ∞
0
G(x, y, λ2; q2)p(y)ϕ(y, λ2; q2)dqy − 1
λ
∫ ∞
x
G(x, y, λ2; q2)p(y)ϕ(y, λ2; q2)dqy
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taking account of the fact that p in L1q(Rq,+) and by (2.26) , (2.27)
|
∫ ∞
x
G(x, y, λ2; q2)p(y)ϕ(y, λ2; q2)dqy | ≤ Cq
∫ ∞
x
| p(y)ϕ(y, λ2; q2) | dqy
≤ Cq ‖ ϕ ‖q,∞
∫ ∞
0
| p(y) | dqy
< +∞.
leads to the result. 
On the same way, if we note by θ(x, λ2; q2) the solution of the q-difference prob-
lem
(E2) =


LqU = −λ2U
U(0, λ2; q2) = q
1
2 cos(q
1
2α; q2)
DqU(0, λ
2; q2) = − sin(q 32α; q2) , α ∈ C
(3.27)
We show that
(3.28) θ(x, λ2; q2) = µ1(λ
2; q2) cos(λx; q2)+ ν1(λ
2; q2)q−
1
2 sin(q
1
2λx; q2)+O(1; q2)
where
(3.29) µ1(λ
2; q2) = q
1
2 cos(q
1
2α; q2)− 1
λ
∫ ∞
0
sin(q
3
2λy; q2)p(y)ϕ(y, λ2; q2)dqy
and
(3.30)
ν1(λ
2; q2) = −q 12 cos(qα; q
2)
λ
− q 12 sin(q
3
2α; q2)
λ
∫ ∞
0
cos(qλy; q2)p(y)ϕ(y, λ2; q2)dqy.
Theorem 3.8. For λ in Rq,+, we have:
(3.31) µ(λ2; q2)ν1(λ
2; q2)− ν(λ2; q2)µ1(λ2; q2) = 1
q
1
2λ
.
Proof. Using theorem 3.7, we obtain that
ϕ(x, λ2; q2) = µ(λ2; q2) cos(λx; q2) + ν(λ2; q2)q−
1
2 sin(q
1
2λx; q2) +O(1; q2)
and
θ(x, λ2; q2) = µ1(λ
2; q2) cos(λx; q2) + ν1(λ
2; q2)q−
1
2 sin(q
1
2 λx; q2) +O(1; q2).
We can deduce that
Dq,xϕ(x, λ
2; q2) = −q−1λµ(λ2; q2) sin(qλx; q2)+λν(λ2; q2) cos(q 12 λx; q2)+O(1; q2)
and
Dq,xθ(x, λ
2; q2) = −λq−1µ1(λ2; q2) sin(qλx; q2)+λν1(λ2; q2) cos(q 12 λx; q2)+O(1; q2),
then, the use of definition 3.3 leads to
[ϕ, θ]q (x) = ϕ(qx; q
2)Dq,xθ(x; q
2)− θ(qx; q2)Dq,xϕ(x; q2)
= λ
[
ν(λ2; q2)µ1(λ
2; q2)− µ(λ2; q2)ν1(λ2; q2)
][
cos(qλx; q2) cos(q
1
2λx; q2)
+ q−
3
2 sin(q
3
2λx; q2) sin(qλx; q2)
]
+O(1; q2).
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In the other side, the fact that ϕ and θ are solutions of (E) and by proposition 3.4
we can deduce that
Dq,x [ϕ, θ]q (x) = 0.
then from proposition 2.1
[ϕ, θ]q (x) = [ϕ, θ]q (0) = q
1
2 cos(q
1
2α; q2) cos(qα; q2) + q−1 sin(qα; q2) sin(q
3
2α; q2)
= q
1
2
the result follows. 
4. Asymptotic behaviour of jα(λx; q
2):
In this section, our objective is to establish; using the method of variation of
constant given in the last section; the asymptotic expansion of jα(λx; q
2) when
λ −→ +∞.
we recall some properties given in [5]: For α > − 12 , the q-Bessel function is defined
by:
(4.1) jα(x; q
2) = Γq2(α+ 1)
qα(1 + q)α
xα
Jα((1 − q)x; q2)
where Jα(x; q
2) is the q-Bessel Han Exton [15], defined by
Jα(z; q) =
(
z
1− q
)α ∞∑
k=0
(−1)kq k(k−1)2 qk
Γq(k + 1)Γq(α+ k + 1)
(
z
1− q
)2k
.(4.2)
This function satisfies the following relations
j− 12
(x; q2) = cos(x; q2)(4.3)
j 1
2
(x; q2) =
1
x
sin(x; q2).(4.4)
Proposition 4.1. The function jα(λx; q
2); λ being complex; is the solution of the
following q-difference problem:
(E) =


∆q,αy(x) + λ
2y(x) = 0
y(0) = 1
Dqy(0) = 0
(4.5)
where ∆q,α is the q-Bessel operator, defined by
∆q,αf(x) =
1
x2α+1
Dq,x
[
x2α+1Dq,xf
]
(q−1x),(4.6)
= q2α+1∆q,xf(x) +
1− q2α+1
(1− q)q−1xDq,xf(q
−1x)(4.7)
and
∆q,xf(x) = (D
2
q,xf)(q
−1x)(4.8)
Corollary 4.2. For x ∈ Rq and log(1−q)log q ∈ Z, we have the following estimation
|jα(x; q2)| ≤ 1
(q; q2)2∞
(4.9)
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Now, we consider the following q-Bessel equation given by:
(E) D2q,xy(x, λ
2; q2) +
λ2
q2α+1
y(qx, λ2; q2) = − 1− q
2α+1
q2α+1(1 − q)xDq,xy(x, λ
2; q2).
Let yh(x, λ
2; q2) =
∑
n≥0
an(α, λ
2; q2)xn the homogeneous solution of (Eh) given by
(Eh) D
2
q,xy(x, λ
2; q2) +
λ2
q2α+1
y(qx, λ2; q2) = 0.
Then, we have
D2q,xy(x, λ
2; q2) =
∑
n≥2
(1 − qn)(1− qn−1)
(1− q)2 anx
n−2 =
∑
n≥0
(1− qn+2)(1− qn+1)
(1− q)2 an+2x
n.
By identification, we obtain the following recurrence relation:
(1− qn+2)(1 − qn+1)
(1− q)2 an+2 = −
λ2qn
q2α+1
an.(4.10)
If we proceed in a similar way of proposition 2.3, we can deduce easily that the
homogeneous solution yh(x, λ
2; q2) is given by
yh(x, λ
2; q2) = a0 cos(q
−α− 12λx; q2) + a1
q−α−1
λ
sin(q−αλx; q2)(4.11)
where a0, a1 are constants in R.
Now, we give a particular solution yp(x, λ
2; q2) of (E) in the form
yp(x, λ
2; q2) = aα(x, λ
2; q2) cos(q−α−
1
2 λx; q2) + bα(x, λ
2; q2)
q−α−1
λ
sin(q−αλx; q2).(4.12)
The q-wronskian is given by
W (x, λ2; q2) = Dq,x
[
cos(q−α−
1
2λx; q2)
] q−α−1
λ
sin(q−αλx; q2)
− cos(q−α− 12λx; q2)Dq,x
[
q−α−1
λ
sin(q−αλx; q2)
]
,
thus, using corollary 2.4 we can show that
Dq,xW (x, λ
2; q2) = 0,
therefore
W (x, λ2; q2) = −q−2α−1λ.(4.13)
Using the q-method of variation of constant (given in theorem 3.5) and proposition
2.1 we deduce that
aα(x, λ
2; q2) =
q−α−1
λ
∫ +∞
x
1− q2α+1
1− q
1
t
Dq,ty(t, λ
2; q2) sin(q−α+1λt; q2)dqt(4.14)
bα(x, λ
2; q2) = − 1
λ
∫ +∞
x
1− q2α+1
1− q
1
t
Dq,ty(t, λ
2; q2) cos(q−α+
1
2 λt; q2)dqt(4.15)
this leads to the following result
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Proposition 4.3. For x, λ ∈ Rq,+, the solution y(x, λ2; q2) of (E) is given by:
y(x, λ2; q2) = a cos(q−α−
1
2λx; q2) +
b
λ
q−α−1 sin(q−αλx; q2)
+
q−α−1
λ
∫ +∞
x
Gα(t, x, λ; q
2)
1− q2α+1
1− q
1
t
Dq,ty(t, λ
2; q2)dqt
where
(4.16)
Gα(t, x, λ; q
2) = cos(q−α−
1
2λx; q2) sin(q−α+1λt)− cos(q−α+ 12 λt; q2) sin(q−αλx; q2)
On the other hand jα(λx; q
2) is the unique solution of (E) with initial conditions
jα(0; q
2) = 1
Dqjα(0; q
2) = 0.
Therefore, we can write jα(λx; q
2) as the following form
Theorem 4.4. For λ ∈ Rq,+ and α > − 12 , we have
(1)
jα(λx; q
2) = cos(q−α−
1
2 λx; q2) +Rq,α(x, λ
2),(4.17)
where
Rq,α(x, λ
2) = − 1
λ
1− q2α+1
1− q
∫ +∞
x
Gα(t, x, λ; q
2)
1
t
Dq,tjα(λt; q
2)dqt
(2) Additionally, Rq,α(x, λ
2) tend to 0 when λ tend to +∞.
Proof. To prove 2. it suffices to use (2.26), (2.27) and corollary4.2, then
|Rq,α(x, λ2)| ≤ 1
λ
1− q2α+1
1− q
2
(q; q2)2∞
∫ +∞
x
| Dq,tjα(λt; q
2)
t
| dqt
≤ 1− q
2α+1
1− q
2
(q; q2)2∞
∫ +∞
λx
| Dq,tjα(t; q
2)
t
| dqt
≤ 1− q
2α+1
1− q
2
(q; q2)2∞
∫ +∞
λx
|jα(t; q2)− jα(qt; q2)|
(1− q)t2 dqt
≤ 1− q
2α+1
(1− q)2
[ 2
(q; q2)2∞
]2 ∫ +∞
λx
dqt
t2
≤ Cq
λx
−→ 0 , λ −→∞
where
(4.18) Cq =
1− q2α+1
q
[ 2
(1− q)(q; q2)2∞
]
and the result follows immediately. 
4.1. Application. We recall the q-equality of Weber integral study in [5].
For a, λ in Rq,+ and α > −1 we have
(4.19)
1
Aα
∫ ∞
0
e(−a2x2; q2)jα(λx; q2)x2α+1dqx = 1
a2α+2
e(− λ
2
a2(1 + q)2
; q2)
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where
(4.20) Aα =
∫ ∞
0
x2α+1
(−(1− q2)x2; q2)dqx
and if we take a =
√
t we obtain
(4.21) Eα(t, λ
2; q2) =
∫ ∞
0
e(−q−1tx2; q2)jα(λx; q2)x2α+1dqx
where
(4.22) Eα(t, λ
2; q2) =
Aα
tα+1
e(− λ
2
(1 + q)2t
; q2)
Proposition 4.5. For α > −1 and λ, t ∈ Rq,+, the heat kernel Eα(t, λ; q2) has the
following behaviour:
(4.23) Eα(t, λ
2; q2) =
∫ ∞
0
e(−q−1tx2; q2) cos(q−α− 12 λx; q2)x2α+1dqx+Θα(λ, t; q2)
where
(4.24) Θα(λ, t; q
2) −→ 0 , λ→∞
Proof. the result follows by proposition 4.4 and the fact that
|
∫ ∞
0
e(−q−1tx2; q2)Rq(λ2, x)x2α+1dqx | ≤ Cq
λ2
∫ ∞
0
e(−q−1tx2; q2)x2αdqx
=
Cq
λ2
(1− q)
+∞∑
−∞
q(2α+1)k
(−q−1(1− q2)tq2k; q2)∞
=
Cq
λ2
(1− q)
+∞∑
−∞
q2βk
(aq2k; q2)∞
where β = α + 12 and a = −q−1(1 − q2)t . The use of Ramanujan’s sum (see [7])
leads to
|
∫ ∞
0
e(−q−1tx2; q2)Rq(λ2, x)x2α+1dqx | ≤ Cq
λ2
Bα(t; q
2) −→ 0 , λ→∞
where
(4.25) Bα(t; q
2) =
(−q2αt(1− q2), q2−αt−1(1− q2)−1, q2; q2)∞
(q2α+1,−q−1t(1 − q2),−q3t−1(1− q2)−1; q2)∞ .

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