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Abstract
This paper introduces a class of time-varying controllers which can stabilize an Euler-Lagrange system at a predetermined
finite time under external disturbances. The proposed method is based on a mapping technique in which the controller is
constructed by two steps: First, the designer specifies an infinite-time controller regardless of the disturbances; then, by a
simple substitution a fixed-time controller is achievable in which suppresses a wide range of unstable disturbances such that
the control input remains finite and smooth for all finite disturbances, vanishing or not vanishing, with smooth behavior. The
proposed scheme can be designed to result in an obstacle avoidance, chattering-free, disturbance suppressing controller with a
stabilization time of interest, independent of initial conditions. A two-link manipulator is considered as a numerical example
to visualize the results.
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1 Introduction
The finite-time control of nonlinear systems has been
a challenging field of research in the past two decades
in which the robustness and the smoothness issues have
been drawn much attention. Specifically, for the robotic
applications, various endeavors have been made to en-
hance the performance of the system response. However,
in finite-time control techniques, the settling time is de-
pendent on the initial condition and that is why fixed-
time control has recently been an attractive topic; it can
provide a guaranteed time of stabilization. The fixed-
time control is currently a popular topic of research in
the stabilization of nonlinear systems since it has inter-
esting features in dealing with uncertainties.
The nonsmooth feedback control [4,3] and the termi-
nal sliding mode control [10,1,19] are the most popular
methods for finite-time control of nonlinear systems. To
deal with uncertainties, different approaches are used in
the literature for achieving an adaptive finite-time con-
trol and tracking scheme [2,5,17,8].
The fixed-time control is first proposed for linear systems
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by Polyakov in [11] and since then, many investigations
are carried out for solving the fixed-time control problem
of nonlinear systems. The non-singular terminal sliding
mode control is proposed in [20] for a class of second-
order nonlinear systems with matched disturbances. An
output feedback scheme for perturbed double integra-
tor systems is addressed in [16] while the stabilization of
high-order integrator systems with mismatched distur-
bances is studied in [15]. The fixed-time attitude stabi-
lization problem in the presence of disturbances, faults,
and saturation is investigated in [6]. Necessary and suf-
ficient conditions for fixed-time stability of autonomous
systems is discussed in [9].
Time-varying approaches for fixed-time stabilization of
perturbed nonlinear systems are proposed in [12,13]. The
behavior of time-varying methods under non-vanishing
uncertainties is studied in [18]. These controllers are also
called prescribed-time (or predefined-time) controllers
since the time of convergence can be arbitrarily deter-
mined.
Contribution of the paper. This paper addresses a
time-varying approach for fixed-time (or prescribed-
time) control of Euler-Lagrange systems using a map-
ping technique which can be used for a wide range of
robotic systems such as manipulators and spacecraft.
An almost similar idea is developed independently by
Song et al. in [12,13] that can be considered as a special
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case of a more general method in the current paper.
The proposed scheme is constructed by two parts: First,
an infinite-time (conventional) controller is designed for
the system to result in an infinitely stable closed-loop
response, regardless of the disturbances; Then, by a
simple substitution the fixed-time controller is achiev-
able. A simple corollary of the proposed scheme shows
how a gain scheduled proportional derivative (PD)
controller with gravity compensation can be a fixed-
time stabilizer. The position history for the closed-loop
infinite-time response of the first step will be squeezed
and mapped into a fixed-time interval. Therefore, the
proposed fixed-time controller is an obstacle avoid-
ance controller (for time-independent obstacles) if an
obstacle avoidance infinite-time controller is designed
for the system in the first place. A fixed, time-varying
Lyapunov function is proposed that can be used for sta-
bility proofs of Lyapunov based controllers. It is shown
that the resulted time-varying controller can suppress
all stable and (depending on the mapping function) a
wide range of unstable disturbances as well.
Notation. Let Mm,n denote the space of m × n real
matrices and Mn its square analog. In addition, let Rn
denotes the space of n-dimensional real vectors. The ith
entry of vector r ∈ Rn is referred to by ri. Upper and
lower case letters are used to denote matrices and vec-
tors, respectively. Greek letters are used to denote the
scalars except of time which is denoted by t (functions
are denoted according to their co-domain space). For
matrix M ∈ Mn we denote by M−1 its inverse (if ex-
ists). An inverse function is denoted by f−1(·) for func-
tion f(·) : Df → Rf . Moreover, the symbol ‖ · ‖ denotes
the Euclidean norm of a vector.
2 Preliminaries
This section introduces all the preliminary formulations
required before presenting the main results. First, The
nominal as well as the perturbed systems are formulated
and the main problem of the paper is discussed. Finally,
the mapping strategy of the paper is presented to be
used in the next results.
2.1 Formulations and Problem Statement
Consider the Euler-Lagrange system in the following
second-order differential equation form:
M(q)q¨ + C(q, q˙)q˙ + g(q) = u (1)
where q ∈ Rn and u ∈ Rn denote the system variables
and the control input vector, respectively. The matrix
valued functions of M(·) : Rn → Mn and C(·, ·) : Rn ×
Rn → Mn depend on the system characteristics such
that M(q) > 0 and M˙(q)− 2C(q, q˙) is skew-symmetric.
Equation (1) can be modified in order to contain
an unmodeled time-dependent disturbance term
d(t) : [0,∞)→ Rn as follows:
M(q)q¨ + C(q, q˙)q˙ + g(q) = d(t) + u (2)
This disturbance can be an indication for any kind
of acceleration-based perturbations, bounded or un-
bounded, such as unmodeled dynamics, parametric
uncertainties, etc.
The concept of infinite-time stability regarding system
(1) is defined in this paper as follows:
Definition 1 A controller of the form u = f(q˙, q) in-
finitely stabilizes system (1) in q = qd, if the closed-loop
response satisfies limt→∞ q(t) = qd, limt→∞ q˙(t) = 0,
and ∀t ∈ [0,∞) : ‖q(t)‖, ‖q˙(t)‖ <∞ for all q(0) ∈ Q0 ⊆
Rn, q˙(0) ∈ Q˙0 ⊆ Rn.
Similar to the above definition, the fixed-time stability
for the same system is considered as follows:
Definition 2 A controller of the form u = h(q˙, q, t)
finitely stabilizes system (1) in q = qd at an arbitrary
fixed time τ ∈ (0,∞), if the closed-loop response satisfies
limt→τ− q(t) = qd, limt→τ− q˙(t) = 0, and ∀t ∈ [0, τ) :
‖q(t)‖, ‖q˙(t)‖ <∞ for all q(0) ∈ Q0 ⊆ Rn, q˙(0) ∈ Q˙0 ⊆
Rn.
This paper tries to find a function h(·, ·, ·) : Rn × Rn ×
[0,∞)→ Rn such that a controller of the form
u = h(q˙, q, t) (3)
could stabilize system (2) in q = qd at t = τ and sup-
presses almost any disturbance. Thus, we are seeking a
class of feasible controllers which can satisfy the follow-
ings:
lim
t→τ−
q(t) = qd, lim
t→τ−
q˙(t) = 0 (4)
q(t) = qd, q˙(t) = 0 ∀t ≥ τ (5)
2.2 Mapping Strategy
This subsection provides preliminary information about
the proposed mapping strategy. First, consider the fol-
lowing definitions:
Definition 3 A continuous function κ(·) : [0, τ) →
[0,∞) is said to be class K (or κ ∈ K(τ)) if it is
strictly increasing subject to limt→0+ κ(t) = 0 and
limt→τ− κ(t) =∞.
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Definition 4 A continuous function µ(·) : [0,∞) →
[0, τ) is said to be class M (or µ ∈ M(τ)) if its inverse
function is class K (or µ−1 ∈ K(τ)). Therefore, µ is a
continuous increasing function subject to limt→0+ µ(t) =
0 and limt→∞ µ(t) = τ .
The following lemma can be evaluated directly after con-
sidering the above definitions.
Lemma 5 The following statements hold for any func-
tions κ ∈ K(τ) and µ = κ−1 ∈M(τ):
(1) µ˙(t) = 1/κ˙(µ(t)) and κ¨(µ(t))µ˙2(t) + κ˙(µ(t))µ¨(t) =
0.
(2) κ˙(·) : [0,∞) → [0,∞), κ¨(·) : [0,∞) → [0,∞), and
limt→τ− κ˙(t) = limt→τ− κ¨(t) =∞.
(3) µ˙(·) : [0,∞) → [0,∞), µ¨(·) : [0,∞) → (−∞, 0],
and limt→∞ µ˙(t) = − limt→∞ µ¨(t) = 0.
(4) The sum of two class K functions belongs to class
K, and the sum of two classM functions divided by
2 belongs to classM.
The trajectories of a dynamic system which is defined in
the time domain from t = 0 to∞, can be mapped into a
finite time-scale from t = 0 to τ by a bijective mapping
function. Consider function κ ∈ K(τ) which maps the
elements of [0,∞) into [0, τ). The mapping strategy can
be designed to preserve the desired properties of the pre-
vious system, provided that the new system operates in
a predetermined finite interval and some features occur
at a desirable finite time.
Consider the following form of an autonomous second-
order system which operates from t = 0 to∞ at which a
unique solution exists corresponding to any initial con-
dition:
q¨ + v(q˙, q) = 0 (6)
where v(·, ·) is an n-dimensional vector-valued function.
Suppose that it is desired to map the trajectories of
(6) into a finite interval such that the values of q re-
main unchanged but happening at a different time. Let
p denote the variable vector of the new system and
consider p(µ(t)) = q(t) such that µ ∈ M(τ). Then,
the derivatives in (6) can be substituted as µ˙dp/dµ =
q˙(t) and µ¨dp/dµ + µ˙2d2p/dµ2 = q¨(t). Also, from the
derivative rules of inverse functions, µ˙ = 1/κ˙(µ) and
µ¨ = −κ¨(µ)/κ˙3(µ) for some κ ∈ K. Now, considering
p ∈ Rn and µ ∈ [0, τ) as the new variables, and defining
p˙ = dp/dµ and p¨ = d2p/dµ2 the following expression is
obtainable:
p¨+ w (p˙, p, µ) = 0 (7)
where
w(p˙, p, µ) = − κ¨(µ)
κ˙(µ)
p˙+ κ˙2(µ)v(p˙/κ˙(µ), p) (8)
The trajectories of system (6), corresponding to the ini-
tial values of q(0) and q˙(0), are squeezed and mapped
into the trajectories of system (8) corresponding to the
initial values of p(0) = q(0) and p˙(0) = κ˙(0)q˙(0). There-
fore, the following proposition can be directly deduced:
Proposition 6 The maximum and minimum val-
ues of p in the mapped system is equal to the maxi-
mum and minimum values of q in the original system
(maxt∈[0,∞) ‖q(t)‖ = maxt∈[0,τ) ‖p(t)‖) if the initial
conditions satisfy p(0) = q(0) and p˙(0) = q˙(0)/κ˙(0).
However, the boundedness of p˙ cannot be guaranteed
without additional information about κ(t).
3 Main Results
This section presents the main results of the paper which
are followed by the proofs and the corresponding re-
marks. The first theorem presents a time-dependent Lya-
punov function that is useful for Lyapunov-based con-
trollers to be implemented in the proposed method. The-
orems 10 and 13 discuss the fixed-time control scheme for
the nominal and perturbed systems, respectively. First,
consider the following lemma which is used for the proof
of the subsequent results.
Lemma 7 If q˙(·) : [0,∞) → Rn satisfies the following
condition after some t0 ∈ [0,∞) for some µ′ ∈M:
‖q˙(t)‖ ≤ µ˙′(t),∀t ∈ [t0,∞) (9)
then, there exists a µ ∈M such that:
lim
t→∞−
µ¨(t)
µ˙2(t)
‖q˙(t)‖ = 0 (10)
and also there exists another µ ∈M such that:
lim
t→∞
1
µ˙(t)
‖q˙(t)‖ = 0 (11)
PROOF. In this proof we use the third property of
Lemma 5. SupposeM3 µ′(t) = 1/3(−µ˙3(t)+µ˙3(0)). By
differentiation we have µ˙′ = −µ¨µ˙2. Then, equation (9)
can be written as ‖q˙(t)‖ ≤ −µ¨µ˙2 and can be rewritten
as −µ¨(t)/µ˙2(t)‖q˙(t)‖ ≤ µ¨2(t). Since limt→∞ µ¨2(t) = 0,
equality (10) holds and the first part is proved. For the
second part, supposeM3 µ′(t) = 1/2(−µ˙2(t) + µ˙2(0)).
By differentiation we have µ˙′ = −µ¨µ˙. Substitute in (9)
to obtain ‖q˙(t)‖/µ˙ ≤ −µ¨. Since limt→∞−µ¨(t) = 0, the
second result is proved as well.
Theorem 8 Suppose system (6) is stable where a Lya-
punov function ν1(q˙, q) could be found with the following
properties:
ν1(q˙, q) ≥ 0,∀q˙, q ∈ Rn (12)
3
ν1(q˙, q) = 0⇔ q˙ = q = 0 (13)
d
dt
ν1(q˙, q) ≤ 0,∀q˙, q ∈ Rn (14)
If q˙(t) is bounded with the derivative of a classM function
after some t0 ∈ [0,∞), then system (7) is stable such
that a Lyapunov function ν2(p˙, p, µ) could be found with
the following properties:
ν2(p˙, p, µ) = ν1 (p˙/κ˙(µ), p) ≥ 0,
∀p˙, p ∈ Rn, µ ∈ [0, τ) (15)
ν2(p˙, p, µ) = 0⇔ p˙ = p = 0 (16)
d
dµ
ν2(p˙, p, µ) = κ˙(µ)
d
dµ
ν1 (p˙/κ˙(µ), p) ≤ 0,
∀p˙, p ∈ Rn, µ ∈ [0, τ) (17)
PROOF. We denote ∂νi/∂q by νiq (a row vector) and
similar notations are used to denote the partial deriva-
tives with respect to the rest of parameters. Moreover,
νiq(·, ·) means that νiq is a function with two arguments.
From (6) and (14) the following equality/inequality can
be obtained:
d
dt
ν1(q˙, q) = ν1q(q˙, q)q˙ + ν1q˙(q˙, q)q¨
= ν1q(q˙, q)q˙ − ν1q˙(q˙, q)v(q˙, q) ≤ 0 (18)
Besides, differentiating (15) alongside using (7) and (8)
yields:
d
dµ
ν2(p˙, p, µ) =
d
dµ
ν1 (p˙/κ˙(µ), p)
= ν1q (p˙/κ˙(µ), p) p˙+ ν1q˙ (p˙/κ˙(µ), p)
d
dt
(
p˙
κ˙(µ)
)
(19)
= ν1q (p˙/κ˙(µ), p) p˙+
1
κ˙(µ)
ν1q˙ (p˙/κ˙(µ), p)w(p˙, p, µ) (20)
− κ¨(µ)
κ˙2(µ)
ν1q˙ (p˙/κ˙(µ), p) p˙ (21)
= ν1q (p˙/κ˙(µ), p) p˙ (22)
−κ˙(µ)ν1q˙ (p˙/κ˙(µ), p) v(p˙/κ˙(µ), p) (23)
Now, consider equation (18) which is valid for any q,
q˙, and t. Substituting t by µ, q by p, and q˙ by p˙/κ˙(µ)
and simplifying the equation, the following identity is
obtainable:
ν1q(p˙/κ˙(µ), p)p˙ = κ˙(µ)
d
dµ
ν1(p˙/κ˙(µ), p)
+κ˙(µ)ν1q˙(p˙/κ˙, p)v(p˙/κ˙(µ), p) ≤ 0 (24)
Equation (17) is proved by substituting (24) in (19).
Remark 9 In fact, the Lyapunov function of system (6)
(equations (12)–(14)) can be mapped with the same map-
ping strategy discussed in Section 2.1 to result in an time-
dependent Lyapunov function for system (7) (equations
(15)–(17)).
The following theorem makes use of the previous results
to obtain a fixed-time controller for the system (1).
Theorem 10 Suppose that u = f(q˙, q) infinitely stabi-
lizes system (1) in q = qd for all q(0) ∈ Q0 and q˙(0) ∈ Q˙0
such that there exists a µ ∈ M(τ) and a t0 ∈ [0,∞) in
which ‖q˙(t)‖ ≤ µ˙(t),∀t ∈ [t0,∞). Then, u = h(q˙, q, t)
finitely stabilizes the same system in q = qd at a fixed time
τ for all q(0) ∈ Q0 and q˙(0) ∈ {µ˙(0)q˙|q˙ ∈ Q˙0} where:
h(q˙, q, t) =

κ˙2(t)f (q˙/κ˙(t), q)
+ [κ¨(t)/κ˙(t)]M(q)q˙
+
[
1− κ˙2(t)] g(q) t ∈ [0, τ)
f (q˙, q) t ∈ [τ,∞)
(25)
in which κ ∈ K(τ) is the inverse function of µ. Moreover,
if the closed-loop response of system (1) under u = f(q˙, q)
guaranties qmin ≤ q(t) ≤ qmax,∀t ∈ [0,∞), then the
same bound is guarantied under u = h(q˙, q, t) at ∀t ∈
[0, τ) if the mapping function satisfies µ˙(0) = 1.
PROOF. System (1) can be mapped into a finite in-
terval, similar to the mapping strategy of Section 2.1.
The mapped version of system (1) can be stated as the
following form after substituting p by q and µ by t:
M(q)q¨ + C(q˙, q)q˙ + κ˙2(t)g(q)− κ¨(t)
κ˙(t)
M(q)q˙
= κ˙2(t)f(q˙/κ˙(t), q) (26)
The above equation is achieved by a one-to-one map-
ping of a stabilized closed-loop equation in which the
stabilization occurs at a finite time τ <∞. At this step,
we seek for a u = h(q˙, q, t) for system (1) such that the
closed-loop system behaves similar to (26). It can be
shown by a simple substitution that the goal is achiev-
able by the use of (25) for t ∈ [0, τ). However, for t ∈
[τ,∞), we need to prove that the closed-loop response
does not change the state of the system. According to the
form of system (1) and the control law stated in (25), it
is sufficient to prove lim(q˙,q,t)→(0,qd,τ−) h(q˙, q, t) = g(qd),
i.e., h(q˙, q, t) is continuous. Since u = f(q˙, q) stabilizes
system (1), lim(q˙,q)→(0,qd) f(q˙, q) = g(qd), therefore
lim
(q˙,q,t)→(0,qd,τ−)
h(q˙, q, t) =
lim
(q˙,t)→(0,τ−)
κ¨(t)
κ˙(t)
M(q)q˙ + g(qd) (27)
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Also, it is provable that the value of lim(q˙,t)→(0,τ−)(κ¨/κ˙)q˙
in a closed-loop system with u = h(q˙, q, t) is equal
to the value of limt→∞−(µ¨/µ˙2)q˙ in a closed loop
system with u = f(q˙, q). According to Lemma 7,
lim(q˙,q,t)→(0,qd,τ−) h(q˙, q, t) = g(qd) as long as q˙(t) is
bounded by a µ˙ at infinity.
The following corollary presents a special form of the
control law discussed in Theorem 10 for PD controllers
with gravity compensation:
Corollary 11 There exists a κ ∈ K(τ) such that the fol-
lowing gain scheduling PD controller with gravity com-
pensation finitely stabilizes system (1), in a fixed time τ :
u = P˜ (t)(q − qd) + D˜(t)q˙ + g(q) (28)
where
P˜ (t) =
{
κ˙2(t)P
P
0 ≤ t < τ
τ ≤ t <∞
(29)
D˜(t) =
{
κ˙(t)D + κ¨(t)/κ˙(t)M(q)
D
0 ≤ t < τ
τ ≤ t <∞
(30)
if there exists some P,D ∈Mn such that the closed-loop
response of system (1) under u = P (q− qd) +Dq˙+ g(q)
is infinitely stable and satisfies ‖q˙(t)‖ ≤ µ˙(t) after some
time, where µ(·) = κ−1(·).
PROOF. A PD controller with gravity compensation
as f(q˙, q) = P (q−qd)+Dq˙+g(q), P,D < 0 can stabilize
system (1) in q = qd at infinity. By tuning P and D
such that ‖q˙‖ is bounded by µ˙(t) after some t0 ∈ [0,∞),
condition (9) is satisfied. The results of the corollary are
then provable after substituting f(q˙, q) in (25).
The second controller phase proposed in (25) can be
modified to handle any probable uncertainty after t = τ
and also be applicable for tracking problems. Although
the tracking control is not discussed in this paper, the
following scheme is useful in further analysis of the pa-
per.
Proposition 12 Suppose that u = f(q˙, q) infinitely sta-
bilizes system (1) in the way defined by Theorem 10.
Then, u = h(q˙, q, t) can be formulated as follows to be
considered as a moving horizon fixed-time controller:
h(q˙, q, t) =

κ˙2(t)f (q˙/κ˙(t), q)
+ [κ¨(t)/κ˙(t)]M(q)q˙
+
[
1− κ˙2(t)] g(q) t < τ
κ˙2(t)f (q˙/κ˙(t), q)
+ [κ¨(t)/κ˙(t)]M(q)q˙
+
[
1− κ˙2(t)] g(q) t ≥ τ
(31)
in which κ(t) ∈ K(t + δt) is a time dependent function
same as κ(t) where τ is substituted by t+ δt.
The control scheme presented in Proposition 12 is a
fixed-time controller with a horizon of τ before t = τ and
a δt horizon after t = τ . Roughly speaking, the smaller
the δt is specified, the more agile controller with more
control effort will be attained.
The control technique proposed by Theorem 10 is proved
to be usable for nominal systems without disturbances,
however, the following theorem proves that the same
controller can be used for disturbed systems as well (a
similar idea is discussed in [18] that is limited to a par-
ticular mapping function and infinite-time controller).
Theorem 13 Suppose that u = f(q˙, q) infinitely stabi-
lizes system (1) in the way defined by Theorem 10. Then,
u = h(q˙, q, t) from (25) stabilizes system (2) in a finite
time τ and suppresses the disturbances before reaching
t = τ if limt→∞ µ˙2d(t) = 0. Moreover, the control input
remains finite and smooth as long as d(t) additionally be
a finite and smooth disturbance.
PROOF. The closed-loop response of system (2) under
u = h(q˙, q, t) is
M(q)q¨ + C(q˙, q)q˙ + κ˙2(t)g(q)− κ¨(t)
κ˙(t)
M(q)q˙
= d(t) + κ˙2(t)f(q˙/κ˙(t), q) (32)
To simplify the analysis, consider the reverse-mapping
of (32) in a conventional infinite-time domain:
M(q)q¨ + C(q˙, q)q˙ + g(q) = f(q˙/κ˙(t), q) + µ˙2d(t) (33)
Since limt→∞ µ˙2d(t) = 0 the additional term in the
right-hand side of (33) vanish and the system acts the
same as the closed-loop response of system (1) at infin-
ity. Therefore, the mapped version of (33) suppresses the
disturbances before t = τ .
Remark 14 Theorem 13 states that the infinite-time
controller u = f(q˙, q) can be designed regardless of the
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disturbances. This is a powerful feature as the designer
does not need to know or even to model the disturbances.
However, the existence of disturbances results in an un-
expected variation in the control input.
The fixed-time disturbance suppression control dis-
cussed in Theorem 13 is applicable for t < τ . However,
in order to retain the disturbance suppression behavior
after t = τ (condition (5)), the second controller part in
(25) is not applicable anymore. Therefore, we need to use
Proposition 12 and achieve the following proposition.
Proposition 15 Suppose that u = f(q˙, q) infinitely sta-
bilizes system (1) in the way defined by Theorem 10.
Then, u = h(q˙, q, t) from (31) is a fixed-time disturbance
suppression controller for system (2) which is applicable
for t ∈ [0,∞).
The following algorithm summarizes the proposed
scheme in three steps:
Algorithm 1 The input of this algorithm is system
(2) with unknown d(t). The output is a controller
u = h(q˙, q, t) in which stabilizes system (2) in a finite
time t = τ and suppresses d(t) before reaching t = τ
and retains its behavior for t ≥ τ . Moreover, the bounds
of the position vectors remain unchanged. First, select
a special arbitrary finite time of stabilization τ . Then,
follow the steps below:
(1) Design a controller in order to stabilize the closed-
loop response of system (1) and call it u = f(q˙, q)
(as shown in Fig. 1).
(2) Select a (different) class-K(τ) function.
(3) Check the condition stated in (9), if satisfied stop,
if not satisfied go to step 2.
(4) Select an appropriate value for δt (to be used in κ(t))
according to a trade-off between the performances of
control input and state variables.
(5) Substitute f(q˙, q) in (31) and obtain u = h(q˙, q, t)
(as shown in Fig. 2).
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Fig. 1. Designed infinite-time controller for the nominal sys-
tem.
4 Numerical Example
In this section, first, some candidate classK functions are
introduced. Then, a two-link manipulator is controlled
using the proposed scheme. Finally, some discussions
about the details of the simulation results are presented.
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Fig. 2. Fixed-time controller for the perturbed system.
4.1 Mapping functions
According to Definition 3 and Lemma 5–item 4, a class
K function can be considered in the following forms:
κ(t) =
n∑
i=1
ai
tbi
(τ − t)ci (34)
κ(t) = −
n∑
i=1
ai ln
(
1− t
τ
)
(35)
κ(t) =
n∑
i=1
ai tan
bi
(
pit
2τ
)
(36)
A classM function can be considered as the inverse func-
tion of some κ(t). According to Lemma 5, if µi(t) ∈M,
then 1/n
∑n
i=1 µi(t) ∈ M. This kind of definition in-
creases the flexibility of candidate functions and conse-
quently, the conditions of Lemma 7 may be satisfied.
Remark 16 Mapping functions, e.g. (34)–(36), are di-
rectly used in the proposed controller of Theorem 10 and
according to their limit at t → τ , despite the continuity
in the theory, the controller still suffers from implemen-
tation difficulties. In order to fix this problem, one can
do the switching in (25) before the time reaches t = τ ,
i.e., at t = τ − . In the numerical example of the next
subsection the switching is occurred at t = 19.5 s while
τ = 20 s is used for the mappings.
4.2 Two-link manipulator
The 2-DOF manipulator shown in Fig. 3 is considered
as the numerical example. The state variables and the
control inputs are defined as q = [q1 q2]
T in degrees,
q˙ = [q˙1 q˙2]
T in degrees per second, and u = [u1 u2]
T
in degrees per square second, respectively. This manip-
ulator can be modeled in the way defined by system (1)
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(or system (2)) in which M(q), C(q˙, q), and g(q) are ob-
tained as [14]:
M(q) = m1J
T
vc1Jvc1 +m2J
T
vc2Jvc2 +
[
I1 + I2 I2
I2 I2
]
(37)
C(q˙, q) = −m2l1l2 cos(q1 + q2)
[
q˙2 q˙1 + q˙2
−q˙1 0
]
(38)
g(q) = g0
{
(m1lc1 +m2l1) cos(q1) +m2lc2 cos(q1 + q2)
m2lc2 cos(q1 + q2)
}
(39)
where
Jvc1 =

−lc1 sin(q1) 0
lc1 cos(q1) 0
0 0
 (40)
Jvc2 = −

l1 sin(q1) + lc2 sin(q1 + q2) lc2 sin(q1 + q2)
l1 cos(q1) + lc2 cos(q1 + q2) 0
0 0
(41)
and the values of parameters are considered as l1 = l2 =
1 m for the length of links, lc1 = lc2 = 0.5 m for the
center of mass positions, m1 = m2 = 1 kg for the mass
of the links, and I1 = I2 = 0.33 kg.m
2 for the moments
of inertia.
 
𝑙1 
𝑙2 
𝑞1 
𝑞2 
Fig. 3. 2-DOF manipulator.
Consider a joint limit avoidance PD controller with grav-
ity compensation in the following form:
f(q˙, q) = Pq +Dq˙ + g(q) + γq(q) (42)
where P = −0.1I2, D = −I2, and γq = [γq1 γq2]T
is the acceleration vector that prevent the manipulator
from violating its joint limits. For the first joint no limits
are considered and for the second joint it is assumed that
the operation bound should be within −3◦ to 3◦ and the
distance limit of the potential influence is considered to
be 0.5◦. Therefore, γq1 = 0 and γq2 can be formulated
as [7]:
γq2(q) =

(
1
q2+3◦
− 10.5◦
)
10−9
(q2+3◦)2
q2 < −2.5◦(
1
3◦−q2 − 10.5◦
)
−10−9
(3◦−q2)2 q2 > 2.5
◦
0 ‖q2‖ ≤ 2.5◦
(43)
in which the controller satisfies the condition of Lemma
7 as well as Theorem 10 according to the simulations
results shown in Fig. 4, i.e., limt→∞ ‖q˙(t)‖/µ˙(t) << 1.
 
 
 
Fig. 4. Simulation shows that the condition of Theorem 10
is satisfied
The closed-loop response of this controller is shown by
dashed lines in Fig. 5. The corresponding fixed-time con-
troller is designed using Algorithm 1 with δt = 1 s and a
mapping function defined by (34) with n = 1, a1 = 20,
b1 = c1 = 1, and τ = 20 s (such that κ˙(0) = 1 is sat-
isfied). The fixed-time closed-loop response is shown by
solid lines in Fig. 5.
Fig. 6 compares the control inputs of two controllers. The
control effort of the fixed-time controller is less than the
corresponding infinite-time controller, however, it has a
slight overshoot to overcome its purpose.
Suppose the 2-DOF manipulator dynamics is defected
by a disturbed acceleration d(t) ∈ R2 such that d(t) =∫ t
0
d′(t)dt in which d′(t) is a saturated zero-mean nor-
mally distributed vector with a variance of 10−2. The
disturbances are assumed considerably large in order to
exaggerate what is happening in the system. For the dis-
turbed system, a number of 100 simulations are used to
give an acceptable estimation of the operation bounds.
Fig. 7 shows the closed-loop response of system (2) to
the infinite-time and fixed-time controllers. Fig. 8 shows
the corresponding control inputs.
4.3 Discussions
The numerical example presented in the previous sub-
section has two variables q1 and q2 in which the former
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 Fig. 5. Closed-loop response of system (1) to a joint limit avoidance controller: Infinite-time and fixed-time versions.
 
Fig. 6. Comparison of the control inputs between infinite-time and fixed-time stabilization schemes.
Fig. 7. Comparison of the closed-loop response of state variables using infinite-time (gray) and fixed-time (black) controllers
under random disturbed accelerations.
has an unconstrained controller while the latter has a
joint limit avoidance controller. As is shown in Fig. 5 the
upper and lower bounds of q1 and q2 are the same under
the infinite and the fixed-time controllers as mentioned
in Proposition 6.
As is shown in Fig. 7, although the designed infinite-
time controller is almost useless for the disturbed sys-
tem, the fixed-time scheme is quite effective. The con-
troller which is used in the simulations is obtained from
the version discussed in Proposition 15. The controller
scheme described in Theorem 13 can be used directly as
8
Fig. 8. Comparison of the control inputs between infinite-time (gray) and fixed-time (black) stabilization schemes.
well, however, the consequence is that after t = τ the
behavior of the system degrades to the response of the
infinite-time controller.
The value of δt determines the next horizon of the fixed-
time controller after t = τ . For significant disturbances
with an instantaneous abrupt change in the direction
and magnitude, small amounts of δtmay cause large con-
trol inputs, since a fast compensation is demanded. On
the other hand, large values of δt may cause a deviation
from the desired state variables.
Finally, considering the whole theory developed in this
paper, the main difference and similarities of the pro-
posed strategy with the time-varying controller intro-
duced independently in [12,13] can be summarized as
follows:
(1) The method developed in [12,13] is based on a sim-
ilar mapping strategy, in which an infinite time in-
terval is mapped into a finite window.
(2) The controller scheme proposed in [12,13] considers
only a single mapping function. However, this pa-
per develops the theory for all mapping functions
within a special class.
(3) Song et al. in [12,13] proposed a single controller
function for scalar normal-form systems. However,
in this paper any infinite-time controller (f(q˙, q))
can be used as a block in order to construct a com-
pletely new finite-time controller (see Fig. 2) with
special behavior (e.g., obstacle avoidance) for an
Euler-Lagrange system.
Therefore, it can be concluded that the proposed scheme
in [12,13] is a special kind of a general method developed
in the current paper.
5 Conclusions
A class of fixed-time controllers has been introduced and
analyzed in this paper with the ability to suppress a wide
range of unknown, unstable disturbances. It is shown
that the behavior of the proposed controller is beyond
the robustness and has the flexibility to be designed colli-
sion/obstacle avoidance with a desired time of stabiliza-
tion without controller chattering. Moreover, a moving
horizon fixed-time controller has been proposed to re-
tain the disturbance suppression behavior after the sta-
bilization time by using a deferment strategy.
The proposed control scheme is easy to design and use
since the strategy is based on a mapping technique.
Many infinite-time controllers can be implemented in
the proposed method to provide their infinite-time per-
formance in a fixed-time window. To name a few, the
fixed-time tracking control of nonlinear systems with de-
lay and/or bounded control input can be considered as
the prospect of this paper.
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