In this paper, we study filtering of multiscale dynamical systems with model error arising from limitations in resolving the smaller scale processes. In particular, the analysis assumes the availability of continuous-time noisy observations of all components of the slow variables. Mathematically, this paper presents new results on higher-order asymptotic expansion of the first two moments of a conditional measure. In particular, we are interested in the application of filtering multiscale problems in which the conditional distribution is defined over the slow variables, given noisy observation of the slow variables alone.
Introduction
Model error is a fundamental barrier to state estimation (or filtering). This problem is attributed to incomplete understanding of the underlying physics and our lack of computational resources to resolve physical processes at various time and length scales. While many numerical approaches have been developed to cope with state estimation in the presence of model errors, most of these methods were designed to estimate only one of the model error statistics, either the mean or covariance, while imposing various assumptions on the other statistics which are not estimated. For example, classical approaches proposed in [15, 4] estimate mean model error (which is also known as the forecast bias), assuming that the model error covariance (or the random part) is proportional to the prior error covariance from the imperfect model. Popular approaches are to inflate the prior error covariance estimate with an empirically chosen inflation factor [2, 50, 53, 29, 51] or with an adaptive inflation factor [45, 46, 6, 14, 1, 33, 48, 42, 7, 25] . All of these covariance inflation methods assume unbiased forecast error (meaning that there is no mean model error). Recently, reduced stochastic filtering approaches to mitigate model errors in multiscale complex turbulent systems were introduced in [26, 21, 22, 20, 19] ; see also [43, 41] for a complete treatment of filtering complex turbulent systems. While many of these computationally cheap methods produce relatively accurate mean estimates, the offline based methods such as the mean stochastic model (MSM) [40, 41] tend to underestimate the error covariance statistics that characterizes the uncertainty of the mean estimate in the nonlinear setting. Similar conclusions were also reported in a comparison study of various approximate filtering methods [32] . There are only handful of numerical results, which suggest that an appropriate stochastic parameterization can improve the filtered covariance estimates at short time [47] . Many studies also show that when the stochastic parameters in the filter are obtained by online fitting as part of the data assimilation scheme [22, 20, 19, 30, 42, 7, 25] , both the filter mean and covariance estimates become more accurate. These results suggest that one should treat model error as a stochastic process, rather than estimating model error statistics (the bias term and the random component) separately, as is done in many of the empirical approaches mentioned above.
Independent from the data assimilation context, there is a vast literature in modeling unresolved scale processes with stochastic parameterizations [44, 16, 52, 13, 36, 3, 42, 25] . In principle, these approaches were designed to address the predictability of the equilibrium statistics, with climate modeling as a natural application. We should point out that not only are the forms of the stochastic parameterizations of these methods different, their stochastic parameters are determined by various offline/online data fitting methods. In particular, the approach in [42, 25] determines the stochastic parameters by fitting the data online with a data assimilation scheme. In [25] , it was shown that it is necessary to use a stochastic parameterization model with at least a one-lag memory to obtain reasonably accurate equilibrium statistical prediction of a highly skewed, non-Gaussian distributed dynamical system. When a memory-less stochastic parameterization is used, the equilibrium statistical prediction for the skewness is constrained to zero even when the true equilibrium distribution is highly skewed. However, the trajectory of the filtered state estimates for the observed variables are comparable and they are relatively accurate, regardless of whether the stochastic parameterization with no-lag or one-lag memory is used. This result suggests that a good reduced stochastic model for filtering may not necessarily be a good model for predicting equilibrium statistics. Here, we will show that the converse is also true when the form of the stochastic parameterization is not chosen appropriately.
In this paper, we examine the role of the form of the stochastic parameterization and the method of parameter estimation. This issue is closely tied to the above hypothesis which suggests treating model error as a stochastic process in a filtering problem rather than estimating the bias and random components separately, as is typically done in practice. In particular, we want to address the following questions:
1. Is it possible to have a stochastic parameterization that will produce, simultaneously, optimal filtering and equilibrium statistical prediction in the presence of model error? If so, when can we expect this hypothesis to prevail?
2. Why is it difficult to find such a stochastic parameterization in practical applications? In particular, what could happen when the appropriate stochastic parameterization ansatz is not available to us?
3. If we have an appropriate stochastic parameterization ansatz, how should we fit the parameters? We will compare the filtering and equilibrium statistical predictive skills of an online parameter estimation scheme with those of a standard linear regression based offline parameter estimation method. By online, we mean parameters are estimated as part of the filtering procedure and by offline, we mean independent of the filter.
To answer the first question, we develop a linear theory for optimal filtering of multiscale dynamical systems with model error arising from limitations in resolving the smaller scale processes. By optimality, we mean the expected state estimate and the error covariance matrix are as accurate as the true posterior estimates obtained with the perfect model. Ideally, we would like to have accurate estimates of all higherorder moments, but due to practical considerations we only discuss the accuracy of the first two moments which are already difficult to obtain beyond the linear and Gaussian setting. Note that this optimality condition is only a minimum requirement for accurate uncertainty quantification. In order to make a rigorous investigation of state estimation in the presence of model error, we consider the following prototype continuous-time filtering problem, dx = f 1 (x, y; θ)dt + σ x (x, y; θ) dW x , dy = 1 f 2 (x, y; θ)dt + σ y (x, y; θ) √ dW y , (1.1)
Intuitively, the variable x represents the slow component of the state which we wish to estimate and predict, while the variable y which represents the fast component (characterized by small ) is either unknown or impractical to estimate. In (1.1), W x , W y , and V are i.i.d. Wiener processes and θ denotes the true model parameters, which may be partially unknown in real applications. The mathematical analysis in this paper assumes:
I) Full observations of only the resolved variables x, contaminated by unbiased noise with a positive definite covariance matrix, R. For general observation models that involve both the x and y variables, such as those considered in [26, 21, 22] , we recommend that the reader consult the information criteria for optimality of the filtered solutions [12] . While their strategy is more general, our analysis (at least in this simpler context) provides convergence estimates for both the mean and covariance statistics.
II) The model for the fast unresolved scales in (1.1) are known in order to find the reduced model analytically. In the linear case, we will also discuss how to obtain the reduced model when the fast dynamics in (1.1) are unknown. To make the analysis tractable, our results assume the filtered solutions based on the full model are stable.
While there are many results concerning the convergence of (1.1) as → 0 to an averaged reduced filter for x (such as [27] , which also developed a nonlinear theory), we are interested in the case where may be O(10 −1 ) or even O(1) and we want to understand the structure of the averaged operators F (X; Θ) and σ X (X; Θ) corresponding to the reduced filtering problem, dX = F (X; Θ) dt + σ X (X; Θ) dW X , (1.2)
Ultimately, we would like to find Θ such that the mean and covariance estimates of the reduced filtering problem in (1.2) are close to the mean and covariance estimates of the true filtering problem with the perfect model in (1.1). In this reduced filtering problem, the observations z in (1.2) are noisy observations of the solutions of the true model in (1.1). We assume that there are no errors in the observation model of the reduced filtering problem, which will allow direct comparison of the filtered estimates from (1.1) and (1.2). The parameters Θ will depend on the scale gap and the unknown true dynamics, including the true parameters θ. In Section 2, a linear theory is developed in a linear and Gaussian setting under the assumptions I) and II) above. This linear theory will address question 1 above. The results in this section introduce a notion of consistency as a necessary (but not sufficient) condition for filtering with model error. By consistency condition, we mean the error covariance estimate agrees with the actual error covariance; this motivates us to introduce a weak measure to check whether the filter covariance estimate is underor over-estimating the actual error covariance when optimal filtering is not available. In Section 3, we study a simple, yet challenging nonlinear problem, where the optimal filter is not available as in practical applications. The ultimate goal is to address the second part of question 1 and question 2. In Section 4, we will compare numerical results of filtering the two-layer Lorenz-96 models with a one-layer Lorenz-96 model combined with various stochastic parameterization methods. The numerical results in this section confirm the theoretical findings in Sections 2 and 3, even for larger discrete observation time intervals and sparsely observed slow variables. Furthermore, these results will suggest a promising method to address question 3. We conclude the paper with a short summary and discussion in Section 5. We also accompany this article with an electronic supplementary material that provides the detailed proofs of the analytical results and a detailed description of the online parameter estimation method.
Linear Theory
The goal in this section is to develop a linear theory for filtering multiscale dynamical systems with model errors. In the presence of model error, even for a linear system, we must carefully differentiate between the actual error covariance of the filtered mean estimate and the error covariance estimate produced by the filtering scheme. The actual error covariance is simply the expected mean squared error of the state estimate produced by the filter, on the other hand, the linear Kalman-Bucy filter [28] produces an estimate of error covariance which solves a Riccati equation. In the perfect model scenario, the Kalman-Bucy solutions are optimal and these two error covariances are identical. When the error covariances agree, we say the filter estimate is consistent. However, when the model used by the filter is not the true model, finding a consistent filter estimate is nontrivial since the covariance solutions of the Riccati equation will typically differ from the actual error of the state estimate.
In the discussion below, we will first show that there are infinitely many choices of parameters, Θ, for the reduced model in (1.2), such that the filter covariance estimate matches the optimal covariance estimate of the true filter in (1.1). However, most of these parameters will not give accurate estimates of the mean and therefore the covariance estimate will be inconsistent with the actual error covariance. In the context of predictability, information theoretic criteria were advocated to ensure consistent covariance estimates [10] . While in the context of filtering, information theoretic criteria were also suggested for optimizing the filtering skill [12] . In the mathematical analysis below, we will enforce a different criteria which is based on orthogonal projection on Hilbert subspaces (see Theorem 6.1.2 in [49] ) to find the unique set of reduced filter parameters that ensures not only consistent but also optimal filtering in the sense of least squares. While this is a useful mathematical tool to understand the structure of the stochastic correction in the linear setting, in general, we do not advocate this criteria as a practical tool for parameter estimation. Moreover, we will show that the same optimal parameters can also be found by matching the equilibrium covariance statistics and posterior covariance estimates or by matching two equilibrium statistics alone.
Consider a linear model where f 1 = a 11 x + a 12 y and f 2 = a 21 x + a 22 y with a linear observation which involves only the slow variable, x. For this particular case the full filtering problem in (1.1) becomes
where we define observation operator H = (1, 0) for convenience. We assume that the matrix A = (a ij ) is negative definite and σ x , σ y > 0 are constants of O(1). We also assume thatã = a 11 − a 12 a −1 22 a 21 < 0, which guarantees the existence of the averaged dynamics in (1.2) for → 0; in this case, F (X) =ãX and σ X = σ x (see e.g., [23] for detailed derivation).
(a) Expansion of the Optimal Filter
For the continuous time linear filtering problem in (2.1), the optimal filter estimates (in the sense of minimum variance estimator), are the first and second order statistics of a Gaussian posterior distribution that can be completely characterized by the Kalman-Bucy solutions [28] . For this linear and Gaussian filtering problem, the covariance solutions of the filter will converge to a steady state covariance matrix S = {ŝ ij } i,j=1,2 , which solves the following algebraic Riccati equation,
where,
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We can rewrite the first diagonal component of the algebraic Riccati equation (2.2) forŝ 11 := E((x−x)
2 ) as follows (see Appendix A in the electronic supplementary material):
22
. Our goal is to find a one-dimensional model for the slow variable, x, which still gives the optimal state estimate. Motivated by the results in [23] , and the fact that (2.3) has the form of a one-dimensional Riccati equation, we consider the following one-dimensional linear filtering problem, 
Theorem 2.1 says that there is a manifold of parameters Θ = {a, σ X } for which the steady-state filter covariance estimates produced by the reduced model agrees with the steady-state covariance estimate of the optimal filterŝ 11 , obtained with perfect model. So, for any parameters on the manifold (2.6), the reduced filter mean estimate solves,
while the true filter mean estimate for x-variable solves,
While the true filter estimate in (2.8) is consistent, meaning thatŝ 11 = E[(x−x) 2 ], as shown in the derivation of the Kalman-Bucy equations [28] , the reduced filter estimatex from (2.7) is not always consistent in the presence of model error. Notice that the actual steady state error covariance,
, where e(t) = x(t) −x(t), is not necessarily equal to the steady state filter covariance estimates =ŝ 11 + O( 2 ). In fact, most choices of parameters on the manifold in (2.6) lead to poor filter performance, despite the optimality ofs (in the sense of minimum variance), due to the inconsistency of the reduced filter.
Our goal is to specify the parameters such that the filtered solutions are consistent, E 11 =s + O( 2 ). Unfortunately, this consistency condition is too weak and only specifies the choice of parameters up to order-. From the general linear theory of Hilbert spaces, the optimal filter mean estimate in the sense of least squares is given by the orthogonal projection onto the subspace spanned by its innovations (see Theorem 6.1.2 and the discussion in Section 6.2 in [49] ). This condition implies that the actual error, e = x −x is orthogonal to the estimatex under the joint probability distribution for (W X , V ), that is, E(ex) = 0. By requiring the reduced filter estimates to satisfy E(ex) = 0, we find a unique choice of parameters Θ = {a, σ X } on the manifold in (2.6) which produces optimal filter solutions (see Appendix B in the electronic supplementary material for the detailed proof of Theorem 2.2). To obtain these parameters, we apply the following procedure: We write the Lyapunov equation for an augmented state variable, (x, y,x) T and find the steady state solution for E(ex) up to order-2 . Then we enforce the condition, E(ex) = 0, which yields a unique choice of parameters on the manifold in (2.6). Furthermore, we can also use the steady solutions of the same Lyapunov equation to verify that these parameters guarantee consistent filtered solutions, E 11 =s + O( 2 ). In fact, the same parameters can be obtained by requiring the variance of the reduced model in (2.4) to match the equilibrium variance of the underlying system in (2.1) for variable x, in additional to the manifold in (2.6). These results are summarized in the following theorem. Theorem 2.2. There exists a unique choice of parameters given by a =ã(1 − â) and σ 2 X according to Theorem 2.1, such that the steady state reduced filter (2.4) is both consistent and optimal up to order-2 . This means thats, the steady state covariance estimate of the reduced filter, is consistent with the steady state actual error covariance
, and alsos agrees with the steady state covarianceŝ 11 from the optimal filters =ŝ 11 + O( 2 ). The unique optimal parameters can also be determined by requiring the covariance of the reduced model to match that of the slow variable from the full model up to order-2 .
We remark that a result of [54] shows that for a =ã + O( ) and σ 2 X = σ 2 x + O( ), the reduced filter mean and covariance estimates are uniformly optimal for all time in the following sense: Given identical initial statistics,x(0) =x(0),ŝ 11 (0) =s(0) > 0, there are time-independent constants C, such that,
In fact, we conjecture that the pathwise convergence should be,
for the unique parameters from Theorem 2.2 and we confirm this conjecture numerically in Appendix B. However, the proof of this would require solving the Lyapunov equation of the five-dimensional joint evolution of the full model, full filter, and reduced filter. Since this Lyapunov equation is an algebraic system of 15 equations of 15 variables it is not illuminating to verify our conjecture analytically.
Comparing this result to the reduced stochastic filter with an additive noise correction (RSFA) computed in [23] , Theorem 2.2 imposes additional order-corrections in the form of linear damping, − ãâx, and additive stochastic forcing, −2 σ 2 xâ dW x . This additive noise correction term was also found in the formal asymptotic derivation of [23] (they denoted the covariance estimate associated with this additive noise correction by Q 2 ), but the absence of the order-linear damping correction term in their calculation makes it impossible to match the posterior statistics of the full model to the same level of accuracy. They dropped this additional additive noise term and, subsequently, underestimated the true error covariance (as shown in Figure 1 ). We now verify the accuracy of the filter covariance estimate suggested by Theorem 2.2 in the numerical simulation described below.
In Figure 1 , we show numerical results comparing the true filter using the perfect model with approximate filter solutions based on three different one-dimensional reduced models of the form (2.4) . Here, the model parameters are a 11 = a 21 = a 22 = −1, a 12 = 1, σ ; and (3) the order-2 optimal reduced filter described in Theorem 2.2. Notice that only the order-2 optimal reduced filter produces mean and covariance estimates that match the true filter solutions. Furthermore, the resulting covariance estimate is consistent, that is, the mean square error,
2 , where · denotes temporal average (which equals E 11 for ergodic posterior distribution) matches the asymptotic covariance estimatess (compare the starred data points in the left and the right panels in Figure 1 ).
In this linear and Gaussian example, we found the optimal stochastic reduced model either by applying an asymptotic expansion to the Kalman-Bucy solutions alone or by applying asymptotic expansion to both the model equilibrium covariance and the filter posterior covariance solutions. In fact, we will show in the next section that the same reduced model can be obtained by applying an asymptotic expansion to the equilibrium statistical solutions of the model alone. We note that the higher-order expansion of the filter solution does not require a pathwise expansion of the prior model.
(b) An optimal stochastic parameter estimation method for filtering linear problems
In practical applications, one may have no access to the true dynamics in (2.1) and in this case it is necessary to estimate the parameters in the reduced model in (2.4) to obtain the optimal filtered solutions. Ideally, we would like to be able find the optimal parameters using some limited information about the marginal statistics of the slow variable, x. For the linear SDE in (2.4) (which is also known as the Ornstein-Uhlenbeck process [18] ), the two parameters, namely the linear damping coefficient, a, and the noise amplitude σ X , can be characterized by two equilibrium statistics, variance and correlation time. Theorem 2.2 guarantees that in the linear and Gaussian setting, one can obtain an optimal filtering by specifying the model parameters from these two equilibrium statistics. This parameter estimation strategy was introduced as the Mean Stochastic Model (MSM) in [40] (see also [41] for different stochastic parameterization strategies for the linear SDE in (2.4)). Formally, we have: Corollary 2.3. Given the equilibrium variance and the correlation time statistics of the true signal, x(t), that evolves based on the linear SDE in (2.1), the reduced Mean Stochastic Model (MSM) filter is an optimal filter, in the sense that the posterior mean and covariance estimates differ by an order of 2 from the true filter estimates obtained with the perfect model.
Proof. The slow variable, x, from the full model in (2.1) has correlation time
2 ) which was found in Lemma 2 of Appendix B. Furthermore, the equilibrium variance of the slow variable, x, from (2.1) is,
as shown in Lemma 1 of Appendix B. The Mean Stochastic Model (MSM) for (2.4) specifies its parameters with the analytical formula for the variance statistics, E[
, and correlation times, T x = T X = a −1 [40, 41] , and from these equations, we obtain a =ã(1 − â), σ This result suggests that in the linear and Gaussian setting, it is possible to find the parameters for optimal filtering without using the filter, by using the Mean Stochastic Model [40, 41] . Furthermore, these parameters also give the optimal equilibrium statistics, up to order-2 . In the nonlinear setting, however, filtering with the Mean Stochastic Model can produce an accurate mean estimate but typically underestimates the covariance statistics [32] . In the next section, we will explain how this issue arises.
Extension of the Linear Theory to a Nonlinear Test Model
In this section, we consider a simple nonlinear continuous-time filtering problem,
The discrete observation-time analog of this nonlinear filtering problem was introduced as SPEKF, which stands for "Stochastic Parameterized Extended Kalman Filter" in [19, 20] , in which filter estimates for SPEKF are obtained by applying a Kalman update to the exactly solvable prior statistical solutions of the full model in (3.1). The nonlinear system in (3.1) has several attractive features as a test model. First, it has exactly solvable statistical solutions which are non-Gaussian. This fact has allowed evaluation of non-Gaussian prior statistics conditional to the Gaussian posterior statistical solutions of a Kalman filter, which verified certain uncertainty quantification methods [35, 11] . Second, the results in [9] suggest that the system in (3.1) can reproduce signals in various turbulent regimes such as intermittent instabilities in a turbulent energy transfer range, a dissipative range, and for laminar dynamics. Third, the system in (3.1) was also used as a test bed for investigating the consistency of the statistical solutions for various imperfect models in the context of long-term predictability [10] . Our goal here is to verify the existence of an "accurate" reduced filter for this simple test model and to determine whether the corresponding reduced filter model produces accurate long term statistical prediction. Then we will close this section with a simple example which shows what can go wrong when an insufficient reduced stochastic model is used. In contrast to the linear filtering problem in Section 2, the optimal solution to a nonlinear filtering problem is not available in practice, since it requires solving an infinite-dimensional stochastic system. In particular, the true posterior distribution,
where L * is the Fokker-Planck operator for the state variables u. The term dwû = dz − E[h]dt is called the innovation process, and it represents the difference between the actual observation z and the expected observation E[h] with respect to p. As in the linear example above we will assume that h( u) = u so that only the slow variable is observed, thus allowing fair comparison with a reduced model for the slow variable. The Kushner equation is a stochastic partial differential equation (SPDE) which is easily solved when both the dynamics and observation process are linear, in which case one recovers the Kalman-Bucy equations. Since most practical methods that are being used for assimilating high-dimensional nonlinear problems are linear (or Kalman) based methods, we restrict our study to the Gaussian approximation of first two moments,û = up d u andŜ = (u −û) 2 p d u, for the slow variable, u, of the conditional density which solves (3.3).
In particular, substituting the Kushner expression for dp in dû = udpd u and applying integration by parts with the assumption that p has fast decay at infinity, we find that,
where uγ = uγp d u and b = bp d u. By differentiating these terms and applying the expansion p = p 0 + p 1 we can explicitly approximate these terms up to order-2 . The full details of this expansion are found in Appendix C (see the electronic supplementary material), where we find that evolution ofû andŜ reduces to
These equations give the exact solutions for the evolution of the first two statistics of the posterior distribution, p, up to order-2 , however they are not closed since the skewness (u−û) 3 p d u appears in the evolution of the covarianceŜ. We close these equations by assuming that the posterior distribution is Gaussian, or effectively, (u −û) 3 pd u = 0. While the equilibrium statistics of the dynamics in (3.1) have zero skewness, this is not necessarily the case for the posterior distribution given a noisy observation sequence [11] . Note that this closure is different from the Gaussian Closure Filter (GCF) introduced in [9] , which applies a Gaussian closure on the prior dynamics before using a Kalman update to obtain posterior solutions.
Since we are interested in finding a one-dimensional reduced model for the slow variable u we only derive the moment estimates for u which are given by,
We refer to these statistical estimates as the continuous-time SPEKF solutions for the variable u. To obtain the full continuous-time SPEKF solution, one can compute the mean and covariance matrix of the full state u, with similar computations via the Itô calculus. In this sense, the original SPEKF that was introduced in [20, 19] is a discrete-time analog of the continuous-time SPEKF since it implicitly truncates the higher-order moments of the posterior statistics through a discrete-time Kalman update. Motivated by the results in [35, 23, 11] , we now propose the following reduced filter model to approximate the filtering problem in (3.1),
The evolution of the first two moments of (3.6),ũ = U πdU andS = (U −ũ) 2 π dU , where π is the posterior distribution governed by the Kushner equation for (3.6), are given by,
where dwũ = dz −ũ dt denotes the innovation process and Gaussian closure is imposed by setting the skewness to zero (see Appendix C for detailed derivation). We can specify the parameters in (3.6) by matching coefficients in the equations governing the evolution of the mean and covariance in the filters (3.5) and (3.7) which yields
We refer to the solutions of (3.7) with parameters in (3.8) as the continuous-time reduced SPEKF solutions of the filtering problem (3.6). With this choice of coefficients we have the following result (see Appendix C for detailed proof).
Theorem 3.1. Let λ u > 0, and let z be noisy observations of the state variable u which solves the full model in (3.1). Given identical initial statistics,ũ(0) =û(0) andS(0) =Ŝ(0) > 0, the mean and covariance estimates of a stable continuous-time reduced SPEKF in (3.6) with parameters (3.8) agree with mean and covariance of a stable continuous-time SPEKF for variable u in the following sense. There exist timeindependent constants, C 1 , C 2 , such that,
Furthermore, the reduced filtered solutions are also consistent, up to order-.
Theorem 3.1 shows that the continuous-time reduced SPEKF solutions in (3.7) are consistent up to order-, and match the first two moments of the continuous-time SPEKF solutions for the slow variable u up to order-. Moreover, Theorem 3.1 implies that in the context of Gaussian closure on the posterior distribution, accounting for truncation of fast time scales in a nonlinear model with only additive noise requires a multiplicative noise correction term in the reduced model.
We note that the term λ u appearing in the denominator of the parameters σ 2 and β in (3.8) is technically an order-2 adjustment, however, this term arises naturally in the derivation of the continuoustime SPEKF solutions for (3.1) in Appendix C and is important as we will discuss below. We should point out that these extra order-2 correction terms were not found in the white noise limit approximation [35, 23, 11] .
(a) Numerical Experiments: assessing the mean and covariance filter estimates
In the numerical experiments below, we show results for two regimes (as defined in [9] ) for (3.1). Regime I corresponds to the turbulent energy transfer range, in which γ decays faster than u. The parameters for this regime are: λ u = 1.2 − 1.78i, λ b = 0.5 − i, λ γ = 20, σ u = 0.5, σ b = 0.5, σ γ = 20, = 1. Regime II, as defined in [9] , is an extremely difficult regime corresponding to the dissipative range, where the dynamics of u(t) exhibits intermittent burst of transient instabilities, followed by quiescent phases. The parameters are:
In this regime, the decaying time scales for u and γ are comparable. Note that the accuracy of the closure in (3.6) is up to orderwhen the parameters in the full model in (3.1) are all order-one. Since the parameters in Regime I are defined without in [9] and not all of them are order-one, by taking the ratio of the damping coefficients Re(λ u ) = 1.2 and λ γ = 20, the implicit time scale separation is approximately ≈ λ u /λ γ = 0.05. In regime II, the implicit time scale separation is approximately ≈ λ u /λ γ = 1.1. In these numerical experiments, we apply all the filters with discrete time observations at time ∆t = 0.5 and noise covariance R = 50%V ar(u). Here, we numerically compare the full SPEKF solutions with:
• The reduced stochastic filter (RSF) which assumes α = λ u , σ • The reduced stochastic filter with additive correction (RSFA) which assumes α = λ u , σ
• The reduced SPEKF solutions with white-noise limit parameters [35, 23, 11] 
We'll denote this by RSFC, following the notation in [23] . Table 1 . Average RMSE (and empirical consistency measure) for various filtered mean estimates in Regimes I and II over 20,000 assimilation cycles for observation time ∆t = 0.5 and R = 0.5V ar(u). • The RSPEKF solutions with parameters in (3.8).
In Table 1 , we show the average RMS errors, averaged over 20,000 assimilation cycles. In regime I, the accuracy of the filtered mean estimates of SPEKF, RSFC, and RSPEKF are roughly similar. On the other hand, RSF and RSFA are less accurate, in particular, the average RMS error of RSF is larger than the observation noise error, √ R. In regime II, RSPEKF has the smallest error, even smaller than SPEKF, followed by RSFC. The linear filters without multiplicative noise, RSF and RSFA, are not accurate at all, their errors are roughly twice the observation noise error. We do not show the pathwise filtered solutions compared to the true signals since they look very similar to those of Figures 7 and 8 of [23] . Instead, we examine the filter covariance estimates (see Figure 2 ). Notice that in both regimes, the covariance estimates of both RFSC and RSPEKF are larger than that of SPEKF. The differences between RSFC and SPEKF in Regime II are even more pronounced. The differences between RSPEKF and SPEKF are of order-in both regimes, where = 0.05 for regime I and = 1.1 in regime II. The covariance estimates of the other two linear filters, RSF and RSFA, converge to constant solutions, as expected; RSF underestimates the covariance, while RSFA covariance estimates are closer to RSPEKF.
From these covariance estimates, we cannot conclude which of them over-or under-estimate the actual error covariance since we have no access to the optimal filter solutions; even SPEKF solutions are suboptimal since they are the Gaussian approximation of the first two-moments of (3.3). Motivated by the result in Theorem 2.2, where the optimal filter guarantees a consistency condition in the sense that the filter covariance estimate matches the actual filter error, we propose the following metric as an empirical measure to determine whether the filter covariance estimates are consistent.
Definition 3.1. Consistency (of Covariance). Letx(t) ∈ R n andS(t) ∈ R n×n be a realization of the solution to a filtering problem for which the true signal of the realization is x(t) ∈ R n . The consistency of the realization is defined as
where · denotes temporal average. We say that a filter is consistent if C = 1 almost surely (independent of the realization). The filter covariance under(over)estimates the actual error covariance when C > 1 (C < 1).
This metric is simply the signal part of the relative entropy measure of two Gaussian distributions [12] . With this definition, it is obvious that an optimal filter is always consistent. However it is not the only consistent filter and not every consistent filter is accurate (see Appendix D in the electronic supplementary material for trivial examples). In parallel to the consistency condition in (2.2), this consistency measure is only a necessary (or weak) condition for the covariance to be meaningful. It should be used together with the mean squared error measure. However, this measure has the following useful property: a consistent filter which produces posterior mean estimates close to the true posterior mean estimates also has a covariance close to the true posterior covariance (see Appendix D in the electronic supplementary material for detail). We should point out that although this measure is much weaker than the pattern correlation measure advocated in [12] , we shall see that many suboptimal filters are not even consistent in the sense of Definition 3.1. Table 1 , as functions of time. In this numerical simulations, we consider observation time interval ∆t = 0.5 and R = 0.5V ar(u).
In Table 1 , we record the numerically computed empirical consistency for the corresponding filtering experiments. The consistency results show that in regime I, almost all filtering methods except RSFC are underestimating the actual error covariance. In this regime, both RSFC and RSPEKF produce the most consistent covariance estimates. In Regime II, both linear filters (RSF and RSFA) significantly underestimate the actual error covariance. RSFA improves both mean and covariance estimate (it reduces the consistency measure from C ≈ 10 4 to 10 2 ) by an additive covariance inflation factor σ
In this regime, SPEKF, which produces reasonably accurate filtered solutions, also underestimates the actual error covariance (C ≈ 11.5). Even RSPEKF underestimates the covariance (C ≈ 3.37). We suspect that the underestimation of these covariances in SPEKF and RSPEKF are due to the Gaussian closure approximation. Additionally, the underestimation of the actual error covariance in the full SPEKF solutions can be attributed to a combination of the following issues: (1) the full SPEKF has sparse observations of only u; (2) the prior statistical solutions of the full SPEKF involve quadrature approximation of various integral terms.
(b) Numerical Experiments: Assessing the predictive skill of the covariance estimates
In this section we compare the evolution of the covariance of the stochastic variable u in the nonlinear model in (3.1) with the evolution of the covariance of U in the approximate model in (3.6) for the following parameter sets:
• The RSFC or white-noise limit parameters [35, 23, 11] .
• The RSPEKF parameters obtained in (3.8),
In this numerical experiment, we solve the evolution of the true covariance of u and the two reduced models analytically as in [41] and in the Appendix of [23] , respectively. We assume an independent Gaussian initial condition,
Each model is then used to evolve these initial conditions forward in time and the resulting covariances are shown in Figure 3 . Notice that in both regimes, the covariance estimates from the parameters of RSFC are not accurate at all. In regime I, the absolute error of the final covariance estimates shown in Figure 3 is about |V ar(u) − V ar(U )| = .7171 ≈ 14 for = 0.05. In regime II, the covariance estimate of the RSFC is unstable since the stability condition, is not satisfied. The order-2 correction terms in (3.8) yield significant improvement in both regimes. In regime I, the absolute error of the covariance estimate from RSPEKF, |V ar(u) − V ar(U )| = .3 = 6 , is much smaller than that of RSFC. In regime II, the RSPEKF correction terms ensure the stability of the prior covariance estimate, that is, it provides the following stability condition,
Moreover, the corresponding absolute error in this regime is |V ar(u) − V ar(U )| = .5979 = .5 , where = 1.1. The RSPEKF example shows that there exists a parameter set, given by (3.8) , that produces reasonably accurate and consistent filtered estimates as well as relatively accurate covariance solutions, up to order-. Interestingly, the stochastic noise terms in the moment equations of (3.5) and (3.7) do not effect the determination of the parameters in (3.8). In fact, we can obtain the same stochastic parameters by applying the asymptotic expansion to the first two-moments of the marginal distribution of u which solves the deterministic part of SPDE in (3.3) (which is simply the Fokker-Planck equation). We also note that by a straightforward (but tedious and lengthy) calculation, one can verify that, for this particular example, the parameters (3.8) also match the third moments of SPEKF and RSPEKF, when one does not apply the Gaussian closure in (3.4). The coefficients in the higher-order moment equations still satisfy the same constraints which yield (3.8). Thus, as long as no model error is committed in the observation operator h in the reduced filter of (3.6), the stochastic term in (3.3) will not produce extra constraints. In real applications, however, it is typically difficult to find an appropriate ansatz which can give both accurate filter solutions and accurate long term statistical prediction with the same parameters. In this case, it is possible to have more constraints than the number parameters in the reduced model. To illustrate this point, suppose we choose the following stochastic ansatz for the reduced filter model, 12) ignoring the multiplicative noise component in (3.6) . By comparing the Kalman-Bucy solutions of (3.12) to the Gaussian closure moments in (3.5), it is clear that the accuracy of the filtered mean and covariance estimates are not within order-2 . With this stochastic ansatz, we can fit the equilibrium variance and correlation time (with the MSM method as mentioned in Corollary 3.1) to obtain α = 0.7683 − 0.9971i and σ Figure 4 for Regime I). In Figure 4 , we compare the average RMS errors and consistency measure of filtering noisy observations of (3.1), with the stochastic ansatz in (3.12) as the filter model, for a wide range of parameters. We set the frequency parameter, Im{α} = −0.9971i to be the exactly the value determined by MSM. In these numerical simulations, the filtered performance is quantified over 20,000 assimilation cycles for observation noise R = 0.5V ar(u) and time ∆t = 0.5. Notice that the MSM parameters do not produce the best filtered solutions; they yield an average RMSE close to 0.85 and consistency measure close to 1.4. Moreover, in this parameter range, the average RMS error is much larger than 0.54 which was produced by RSFA(see Table 1 ), which is also using the ansatz in (3.12) with parameters in (3.8), except for β = 0. Conversely, the parameters associated with RSFA in Table 1 produce inaccurate equilibrium statistics; the correlation time and the equilibrium variance are significantly underestimated by 52% and 83%, respectively. This example illustrates the importance of having an appropriate ansatz. Moreover, when the ansatz is not appropriate, parameters which are chosen to give good equilibrium statistics may give poor filter performance and vice versa.
Stochastic parameterizations for the two layer Lorenz-96 model
In the previous sections we were able to obtain an optimal stochastic parameterization ansatz which compensates for the unresolved scales, because the full dynamics are known and the two test problems are quite simple. Our results showed that it is critical to use the correct stochastic ansatz in order to simultaneously obtain accurate filtering and accurate equilibrium statistical estimates. In practical applications, it is rather difficult to derive the correct parametric form for the reduced model, especially when the dynamics of the unresolved variables are not completely known. Motivated by our results in Sections 2 and 3, as well as the normal forms for reduced climate models deduced in [44, 36] , we propose a stochastic parameterization ansatz which includes a linear damping term and a combined, additive and multiplicative, stochastic forcing to account for the unresolved scales in filtering nonlinear multiscale problems.
In this section, we present numerical results from filtering the two-layer Lorenz-96 model [34] , which has been widely used for testing stochastic parameterization methods [16, 52, 13, 30] . The two-layer Lorenz-96 model is an N (J + 1)-dimensional ODE given by,
where x = (x i ) and y = (y j ) are vectors in R N and R N J respectively and the subscript i is taken modulo N and j is taken modulo N J. To generate the observations, we integrate this model using the RungeKutta method (RK4) with a time step δt and take noisy observations z k at discrete times t k with spacing ∆t = t k+1 − t k given by,
where z k ∈ R M and R is a symmetric positive definite M × M matrix. The main goal of this section is to show that when the "correct" ansatz is known, a natural way to estimate the parameters is online (as part of the filtering procedure). To achieve this, we separate the discussion into three subsections. In the first subsection, we will provide a short review of the online parameterization method that was introduced in [7] (we accompany this section with a more detail discussion in the Appendix E in the electronic supplementary material). Second, we compare the filter performance of various choices of ansatz with the online parameter estimation scheme. The main point here is to empirically find the "correct" ansatz since the complexity of the full model makes it difficult to analytically derive such an ansatz. In the third part of this section, we compare the filter and the equilibrium statistical estimates of the online parameterization method with an offline stochastic parameter estimation method proposed in [52, 3] . To make a fair comparison, we will use the same stochastic parametric form (ansatz).
(a) Review of the Online Parameter Estimation Method
We consider the following reduced stochastic model to approximate the filtering problem in (4.1), (4.2),
As we pointed out earlier, such a stochastic parameterization was motivated by our results in Sections 2 and 3, as well as by earlier work that suggested a normal form for reduced climate modeling [44, 36] . The filter model in (4.3) is simply the one-layer Lorenz-96 model augmented with an additional linear damping term α, an additive noise term which amplitude is given by the matrix σ = (σ ij ) and a multiplicative noise term with coefficient β = (β ij ). The notationsẆ ,V denote standard i.i.d. white noise. In the remainder of this paper, we will set β = 0 since the multiplicative noise seems to play little role based on the study in [3] and we suspect that an online estimation method for the multiplicative noise amplitude may involve a more expensive MCMC algorithm, which is beyond the scope of this paper.
The core of the online parameter estimation scheme considered in this paper is the EnKF algorithm with an adaptive noise estimation scheme proposed in [7] . For the application in this paper, we will combine this scheme with the classical online state augmentation method [17] to obtain the deterministic parameters (α in our case). Generally speaking, the algorithm consists of two steps: The first step is to apply the standard EnKF method to estimate the augmented state-parameter variables, ( x, α), assuming that the parameter dynamics are the persistent model, dα/dt = 0, as in [17] . The second step is to use the zero-lag and one-lag covariances of the resulting innovation vectors to obtain an estimate for Q = σσ and the observation noise covariance R. This second step was originally proposed in [46] for linear problems and extended to EnKF framework in [7] . See Appendix E in the electronic supplementary material for implementation detail of this online noise estimation method. By only using the zero-lag and one-lag covariances, the method of [7] can estimate at most M 2 parameters, where M is the dimension of the observation (this is only a necessary condition and further observability obstructions are possible). When M = N this means that the entire matrix Q can usually be estimated, and this version of the algorithm is used in Section 4(b). However, when the observations are sparse we must parameterize the Q matrix. In Section 4(c) we consider a sparse observation where only half of the slow variables are observed, and because of the spatial homogeneity of the problem we introduce a cyclic parameterization of Q. The idea of the cyclic parameterization is that the covariance in the model error should only depend on the distance between the slow variables, so for example Q 12 = Q 23 = · · · = Q N 1 . The cyclic parameterization reduces the number of parameters in Q from N 2 to ceil(N/2) and can be used whenever ceil(N/2) ≤ M 2 ; the full details are described in detail in Appendix E. We should point out that this observability issue can also be mitigated with an alternative algorithm in the EnKF framework, which uses more than one-lag covariances of the innovation vectors to estimate Q and R [25] .
In this section, we compare multiple choices of ansatz which are reduced forms of (4.3) across a wide range of time-scale separations, 2 −7 ≤ ≤ 1. The goal of this example is to compare the filtering skill of various stochastic parameterization ansatz when the unresolved scales dynamics in (4.1) is ignored. We generate the truth data from (4.1) and observation data from (4.2) using a short observation time ∆t = min{0.01, /10} and an integration time step δt = ∆t 10 . The dependence in the time step is necessary due to the stiffness of the problem as → 0. We use the parameters from Regime 2 of [30] where N = 9, J = 8, a = 1, F = 10, R = 0.1 × I N ×N , h x = −0.1 and h y = 1. Note that there are 81 total variables, only 9 of which are observed. For diagnostic purpose, we first consider the idealized case where the full model (4.1) and all the parameters are known exactly. We apply an ensemble Kalman filter based on the full ensemble transform [8] with 162 ensemble members (double the total state variables, 2N (J + 1)), each of which are integrated 10 times between observations. We will refer to this scheme as the Full Model ; see Figure 5 for the average RMSE and consistency measure of the filtered solutions based on this full model.
Numerically, the reduced filter models are all integrated with δt = ∆t, thus using 10 times fewer integration steps than the Full Model, since the numerical stiffness disappears when the fast processes are removed. Moreover, since the reduced models have significantly fewer variables, N = 9, we consider an ensemble of 2N = 18 members (or 20 members, when α is estimated), which is much fewer than the 162 ensemble members used for the Full Model. In this section all N = 9 slow variables are observed which allows us to estimate the full 9 × 9 matrix Q, however this requires a long time series. Thus, we use a series of 80,000 observations and each filter uses the first 20,000 observations to estimate their parameters so that only the last 60,000 observations are used in the computation of the averages in the RMSE and the Consistency (shown in Figure 5 ).
To evaluate the effectiveness of the additional damping and additive noise in the reduced model we consider four separate cases. First, we set α = 0 and σ = 0, which we call the reduced deterministic filter (RDF) since the slow variables are unchanged and the fast variables have simply been truncated. As shown in Figure 5 , the RDF has very poor performance for all but extremely small values of . In fact for ≥ 0.125 the truncated model's filtered estimate is actually worse than the observation. Next we consider the reduced deterministic filter with an additional damping correction (RDFD) where σ = 0 and the reduced stochastic filter with an additive noise correction (RSFA) where α = 0. As shown in Figure 5 the damping improves the filter accuracy for small whereas the additive noise stochastic forcing improves the filter accuracy for large . Finally we combine both damping and additive stochastic forcing in RSFAD, which shows the improvement that is achievable with this simple stochastic parameterization of model error compared to simply neglecting unresolved scales.
Of course, estimating the accuracy of the posterior mean filter solutions is only part of filter performance, the filter also quantifies the uncertainty in the mean state estimatex(t) via the estimated covariance matrix S(t). We would like to know if the filter is doing a good job of determiningS(t), however judging the accuracy ofS(t) is difficult since we do not have access to the optimal filter (even our Full Model simply uses a Gaussian update). Thus we compute the empirical measure of filter consistency introduced in Section 3. As shown in Section 3 and Appendix D, the consistency quantifies the degree to which the actual error covariance of the suboptimal estimatex(t) agrees with the filtered covariance estimate,S(t). Moreover, ifx(t) is a good estimate of the true posterior mean, consistency close to one implies thatS(t) is close to the true posterior covariance. In Figure 5 we show that consistency is significantly improved by the additive noise term characterized by the parameters σ ij . When these stochastic parameters are included, the reduced model is consistent with C ≈ 1, compared to the order 10 4 underestimation of the actual error covariance without this stochastic parameterization.
(c) Comparison of online and offline stochastic parameterization methods
In this section we compare the online parameter estimation scheme in Section 4(a) with the linear regression based offline scheme from [3] . We will consider their parameter regime, which can be written as and observations at time intervals ∆t = min{0.01, /10} with observation noise R = 0.1. Results are overaged over 60, 000 assimilation cycles in Regime 2 from [30] where N = 9, J = 8, a = 1, F = 10, R = 0.1, hx = −0.8 and hy = 1. All filters use the ensemble transform Kalman filter with dynamics integrated with the Runge-Kutta (RK4) method. The Full Model filter uses (4.1), the same model used to generate the data. The remaining models use (4.3) where RDF sets σij = α = 0, RDFD sets σij = 0, RSFA sets α = 0 and RSFAD fits both parameters simultaneously. section we will vary the observation time ∆t and we use an integration time step of δt = 0.001 for the full model (to avoid numerical instability) and all the reduced models will use an integration step of δt = 0.005. We consider a more challenging regime for the stochastic parameterization with sparse observations of every other grid point of the slow variables so that M = 4. Each observed variable is perturbed by a mean zero Gaussian noise with variance 0.1 so that the covariance matrix of the observation noise is R = 0.1 × I M ×M . The filter performance is assessed with the average RMSE and the consistency measure, computed over all N = 8 slow variables and 60,000 assimilation cycles.
We also consider one of the stochastic parameterization ansatz that was studied in [3] , which we refer to as Cubic+AR (1),
where b j , φ,σ are scalars to be determined from the data and z i denotes standard i.i.d. white noise. This model fits the bias component of the model error to a cubic polynomial and the random component of the model error to an AR(1) model. Following [3] , we integrate this model with the stochastic integration method described in [24] with integration step δt = 0.005 and hold the stochastic term, e i (t), constant over each integration step. The parameters for (4.4) are found offline in [3] from a noiseless time series of the slow variables {x i } 8 i=1 . In particular, given a training time series of x i (t), the offline estimation first constructs
which represents the model error from using the truncated one-layer Lorenz-96 model. The errors U are then fit to the cubic polynomial,
3 using a standard least squares method. Finally, the residual,
, is fit with an AR(1) stochastic model to find the parameters φ andσ. Since the model is spatially homogeneous, we fit a single set of parameters for all i. The parameters of [3] are b 0 = −0.198, b 1 = 0.575, b 2 = −0.0055, b 3 = −0.000223, φ = .993,σ = 2.12, which we verified using the above procedure, and we use these parameters for the Cubic+AR(1) reduced model. We found that the filtered solutions with this model diverge catastrophically Figure 6 . Filter performance measured in terms of root mean squared error (RMSE, left) and consistency (middle) for sparse observation of the slow variables. Results are averaged over 7, 000 assimilation cycles. All filters use the ensemble transform Kalman filter with dynamics integrated with the Runge-Kutta (RK4) method. The Full Model filter uses (4.1), the same model used to generate the data. The RSFAD curves use (4.3) with parameters α and σij estimated as in Appendix E with the cyclic parameterization of σij. The Cubic+AR(1) model using (4.4) with the parameters of [3] is not shown since the filtered diverged. The Online Fit curves use (4.4) with b1 = α andσ = 1 8 8 i=1 σii taken from the estimates produced from the RSFAD and the remaining parameters are b0 = b2 = b3 = φ = 0. In the figure on the far right we compare the α andσ parameters from the online and offline estimation techniques. The Offline Fit curves use parameters b1 = 0.481 andσ = 2.19 estimated using the technique of [3] .
(the average RMSE goes to numerical infinity) for the sparse observation. For the fully observed slow dynamics case, we found that the average RMSE of this stochastic parameterization is slightly below the observation error but they were no where close to that of the Full Model or the other reduced models considered.
To make a fair comparison between the online and offline parameter estimation schemes, we consider a simplified version of the parametric form in (4.4) with b 0 = b 2 = b 3 = φ = 0. This is equivalent to using (4.3) with a diagonal diffusion matrix, σ ij =σδ(i − j). In this sense, both resulting filter models will have only two parameters in their stochastic parameterization, namely α = b 1 andσ. For the Offline Fit, we obtain the parameters with the same linear regression based offline estimation technique described above as in [52, 3] by fitting to a large data set of x i (t) (2 × 10 5 time steps); the resulting parameters are α = b 1 = 0.481 andσ = 2.19. In order to produce online estimates of the reduced model parameters, we ran the adaptive EnKF described in Appendix E using the RSFAD reduced model of (4.3) on 10 4 noisy observation of M = 4 of the N = 8 slow variables. The RSFAD scheme estimates the parameters α and σ ij on-the-fly, as described in Appendix E, using the cyclic parameterization of σ ij . We define the Online Fit reduced model by taking α andσ = Figure 6 . We should emphasize that the parameter estimation scheme of [3] takes place offline, using a noiseless data set of, x i (t), and fits the deterministic and stochastic parts of the model error separately. In contrast, the online data assimilation scheme of [7] with RSFAD uses a much shorter and spatially sparse time series of noisy observations without knowing the noise error covariance, R, and simultaneously updates the mean and covariance parameters of the reduced stochastic model (4.3).
In Figure 6 we compare the performance on the filtering problem and we see that the Offline Fit parameters give worse performance than the observation in terms of RMSE. On the other hand, the Online Fit parameters produce filtered solutions with a RMSE which is relatively close to that of the full model. Notice that the consistency of the Offline Fit is very good, which agrees with the results in [3] which compares ensemble spread to ensemble error in the prior model. However, as shown in Appendix D, a good consistency result is meaningless when the mean estimate is not accurate; so while the actual error and filter error estimate agree, they are both very large. In contrast, the Online Fit is underestimating the covariance slightly (compare the scale of the y-axis to that in Figure 5 ) but the RMSE and consistency are close to those of the Full Model. Moreover, in order to make a fair comparison, the Online Fit only uses the diagonal part of the covariance matrix estimated by the RSFAD and the additional covariance of the off-diagonal terms is probably needed to produce a more consistent filter. In Figure 7 we compare the equilibrium marginal density and correlation function of the Online Fit and Offline Fit to those of the σii taken from the estimates produced from the RSFAD and the remaining parameters are b0 = b2 = b3 = φ = 0. The Offline Fit uses the procedure for offline parameter estimation from [3] to find b1 andσ and sets all the other parameters to zero.
slow variables of the full model. In this regime the Online Fit produces very good agreement with both the equilibrium density and the correlation function over a very long time (note that 4 model time units corresponds to 800 integration steps for the reduced model). In contrast, the Offline Fit and even the full Cubic+AR(1) models showed some deviations, notably underestimating the variance and overestimating the lag correlations at the later times.
Since the Online Fit gives good filter performance and also closely matches the equilibrium statistics of the full model, we conclude that the ansatz (4.3) is sufficient for this regime of the two-layer Lorenz-96. We should emphasize that there is no inherent problem with offline parameter estimation. The problem with the linear regression based estimation scheme of [3] is that the deterministic parameter, α = b 1 , and diffusion amplitude,σ, in the stochastic parameterization model are estimated separately. So, when a parameter in (4.3) is independently perturbed, the nonlinear feedback of this perturbation is not appropriately accounted in the filtered estimates. A successful offline parameter estimation scheme would need to simultaneously account for all of these nonlinear feedback relationships, rather than with two separate least squares estimates.
Summary and discussion
In this paper, we studied two simple examples to understand how model error from unresolved scales affects the state estimation and uncertainty quantification of multiscale dynamical systems, given noisy observations of all the resolved scale components alone. From the mathematical analysis of these simple test problems, we learned that for a continuous time linear model with Gaussian noise, there exists a unique choice of parameters in a linear reduced model for the slow variables which gives optimal filtering when only the slow variables are observed. Moreover, these parameters simultaneously gives the best equilibrium statistical estimates, and as a consequence they can be estimated offline from equilibrium statistics of the true signal. In particular this shows that in the linear setting the Mean Stochastic Model (MSM) introduced in [40, 41] is the optimal reduced model.
By examining the continuous-time nonlinear SPEKF problem, we showed that the linear theory extends to this non-Gaussian, nonlinear configuration as long as we know the optimal stochastic parameterization ansatz and there is no error in the observation model. We confirmed this finding by noticing that the stochastic terms in the Kushner equations do not produce additional constraints to determine the reduced model parameters as long as the observation model has no additional error. This implies that one would get the same parameters by matching the first two-moments of the corresponding Fokker-Planck equations (ignoring the stochastic terms in the Kushner equations). Although we only show the Gaussian closure approximate filter in this paper, we found no additional constraints when the Gaussian closure approximation is ignored (the coefficients of the higher moments satisfy the same constraints). Numerically, we show that the additional correction terms that we found in our formal asymptotic expansion produces accurate filtering as well as accurate long term covariance prediction. Moreover, we reinforce this result numerically on a complex nonlinear system in Section 4 by numerical estimation of a reduced stochastic model for the two-layer Lorenz-96 model. Once again, given the "right" stochastic parameterization (chosen based on our analysis and the earlier work [44, 36] ) we find a single set of parameters which simultaneously produces reasonably accurate filter estimates and equilibrium statistical estimates.
When the stochastic parameterization ansatz is insufficient, parameters chosen for good filtering may give poor equilibrium statistics and vice versa. This is shown analytically and numerically in Section 3 for the SPEKF filtering problem when the stochastic parameterization does not include a multiplicative stochastic forcing. This is also reinforced numerically in Section 4(b) for the two-layer Lorenz-96 model, where we show that neither linear damping (RDFD) nor additive stochastic forcing (RSFA) alone are sufficient to give accurate filtering across multiple time-scale separations, and the "right" parameterization requires both of these terms (RSFAD). Moreover, in Section 4(c) we show that the parameters estimated by RSFAD match the equilibrium statistics of the full model and give good filter performance even for sparse observations at long observation times with small time-scale separation.
Finally, even when the correct stochastic ansatz is known, it is imperative to estimate the parameters simultaneously and to account for the nonlinear feedback of the stochastic parameters in the parameter estimation technique. In particular, in Section 4(c) we compare an offline parameter estimation technique proposed in [52] and used by [3] , to an online parameter estimation technique introduced in [7] . We find that the online parameters give good filter performance and match the equilibrium statistics whereas the offline parameters yield filter estimates which are worse than the observations. In our numerical results, the online stochastic parameter estimation scheme produces extremely accurate filter and equilibrium statistical estimates even when the data assimilation method only takes noisy observations of only half of the slow variables, while the offline technique uses a much longer data set of noiseless observations of all of the slow variables.
The weakness of the offline technique that we tested [52, 3] is that the deterministic and stochastic parameters are estimated separately based on a linear regression fitting on a training data set. Such a scheme does not account for the feedback of these parameters on the reduced model, which is particularly important when the underlying dynamics are nonlinear. We emphasize that offline estimation methods are not inherently worse than online estimation, however a successful estimation technique must estimate all parameters simultaneously. As pointed out in [12] , the design of an adequate offline estimation method for accurate filtering with model error may involve solving a constrained optimization problem with the constraints given by the three information measures to account for the statistics of the filter error, including the mean biases, and the correlations between the truth and the filter estimates. It would be interesting to see whether such method produces parameters that give accurate equilibrium statistical estimates, assuming that the optimal stochastic parameterization is known. On the other hand, there are, for example, other offline methods based on information theoretic criteria which were shown to improve long term uncertainty quantification [10, 35, 37, 38, 39] ; it would also be interesting to check whether these methods can also give accurate filtered solutions when the optimal stochastic ansatz is given. In the linear and Gaussian setting, the Mean Stochastic Model in [40, 41] is an example of an offline estimation method that produces optimal filtering as well as equilibrium statistical prediction. In this special setting, the offline technique is sufficient because of two special circumstances, first, the parameters can be completely characterized by two equilibrium statistics and second, the underlying signal is stationary. In a nonlinear setting, the online technique gives a natural way for the parameters to evolve via small perturbations while the feedback from these perturbations on the reduced model are compared to the observations, adaptively. Moreover, it does not require a training data set and can work directly with the noisy observations as they become available.
The online parameter estimation methods also have some weaknesses, they sometimes are limited by issues of observability of parameters (see Chapter 13 of [41] ) and they also required careful design to avoid expensive computational costs [14, 7, 25] . Extending these techniques to more general stochastic parameterizations and high-dimensional problems is therefore an important task for future research. To make stochastic parameterization more useful in real applications, many open problems remain to be solved, including how to determine the "right" stochastic parameterization if the one we proposed is inadequate, and how to simultaneously estimate the multiplicative noise coefficients in addition to the linear damping and additive noise considered in Section 4. Another important issue is to understand whether the linear theory holds when the observation model also depends on the fast variables. We plan to address these questions in our future research.
We consider the two-dimensional linear and Gaussian filtering problem (written in matrix form),
Throughout this analysis, we assume that A 1 has negative eigenvalues, a 22 < 0, andã ≡ a 11 − a 12 a −1 22 a 21 < 0. The optimal filter posterior statistics,ˆ x = E x andŜ = E ( x −ˆ x)( x −ˆ x) , are given by the KalmanBucy equations [28] . In this appendix we find the steady state covarianceŝ 11 
2 ] for the slow variable x and we expand the solution in terms of . We show that up to order-2 , the covarianceŝ 11 solves a one-dimensional Riccati equation which will motivate the optimal reduced model in Appendix B.
The Kalman-Bucy solution implies thatŜ has a steady state solution given by the algebraic Riccati equation,
For the case of the two variable system, by settingŜ = ŝ 11ŝ12 s 12ŝ22 the steady state Riccati equation yields the following three equations, Multiplying this expression by , for a 22 = 0 we obtain, . Dividing both sides by (1 + 2 â) and expanding in we have,
Equation (A 4) yields the varianceŝ 11 of the state estimate for the observed variable x based on the optimal filter using the full model. Note that by truncating terms that are order 2 , equation (A 4) for s 11 has the form of a Riccati equation for a one dimensional dynamical system. In particular, consider the linear one-dimensional filtering problem,
The steady state covariances from the Kalman-Bucy solution to (A 5) solves the Riccati equation,
Our goal is to find {a, σ X } such that the solution of (A 5) agrees with the solution for x of (A 1). In order to makes agree withŝ 11 , we establish the following tradeoff between a and σ 2 X in the limit as → 0. Theorem 2.1. Letŝ 11 be the first component of the steady state solution to (A 2) and lets solve (A 6). Then lim →0s −ŝ11 = 0 if and only if
Proof. Subtracting (A 6) from (A 4), we obtain
First, assuming the σ 2 X has the form given in the statement, (A 7) reduces to
which shows thatŝ 11 −s = O( 2 ) so lim →0ŝ 11−s = 0. Conversely, if we assume that lim →0ŝ 11−s = 0 then we can rewrite (A 7) as
and solving for σ 2 X gives the desired identity.
Appendix B. Existence and uniqueness of the optimal reduced model
In this appendix we consider using the one-dimensional filtering scheme (A 5) to filter noisy observations of x that solves the two-dimensional model in (A 1). We will show that there exists a unique choice of parameters {a, σ X } which gives the optimal filtered estimate of the slow variable x from (A 1) in the sense that both the mean and covariance estimates match the true filtered solutions and the equilibrium statistics also match those of the full prior model. This optimal choice is determined by requiring the parameters to lie on the manifold defined by Theorem 2.1, and additionally, requiring that the equilibrium covariance implied by the reduced filter model to match the equilibrium covariance of the full model. These two constraints will determine the parameters {a, σ X } up to order-2 . We also show that as long as the parameters {a, σ X } agree with the optimal parameters up to order-the resulting filter is consistent consistent in the sense that the actual error covariance of the filtered mean estimate must equal to the error covariance estimate produced by the filtering scheme. Moreover, the reduced filter mean estimate will agree with mean estimate for the slow variable from the full filter path-wise up to order-.
The main goal of this appendix will be to prove the following theorem.
Theorem 2.2. There exists a unique choice of parameters given by a =ã(1 − â) and σ 2 X according to Theorem 2.1, such that the steady state reduced filter (A 5) is both consistent and optimal up to order-2 . This means thats, the steady state covariance estimate of the reduced filter, is consistent with the steady state actual error covariance
Proof. We introduce the following three-dimensional SDE which governs the joint evolution of the full state x = (x, y) and the reduced filter estimate of the statex. Note that the reduced filter with parameters {a, σ X } is given by
where K =s/R ands is determined by {a, σ X } sinces solves (A 6) the time-dependent Riccati equation,
Our goal is to determine the parameters {a, σ X } which yield a optimal reduced filter. To find this we combine the full model from (A 1) with the reduced filter equation in (B 1) which yields,
Writing the Lyapunov equation for the covariance matrix E = E[(x(t) y(t)x(t)) (x(t) y(t)x(t))] we find the e 11 = c 11 , e 12 = c 12 , and e 22 = c 22 as in (B 15 and solving for e 13 we find that,
At this point we must choose one more constraint to obtain a unique choice of parameters {a, σ X } up to order-2 . Unfortunately, the consistency condition E 11 =s, is too weak; it only specifies the choice of parameters up to order-. From the general linear theory of Hilbert spaces, the optimal filter mean estimate in the sense of least squares is given by the orthogonal projection onto the subspace spanned by its innovations (see Theorem 6.1.2 and the discussion in Section 6.2 in [49] ). This condition implies that the actual error, e = x −x is orthogonal to the estimatex under the joint probability distribution for (W X , V ), that is, E(ex) = 0. Thus we introduce the optimality condition E[(x −x)x] = 0, this is the optimality condition in the sense of Hilbert space projections. We first find the manifold of parameters determined by the optimality condition, note that,
Applying the optimality condition E[(x −x)x] = 0 we find that,
where e 11 = c 11 from (B 13) below. Thus the optimality condition is defined by the manifold of parameters, ) and combining this with the manifold of Theorem 2.1 we have
Sinces, R > 0 andã < 0, the optimality condition, E[(x −x)x] = 0, is satisfied if and only if a = a(1 − â) + O( 2 ) when σ X lies on the manifold of Theorem 2.1. We will now show that the optimal parameters yield a consistent filter in the sense that
2 ), meaning that the actual error covariance equals the filter covariance estimate. The actual error
Article submitted to Royal Society covariance can be written as, E[(x −x) 2 ] = e 11 + e 33 − 2e 13 . Solving the third equation of (B 3) for e 33 and substituting the solution into the actual error covariance we find that, , to find that
We find the consistency condition, E[(x −x) 2 ] =s to be
Clearly the optimal parameters {a, σ X } = {ã(1 − â), σ s } satisfy this condition and therefore they yield a consistent filter.
From the above proof, we have shown that the unique parameters can be determined by the manifold of Theorem 2.1 along with the optimality condition E[(x −x)x] = 0. These unique parameters can also be determined by matching the equilibrium covariance of the reduced model to that of the slow variable from the full model in (A 1). From Lemma 1 below, we have the covariance of the slow variable, c 11 . The reduced filter model in (A 5) has an asymptotic variance of −σ 2 X /(2a). By requiring the two equilibrium variances to be equal, c 11 = −σ 2 X /(2a), we obtain a second constraint on the parameters {a, σ X } given by,
Substituting the relation (B 11) into the manifold in Theorem 2.1, we obtain:
which we simplify to obtain,
where the second equality is from the covariance expansion in (A 4). Sinceŝ 11 and R are both O(1), we have a =ã(1 − â) + O( 2 ) and from the equilibrium variance constraint in (B 11), we find σ
2 ). This shows that there are unique parameters {a, σ X } which match the covariance of the prior model and posterior estimate simultaneously up to order-2 .
Remark. A result of [54] shows that for a =ã + O( ) and σ 2 X = σ 2 x + O( ), the reduced filter mean and covariance estimates are uniformly optimal for all time in the following sense. Given identical initial statistics,x(0) =x(0),ŝ 11 (0) =s(0) > 0, there are time-independent constants C, such that, E |x(t) −
We conjecture that the pathwise convergence should be,
for the unique parameters from Theorem 2.2. This conjecture is based on numerical result shown in Figure  8 below. However, the proof of this would require solving the Lyapunov equation of a five-dimensional joint evolution of the full model, full filter, and reduced filter, repeating the similar steps as in ( B 1 Figure 8 . We show the mean squared error between the true filter estimatex and the reduced filter estimatex for two different parameter values {a, σX } on the manifold of Theorem 2.1. Notice that when a =ã the convergence is order-2 whereas with the optimal parameter a =ã(1 − â) the convergence appears to be order-4 . The parameters are a11 = a12 = a22 = −1, a21 = R = σx = σy = 1
The following lemmas will establish the equilibrium covariance and correlation time of the slow variable, x, in (A 1). These facts are used in Theorem 2.2 above as well as in the proof of a Corollary 2.3 to Theorem 2.2 which is in the manuscript. Lemma 1. The equilibrium covariance of the slow variable, x, from the full model in (A 1) is given by,
Proof. In order to find the optimal parameters for the reduced model in (A 5), we will expand the Lyapunov equation which defines the covariance of the full model in (A 1). Let C = lim t→∞ E x(t) x(t) be the equilibrium covariance matrix of the prior model in (A 1), so that C is determined by the Lyapunov equation,
(B 14)
Article submitted to Royal Society
The Lyapunov equation (B 14) yields the following three equations for the entries of C, Finally, by multiplying the numerator and denominator by 1−2 â we obtain the desired result in (B 13).
In the next lemma we compute the correlation time of the full model in (A 1) which is defined as,
In particular we are interested in the correlation time of the slow variable which is given by,
however it is necessary to simplify the expression of T as a matrix first, and we find T c in the following lemma.
Lemma 2. For the prior model from (A 1) the correlation time of the slow variable is,
Proof. Since x(t) is a stable two-dimensional Ohrnstein-Uhlenbeck process, we can write the solution x(t+τ ) as,
Note that the stochastic integral is not correlated to x(t) so the expectation of this term will be zero. Thus we only need to expand,
We now write A in its eigenvalue decomposition, A = U Λ U −1 and note that
This fact allows us to simplify,
, so we find that T c = T 1,1 /c 11 is given by,
Finally, substituting the relationship c 12 = −a 21 c 11 /a 22 + O( ) from (B 16) we have,
as desired.
Appendix C. Asymptotic expansion of the nonlinear SPEKF
Consider the following continuous-time nonlinear problem,
where W u , W b , W γ , V are standard i.i.d. Wiener processes. We will call this filtering problem SPEKF, which stands for "Stochastic Parameterization Extended Kalman Filter", as introduced in [20, 19] . The posterior statistical solutions of SPEKF for discrete-time observations were obtained in [20, 19] by applying a Kalman update to the analytically solved prior mean and covariance of the stochastic model for (u, b, γ) appearing in (C 1). To avoid confusion, we refrained from the common practice of calling the dynamical model in (C 1) the SPEKF model. Notice that the SPEKF posterior solutions obtained in [20, 19] are not the optimal filtered solutions. The true posterior solutions for (C 1), given noisy observations, z, are characterized by the conditional distribution, p(u, b, γ, t | z(τ ), 0 ≤ τ ≤ t). The evolution of p is described by the Kushner equation [31] ,
is the Fokker-Planck operator. For convenience we will write the innovation process as dwû = dz − E[h]dt which allows us to write the Kushner equation as, dp
In order to make a formal asymptotic expansion in terms of the time scale separation , we write the posterior as p = p 0 + p 1 . Notice that the Fokker-Planck operator can be written as
where
With this expansion the Kushner equation becomes, dp 0 + dp
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The order-−1 term requires that L * 0 p 0 = 0 which says that p 0 is in the null space of the operator L * 0 . Since b, γ in (C 1) are ergodic processes, letting p ∞ (b) and p ∞ (γ) be the respective invariant measures, we can write,
We will use this fact repeatedly to complete the asymptotic expansion of the posterior distribution p. Note that convergence results of the marginal true filter distribution to the reduced filter characterized byp are on the order of √ for general nonlinear problems (see [27] ). Here, we consider a higher order correction and we will show that for this specific example, we obtain convergence of order for the first twomoments. From the Kalman filtering perspective, we are only interested in capturing the first two moments of the posterior distribution p. Using Ito's formula, we will compute the governing equations of the first two moments of the conditional distribution, p, which solves the Kushner equation in (C 2). Throughout this section we will assume that the posterior distribution, p, has fast decay at infinity allowing us to use integration by parts and neglect boundary terms. To simplify the presentation, we define u = (u, b, γ), and all the integrals with respect to d u are three-dimensional integrals.
For the first moment we have, dû = u dp d u,
and substituting the Kushner equation we note that up uu , up bb and up γγ integrate to zero leaving,
where we have used the fact that the innovation process dwû is Brownian and uncorrelated with u [5] . To estimate b = bp d u we again apply the Kushner equation to compute,
where the last equality comes from the expansion p = p 0 + p 1 with p 0 satisfies (C 3). Equation (C 5) implies that,
Thus we can rewrite (C 4) as
The term uγ = γup d u represents an uncentered correlation between the two variables. To find the evolution of uγ we again use the Kushner equation to expand
assuming the third moments are zero. We can specify the coefficients in (C 11) by matching the two mean estimates in (C 7) and (C 12) and the two covariance estimates, (C 13) and (C 10), in particular,
We refer to the reduced stochastic filter in (C 11), with posterior mean and covariance estimates given by (C 12) and (C 13) with parameters (C 14), as the continuous-time reduced SPEKF. Notice that this reduced filter applies a Gaussian closure on the posterior solutions by truncating the third-order moments. This is different than the Gaussian Closure Filter (GCF) introduced in [9] , which applies a Gaussian closure on the prior dynamics before using a Kalman update to obtain posterior solutions.
Assume that the parameters in SPEKF and in the reduced SPEKF yield stable filtered solutions, that is, there are constants such that the posterior mean and covariance statistics are uniformly bounded. Then for identical initial statistics,û(0) =ũ(0) andŜ(0) =S(0) > 0, with the same argument as in the [54] , we can show that, |Ŝ(t) −S(t)| ≤ C 1 , E |û(t) −ũ(t)| 2 ≤ C 2 2 .
Notice that despite the formal asymptotic expansion of the filtered statistics up to order-2 , we cannot obtain the same uniform bounds on the errors |Ŝ(t) −S(t)| and |x −x|. This is because the covariance estimates no longer converge to a constant steady state due to the term β 2ũ2 in (C 13) which results from the multiplicative noise in (C 11). This also implies that we no longer have uniform bounds on the covariances without assuming that both filters are stable.
Finally, we show that the reduced SPEKF is consistent. Consider the actual error e = u −ũ, with evolution given by, de = du − dũ = −λ u e + σ u dW u −SR and by Gronwall's lemma, we have |E −S| ≤ O( ), when λ u > 0. We summarize these results in the following theorem.
Theorem 4.1. Let λ u > 0, and let z be noisy observations of the state variable u which solves the full model in (C 1). Given identical initial statistics,ũ(0) =û(0) andS(0) =Ŝ(0) > 0, the mean and covariance estimates of a stable continuous-time reduced SPEKF in (C 11) with parameters (C 14) agree with mean and covariance of a stable continuous-time SPEKF for variable u in the following sense. There exist timeindependent constants, C 1 , C 2 , such that,
We remark that if we did not assume that the filtered solutions are stable, then the constants C 1 , C 2 may be time-dependent.
The procedure uses linearizations of the dynamics and the observation function which are computed from the various ensembles used by the EnKF. Explicitly, let where F k and H k−1 , H k are linearizations of the dynamics and observation function estimated from the ensembles as described above. It was shown in [7] that P e k−1 is an empirical estimate of the background covariance at the previous step which motivates the index k−1. Notice that this procedure requires us to save the linearizations F k−2 , F k−1 , H k−1 , H k , innovations k−1 , k , and the analysis P a k−2 and Kalman gain matrix, K k−1 , from the k − 1 and k − 2 steps of the EnKF.
2. The estimates Q e k−1 and R e k−1 are low-rank, noisy estimates of the parameters Q and R which will make the posterior estimate statistics from the filter consistent with the empirical statistics in the sense of Equation (E 4). In order to form stable full-rank estimates of Q and R we assimilate these estimates using an exponential moving average with window τ ,
We interpret the moving average in (E 5) as a simplistic filter which gives stable estimates Q k and R k of Q and R from the noisy empirical estimate. The stochastic nature of the estimate of Q k can lead to temporary excursions which are not symmetric and/or positive definite, which can lead to instability in the EnKF. Thus, while the matrix Q k is not changed, the matrix used in the k-th step of the filter is a modified version of Q k which is forced to be symmetric and positive definite by takingQ k = (Q k + Q k )/2 and then taking the max of the eigenvalues ofQ k with zero. Again, we emphasize thatQ k is only used in the k-th filter step and no ad-hoc corrections are made to the matrix Q k which eventually stabilizes at a symmetric and positive definite matrix naturally via the moving average in (E 5). These ad-hoc corrections are only needed during the transient period of the estimation of Q, especially when we initialize Q 1 = 0. Note that the work of [25] provides an attractive alternative where a true secondary filter is applied to the estimates Q e and R e , however this technique has not yet been developed for high-dimensional systems. Notice that the number of parameters in Q is large (N 2 = 81 parameters in Section 4(a)) and accurate recovery requires long simulations. Moreover, for sparse observations, M < N , there are observability problems when trying to estimate the full matrix Q, in particular the matrices H k and H k−1 are not invertible as required in (E 4). In order to reduce the required simulation time and the required dimension of the observations, we can use the parameterization scheme introduced in [7] to parameterize the Q matrix. Since the Lorenz96 system is spatially homogeneous, we introduce a cyclic parameterization of Q. If Q is N × N then setM = ceil(N/2) and write Q = M r=1 q rQr where q r are scalar parameters and (Q r ) ij = 1 if i = j + r or j = i + r 0 else where the sums j + r and i + r are cyclic so we implicitly subtract N from any sum greater than the maximum index N . Now following [7] we combine the first two equations of (E 4) in order to remove the matrix inversions (which may be undefined for sparse observations) which gives us,
H k−1 and we set C k equal to the right hand side, which is a M × M matrix that we can compute after the k-th filter step. Now we introduce our parameterization Q e k−1 = M r=1 q rQr into the left hand side which gives us,
(E 6)
Since the terms H k F k−1Qr H k−1 can each be computed from the assumed form ofQ r , we can vectorize (E 6) by letting vec(C k ) be the M 2 × 1 vector formed by concatenating the columns of C k and letting A k be the M 2 ×M matrix where the r-th column is given by vec(H k F k−1Qr H k−1 ). Letting q = (q 1 , q 2 , ..., qM ) we can rewrite (E 6) as vec(C k ) = A k q k and we can now solve for q by least squares and then set Q e k−1 = M r=1 q rQr . Finally, we use (E 5) to update Q k as usual. Notice that we essentially need to invert the matrix A k which is M 2 ×M so we typically want the number of parametersM to be less than the square of the observation dimension, M 2 . For the cyclic parameterization, the number of parameters isM = ceil(N/2) so we need at least N/2 observations for this parameterization to work well.
In Section 4(b) we assume all N = M = 9 of the slow variables are observed which allows us to estimate the full 9 × 9 matrix Q which corresponds to estimating N 2 = M 2 = 81 parameters using equations (E 4). Because of the large number of parameters, we used a long averaging window of τ = 5000 and the filter was run for 80000 observations with the RMSE and consistency averages only using the last 60000 observations which gave the secondary filter 20000 filter steps to converge to a stable estimate of Q.
In Section 4(c) we observe M = 4 of the N = 8 slow variables so we cannot estimate the full matrix Q. Thus we use the cyclic parameterization and since M 2 = 16 and we are only estimatingM = 4 parameters this produced stable results. Since the number of parametersM was small we were able to use a smaller τ = 1500 and each filter was run for 10000 observations and only the last 7000 were used for RMSE averages, thereby allowing 3000 filter steps for the estimate of Q to converge.
