An appraisal of the Advanced Technology Microwave Sounder (ATMS) for use in numerical weather prediction (NWP) is presented, including an assessment of the data quality, the impact on Met Office global forecasts in preoperational trials, and a summary of performance over a period of 17 months operational use. After remapping, the noise performance (NEΔT) of the tropospheric temperature sounding channels is evaluated to be approximately 0.1 K, comparing favourably with AMSU-A. However, the noise is not random, differences between observations and simulations based on short-range forecast fields show a spurious striping effect, due to 1/f noise in the receiver. The amplitude of this signal is several tenths of a Kelvin, potentially a concern for NWP applications. In preoperational tests, adding ATMS data to a full Met Office system already exploiting data from four microwave sounders improves southern hemisphere mean sea level pressure forecasts in the 2-to 5-day range by 1-2%. In operational use, where data from five other microwave sounders is assimilated, forecast impact is typically between −0.05 and −0.1 J/kg (3.4% of total mean impact per day over the period 1 April to 31 July 2013). This suggests benefits beyond redundancy, associated with reducing already small analysis errors.
Introduction
The Polar Operational Environmental Satellite (POES) series of satellites has provided key data for Numerical Weather Prediction (NWP) and climate studies since 1978. Over the next decade, continuity of these important observations will be provided by instruments of the US Joint Polar Satellite System (JPSS) [1] . The first satellite in the series was launched on 28 October 2011 and is now known as the Suomi National Polar-orbiting Partnership (Suomi-NPP).
Microwave temperature sounding data for NWP and climate applications was originally provided by the Microwave Sounding Unit (MSU) carried onboard satellites launched during the period 1978-1994 and more recently by the Advanced Microwave Sounding Unit (AMSU) carried onboard satellites launched between 1998 and 2012 [2] . One further AMSU-A instrument will be launched as part of EUMETSAT's Metop series (Metop-C, currently scheduled for 2018), with humidity sounding data provided by the Microwave Humidity Sounder (MHS). JPSS uses a new microwave sounding instrument, the Advanced Technology Microwave Sounder (ATMS) [3] , a cross-track scanning microwave radiometer similar to AMSU-A and MHS combined.
Before operational assimilation of new data by NWP centres it is standard practice to assess data quality with respect to NWP model fields and other similar instruments and to evaluate the data through data assimilation experiments. Recent studies have shown the value of using NWP fields to assess data quality from microwave sounding instruments ( [4, 5] ) and a detailed assessment of ATMS relative to the ECMWF NWP model has been produced by [6] . This paper presents a similar analysis with respect to the Met Office NWP model. Also reported here are an in depth investigation of the spurious striping signal seen in the innovation maps, the preoperational trial results, and a summary of the operational performance of ATMS in the Met Office system from April 2013 to November 2014. Section 2 of this report introduces the ATMS instrument and key aspects of the Met Office data assimilation scheme. Section 3 describes findings from a comparison of ATMS data with similar AMSU/MHS data and with NWP model fields 2 Advances in Meteorology and also presents the findings of a study into the characteristics of the striping signal. Section 4 summarises the results of two assimilation experiments in which ATMS data are added to a full Met Office assimilation and forecasting system. Section 5 provides further evidence of the efficacy of ATMS in the Met Office system when it is assimilated operationally over a period of 17 months. Section 6 presents a summary and conclusions.
Data and Assimilation System
2.1. Instrument Characteristics. ATMS is a cross-track scanning microwave radiometer similar to the AMSU/MHS instruments flown on the National Oceanic and Atmospheric Administration's NOAA-15 to -19 satellites and European Meteorological Satellite Agency's (EUMETSAT) Metop-A and -B satellites. ATMS has 22 channels: 5 sensitive to the surface in clear conditions, or to water vapour, rain, and cloud when conditions are not clear (at 23, 31, 50, 51, and 89 GHz, channels 1, 2, 3, 4, and 16, resp.), 11 temperature sounding channels around the 50-60 GHz oxygen band (channels [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , and 6 moisture sounding channels around the 183 GHz water vapour band (channels [17] [18] [19] [20] [21] [22] [3] .
Channels 3-15 all share the same feedhorn, local oscillator, and receiver front end, unlike AMSU-A, which has a separate LO/mixer for each of channels 3-8 with a shared LO/mixer for channels 9-14.
ATMS has 96 footprints per scan line, each separated by 1.11 ∘ . The footprint size varies with channel, the 23 and 31 GHz channels have a 5.2 ∘ -beam width, the temperature sounding channels (50-60 GHz) have a 2.2 ∘ -beam width, and the moisture sounding channels (∼183 GHz) have a 1.1 ∘ -beam width. The lower frequency channels (below 100 GHz) are, therefore, highly oversampled.
The oversampling of the 50-60 GHz temperature sounding channels is accompanied by shorter integration times per footprint and results in high radiometric noise values, relative to equivalent AMSU channels. In current operational data assimilation systems, errors in the short range forecast fields, expressed as observation equivalent brightness temperatures, are typically in the range 0.05-0.10 K for mid-tropospheric temperature sounding channels. This places very demanding requirements on the performance of microwave sounding instruments, in terms of radiometric performance [7] and systematic biases in the data. Preprocessing of the ATMS data is, therefore, required to reduce the noise to acceptable levels for use in NWP.
The Met Office Data Assimilation Scheme

Preprocessing.
The near-real-time global data stream for ATMS is generated by NOAA's Interface Data Processing Segment (IDPS), and the data are distributed to European users by EUMETSAT. The data used in this work are the antenna temperatures, which are derived from the Temperature Data Record (TDR) product.
Using the ATOVS and AVHRR Preprocessing Package (AAPP), the ATMS data are remapped and spatially averaged to improve the noise performance and replicate the AMSU footprint size [8] . The data assessed here have been manipulated to a beam width of 3.3 ∘ (4.8 ∘ for 23 and 31 GHz, channels 1 and 2) using Fourier techniques. They are resampled to give one field of view in three (i.e., 32 fields of view) across the scan and are also resampled at a rate of 1 in 3 in the along-track direction. All the data used in this study have been remapped in this manner.
Although satellite radiances are assimilated directly at the Met Office, a one-dimensional variational analysis (1D-Var) is performed first to act as a quality control filter and to allow the derivation of additional parameters which are used subsequently [9] . The 1D-Var performs a variational retrieval of atmospheric state (T, q) and surface variables (Tskin) at the location of the observation with background (prior) information from the previous T + 6 hour forecast interpolated to the location of the observation. Background errors used in 1D-Var are represented by an error covariance matrix consistent with the full 4D-Var B-matrix and observation errors are more aggressive, with values typically ∼75% of those used in 4D-Var.
Quality control is applied using the following:
(1) a gross error check on the brightness temperatures;
(2) a convergence check in 1D-Var; (3) a check on the background profile; (4) O minus B check on channels used for assimilation;
(5) RTTOV error checking on the profile during minimisation; (6) O minus R check on channels used for assimilation; (7) cloud and rain flagging; (8) rejection of surface sensitive channels over land.
Assimilation
System. The Met Office variational data assimilation system is based on incremental 4D-Var [10, 11] . The nonlinear forecast model currently has a 25 km resolution in midlatitudes; for the data assimilation experiments described here a reduced resolution of 40 km was used. The model has 70 levels from the surface to 80 km. The operational analysis makes use of data from a range of conventional observations, including surface, sonde, and aircraft observations as well as data from satellite instruments including five ATOVS instruments (from NOAA-15, NOAA-18, NOAA-19, Metop-A, and Metop-B), advanced infrared sounder data from the Atmospheric Infrared Sounder (AIRS) and the Infrared Atmospheric Sounding Interferometer (IASI), global positioning system (GPS) radio occultation (GPSRO) data, ground based GPS, atmospheric motion vectors, geostationary radiances, and scatterometer data. The data assimilation experiments make use of a slightly earlier operational system and do not include ATOVS data from Metop-B.
NWP model fields are mapped to brightness temperatures using radiative transfer modelling; these are routinely compared with the radiance measurements. Generally, differences will be nonzero and will comprise large-scale, slowlyvarying, systematic biases, small scale day-to-day features Advances in Meteorology 3 resulting from local errors in the forecast model fields, and a random component from the instrument noise. In NWP assimilation systems it is crucial that the stationary or quasi-stationary biases (which may originate from forecast model, the radiative transfer model, or the measurement) are eliminated prior to assimilation, leaving only the errors in the model fields to be corrected. This process is termed bias correction and can be performed within the assimilation process itself (variational bias correction [12] ) or can be a static correction which is updated when required.
The Met Office currently uses a static bias correction scheme based on [13] which corrects for cross-track and air mass related biases as well as instrument calibration errors, represented by global offsets.
As mentioned in the introduction, a detailed assessment of ATMS data has been carried out independently relative to the ECMWF assimilation system [6] . There are some key differences between the Met Office system and that at ECMWF.
(1) The Met Office uses AAPP to remap the data to lower resolution during the preprocessing stage.
(2) Vertical resolution: the work carried out in this paper used a forecast model on 70 vertical levels, while the work of Bormann et al. [6] used a model with 91 levels.
(3) RTTOV version 9 was used in the Met Office work and version 10 in the ECMWF work.
(4) Static bias correction is currently used at the Met Office and variational bias correction is used at ECMWF.
Data Quality
Comparison with the NWP Model.
During the data assimilation process, model equivalents of the observed brightness temperatures are computed using a fast radiative transfer (RT) model (RTTOV version 9, [14] ). Model fields from short range forecasts are interpolated in space and time to the location of the observations using forecast fields at T + 3, +6, and +9 hours launched from a previous analysis. Simulated or background brightness temperatures are then generated using the RT model. Differences between observations and simulations, also known as innovations or first guess departures, can then be used to diagnose errors in the observations. For the ATMS temperature sounding channels (50-60 GHz, channels 5-15), the innovations are generally a few tenths of a Kelvin. For the humidity sounding channels (∼183 GHz, channels 18-22) the innovations are usually larger, at 1-2 K (1 ). Window channel innovations are larger still at several Kelvin. Figure 1 shows uncorrected and corrected innovation plots (O-B and C-B) for the key ATMS tropospheric temperature sounding channels 7-10 on 7 November 2013 at QU00. Large amplitude latitudinal and cross-track biases are clearly visible in the fields before bias correction (left hand column) and largely absent in those after bias correction (right hand column) indicating that the bias correction scheme is effective. The residual biases in the corrected data are less than 0.1 K over much of the globe. Also clearly visible in the corrected fields, however, is an unphysical horizontal striping pattern, which is large enough (up to 0.2 K) to potentially degrade the influence of ATMS data on analyses and forecasts. The regular pattern of white lines (missing data) is a consequence of the fact that the spatial filtering is performed on blocks of duration 320 s, and the edge scans are discarded. A latitudinal dependence of the cross-track biases due to the nonzero emissivity of the reflector is not corrected for in the current bias correction scheme; plans to address this in the future may improve the bias correction further.
3.2.
Striping. An investigation of the striping was carried out to quantify the variability associated with the signal.
The calibrated antenna temperatures were obtained from the TDRs using the AAPP for a case study over the UK on 13 August 2012 01:43 to 01:54. Coverage is shown in Figure 2 . The data were received by direct broadcast.
The atmospheric signal was removed from the case study data by taking the difference between the raw measured brightness temperatures and those obtained through spatial filtering to remove the fine structure. To generate the spatially filtered scene, a fast Fourier transform method described in [8] was used to remap all channels to the beam width of channels 1 and 2. A beam width of 5.2 ∘ corresponds to a distance of ∼80 km on the ground; over this distance there should be little or no striping signal as the largest correlations occur on a timescale of less than one scan (∼17 km; see Figure 6 ), while the calibration process will remove any striping that occurs on longer timescales than 7 scans (∼120 km). A difference between latitudinal and longitudinal scene variations is not expected over an 80 km distance. The three fields of view (FOV) at the edge of each scan are discarded as these may be contaminated by edge effects, leaving 90 FOVs across each scan. For channels 7-15, which are not sensitive to the surface, the resulting signal is dominated by instrument noise.
The along-scan and along-track variabilities were compared by looking at the difference scene over a 90 × 90 FOV region. The along-scan variability was obtained by averaging the 90 along-track spots and vice versa. These quantities are shown in Figure 3 for channels 7-11 and Figure 4 for channels 12-15. They show that for channels 7-13 the along-track variabilities (left hand plots) are a factor 2-3 larger than the cross-track variabilities (right hand plots). Some interchannel correlations are apparent, for example, the positive spike at scan 36 in channels 7-9 and the negative spike at line 81 for all channels.
Interchannel correlations were also investigated. Figure 5 shows the correlation coefficient between pairs of brightness temperature difference fields for channels 7-15. There are significant correlations between the temperature sounding channels, which is consistent with a study using the Desroziers diagnostic [15] and also with [16] . It may be possible to extend this analysis to other channels by choosing a suitable clear-sky sea region. To examine the correlations between the striping signal and calibration counts the earth scan was divided into groups of 4 pixels and each group was averaged to create a time series; the cold space counts and warm counts were also averaged. Each group was then selected in turn and the correlation coefficient between it and (i) all groups in the earth scan, (ii) space counts, (iii) warm counts, and (iv) all groups in the next earth scan were computed. The results for the four central groups for channel 7 are shown in Figure 6 . This plot (and those for other channels not shown) suggests that for the lower atmospheric sounding channels there are correlations between neighbouring earth views and the calibration views, but the correlations are only significant over a time period smaller than one scan. The moisture and window channels do not show clear correlations, perhaps because these channels are inherently noisier.
This striping study found that (1) both calibrated antenna temperatures and earth counts showed the striping signal;
(2) there is evidence for interchannel correlations in the signal;
(3) the striping is not calibration noise and cannot be eliminated by changing the calibration view averaging scheme;
(4) striping introduces spatial and spectral correlations which could be significant for NWP;
(5) the characteristic timescale of the striping signal is less than one scan period.
The impact of striping on the overall noise is discussed in Section 3.3. These results are based on a limited sample of data and robustness could be increased by further studies with a larger dataset. The results are borne out, however, by the subsequent discovery that the instrument manufacturers were aware of a 1/f or flicker noise [17] caused by a low noise amplifier present within the ATMS instrument configuration.
The effect of the striping is allowed for within the assimilation by inflating the observation error for the affected ATMS channels.
NEΔT Monitoring for ATMS.
The noise equivalent delta temperature (NEΔT) is an important quantity for any radiometer and is commonly monitored using the calibration counts for the black body and the cold space view readings (e.g., [18] ).
The ATMS Sensor Data Records (SDRs) contain an internal estimate of NEΔT: one warm NEΔT and one cold NEΔT per scan line. This is defined as the standard deviation of the four cold/warm calibration view readings divided by the gain (to convert from counts to K). However, this estimate of NEΔT does not account for any noise sources that have a time scale longer than four times the integration time. As shown in the previous section, long-period fluctuations significantly affect the performance of the instrument; therefore, in this section a modified method is described that is suitable for routine monitoring of the NEΔT.
For each scan line, , we compute the difference between the four warm view counts for that line and a reference count consisting of the mean of the warm view counts from the lines − 3, − 2, − 1, + 1, + 2, and + 3 (note that line is omitted). Then the NEΔT is the standard deviation of these differences, divided by the channel gain. This method ensures that both random noise and longer period fluctuations (1/f noise) are properly accounted for, in a similar way to the operational calibration procedure.
We can also compute an effective NEΔT for a 3 × 3 averaged brightness temperature field; in this case we use lines − 4, − 3, − 2, + 2, + 3, and + 4 to derive the reference count, to avoid unwanted correlations between the lines under test and the lines used as reference. After subtracting the reference counts for each line, 3 × 3 averaging of the resulting differences is performed before computing the final standard deviation. The 3 × 3 NEΔT is a useful diagnostic because the spatially filtered brightness temperature field used in the NWP analysis is expected to have similar noise properties to a 3 × 3 averaged field; both have beamwidths comparable to AMSU-A (except for channels 1-2, for which the AAPP manipulation produces a smaller beamwidth than the 3 × 3 average and hence a larger NEΔT).
The warm-view NEΔTs are shown in Figure 7 , together with the warm-view NEΔT from the global SDR files. The effective 3 × 3 NEΔT for the key lower atmospheric temperature sounding channels (50-60 GHz, channels 6-10) is in the range 110-160 mK. This compares favourably with the NEΔTs for AMSU-A on Metop-A and NOAA-19, which are the range 130-180 mK. The total noise, computed using the method described in this section, is larger than the SDR noise, due to the effect of striping: typically 20% larger for the temperature sounding channels 3-10, but as much as 50% larger for channel 16. We can also see that the ratio between the single-sample NEΔT and 3 × 3 NEΔT varies between approximately 3 (the value that would be expected if the noise is random) and 2 (for the channels that are most affected by 1/f noise). In other words, the presence of striping degrades the ability to reduce noise through spatial averaging.
Comparison with AMSU/MHS.
To assess the data quality from ATMS, it is worthwhile to compare first-guess departures with those from equivalent sensors, in this case from AMSU/MHS, both before and after bias correction. Comparison of uncorrected data provides information on the raw data quality, whilst for the corrected data it shows the relative magnitude of residual biases in the data to be assimilated.
Comparison of ATMS and AMSU uncorrected and corrected innovations is shown in Figure 8 for data from January-February 2012. Figure 8(a) shows the mean and standard deviation of the uncorrected brightness temperature difference for the temperature sounding channels and Figure 8 (b) the same for the corrected values. Before bias correction the ATMS values for the sounding channels are lower than or of the same order as the AMSU values, but after bias correction the standard deviations for ATMS are consistently slightly higher than for AMSU, despite the good radiometric performance. The reason is probably that in the Met Office system AMSU observations are remapped to the HIRS grid by AAPP, which results in a spreading of the AMSU footprint and a reduction of the NEΔT by a factor of 0.68. The ATMS observations are not remapped in this way. For the humidity sounding channels (Figures 8(c) and  8(d) ) the mean and standard deviations of the brightness temperature differences are broadly similar for ATMS and AMSU. The effect of instrument noise is masked by the larger signal from errors in the background humidity field at these frequencies (standard deviation of the first guess departures for MHS/AMSU-B channels is a factor of 10 larger than those of temperature sounding channels from AMSU-A).
Assimilation Experiments
The impact of the ATMS data on global analyses and forecasts was tested by adding the ATMS data to a full Met Office observing system. Results from a summer season are presented here for the period 28 June-28 August 2012. The low resolution version of the operational configuration described in Section 2.2.2 was used for experiments and the corresponding controls.
The ATMS observation errors, expressed in the observation error covariance matrices, R [19] , were derived from those for NOAA-19 AMSU channels. For channels with frequencies below 183 GHz, the NOAA-19 values were scaled by the ratio of NEΔT for equivalent channels on the two instruments, using the ATMS prelaunch specification. For channel 4 (51 GHz), which has no counterpart on AMSU, the error was estimated by interpolating between the values for channels 3 and 5. To account for the impact of striping R values were then inflated to a minimum of 0.35 K. An error of 4 K was used for the 183 GHz channels. The errors for all channels are assumed to be uncorrelated. In practice, it is known that the striping noise introduces interchannel correlations (Section 3.2), but these are ignored.
ATMS temperature and moisture sounding channels (6-15 and 18-22) were used in the trial. Channels 8-15 were used over all surfaces, 18-22 over sea only, 6 over sea and sea ice, and 7 over all surfaces except high land.
Quality control tests screen out observations in the presence of deep cloud and precipitation [20] [21] [22] following the treatment of AMSU data, the data being sufficiently similar after remapping. The tests applied are an O-B threshold test, a liquid water test from the AAPP [22] to screen out ATMS channel 18 and 6, a cirrus cost test to screen out channels 18-20 [21] , and the Bennartz rain test [20] which screens out channels 7-9, 21, and 22.
Observations are thinned prior to assimilation to reduce data volume and avoid spatial correlations. The operational treatment of AMSU was followed, with observations thinned to one per 154 km in the tropics and 1 per 125 km in the extratropics and a temporal thinning time of 3 hours. Bias correction was calculated using two weeks of data from June 2012. An additional assimilation experiment was also carried out with reduced thinning distance of 80 km and a time window of 1 hour. Figure 9 shows the percentage change in forecast RMS errors. The impact of assimilating ATMS is positive overall for both experiments, with the biggest impact seen in the Southern Hemisphere. The reduced thinning experiment performs slightly better for nearly all parameters. Figure 10 shows the impact of assimilating ATMS on the background fits to NOAA-18 AMSU temperature sounding channels normalised to the standard deviation of the control during the period 28 June-28 August 2012. Results are shown for operational thinning (red line) and reduced thinning (blue line) for the southern hemisphere, tropics, and northern hemisphere. Adding ATMS with operational thinning generally improves the background fit for AMSU. Results are more variable for reduced thinning. NOAA-19 and Metop-A AMSU temperature sounding channels showed similar results (not shown). Figure 11 shows the impact of ATMS on the fits to IASI and AIRS channels; the blue line is the reduced thinning trial and the red line is the operational thinning. Numbers are normalised to the standard deviation of the control (black line). Introducing ATMS data in general improves the fit of IASI to background, with the reduced thinning (blue line) performing marginally better than the operational thinning (red line). The exception to this is for the window and ozone channels with wave numbers ∼820-1140 where reduced thinning shows a marked positive impact and operational thinning shows a marked degradation. The reason for this behaviour is not immediately apparent and warrants some further investigation. For AIRS, operational thinning performs better for the channels which peak in the stratosphere (wave numbers up to about 650 cm −1 ) and reduced thinning performs better for wave numbers 2385 cm −1 and higher (water vapour and short wave channels). In between, the picture is mixed with reduced thinning generally giving more positive impact.
Impact on Forecast Skill.
Impact on Background Fits for AMSU.
Impact on Background Fits for IASI and AIRS.
Operational Performance of ATMS
ATMS has been used operationally at the Met Office since April 2013. Its performance is stable and it contributes to the performance of the model, complimenting the other instruments. Forecast Sensitivity to Observations analysis [23] is carried out routinely at the Met Office. A time series of the impact from ATMS within the full system as calculated by this technique is shown in Figure 12 for November 2014. The sensitivity to ATMS of the system is about 1/5 of that seen from all the AMSU-A instruments combined, as shown in Figure 13 for January 2014.
Impact on the forecast examined on a channel by channel basis shows that as expected the temperature sounding channels (53-55 GHz, channels 6-9) give the greatest impact followed by the moisture sounding channels around the 183 GHz water vapour line (channels [18] [19] [20] [21] [22] . Figure 14 shows this for January 2014 in the operational Met Office system.
A corresponding plot for ATOVS is shown in Figure 15 ; a similar pattern is seen for these instruments with the tropospheric sounding channels exerting the most influence and the 183 GHz water vapour channels giving a smaller but still significant impact. For each channel, the impact from ATOVS is of the order of 4 times that of ATMS. The volume of ATOVS data (with 5 instruments currently assimilated at the Met Office) is partly responsible for the difference in impact between two nominally identical channels; also contributing will be the additional noise from the striping signal in the ATMS data (compared to the very good noise in the remapped ATOVS data; see Section 3.3) and the less finely tuned quality control for the newer instrument.
The reliability of the ATMS data can be seen in the twoyear time series monitoring plot in Figure 16 . In Figure 16 (red line) is less variable. Figure 16(b) shows the observation count over the same period. Data dropouts are more frequent than for AMSU-A on all but the NOAA-15 platform; this is partly due to S-NPP data transfer issues between NOAA and EUMETSAT. Typically 6000 ATMS obs are assimilated every cycle.
Summary and Conclusions
An initial assessment of ATMS data has been carried out using four methods: (1) inspection of observations and of differences between model and observation, (2) comparisons with AMSU and MHS data, (3) preoperational assimilation experiments, and (4) monitoring of operational performance in the Met Office NWP system.
Despite the radiometric performance advantage over AMSU the standard deviations of bias corrected differences from the model for most of the temperature sounding channels (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) are slightly worse than for AMSU-A equivalents. This can be explained by differences in the treatment of the observations within the Met Office processing system (AMSU being mapped to the HIRS grid). A striping effect from the noise introduced by the low noise amplifier in the ATMS instrument is noticeable in the corrected innovations, and an inflated observation error was used to compensate for possible interchannel correlations.
For the humidity sounding channels examined (183 ± 1, ±3, ±7 GHz, channels 18, 20, and 22) the performance of ATMS is very close to that of AMSU-B/MHS. For the surface viewing channels (1-3, 5, 16, and 17) the ATMS data shows slightly larger bias and standard deviation (not shown).
Two assimilation experiments were conducted in which ATMS was added to a full Met Office system for a summer season. For the experiments using a thinning distance of 154 km in the tropics and 125 km in the extratropics, a small positive impact on RMS errors for a number of parameters was seen. For the experiment using reduced thinning (80 km), impact was more strongly positive, although closer inspection of the fit to background of other instrument types when ATMS was added to the system showed a more mixed response which requires further study.
Assimilation of ATMS data, with the processing configuration as described in the forecast impact experiments without reduced thinning, was made operational in the Met Office global model on 30 April 2013. Routine monitoring of the data has shown that ATMS data have had a significant impact on forecast quality over the period to November 2014, despite the fact that 5 other microwave sounders (ATOVS instruments on NOAA-15, NOAA-18, NOAA-19, Metop-A, and Metop-B) are already assimilated. 
