Abstract. Starting with an adjoint pair of operators, under suitable abstract versions of standard PDE hypotheses, we consider the Weyl M -function of extensions of the operators. The extensions are determined by abstract boundary conditions and we establish results on the relationship between the M -function as an analytic function of a spectral parameter and the spectrum of the extension. We also give an example where the M -function does not contain the whole spectral information of the resolvent, and show that the results can be applied to elliptic PDEs where the M -function corresponds to the Dirichlet to Neumann map.
Introduction
The theory of boundary value spaces associated with symmetric operators has its origins in the work of Kočubeȋ [17] and Gorbachuk and Gorbachuk [13] and has been the subject of intense activity in the former Soviet Union, with major contributions from many authors. While we cannot undertake a comprehensive survey of the literature here, we recommend that the reader consult the works of Derkach and Malamud who developed the theory of the Weyl-M -function in the context of boundary value spaces (e.g. [10, 11] ); the work of V.A. Mikhailets (e.g. the very elegant application of the theory of boundary value spaces by Mikhailets and Sobolev [28] to the common eigenvalue problem for periodic Schrödinger operators); the work of Kuzhel and Kuzhel (e.g. [19, 20] ); the work of Brasche, Malamud and Neidhardt (e.g. [7] ); the work of Storozh (in particular, [34] ) and the recent work of Kopachevskiȋ and Kreȋn [18] and Ryzhov [33] on abstract Green's formulae, again Ryzhov [32] on functional models and Posilicano [31] characterising extensions and giving some applications to PDEs.
Adjoint pairs of second order elliptic operators, their extensions and boundary value problems were studied in the paper of Vishik [37] . For adjoint pairs of abstract operators, boundary triplets were introduced by Vainerman [36] and Lyantze and Storozh [23] . Many of the results proved for the symmetric case, such as characterising extensions of the operators and investigating spectral properties via the Weyl-M -function, have subsequently been extended for this situation: see, for instance, Malamud and Mogilevski [25] for adjoint pairs of operators, Langer and Textorius [22] and Malamud [24] for adjoint pairs of contractions, and Malamud and Mogilevski [26, 27] for adjoint pairs of linear relations. For the case of sectorial operators and their M -functions we should mention especially the work of Arlinskii [3, 4, 5] who uses sesquilinear form methods. The approach using adjoint pairs of operators does not require any assumption that the operators be sectorial. The price which must be paid for this is that there are other hypotheses (e.g. non-emptiness of the resolvent set of certain operators or, in our approach, an abstract unique continuation assumption) which must be verified before this approach can be applied.
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operators have physical meaning, associating, for instance, a surface current to an applied voltage. For some applications of them to quantum networks we refer to recent papers by Pavlov et al. [15] and [30] . These maps are, in some sense, the natural PDE realization of the abstract M -function which appears in the theory of boundary value spaces. Amrein and Pearson [2] generalised several results from the classical Weyl-m-function for the one-dimensional Sturm-Liouville problem to the case of Schrödinger operators, calling them M -functions, in particular they were able to show nesting results for families of M -functions on exterior domains. However there have been relatively few applications of the theory of boundary value spaces to PDEs. A chapter in Gorbachuck and Gorbachuk [13] deals with a PDE on a tubular domain by reduction to a system of ODEs with operator coefficients, and there are some papers which deal with special perturbations of PDE problems which result in symmetric operators with (crucially) finite deficiency indices, e.g. the very recent paper of Brüning, Geyler and Pankrashkin [9] . The case of symmetric operators with infinite deficiency indices is studied by Behrndt and Langer in [6] . However for symmetric elliptic PDEs a concrete realization of the boundary value operators whose existence is guaranteed by the abstract theory, and a precise description of the relationship between the abstract M -function and the classical Dirichlet to Neumann map, requires a technique due to Vishik [37] and Grubb [14] in the choice of the boundary value operators which we describe in this paper.
In this paper we consider the non-symmetric case. Using the setting of boundary triplets from Lyantze and Storozh [23] , we introduce an M -function and prove the following results:
i. the relationship between poles of the M -function as an analytic function of a spectral parameter and eigenvalues of a corresponding operator determined by abstract boundary conditions, under a new abstract unique continuation hypothesis which is natural in the context of PDEs; ii. results concerning behaviour of the M -function near the essential spectrum; iii. a proof that the M -function does not contain the whole spectral information of the resolvent, by consideration of a Hain-Lüst problem; iv. results concerning the analytic behaviour of Dirichlet to Neumann maps for elliptic PDEs, though these have also been obtained recently in a concrete way by F. Gesztesy et al. [12] .
Basic concepts and notation
Throughout, we will make the following assumptions: 
and for λ ∈ ρ( A e B ), we define
3. The solution operator S λ,B Definition 3.1. For λ ∈ ρ(A B ), we define the operator S λ,B : Ran (
, so a solution to (3.1) exists and is given by
Moreover, the solution to (3.1) is unique: Suppose u 1 and u 2 are two solutions. Then (
Proof. Fix λ 0 ∈ ρ(A B ). Now choose w = S λ0,B f in the proof of Lemma 3.2. Then
which is analytic in λ. Proof. Obviously, · E and · F are norms induced by scalar products. It remains to prove completeness. Since ( A * − λ) : D( A * ) → H is continuous, F is a closed subspace of D( A * ), hence complete. Assume (f n ) n∈N is a Cauchy sequence in E. Then (f n ) n∈N is Cauchy in H and converges to f ∈ H and (S λ,B f n ) n∈N is Cauchy in F and converges to u ∈ F . As Γ 1 − BΓ 2 is continuous in the graph norm and S −1 λ,B : F → E is given by Γ 1 − BΓ 2 , we have
Therefore, E is complete and the calculation also proves closedness of S λ,B .
gives an equivalent norm on E.
Proof. This follows from the Closed Graph Theorem. See for example [35, Theorem 4.2-I].
For the case Ran (Γ 1 − BΓ 2 ) = H, we now want to give a representation of the adjoint of S λ,B . We start with an abstract result: 
Since the adjoint of the resolvent is the resolvent of the adjoint,
Surjectivity of Γ 2 then gives the result.
As S λ,B : H → F is continuous and continuously invertible, both S * λ,B : F → H and (S
, w ∈ H is arbitrary. Now, by the above calculation,
Therefore, by Lemma 3.7, we have S * 
is a continuous extension of S * λ,B to D( A * ) and
denotes the orthogonal projection from H onto ker ( A * − λ).
Isolated eigenvalues and poles of the M -function
For a number of results in what follows we will require an abstract unique continuation hypothesis. We say that the operator A * − λ satisfies the unique continuation hypothesis if
Similarly, A * − λ satisfies the unique continuation hypothesis if
Whenever either of these conditions is required, it will be stated explicitly. The following definition and Laurent series expansion of the resolvent are standard and can be found in [16] . They will be required in a later proof. 
We also define the eigennilpotent associated with λ
For ζ in a neighbourhood of λ the Laurent series expansion of the resolvent is given by
Our aim is now to determine the relationship between the behaviour of the M -function M B as an analytic function and isolated eigenvalues of the operator A B . Proof. We use the following representation of the M -function using the resolvent:
where w is any element in D( A * ) such that (Γ 1 − BΓ 2 )w = f . Obviously, any pole of the M -function has to be a pole of at least the same order of the resolvent. It remains to show that the order of the singularity of the pole of the resolvent is preserved despite the presence of the other operators on the right hand side. To do this, we look at the Laurent series expansion.
Let µ be an isolated eigenvalue of finite algebraic multiplicity of the operator A B . In this case, there exists m such that the resolvent has a pole of order m + 1 at µ and, using the notation from 
so the most singular term in is of order (λ − µ) −m−1 and given by
Under slightly stronger hypotheses, we will show next that isolated eigenvalues of A B correspond precisely to isolated poles of the M -function. We start by proving some identities involving the Mfunction. For the M -functions associated with two different boundary conditions we have the following identity:
Correspondingly, we have
Proof. We prove (4.7). Then (4.6) follows by applying Γ 2 to both sides. Let f ∈ Ran (Γ 1 − BΓ 2 ), then
The next proposition gives a representation of the M -function in terms of the resolvent.
Then w ∈ ker ( A * − λ), (Γ 1 − BΓ 2 )w = f and w is the unique function with these properties, as
We now give a representation of the resolvent in terms of the M -function. This type of formulae are usually called Kreȋn's formulae.
The case B = 0 is particularly simple:
We our now ready to prove our main result.
Theorem 4.10. Let µ ∈ C. We assume that ρ(A B ) = ∅ and that there exist operators B, C ∈ L(K, H)
such that µ ∈ ρ(A C ) ∩ ρ(A B+C ) or µ ∈ ρ(A C ) ∩ ρ(A B−
C ). Then µ is an isolated eigenvalue of finite algebraic multiplicity of the operator A B if and only if µ is a pole of finite multiplicity of M B (·). In this case, the order of the pole of R(·, A B ) at µ is the same as the order of the pole of M B (·) at µ.
Proof. Let µ be an isolated eigenvalue of finite algebraic multiplicity m of the operator A B . Then, since µ ∈ ρ(A C ) ∩ ρ(A B±C ), and S λ,B±C is analytic in λ by Proposition 3.3, (4.9) implies that M B (·) must have a pole of at least order m at µ, while (4.8) implies that the pole is at most of order m. Similarly, if M B (·) has a pole of order m at µ, (4.8) implies that the resolvent of A B must have a pole of order at least m at µ, while (4.9) implies that the pole is at most of order m. Therefore, µ is an eigenvalue of A B (c.f. for example [16, Section 3.6.5]).
Remark 4.11. Note that the assumption that C can be chosen such that µ ∈ ρ(A C ) implies the unique continuation property for
A * − µ. To see this, let u ∈ ker ( A * − µ) ∩ ker (Γ 1 ) ∩ ker (Γ 2 ). Then u ∈ ker (Γ 1 − CΓ 2 ), so u ∈ D(A C ) and (A C − µ)u = 0, so u = (A C − µ) −1 (A C − µ)u = 0.
Behaviour of the M -function near the essential spectrum
By the essential spectrum of an operator σ ess , we denote all points in the spectrum that are not isolated eigenvalues of finite multiplicity. In this section we will investigate what can be said about the essential spectrum from the behaviour of the M -function. In the case of symmetric operators, these questions have been addressed by Brasche, Malamud and Neidhardt in [7] .
Theorem 5.1. Let k ∈ C such that there exists ε 0 > 0, with k ± iε ∈ ρ(A B ) for all 0 < ε < ε 0 . Suppose there is a linear subspace H ⊆ H such that H ∩ D(A * ) is dense in H and
is surjective;
Here, the left hand equality is to be interpreted as 
Setting u = ( A * − k)F and inserting our expression for w ε,± on the left hand side, the equation becomes
Now assume v ∈ H∩D(A * ). Since u, F ∈ H, we can take limits on the left hand side. The assumption
is surjective then gives weak convergence of M B (k ± iε)f in K and we get
is surjective, equality of the weak limits of the resolvent implies equality of the weak limits of the M -function.
We would like to prove a converse of Theorem 5.1, i.e. determine the behaviour of the resolvent from that of the M -function. However, we only get the following partial results: Proposition 5.3. Assume the unique continuation hypothesis holds for A * − k and A * − k and that the weak limits
exist for every g ∈ Ran (Γ 1 − BΓ 2 ) and that there exists some f ∈ Ran (Γ 1 − BΓ 2 ) such that
Then k ∈ σ ess (A B ).
Remark 5.4. Note that in [7] it is shown that for symmetric operators
Proof. As in the proof of Theorem 5.1, we arrive at equation (5.1). By assumption, the limit on the right hand side exists. Assume that k ∈ ρ(A B ). Then we can take limits on the left hand side and get equation (5.3) with the l.h.s. equal to 0 contradicting
and k is not in the isolated point spectrum, as the weak limits of the M -function exist which would contradict Theorem 4.4. In what follows, we will show that for a block operator matrix it is possible to have a dense proper subspace H for which the weak limit of the M -functions exists, but the weak limit for the resolvents does not exist. We also hope that this example, demonstrating the calculation of the M -function in a non-trivial block operators matrix setting, is of independent interest.
A block matrix-differential operator related to the Hain-Lüst operator. Let
where q, u and w are L ∞ -functions, and the domain of the operator is given by
It is then easy to see that
where
Consider the operator (5.8)
where B = cot β 0 0 − cot α . It is known (see, e.g., [1] ) that σ ess (A αβ ) = essran(u). This result is independent of the choice of boundary conditions. We now calculate the function M (λ) such that
. In our calculation we assume that λ ∈ σ ess (A αβ ). The condition 
Note that the y j depend on x and λ but that the λ-dependence is suppressed in the notation, except when necessary. Another elementary calculation now shows that
.
As an aside, notice that all these expressions contain a denominator y ′ 2 (1, λ) + cot β y 2 (1, λ) and that λ ∈ essran(u) is an eigenvalue precisely when this denominator is zero.
We now fix k ∈ essran(u), let λ = k ± iε, and consider the limits lim εց0 M (k ± iε). For simplicity we consider the case in which u is injective and k = u(x 0 ) for some x 0 ∈ (0, 1) and we suppose that w(x) = 0 for x ∈ (x 0 − δ, x 0 + δ) for some small δ > 0. In this case the coefficient
is well defined as a function of x for all λ in a punctured neighbourhood in C of the point k = u(x 0 ): in particular, w(x)/(u(x) − λ) is identically zero for all λ = k, for all x ∈ (x 0 − δ, x 0 + δ). Consequently the solutions y 1 (x, λ) and y 2 (x, λ) are well defined for all x ∈ [0, 1], for all λ in a neighbourhood of k = u(x 0 ). The M -function may have an isolated pole at some point λ near k if y ′ 2 (1, λ) + cot β y 2 (1, λ) happens to be zero; such a pole will be an eigenvalue of the operator A αβ embedded in the essential spectrum and therefore a more complicated singularity of (A αβ − λ) −1 . Embedded eigenvalues may occur even without the hypothesis that w vanishes on some subinterval (x 0 − δ, x 0 + δ): see [8] . However embedded eigenvalues are atypical and are generally destroyed by an arbitrarily small perturbation to the problem. In the absence of any embedded eigenvalues, M (λ) will be analytic in the neighbourhood u(x 0 − δ, x 0 + δ) of the point k = u(x 0 ) and we shall have, in the sense of norm limits,
For the resolvent, suppose that
Then y must satisfy
together with the boundary conditions, which is a uniquely solvable problem in the absence of embedded eigenvalues (recall that w/(u − λ) is well defined as a function of x for all λ in a neighbourhood of k).
In particular, y(x, λ) does not have a singularity of any type at λ = u(x 0 ). Now z is given by
We examine the question of existence of weak limits of the type described in Theorem 5.1:
where f = (f 1 , f 2 ) and g = (g 1 , g 2 ) lie in some space H and λ = u(x 0 ) ± iε. Evidently the first component y of the vector (A B − λ) −1 f will cause no problems whatever H we choose:
will be analytic in a neighbourhood of λ = u(x 0 ). Thus we turn to the second component z(x, λ). Take H to be the space of two-component smooth functions. Suppose that u is differentiable at x 0 ∈ (0, 1) with u ′ (x 0 ) = 0. If z is given by (5.15) then the inner product
with λ = u(x 0 ) + iε has a limit as ε tends to zero from above; similarly as it has a (generally different) limit as ε tends to zero from below. The difference of the limits is
However the M -function has no singularity at all. We have therefore constructed an example in which the resolvent has non-equal weak limits but the M -function has equal norm limits. It is worth emphasizing that for this example,
This is not enough to avoid the phenomenon that some singularities of the resolvent are 'canceled' in the M -function.
Relatively bounded perturbations
Let U be a symmetric operator in H and (H, Γ 1 , Γ 2 ) be a boundary value space for U (c.f. [13, pp 155] ). Assume that V is symmetric with the following properties:
• V is relatively U -bounded with relative bound less than 1 • V * is relatively U * -bounded with relative bound less than 1
We will show that in this case it is sufficient to consider boundary operators only associated with the symmetric part U of the operator A = U + iV . 
and define M B (λ) and S λ,B as before with the boundary operators Γ 1 , Γ 2 now only associated with the symmetric part of A. Then all the results of Section 4 hold in this situation as well and the proofs are identical as the specific form of the Green formula plays no role in their derivation. Therefore, we have 
Correspondingly, we have
S λ,B+C (I − CΓ 2 S λ,B ) = S λ,B . Proposition 6.4. Let λ, λ 0 ∈ ρ(A B ). Then M B (λ) = Γ 2 I + (λ − λ 0 )(A B − λ) −1 S λ0,B = Γ 2 (A B − λ 0 )(A B − λ) −1 S λ0,B . Proposition 6.5. Let B, C ∈ L(H), λ ∈ ρ(A B ) ∩ ρ(A C ) ∩ ρ(A B+C ). Then (A B − λ) −1 = (A C − λ) −1 − S λ,B+C (I − CM B (λ))(Γ 1 − BΓ 2 )(A C − λ)
Application to PDEs
The theory previously developed is not immediately applicable to the usual boundary value problems arising in PDEs. The reason is the following: Consider the case of the Laplacian A = ∆ with D(A) = H However, we want identity (2.1) to hold for all u, v ∈ D( A * ) = D(A * ) = {u ∈ L 2 (Ω) : ∆u ∈ L 2 (Ω)} which in general is not even a subset of H 1 (Ω). Therefore, the integral ∂Ω ∂u ∂ν v is not well-defined for all these functions.
The aim of this section is to show that by suitably modifying the boundary operators, our previous results hold for elliptic differential operators of order 2m. This idea was first used by Vishik [37] . So as not to obscure the ideas with technicalities and notation we will only consider a first order perturbation of the Laplacian. The same method is applicable to any elliptic operator satisfying the conditions given in [14, 
It is easy to check that
Proof. The Green identity follows from the previous theorem and the definition of J.
Properties (1) and (2) is the Kreȋn extension of A.
• By exchanging the roles of Γ 1 and Γ 2 it is possible to express the Neumann boundary condition in the form Γ 1 − BΓ 2 for bounded B.
• An abstract form of this procedure for regularizing the boundary operators has been introduced by Ryzhov [33] .
