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Referat
Die in der vorliegenden Arbeit entwickelte Theorie kunstlicher Agenten mochte
als Versuch verstanden werden, einen relevanten Beitrag zu den logisch-begriichen
und softwaretechnischen Grundlagen von Multiagentensystemen zu leisten. Nach
einer allgemeinen Einfuhrung in Kapitel 1 wird in den Kapiteln 2{5 eine um-
fassende Theorie der Wissensreprasentation entwickelt. Dabei werden eine Reihe
von wichtigen Systemen, wie Relationale, Temporale, Disjunktive und Fuzzy-
Datenbanken, in einem einheitlichen Rahmen deniert. Es wird gezeigt, wie diese
Systeme zu erweitern sind, so da sie die Reprasentation negativer Information
in Wissensbasen erlauben. Alle zuvor behandelten extensionalen Wissensbasen
konnen durch Hinzufugung von Deduktionsregeln zu deduktiven Wissensbasen
erweitert werden. In deduktiven Wissensbasen konnen Pradikate sowohl exten-
sional, d.h. durch die Angabe ihrer Extension in der Form einer Tabelle, als auch
intensional, d.h. durch die Angabe von Deduktionsregeln, reprasentiert werden.
Die `Semantik' deduktiver Wissensbasen, d.h. die Denition der jeweiligen In-
ferenzrelation, folgt aus der Denition eines intendierten Abschlusses. Es wird
gezeigt, wie der Begri eines stabil erzeugten Abschlusses (ohne Bezug zur Mod-
elltheorie) zu denieren ist. Nach der Behandlung der Wissensreprasentation
folgt in Kapitel 6 die Denition von Reagenten, d.h. einfachen vividen Agen-
ten ohne die Fahigkeit zur Planung und Planausfuhrung. In Kapitel 7 wird
gezeigt, wie die Kommunikation und Kooperation zwischen Wissensbasen im
Rahmen des Reagentenmodells formal prazisiert werden kann. Nach einer kurzen
Darstellung des Planungsproblems in Kapitel 8 folgt in Kapitel 9 die Denition
vivider Agenten, deren reaktives Verhalten mit ihrem proaktiven (auf Planung
und Planausfuhrung basierenden) Verhalten verzahnt ist. Schlielich wird in
Kapitel 10 die auf dem Modell vivider Agenten basierende Agentenprogrammier-
sprache VIVA vorgestellt. Dem Text folgen drei Anhange, in denen die partielle,
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As Rodney Brooks has pointed out, many AI theories of knowledge representa-
tion have only been proposed to solve \anomalies within formal systems which
are never used for any practical task" [Bro91]. These rather academic theo-
ries typically make, or follow, conceptual and ontological stipulations which are
not grounded in the practice of information processing. Useful theories, on the
other hand, are built on the basic components and operations constituting their
domain of application.
The theory of articial agents developed in this book should be construed as
an attempt of a practical theory which aims at establishing relevant contributions
to the conceptual and software engineering foundations of multiagent systems.
1.1 Practical Theory and Theory-Based Prac-
tice
In computer science, the relationship between theory and practice seems to be
uneasy in comparison to other sciences, such as, e.g., chemistry or electrical en-
gineering. This may be partly created by the strong inuence of mathematicians
(in theoretical computer science) who don't care much about real systems, but
also by the obvious success of ingenious programmers and infamous hackers who
don't care much about theory. It may indicate that computer science is `very
special', but it is more likely just a sign of its immaturity.
1.1.1 Do the Real Thing
Why should we try to develop a theoretical basis for agent systems rather than
immediately develop agent systems themselves on our favorite platforms ? Pro-
grammers tend to be impatient. They don't want to wait for suitable theories.
They prefer to do the real thing right away.1 And it is exactly this pioneer-
1Only Dijkstra's theoretically motivated insistence that GOTO statements have to be con-
sidered harmful has eventually led to more programming discipline in the software industry.
1
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ing behavior which has led to many new ideas and techniques in computer sci-
ence. But in order to get a deeper understanding of a new idea, and in order
to make further progress in its development, it is essential to establish formal
concepts and methods whose properties can be mathematically analyzed. Only
formal concepts can serve as a non-ambiguous and platform-independent refer-
ence framework for comparisons and further extensions which are necessary for
any real progress. To see this, let's take a brief look at the history of two other
elds of computer science: the success story of database technology, and the
still-no-success (= failure?) story of expert systems.
1.1.2 The Success of Database Systems
In the sixties and seventies, pushed by the need to store and process large data
collections, powerful database software based on the le system technology avail-
able at that time has been developed. These types of systems have been named
hierarchical and network databases, referring to the respective type of le orga-
nization. Although these systems were able to process large amounts of data
eciently, their limitations in terms of exibility and ease of use were severe.
Those diculties were caused by the rather low-level data operations of hier-
archical and network databases dictated by their respective le organization.
Thus, both database models have later on turned out to be cognitively inad-
equate. Only through the formal conceptualization of relational databases by
Codd in the early seventies could the inadequacy of the then prevailing database
technology be overcome. Only the logic-based formal concepts of the relational
database model have led to more cognitive adequacy, and have thus constituted
the conceptual basis for further progress (towards deductive, OO, temporal, etc.
databases). Unlike much of theoretical computer science, Codd's theory of rela-
tional databases is an example of a practical theory.
1.1.3 The Diculties of Expert Systems
In the eld of expert systems, on the other hand, there has never been a concep-
tual breakthrough like that of the relational database model. It seems that the
eld is still at the `pre-conceptual' level of hierarchical and network databases,
and there seems to be almost no measurable progress since MYCIN. There is
neither a formal denition of an `expert system', nor is there any clear semantics
of expert system rules. The eld has rather developed a variety of notions (such
as `production rules,' or `certainty factors') which have often not been clearly
dened, or have not been based on a logical semantics. Lacking a clear (and
formally dened) conceptual framework, it is dicult for the expert system com-
munity to compare dierent systems and to identify shortcomings and measure
Dijkstra also reports (in [SL95]): The programmers didn't like the idea [of verication] at all
because it deprived them of the intellectual excitement of not quite understanding what they
were doing.
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progress. One may argue that these problems are due to the inherent diculties
of knowledge representation and processing, but it rather seems that the expert
system community has failed to develop cognitively adequate formal concepts
and has even failed to learn from its neighbor elds of logic programming and
deductive databases which have successfully developed a clear concept of rules
based on a logical semantics.
So, the question for the eld of multiagent systems really is: does it learn its
lesson from the database and expert system stories, or is it going do repeat the
mistakes of the expert system eld ?
1.1.4 What is an Agent ?
There are several informal denitions of the concept of an agent, putting dierent
emphasis on dierent aspects of agency. A denition which is compatible with
the model of vivid agents is
\Intelligent agents continuously perform three functions: perception
of dynamic conditions in the environment; action to aect conditions
in the environment; and reasoning to interpret perceptions, solve
problems, draw inferences, and determine actions." (Hayes-Roth,
1995)
We should not attempt to establish a formal denition of an agent in general.
This is not necessary, and probably even impossible, as there is also no denition
of what is a number in mathematics, but only denitions of specic kinds of
numbers capturing important cases, such as natural or rational numbers. The
same applies to databases: there is no formal denition of what is a database in
general, but only of specic kinds of databases, such as relational or deductive
databases.
While we can certainly not nd a generic denition of the agent, we should
nd out what are the important cases of agent types to be captured by precise
mathematical denitions. Such a conceptualization can only be successful if it is
based on a suciently rich body of practical experience.
1.2 Vivid Agents
A vivid agent is a software-controlled system whose state consists of components
such as beliefs, goals and intentions, which have a mentalistic semantics in the
sense of McCarthy and Shoham [McC79, Sho93], and whose behavior is repre-
sented by means of action and reaction rules. The basic functionality of a vivid
agent comprises a knowledge system (including an update and an inference oper-
ation), and the capability to represent and perform actions in order to be able to
generate and execute plans. Since a vivid agent is `situated' in an environment
with which it has to be able to communicate, it also needs the ability to react in
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response to perception events, and in response to communication events created
by the communication acts of other agents. We formalize the combination of
these reactive and proactive aspects of agent behavior by nondeterministic inter-
leaving of perception, reaction, planning and plan execution, resp. action. Notice
that we make the important distinction between action and reaction: actions are
deliberatively planned in order to solve a task or to achieve a goal, while reac-
tions are triggered by perception and communication events. Reactions may be
immediate and independent from the current belief state of the agent but they
may also depend on the result of deliberation. In any case, they are triggered by
events which are not controlled by the agent.
Our theory of vivid agents is based on the internal or subjective view of the
world (inhabitated by them). This means that there is no need for a notion of
objective time, or for the distinction between knowledge and belief. In contrast,
these concepts are essential to external or objective theories of agents such as
[CL90] or [FHMV95]. While our subjective theory of agents corresponds to the
programming point of view, objective theories try to capture the perspective of
an external, eternal and perfect observer of the world, that is the perspective of
God.
We do not assume a xed formal language and a xed logical system for the
knowledge base of an agent.2 Rather, we believe that it is more appropriate
to choose a suitable knowledge system for each agent individually according
to its domain and its tasks. In simple cases, a relational database-like system
(admitting of atomic sentences only) will do the job, while in more involved cases
one may need the ability to process, in addition to simple facts, (disjunctive or
gradual) uncertain information, temporal information, or even such advanced
capabilities as deductive query answering and abductive reasoning.
The knowledge system of a vivid agent will be nonmonotonic, since one needs
the Closed-World Assumption, and negation-as-failure, in any practical system.
Notice that this departs from the use of standard logics (enriched by various
modal operators) which is common in many other logical approaches to agent
modeling. Vivid agents can be obtained by extending vivid knowledge systems
through the addition of action and reaction rules, i.e. one can `plug in' any
suitable knowledge system for constructing a specic agent system. Since our
denition of action and reaction rules applies to all kinds of knowledge systems,
this makes vivid agents scalable. Our rule-based approach to agent specication
is more computational than modal logic approaches based on possible worlds
semantics because it refers to the actual components of agent systems needed in
programming and not to philosophical abstractions.
The combination of a knowledge base with action and reaction rules yields an
executable specication of an agent, or of a multi-agent system. This is similar
2It is important to recognize that for information and knowledge processing, unlike classical
rst-order logic for mathematics, there is no ONE TRUE LOGIC, but many dierent logical
systems accounting for dierent kinds of knowledge such as temporal, uncertain, condential,
inconsistent, disjunctive, deductive, active, etc.
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to the idea of PROgramming in LOGic where programs have both a procedural
and a declarative reading. Our concept of vivid agents, thus, is able to narrow
the gap between agent theory and practical systems, a gap which seems to be
insuperable in many other logic-based approaches.
1.3 An Overview of Vivid Agents
While certain agents may have rather limited capabilities, others are quite com-
plex. We call the simplest form of a vivid agent a reagent. A reagent does
not have explicit goals and intentions but only beliefs about the current state
of aairs. It reacts to events in its environment, taking into account what it
currently believes. A reagent updates its beliefs and draws inferences from them
by applying the respective operations of the vivid knowledge system it is based
on.
1.3.1 Vivid Knowledge Systems
The knowledge system of a vivid agent is based on three specic languages: LKB
is the set of all admissible knowledge bases,3 LQuery is the query language, and
LInput is the set of all admissible inputs, i.e. those formulas representing new
information a KB may be updated with. In a diagnosis setting, LInput may be
ftest( ; ); diagnoses( ; )g, where test is used to update other agents' test results
and diagnoses to update the agents' diagnosis results. While the input language
denes what the agent can be told (i.e. what it is able to assimilate into its KB),
the query language denes what the agent can be asked. Where L is a set of
formulas, L0 denotes its restriction to closed formulas (sentences). Elements of
L0Query, i.e. closed query formulas, are also called if-queries.
An abstract knowledge system4 K consists of three languages and two
operations: a knowledge representation language LKB , a query language LQuery,
an input language LInput, an inference relation `, such that X ` F holds if
F 2 L0Query can be inferred from X 2 LKB , and an update operation Upd, such
that the result of updating X 2 LKB with F 2 L0Input is the knowledge base
Upd(X;F ).
We now present two basic examples of knowledge systems: relational databases
and factbases.
3It seems to be unrealistic to allow for arbitrary formulas in a KB for a number of reasons: a
KB concept has to be a conservative extension of that of relational databases; it has to provide
for negation-as-failure and for some kind of CWA mechanism; the amount of `disjunctiveness'
of a KB needs special care; there will be null values rather than existential quantiers; etc.
4See also [Wag95].
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Relational Databases
A nite set of ground atoms corresponds to a relational database. For instance,
in diagnosis a relational database may contain observations and connections of
the system to be diagnosed: X1 = fhi(s1); conn(s1; s2)g, may represent the
information that switch s1 is high and that it is connected to switch s2. As a
kind of natural deduction from positive facts an inference relation ` between a
database X and an if-query is dened in the following way:
(a) X ` a if a 2 X
(:a) X ` :a if a 62 X
Notice the non-monotonicity of (:a). Negation in relational databases corre-
sponds to negation-as-failure. For example, X1 ` hi(s1) ^ :hi(s2). Because of
its built-in general Closed-World Assumption, a relational database X answers
an if-query F by either yes or no: the answer is yes if X ` F , and no otherwise.
Updates are insertions, Upd(X; a) := X [ fag, and deletions, Upd(X;:a) :=
X   fag, where a is an atom. For instance,
Upd(X1;:hi(s1) ^ hi(s2)) = fconn(s1; s2); hi(s2)g
describes a possible transaction.
The knowledge system of relational databases is denoted by A.5 Knowledge
systems extending A conservatively are called vivid. Positive vivid knowledge
systems use a general Closed-World Assumption, whereas general vivid knowl-
edge systems employ specic Closed-World Assumptions (and possibly two kinds
of negation). For instance, A can be extended to a general vivid knowledge sys-
tem by allowing for literals instead of atoms as information units (see below).
Further important examples of positive vivid knowledge systems are temporal,
uncertain and disjunctive databases. All these kinds of knowledge bases can be
extended to deductive knowledge bases by adding deduction rules of the form
F  G [Wag95].
Relational Factbases and Extended Logic Programs
A knowledge base consisting of a consistent set of ground literals (viewed as
positive and negative facts) is called a relational factbase. In a relational factbase,
the CWA does not in general apply to all predicates, and therefore in the case
of a non-CWA predicate, negative information is stored along with positive.
This allows to represent predicates for which the KB does not have complete
information.
The schema of a factbase stipulates for which predicates the CWA applies by
means of a special set CWRel of relation symbols. Explicit negative information
is represented by means of a strong negation :. For instance, in the factbase
CWRel = fconng
X2 = fconn(s1; s2); :hi(s1)g
5
A stands for Atomic.
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the CWA applies only to the predicate conn representing the connection of com-
ponents, i.e. if it is not positively conrmed that two components are connected
we assume that they are not. In contrast to this, the CWA does not apply to hi
anymore. Now we can distinguish the two cases that we have explicitly observed
that a switch is not high and that we do not have information about the switch.
I.e. X2 ` :hi(s1) means that switch s1 is observed to be not-high (i.e. low),
whereas X2 ` hi(s2) only expresses that we cannot infer s2 to be high, which
means that it is either not high or that there is no information. As a kind of nat-
ural deduction from positive and negative facts an inference relation ` between
a factbase X and an if-query is dened in the following way:
(:a) X ` :p(c) if :p(c) 2 X
( a) X ` p(c) if p(c) 62 X
(:CWA) X ` :p(c) if p 2 CWRel & X ` p(c)
where p(c) stands for an atomic sentence with predicate p and constant (tuple)
c.  and : are also called weak and strong negation. Note that, since X is
consistent, the strong negation implies the weak negation:
X ` :F implies X ` F
Compound formulas are treated according to DeMorgan and double negation
rules.6 A factbase X answers an if-query F by yes if X ` F , by no if X ` :F ,
and by unknown otherwise. Updates are recency-preferring revisions:
Upd(X; p(c)) :=
(
X [ fp(c)g if p 2 CWRel
X   f:p(c)g [ fp(c)g else
Upd(X;:p(c)) :=
(
X   fp(c)g if p 2 CWRel
X   fp(c)g [ f:p(c)g else
The knowledge system of relational factbases is denoted by F . The extension of
F by adding deduction rules leads to extended logic programs with two kinds of
negation.
An extended logic program consists of a factbase and a set of deduction
rules of the form
l0  l1; : : : ; lm;lm+1; : : : ;ln (0  m  n)
where each li is a positive or negative fact (li = aj:a, 0  i  n).
Inference in extended logic programs can be dened model-theoretically as
preferential entailment based on stable coherent partial models [HJW97] or by
the xpoint semantics of answer sets [GL90].
6Inference in factbases corresponds to predicate circumscription in partial logic, i.e. to
preferential entailment based on minimal coherent partial models.
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1.3.2 Specication of Reagents
Simple vivid agents whose mental state comprises only beliefs, and whose behav-
ior is purely reactive, i.e. not based on any form of planning and plan execution,
are called reagents. A reagent A = hX;EQ;RRi, on the basis of a knowledge
system K consists of
1. a knowledge base X 2 LKB ,
2. an event queue EQ being a list of instantiated event expressions, and
3. a set RR of reaction rules, consisting of epistemic and physical reaction
and interaction rules which code the reactive and communicative behavior
of the agent.
A multi-reagent system is a tuple of reagents:
S = hA1; : : : ;Ani
Reaction rules encode the behavior of vivid agents in response to perception
events created by the agent's perception subsystems, and to communication
events created by communication acts of other agents. We distinguish between
epistemic, physical and communicative reaction rules, and call the latter interac-
tion rules. We use LPEvt and LCEvt to denote the perception and communication
event languages, and LEvt = LPEvt [ LCEvt. The following table describes the
dierent formats of epistemic, physical and communicative reaction rules:
E  recvMsg["; S]; Cond
do(); E  recvMsg["; S]; Cond
sendMsg[; R]; E  recvMsg["; S]; Cond
The event condition recvMsg["; S] is a test whether the event queue of the agent
contains the message " sent by some perception subsystem of the agent or by
another agent identied by S, where " 2 LEvt represents a perception or a com-
munication event. The epistemic condition Cond 2 LQuery refers to the current
knowledge state, and the epistemic eect E 2 LInput species an update of the
current knowledge state. In a physical reaction, do() calls a procedure realiz-
ing the action . In a communicative reaction, sendMsg[; R] sends the message
 2 LCEvt to the receiver R.
In general, reactions are based both on perception and on knowledge. Per-
ception and communication events are represented by incoming messages.7 We
7In a robot, for instance, appropriate perception subsystems, operating concurrently, will
continuously monitor the environment and interpret the sensory input. If they detect a relevant
event pattern in the data, they report it to the knowledge system of the robot in the form of
a perception event message.
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identify a communication act with the corresponding communication event which
is perceived by the addressee of the communication act.8
Reaction rules are triggered by events. The agent interpreter continuously
checks the event queue of the agent. If there is a new event message, it is
matched with the event condition of all reaction rules, and the epistemic con-
ditions of those rules matching the event are evaluated. If they are satisable
in the current knowledge base, all free variables in the rules are instantiated ac-
cordingly resulting in a set of triggered actions with associated epistemic eects.
All these actions are then executed, leading to physical actions and to sending
messages to other agents, and their epistemic eects are assimilated into the
current knowledge base.
1.3.3 Dening the Execution of Reagents
We propose a perception-reaction cycle as the execution model of a reagent sys-
tem. Informally, it consists of the following steps:
1. Get the next message from the event queue, and check whether it triggers
any reaction rules. If it does not, then repeat 1, else continue.
2. For each of the triggered reaction rules, check whether its epistemic con-
dition is satised; if it is, assimilate the epistemic eect of the triggered
action into the knowledge base, and in case it is
(a) a physical action, execute it by calling the associated procedure.
(b) a communicative action, execute it by sending the corresponding mes-
sage to the specied addressee.
3. Continue with step 1.
1.4 Inter-Agent Communication
Similar to the KQML model of communication9, we assume that the following
requirements are met by any vivid agent system:
 Agents may interact asynchronously with more than one other agent at the
same time.
 Agents are known to one another by their symbolic names, rather than
their IP addresses. There may be special agents, called facilitators, which
provide address information services in order to facilitate communication.
8We assume that communication channels are perfect in the sense that no message gets
lost, and in point-to-point communication all messages are received in the order they have
been sent.
9See, e.g., [Lab96].
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 An agent communicates verbally with other agents: actively by sending,
and passively by receiving, typed messages.10
 Messages may be sent over network links, or via specic radio links, or,
similar to human communication, by means of audio signals. The transport
mechanism is not part of the communication model of vivid agents. Certain
assumptions about message passing, however, are necessary or useful:
{ When an agent sends a message, it directs that message to a specic
addressee.
{ When an agent receives a message, it knows the sender of that mes-
sage.
{ The order of messages in point-to-point communication is preserved.
{ No message gets lost.
 Message types are dened by a communication event language based on
speech act theory.
 The arguments of a message (i.e. the `propositional content' of the cor-
responding communication act) may aect the mental state of both the
sender and the receiver.
Communication in multiagent systems should be based on the speech act the-
ory of Austin and Searle [Aus62, Sea69], an informal theory within analytical
philosophy of language. The essential insight of speech act theory was that an
utterance by a speaker is, in general, not the mere statement of a true or false
sentence, but rather an action of a specic kind (such as an assertion, a request,
a promise, etc.). Therefore, logic alone is not sucient for a semantic account of
verbal communication.
In the vivid agent model, the semantics of communicative actions is rather
determined by
1. a mentalistic model of agents, dening their mental state, together with a
notion of mental conditions and mental eects of actions,
2. a satisfaction relation between mental states and mental conditions,
3. an operation that assimilates mental eects into a mental state,
4. the assignment of a mental precondition and a mental eect to each action,
and
5. associating with each type of communicative action a type of reaction (of
the addressee of a communication act).
10In addition, there may be non-verbal forms of communication, e.g. by means of perception.
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In our reagent model, for instance, the mental state of an agent consists only
of beliefs (represented in a KB), the mental satisfaction relation and the mental
assimilate operation are ` and Upd, and communicative actions are represented
by means of reaction rules.
1.5 VIVAKnowledge-Based Agent Programming
VIVA is a rule-based agent-oriented programming language. It adopts many
concepts from SQL and Prolog such as, e.g., the distinction between the schema
and the state of an agent, or the use of facts and rules with negation-as-failure,
logical variables and unication. In addition to the well-known deduction rules
of Prolog, VIVA employs action rules for representing the proactive behavior
repertoire, and reaction rules for representing the reactive behavior of an agent.
A rst prototype interpreter (not yet suitable for distribution) has been im-
plemented on the basis of PVM-Prolog. It is currently used to evaluate basic
constructs of the language. We plan to implement a fully-edged VIVA inter-
preter on the basis of Visual Prolog, and make it available as as an executable
for Windows, OS/2 and LINUX PCs.
1.6 Main Contributions
The main contributions of this work are the concepts of:
Vivid Knowledge Systems { a comprehensive framework of knowledge repre-
sentation and reasoning integrating many diverse disciplines such as non-
monotonic and uncertain reasoning, and various kinds of qualied infor-
mation such as temporal, unreliable, and condential information. While
the basic principles of vivid knowledge systems were already discussed in
[Wag94b], the present work contains a much more elaborate presentation.
In particular, we
1. establish the novel concepts of fuzzy and possibilistic databases and
logic programs { a new formalization of reasoning with uncertainty
within our knowledge system framework based on a new compositional
denition of possibilistic logic;
2. formalize multi-level security in knowledge systems;
3. propose a new semantics of deduction rules in terms of stable grounded
and stable generated closures inspired by the notion of stable generated
models of [HW97].
Reagents { simple agents, based on a vivid knowledge system, whose men-
tal state comprises only beliefs and whose behavior is purely reactive (in-
cluding high-level communication acts). Reagents are dened as triples
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hKB ; EQ;RRi consisting of a knowledge base KB, an event queue EQ and
a set of reaction rules RR.
Vivid Agents { reactive and proactive agents, based on a vivid knowledge sys-
tem, whose mental state comprises beliefs, tasks and intentions. Vivid
agents are dened as quadruples hM;EQ;RR;ARi, where the mental state
M comprises in addition to the agent's beliefs (KB) further mental com-
ponents (such as tasks and intentions), and the set of action rules AR
represents the pro-active behavior repertoire.
VIVA { a rule-based agent-oriented programming language in the tradition of
SQL and Prolog, turning the vivid agent model into a practical program-
ming system.
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The concept of a knowledge representation and reasoning system, or shorter:
knowledge system (KS), consists essentially of two main components: an inference
and an update operation manipulating knowledge bases as abstract objects,1
together with a set of formal properties these operations may have. In general,
there are no specic restrictions on the internal structure of a knowledge base.
It appears, however, that a computational design can be achieved by `compiling'
incoming information into some normal form rather than leaving it in the form
of arbitrarily complex formulas.
The concept of a KS constitutes a useful framework for the classication and
comparison of various computational systems and formalisms like, e.g., relational
and deductive databases, logic programs and other rule-based systems. It is more
general than that of a logic (i.e. a consequence relation). A standard logic can
be viewed as a special kind of KS. On the other hand, by dening the inference
and update operations procedurally, knowledge systems can serve as the basis
for the operational denition of logics.
In positive knowledge systems, information units are always consistent with
each other, and therefore knowledge bases are inherently consistent, i.e. it is never
the case that both an if-query F and its negation :F can be inferred.
2.1 Basic Concepts
The language of positive knowledge systems contains the logical functors conjunc-
tion (^), disjunction (_), negation (:), exclusive disjunction j, material implica-
tion (), quantiers (9; 8), and the truth constant true; relation symbols such as
p; q; r; : : :; constant symbols such as c; d; : : :; and variables such as x; y; : : :. For
simplicity, we will not consider functional terms but only variables and constants.
A relation schema is essentially a relation name together with some specication
of its attributes (or arguments). We will denote it by r(x1; : : : ; xn), if r is an
1This distinction was already proposed in [Lev84] where the resp. operations were called
ASK and TELL.
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n-place relation symbol, or sometimes simply by r. For simplicity, we write xi
ambiguously for both ordinary variables and attributes, and we associate it with
a domain dom(xi), i.e. a set of admissible values. A knowledge base schema
 consists of a nite set of relation schemas fr1; : : : ; rmg, and possibly further
components:
 = hfr1; : : : ; rmg; : : :i
The universal domain U induced by  is the union of all domains dom(xi) of
all attributes xi of all relation schemas rj in . A schema  denes a predicate
logic signature hRel;Consti without function symbols, and a corresponding
formal language L(), where Rel = fr1; : : : ; rmg, and Const = U, i.e. values
are identied with constant symbols (as in Herbrand interpretations).
An atom a is an atomic formula, it is called proper, if a 6= true. We use
a; b; : : :, and F;G;H; : : : as metavariables for atoms and well-formed formulas,
respectively. A variable-free expression is called ground. The set of all proper
atoms of a given language is denoted by At, while Lit denotes the set of all
literals, i.e. atoms a or negated atoms :a. If F is a set of connectives, say F 
ftrue;:;^;_; j;; 9; 8; : : :g, then L(F) denotes the respective set of well-formed
formulas. Where L is a language (a set of formulas), L0 denotes its restriction
to closed formulas (sentences). Free(F ) denotes the set of free variables of F .
We use four specic languages: LKB is the set of all admissible knowledge
bases of a knowledge system, LQuery is the query language, LAns is the answer
language, and LInput is the set of all admissible inputs, i.e. those formulas rep-
resenting new information a KB may be updated with. Elements of L0Query are
called if-queries, and elements of L0Ans are called if-answers.
Denition 2.1 (Abstract Positive Knowledge System) An abstract pos-
itive knowledge system K is a septuple:2
K = hLKB ; `; LQuery; Ans; LAns; Upd; LInput i
where `  LKB  L0Query is called inference relation, Ans : LKB  LQuery ! LAns
is called answer operation, and Upd : LKB  L0Input ! LKB is called update
operation, satisfying for any X 2 LKB ,
(KS0) X ` true, and Upd(X; true) = X:
(KS1a) X ` F i Ans(X;F ) = yes:
(KS1b) hc1; : : : ; cni 2 Ans(X;G(x1; : : : ; xn)) if X ` G(c1; : : : ; cn)
(KS2) LInput  LQuery
(KS3) Success: Upd(X;H) ` H
2The formulation of a knowledge system in terms of query and input processing was already
implicit in [Bel77]. In [Lev84] it was proposed as a `functional approach to knowledge repre-
sentation'. In [Wag94b, Wag95] the concept of knowledge systems was further extended and
used as an integrating framework for knowledge representation and logic programming.
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where F 2 L0Query, G 2 LQuery with Free(G) = fx1; : : : ; xng, and H 2 L0Input.
The set of all answers to if-queries is denoted by L0Ans. It contains at least
the two answers yes and no. An inference operation can be dened in the usual
way:
C(X) := fF 2 L0Query j X ` Fg
Not all open query formulas can be answered sensibly. We therefore require that
queries are evaluable.3 Answers to evaluable queries on the basis of denite KBs
can be computed by means of algebraic operations, such as projection, selection,
set dierence, union, and join. For instance,
Ans(KB ; F (x; y) ^G(y; z)) = Ans(KB ; F (x; y)) 2=11 Ans(KB ; G(y; z))
In the sequel, we sometimes omit Ans and LAns, and write a knowledge system
simply as a quintuple:
K = hLKB ; `; LQuery; Upd; LInput i
If elements of LKB are nite sets (resp. structures), K is called nitary.
In many cases, it is useful to be able to update by a set of inputs and we
therefore `overload' the symbol Upd to denote also this more general update
operation
Upd : LKB  2L0Input ! LKB
which has to be dened in such a way that for any nite A  L0Input, Upd(X;A) =
Upd(X;
V
A). We sometimes write X+F as an abbreviation of Upd(X;F ), resp.
X   F as an abbreviation of Upd(X;:F ).
Denition 2.2 (Knowledge System) A knowledge system K() consists
of an abstract knowledge systemK and a domain-specic knowledge base schema
 such that LQuery() contains only relation sysmbols from Rel.
Below, we present several examples of basic positive knowledge systems. The
simplest one is the knowledge system of relational databases where only ordinary
predicates are allowed and complete information about them is required. Other
knowledge systems allow qualied predicates, such as uncertainty or temporally
qualied predicates, or incomplete information, such as in disjunctive databases.
2.1.1 Regular Positive Knowledge Systems
In order to compare knowledge bases in terms of their information content we
assume that there is an information (or knowledge) ordering  between KBs
such that
X  Y if X contains at least as much information as Y .
3See [GT91] for the notion of evaluable, resp. domain-independent, formulas.
16 CHAPTER 2. POSITIVE KNOWLEDGE SYSTEMS
The information ordering should be dened in terms of the structural components
of knowledge bases and not in terms of higher-level notions (like derivability).4
The informationally empty KB is denoted by 0. By denition, 0  X for all
X 2 LKB , i.e. 0 is the least element of hLKB ;i.
The information ordering also applies to answers. Notice that an answer
A = Ans(X;F ) to a query formula F can be used to transform F into an inferable
sentence F 0. For this purpose we dene a function val : LQuery  LAns ! L0Query.
val(F;A) :=
8>>><>>>:
F if F 2 L0Query & A = yes
:F if F 2 L0Query & A = no
fF j  2 Ag if Free(F ) 6= ;
hF;Ai if A is a qualication
We can then dene that an answer A1 to a query F is at least as informative as
A2, symbolically A1  A2, by requiring that
Upd(0; val(F;A1))  Upd(0; val(F;A2))
In general, more information does not mean more consequences. In other words:
answers are not necessarily preserved under growth of information. Queries, for
which this is the case, are called persistent.
Denition 2.3 (Persistent Queries) A closed, resp. open, query formula
F is called persistent if for all X; Y 2 LKB , X ` F implies Y ` F , resp.
Ans(X;F )  Ans(Y; F ), whenever X  Y . If all F 2 LQuery are persistent, the
KS and its inference relation ` are called persistent. The set of all persistent
query formulas is denoted by LPersQ. An operator of the query language is called
persistent, if every query formed with it and with persistent subformulas is again
persistent.
Denition 2.4 (Ampliative Inputs) An input formula F is called (i) am-
pliative5 if X  Upd(X;F ), or (ii) reductive if X  Upd(X;F ). A KS and its
update operation Upd are called ampliative, if all inputs F 2 LInput are amplia-
tive. The set of all ampliative input formulas is denoted by LAmpI.
A certain subset LUnit  LInput designates those elementary expressions which
will be called information units, e.g. atoms, literals, or somehow qualied (resp.
labelled, or annotated) atoms, and the like. An information unit represents an
elementary piece of information with a positive information content.
Denition 2.5 (Regular Positive Knowledge Systems) A positive knowl-
edge system K is called regular, if there is a preorder hLKB ;; 0i with least
element 0, and a designated set LUnit  LInput, such that
4The usual way to compare the information content of two KBs in standard logic, namely
by means of checking the inclusion of consequences: X  Y if C(X)  C(Y ), does not work
in a general (possibly nonmonotonic) setting.
5The name is adopted from [Bel77].
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(KS4) Unit inputs are ampliative: X  Upd(X; u), for any X 2 LKB , and for any
u 2 LUnit.
(KS5) The information ordering is compatible with ampliative update and persis-
tent inference: for all X; Y 2 LKB ,
X  Y i 8F 2 LAmpI8G 2 LPersQ : Upd(X;F ) ` G) Upd(Y; F ) ` G
(KS6) Ampliative inputs are persistent queries: LAmpI = LPersQ \ LInput.
A regular positive KS can be represented as a 8-tuple
h 0; ; LKB ; `; LQuery; Upd; LInput; LUnit i
2.1.2 Formal Properties of Knowledge Systems
The following is a list of some fundamental properties a KS may have. The
rst two conditions of Contraction and Permutation are well-known as so-called
structural rules in Gentzen-style sequent systems. In a KS, they describe the
behavior of the update operation. Let A;B  L0Input.
(Contraction)
Upd(Upd(X;A); A) = Upd(X;A)
(Permutation)
Upd(Upd(X;A); B) = Upd(Upd(X;B); A)
Both Contraction and Permutation follow from the property of
(Update Synchronicity) Upd(Upd(X;A); B) = Upd(X;A [ B)
which expresses the fact that two inputs in succession (i.e. at dierent time
points) can be handled as one aggregated input implying that the order of inputs
does not matter.
(Update Monotonicity)
X  Y ) Upd(X;A)  Upd(Y;A)
(Lemma Redundancy) alias: Cut, Transitivity
X ` F & Upd(X;F ) ` G ) X ` G
(Lemma Compatibility) alias Cautious Monotonicity, due to [Gab85]
X ` F & X ` G ) Upd(X;F ) ` G
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Lemma Redundancy and Compatibility can be combined in the following condi-
tion of
(Cumulativity) X ` F ) C(Upd(X;F )) = C(X)
Even stronger than Cumulativity is the following property proposed in [Gar88],
(Vacuity) X ` F ) Upd(X;F ) = X
(Query Completeness) A KS is called query complete if for all X 2 LKB ,
F 2 L0Query, and for all if-answers a 2 L0Ans, there is an if-query F 0 2 L0Query, such
that
X ` F 0 i Ans(X;F ) = a
The following important property guarantees the freedom of knowledge base
evolution.
(Input Completeness) A KS is called input complete if
8X; Y 2 LKB 9A  LInput : Y = Upd(X;A)
Observation 2.1 A KS is input complete i KBs are both input constructible
and input destructible, i.e. both of the following conditions hold:
(i) 8X 2 LKB 9A  LInput : X = Upd(0; A)
(ii) 8X 2 LKB 9A  LInput : Upd(X;A) = 0
2.1.3 Minimal Change
This principle was already informally proposed in [Bel77] under the name of
minimal mutilation. It is also one of the fundamental principles of the AGM
approach to theory change, see e.g. [Gar88].
Let u 2 LUnit be any information unit. We say that Upd satises the principle
of Minimal Change if it satises both Minimal Change for Unit Expansion and
for Unit Contraction. For any X; Y 2 LKB , and any u 2 LUnit, we require the
following:
(Minimal Change for Unit Expansion) X + u = Upd(X; u) is the least
extension of X such that u can be inferred, expressed by the conditions (+1)
and (+2):
(+1) X + u  X
(+2) Y  X & Y ` u ) X + u  Y
(Minimal Change for Unit Contraction) X u = Upd(X;:u) is the great-
est KB smaller thanX such that :u can be inferred, expressed by ( 1) and ( 2):
( 1) X   u  X
( 2) Y  X & Y ` :u ) X   u  Y
Notice that (+1) corresponds to (KS4).
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2.1.4 Nonmonotonicity
The following denition captures the idea that a knowledge system is considered
monotonic if all consequences of a KB are preserved after it is updated by some
new piece of information.
(Monotonicity) A KS is called monotonic if for all X 2 LKB , and all F 2
L0Input,
C(X)  C(Upd(X;F ))
Though fundamental in the theory of consequence operations due to Tarski, this
is too strong a requirement for knowledge systems in general.
There are two `parameters' on which Monotonicity depends: the update op-
eration may be ampliative or not, and the inference relation may be persistent
or not.
Observation 2.2 A KS is monotonic if it is ampliative and persistent.6
Proof: For any X 2 LKB , and any F 2 LInput, we get X  Upd(X;F ) by Amplia-
tive Update, and consequently C(X)  C(Upd(X;F )), by Persistent Inference.
2
Practical systems will be nonmonotonic since they will allow for non-persistent
queries (by means of negation-as-failure) and for non-ampliative updates (by
means of deletion, resp. contraction). In the AI literature, several systems of non-
monotonic reasoning with dierent motivations have been proposed, see [Bre91]
for an overview.
2.1.5 Relational Databases
The knowledge system of relational databases (RDBs) requires complete and
consistent information about the predicates of the application domain, implying
that all information sources are absolutely reliable, honest and competent. The
schema  of a RDB essentially consists of a nite set of relation schemata:
 = fr1; : : : ; rmg
which determine the domain-specic language of a database.7
Denition 2.6 (Relational Database) A relational database over a schema
 = fr1; : : : ; rmg is a nite set of nite relations (or tables) R1; : : : ; Rm, which




fri(c) j c 2 Rig:
6Or, rather exotically, if all inputs are reductive and all queries are `antipersistent', i.e.
preserved under information decrease. It is still an open problem, whether { or under which
conditions { the converse holds.
7For simplicity, we do not include integrity constraints as another component of a schema
here.
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The table Ri is also called the extension of the predicate ri.
For instance,
X1 = fr(S); r(P ); m(P; L); m(T; S)g
may represent the information that both Peter and Susan are residents, and that








As a kind of natural deduction from positive facts, an inference relation ` between
a database X  At and an if-query is dened in the following way:
(a) X ` a if a 2 X
(:a) X ` :a if a 62 X
(^) X ` F ^G if X ` F & X ` G
(_) X ` F _G if X ` F or X ` G
(9) X ` 9xF (x) if Ans(X;F (x)) 6= ;
(8) X ` 8xF (x) if Ans(X;:F (x)) = ;
(Ans) Ans(X;F ) = f j X ` Fg
This inductive denition is completed by assuming the following DeMorgan-style
rewrite rules:
:(F _G)  ! :F ^ :G :(F ^G)  ! :F _ :G
:9xF  ! 8x:F :8xF  ! 9x:F
::F  ! F
such that for every rewrite rule LHS  ! RHS,
X ` LHS :() X ` RHS
We obtain, for instance,
X1 ` m(P; L) ^ :(r(P ) ^ r(L))
while the query \which resident is married with which non-resident ?" is an-
swered by forming the dierence of two joins as follows:
Ans(X1; m(x; y) ^ r(x) ^ :r(y))
= [Ans(X1; m(x; y))
1=1
1 Ans(X1; r(x))]  [Ans(X1; m(x; y)) 2=11 Ans(X1; r(y))]
= (M
1=1
1 R)  (M 2=11 R)
= fhP; Lig   fhT; Sig = fhP; Lig
Because of its built-in general Closed-World Assumption, a relational database
X answers an if-query F by either yes or no:
Ans(X;F ) =
(
yes if X ` F
no otherwise
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Updates are insertions, Upd(X; a) := X [ fag, and deletions, Upd(X;:a) :=
X fag, of atoms a 2 At. For a consistent set of literals E, we have Upd(X;E) =
X [ E+   E , where E+ contains the positive, and E  contains the negative
literals of E. For example, if we learn that rst Tom gets divorced from Susan,
and then Peter gets divorced from Linda and marries Susan, we perform the
following update:
Upd(X1;:m(T; S) ^ :m(P; L) ^m(P; S)) = fr(S); r(P ); m(P; S)g
In the presence of integrity constraints IC  L0Query, updates must not violate
any of them, and thus Upd(X;F ) is the knowledge base closest to X satisfying
both F and all G 2 IC.
The knowledge system of relational databases, denoted by A, is then dened
as
A = h 2At; `; L(:;^;_; 9; 8); Ans; fyes; nog; Upd; Lit) i
Obviously, A is regular: the information ordering is given by set inclusion, the
informationally empty database is the empty set, and the information units are




















+ is persistent and ampliative, and hence monotonic.
Inference in relational databases corresponds to preferential entailment based
on minimal models (see the appendix A.2 for the notion of minimal models).
Relational databases, being nite sets of tables the rows of which represent atomic
sentences, have traditionally been viewed as nite models. On this account,
answering a query F in a database X is rather based on the model relation,
MX j= F , where MX is the nite interpretation corresponding to X, and not
on an inference relation. However, especially with respect to the generalization
of relational databases (e.g. in order to allow for incomplete information such as
null values), it seems to be more adequate to regard a relational database as a
set of atomic sentences X  At0, and to infer an if-query F whenever it holds in
the unique minimal model of X.
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Observation 2.3 Let X be (the propositional representation of) a relational
database, andMX its unique minimal model. Then, for any if-query F ,
X ` F ,MX j= F g , Xg j=m F g
where F g is the Gilmore translation (replacing : by the weak negation symbol ),
and j=m denotes minimal entailment in semi-partial logic (see appendix A.2).
2.1.6 Vivid Knowledge Systems
Positive knowledge systems extending A conservatively are called vivid.
Denition 2.7 (Vivid KS) A positive knowledge system
K = hLKB ; `; LQuery; Upd; LInput i
is called vivid if there is a mapping
h : L(:;^;_; 9; 8)! LQuery;
such that for all X  At, l 2 Lit0, and F 2 L0(:;^;_; 9; 8),
(1) h maps At0 into LUnit
(1) h maps Lit into LInput
(2) UpdA(X; l) `A F i Upd(Upd(0; h(X); h(l)) ` h(F )
where UpdA and `A are the update and inference operations of A, and h(X) =
fh(a) : a 2 Xg.
Positive vivid knowledge systems use a general Closed-World Assumption, whereas
general vivid knowledge systems employ specic Closed-World Assumptions (and
possibly two kinds of negation). For instance, A can be extended to a general
vivid knowledge system, called relational factbases, by allowing for literals in-
stead of atoms as information units (see below). Further important examples of
positive vivid knowledge systems are temporal, fuzzy and disjunctive databases.
All these types of knowledge bases can be extended to deductive knowledge bases
by adding deduction rules of the form F  G (see below).
2.2 Fuzzy Databases
Information units in fuzzy databases are uncertainty-qualied atoms, such as,
e.g., p(c):0:7, where 0.7 represents the certainty value with which the sentence
p(c) is asserted.
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Table 2.1: Formal properties of some basic knowledge systems (? denotes open
problem).
Denition 2.8 (Certainty Scale) A certainty scale hC; 0; 1i is a linearly
ordered set C with least and greatest elements 0 and 1.8
Examples of certainty scales are the rational unit interval [0; 1], or any discrete
ordering of linguistic uncertainty values such as h0; ll; ql; vl; 1i, where ll stands
for little likely, ql for quite likely, and vl for very likely. In the sequel, we assume
that there is a xed certainty scale C for which we simply write [0; 1]. If we want
to exclude the value for complete uncertainty, we write (0; 1] = fv 2 C j v > 0g.
Observation 2.4 A certainty scale C corresponds to a Heyting algebra whose




0 if v > 0
1 otherwise
Thus, conjunction and disjunction are evaluated in a certainty scale by min
and max, while negation is evaluated by the Heyting complement _. Notice
that there is no Boolean negation in reasoning with gradual uncertainty, since a
linear ordering with more than two elements is not a Boolean algebra.
It is important to see that in fuzzy databases, unlike in probability theory, the
intuitive meaning of 0 is not false, or impossible, but rather completely uncertain,
or absolutely no information.
Denition 2.9 (Fuzzy Relation) A fuzzy relation R over a certainty scale
C and a relation schema r(x1; : : : ; xn) is a function R : D1  : : :  Dn ! C,
where Di = dom(xi). A nite fuzzy relation, assigning non-zero values only to a
nite number of tuples, is called fuzzy table.
8From a purely formal point of view, one could as well choose the more general structure of
a (distributive) lattice of certainty values instead of a linear order. But from a practical point
of view, there is no need for such a generalization.
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A nite fuzzy relation is represented as a table with a designated functional
column for the assigned certainty values, listing only the non-zero assignments.
Denition 2.10 (Fuzzy Database) An fuzzy database over a schema  =
hfr1; : : : ; rmg; Ci is a nite set of fuzzy tables fR1; : : : ; Rmg over C, such that Ri
is the fuzzy extension of ri. A fuzzy database can be propositionally represented
as a set of certainty-valuated atoms.








corresponds to X1 = fp(d):1; p(b):0:7; p(c):0:1; q(d; c):0:8; q(d; b):0:3g.
Denition 2.11 (Induced Certainty Valuation) A fuzzy database X cor-
responds to a certainty valuation CX which is induced by X in a natural way:
(a) CX(a) =
(
 if a: 2 X
0 otherwise
(:) CX(:F ) =
(
0 if CX(F ) > 0
1 otherwise
(^) CX(F ^G) = min(CX(F ); CX(G))
(_) CX(F _G) = max(CX(F ); CX(G))
(9) CX(9xF (x)) = maxfCX(F (c)) j c 2 Ug
(8) CX(8xF (x)) = minfCX(F (c)) j c 2 Ug
Denition 2.12 (Natural Inference) Let X be a fuzzy database, F 2 L0(),
and  2 [0; 1]. Then, the natural inference relation between a fuzzy database and
a certainty-valuated if-query is dened as
X ` F : i CX(F )  
Example 2 We obtain, for instance, the following inference:
X1 ` [p(b) ^ :9xq(b; x)] : 0:7
Model-theoretically, the natural inference relation ` in fuzzy databases corre-
sponds to minimal entailment j=m in semi-possibilistic logic (see appendix B.4).
Claim 2.1 X ` F : i X j=m F :.
The answer operation is dened for qualied and for unqualied queries. Let
F 2 L0(:;^;_; 9; 8) be an if-query.
Ans(X;F :) =
(
yes if CX(F )  
no otherwise
Ans(X;F ) = CX(F )
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The admissible inputs in fuzzy databases are certainty-valuated literals of the




X   fa:g [ fa:g if CX(a) =  < 
X otherwise
Upd(X;:a : ) =
(
X   fa:g if CX(a) =  &  > 0
X otherwise





0(:;^;_; 9; 8) [0; 1]
LQuery L
0
Query [ L(:;^;_; 9; 8)
L0Ans fyes; nog [ [0; 1]
LInput Lit [0; 1]
LUnit At
0  [0; 1]
Denition 2.13 (Informational Extension) Let X; Y be two fuzzy databases.
We say that Y informationally extends X, or Y is at least as informative as X,
symbolically X  Y , if for all a: 2 X,   CY (a).
This means that a fuzzy database (or a table) contains more information than












Claim 2.2 FA is vivid.
Proof: We have to dene the required function h. Let X  At, and F 2
L0(:;^;_; 9; 8). We dene h(F ) := F :1. Then, we can show by straightforward
induction on F that
UpdA(X; l) `A F () Upd(Upd(0; h(X)); h(l)) ` h(F ) 2
2.3 Temporal Databases
We consider two types of temporal formulas corresponding to two types of tem-
poral qualication. In order to say that Charles and Diana have been married
from 1981 to 1996 we can use a collection of timepoint sentences of the form
m(C;D)@1981; m(C;D)@1982; : : : ; m(C;D)@1996
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Alternatively, we can state this fact more compactly using the timestamp sentence
m(C;D)@[1981::1996]
Timepoint formulas are related to the snapshot view of temporal information,
where the semantic value of a relation symbol is a function that maps each time-
point to a relation over the object domain. In the timestamp view, the semantic
value of a relation symbol is a function that assigns a timestamp, represent-
ing valid time, to each object tuple. Both languages can be formalized in the
framework of two-sorted predicate logic over an object signature and a temporal
signature (see appendix C).
Notice that the distinction between timepoints and timestamps depends on
the chosen granularity of time. With respect to the granularity of days, the for-
mula m(C;D)@1981 is not a timepoint but a timestamp formula: it corresponds
to m(C;D)@[01/01/81..31/12/81]. We assume that there is a discrete linearly
ordered set T of timepoints of atomic granularity which cannot be further rened.
Denition 2.14 (Temporal Domain) A temporal domain is a discrete lin-
ear ordering hT ; <; 0; si with least element 0 and successor function s.
We dene a timestamp as a sequence of disjoint timepoint intervals. This form
of timestamps was proposed in [Gad88].9
Denition 2.15 (Timestamps) A timestamp is an expression [b1::e1; : : : ; bn::en],
such that bi; ei 2 T , bi  ei, and ei < bi+1. The last interval in a timestamp
may also end with the null value 1 (standing for ad eternum). The set of all
timestamps over T is denoted by T .
For simplicity, we identify the singleton timepoint interval i::i with i, and write
a@i instead of a@[i]. A timestamp T = [b1::e1; : : : ; bn::en] corresponds with the
timepoint set
_T := ft 2 T j bi  t  ei for some i  ng
Accordingly, we can dene an inclusion ordering of timestamps by
T1  T2 :() _T1  _T2
and union, intersection and dierence of timestamps, yielding the Boolean al-
gebra hT ;[;\; i with least element [], greatest element [0::1], and Boolean
complement  T := [0::1]  T .
Denition 2.16 (Temporal Relation) A temporal relation R over a time-
point set T and a relation schema r(x1; : : : ; xn) with domains Di = dom(xi) is
a function R : D1  : : :Dn ! T , assigning to each tuple hc1; : : : ; cni its valid
time, i.e. the set of timepoints at which the predicate r applies to hc1; : : : ; cni.
The snapshot of R at timepoint t is the ordinary relation
Rt = fhc1; : : : ; cni j t 2 R(c1; : : : ; cn)g
9A more general type of timestamps, viz in the form of lambda expressions, is dened in
the appendix C
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A nite temporal relation can be represented by a table with a designated func-
tional column for the assigned timestamps.
Denition 2.17 (Temporal Database) A temporal database over a sche-
ma  = hfr1; : : : ; rmg; T i is a nite set of nite temporal relations or temporal
tables fR1; : : : ; Rmg over T , such that Ri is the temporal extension of ri. It can
be propositionally represented as a set of timestamped atoms. Its snapshot at
timepoint t is the collection of the corresponding snapshots of its tables:
(t) = fRt1; : : : ; Rtmg






Pit 4400 1993::1994; 1997
Pit 4600 1995::1996
Notice that in practice one does in many cases not know the end timepoint of
the currently valid sentences. In order to represent this adequately, one needs
the indexical null value until changed which cannot be treated here.
Observation 2.5 (Propositional Representation) A temporal database




frk(c)@T : hc; T i 2 Rkg
If the timestamps T in X do not contain null values (except1), the timestamp
atoms of X can be attened to a set _X of timepoint atoms:
_X =
[frk(c)@i j rk(c)@T 2 X & i 2 Tg
Only in the rather idealized case without any disjunctive or existential null values
can a database  be viewed as an interpretation. In general, it should be viewed
as a set of sentences X, most of which are atomic.
Example 4 Let 3 = fSalg. Then,
X3 = fsal(Tom; 3600)@[1994::1995]; sal(Tom; 4100)@1996; : : :g
_X3 = fsal(Tom; 3600)@1994; sal(Tom; 3600)@1995; : : :g
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Denition 2.18 (Induced Valid-Time Valuation) A temporal databaseX
corresponds to a valid-time valuation TX which is induced by X in a natural way:
(a) TX(a) =
(
T if a@T 2 X for some T 2 T
; otherwise
(:) TX(:F ) = [0::1]  TX(F )
(^) TX(F ^G) = TX(F ) \ TX(G)
(_) TX(F _G) = TX(F ) [ TX(G)
(9) TX(9xF (x)) = SfTX(F (c)) j c 2 Ug
(8) TX(8xF (x)) = TfTX(F (c)) j c 2 Ug
Denition 2.19 (Natural Inference) Let X be a temporal database, F 2
L0(), and T 2 T . Then, the natural inference relation between a temporal
database and a timestamped if-query is dened as
X ` F@T :() T  TX(F )
X ` 9tF@t :() TX(F ) 6= ;
X ` 8tF@t :() TX(:F ) = ;
For instance,
3 ` :9x9y(sal(x; y)@1996 ^ y < 4000)
A complex temporal query is, e.g., \Are there persons who married the same
person again ?", formally expressed as
9t1; t2; t39x; y : t1 < t2 < t3 ^m(x; y)@t1 ^ :m(x; y)@t2 ^m(x; y)@t3
Again, natural inference captures minimal entailment j=m in temporal rst order
logic (see appendix C.4).
Claim 2.3 X ` F@T i X j=m F@T .
The answer operation is dened for qualied and for unqualied queries. Let
F 2 L0(:;^;_; 9; 8) be an if-query, and T 2 T be a timestamp.
Ans(X;F@T ) =
(
yes if T  TX(F )
no otherwise
Ans(X;F ) = TX(F )
The basic inputs to a temporal database are timestamped ground literals l@T 2
Lit0  T :
Upd(X; a@T ) =
(
X [ a@T if TX(a) = ;
X   fa@TX(a)g [ fa@[TX(a) + T ]g otherwise
Upd(X;:a@T ) =
(
X if TX(a) \ T = ;
X   fa@TX(a)g [ fa@[TX(a)  T ]g otherwise
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Denition 2.20 (Informational Extension) The information ordering between
two temporal databases X and Y is dened as follows. X  Y i for all facts


















0(:;^;_; 9; 8) T
LQuery L
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Claim 2.4 TA is vivid.
Proof: Let X  At, F 2 L0(:;^;_; 9; 8), and let t 2 T be an arbitrary xed
timepoint. We dene h(F ) := F@t. The function h provides an embedding of a
relational database X in a temporal database Y such that X is the snapshot of
Y at t. It is easy to see that
UpdA(X; l) `A F () Upd(Upd(0; h(X)); h(l)) ` h(F ) 2
2.4 Bitemporal Databases
In a bitemporal database, the belief-time of a piece of information is recorded
in addition to its valid-time. For instance, in a hospital database, there may
be a temporary diagnosis of hepatitis A for patient 013 on 13/11/95 which is
corrected to hepatitis B the next day:
X = fB13=11=95d(013; hepA)@[13=11=95::31=12=95];
B[14=11=95::1]d(013; hepB)@[13=11=95::31=01=96]g
This can also be represented by the table
Diag =
013 hepA 13=11=95::31=12=95 13=11=95
013 hepB 13=11=95::31=01=96 14=11=95::1
Denition 2.21 (Bitemporal Relation) A bitemporal relation R over a
timepoint set T and a relation schema r(x1; : : : ; xn) with domains Di = dom(xi)
is a relation R : D1  : : :Dn  T  T where the last component is functional,
assigning to valid-time-stamped tuples hc1; : : : ; cn; Tvi a belief-time-stamp Tb.
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A nite bitemporal relation can be represented by a table with two timestamp
columns.
Denition 2.22 (Bitemporal Database) An bitemporal database  over
a schema  = hfr1; : : : ; rmg; T i is a nite set of nite bitemporal relations (or
bitemporal tables) fR1; : : : ; Rmg over T . It can be propositionally represented
as a set of belief-time-prexed timestamped atoms.
2.5 Secure Databases
In certain applications, it is essential to protect condential information from
unauthorized access. In multi-level secure (MLS) databases,10 all information
items are assigned a security classication, and all database users are assigned
a security clearance, both from a partially ordered set of security levels. For
instance, the four security levels unclassied (0), condential (1), secret (2), and
top secret (3) may be used to classify entries in a MLS table.
As an example, consider the database of a hospital. Depending on the re-
spective person it may be sensitive information to know whether someone is a
patient in the hospital. In the case of a politician, such information would be
publicly available. But not so in the case of a shy pop star, or a secret service
agent.
Example 5 The following MLS table of a hospital database Xhosp contains
the records of patients.
Patient =
Boris Yeltsin (BY) 0
Michael Jackson (MJ) 1
James Bond (JB) 3
This table represents the following beliefs: at clearance level 0, fp(BY )g; at level
1 and 2, fp(BY ); p(MJ)g; and at level 3, fp(BY ); p(MJ); p(JB)g.
Notice that it is not possible to preserve privacy and maintain security by simply
omitting information, like in the reply `no answer' to the question `Is Michael
Jackson a patient in this hospital ?'. The asking reporter could easily infer from
this refusal to answer that MJ must be a patient in the hospital. The only way to
maintain security is to give a wrong answer, i.e. to misinform the unauthorized
asker. The rationality principle of secure inference is the Principle of Minimal
Misinformation, that is askers are only misinformed about an information item
if they are not suciently authorized with respect to that item.
Assume, for instance, that Boris Yeltsin is in the hospital with an acute
alcoholism. When a reporter asks if BY is in the hospital, he receives the answer
yes. If he then asks whether BY has drunk too much, the secure answer may be
10See, e.g., [JS91, SWQ94].
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no or unknown. When being asked what BY suers from, the hospital information
system may reply to the reporter that he has a severe inuenza.
MLS queries are labelled by the clearance level of the asker. Since reporters
have clearance level 0 (unclassied), we get
Ans(Xhosp; p(MJ)=0) = no
while a doctor of the hospital with clearance level 2 would get the right answer:
`yes, MJ is a patient in this hospital',
Ans(Xhosp; p(MJ)=2) = yes
Denition 2.23 (Security Hierarchy) A security hierarchy SH is a nite
partial order with a greatest element denoted by >.
Denition 2.24 (MLS Table) AMLS table R over a security hierarchy SH
and a relation schema r(x1; : : : ; xn) is a nite subset of D1  : : :Dn  SH.
Denition 2.25 (MLS Database) A MLS database  over a schema  =
hfr1; : : : ; rmg; SHi is a nite set of MLS tables fR1; : : : ; Rmg over the security




fri(c)= : hc; i 2 Rig
It can be decomposed into a set of relational databases f j 2 SHg, such that
 = fR1 ; : : : ; Rmg
Ri = fc j hc; i 2 Ri &   g
We write X, instead of X, for the propositional representation of 
.
It may be useful to be able to ask questions relative to others' viewpoints. For
example, the nurse (with clearance level 1) might need to ask, `If a reporter (with
clearance level 0) asks for a list of the current patients, what will be the answer
?' She would put this as the query:
Ans(Xhosp; (B0p(x))=1) = fBY g
There is no need to allow for nested B operators.
Denition 2.26 (Secure Inference) Let X be a MLS database, ;  2 SH,
l 2 Lit, F;G 2 L(:;^;_; 9; 8;B), and H 2 L0(:;^;_; 9; 8).
(l) X ` l= :() X `A l
(^) X ` (F ^G)= :() X ` F= & X ` G=
(_) X ` (F _G)= :() X ` F= or X ` G=
(9) X ` (9xF (x))= :() Ans(X;F (x)=) 6= ;
(8) X ` (8xF (x))= :() Ans(X;:F (x)=) = ;
(B) X ` (BH)= :()    & X `A H
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Observation 2.6 If F 2 L0(:;^;_; 9; 8), then
X ` F= () X ` (BF )=
Information units in MLS databases are security-qualied atoms.
Denition 2.27 (Secure Update) Let a be an atom, and l a literal.
Upd(X; (Ba)=) :=
(
X [ fa=g if    & X 6` a=
X otherwise
Upd(X; (B:a)=) := X   fa= 2 X :     g
Upd(X; l=) := Upd(X; (Bl)=)
A MLS database X is at least as informative as Y , if at the top-level it contains
at least as much information as Y , symbolically
X  Y :() X>  Y >
This denition is justied by the fact that it is only guaranteed at the top-level
that the information is complete. The knowledge system of MLS databases,









Claim 2.5 SA is vivid.
Proof: Let X  At, F 2 L0(:;^;_; 9; 8), and let > 2 SH be the top security
level. Then, h(F ) := F=> denes an embedding of a relational database X in a
MLS database. Clearly,
UpdA(X; l) `A F () Upd(Upd(0; h(X)); h(l)) ` h(F ) 2
Notice that in MLS databases, it is not possible to protect negative information
by providing suitable misinformation. If, for instance, a hospital has to pretend
that James Bond is among its patients, i.e. the negative information :p(JB) has
to be protected, say at clearance level 3 (top secret), this cannot be achieved
by means of simple MLS tables which would have to record negative entries in
addition to positive ones. This is possible, however, in MLS bitables which we
will introduce in 3.7.
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2.6 Disjunctive Databases
Disjunctive databases allow to represent disjunctive uncertainty. If, for instance,
the diagnosis for patient 013 is not uniquely determined but, say, it is either
hepatitis A or hepatitis B, this can be represented in a disjunctive table:
Diag =
011 flu
013 hepA j hepB
which corresponds to the following disjunctive database (being a set of two rela-
tional databases):
ffd(011; f lu); d(013; hepA)g; fd(011; f lu); d(013; hepB)gg
where d stands for diagnosis. For a disjunctive database Y  2At, and an if-query
F , inference is dened elementwise:
Y ` F if for all X 2 Y : X `A F
where `A is inference in A. Answers may be unknown since disjunctive uncer-
tainty is a form of incompleteness:
Ans(Y; F ) =
8><>:
yes if Y ` F
no if Y ` :F
unknown otherwise
In order to process disjunctive information in a suitable way, we need a new
notion of minimality, called paraminimality. We rst dene the auxiliary operator
MinX(Y ) = fX 0 2 Min(Y ) : X 0  Xg
and by means of it an operator collecting all paraminimal elements of a collection
of ordered sets:
PMin(Y ) = fX 2 Y j :9X 0 2 Y s.th. X 0 < X & MinX0(Y ) = MinX(Y )g
Inputs are then processed as follows:
(a) Upd(Y; a) = fX [ fag j X 2 Y g
(:a) Upd(Y;:a) =
( fX 2 Y j a 62 Xg if nonempty
fX   fag j X 2 Y g otherwise
(^) Upd(Y; F ^G) = Upd(Upd(Y; F ); G)
(_) Upd(Y; F _G) = PMin(Upd(Y; F ) [ Upd(Y;G) [ Upd(Y; F ^G))
This denition is completed by the usual DeMorgan rewrite rules. Notice that the
restriction to paraminimal elements in (_) prevents the violation of cumulativity
through disjunctive lemmas, as illustrated by the following example:
Obviously, ffpgg ` p _ q
but if Upd(ffpgg; p _ q) = ffpg; fp; qgg
then Upd(ffpgg; p _ q) 6` :q
while ffpgg ` :q
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Information units are disjunctions of ground atoms. Information growth can be
captured in the following way.
Denition 2.28 (Information Ordering) Y  Y 0 :() 8X 0 2 Y 0 9X 2
Y : X  X 0
This ordering was also proposed in [Bel77]. The informationally empty disjunc-
tive database is the singleton 0 := f;g. For instance,
011 flu
013 hepA j hepB <
011 flu
013 flu





Conjecture 1 Inference in VA corresponds to paraminimal entailment j=pm
in semi-partial logic (see [HJW97]). Let A be a nite satisable subset of L0(:;^;_),
and F 2 L0(:;^;_; 9; 8). Then,
A j=pm F i Upd(0; A) ` F
2.7 S5 Databases
In a disjunctive database, it is not possible to ask a query expressing whether
some fact is unknown. For instance, if we want to query the database Yd =
fDiagg, consisting of the Diagnosis table from the previous section, if it is un-
known whether patient 013 has hepatitis A, we can nd out by asking:
Ans(Yd; p(013; hepA) _ :p(013; hepA)) = unknown
but we cannot express that an if-query F is unknown in the form of another
if-query F 0, such that
Y ` F 0 i Ans(Y; F ) = unknown
This means that VA, the system of disjunctive databases, is not query-complete.
We can remedy this problem by adding an operator B, standing for denite
belief, to the query language of VA, and changing the denition of inference
accordingly:
Y ` F :() for all X 2 Y : Y;X ` F
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where the latter is dened in the style of S5 satisfaction:
(l) Y;X ` l :() X `A l
(^) Y;X ` F ^G :() Y;X ` F & Y;X ` G
(_) Y;X ` F _G :() Y;X ` F or Y;X ` G
(B) Y;X ` BF :() for all X 0 2 Y : Y;X 0 ` F
(:B) Y;X ` :BF :() for some X 0 2 Y : Y;X 0 ` :F
This denition is completed by the usual DeMorgan rewrite rules. We can now
express the fact that some sentence F is unknown by means of :BF ^ :B:F .
Observation 2.7 Y ` :BF ^ :B:F () Ans(Y; F ) = unknown.
Observation 2.8 Y ` F () Y ` BF .
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The update operation, and the information ordering are dened as in VA.
Observation 2.9 (Two Types of Failure) Besides the denite failure of
an if-query F expressed in VA by Y ` :F , there is in addition an epistemic
failure in V 5A, expressed by Y ` :BF .
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Chapter 3
General Knowledge Systems
In knowledge representation, two dierent notions of falsity arise in a natural
way. Certain facts are implicitly false by default by being not veried in any
intended model of the knowledge base. Others are explicitly false by virtue of
a direct proof of their falsity, corresponding to their falsication in all intended
models. These two kinds of falsity in knowledge representation are captured by
the two negations, called weak and strong, of partial logic. In the monotonic
base system of partial logic, weak negation corresponds to classical negation by
virtue of a straightforward translation of partial logic into classical logic (see
the appendix A.3). In the nonmonotonic renements of partial logic based on
(para-)minimal and stable reasoning, weak negation corresponds to negation-as-
failure, and hence can be used to express specic Closed-World Assumptions,
default rules, and the like.
Both relational and deductive database systems can be considered as paradigms
of real world knowledge systems. They implement a form of nonmonotonic rea-
soning caused by the use of negation-as-failure referring to default-implicit neg-
ative information. On the other hand, relational and deductive databases, as
well as normal logic programs, are not capable of representing and processing
explicit negative information. This shortcoming has led to the extension of logic
programming by adding a second negation (in addition to negation-as-failure)
as proposed independently in [GL90, GL91] and in [PW90, Wag91]. We have
shown in [HJW97], that weak negation (under preferential entailment) can ex-
press default-implicit negative information in the style of negation-as-failure. We
denote weak negation by `', while explicit negative information can be expressed
by means of strong negation, denoted by `:'.1
1In earlier work, we used   to denote weak negation (expressing non-truth) and  for strong
negation (expressing falsity) in order to distinguish them from classical negation : which can
be viewed as a special case of either of them: both collapse to : if only total coherent partial
models are admitted (i.e. it is not possible to distinguish between falsity and non-truth in
classical logic). The meaning of negation in relational and deductive databases in connection
with the Closed-World Assumption is very ambiguous. If the CWA (identifying falsity with
non-truth) is only applied on the meta-level, database negation corresponds to weak negation
in semi-partial logic whose consequence relation is isomorphic to classical consequence. If the
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3.1 Basic Concepts
Denition 3.1 (Knowledge System) An abstract knowledge system K is
a septuple:
K = hLKB ; `; LQuery; Ans; LAns; Upd; LInput i
where `  LKB  L0Query is called inference relation, Ans : LKB  LQuery ! LAns
is called answer operation, and Upd : LKB  L0Input ! LKB is called update
operation, satisfying for any X 2 LKB ,
(KS0) X ` true, and Upd(X; true) = X:
(KS1a) X ` F i Ans(X;F ) = yes:
(KS1b)  2 Ans(X;G) if X ` G
(KS2) LInput  LQuery:
(KS3) Upd(X;H) ` H; for any consistent H 2 L0Input which is
consistent with X.
where F 2 L0Query, and  is a ground substitution for G 2 LQuery.
Notice that, as opposed to positive knowledge systems, the success principle
(KS3) is restricted to the consistent case. We sometimes write X + F as an
abbreviation of Upd(X;F ), resp. X   F as an abbreviation of Upd(X;F ).
Denition 3.2 (Knowledge Base Schema) A knowledge base schema  con-
sists of a nite set of relation schemata Rel = fr1; : : : ; rmg, a subset ExRel 
Rel of exact relation schemata, a further subset CWRel  ExRel of Closed-
World relation schemata, a set of integrity constraints IC  L0Query, and possibly
further components:
 = hfr1; : : : ; rmg; ExRel ; CWRel ; IC; : : :i
3.1.1 Regular Knowledge Systems
A knowledge base may contain contradictory pieces of information, and we as-
sume that all inconsistent information units contained in X 2 LKB are collected
by means of a function Inc such that Inc(X)  LUnit.
Denition 3.3 (Regular Knowledge System) A knowledge system K is
called regular, if there is a preorder hLKB ;; 0i with least element 0, a designated
set LUnit  LInput, and a function Inc : LKB ! 2LUnit, such that
(KS4) Consistent unit inputs are ampliative: X  Upd(X; u), for any X 2 LKB ,
and for any u 2 LUnit, such that u 62 Inc(X), and Inc(X + u)  Inc(X).
CWA, however, is implemented within the inference relation, database negation corresponds
to strong negation (expressing falsity) in a fragment of full partial logic.
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(KS5) The information ordering is compatible with ampliative update and persis-
tent inference: for all X; Y 2 LKB ,
X  Y i 8F 2 LAmpI8G 2 LPersQ : Upd(X;F ) ` G) Upd(Y; F ) ` G
(KS6) Ampliative inputs are persistent queries: LAmpI = LPersQ \ LInput.
(KS7) Consistency-Preserving Inference: for any X 2 LKB , and any F 2 LInput,
X ` F implies Inc(X + F )  Inc(X).
A regular KS can be represented as a 9-tuple
h 0; ; LKB ; `; LQuery; Upd; LInput; Inc; LUnit i
3.1.2 Consistency
Consistency is dened by means of Inc:
1. X is called consistent, if Inc(X) = ;.
2. F 2 LInput is called consistent, if Inc(0 + F ) = ;.
3. F 2 LInput is called consistent with X 2 LKB , if
(a) Inc(X + F )  Inc(X), requiring that F does not increase the incon-
sistency of X, and
(b) for every u 2 Inc(X), Upd(0 + F;:u) ` F , requiring that the infor-
mation of F is not already inconsistent in X.
The next property (due to Urbas [Urb90]) excludes the possibility of trivial in-
ferences, i.e. non-tautological inferences which are solely based on the form of a
KB and a query and not on their content. For example, fs(L);:s(L)g ` m(P;A)
is such a trivial inference which is valid in classical logic, i.e. from contradictory
information on Linda being a smoker, we may infer that Peter is married to Ann,
and thus we would get (innitely many) unsensible answers to any query. This
is clearly undesirable in knowledge-based reasoning.
Denition 3.4 (Tautology) F 2 LQuery is called a tautology in a knowledge
system, if X ` F for all X 2 LKB .
Denition 3.5 (Non-Explosive Inference) An inference relation ` is called
non-explosive if for every non-tautology F 2 LQuery, and for every knowledge base
X > 0, there is a variant F 0 of F (obtained by uniform substitution of proposi-
tional constituents) such that X 6` F 0.
While most standard logics allow for trivial inferences, their positive fragments
and certain paraconsistent logics, such as Belnap's four-valued [Bel77], or Nel-
son's paraconsistent constructive logic [AN84], are non-explosive.
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Denition 3.6 (Inherently Consistent Inference) An inference relation
` is called inherently consistent, if for every X 2 LKB ,
(ICI) Inc(C(X)) = ;
This implies, for instance, that in a KS without qualications, it is never the
case that X ` :F and X ` F .
Notice that ICI holds trivially if we make the restriction that LKB admits only
of consistent KBs. But such a restriction is not always possible. We will assume,
therefore, that LKB may also contain inconsistent KBs. In this case, inference
in classical logic is not inherently consistent. In fact, ICI is violated by any
negation satisfying the classical explosion principle ex contradictione sequitur
quodlibet, fF;:Fg ` G. But it is also violated by those paraconsistent log-
ics where contradictions are derivable, such as in Belnap's 4-valued logic where
fF;:Fg ` F ^ :F .
Denition 3.7 A knowledge system is called positive if for every X  LUnit,
it holds that Inc(X) = ;.
Observation 3.1 Inference in all the positive knowledge systems described in
the previous chapter is inherently consistent, that is, for all knowledge bases X
and for all if-queries F , it does not hold that X ` F ^ :F ,
Denition 3.8 (Negation Coherence) A knowledge system with weak and
strong negation satises Negation Coherence, if for any consistent X 2 LKB ,
and any F 2 LQuery, X ` F whenever X ` :F .
3.1.3 Minimal Change
Let u 2 LUnit be any information unit. We say that Upd satises the principle
of Minimal Change if it satises both Minimal Change for Unit Expansion and
for Unit Contraction. For any X; Y 2 LKB , and any u 2 LUnit, such that u is
consistent with X, we require the following:
(Minimal Change for Unit Expansion) X + u = Upd(X; u) is the least
extension of X such that u can be inferred, expressed by the conditions (+1)
and (+2):
(+1) X + u  X
(+2) Y  X & Y ` u ) X + u  Y
(Minimal Change for Unit Contraction) X u = Upd(X;:u) is the great-
est KB smaller thanX such that :u can be inferred, expressed by ( 1) and ( 2):
( 1) X   u  X
( 2) Y  X & Y ` :u ) X   u  Y
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3.1.4 Vivid Knowledge Systems
Knowledge systems extending A conservatively, and satisfying Inherently Con-
sistent Inference (ICI) and Negation Coherence (NC), are called vivid.
Denition 3.9 (Vivid KS) A knowledge system
K = hLKB ; `; LQuery; Upd; LInput i
satisfying ICI and NC is called vivid if there is a mapping
h : L(:;^;_; 9; 8)! LQuery;
such that for all X  At, l 2 Lit0, and F 2 L0(:;^;_; 9; 8),
(1) h maps At into LUnit
(1) h maps Lit0 into LInput
(2) UpdA(X; l) `A F i Upd(Upd(0; h(X)); h(l)) ` h(F )
where UpdA and `A are the update and inference operations of A, and h(X) =
fh(a) : a 2 Xg.
3.2 Standard Logics as Knowledge Systems
A standard logic (such as classical, or intuitionistic, logic), given by a language L
and a consequence relation ` 2L  L, resp. by the corresponding consequence
operation C, can be viewed as an innitary knowledge system
LKB fX 2 2L : X = C(X)g
LQuery L




1. a KB is a deductively closed set of formulas,
2. the information ordering is given by set inclusion,
3. update by F is the addition of F and subsequent closure, i.e. Upd(X;F ) =
C(X [ fFg),2
4. the query, unit and input languages are all equal to L, and
2Notice that this corresponds to the AGM expansion of `belief sets', see [Gar88].
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5. Inc(X) = ; if X 6= L, and Inc(X) = L otherwise; this shows that it is not
possible to distinguish between dierent inconsistent KBs in the innitary
KS of a standard logic because there is only one inconsistent KB, namely
the trivial knowledge base L.
KS0{KS7 hold, more or less, trivially. Notice, however, that set inclusion is no
longer an adequate information ordering if KBs are not deductively closed.
Observation 3.2 If we set LKB = fX  L : X is niteg, and keep all other
components as above, then (KS5) is violated.
Proof: Set X = fpg and Y = fp ^ qg. Then the right hand side of (KS5) holds,
but the left hand side does not. 2
3.3 Incomplete Relational Databases
In a relational database, all tables are complete, and thus a sentence r(c) is
false if c 62 R. This makes a relational database (1) isomorphic to its unique
two-valued model, and (2) its propositional representation X a complete theory,
where for any if-query F , it holds that X ` F or X ` :F , or in other words
Ans(X;F ) = yes or Ans(X;F ) = no.
Denition 3.10 (Bi-Table) A bitable R over a relation schema r(x1; : : : ; xn)
is a pair hRf ; Rti of nite relations Rf ; Rt  D1  : : :Dn, collecting those tu-
ples for which r is true in Rt, and those for which it is false in Rf . A bitable is
graphically represented as a table with two parts, the upper one representing Rt,
and the lower one representing Rf . A bitable is called coherent if Rt and Rf are
disjoint.
An incomplete relational database (IRDB) consists of a nite set of bitables. It
can be propositionally represented as a set of ground literals, viewed as positive
and negative facts in the framework of classical logic. Unlike a RDB, an IRDB
does not represent a unique model, but rather a set of models. Consequently, the
propositional representation of an IRDB is not a complete theory. While RDBs
can be ambiguously associated with semi-partial or with classical logic, IRDBs
are an attempt to dene a nitary knowledge system based on classical logic.
In an IRDB, the CWA does not in general apply to all predicates, and there-
fore in the case of an incompletely represented predicate, negative information
is stored along with positive. This allows to represent predicates for which the
database does not have complete information.
The schema of an IRDB stipulates for which predicates the CWA applies
by means of a special set CWRel of Closed-World predicates. For instance, the
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or by its propositional representation
Xcity = fr(A); r(P ); s(A);:s(L);:s(P ); m(P; L); m(T;A)g
may represent the information of the local database of some city that Ann and
Peter are residents, Ann is a smoker, Linda and Peter are nonsmokers, Peter is
married to Linda, and Tom is married to Ann. Only the predicate resident is
assumed to be completely represented, i.e. subject to the CWA, since the local
database does not have complete information about smokers and marriages while
it has complete information about residents.
Assuming the natural constraints that the relationmarried is irreexive, sym-
metrical and functional, which are not explicitly stated inXcity, we obtain exactly
two classical models of Xcity: in one of them Tom is a smoker, in the other one
he is a nonsmoker.
As a kind of natural deduction from positive and negative facts an inference
relation ` between an IRDB X  Lit and an if-query is dened in the following
way:
(a) X ` r(c) :() r(c) 2 X , c 2 Rt
(:a) X ` :r(c) :()
(
r 2 CWRel & r(c) 62 X; or
:r(c) 2 X , c 2 Rf
Correspondingly, we obtain
(a) Ans(X; r(x)) = Rt
(:a) Ans(X;:r(x)) = Rf if r 2 CWRel
Compound formulas are treated like in A. For instance, one may ask `who is
married with a nonsmoking non-resident ?', i.e.
Ans(Xcity; m(x; y) ^ :s(y) ^ :r(y))
= Ans(Xcity; m(x; y))
2=1
1 [Ans(Xcity; :s(y))  Ans(Xcity; r(y))]
= M
2=1
1 [Sf   R]
= fhP; Lig
An if-query F is answered according to
Ans(X;F ) =
8><>:
yes if X ` F
no if X ` :F
unknown otherwise
For instance, Ans(Xcity; s(T )) = unknown.
Updates are recency-preferring revisions:
Upd(X; p(c)) :=
(
X [ fp(c)g if p 2 CWRel
X   f:p(c)g [ fp(c)g otherwise
Upd(X;:p(c)) :=
(
X   fp(c)g if p 2 CWRel
X   fp(c)g [ f:p(c)g otherwise
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We obtain the following language table for the knowledge system of IRDBs:
LKB 2
Lit
LQuery L(:;^;_; 9; 8)
L0Ans fyes; no; unknowng
LInput Lit
Inference in IRDBs corresponds to McCarthy's predicate circumscription [McC80],
where CWRel are the predicates to be minimized.
3.3.1 Shortcomings of IRDBs
IRDBs have several shortcomings. In order to remedy these problems, it is
essential to introduce a second negation in the query and input language, and
to adopt partial instead of classical logic. We therefore propose the knowledge
system of relational factbases with two kinds of negation which is dened in the
next section.
Natural Inference is Incomplete
The natural inference relation ` of IRDBs is incomplete with respect to the
entailment relation j=2 of classical logic. This can be shown by means of the
example database Xcity. Although Xcity j=2 s(T )_:s(T ), this cannot be inferred
from Xcity by means of `, since neither s(T ) nor :s(T ) can be inferred.
Input Incompleteness
The knowledge system of IRDBs is not input complete. This can again be shown
by means of the example database Xcity. Suppose we want to update Xcity in
such a way that it becomes undetermined whether Peter smokes, i.e. we would
like to obtain
X 0city = fr(A); r(P ); s(A);:s(L); m(P; L); m(T; S)g
where X 0city 6` s(P ) and X 0city 6` :s(P ). But there is no input l 2 Lit, such that




In IRDBs, it is not possible to express the fact that a sentence F is unknown
(or consistent) with respect to some IRDB X as a query expression F 0 2 L0Query,
such that F is unknown (or consistent) in X i X ` F 0. Therefore, it is also not
possible to express default conditions in IRDB deduction rules.
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3.4 Relational Factbases
Like an IRDB, a relational factbase consists of a nite set of bitables. Unlike
IRDBs, relational factbases rely on full partial logic with two kinds of negation.
While IRDBs admit Closed-World and non-Closed-World exact predicates, fact-
bases allow in addition for inexact predicates, i.e. there is a distinction between
three kinds of predicates, to be stipulated in the schema of a factbase. Both inex-
act and exact non-Closed-World predicates correspond to bitables, but while the
latter are associated with total (i.e. classical) models, the former are associated
with partial models.
The schema of a factbase stipulates which predicates are exact by means
of the set ExRel, and for which of them the CWA applies by means of the set
CWRel  ExRel . For instance, the city knowledge base of the previous section
can also be dened as a factbase:
ExRel = fm; rg
CWRel = frg
Xcity = fr(A); r(P ); s(A);:s(L);:s(P ); m(P; L); m(T; S)g
While both married and resident are declared as exact (i.e. two-valued), only
the predicate resident is assumed to be completely represented (i.e. subject to
the CWA). since the city factbase does not have complete information about
marriages while it has complete information about residents. Notice that the
predicate smoker is considered as inexact: because of its empirical character and
its vagueness it has truth-value gaps (i.e. there may be persons which are neither
real smokers nor real nonsmokers).
Natural inference in factbases is dened in a similar way as in IRDBs, except
that there is an additional query operator: the weak negation `'.
(a) X ` r(c) :() r(c) 2 X , c 2 Rt
(:a) X ` :r(c) :()
(
r 2 CWRel & r(c) 62 X; or
:r(c) 2 X , c 2 Rf
(a) X ` r(c) :() r(c) 62 X , c 62 Rt
(:a) X ` :r(c) :()
(
r 2 CWRel & r(c) 2 X; or
:r(c) 62 X , c 62 Rf
Compound formulas are treated by DeMorgan-like rewriting.
In a factbase, one may ask, for instance, \is it unknown whether Tom smokes ?":
Xcity ` s(T ) ^ :s(T )
An if-query F is answered according to
Ans(X;F ) =
8><>:
yes if X ` F
no if X ` :F
unknown otherwise
46 CHAPTER 3. GENERAL KNOWLEDGE SYSTEMS
Updates are recency-preferring revisions:
Upd(X; r(c)) :=
(
X [ fr(c)g if r 2 CWRel
X   f:r(c)g [ fr(c)g otherwise
Upd(X;:r(c)) :=
(
X   fr(c)g if r 2 CWRel
X   fr(c)g [ f:r(c)g otherwise
Upd(X;r(c)) := X   fr(c)g
Upd(X;:r(c)) :=
(
X [ fr(c)g if r 2 CWRel
X   f:r(c)g otherwise
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Claim 3.1 If ExRel = ;, then inference from a consistent factbase X cor-
responds to preferential entailment in coherent partial logic based on minimal
models:
X ` F i X j=mc F
where j=mc denotes minimal entailment based on coherent partial models (see
appendix A.2). If ExRel = CWRel, then inference from a consistent factbase X
corresponds to preferential entailment based on minimal models of the closure of
X under the Closed-World Assumption:
X ` F i CW (X) j=mc F
where CW (X) := X [ f:r(c) j r 2 CWRel & c 2 Ua(r)   Rg.
The natural inference relation ` is not complete with respect to partial logic if
there are exact predicates which are not subject to the CWA. For such predicates,
all instances of the law of the excluded middle have to be added, yielding a
disjunctive factbase, in order to obtain a complete natural inference relation (see
below).
Claim 3.2 F is vivid.
Proof: There are two possibilities how to embed A in F . Let X  At, and
F;G 2 L0(:;^;_; 9; 8).
1. We set in the schema CWRel = Rel , and h(F ) = F .
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2. We set CWRel = ;, and
h(a) = a
h(:F ) = h(F )
h(F ^G) = h(F ) ^ h(G)
h(F _G) = h(F ) _ h(G)
h(9xF ) = 9x(h(F ))
h(8xF ) = 8x(h(F ))
In both cases, we can show by induction on F that
UpdA(X; l) `A F () Upd(Upd(0; h(X)); h(l)) ` h(F ) 2
Clearly, F is regular: the information ordering is set inclusion, the information-
ally empty KB is the empty set, and Inc(X) = X \X, where X = fl j l 2 Xg,
and a = :a and :a = a.
We have to show that KS1{KS7 hold. Proof: it is obvious that KS1{KS4
hold. Since LAmpI = Lit, and LPersQ = L(:;^;_), KS5 follows by straightforward
induction on the complexity of query formulas. KS6 and KS7 are again obvious.
2
3.5 Possibilistic Databases
Possibilistic databases extend fuzzy databases in the same way as relational fact-
bases extend relational databases. Information units in possibilistic databases
are uncertainty-qualied literals. For simplicity, we will not include the CWA in
our discussion of possibilistic databases.
Denition 3.11 (Possibilistic Relation) A possibilistic relation R over a
certainty scale C and a relation schema r(x1; : : : ; xn) is a fuzzy bitable, i.e. a
pair hRf ; Rti of fuzzy relations Rf ; Rt : D1  : : :  Dn ! C. If Rf and Rt are
nite, hRf ; Rti is called possibilistic table.
In the graphical representation of a possibilistic table, we will display Rt in
the upper, and Rf in the lower part of the bitable, and list only the non-zero
assignments.
A possibilistic relation R is called coherent, if for no tuple c, we have both
Rt(c) > 0 and Rf(c) > 0. It is called total, if for no tuple c, it holds that
Rf(c) = Rt(c) = 0.
A coherent possibilistic relation R can alternatively be represented as a func-
tion R : D1  : : :Dn ! [ 1; 1] by means of a signed certainty scale.
Denition 3.12 (Signed Certainty Scale) A signed certainty scale C
on the basis of a certainty scale C consists of a positive and a negative C-range:
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C = C [f v : v 2 Cg, and is associated with two orderings. The truth order-
ing  is dened in the same way as the numeric ordering of the rational number
interval [ 1; 1]. We also write [ 1; 1] instead of C. The information ordering
 of C is dened as:    i ;  < 0 &   , or ;  > 0 &   .
Notice that 0 stands for complete uncertainty, or no information, whereas  1
stands for completely certain falsity, or impossibility.
Denition 3.13 (Possibilistic Database) An possibilistic database over a
schema  = hfr1; : : : ; rmg; Ci is a nite set of possibilistic tables fR1; : : : ; Rmg
over C, such that Ri is the possibilistic extension of ri. A possibilistic database
can be propositionally represented as a set of certainty-valuated literals, or as a
set of signed-certainty-valuated atoms.
In the sequel, we will only treat coherent possibilistic databases, where all tables
involved are coherent.









corresponds to X6 = fp(d):1; p(b):0:7; :p(c):0:1g ' fp(d):1; p(b):0:7; p(c): 0:1g.
Denition 3.14 (Induced Certainty Valuation) A coherent possibilistic




Rt(c) if Rf(c) = 0
 Rf (c) otherwise
() CX(F ) =
(
1 if CX(F )  0
 1 otherwise
(:) CX(:F ) =  CX(F )
(^) CX(F ^G) = min(CX(F ); CX(G))
(_) CX(F _G) = max(CX(F ); CX(G))
(9) CX(9xF (x)) = maxfCX(F (c)) j c 2 Ug
(8) CX(8xF (x)) = minfCX(F (c)) j c 2 Ug
Notice that `min' and `max' in (^), (_), (9), and (8) refer to the truth ordering
 and not to the information ordering .
Denition 3.15 (Natural Inference) Let X be a possibilistic database, F 2
L0(;:;^;_; 9; 8), and  2 [ 1; 1]. Then, the natural inference relation between
a possibilistic database and a certainty-valuated if-query is dened as
X ` F : i CX(F )  
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Model-theoretically, the natural inference relation ` in possibilistic databases
corresponds to minimal entailment j=m in possibilistic logic (see appendix B.5).
Claim 3.3 X ` F : i X j=m F :.
The answer operation is dened for qualied and for unqualied queries. Let
F 2 L0(:;^;_; 9; 8) be an if-query.
Ans(X;F :) =
8><>:
yes if CX(F )  
no if CX(F )   
unknown otherwise
Ans(X;F ) = CX(F )
The admissible inputs in possibilistic databases are certainty-valuated extended
literals of the form l: and l : , where l = aj:a is a literal. The update
operation is dened as follows:
Upd(X; a:) =
8><>:
X   fa:g [ fa:g if CX(a) = 
& ( <  or sign() 6= sign() &  6= 0)
X otherwise
Upd(X;:a : ) = Upd(X; a :  )
Upd(X;a : ) =
(
X   fa:g if  = CX(a) &  > 0
X otherwise
Upd(X;:a : ) = Upd(X;a :  )






0(;:;^;_; 9; 8) [ 1; 1]
LQuery L
0
Query [ L(;:;^;_; 9; 8)
L0Ans fyes; no; unknowng [ [ 1; 1]
LInput XLit [ 1; 1]
LUnit Lit
0  [ 1; 1]
Denition 3.16 (Informational Extension) Let X; Y be two possibilistic
databases. We say that Y informationally extends X, or Y is at least as infor-
mative as X, symbolically X  Y , if for all a: 2 X, it holds that   CY (a).
This means that a possibilistic database (or a table) contains more information
than another one, if it contains additional elements, or the certainty (of truth or











50 CHAPTER 3. GENERAL KNOWLEDGE SYSTEMS
Claim 3.4 FF is vivid.
Proof: Let X  At, F 2 L0(:;^;_; 9; 8), and
h(F ) = g(F ):1
g(a) = a
g(:F ) = g(F )
g(F ^G) = g(F ) ^ g(G)
g(F _G) = g(F ) _ g(G)
g(9xF ) = 9x(g(F ))
g(8xF ) = 8x(g(F ))
Then, we can show by induction on F that
UpdA(X; l) `A F () Upd(Upd(0; h(X)); h(l)) ` h(F ) 2
3.6 Source-Labeled Factbases
In relational databases and factbases it is assumed that all information sources
authorized to enter new information into the knowledge base are completely reli-
able and honest, and therefore new information always overrides old information
(in relational databases it is even assumed that all information suppliers have
complete information). In many domains, however, and especially in many agent
scenarios, this assumption is not realistic, and dierent sources of information
have to be distinguished in terms of authorization, reliability and honesty. While
reliability concerns the frequency of (unintended) errors, honesty is a matter of
benevolence and truthfulness. The knowledge system of source-labelled (SL-)
factbases represents a principled approach to the problem of reliability and hon-
esty. Its main principles are:
1. A SL-factbase assigns reliability degrees (s) 2 [ 1; 1] to its information
sources s. Complete reliability is expressed by (s) = 1, or (s) =  1.
If (s) = 0, the source s is completely unreliable, and hence completely
uninformative. If (s) < 0, the source s is not honest, and (s) =  1 means
that s always lies. Reliability degrees correspond to possibilistic certainty
values. For a completely reliable piece of information l, the source s is not
recorded together with l since this is unnecessary. Instead, l is assimilated
into the SL-factbase like in relational factbases. An unreliable piece of
information l is recorded together with its source s as l:s.
2. Information about Closed-World predicates is only accepted from com-
pletely reliable sources, i.e. if p 2 CWRel ,
Upd(X; p(c):s) =
8><>:
X [ fp(c)g if (s) = 1
X   fp(c)g if (s) =  1
X otherwise
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X   f~lg [ flg if (s) = 1
X   flg [ f~lg if (s) =  1
where l = aj:a stands for a literal, and ~l denotes its complement.
4. More reliable information overrides less reliable:
Upd(X; l:s) =
(
X   fl:s0; ~l:s0g [ fl:sg if l:s0 2 X or ~l:s0 2 X, and j(s)j > j(s0)j
X if l:s0 2 X or ~l:s0 2 X, and j(s)j < j(s0)j
5. New information from the same source leads to a recency-preferring revi-
sion:
Upd(X; l:s) = X   f~l:sg [ fl:sg if ~l:s 2 X
6. If new information contradicts old one and stems from a dierent source
with the same degree of reliability, this leads to mutual neutralization:
Upd(X; l:s) = X [ fl:sg
if ~l:s0 2 X and (s0) = (s), or l:s0 2 X and (s0) =  (s).
An answer to an if-query is either yes, no, or unknown, or an uncertainty-qualied
yes, no, or yes-and-no. For Closed-World predicates p 2 CWRel ,
Ans(X; p(c)) =
(









yes if l 2 X
no if ~l 2 X
unknown if l:s 62 X & ~l:s 62 X
yes : (s) if l:s 2 X & ~l:s0 62 X
no : (s) if ~l:s 2 X & l:s0 62 X
yes-and-no : (s) if l:s 2 X & ~l:s0 2 X
3.7 Secure Factbases
In secure databases, it is not possible to protect negative information. For in-
stance, a hospital may have to pretend that James Bond is among its patients,
i.e. the negative information :p(JB) has to be protected and is only accessible at
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clearance level 3 (top secret). Thus, the resp. MLS table has to be able to record
negative entries in addition to positive ones. This is accomplished by means of
a bitable such as, for instance,
Patient =
Boris Yeltsin (BY) 0
Michael Jackson (MJ) 1
James Bond (JB) 1
James Bond 3
This table represents the following beliefs: at clearance level 0, fp(BY )g; at level
1 and 2, fp(BY ); p(MJ); p(JB)g, i.e. nurses and doctors believe that JB is in
the hospital; and at level 3, fp(BY ); p(MJ);:p(JB)g, i.e. the hospital director
knows that JB is not in the hospital. Thus, Ans(Xhosp; p(JB)=1) = yes, while
Ans(Xhosp; p(JB)=3) = no.
Denition 3.17 (MLS Bitable) A MLS bitable R over a security hierarchy
SH and a relation schema r(x1; : : : ; xn) is a pair hRf ; Rti of disjoint MLS tables
Rf ; Rt  D1  : : :Dn  SH.
Denition 3.18 (MLS Factbase) A MLS factbase  over a schema  =
hfr1; : : : ; rmg; SHi is a nite set of MLS bitables fR1; : : : ; Rmg over the security
hierarchy SH. It can be decomposed into a set of relational factbases f j 2
SHg, such that
 = fR1 ; : : : ; Rmg
where each R 2  is inductively dened as follows. For all minimal security
levels  2 SH:
(R)t = fc j hc; i 2 Rtg
(R)f = fc j hc; i 2 Rfg









(R)f   fc j hc; i 2 Rtg [ fc j hc; i 2 Rfg
instances. We write X instead of X for the propositional representation of
the projection .
Denition 3.19 (Secure Inference) Let X be a MLS factbase, e 2 XLit
an extended literal, ;  2 SH, F;G 2 L(;:;^;_; 9; 8;B), and H 2 L0(
;:;^;_; 9; 8).
(e) X ` e= :() X `F e
(^) X ` (F ^G)= :() X ` F= & X ` G=
(_) X ` (F _G)= :() X ` F= or X ` G=
(9) X ` (9xF (x))= :() Ans(X;F (x)=) 6= ;
(8) X ` (8xF (x))= :() Ans(X;:F (x)=) = ;
(B) X ` (BH)= :()    & X `F H
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Information units in MLS factbases are security-qualied literals.
Denition 3.20 (Secure Update) Let l be a literal.
Upd(X; (Bl)=) :=
(
X   f~l=g [ fl=g if    & X 6` l=
X otherwise
Upd(X; l=) := Upd(X; (Bl)=)
A MLS factbase X is at least as informative as Y , if at the top-level it contains
at least as much information as Y , symbolically
X  Y :() X>  Y >











Disjunctive factbases generalize both factbases by allowing for disjunctive uncer-
tainty, and disjunctive databases by allowing for incomplete and inexact predi-
cates. A disjunctive factbase is represented as a set of factbases, like Belnap's
concept of an `epistemic state' which consists of a set of nite partial Herbrand
interpretations, or `set-ups' in the terminology of [Bel77].3
For a disjunctive factbase Y  2Lit, and an if-query F , inference is dened
elementwise:
Y ` G if for all X 2 Y : X `F G
where `F is inference in F . Answers may be unknown for two reasons:
1. because of incomplete predicates like in F ,
2. because of disjunctive uncertainty like in VA.
Ans(Y;G) =
8><>:
yes if Y ` G
no if Y ` :G
unknown otherwise
3The relationship between disjunctive factbases and Belnap's `epistemic states' is discussed
in [Wag96a].
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Inputs to a disjunctive factbase are processed as follows:
(l) Upd(Y; l) =
( fX [ flg j X 2 Y & ~l 62 Xg if nonempty
fX   f~lg [ flg j X 2 Y g otherwise
(l) Upd(Y;l) =
( fX 2 Y j l 62 Xg if nonempty
fX   flg j X 2 Y g otherwise
(^) Upd(Y; F ^G) = Upd(Upd(Y; F ); G)
(_) Upd(Y; F _G) = PMin(Upd(Y; F ) [ Upd(Y;G) [ Upd(Y; F ^G))
This denition is completed by the DeMorgan and double negation rewrite rules
for partial logic. Notice that the clause (l) corresponds to recency-preferring
revision.





LQuery L(;:;^;_; 9; 8)




Information units are disjunctions of literals of the forml1 _ : : : _ lm. The set of
all such disjunctions is denoted by Lit(_). Information growth is dened as in
disjunctive databases.
Denition 3.21 (Information Ordering) Y  Y 0 :() 8X 0 2 Y 0 9X 2
Y : X  X 0
Observation 3.3 h22Lit;i is a preorder with least element 0 := f;g.
Notice that while fLitg is informationally larger than any non-empty epistemic
state Y  2Lit, the empty epistemic state is still larger:
Y  fLitg < fg
The inconsistency operation Inc collects all denite and indenite contradictions:
Inc(Y ) := f_L : L 2 Min(fK  Lit j 8X 2 Y 9l 2 K : l 2 X \ fXg) g
Observation 3.4
LPersQ = L(:;^;_; 9; 8)
LAmpI = L(:;^;_)
Conjecture 2 Inference in VF corresponds to paraminimal entailment j=pm
in partial logic (see [HJW97]). Let A be a nite satisable subset of L0(:;^;_),
and F 2 L0(;:;^;_; 9; 8). Then,
A j=pm F () Upd(0; A) ` F
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Claim 3.5 (Collapse of weak and strong negation) Let Y be a consis-
tent disjunctive factbase, and a 2 At0 an atom. Then, whenever Y ` a _ :a,
weak and strong negation coincide for a:
Y ` :a () Y ` a
Proof: Since Y is consistent, all X 2 Y are consistent, and consequently, a _ :a
is derivable from Y i either a 2 X or :a 2 X for all X 2 Y , subsuming three
cases:
1. If all X 2 Y contain a, then neither Y ` :a nor Y ` a.
2. If all X 2 Y contain :a, then both Y ` :a and Y ` a.
3. Otherwise some X 2 Y contain a, and all others contain :a, hence Y 6` :a,
and Y 6` a. 2
Claim 3.6 A disjunctive factbase is a unique representation, i.e. C(Y ) =
C(Y 0) implies Y = Y 0.
Proof: see [Wag94b].
3.8.1 Exact Predicates and the Closed-World Assump-
tion
In disjunctive factbases, three kinds of predicates can be distinguished. The rst
distinction, proposed by Korner in [Koe66], reects the fact that many predicates
(especially in empirical domains) have truth value gaps: neither p(c) nor :p(c)
has to be the case for specic instances of such inexact predicates, like, e.g., color
attributes which can in some cases not be determined because of vagueness.
Other predicates, e.g. from legal or theoretical domains, are exact, and we
then have, for instance, m(S) _ :m(S) and prime(277   1) _ :prime(277   1),
stating that Sophia is either married or unmarried and that 277   1 is either a
prime or a non-prime number. Only exact predicates can be totally represented
in a knowledge base. Therefore, only exact predicates can be subject to the
Closed-World Assumption.
Denition 3.22 (Disjunctive Factbase Schema) The schema of a disjunc-
tive factbase is dened as a quadruple
hRel; ExRel; CWRel; IC i
consisting of a set Rel of relation schemas, a set ExRel  Rel of exact relation
symbols, a set CWRel  ExRel of CWA relation symbols, and a set IC  L0Query
of integrity constraints.
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Denition 3.23 For a schema  = hRel; ExRel; CWRel; IC i, we say that
Y is a knowledge base over , denoted Y :, if
1. Y contains only predicates from Rel, such that the resp. domain constraints
are satised.
2. For any F 2 IC, Y : ` F .
where Y : ` F denotes schema-based inference.
Denition 3.24 (Closed-World Assumption) For disjunctive factbases Y :,
we have the following additional inference rule for drawing negative conclusions,4
Y : ` :p(c) if p 2 CWRel & Y : ` p(c)
together with the corresponding extension of update,
Upd(Y :; :p(c)) = Upd(Y :; p(c)) if p 2 CWRel
Notice that this CWA inference rule refers to both the state and the schema, i.e.
it refers to the schema-based extension of the basic inference relation ` from the
underlying knowledge system. The connection between them can be expressed
by means of the CWA closure CW (Y ) of a disjunctive factbase Y with respect
to the set of completely represented relations CWRel:
CW (Y ) := Upd(Y; f:p(c) j p 2 CWRel & c 2 Un & Y ` p(c)g)
Denition 3.25 (Schema-Based Inference) An if-query F is inferable from
Y : if it can be derived from the closure of Y with respect to CWRel and ExRel:
Y : ` F
:() Upd(CW(Y ); fp(c) _ :p(c) j p 2 ExRel  CWRel & c 2 Ung) ` F
Notice that in KBs of denite knowledge systems, like factbases, it is not pos-
sible to declare exact predicates not subject to the CWA. Therefore, in denite
knowledge systems, ExRel = CWRel.
Observation 3.5 For a schema  = hRel; ExRel; CWRel; IC i, and a knowl-
edge base Y over , it holds that
1. for any exact predicate p 2 ExRel, and any constant tuple c, the resp.
instance of the tertium non datur holds: Y : ` p(c) _ :p(c);
4The Closed-World Assumption, in a less general form, was originally proposed in [Rei78].
Notice that our form of the CWA relates explicit with default-implicit falsity, i.e. strong with
weak negation: an atomic sentence formed with a totally represented predicate is (explicitly)
false if it is false by default, i.e. its strong negation holds if its weak negation does.
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2. if q 2 CWRel , then Y does not contain any indenite information on q,
i.e. Y : ` q(c), or Y : ` :q(c).
Inputs leading to the violation of integrity constraints have to be rejected. The
update operation for disjunctive factbases has to be modied accordingly.
Denition 3.26 (Schema-Based Update)
Upd(Y :; F ) = fX 2 Upd(Y; F ) j X ` ICg : 
3.8.2 Reasoning with Three Kinds of Predicates
Only certain exact predicates can be completely represented in a KB. Completely
represented exact predicates are subject to the CWA. For example, the local
KB of some city may know all residents of the city, i.e. the CWA holds for
resident, but it does not have complete information of every resident whether
(s)he is married or not because (s)he might have married in another city and
this information is not available. Consequently, the CWA does not apply to
married in this KB.
The CWA helps to reduce disjunctive complexity which is exponential in the
number of exact non-CWA predicates: if n is the number of unknown ground
atoms which can be formed by means of predicates declared as exact but not
subject to the CWA, then the disjunctive factbase contains 2n possible situation
descriptions.
We illustrate these distinctions with an example. Let m; r; s; l denote the
predicates married, resident, smoker and is looking at, and let M;P;A stand for
the individuals Mary, Peter and Ann. Let
Y = ffm(M); r(M); s(M); :m(A); :s(A); l(M;P ); l(P;A)gg
be a disjunctive factbase over the schema  = hfm; r; s; lg; fm; rg; frg; ;i. The
interesting queries we can ask Y and the resp. answers are:
1. Does a married person look at an unmarried one ? Yes, but Y does not
know who, either Mary at Peter, or Peter at Ann:
Y : ` 9x9y[l(x; y) ^m(x) ^ :m(y)]
Ans(Y :; l(x; y) ^m(x) ^ :m(y)) = ffhM;P i; hP;Aigg
2. Does a resident look at a non-resident ? Yes, Mary at Peter.
Ans(Y :; l(x; y) ^ r(x) ^ :r(y)) = ffhM;P igg
since Y : ` :r(P ) if Y : ` r(P ).
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3. Does a smoker look at a nonsmoker ? No. Y is completely ignorant about
Peter being a smoker or not: neither is he a smoker, nor is he a nonsmoker,
nor is he a smoker or nonsmoker (he might be in-between):
Ans(Y :; l(x; y) ^ s(x) ^ :s(y)) = ;
Notice that the explicit tertium-non-datur completion of Y with respect to ExRel
would yield 23 = 8 possible situation descriptions, which are reduced to 21 = 2
by the CWA declaration of resident.5
5Without the CWA there are 3 tertium non datur disjunctions formed with m(P ), r(A),




As opposed to database systems where the only reasoning service is query answer-
ing, more advanced knowledge systems oer in addition a number of advanced
reasoning services such as deductive query answering by means of deduction rules,
active input processing by means of action rules, and the abductive generation
of explanations, diagnoses and plans (based on the ability to represent actions).
We briey sketch these services whose full functionality will be only available in
general vivid knowledge systems because they depend on the availability of both
weak negation (for expressing deletion/contraction and the CWA) and strong
negation (for expressing explicit falsity and inconsistency).
Advanced knowledge services are in most cases based on rules. We propose
three types of rules:
Deduction Rules can be used to dene intensional relations in terms of base
relations, express subsumption relationships between concepts, or causal
relationships between causes and eects.
Action Rules can be used to represent actions for the purpose of planning, or
to express integrity, and derived data, maintenance policies.
Reaction Rules can be used to specify the reactive behavior of a knowledge
base (resp. knowledge-based agent) when it receives messages, either from
the external world, or from other nodes of a network it participates in.
4.1 Deduction Rules
By implying a genuine concept of rules, knowledge systems conrm the facts and
rules paradigm of logic programming. Unlike rather naive approaches, where
a rule is dened as a material implication formula of some standard logic, the
concept of knowledge systems suggests to regard a rule r : F  G as a specic
piece of knowledge allowing for two kinds of semantics.
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4.1.1 Constraint Semantics of Rules
In the constraint semantics of deduction rules, both the premise G and the
conclusion F of an instantiated rule r : F  G are if-queries, F;G 2 L0Query, and
r is satised by a knowledge base X 2 LKB , if X ` F whenever X ` G. X is
closed under a set of rules R, if X satises every r 2 R.
4.1.2 Dynamic Semantics of Rules
In the dynamic semantics of deduction rules, an instantiated rule r : F  G is
a specic update function operating on knowledge bases:1
r(X) =
(
Upd(X;F ) if X ` G
X otherwise
where F 2 L0Input and G 2 L0Query.
A knowledge baseX satises a rule r if it is a xpoint of it, i.e. if r(X) = X. X
is closed under a set of rules R, if it is a common xpoint of all rules: r(X) = X,
for all r 2 R.
4.1.3 Stable Closures
In general, a closure may contain too much, and therefore one prefers certain
appropriately computed closures over others. As a general preference criterion
for rule-based closures, we propose the stability of bottom-up rule application.
This leads to the stable closure semantics which is a generalization of the stable
model semantics for normal logic programs of [GL88]. For simplicity, we assume
in the sequel that there is a unique stable closure of a knowledge base X under
a set of rules R denoted R(X). In general, however, there may be several stable
closures, or even none.
4.1.4 Deductive Knowledge Bases
A deductive knowledge base is a pair hX;Ri consisting of a knowledge base X 2
LKB and a set R of deduction rules. In the basic setting, deduction rules are not
aected by updates (i.e. only extensional predicates may be updated):
Upd(hX;Ri; F ) := hUpd(X;F ); Ri
But deduction rules help to answer queries:
hX;Ri ` F :() R(X) ` F
1This follows Belnap's idea of an `information state', see [Bel77].
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Example 7 Let the rule set R1 = fm(y; x) m(x; y)g contain a single rule
expressing the symmetry of the married relation, and
X1 = fr(A); r(P ); m(P; L); m(T;A)g
Then, hX1; R1i is a monotonic deductive database (since there is no rule with
negation-as-failure). Therefore, we obtain the least deductive closure (being the
unique stable closure):
R1(X1) = X1 [ fm(L; P ); m(A; T )g
4.2 Active Knowledge Bases
An active knowledge base is a pair hX;Ri consisting of a knowledge base X 2
LKB and a set R of rules, called action rules, such that X is closed under R:
X = R(X). Action rules do not participate in query answering:
hX;Ri ` F :() X ` F
But action rules help to process inputs by explicitly closing the updated knowl-
edge base:
Upd(hX;Ri; F ) := hR(Upd(X;F )); Ri
Action rules allow, e.g., for automatic integrity, and derived data, maintenance
(which is achieved by `triggers' in SQL databases).
Example 8 Let X = fon(a; t); clear(a)g describe the situation where block a
is on the table, and is clear, and r : :clear(x)  on(y; x)g express the integrity
maintenance rule that block x is no longer clear, as soon as some block y has
been put on it. Then, hX;Ri, where R = frg, denotes the corresponding active
database. If a robot puts a new block, say b, on block a, this leads to the update
Upd(hX;Ri; on(b; a)), triggering the integrity maintenance action rule r in the
following way:
Upd(hX;Ri; on(b; a)) = hR(X [ fon(b; a)g); Ri
= hr(fon(a; t); clear(a); on(b; a)g); Ri
= hfon(a; t); on(b; a)g; Ri
4.3 Explanations
A set of sentences E  L0Input is an explanation of a set of observation sentences
O  L0Query with respect to X 2 LKB , symbolically E 2 Expl(X;O), if
(1) E yields O on the basis of X: X + E ` VO, and
(2) E is relevant for obtaining O: X   E 6` VO.
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Notice that (a) since being more realistic and more general than other ap-
proaches, we do neither require that X, nor that E is consistent; and (b) if
O  L0Input, observations trivially explain themselves: O 2 Expl(X;O).
Which explanations are to be preferred ? A possible preference criterion is
minimal specicity: E is considered more specic than F (wrt X) if E is an
explanation of F in X, i.e. if E 2 Expl(X;F ).
There might be a `bias', i.e. a set B  LInput of hypothesis candidates from
which the explanation has to come. Explanations with respect to a bias B are
dened as Expl(X;O;B) := Expl(X;O) \ 2B.
Example 9 (Knowledge Discovery) The process of nding an explanation
(in terms of certain predicates) of a specic subset of a given database is an
example of knowledge discovery in databases (KDD). It can be achieved, for
instance, by applying techniques from inductive logic programming where from
a set of positive and negative examples O  XLit, and a `background theory'
(say, a deductive fact base hX;Ri), a set of rules E which would explain the
examples: hX;R [ Ei ` VO, is induced. Starting, e.g., with a deductive fact
base describing that Tweety1 and Tweety2 are birds, Opus is a penguin, Tweety1
does y, Tweety2 does not y, penguins are birds, and penguins do not y:
X = fb(T1); b(T2); p(O); f(T1);:f(T2)g
R = fb(x) p(x); :f(x) p(x)g
we could choose O = ff(T1);:f(T2)g as the set of facts to be explained on the
basis of the background theory hX   O;Ri. An explanation for O would be
E = fp(T2); f(x) b(x) ^ :f(x)g
4.4 Diagnoses
The concept of a consistency-based diagnosis is dened with respect to a system
description X 2 LKB , including the specication of a set of system components
by means of the predicate component(x). In a normal mode of operation, all sys-
tem components work properly which can be expressed by the following default
deduction rule:
rok : ok(x) component(x) ^ :ok(x)
Normally, the deductive knowledge base hX; frokgi is consistent with all obser-
vations concerning the system behavior. It is the abnormal mode of operation
where we make observations O  L0Input, contrary to our expectations and not
consistent with the assumption that all components are ok, i.e. O is inconsistent
with hX; frokgi.
A diagnosis is dened as a set of non-ok-statements specifying the set of
components assumed to be faulty, and responsible for the inconsistency,
D = f:ok(c1); : : : ;:ok(cn)g
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such that X ` component(ci) for i = 1; : : : ; n, and O is consistent with hX +
D; frokgi, formally: Inc(rok(X + D + O))  Inc(rok(X + D)). We then write
D 2 Diag(X;O).
Of course, an explanation for O in terms of :ok-literals should also count as
a diagnosis, and indeed, we have the following
Observation 4.1 Expl(X;O; f:ok(x) : X ` component(x)g)  Diag(X;O).
Proof sketch: Let D 2 Expl(X;O; f:ok(x) : X ` component(x)g), then X+D `V
O, implying that Inc(X +D +O)  Inc(X +D), by (KS7). 2
4.5 Representing Actions and Generating Plans
In automated planning, a plan to achieve a certain goal is constructed as a
sequence of actions such that when executed in an initial situation, it changes
the situation in such a way that after the execution the goal holds. This requires
1) the ability to represent, and reason on the basis of, situations, and
2) the ability to represent actions epistemically, and to simulate their execution
(on the epistemic level) in order to test their eects on certain situations.
The usual logical representation of an action  consists of a precondition C
which has to hold in order to be able to perform , and an epistemic eect E, i.e.
a sentence (`postcondition') which holds after  has been performed successfully.
Thus, an action can be represented by an action rule: r : E  C. For
instance, the action rule
putontable(x) :
on(x; t) ^ clear(z) ^ :on(x; z)  on(x; z) ^ clear(x) ^ x 6= t ^ z 6= t
corresponds to the `blocks world' action put block x on the table (t).
A planning system consists of a knowledge system K, and a nite set of
named action rules representing elementary actions.
A planning problem on the basis of a planning system is dened as a pair
hX0; Gi consisting of
1) a knowledge base X0 2 LKB , describing the initial situation,
2) a goal G 2 L0Query.
A linear plan  is composed of a sequence of elementary actions represented by
instantiated action rules:
 = rn  : : :  r2  r1
such that its application (as a composed function) to the initial knowledge state
X0 yields the desired goal G:
(X0) ` G
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Example 10 (Blocks World) If we have in addition to the operator putontable(x),
described above, a second operator
putonblock(x; y) :
on(x; y) ^ clear(z) ^ :on(x; z) ^ :clear(y)
 on(x; z) ^ clear(x) ^ clear(y) ^ x 6= y ^ y 6= z ^ x 6= t ^ y 6= t
we can pursue the goal G that a is on b, b is on c, and c is on the table,
G = on(a; b) ^ on(b; c) ^ on(c; t)
on the basis of the initial knowledge base
X0 = fon(c; a); on(a; t); on(b; t); clear(b); clear(c)g
by the following plan:
abc = putonblock(c; a)  putonblock(a; b)  putontable(c)
whose application proves to be successful:





We develop a general closure semantics for deduction rules in knowledge bases.
We dene the notion of a grounded closure, and we show that every ampliative
deductive knowledge base has a grounded closure.
Sections 5.1,5.4 and 5.6 contain material based on joint work together with
M.A. Khamsi and D. Misane.
5.1 Introduction
Reasoning on the basis of rule knowledge has turned out to be essential in AI.
Standard logics, however, do not allow for rules as expressions of the representa-
tion language. The only possibility to process rule knowledge in a standard logic
is to translate a rule expression F  G into an implicational formula G! F of
the resp. language.1 Such a translation, however, is only faithful in special cases.
For instance, in the case of positive logic programming rules a0  a1 ^ : : : ^ an,
it is possible to process them as implications a1 ^ : : : ^ an ! a0 in classical or
intuitionistic logic, or even as denite clauses :a1 _ : : : _ :an _ a0 in classical
or three-valued logic, without making any dierence. This is no longer the case
when the rule language is more expressive, i.e. when the conclusion or the premise
of a rule contain additional logical operators, such as disjunction, or negation.
Historically, this diculty is reected in the recent shift in logic programming
semantics, abandoning earlier classical logic approaches, such as the Horn clause
reading for positive logic programs, or Clark's completion semantics for positive
and normal logic programs, and seeking for new rule-oriented semantics, such as
the `answer set semantics' of [GL90], or the partial semantics of [Wag91, HJW97],
for extended logic programs. In the latter proposals, and in the proposal to be
presented below, the semantics of rules does not imply the Contraposition prin-
ciple, which would allow to infer :q from fp; :p qg. Contraposition, however,
is essential in most standard semantics of implication, such as in classical, intu-
1Another possibility, in the spirit of Godel's translation  of intuitionistic logic into S4, is
the explicit epistemic interpretation of a rule F  G as 2(G ! F ).
65
66 CHAPTER 5. DEDUCTIVE KNOWLEDGE SYSTEMS
itionistic, or relevance logic. A notable exception where Contraposition does not
hold is Nelson's constructive logic with strong negation N, and indeed, as shown
in [Pea93], a rule of an extended logic program can be interpreted as a construc-
tive implication in N. However, rules operating on disjunctive information, such
as in
f p _ q; r  p; r  q g
dier from constructive implication: in N, we would obtain r (the corresponding
inference principle is called `Disjunction in the Premise'), whereas a rule-oriented
semantics would not necessarily allow this inference.
In this paper, we present a new and direct approach to the semantics of
deduction rules.2 The key concepts for this approach are that of a knowledge
system, and that of a deductive knowledge base (DKB). Inspired by Belnap's
notion of an information state [Bel77], rules are interpreted as update functions
operating on knowledge bases, and the semantics of a deductive knowledge base
is determined by the existence of preferred closures being common xpoints of
all rules. Our theory is conceptually simpler than many other (quite technical)
proposals on the semantics of logic programming rules, and it is at the same time
more general.
While monotonic ampliative DKBs have a unique minimal closure which is
naturally the intended one, one has to nd an appropriate preference criterion in
order to dene the intended closures of a nonmonotonic DKB. Such a preference
criterion then selects from the supported closures the intended ones in a conser-
vative fashion: in the special case of a monotonic ampliative DKB this has to be
the unique minimal closure.
Since nonmonotonic rules do not necessarily contain negation-as-failure (there
are other non-persistent operators, such as exclusive disjunction, or certain modal
operators), a general semantics for DKBs cannot refer to negation-as-failure, or
any other specic logical operator. Rather, it has to account for the way in
which the application (successive detachment) of a set of rules yields an intended
closure. It turns out that the notion of a stable closure is a key for the semantics
of DKBs. While certain `well-behaved' DKBs have a unique stable closure, there
may be several stable closures, or none, in the general case.
5.2 Deductive Knowledge Bases
Every knowledge system K = hLKB ; `; LQuery; Upd; LInput i can be inductively
extended to a deductive knowledge system DK. In DK, a knowledge base
X 2 LKB is supplemented by a set R of deduction rules r of the form
r : F  G
2We do not identify `semantics' with model theory. Our denition of a knowledge system
does not require a model-theoretic semantics, but neither does it preclude one.
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such that Free(F )  Free(G), and G is evaluable. Rules of this form are called
range-restricted.3 We also write Br for the body (premise) G of r, and Hr for
the head (conclusion) F .
Deduction rules can be viewed as mappings between knowledge bases,
r : LKB ! LKB
In a knowledge system without qualications, we can have two dierent types of
deduction rules:
1. Ground rules of the form r : F  G where F ,G are sentences such that




Upd(X;Hr) if X ` Br
X otherwise
2. Rules of the form r : F  G where F ,G are formulas with Free(F ) 
Free(G), such that F 2 LInput, and G 2 LQuery. The application of non-
ground rules is dened as
r(X) := Upd(X; fF j  2 Ans(X;G)g)
Notice that in the case of a non-applicable rule, we get
r(X) = Upd(X; ;) = Upd(X;^ ;) = Upd(X; true) = X
A generalized denition of (indenite) rule application would be r(X) =
Upd(X; fW2T F j T 2 Ans(X;G)g). This is a topic of future research.
In a knowledge system with qualications, we can have four dierent types of
deduction rules:
1. oq-ground rules of the form r : hF; ui  hG; vi where F ,G are unqualied
sentences, and u; v ground qualications such that hF; ui 2 L0Input is an
admissible input, and hG; vi 2 L0Query is an if-query. The application of
oq-ground rules is dened as above for ground rules.
2. q-ground rules of the form r : hF; ui  hG; vi where F ,G are unqualied
formulas with Free(F )  Free(G), and u; v are ground qualications such
that hF; ui 2 LInput, and hG; vi 2 LQuery. The application of q-ground rules
is dened as
r(X) := Upd(X; fhF; ui j  2 Ans(X; hG; vi)g)
3In the special case of a normal logic program, where the premise of a rule consists of a
conjunction of literals, this boils down to the requirement that every free variable occurring in
the scope of a negation occurs as well in a positive literal.
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3. o-ground rules of the form r : F  G where F ,G are unqualied sentences
such that hF; ui 2 L0Input, and hG; vi 2 L0Query for any ground qualications
u and v. The application of o-ground rules is dened as
r(X) := Upd(X; fhF; ui : Ans(X;G) = ug)
4. Rules of the form r : F  G where F ,G are unqualied formulas with
Free(F )  Free(G). such that hF; ui 2 LInput, and hG; vi 2 LQuery for any
ground qualications u; v. The application of such rules is dened as
r(X) := Upd(X; fhF; ui :  2 Ans(X; hG; ui) & Ans(X;G) = ug)
A non-ground rule corresponds to a set of (oq-)ground rules which can be ob-
tained by forming all possible instantiations/qualications. In the sequel, we will
in many considerations tacitly assume that rules are (oq-)ground.
Denition 5.1 (Instantiation) Let R be a set of deduction rules. Then [R]
denotes the set of all o-ground rules obtained from R by instantiating the free
variables of every r 2 R in all possible ways.
Observation 5.1 A ground rule is idempotent, r(r(X)) = r(X), i Upd sat-
ises Contraction.
Proof: If X 6` Br, then by denition, r(r(X)) = r(X) = X. Otherwise,
r(r(X)) = r(Upd(X;Hr)). Then if Upd(X;Hr) 6` Br, we get
r(r(X)) = r(Upd(X;Hr)) = Upd(X;Hr) = r(X)
Otherwise, by Contraction,
r(r(X)) = Upd(Upd(X;Hr); Hr) = Upd(X;Hr) = r(X) 2
Observation 5.2 If the `facts' X of a deductive knowledge base hX;Ri consist
of a set of compiled input formulas AX  LInput, i.e. X = Upd(0; AX), then the
deductive knowledge base can be rewritten as a set of rules:
hX;Ri  ! h 0; R [ fF  true : F 2 AXg i
where those `improper' rules with a trivially true premise, F  true, represent
the `facts'.
Denition 5.2 (Closure) Z 2 LKB is a closure of hX;Ri if it extends X,
Z  X, and if it is closed under all rules of R: r(Z) = Z for all r 2 R.
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The semantics of a deductive knowledge base hX;Ri is determined by the deni-
tion of the notion of a preferred closure. In general, there may be several preferred
closures, or none. We denote their collection by R(X), and write R(X) ` F if
for all Z 2 R(X) : Z ` F . Inference from a DKB is dened on the basis of its
preferred closures:
hX;Ri `d F :() R(X) ` F
In the special case where all rules r 2 R are monotonic and ampliative, there is
exactly one preferred closure of hX;Ri, namely the informationally least one. In
the general case, we will assume that the stable generated closures (see below)
are the preferred ones.
For simplicity, we assume that updating a deductive knowledge base hX;Ri
does not aect the deduction rules R but only the facts X. This can be achieved
by partitioning the set of predicates Rel into a set Rel ext of extensional , and a
set Rel int of intensional predicates, and restricting X to Rel ext and the heads of
R to Rel int.
Inputs from the extensional language do not aect R:
Updd(hX;Ri; F ) := hUpd(X;F ); Ri
In summary, for any knowledge system K() with schema  = hRel ; : : :i, we
can construct its deductive extension DK(d) by adding new predicates to the
language,
d = hRel [ Reld; : : :i
and extending the input and query languages LInput and LQuery to L
d
Query and
LdInput by allowing all predicates from d, thus obtaining
DK(d) := hLKB  2R(LdInput LdQuery); `d; LdQuery; Updd; LInput i
In the sequel, we will omit the index d.
Question 1 How can the knowledge ordering d between deductive knowledge
bases be dened ? Possibly as
hX;Ri d hX 0; R0i :() 8F 2 LInput : R(Upd(X;F ))  R0(Upd(X 0; F ))
Example 11 (DDBs) The deductive extension DA of relational databases
leads to deductive databases (DDBs), or normal logic programs. For instance,
the DDB
1 = fr(S); m(P; L); m(y; x) m(x; y)g;
corresponding to hX1; R1i with
X1 = fr(S); m(P; L)g, and R1 = fm(y; x) m(x; y)g;
resp. to hX2; R2i with
X2 = fg, and R2 = fr(S) true; m(P; L) true; m(y; x) m(x; y)g;
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has the unique minimal closure
R1(X1) = R2(X2) = ffr(S); m(P; L); m(L; P )gg
Example 12 (ELPs and Default Rules) An extended logic program (ELP,
see [GL90]) corresponds to a deductive factbase in the system DF . Default rules
can be expressed in a natural way in DF and its extensions using both weak and
strong negation. The consistency of an atomic sentence a is expressed as `it is
not the case that non-a', i.e. by :a, and the consistency of a negated atom :a
by a. For instance, the default rule that climbers normally dislike rain can be
expressed by
:likes(x; rain) climber(x) ^ likes(x; rain)
Denition 5.3 A mapping f : A ! A from a preorder hA;i into itself
is called monotonic if f(x)  f(y) whenever x  y. It is called ampliative if
x  f(x). A rule is called monotonic (resp. ampliative) if it is a monotonic
(resp. ampliative) mapping. A rule r is called persistent if Br is a persistent
query formula. A deductive knowledge base hX;Ri is called persistent (amplia-
tive, monotonic) if all rules r 2 R are persistent (ampliative, monotonic).
Observation 5.3 If Update Monotonicity holds, a ground rule is monotonic
whenever it is both persistent and ampliative.
Proof: Let X1  X2. We have to distinguish three cases. The rst case, where r
is neither applicable in X1 nor in X2, is trivial. If r is not applicable in X1 but
in X2, then by Ampliative Update:
r(X1) = X1  X2  Upd(X2; Hr) = r(X2)
Otherwise, by Update Monotonicity and Persistent Inference:
r(X1) = Upd(X1; Hr)  Upd(X2; Hr) = r(X2) 2
Datalog rules (or positive logic program rules), for instance, are persistent, am-
pliative and monotonic. Deductive databases (or normal logic programs) consist
of ampliative rules, while active databases (or production rule systems such as
OPS5) where the application of rules may cause the deletion of information,
allow also for non-ampliative rules.
Denition 5.4 (Grounded Closure) A closure Z of a deductive knowledge
base hX;Ri is called grounded if there is a sequence of ground rules (ri)1in 
[R], such that its composition, r = rn  : : :  r1, computes Z, that is Z = r(X).
Example 13 In TA, let X = f r(c)@3; q(c)@[2::5] g, and R = f p(x)@t  
q(x)@t ^ :r(x)@t g. Then the only grounded closure is
f r(c)@3; q(c)@[2::5]; p(c)@[2; 4::5] g
Other minimal closures, such as f r(c)@[3::5]; q(c)@[2::5]; p(c)@2 g, are not grounded.
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If Z = rn  : : :  r1(X) is a grounded closure of hX;Ri, then we may assume
(without loss of generality) that for every i < n, we have
ri  : : :  r2  r1(X) ` Bri+1
and
Z = X +Hr1 +Hr2 + : : :+Hrn
respectively, if Update Synchronicity holds,
Z = X + fHri : 1  i  ng
In general, however, we may not conclude that Z ` Bri for all i  n, since the
body of an applied rule may be non-persistent.
Not all grounded closures are acceptable. There are even cases of minimal
grounded closures which do not correspond to our intuition of an acceptable (or,
in other words, intended) closure, as the following example shows.
Example 14 In DA, let X = fsg, and R = fr s; q  :r; p :qg. Both
fq; r; sg, and fp; r; sg are minimal grounded closures, but only the latter one is
an intended closure.
We will prefer closures that are stable in the sense that each rule application
within the computation sequence preserves the contributions of all previously
applied rules. The following notion of a stable grounded closure was introduced
in [Wag94a].
Denition 5.5 (Stable Grounded Closure) A grounded closure Z = rn 
: : :  r1(X) of a deductive knowledge base hX;Ri is called stable, if for all j and
k with j  k < n,
Ans(rk  : : :  r1(X); Brj)  Ans(rj 1  : : :  r1(X); Brj)
or, if R is (oq-)ground,
rk  : : :  r1(X) ` Brj
Clearly, if Z = rn  : : :  r1(X) is a stable grounded closure, then Z ` Brj for all
j  n.
Denition 5.6 (Knowledge Base Interval) Let X1; X2 2 LKB . Then,
[X1; X2] = fX 2 LKB : X1  X  X2g
We denote the set of all rules from a set R which are applicable in a set of
knowledge bases Y by
RY = fr 2 [R] : X ` Br for all X 2 Y g
The notion of a stable generated model underlying our following denition was
introduced in the model-theoretic treatment of deduction rules in [HW97].
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Denition 5.7 (Stable Generated Closure) A closure Z of a deductive
knowledge base hX0; Ri is called stable generated, symbolically Z 2 SGenCl(X;R),
if there is a chain of knowledge bases X0  X1  : : :  Xn such that Xn = Z,
and each Xi is obtained from Xi 1 by applying all rules which are applicable in
[Xi 1; Z], i.e. in the case of a knowledge system without qualications:
Xi = Xi 1 + fHr j r 2 R[Xi 1;Z]g
and in the general case:
Xi = Xi 1 + fval(Hr; v) j v = Ans(Xi 1; Br) & v  Ans(Z;Br)g
where val(F; v) = F if v = yes, and val(F; v) = hF; vi otherwise.
Clearly, stable generated closures are also stable grounded. The converse, how-
ever, is not true.
Observation 5.4 There are stable grounded closures which are not stable gen-
erated.
Proof: The following simple counterexample is due to Heinrich Herre (personal
communication). Let X = ;, and R = fp  q; q  q _ :pg be a deductive
database from DA, then fp; qg is a stable grounded closure, but it is not stable
generated. 2
Denition 5.8 (Preferred Closures) We dene the preferred, or intended,
closures of a deductive knowledge base to be the stable generated ones:
R(X) := SGenCl(X;R)
In the case of normal logic programs, stable generated closures and stable models
in the sense of [GL88, HW97] coincide, and if rules have only conjunctive bodies,
stable grounded closures are stable generated.
In the sequel, we will identify the singleton R(X) = fZg with its single
element Z, i.e. we shall write R(X) instead of Z, whenever convenient.
Example 15 The deductive factbase h;; f:q  :p; :p q g has exactly
one stable closure: f:pg.
Example 16 In DF , let X = f:pg, and R = f p  q; q  p g. Then
R(X) = ff:p; qgg.
If a deductive knowledge base does not have any stable closure, it is called un-
stable.
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5.3 Further Examples of Deductive Knowledge
Bases
5.3.1 Temporal Deductive Databases
Knowledge bases of DTA are called temporal deductive databases (TDDBs).
We assume that a car insurance company refunds money to its customers if
they did not have an accident in the previous year, expressed by the rule
r1 : refund(x)@s(t) customer(x)@t; :accident(x)@t
Let the TDDB ins consist of this rule together with the fact that Wagner was
a customer in 1995:
Xins = fcustomer(W )@1995g
Rins = fr1g
ins = hXins; Rinsi
ins has two minimal closures:
X1 = f customer(W )@1995; refund(W )@1996 g
X2 = f customer(W )@1995; accident(W )@1995 g
Intuitively, Wagner should get the refund, i.e. only X1 is intended. Note that
in the case of X2, the atom accident(W )@1995 cannot be generated by applying
rules from [Rins] because it does not appear in the head of any of them. X2 is
neither grounded nor supported. The only stable closure is X1:
Rins(Xins) = fX1g
5.3.2 Extended Disjunctive Logic Programs
An extended disjunctive logic program (EDLP, see [MR93]) corresponds to a
deductive knowledge base in DVF , i.e. it could as well be called a disjunctive
deductive factbase. The following facts and rules yield an EDLP:
Tony, Mike, and John are members of an alpine club. Tony likes rain. John
dislikes snow:
X = fm(T ); m(M); m(J); l(T; r);:l(J; s)g
All club members are skiers or climbers:
r1 : c(x) _ s(x) m(x)
Climbers normally dislike rain and snow:
r2 : :l(x; r) c(x) ^ l(x; r)
r3 : :l(x; s) c(x) ^ l(x; s)
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Skiers like snow and dislike rain:
r4 : l(x; s) ^ :l(x; r) s(x)
Question 1: Does Mike like rain ? Question 2: Which climber of the club does
like rain but dislike snow ?
With R = fr1; r2; r3; r4g, we obtain two stable closures:
R(X) = fX1; X2g
X1 = X [ fc(T ); c(J); :l(T; s); :l(J; r); c(M); :l(M; s); :l(M; r)g
X2 = X [ fc(T ); c(J); :l(T; s); :l(J; r); s(M); l(M; s); :l(M; r)g
Consequently, 1) Mike does not like rain:
R(X) ` :l(M; r)
and 2) Tom is the only climber of the club who likes rain but dislikes snow:
Ans(hX;Ri; c(x) ^ l(x; r) ^ :l(x; s)) = fTg
5.3.3 S5 Deductive Database
We consider the S5 logic program  = hX;Ri from DV 5A with
X = ffg(J)g; fg(P )gg = Upd(0; (g(J) ^ :g(P )) _ (g(P ) ^ :g(J)))
R = fpi(x) :Bg(x)g
expressing the fact that either John (J) or Peter (P) is guilty (g), and the legal
rule that a person has to be presumed innocent (pi), if there is no proof that she
is guilty.  has three minimal closures:
X1 = ffg(J); pi(J); pi(P )g; fg(P ); pi(J); pi(P )gg
X2 = ffg(J); pi(P )gg
X3 = ffg(P ); pi(P )gg
of which only X1 is stable generated, and hence both John and Peter are pre-
sumed innocent:
R(X) = fX1g ` pi(J) ^ pi(P )
5.3.4 Possibilistic Deductive Database
In reasoning with uncertainty, it is natural to allow also for uncertain rules of the
form r : F
   G, where  2 [0; 1]. Such an uncertainty-qualied rule is applied
to a knowledge base X in the following way:
r(X) := Upd(X; fhF; ui :  2 Ans(X; hG; ui) & Ans(X;G) = ug)
where u is an appropriate combination of the two certainty values u and  (e.g.
multiplication if [0; 1] is the rational unit interval).
The following examples of heuristic deduction rules may motivate the need
for two kinds of negation in uncertain reasoning. First, consider the MYCIN-like
rule
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rb: classication( Organism, bacteroides)
0:8   gram stain( Organism, gram negative),
morphology( Organism, rod),
: aerobic( Organism).
Here, the negative condition :aerobic(Organism) requires denite negative evi-
dence, i.e. evidence that the Organism is anaerobic, while in the following rule
about the diagnosis of hepatitis X only the absence of positive evidence is re-
quired by the negated conditions:
rhX : diagnosis( Patient, hepatitis X)
   diagnostic nding( Patient, cirrhosis),
 diagnosis( Patient, hepatitis A),
 diagnosis( Patient, hepatitis B),
. . .
 diagnosis( Patient, hepatitis G).
This rule expresses the heuristic, that if there is evidence for the diagnostic
nding cirrhosis (say, its certainty is 0.8), and there is no evidence for a diagnosis
of either of hepatitis A to G, then the diagnosis is hepatitis X (with certainty
0.8).
Now assume that we have in addition a rule for the diagnostic nding of
cirrhosis,
rc: diagnostic nding( Patient, cirrhosis)
   found in liver( Patient, Organism),
classication( Organism, bacteroides).
























Tom hepatitis A 0.8
In order to obtain further diagnoses one has to compute the stable closure of
 = fGramStain;Morphology;Aerobic;FoundInLiver;Diagnosis g
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and nally to diagnosis( Peter, hepatitis X): 0:64. So, the result is that there is
no evidence in the cases of Tom and Mary, but it is quite likely that Peter has
hepatitis X (to be precise, the certainty value is 0.64).
In our terminology, h; frb; rc; rhXgi is a deductive knowledge base in the
system DFF .
5.4 The Immediate Consequence Operator
Denition 5.9 For any deductive knowledge base hX;Ri, and any Z 2 LKB ,
we dene
TX;R(Z) := Upd(X; fv(Hr) : r 2 RZ & v = Ans(Z;Br)g)
and its cumulative version
TR(Z) := TZ;R(Z)
for which the following iteration sequence can be formed:
X0 = X; X i+1 = TR(X
i) (i  0)
In the case of positive logic programs, one obtains the classical TP -operator:
let hX;Ri be the DKB corresponding to a positive logic program P , i.e. X =
fa j a  ; 2 Pg, and R = fa  A 2 P j A 6= ;g, then for any set of ground
atoms I  At0,
TP (I) = fa j a A 2 [P ] & I j= Ag
as dened by Van Emden and Kowalski in [EK76], is equal to TX;R(I).
Observation 5.5 If Update Synchronicity holds, the xpoints of TR are ex-
actly the KBs closed under R.
Proof: Let Z be a closure, then for any rule r 2 R we have r(Z) = Z. We show
that
Upd(Z; fHr : Z ` Brg) = Z
For every r such that Z ` Br, we have Upd(Z;Hr) = Z. Therefore, by Update
Synchronicity, we get the desired conclusion.
Conversely, if Z is a xpoint of TR, then Upd(Z; fHr : Z ` Brg) = Z.
This clearly implies, by Update Synchronicity, that Upd(Z;Hr) = Z, whenever
Z ` Br. Therefore, Z is closed under R. 2
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Observation 5.6 Fixpoints of TX;R are also xpoints of TR, if Contraction
holds.
Proof: Let Z be a xpoint of TX;R, then we have
Z = TX;R(Z) = Upd(X; fHr : r 2 R & Z ` Brg)
By Contraction we get
Upd(Z;A) = Upd(Upd(X;A); A) = Upd(X;A) = Z
where A = fHr : r 2 R & Z ` Brg. 2
Observation 5.7 If Z is closed under R such that for some A  fHr : r 2
R & Z ` Brg, Z = Upd(X;A), then Z is a xpoint of TX;R, provided that
Update Synchronicity holds.
Proof: Let Z be closed under R such that Z = Upd(X;A) where A  fHr :
r 2 R & Z ` Brg. Let B = fHr : r 2 R & Z ` Brg   A. By Update
Synchronicity, we get
Z = Upd(Z;B) = Upd(Upd(X;A); B) = Upd(X; fHr : r 2 R & Z ` Brg)
and consequently, Z = TX;R(Z). 2
Claim 5.1 Every stable grounded closure of hX;Ri is a xpoint of TX;R and
TR, if Update Synchronicity holds.
Proof: Let Z be a stable closure of hX;Ri. Then for some set of rules fr1; : : : ; rng 
[R],
Z = Upd(X; fHr1; : : : ; Hrng)
By observation 5.7, Z is a xpoint of TX;R. By observation 5.6, Z is also a
xpoint of TR. 2
Denition 5.10 (Stable Immediate Consequence Operator) Let R be
a set of rules, and Z 2 LKB . Then,
SR;Z(X) := X + fv(Hr) : r 2 R[X;Z] & v = Ans(X;Br)g
denes the R,Z-stable immediate consequence operator.
Claim 5.2 Z 2 SGenCl(X;R) i SnR;Z(X) = Z for some n < !.
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5.5 Operational versus Constraint Semantics of
Rules
Traditionally, rules have been interpreted by means of model-theory in a similar
way as conditionals, or even as material implication. Starting with some notion
of a model-theoretic interpretation of formulas, one says that a rule is satised
by an interpretation if it satises its conclusion whenever it satises its premise.
An interpretation is called a model of a set of rules R if it satises all r 2 R. As
usual, one can then dene a formula to be entailed by R, if it is satised by all
(preferred) models of R. In the same spirit can we dene the constraint closure
of a deductive knowledge base.
Denition 5.11 (Constraint Closure) A constraint closure of hX;Ri is a
knowledge base Z  X, such that for all r 2 [R], Z ` Hr whenever Z ` Br,
resp. Ans(Z;Hr)  Ans(Z;Br).
One may ask under which conditions do the constraint closures agree with the
operational closures ?
Observation 5.8 A constraint closure is an operational closure if Vacuity
holds.
Proof: Let Z be a constraint closure of hX;Ri, and let r 2 [R]. It suces to
show that r(Z) = Z. If Z 6` Br, then, by denition, r(Z) = Z. On the other
hand, if Z ` Br, then Z ` Hr, and by Vacuity, r(Z) = Upd(Z;Hr) = Z. 2
Observation 5.9 An operational closure is a constraint closure if Success,
i.e. Upd(KB ; F ) ` F , holds for all F 2 LInput.
Proof: Let Z be an operational closure of hX;Ri, and let r 2 [R] such that
Z ` Br. Then r(Z) = Upd(Z;Hr) = Z, and by Success, Z ` Hr. 2
In general, Success does not hold in knowledge systems because certain incon-
sistency handling mechanisms may neutralize inconsistent inputs. Vacuity and
Success hold, e.g., in A, and therefore our operational semantics of rules agrees
with the constraint semantics of [GL88] in the case of normal logic programs.
For more complex knowledge systems, however, this agreement may be violated.
5.6 Ampliative DKBs
Typical examples of persistent ampliative DKBs are Datalog (i.e. positive logic)
programs. Typical examples of non-persistent ampliative DKBs are normal (or
extended, disjunctive, S5) logic programs where non-persistent operators (e.g.
negation-as-failure or epistemic modalities) are allowed in the premise of a rule
but not in the conclusion.
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Claim 5.3 Every ampliative deductive knowledge base has a grounded closure
if Update Synchronicity holds.
Proof: Let hX;Ri be an ampliative DKB. Set X0 := X. If for all r 2 [R] we have
r(X0) = X0, we set r1 := Id (the identity map). Otherwise we choose r1 2 [R]
such that r1(X0) 6= X0. Assume that (ri)1ik has been constructed. We set
Xk := rk  : : :  r1(X)
If for all r 2 [R] we have r(Xk) = Xk, we set rk+1 := Id. Otherwise we choose
rk+1 2 [R] such that rk+1(Xk) 6= Xk. Since all r 2 [R] are ampliative, (Xk) is
monotonically increasing, and there is a natural number n  card[R] < !, such
that Xn = Xn+1.
It remains to show that Xn is closed under ri for i  n, since it is closed
trivially under all other rules r 2 [R] fr1; : : : ; rng, being not applicable. Clearly,
for every i  n, we have Xi = ri(Xi 1) = Upd(Xi 1; Hri). Therefore, if Xn 6`
Bri, then Xn is trivially closed under ri. Otherwise,
ri(Xn) = ri(Upd(X; fHr1; : : : ; Hrng))
= Upd(Upd(X; fHr1; : : : ; Hrng); Hri)
= Upd(X; fHr1; : : : ; Hrng)
= Xn 2
Thus, the situation of ampliative DKBs is similar to that of normal logic pro-
grams. Although they always have grounded closures, resp. minimal or supported
models, we are rather interested in their stable closures, resp. models. Therefore,
an important question is: under which conditions does an ampliative DKB have
a unique stable closure ? Can we generalize the logic programming notions of
acyclicity [AB90] and stratication [ABW88, Prz88, PP90, BF91] for deductive
knowledge bases ?
5.6.1 Monotonic DKBs
Recall that a deductive knowledge base hX;Ri is monotonic if all rules r 2 R
are monotonic mappings. This is, e.g., the case if Update Monotonicity holds,
and all r 2 R are persistent and ampliative (see observation 5.3).4
For instance, all deductive temporal databases whose rules do not contain
negation, such as p(x)@T  (q(x) _ 9yr(x; y))@T ^ p(x)@2, are monotonic.
Claim 5.4 A monotonic DKB has at most one grounded closure which is its
least closure.
4Notice that we do not require in this section that the KS is monotonic, but only that the
DKB is monotonic.
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Proof: Assume that X̂ = rn  : : :  r1(X) is a grounded closure of hX;Ri. Let Z
be any deductive closure of hX;Ri. Since r1 is monotone, we get
r1(X)  r1(Z) = Z
It is obvious that we can get
rk  : : :  r1(X)  Z
for every k  n in this way. Consequently, X̂  Z. 2
5.6.2 Persistent Ampliative DKBs
Recall that persistent ampliative DKBs are monotonic if Update Monotonicity
holds. If a knowledge system violates Update Monotonicity, such as Bmi, rules
may be nonmonotonic even if they are persistent and ampliative.
Let R be persistent, and Z1 and Z2 be two xpoints of TX;R, such that
Z1  Z2. Because of Persistence, Z1 ` Br implies that Z2 ` Br. Therefore,
fHr : r 2 R & Z1 ` Brg  fHr : r 2 R & Z2 ` Brg
and consequently, provided that Update Synchronicity holds,
Z2 = Upd(X; fHr : r 2 R & Z2 ` Brg)
= Upd(X; fHr : Z1 ` Brg [ fHr : Z2 ` Br & Z1 6` Brg)
= Upd(Upd(X; fHr : Z1 ` Brg); fHr : Z2 ` Br & Z1 6` Brg)
= Upd(Z1; fHr : Z2 ` Br & Z1 6` Brg)
Claim 5.5 If Update Synchronicity holds, and R is persistent and ampliative,
the operator TX;R is monotone.
Proof: Let Z1  Z2. Because all premises of R are persistent we have
fHr : r 2 R & Z1 ` Brg  fHr : r 2 R & Z2 ` Brg
which implies
TX;R(Z2) = Upd(X; fHr : r 2 R & Z2 ` Brg)
= Upd(TX;R(Z1); fHr : r 2 R & Z2 ` Br & Z1 6` Brg)
Since all conclusions of R are ampliative, we get TX;R(Z1)  TX;R(Z2). 2
Claim 5.6 Any grounded closure of a persistent ampliative DKB is stable.
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Proof: Let Z = rn: : :r1(X) be a grounded closure of a persistent and ampliative
DKB hX;Ri. Abbreviating Xj := rj  : : :  r1(X), we can assume that, without
loss of generality, for every j < n, we have Xj ` Brj+1. Clearly, this implies that
Xj+1 = Upd(Xj; Hrj) = X +Hr1 + : : :+Hrj
Since all inputs Hrj are ampliative, we get Xj  Xi for all i  j. Because all
premises Brj are persistent, Xj ` Bri, for all i  j. 2
Assume that r1 and r2 are ampliative and persistent, and Z ` Bri for i = 1; 2.
If Update Synchronicity holds, we get
r1  r2(Z) = r2  r1(Z) = Upd(Z; fCr1; Cr2g)
Therefore, we conclude that if the rules (ri)1in are ampliative and persistent,
and Z ` Bri for 1  i  n, then the order in which the rules are applied to
compute rn  : : :  r1(Z), is not important. Therefore, under the assumption of
Update Synchronicity, if hX;Ri is ampliative and persistent and
R0  RZ := fr 2 R : Z ` Brg
we can write R0(Z) for the composition of all the rules in R0 applied to Z without
specifying the order in which these rules are applied. Moreover we have R0(Z) =
Upd(Z; fHr : r 2 R0g).
Since for a persistent and ampliative DKB hX;Ri the operator TX;R is mono-
tone, the corresponding xpoint set Fix(TX;R) is a complete sublattice. Hence
there exists a least xed point of TX;R denoted X̂. The general theory implies
that
X̂ = limT iX;R(X)
It is easy to show then, under the assumption of Update Synchronicity, that the
iterates of TX;R are equal to the iterates of TR, i.e. for every i we have




First notice that by denition, TX;R(X) = TR(X) = X
1. We want to prove that
X i+1 = Upd(X; fHr : X i ` Brg). Let us show it for i = 2. We have X  X1
(because of ampliativity), then if X ` Br, we have X1 ` Br. Hence
X2 = TR(X
1) = Upd(X1; fHr : X1 ` Brg)
= Upd(Upd(X; fHr : X ` Brg); fHr : X1 ` Brg)
= Upd(X; fHr : X ` Brg [ fHr : X1 ` Brg)
= Upd(X; fHr : X1 ` Brg)
= TX;R(X
1)
since fHr : X ` Brg  fHr : X1 ` Brg. In the general case the proof is
identical using the fact that the sequence X i is monotone. Consequently, we get
the following:
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Claim 5.7 Let hX;Ri be a persistent ampliative DKB. Then, if Update Syn-
chronicity holds,
X̂ = limT iX;R(X) = limX
i = supX i
One may ask if there is a relationship between X̂ and the grounded closures.
The answer is given by the following result.
Claim 5.8 In a knowledge system satisfying Update Synchronicity and where
the information ordering is a partial order, any grounded closure of a persistent
ampliative DKB is equal to X̂. Therefore every persistent ampliative DKB has
a unique grounded closure.
Proof: Let Z be a grounded closure of a persistent ampliative DKB hX;Ri. We
know that Z is stable. Let
Z = rn  : : :  r1(X) = Upd(X; fHr1; : : : ; Hrng)
with Z ` Bri for every i  n. Since Z is stable, Z is a xpoint of TX;R.
Therefore we have X̂  Z. We have to prove that Z  X̂. Since X ` Br1 and
X1 = Upd(X; fHr : X ` Brg), then r1(X)  X1. Using the properties of the
sequence X i, it is easy to show that
rk  : : :  r1(X)  Xk
for every k  n. Therefore, Z  X̂ 2.
Notice that X̂ is not the least closure, in general. However if the rules are
monotone, it is the least closure.
5.6.3 Monotonic Ampliative DKBs
Observation 5.10 The composition of two monotonic ampliative mappings
r1 and r2 will always provide an upper bound for both of them: r1  r2  r1; r2,
resp.
r1(r2(X))  ri(X) for all X 2 LKB , and i = 1; 2
Proof: Because r1 is ampliative, r1(r2(X))  r2(X). It remains to show that
r1(r2(X))  r1(X). If r2 is not applicable, then r1(r2(X)) = r1(X)  X =
r2(X). Otherwise, since r2 is ampliative, r2(X)  X, and by monotonicity,
r2(X)  X ) r1(r2(X)  r1(X) 2
Therefore, the set of all compositions of rules from a monotonic ampliative rule
set R is a directed set. This can be used, under the further assumption of
continuity, to apply Scott's theory of continuous lattices [Sco72] in order to obtain
the intended closure of hX;Ri, as proposed in [Bel77]. We are, however, more
interested here to study the existence of intended closures under assumptions
weaker than continuity.
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Claim 5.9 A monotonic ampliative DKB has a unique grounded closure which
is the least closure.
Proof: Let hX;Ri be a monotonic ampliative DKB. Since the rules are amplia-
tive, there exists a grounded closure X̂. Let Z be a closure such that X  Z.
Then for any rule r we have r(X)  r(Z) = Z. Therefore, we have X̂  Z. 2
We do not know whether X̂ is stable. It is clear that X̂ is the least xpoint
of TR since the xpoints of TR are exactly the closures. But we do not know
whether X̂ is the least xpoint of TX;R. Notice that in this case it is unclear
whether TX;R is monotone while it is obvious for TR. Therefore, we have two
theories: one for persistent ampliative DKBs and the other one for monotonic
ampliative DKBs. They can be combined in the case of persistent ampliative
DKBs of a knowledge system satisfying Update Monotonicity.
5.7 Non-Ampliative DKBs
Little is known on non-ampliative DKBs. And it does not seem to be clear
whether non-ampliative deduction rules can be useful at all in knowledge repre-
sentation (whereas it is obvious that action rules may be non-ampliative). We
only discuss some examples.
Example 17 (Reductive Rules) Rules inDA can have weakly negated con-
clusions, representing reductive inputs. For instance, we could have r1 = :q  p,
r2 = s  p, and R = fr1; r2g. If applied to X = fpg, we obtain R(X) = fp; sg.
The non-ampliative rule r1 is redundant in this case: R(X) = r2(X). On the
other hand, certain non-ampliative DKBs with reductive rules, like
hX;Ri = hfp; qg; f:q  pgi
do not have any closure, and are in this sense unsatisable. Reductive rules,
therefore, do not seem to make sense in deductive knowledge bases: either they
are redundant, or unsatisable.
5.8 Conclusion
The framework of deductive knowledge systems allows the formulation of a gen-
eral theory of (possibly nonmonotonic) rules. We have classied certain im-
portant cases of deductive knowledge bases and presented some results on the
existence of closures for them. Although several problems had to be left open,
we hope to contribute to the theoretical foundations of new extensions of logic
programming and deductive database systems.
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Chapter 6
Reagents
6.1 Reaction and Interaction Rules
Reaction rules encode the behavior of an agent in response to perception events
created by the agent's perception subsystems, and to communication events cre-
ated by communication acts of other agents. We distinguish between epistemic,
physical and communicative reaction rules, and call the latter interaction rules.
LPEvt and LCEvt denote the perception and communication event languages, and
LEvt = LPEvt [ LCEvt. The following table describes the dierent reaction rule
formats:
epistemic E  recvMsg["; S]; Cond
physical do(); E  recvMsg["; S]; Cond
communicative sendMsg[; R]; E  recvMsg["; S]; Cond
where " 2 LEvt represents a perception or a communication event created by
some perception subsystem of the agent or by another agent identied by S, and
thus the event condition recvMsg["; S] is a test whether the event queue of the
agent contains the message " sent by S. Both perception and communication
events will be represented by incoming messages.1
In general, reactions are based both on perception and on knowledge. Im-
mediate reactions do not allow for deliberation. They are represented by rules
with an empty epistemic premise, i.e. Cond = true. Timely reactions can be
achieved by guaranteeing fast response times for checking the precondition of
a reaction rule. This will be the case, for instance, if the precondition can be
checked by simple table look-up (such as in relational databases and factbases).
It will be more dicult in knowledge systems with deduction rules (e.g. deductive
databases).
1In a robot, for instance, appropriate perception subsystems, operating concurrently, will
continuously monitor the environment and interpret the sensory input. If they detect a relevant
event pattern in the data, they report it to the knowledge system of the robot in the form of
a perception event message.
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Notice that we identify a communication act with the corresponding com-
munication event which is perceived by the addressee of the communication
act.Typically, the set of possible communication acts includes telling, asking, re-
plying, and more. As noted in [Pei76], dierent communication acts (also called
`speech acts' in the literature) may have the same propositional content:
One and the same proposition may be armed, denied, judged, doubted,
inwardly inquired into, put as a question, wished, asked for, eectively
commanded, taught, or merely expressed, and does not thereby become a
dierent proposition.
6.1.1 Example: An Elevator as a Reagent
In order to describe an elevator as a purely reactive agent we use three ac-
tion types: LAct = fmvup;mvdown; haltg; and two perception event types:
LPEvt = freqTo(x); arrAt(x)g. Since there is no need for inter-agent commu-
nication, LCEvt = ;. Whenever the elevator, while moving up or down, arrives
at some oor k, this is signalled by the environment as the perception event
arrAt(k). Whenever the elevator is requested to serve oor k, signalled by the
event reqTo(k), this will be recorded in the KB by means of the uent req(k).
The state of the elevator is described by means of the uents at(x), up(x), and
down(x), i.e. predicates representing the information that the elevator is cur-
rently halting at oor x, moving upwards from oor x, or moving downwards
from oor x.
The behavior of the elevator can be specied by means of the following reac-
tion rules:
r1 : do(mvup); req(x) ^ :at(y) ^ up(y)
 recvMsg[reqTo(x)]; at(y) ^ x > y ^ x < topfloor
r2 : do(mvdown); req(x) ^ :at(y) ^ down(y)
 recvMsg[reqTo(x)]; at(y) ^ x < y ^ x > 0
r3 : up(x) ^ :up(x  1)
 recvMsg[arrAt(x)]; req(y) ^ x < y ^ x < topfloor
r4 : down(x) ^ :down(x + 1)
 recvMsg[arrAt(x)]; req(y) ^ y < x ^ x > 0
r5 : do(halt); at(x) ^ :req(x) ^ :up(x  1) ^ :down(x+ 1)
 recvMsg[arrAt(x)]; req(x)
Notice that for this simple elevator system we do not have to distinguish between
the request made by pushing the button in the elevator in order to move it to the
target oor, and the request made by someone waiting for the elevator to come
to his oor. In both cases, since this type of elevator has no recording facility,
requests are only accepted if the elevator is currently halting at some oor. Notice
also that the behavior of the elevator does not depend on its knowledge about
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moving up or down because it completely relies on the signals arrAt(x) from the
environment. We have included the up and down information in the epistemic
eects of the reaction rules, however, in order to be able to prove below the
correctness of this specication which requires to make the interaction with the
environment explicit.
Assuming the initial situation X0 = fat(3)g and an incoming request from
the fth oor, i.e. recvMsg[reqTo(5)], we get in the rst step
X1 = _r1(X0) = freq(5); up(3)g
and the elevator is moving upwards. When it arrives at the fourth oor, arrAt(4)
is signalled, and the reaction rule r3, causing the continuation of moving up, is
applicable
X2 = _r3(freq(5); up(3)g) = freq(5); up(4)g
Finally, the fth oor is reached, i.e. recvMsg[arrAt(5)] holds, and r5 is applicable:
X3 = _r5(freq(5); up(4)g) = fat(5)g
6.1.2 Verifying the Elevator Specication
We might want to prove that the elevator specication is correct in the sense that
every service request when the elevator is idle will be served. This means that
we have to show that for any k and any m with 0  k;m  topfloor, the event
reqTo(k) leads to at(k), if at(m) holds. The latter condition requires that the
elevator must currently be halting, i.e. idle, at some oor. Let X0 = fat(m)g,
and let recvMsg[reqTo(k)] hold. Since the assertion holds trivially for k = m
we may assume that k 6= m. Thus, in the rst step either r1 or r2 is triggered
yielding either of the states X1 = freq(k); up(m)g, or X1 = freq(k); down(m)g.
It suces, therefore, to prove that whenever req(k)^ (up(m)_ down(m)) holds,
this leads (in nite time) to a state where at(k) holds.
We assume that the environment behaves reasonably, i.e. that whenever the
elevator is moving up or down, after some time it will receive the signal (in the
form of an incoming message) that it has arrived at the next oor from the
environment.
Proof by induction on jk   mj: Let jk  mj = 1. If k = m + 1, then X1 =
freq(m+1); up(m)g, and the elevator is moving upwards. Since by assumption,
up(x) leads to recvMsg[arrAt(x+1)], the message arrAt(m+1) will be received.
This triggers r5 and leads to X2 = fat(k)g. Likewise, if k = m   1, i.e. X1 =
freq(m  1); down(m)g, the elevator is moving downwards. After some time the
event arrAt(m 1) will be signalled. This triggers r5, and leads to X2 = fat(k)g.
Now assume that the specication is correct for jk   mj = n  1, and let
jk  mj = n + 1. If k > m, we have X1 = freq(k); up(m)g, and the elevator is
moving upwards. After some time the event arrAt(m+1) is signalled, triggering
r3, and yielding X2 = freq(k); up(m + 1)g. By the induction hypothesis, since
jk   (m + 1)j = n, this leads to Xn+2 = fat(k)g. An analogous argument holds
for k < m. 2
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6.1.3 Example: Communicating Elevators
In the communicating elevator scenario, we assume that two elevators a and b
operate in the same shaft and must not collide. For simplicity, we shall consider
the case with three oors. Elevator a serves oors 1 and 2, while elevator b serves
oors 2 and 3, and hence the critical zone is oor 2. The states of the elevators
are described by means of the indexical uents at(x), up(x), and down(x), i.e.
indexical predicates representing the information that the resp. elevator is cur-
rently halting at oor x, moving upwards from oor x, or moving downwards
from oor x.
In addition to perception events, LPEvt = freqTo(x); arrAt(x)g, we now also
have communication events in order to avoid collisions and deadlocks. The ele-
vators use two communication acts for coordination: requesting the permission to
approach, and granting the permission, expressed by LCEvt = freqPerm; grPermg.
A special uent turn(x) controls whose turn it is when both want to go to oor
2 at the same time. We assume that initially turn(a) holds for both elevators.
This leads to the following specication, including a coordination protocol.
The behavior of elevator a is specied by the rules a1; : : : ; a10, while that of
elevator b is specied by the dual rules b1; : : : ; b10. If a is at(1) and receives a
request to serve oor 2, it records the service request, and asks b for permission
to go to oor 2; likewise if b is at(3), and receives a request to serve oor 2:
a1 : sendMsg[reqPerm; b]; req(2)  recvMsg[reqTo(2)]; at(1) ^ :req(2)
b1 : sendMsg[reqPerm; a]; req(2)  recvMsg[reqTo(2)]; at(3) ^ :req(2)
If a receives a request from b to give permission for oor 2, and a is at(1) and
has not itself received a request to serve oor 2, or a moves down from oor 2,
it grants the requested permission; likewise, in the case of b:
a2 : sendMsg[grPerm; b]  recvMsg[reqPerm; b]; (at(1) ^ :req(2)) _ down(2)
b2 : sendMsg[grPerm; a]  recvMsg[reqPerm; a]; (at(3) ^ :req(2)) _ up(2)
If a receives a request from b to give permission for oor 2, and a is at(1) and has
itself received a request to serve oor 2, but it is b's turn, it grants the permission
to b and changes the turn uent so that in the next competition for oor 2 it will
be a's turn (and dually for b):
a3 : sendMsg[grPerm; b]; turn(a) ^ :turn(b)
 recvMsg[reqPerm; b]; at(1) ^ req(2) ^ turn(b)
b3 : sendMsg[grPerm; a]; turn(b) ^ :turn(a)
 recvMsg[reqPerm; a]; at(3) ^ req(2) ^ turn(a)
If a receives a request from b to give permission for oor 2, and a is at(1) and
has itself received a request to serve oor 2, and it is indeed a's turn, it records
the request in order to keep in mind that it has to be answered later on (when
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leaving the critical zone), and it changes the turn uent:
a4 : permreq(b) ^ turn(b) ^ :turn(a)
 recvMsg[reqPerm; b]; at(1) ^ req(2) ^ turn(a)
b4 : permreq(a) ^ turn(a) ^ :turn(b)
 recvMsg[reqPerm; a]; at(3) ^ req(2) ^ turn(b)
If a is at(2) or moving up from 1 to 2 when requested for permission, it is not
able to grant permission but only to record the request for a later answer:
a5 : permreq(b)  recvMsg[reqPerm; b]; at(2) _ up(1)
b5 : permreq(a)  recvMsg[reqPerm; a]; at(2) _ down(3)
If a is granted the permission by b to go to 2 when at(1) with a pending service
request req(2), it moves up:
a6 : do(mvup); up(1) ^ :at(1)  recvMsg[grPerm; b]; at(1) ^ req(2)
b6 : do(mvdown); down(3) ^ :at(3)  recvMsg[grPerm; a]; at(3) ^ req(2)
If a or b receives a service request when at(2), it can immediately depart:
a7 : do(mvdown); req(1) ^ down(2) ^ :at(2)  recvMsg[reqTo(1)]; at(2)
b7 : do(mvup); req(3) ^ up(2) ^ :at(2)  recvMsg[req(3)]; at(2)
If a or b receives a service request when at(2), while there is a pending permission
request, it grants permission:
a8 : sendMsg[grPerm; b]; :permreq(b)  recvMsg[req(1)]; at(2) ^ permreq(b)
b8 : sendMsg[grPerm; a]; :permreq(a)  recvMsg[reqTo(3)]; at(2) ^ permreq(a)
Finally, if a or b has reached the oor for which it has a pending service request,
it halts and updates its KB accordingly:
a9; b9 : do(halt); at(x) ^ :req(x) ^ :up(x  1)
 recvMsg[arrAt(x)]; req(x) ^ up(x  1)
a10; b10 : do(halt); at(x) ^ :req(x) ^ :down(x + 1)
 recvMsg[arrAt(x)]; req(x) ^ down(x+ 1)
In order to guarantee fairness of the system, we have to assume that whenever
one of the elevators is at(2) there will eventually be a request causing it to depart
from oor 2. This could be achieved by appropriate timeouts, for instance.
6.1.4 Incomplete and Inconsistent Information
In all elevator examples we have tacitly used the knowledge systemA of relational
databases. This was sucient for the simple forms of elevator knowledge where
we do not have to deal with incomplete information. The following example
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a1 : sM[reqPerm; b]; req(2)  rM[reqTo(2)]; at(1) ^ :req(2)
b1 : sM[reqPerm; a]; req(2)  rM[reqTo(2)]; at(3) ^ :req(2)
a2 : sM[grPerm; b]  rM[reqPerm; b]; (at(1) ^ :req(2)) _ down(2)
b2 : sM[grPerm; a]  rM[reqPerm; a]; (at(3) ^ :req(2)) _ up(2)
a3 : sM[grPerm; b]; turn(a) ^ :turn(b)  rM[reqPerm; b]; at(1) ^ req(2) ^ turn(b)
b3 : sM[grPerm; a]; turn(b) ^ :turn(a)  rM[reqPerm; a]; at(3) ^ req(2) ^ turn(a)
a4 : permreq(b) ^ turn(b) ^ :turn(a)  rM[reqPerm; b]; at(1) ^ req(2) ^ turn(a)
b4 : permreq(a) ^ turn(a) ^ :turn(b)  rM[reqPerm; a]; at(3) ^ req(2) ^ turn(b)
a5 : permreq(b)  rM[reqPerm; b]; at(2) _ up(1)
b5 : permreq(a)  rM[reqPerm; a]; at(2) _ down(3)
a6 : do(mvup); up(1) ^ :at(1)  rM[grPerm; b]; at(1) ^ req(2)
b6 : do(mvdown); down(3) ^ :at(3)  rM[grPerm; a]; at(3) ^ req(2)
a7 : do(mvdown); req(1) ^ down(2) ^ :at(2)  rM[reqTo(1)]; at(2)
b7 : do(mvup); req(3) ^ up(2) ^ :at(2)  rM[req(3)]; at(2)
a8 : sM[grPerm; b]; :permreq(b)  rM[req(1)]; at(2) ^ permreq(b)
b8 : sM[grPerm; a]; :permreq(a)  rM[reqTo(3)]; at(2) ^ permreq(a)
a9; b9 : do(halt); at(x) ^ :req(x) ^ :up(x  1)
 rM[arrAt(x)]; req(x) ^ up(x  1)
a10; b10 : do(halt); at(x) ^ :req(x) ^ :down(x+ 1)
 rM[arrAt(x)]; req(x) ^ down(x+ 1)
Table 6.1: Two elevators in a shaft.
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illustrates the use of SL-factbases for domains where incomplete and inconsistent
information has to be processed.
We show how the possible dierence in the epistemic weight between a piece of
information conveyed by inter-agent communication, and one obtained through
perception may be captured in a SL-factbase. While the former is balanced
against other incompatible information, the latter overrides incompatible infor-
mation. The following rules express the epistemic reactions to the communication
event tell and to the perception event observed :
r1 : F :Sender  recvMsg[tell(F ); Sender ]
r2 : F :vision  recvMsg[observed(F ); vision]
We consider the following scenario. There are three agents: 007, his British
secretary (s), and special agent Cooper (C). Cooper considers 007 as a pretty
consistent liar, and consequently assigns a negative reliability degree to him:
(007) =  0:5. 007 knows that both his secretary and Cooper are truthful and
very reliable, and consequently assigns (C) = (s) = 0:9. Both Cooper and 007
consider their visual perceptions as completely reliable: (vision) = 1.
Being busy with the dicult `Yale shooting problem', Cooper is is told by
007 that the turkey (t) is dead, leading to the following update of Coopers initial
knowledge base X0C = ;:
X1C = Upd(X
0
C ; dead(t) : 007) = fdead(t) : 007g;
Initially, Cooper does not know whether the turkey is dead, i.e. Ans(X0C ; dead(t)) =
unknown, but now, since he reckons with the fact that 007 frequently lies, he be-
liefs that the turkey is probably not dead:
Ans(X1C ; dead(t)) = yes :  0:5
And indeed, Cooper manages the same day to observe the turkey near the main
university building and updates his KB accordingly:
X2C = Upd(X
1
C ;:dead(t) : vision) = f:dead(t)g
Ans(X2C ; dead(t)) = no
Meanwhile 007 has been told by his secretary that the turkey is dead:
X1007 = Upd(;; dead(t) : s) = fdead(t) : sg
Ans(X1007; dead(t)) = yes : 0:9




007;:dead(t) : C) = fdead(t) : s; :dead(t) : Cg
Ans(X2007; dead(t)) = yes-and-no : 0:9
since both his secretary and Cooper have the same credibility for him.
This concludes our discussion of reasoning with incomplete and possibly in-
consistent information. We now dene the formal concept of a reagent, i.e. a
purely reactive vivid agent.
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6.2 Specifying Reagents
In our model, a reagent A = hX;EQ;RRi on the basis of a knowledge system
K = hLKB ; `; LQuery; Upd; LInput i, and event and action languages LPEvt,
LCEvt, and LAct consists of
(X) a knowledge base X 2 LKB ,
(EQ) an event queue EQ being a list of instantiated event expressions from L0Evt,
and
(RR) a set RR  (LCEvt[LAct)LInputLEvtLQuery of reaction rules, consisting
of epistemic and physical reaction and interaction rules which code the
reactive and communicative behavior of the agent.2
A multi-reagent system (MRS) is a tuple of reagents:
S = hA1; : : : ;Ani
The state of a reagent Ai consists of its knowledge state Xi and its event queue
EQi, i.e. it is a pair Ai = hXi; EQii. The global state S of a MRS is the
corresponding tuple of agent states: S = hA1; : : : ; Ani.
We use the Prolog style list notation for event queues: EQ = ["jRestQ ], where
the head of the list, " = head(EQ), denotes the current event, and RestQ =
tail(EQ) denotes the tail of EQ. We write EQ1 +EQ2 for the concatenation of
EQ1 and EQ2, and EQ+ " instead of EQ + ["].
6.3 Operational Semantics of Reaction Rules
The operational semantics of reaction rules
E  rM["(U); S]; C
do[(V )]; E  rM["(U); S]; C
sM[(V ); R]; E  rM["(U); S]; C
where U and V are suitable lists of parameters, and rM (and sM) abbreviate
sendMsg (and recvMsg), is dened in two steps. First, it has to be dened how
reaction rules are triggered by events leading to a set of corresponding action
rules (without an event condition). Then, it has to be dened how such a set of
action rules is executed, i.e. how it changes the system state.
The concurrent execution of a consistent set of action rules A in the knowledge
state X yields the update
A(X) = Upd(X; fE : (E  C) 2 _A & X ` Cg)
2We assume that RR is a consistent encoding of reactive behavior in the sense that whenever
a set of reaction rules is triggered by an event, the resulting actions are compatible with each
other, i.e. the epistemic eects associated with them do not cancel out each other.
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where _A = f _r : r 2 Ag, and  is any substitution instantiating all free variables
of C. In addition, we need the set of all communication events created by a set
of action rules A which are applicable in X, and addressed to agent j
CEj(A;X) = f(V ) : (sM[(V ); R]; E  C) 2 A & X ` C & R = jg
We can now dene the concurrent execution of a set of actions by agent Ai
as the application of the corresponding set of action rules A to the MRS state
hA1; : : : ; Ani at component i:
A(i; hA1; : : : ; Ani) = hA01; : : : ; A0ni
where
A0i = hA(Xi); EQi + CEi(A;Xi)i
A0j = hXj; EQj + CEj(A;Xi)i (j 6= i)
We assume here that the set of concurrent communication events resulting from a
reaction is serializable in the sense that the order of their arrival at an event queue
does not matter. If A is a singleton, A = frg, we simply write r(i; hA1; : : : ; Ani)
instead of A(i; hA1; : : : ; Ani).
Given a set of reaction rules RR, the set of action rules triggered by the event
h"(u); si is denoted RR"(u);s, where
RR"(u);s = fA;E  C : (A;E  rM["(U); S]; C) 2 RR
& u = U0 &  = 0 [ fS=sgg
and A stands for a physical or communicative action, i.e. A = do[(V )], or
A = sM[(V ); R]. Referring to a specic agent i with reaction rule set RRi,
we write RREvti instead of (RRi)
Evt.
Finally, the concurrent execution of all reactions of agent i triggered by an
event Evt = h"(u); si corresponds to a transition of S, denoted React(i; S), which
is given by the application of the set of action rules RREvti at component i:
React(i; S) = React(i; h: : : ; hXi; [EvtjRestQ ]i; : : :i)
= RREvti (i; h: : : ; hXi; RestQi; : : :i)
In the case of a single-reagent system A, with state A = hX;EQi, we omit
subscripts and simply write React(A).
Example 18 In the reactive elevator example above, the reactive behavior is
specied by RR = fr1; : : : ; r5g, yielding the following transitions:
React(fat(3)g; [reqTo(5)]) = hRRreq(5)(fat(3)g); []i
= h _r1(fat(3)g); []i = hfreq(5); up(3)g; []i
React(freq(5); up(3)g; [arrAt(4)]) = hRRarrAt(4)(freq(5); up(3)g); []i
= h _r3(freq(5); up(3)g); []i = hfreq(5); up(4)g; []i
React(freq(5); up(4)g; [arrAt(5)]) = hRRarrAt(5)(freq(5); up(4)g); []i
= h _r5(freq(5); up(4)g); []i = hfat(5)g; []i
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6.4 Dening the Execution of Reagents by Meta-
Programming
Kowalski, in [Kow95], has proposed to use the formalism of meta-logic program-
ming to dene \the observation-thought-action cycle of an agent that combines
the ability to perform resource-bounded reasoning, which can be interrupted and
resumed any time, with the ability to act when it is necessary". We make use
of several of Kowalski's suggestions, in particular his inferability meta-predicate
demo, and his update meta-predicate assimilate, from [Kow79]. Notice, however,
that in our treatment these meta-predicates are based on our knowledge system
concepts, allowing for various degrees of expressiveness and various kinds of logi-
cal inference, and are therefore more general than in Kowalski's proposal. While
the treatment of actions in [Kow95] is based on the event calculus of [KS86], we
propose the more operational formalism of action and reaction rules.
We propose the following cycle procedure as a Prolog-style meta-logic speci-
cation of a reagent:
cycle( KB)
 newEvent( Evt),
ndall( ActE, (reaction(ActE,Evt,Cond), demo(KB,Cond)), ActEs),
perform( ActEs, KB, KB0),
cycle( KB0).
perform( [], KB, KB).
perform( [Act/E j ActEs], KB, KB0)
 execute( Act),
assimilate( E, KB, KB1),
perform( ActEs, KB1, KB0).
execute( noAct). % EPISTEMIC ACTION = only assimilate
execute( do(Act)) % PHYSICAL ACTION
 call( Act).
execute( send(Msg,To)) % COMMUNICATIVE ACTION
 pvm send( To, 1, Msg). % implemented in PVM-Prolog
Here, reaction rules are represented as triples hAct=E ;Evt ;Condi in the table
reaction. A null action noAct is used to represent epistemic actions as noAct/E.
An incoming event message Evt is popped from the message queue, and subse-
quently matched with suitable reaction rules. If the precondition Cond of a rule
matching Evt holds in the current knowledge state, expressed by demo( KB,
Cond), the epistemic eect E associated with the action Act is assimilated into
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the knowledge base, the physical or communicative action Act is performed by
means of appropriate procedure calls, and cycle starts over with the updated
knowledge base KB 0. The demo and assimilate meta-predicates are formally
related to our knowledge system concepts of inference and update:
demo(KB ;Cond) :() KB ` Cond
assimilate(E ;KB ;KB 0) :() KB 0 = Upd(KB ;E )
6.5 Reagent Systems as Transition Systems
Assuming the principle of nondeterministic interleaving of (possibly concurrent)
state changing events, the temporal behavior of a MRS can be described by
means of a labelled transition system, where we have two kinds of transitions
transforming a state S = hA1; : : : ; Ani with Ai = hXi; EQii:
(Perception) An incoming message " representing a perception event from per-
ception subsystem j, and received by agent i, yields the transition S
i;";j ! S 0,
where S 0 = S, except that EQ0i = EQi + h"; ji.
(Reaction) A reaction of agent i in response to an event Evt = head(EQi)
yields the transition S
i;RREvti ! S 0, where S 0 = React(i; S). If the only
applicable reaction rule of the triggered rule set RREvti is r, we simply
write S
i;r ! S 0.
Notice that we assume that all transitions are atomic. That is, once an agent is
getting involved in a transition, other agents cannot inuence the transition or
observe intermediate points of it. In combination with the interleaving principle
this implies that the simultaneous execution of actions is serializable in the fol-
lowing sense: if two elementary actions 1 and 2 are executed concurrently, then
the net eect is either that of 1 followed by 2, or 2 followed by 1. The gain
of the interleaving assumption consists in the reduction of the number of possible
execution histories to consider in correctness proofs. In general, however, there
may be agent programs which cannot be serialized.
Denition 6.1 (Execution History) An execution history of a MRS S is
a chain of state transitions S0
0 ! S1 1 ! : : :, where each i corresponds to one
of the transitions listed above. A history can be nite or innite. By denition, a
nite history ends in a state. The set of all histories of S is denoted by Hist(S).
The states Si are linearly ordered in a history H 2 Hist(S). We write S 2 H if
S occurs in H, i.e. if S = Si for some i  0. We write S  S 0, if S = Si, S 0 = Sj,
and i  j.
Denition 6.2 (Enabled Reagent) We say that a reagent Ai is enabled if
its event queue is nonempty, EQi 6= [].
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Denition 6.3 (Fairness) A nite history of a multi-reagent system S is
called fair,3 if in its nal state no reagent is enabled. An innite history H of
S is called fair, if for all reagents Ai, either H contains an innite number of
Ai-reaction transitions, or it contains an innite number of states where Ai is
not enabled.
We denote the set of all fair histories of S by FHist(S).
6.6 Assertional Reasoning
Assertional reasoning about multi-agent systems allows to specify and prove
safety and progress properties of such systems. As concurrent systems, multi-
agent systems are much more complex, and harder to understand, than sequen-
tial programs. We show that the method of assertional reasoning, originally
developed for sequential programs by Floyd, Hoare, and Dijkstra, can be used
to analyze the dynamics of multi-agent systems.
Denition 6.4 (S-Queries) Let S be a MRS, and let L0 = fBiF : F 2
LQueryg [ frMi["] : " 2 LEvtg. Then, LSQ = L0(:;^;_) denotes the set of S-
query formulas.
Inference for S-queries on the basis of a state S = hA1; : : : ; Ani with Ai =
hXi; EQii, is dened as follows.
S ` BiF i Xi ` F
S ` :BiF i Xi 6` F
S ` rMi["] i " = head(EQi)
S ` :rMi["] i " 6= head(EQi)
Denition 6.5 (Hoare Triples) Let  be a transition of S, and let ;  2
L0SQ be S-queries. A Hoare triple has the form fg , and the following meaning:
for any state S, if S ` , then (S) `  , where (S) is the state obtained by
applying the transition  to S.
In order to be able to prove correctness assertions with respect to a behavior
specication, we dene two operators Inv, and ;, which represent a fragment
of temporal logic.4 Assertions about multi-reagent systems refer only to fair
histories.
Denition 6.6 (Invariance and Leads-To Assertions) Let H 2 Hist(S),
and let ;  2 L0SQ. We say that H satises the invariance assertion Inv(),
symbolically H j= Inv(), i for all S 2 H, S ` . We say that H satises the
3This is sometimes also called weak fairness as opposed to a stronger notion of fairness
which we shall not consider.
4See [MP92], where 2 corresponds to Inv(), and 2(  3 ) corresponds to ;  .
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leads-to assertion ;  , symbolically H j= ;  , if for all states S 2 H with
S ` , there is a later state S 0 2 H, S  S 0, such that S 0 `  . An assertion  is
entailed by S, symbolically S j= , if for all fair histories H 2 FHist(S), H j= .
Denition 6.7 (Multi-Reagent Domain Description) A multi-reagent do-
main description consists of a MRS specication S, and a set of assertions 
expressing assumptions about the environment of the agents. Such a domain de-
scription entails an assertion , if  is satised by all fair histories of S satisfying
. Formally,
S; j=  :() for all H 2 FHist(S), if H j= , then H j= .
We briey state the soundness of several basic proof rules for assertional reason-
ing.
Claim 6.1 (INV) Let S be a MRS, such that S0 = hA01; : : : ; A0ni, with initial
states A0i = hX0i ; EQ0i i. Then, S j= Inv(), if S0 ` , and for every transition 
of S, it holds that fg.
Claim 6.2 (LT1) S j= ;  , if fg holds for every transition  of S.
Further proof rules, such as the following, allow to infer leads-to assertions from
other assertions:
(Transitivity)
;  ;  
;  
(Left-Or)
;   ; 
 _  ; 
For a comprehensive discussion of such rules, see [MP92].
The following rule for proving leads-to assertions by wellfounded iteration of
other proof rules is also well-known from the literature.5
Claim 6.3 (LT2) Let hW;<i be a wellfounded ordering. Then, S j= ;  ,
if
(i) S j= ;  _ (m) for some m 2 W
(ii) S j= (m);  _ (n) for some n < m
6.7 Examples of Verication
Suppose we want to prove that the single elevator system A from 4.1, with
A0 = hX0; EQ0i = hfat(m)g; []i, never attempts to move downwards from the
ground oor. This safety property can be expressed by the following invariance
assertion.
Observation 6.1 A j= Inv(:down(0)).
5See, e.g., [Sha93].
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Proof: Obviously, A0 ` :down(0). It remains to show for every reaction rule ri
(i = 1; : : : ; 5), that :down(0) frig :down(0). Since A ` :down(0) i down(0) 62
X, we have to show that down(0) 62 X implies down(0) 62 ri(X). This is obvious
for r1, r3, and r5, since these transitions do not add any information about down.
Suppose that down(0) 2 r2(X), implying that for some x,
A ` rM[reqTo(x)] ^ x < 0 ^ x > 0
which is a contradiction. Finally, suppose that down(0) 2 r4(X), implying that
A ` rM[arrAt(0)] ^ 0 > 0
which is again a contradiction. 2
The progress property that the elevator when currently halting at oor m
will eventually serve every request is expressed by req(k)^at(m); at(k). Since
this is trivially the case for k = m, we only have to prove it for k < m and
k > m. In both cases the elevator will start to move towards the requested oor,
either downwards or upwards, and it is therefore sucient to prove the following
property.
Observation 6.2 A; j= req(k) ^ (up(m) _ down(m)); at(k).
Proof: We consider only the case of moving down. For k < m, it follows from
 = fup(k); rM[at(k + 1)]; down(k); rM[at(k   1)] g
A; j= req(k) ^ down(m); at(k) _ down(m  1)
A; j= down(m); at(k) _ down(m  1)
by the proof rule (LT2) that A; j= req(k) ^ down(m); at(k). 2
In order to prove correctness properties of the two-elevator system S, we need
the following observation about the possible states of an elevator:
S j= Inv[(Baat(1)jBaup(1)jBaat(2)jBadown(2))^:Baup(2)^:Baat(3)^:Badown(3)]
A dual version of this observation holds for elevator b. By the exclusive disjunc-
tion Baat(1)jBaup(1)jBaat(2)jBadown(2), describing the denite state of elevator
a, we can infer, for instance, that Xka ` :up(1)^:at(2) if Xka ` at(1)_down(2),
where k is any stage in the execution history of S. .
We might want to prove mutual exclusion for the communicating elevators
system, i.e. the safety property that it is never the case that the lower elevator
goes up to the second oor, or is currently halting at the second oor, while the
upper one goes down to the second oor, or is currently halting at the second
oor, expressed as follows.
Observation 6.3 S j= Inv(:[(Baup(1) _ Baat(2)) ^ (Bbdown(3) _ Bbat(2))])
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Proof: According to the proof rule (INV) we have to show that for every fair
history H = hS0; S1; S2; : : :i, where Si = hAia; Aibi with Aij = hX ij; EQiji, it holds
that for
F = (:Baup(1) ^ :Baat(2)) _ (:Bbdown(3) ^ :Bbat(2))
we have S0 ` F , and Sk+1 ` F if Sk ` F . Notice that Sk ` F i Xka ` Fa or
Xkb ` Fb, where Fa = :up(1) ^ :at(2), and Fb = :down(3) ^ :at(2).
It is easy to see that X0a ` Fa, and consequently S0 ` F . We assume now
that Sk ` F , i.e. Xka ` Fa or Xkb ` Fb.
Case A:Xka ` Fa, implyingXka ` at(1)jdown(2). Since a perception transition
does not change the beliefs of an agent, it is sucient to consider reactions only.
Case Aa: Xka ` at(1). The possible reactions are a1, a2, a3, a4, and a6. For
any i = 1; 2; 3; 4, and Sk
ai ! Sk+1, it holds that Xk+1a ` at(1), and consequently
Xk+1a ` Fa. For Sk a6 ! Sk+1, we obtain Xk+1 ` at(1) or Xk+1 ` up(1). The
former implies again that Xk+1 ` Fa, and so it remains to check the latter
case which may arise in three ways: Xk+1 ` up(1) i Sk ` rMa[grPerm; b] i
Sk 1
b2 ! Sk or Sk 1 b3 ! Sk or Sk 1 b7;b8 ! Sk.
Case Aa1: If Sk 1
b2 ! Sk, then Xkb ` at(3)_up(2), and consequently Xk+1b `
Fb.
Case Aa2: If Sk 1
b3 ! Sk, then Xkb ` at(3), and consequently Xk+1b ` Fb.
Case Aa3: If Sk 1
b7;b8 ! Sk, then Xkb ` up(2), and consequently Xk+1b ` Fb.
Case Ab: Xka ` down(2) entailing the possible reactions a2 and a10. If Sk a2 !
Sk+1, then Xk+1a ` down(2), and consequently Xk+1a ` Fa. If Sk a10 ! Sk+1, then
Xk+1a ` at(1), and consequently Xk+1a ` Fa.
Case B: Xkb ` Fb, implying Xkb ` at(3)jup(2). The proof of case B is dually
analogous to case A. 2
Observation 6.4 Also we might want to prove for x = a; b that
S; j= rMx[reqTo(2)]; Bxat(2)
expressing the progress property that both elevators will eventually serve every
request from oor 2. Here we need the following environment assumptions:
 = fBaup(1); rMa[arrAt(2)]; Bbup(2); rMb[arrAt(3)]g
[ fBadown(2); rMa[arrAt(1)]; Bbdown(3); rMb[arrAt(2)]g
guaranteeing that the environment correctly informs the elevator about its arrival
at every oor. Notice that the fairness assumption implies that whenever one of
the elevators is halting at the critical oor, it will eventually depart, requiring
that S; j= Baat(2); rMa[reqTo(1)], and S; j= Bbat(2); rMb[reqTo(3)].




7.1 Secure Inter-Agent Communication
In order to dene secure communication we use a functional predicate agent(
Agent, Clearance), for recording the clearance levels of all agents known to an
agent. Agents without an entry in this table will be assigned clearance level 0 (un-
classied) by default. The following denition of secure communication is based
on the assumption that all agents involved in the communication are truthful
and competent, implying that they normally provide correct information.
The basic inter-agent communication functionality consists of three types of
communication events: tell, ask, and reply.
7.1.1 Tell
The piece of information conveyed by a tell act is assimilated into the beliefs of
the receiver (according to the above denition of secure update).
This is expressed by the following reaction rules:
r1 : F=C  recvMsg[tell(F ); S]; agent(S;C)
r2 : F=0 recvMsg[tell(F ); S]; :9C(agent(S;C))
where F is a formula representing an admissible input, i.e. it has either the form
of an atom, r(c), or a negated atom, :r(c), possibly prexed by a subscripted
belief operator B, and C is the clearance level of the sender S (F , C, and S are
logical variables like in Prolog).
7.1.2 Ask
Since only agents with incomplete information will ask other agents, we may as-
sume that the knowledge system of an asking agent is F , the system of relational
factbases, or any conservative extension of it. Agents with knowledge systems
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such asA, or SA, have complete information, i.e. for any if-query F , they believe
either F or :F . Such agents will be asked for information by other agents, and
they will reply to them, but they will never ask themselves.
For practical reasons, each query is associated with an ID, called query handle.
This ID is used to store queries in the system table query until the answers are
received, or until they are timed out. Like in KQML, we distinguish between
1. askif: asking an if-query,
2. askone: asking for one (possibly non-deterministic) answer substitution,
like in Prolog, and
3. askall: asking for all answer substitutions, like in SQL.
The reaction rules for handling an ask-if event use the meta-predicate ifans(
IfQuery, Answer) which holds in the current knowledge state X, whenever
Ans(X; IfQuery) = Answer .
r3 : sendMsg[replyif(QID; A); S]
 recvMsg[askif(QID; F ); S]; agent(S;C) ^ ifans(F=C;A)
r4 sendMsg[replyif(QID; A); S]
 recvMsg[askif(QID; F ); S]; :9C(agent(S;C)) ^ ifans(F=0; A)
where F is a formula representing a relational database if-query, and the answer
value A is either yes or no. The reactions to ask-all and ask-one events are dened
in a similar way:
r5 : sendMsg[replyall(QID ; A); S]
 recvMsg[askall(QID; F ); S]; agent(S;C) ^ allans(F=C;A)
r6 : sendMsg[replyone(QID; A); S]
 recvMsg[askone(QID; F ); S]; agent(S;C) ^ oneans(F=C;A)
using the meta-predicates allans and oneans providing an answer set, resp. a
single answer substitution. We have omitted the rules for the case of a sender
without an entry in the agent table, since they are analogous to the corresponding
rule above.
7.1.3 Reply
Replies to an if-query are processed as follows:
r7 : F  recvMsg[replyif(QID; yes); S]; query(QID; F )
r8 : :F  recvMsg[replyif(QID; no); S]; query(QID ; F )
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7.1.4 An Example of Secure Communication
In our nal example, we assume three information agents:
1. A software agent d serving as the personal assistant to the doctor in charge
of treating MJ and BY. This agent works with a relational factbase record-
ing positive and negative diagnoses whose initial state is X0d = fd(BY; alc);
:d(MJ ; HIV )g.
2. A software agent s serving as the personal assistant to a secretary working
in the hospital administration.
3. The hospital MLS database
Xhosp = fp(BY )=0; p(MJ )=1; p(JB)=3; d(BY; alc)=1; d(JB;mal)=3g
which reacts to tell and ask events by assimilating new inputs and replying
to queries. Its agent name is hdb (hospital database). It uses the security
classications agent(s,1) and agent(d,2).
Case 1: Assume that a reporter asks the secretary (by email) whether MJ
is currently a patient in the hospital. The personal assistant of the secretary,
although knowing that p(MJ ), asks hdb whether the reporter may know that fact
by sending the message askif(B0p(MJ )), ring at hdb the reaction rule r3 with
the following instantiation:
sendMsg[replyif(no); s]
 recvMsg[askif(B0p(MJ )); s]; agent(s; 1) ^ ifans((B0p(MJ ))=1; no)
since Ans(X0hosp ; (B0p(MJ ))=1) = no. After receiving this negative answer, s
forwards it to the reporter.
Case 2: Assume that the doctor is wondering if BY was diagnosed to have hep-
atitis by one of her colleagues, and thus sends the message askif (Q2; d(BY; hep))
to hdb, recording the query together with its IDQ2 as the fact query(Q2; d(BY; hep)).
This triggers at hdb the rule
sendMsg[replyif(Q2; no); d]
 recvMsg[askif(Q2; d(BY; hep)); d]; agent(d; 2) ^ ifans(d(BY; hep))=2; no)
since Ans(X0hosp ; d(BY; hep)=2) = no. Agent d reacts to the reply by applying
the rule r7:




d ;:d(BY; hep)) = fd(BY; alc); :d(MJ ; HIV ); :d(BY; hep)g
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7.2 Multi-Knowledge Bases
A multi-knowledge base is an ensemble of (possibly inhomogeneous) knowledge
bases with a global distribution schema known to each participating knowledge
base. The distribution schema stipulates for each predicate (relation) of the
global schema which nodes are competent to answer queries, or perform updates,
involving that predicate.
7.2.1 Distributed Updating and Query Answering in Multi-
Database Systems
A network of databases communicating with each other by means of the three
action types tell, ask, and reply forms a multi-database system which may as
well be viewed as a single encapsulated distributed database system.1 Since
relations may be freely distributed and duplicated among the participating nodes,
the information where to obtain the answers for a specic query, and where to
direct specic inputs, has to be provided in some way. For this purpose, we will
dene for each node whether it is answer-competent with respect to a relation
r. We assume that the network is homogeneous in the sense that each node is
a relational database, i.e. all participating KBs are of type A, the knowledge
system of relational databases.2
Relations may be horizontally distributed among a set of partially answer-
competent nodes, and consequently, in order to obtain a complete answer to a
query all partially answer-competent nodes participating in a specic horizontal
distribution have to be consulted. If there are any totally answer-competent
nodes, it suces to consult one of them in order to obtain a complete answer.
The distribution of each relation r is specied by means of two system tables
(meta-predicates): tanscomp(r; i), and panscomp(r; i), stating whether node i is
totally, or only partially, answer-competent for r. These tables are made available
(by means of replication) throughout the network. We assume that all nodes are
able to derive from these two tables the following (indexical) auxiliary predicates:
tanscomp(r) and panscomp(r), e.g. by means of the deduction rule
tanscomp(r) tanscomp(r; self)
stating that the current node is respectively answer-competent; and in addition
also preftanscomp(r; i) and prefpanscomp(r; i), stating which node from those
listed in the resp. table is preferably used (e.g. for minimizing communication
costs).
1In recent versions of SQL, these communication acts are realized in a limited form by
means of asynchronous remote procedure calls.
2It should not be too dicult to generalize our model, such that it species distributed
query answering and input processing also for heterogeneous networks consisting, for instance,
of relational, disjunctive and deductive databases. We expect, however, that there will arise
several specic problems, such as how to specify the distribution of disjunctive information.
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7.2.2 Example: A Two-Database System
In this example, we assume that two relational databases A1 and A2 (of two
dierent cities) cooperate in query answering. Each of them knows about which
predicates it has complete information by means of the catalog table tanscomp
containing all relation names for which the Closed-World Assumption holds lo-
cally. In this example, we consider only two predicates: r and m, standing for
resident and married. Notice that while the predicate resident is geographically
indexical, married is temporally indexical.
Since each city has complete information about its residents, both databases
contain tanscomp(r). However, this does not hold for m, since anyone may marry
anyone in any city, and this may be recorded only there.
The communication language
LCEvt = faskif(F ); replyif(F;A)g;
where F 2 L0Query and A 2 LAns, consists of the two basic communication acts
of asking if something is the case, and replying yes or no. There are two possi-
ble originators of a query/message: the local user, or the other database. For
simplicity, we restrict our attention to atomic if-queries. The communication
protocol consists of 6 interaction rules which are common to A1 and A2:
r1 : sM[replyif(F; yes); user ]  rM[askif(F ); user ]; F
r2 : sM[replyif(F; no); user ]  rM[askif(F ); user ]; :F ^ tanscomp(F )
r3 : sM[askif(F ); other ]  rM[askif(F ); user ]; :F ^ :tanscomp(F )
r4 : sM[replyif(F; yes); other ]  rM[askif(F ); other ]; F
r5 : sM[replyif(F; no); other ]  rM[askif(F ); other ]; :F
r6 : sM[replyif(F;A); user ]  rM[replyif(F;A); other ]
Finally, let S2DB = hA1;A2i, where Ai = hXi; EQi; fr1; : : : ; r6gi. Let
tanscomp = fhr; 1i; hr; 2ig
X1 = fr(S); r(P ); m(P; L); m(T; S)g
X2 = fr(M); r(T ); m(P; S)g
where M;T; P; L; S stand for Mary, Tom, Peter, Linda, and Susan. In order to
demonstrate a run of the system, we assume that the user at A2 asks if Tom is
married, i.e. A2 receives the message askif (9x : m(T; x)) from user. This event
triggers the rule set RR123 = fr1; r2; r3g in A2.
Consequently the initial agent states are A02 = hX2; [haskif(9xm(T; x)); useri]i
and A01 = hX1; []i. We obtain the following history of transitions.
S02DB = hhX1; []i; hX2; []ii
S12DB = hhX1; []i; hX2; [haskif(9x : m(T; x)); useri]ii
A2 reacts to this event by applying its reaction rule r3, i.e. it forwards the query
to A1 since it is not able to answer it:
S22DB = React(2; S
1
2DB)
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= RR123(2; hhX1; []i; hX2; []ii)
= r3(2; hhX1; []i; hX2; []ii)
= hhX1; [haskif(9x : m(T; x)); otheri]i; hX2; []ii
Then, A1 nds a positive answer and returns this to A2 applying r4:
S32DB = React(1; S
2
2DB)
= RR14(1; hhX1; []i; hX2; []ii)
= r4(1; hhX1; []i; hX2; []ii)
= hhX1; []i; hX2; [hreply(9x : m(T; x); yes); other ]ii)
Finally, A2 passes the answer to the user by applying r5:
S42DB = React(2; S
3
2DB)
= r5(2; hhX1; []i; hX2; []ii)
= hhX1; []i; hX2; []ii)
7.2.3 Distributed Query Answering
An atomic query is expressed by means of an open formula r(x) where r refers
to some relation of the database, and x is a variable (tuple). The answer A to
r(x) consists of all tuples for which r holds,
A = Ans(Xi; r(x))
for some totally answer-competent node Ai, if there is one. Otherwise:
A =
[fAns(Xi; r(x)) : Xi ` panscomp(r)g
if the extension of r is horizontally distributed. We use the (indexical) meta-
predicate
ans(r(x); A) :() Ans(self; r(x)) = A
for evaluating r(x) in the current node. Again, we will restrict our attention to
atomic queries.
A query to the distributed database is originated by some process at some
node (called `the originating node'). The query is identied by means of a QID.
When a query r(x) is originated at some node, this is recorded by means of a
new entry in the system table query at the originating node. When the query is
answered, a resp. entry in the system table answer is created at the originating
node, and the originating process can then retrieve the answer from that table.
An incoming message can be sent by a remote node, or it can be originated
by a local process. In the latter case, we assume that there is a system predicate
localorig(S) for testing whether S is the ID of a local process.
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Processing Locally Originated Queries
If the query involves a relation r for which the originating node is totally answer-
competent, it is processed as follows:
query(QID; S; r(x)) ^ answer(QID; A)
 recvMsg[ask(r(x); QID); S];
localorig(S) ^ tanscomp(r) ^ ans(r(x); A)
If the originating node is not, but another node is, totally answer-competent, we
have:
sendMsg[ask(r(x); QID); N ];
query(QID; S; r(x)) ^ waitforanswer(QID; N)
 recvMsg(ask(r(x); QID); S);
localorig(S) ^ :tanscomp(r) ^ preftanscomp(r;N)
For each node being asked for an answer to the query, a waitforanswer ag is set.
When the query is subsequently answered, the resp. ag is removed again (see
below).
If there is no totally answer-competent node at all, then:
sendMsg(ask(r(x); QID); N);
query(QID; S; r(x)) ^ waitforanswer(QID; N)
 recvMsg(ask(r(x); QID); S);
localorig(S) ^ :tanscomp(r)
^:9M : tanscomp(r;M) ^ panscomp(r;N)
Replying to a Remotely Originated Question
If a (totally or partially) answer-competent node is asked by a remote node, it
immediately replies:
sendMsg(reply(A; QID); S)
 recvMsg(ask(r(x); QID); S);
[tanscomp(r) _ panscomp(r)] ^ :localorig(S) ^ ans(r(x); A)
Processing the Reply from a Consulted Node
Finally, the answer received from a consulted node is stored at the originating
node. If it is the rst answer coming in for the resp. query, it is inserted and the
corresponding waitforanswer ag is deleted:
answer(QID ; A) ^ :waitforanswer(QID; S)
 recvMsg(reply(A; QID); S); :9B : answer(QID; B)
If there is already an answer set stored for the resp. query, it is updated by
adding to it all the additional answers from the reply:
:answer(QID; A) ^ answer(QID; A0) ^ :waitforanswer(QID; S)
 recvMsg(reply(B; QID); S); answer(QID; A) ^ A0 = A [ B
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After all consulted nodes have replied, the answer in the table answer( QID, A)
is complete, and the originator of the query can recognize this by testing whether
there are still any waitforanswer ags set for this query.
7.2.4 Distributed Updating
If there is no replication, then an insertion has to be directed to all totally
answer-competent nodes, and to at least one (namely to the preferred) partially
answer-competent node, while a deletion has to be directed to all totally and to
all partially answer-competent nodes.
An update request r(c) (resp. :r(c)) denoting the insertion (deletion) of the
tuple c into (from) relation r, is processed at a originating node as follows:
sendMsg(tell(r(c)); N)
 recvMsg(tell(r(c)); S);
localorig(S) ^ [tanscomp(r;N) _ prefpanscomp(r;N)]
sendMsg(tell(:r(c)); N)
 recvMsg(tell(:r(c)); S);
localorig(S) ^ [tanscomp(r;N) _ panscomp(r;N)]
These rules guarantee that any locally originated input is directed to all relevant
nodes where the corresponding update then takes place, according to
r(c)  recvMsg(tell(r(c)); S); :localorig(S)
:r(c)  recvMsg(tell(:r(c)); S); :localorig(S)
7.2.5 Distributed Updating Using Replication
It may be desirable to have only one update-competent node but many answer-
competent nodes for each relation. Then, of course, all answer-competent nodes
have to be updated automatically by the update-competent one which then works
as a replication server. We shall assume that a replication server N for some
relation r, specied by the system predicate updcomp(r,N), contains the complete
extension of r (i.e. it may, but does not have to, be declared as totally answer-
competent for r).
If we allow for replication servers, the update rules from the previous section
have to be extended by the additional premise :9M : updcomp(r;M), requiring
that there is no replication server for r. Additionally, we need the following rules
for directing inputs to the resp. replication server:
sendMsg(tell(r(c)); N)  recvMsg(tell(r(c)); S); updcomp(r;N)
sendMsg(tell(:r(c)); N)  recvMsg(tell(:r(c)); S); updcomp(r;N)
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The replication process itself is specied at the update-competent node by
sendMsg(tell(r(c)); N); r(c)
 recvMsg(tell(r(c)); S); tanscomp(r;N) _ prefpanscomp(r;N)
sendMsg(tell(:r(c)); N); :r(c)
 recvMsg(tell(:r(c)); S); tanscomp(r) _ panscomp(r;N)
Our model allows various kinds of replication schemes, such as master-slave (\pri-
mary site"), or master-master (also called \N-way") replication, by setting the
system tables tanscomp, panscomp and updcomp accordingly.
7.2.6 Correctness
The main correctness property of the distributed updating and query answering
protocol is the following.
Conjecture 3 No matter which distribution model is specied by means of the
system tables tanscomp, panscomp, and updcomp, it holds that after any update
by r(c) at any node, the answer to the query r(x), no matter at which node it is
submitted, contains c. Formally,
1. For all nodes i exists a node j, such that
S j= rMi[tell(r(c)); O]; Bj r(c)
2. For all nodes i and j,
S j= Bi[(tanscomp(r) _ panscomp(r)) ^ r(c)] ^ rMj[ask(r(x);QID); O]
; rMO[reply(A;QID); j] ^ c 2 A
7.3 Cooperative Knowledge Bases
A cooperative knowledge base (CKB) is able to communicate with other knowl-
edge bases either by addressing them directly, if it `knows' them, or with the help
of facilitators andmediators, which may provide address retrieval and translation
services. A CKB may know the schemata of certain other knowledge bases, but
normally such knowledge will not be complete. The global distribution schema
of an open system is neither available nor is it xed. Cooperative knowledge
bases may plan their cooperative actions in advance, but normally they will just
apply reactive cooperation protocols such as the contract net protocol.
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7.3.1 The Contract Net Protocol for Cooperative Query
Answering
In this section we formalize the contract net protocol (CNP) of Smith [Smi80] for
the cooperative answering of if-queries. The CNP captures the situation where an
agent cannot solve a task by itself but has to contract other agents with specic
capabilities. If an agent has been awarded a task, but cannot complete it, it may
subcontract further agents to solve the remaining subtasks. This requires that
tasks are decomposable, and that agents are able to evaluate announced tasks in
order to determine if they are capable to solve them or certain subtasks of them.
As the tasks to be solved we shall only consider conjunctive if-queries which
can also be represented as a set of if-queries. Such a task is therefore decompos-
able by splitting up the query in two parts: one that can be answered by the
agent itself, and another (external) one that has to be announced. For this pur-
pose, the system predicate split( Query, IntQ, ExtQ) determines in each CKB
the elements of Query for which the CKB is answer-competent,
IntQ = fQ 2 Query : anscomp(Q)g
and ExtQ = Query   IntQ. In addition, the four `book-keeping' tables bidden,
bidder, contract and exttask are used to record certain relevant information in the
course of cooperation, and the system function newID generates new task-IDs
used as primary keys.
We assume that dierent knowledge bases oer information about dier-
ent predicates at dierent costs. The manager of a task, i.e. the agent which
has announced the task, then selects one of the bids at minimal costs P =
min(bidder :price). We simulate the scheduler function of an internal system clock
as a kind of subagent sched which can receive requests for timeouts, reqtmout(T ),
causing task-specic timeout messages tmout(T ) as delayed reactions.
The communication event schemes CEvt are listed in the table 7.1.
CEvt meaning
askif(Query) asking if Query) holds
replyif(Query ;Answer) replying the Answer upon being asked if Query
ann(TaskID;Query) announcing the task to answer Query
bid(TaskID;Price) bidding for an announced task
award(TaskID) awarding a task to a (sub)contractor
rept(TaskID;Answer) reporting the Answer
reqtmout(TaskID) requesting a timeout message
tmout(TaskID) reminding of the deadline for a task announcement
Table 7.1: Communication event schemas used in the CNP
We use the broadcasting act symbol bM["] as an abbreviation of the set of con-
current communication acts
fsM["; i] : i 2 f1; : : : ; ng   fselfg g
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If a user submits a query to a specic CKB, the CKB will answer it immediately,
if it is able to do so, that is if it can either conrm the complete query or deny
some subquery of it:
r1 : sM[replyif(Q; yes); user ] rM[askif(Q); user ]; Q
r2 : sM[replyif(Q; no); user ]
 rM[askif(Q); user ]; split(Q; IntQ;ExtQ) ^ IntQ 6= ; ^ :IntQ
If the asked CKB cannot answer the query, it will split it up and announce
the external part of the query in the network. Simultaneously, it requests the
scheduler to remind it of the expiration of the announcement by sending it a
timeout message:
r3 : bM[ann(ET;ExtQ)]; sM[reqtmout(ET ); sched ];
contract(T;Q; user) ^ exttask(ET; T )
 rM[askif(Q); user ];
split(Q; IntQ;ExtQ) ^ ExtQ 6= ; ^ IntQ ^ T = newID() ^ ET = newID()
All CKBs receiving this announcement check if they are able to solve the an-
nounced task, or at least some part of it. If they are, they calculate a price and
send the originator of the announcement a bidding message:
r4 : sM[bid(T; P ); O]; bidden(T;Q)
 rM[ann(T;Q); O]; split(Q; IntQ;ExtQ) ^ IntQ 6= ; ^ P = price(Q)
The originator collects all incoming bids in the table bidder:
r5 : bidder(T; P;B) rM[bid(T; P ); B]
After some pre-specied time the scheduler reminds the task manager of the
expiration of the announcement. The task manager then determines the best
oer and sends an award message to the resp. CKB:
r6 : sM[award(T ); B]
 rM[tmout(T ); sched]; bidder(T; P;B) ^ P = min(bidder :price)
If the contracted CKB is able to answer the query, it will immediately report the
result to the task manager:
r7 : sM[rept(T; yes); O]
 rM[award(T ); O]; bidden(T;Q) ^ split(Q; IntQ;ExtQ) ^ ExtQ = ; ^ IntQ
r8 : sM[rept(T; no); O]
 rM[award(T ); O]; bidden(T;Q) ^ split(Q; IntQ;ExtQ) ^ :IntQ
Otherwise, if the contracted CKB is only able to answer some part of the query,
it will announce the other part in the network:
r9 : bM[ann(ET;ExtQ)]; sM[reqtmout(ET ); sched];
contract(T;Q;O) ^ exttask(ET; T )
 rM[award(T ); O];
bidden(T;Q) ^ split(Q; IntQ;ExtQ) ^ ExtQ 6= ; ^ IntQ ^ ET = newID()
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Then, if a subcontractor is reported a subanswer, it forwards it to the originator:
r10 : sM[rept(T;A); O]
 rM[rept(ET;A); S]; exttask(ET; T ) ^ contract(T;Q;O) ^ O 6= user
Finally, the top-level task manager will answer the contracted query by passing
the received answer to the user:
r11 : sM[replyif(T;A); user ]
 rM[rept(ET;A); S]; exttask(ET; T ) ^ contract(T;Q; user)
7.3.2 Running the CNP
As an example for running the CNP we use a 3-database system, where the rela-
tional database X1 contains information about students, the relational database
X2 as well as the temporal database X3 contain information about residents and
marriages. Each database is answer-competent for all predicates occurring in it.
The initial database states are
X01 = fs(P ); s(T ); s(S)g
X02 = fr(S); r(P ); m(P; L); m(T; S)g
X03 = fr(S)@[1985; 1996]; r(P )@[1991; 1996]; r(T )@[1991; 1994];
m(P; L)@[1993; 1996]; m(T; S)@1996g
We assume that A2 charges only 50 cent per elementary subquery, while A3
charges 1$. Each of the three CKBs Ai = hXi; EQi; RRii contains in its reaction
rule set RRi the CNP rules fr1; : : : ; r11g. Initially, the event queues EQi are all
empty, until the following query is submitted to A1:
Q = s(T ) ^ :r(T ) ^ 9x : m(T; x) ^ :9x : m(T; x)@1994
asking whether Tom is a married non-resident student who was not married in
1994 (we assume that the current time is 1996). We use the following abbrevia-
tions for subqueries of Q:
Q234 = :r(T ) ^ 9x : m(T; x) ^ :9x : m(T; x)@1994
and Q4 = :9x : m(T; x)@1994. Abbreviating bidden by bd, bidder by br, contract
by c, and exttask by et, we might get the fair history represented in table 7.2,
where we do not list the complete database state, but only indicate changes in
the form `+br(1; 2$; 2)' representing the expansion of the resp. database by the
atom br(1; 2$; 2) (`CKB 2 has bidden for task no 1 demanding 2$').
7.3.3 Formal Properties of the CNP
We can state various correctness conditions for the CNP. We assume that all
queries to be handled are `sensible' in the sense that for every elementary sub-
query there is a node which is answer-competent for it, formally 8F 2 Q9i :
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transition X1 EQ1 X2 EQ2 X3 EQ3
1 askif(Q) [askif(Q); u]
2 (1; r3) +c(1;Q;u) [] [ann(1; Q234); 1] [ann(1; Q234); 1]
3 (2; r4) [bid(1; 2$); 2] +bd(1; Q234) [] [ann(1; Q234); 1]
4 (1; r5) +br(1; 2$; 2) [] [] [ann(1; Q234); 1]
5 (3; r4) [bid(1; 3$); 3] [] +bd(1; Q234) []
6 (1; r5) +br(1; 3$; 3) [] [] []
7 tmout(1) [tmout(1)] [] []
8 (1; r6) [] [award(1); 1] []
9 (2; r9) [ann(2; Q4); 2] +c(1; Q234; 1) [] [ann(2; Q4); 2]
+et(2; 1)
10 (3; r4) [] [bid(2; 10$); 3] +bd(2; Q4) []
11 (2; r5) [] +br(2; 10$; 3) [] []
12 tmout(2) [] [tmout(2)] []
13 (2; r6) [] [] [award(2); 2]
14 (3; r7) [] [rept(2; y); 3] []
15 (2; r10) [rept(1; y); 2] [] []
16 (1; r11) [] [] []
Table 7.2: Running the CNP with an example
Bianscomp(F ). Under this assumption, it should be guaranteed that every query
submitted by a user will be answered which is the content of the following con-
jecture.
Conjecture 4
S j= rMi[askif(Q); user ]; rMuser [replyif(Q; yes); i] _ rMuser [replyif(Q; no); i]
Conjecture 5 Whenever some node i contracts a task announcing a subtask
of it in the network, there will be a bidder B to which the subtask will be awarded:
S j= Bicontract(T;Q;O) ^ Biexttask(T;ET ); Bibidder(ET; P;B)
S j= Bibidder(ET; P;B); rMB[award(ET ); i]
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Chapter 8
Planning Systems
A planning system consists of a knowledge systemK, a set LAct of all available
action types 1; 2; : : :, and a corresponding set of action rules AR = fr1; r2; : : :g.
A planning problem on the basis of a planning system is dened as a pair
hX0; Gi consisting of
1) a knowledge base X0 2 LKB , describing the initial situation,
2) a goal G 2 L0Query.
A linear plan  can then be dened as being composed of a sequence of elementary
actions (i.e. instantiated action rules)
 = rn(tn)  : : :  r2(t2)  r1(t1)
such that its application (as a composed function) to the initial knowledge state
X0 yields the desired goal G:
(X0) ` G
8.1 Representing Actions
Action rules have the general form of Action  Condition.1 We distinguish
between action and reaction rules. While action rules can be used to represent
the elementary action types of an agent, and to generate and execute plans, thus
determining the proactive behavior, reaction rules are used to specify the reactive
behavior of an agent.
Depending on the resp. domain and the capabilities and tasks of an agent,
only certain actions can be performed by it. We distinguish between epistemic,
physical and communicative actions. Epistemic actions only change the beliefs
of an agent. Physical actions change the environment, but they may also lead
to a corresponding belief change if the agent is aware of their eects and if their
1Certain forms of action rules were proposed under the name of `production rules' in expert
systems, and under the name of `event-condition-action' rules as an extension of databases,
now called active databases, see e.g. [MD89].
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recording is relevant to its operation. A physical action is therefore represented
by a procedure call (aecting the available actuators) and an epistemic eect
formula. Communicative actions may change the beliefs of all involved agents.
They are realized by means of asynchronous message passing via the available
communication links (either audio or radio links in the case of robots, or network
links in the case of embedded systems and software agents).
Action rules combine declarative queries (or inference) with state change (or
update). Since in general, the eects of an action may be context-dependent, an
action is represented by a set of action rules expressing the dependence of dierent
eects on dierent preconditions. The execution of an action in a situation
described by the knowledge base X is realized by ring the corresponding action
rule whose precondition Cond holds in X, i.e. X ` Cond .
8.1.1 Epistemic Action Rules
Epistemic action rules have the form
r : E  Cond
where E 2 LInput, and Cond 2 LQuery, are logical formulas expressing an
epistemic eect and a precondition, and r is the name of the action rule. We
require that Cond is an evaluable formula and that all free variables of E also
occur in Cond.2
Denition 8.1 (Rule Application) An epistemic action rule r : E  C
represents an update function, i.e. a mapping r : LKB ! LKB , with
r(X) := Upd(X; fE :  is a substitution s.th. X ` Cg)
Notice that in the case of a non-applicable rule, we get (by denition, resp.
convention)
r(X) = Upd(X; ;) = Upd(X;^ ;) = Upd(X; true) = X
Also, if a rule r : E  C does not have free variables, then
r(X) =
(
Upd(X;E) if X ` C
X otherwise
If a rule r : E  C has free variables, say Free(C) = fx1; : : : ; xng, then we
also write its name as the expression r(x1; : : : ; xn) in order to be able to refer to
specic instantiations of it by means of r(c1; : : : ; cn) where the free variables xi
in r are substituted by constants ci.
2Rules of this form, where all free variables of the conclusion occur in the premise, and the
premise is evaluable, are called range-restricted. In the sequel, we assume that rules are always
range-restricted. See [GT91] for the notion of evaluable or domain-independent formulas.
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Example 19 Referring to the database X1 from 2.1, we consider the epistemic
action rule
r1 : r(y) (m(x; y) _m(y; x)) ^ r(x)
expressing the fact that everyone getting married with a resident becomes also a
resident. Applying it to X1 yields
r1(X1) = X1 [ fr(L); r(T )g
since (m(x; y)_m(y; x))^r(x) can be inferred from X1 with the two substitutions
fx=P; y=Lg and fx=S; y=Tg. Alternatively, we could obtain the same result by
successively applying the two ground instances r1(P; L) and r1(S; T ) of r1(x; y)
to X1:
r1(X1) = r1(P; L)  r1(S; T )(X1) = r1(P; L)(r1(S; T )(X1))
8.1.2 Physical and Communicative Action Rules
Physical action rules have the form
r : do(); E  Cond
while communicative action rules have the form
r : sendMsg[; R]; E  Cond
where E 2 LInput, and Cond 2 LQuery, are logical formulas expressing the epis-
temic eects, resp. precondition, of the action; do() calls procedure  2 LAct af-
fecting some actuators available to the agent; sendMsg[; R] is a procedure call to
execute the communication act  from the communication event language LCEvt
such that R identies the receiver of the outgoing message ; and r is the name
of the resp. action rule. We assume that a communication act sendMsg[; R] is
realized by asynchronous message passing through perfect channels, but abstract
away from the channel in our formal treatment below.3
When we are only interested in the epistemic representation of an action we
omit the execution command do(), resp. sendMsg[; R], in the action rule r,
thus obtaining its epistemic projection _r. The execution of an action which is
represented by the action rule r in a situation described by a knowledge base X
corresponds on the epistemic level to the application of _r to the current knowledge
state X, and yields the updated knowledge state _r(X).
Example 20 (Elevator Actions) In an elevator scenario, we may have the
elementary actions of going one oor up, or one oor down, i.e. LAct = foneup;
onedowng, represented by the action rules
ru : do(oneup); at(x + 1) ^ :at(x)  at(x) ^ x < topfloor
rd : do(onedown); at(x  1) ^ :at(x)  at(x) ^ x > 0
3We assume that communication channels are perfect in the sense that no message gets
lost, and all messages are received in the order they have been sent.
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Let the current situation, where the elevator is halting at the 3rd oor, be de-
scribed by X0 = fat(3)g, and let topoor = 10. Then, performing the action
oneup corresponds to the rule application
_ru(X0) = _ru(3)(X0) = X0   fat(3)g [ fat(4)g = fat(4)g
In this example, it is assumed that the action of moving one oor upwards is
immediate, i.e. without duration. In a more realistic modeling, such as the one
below, one would rather dene the action of starting to move upwards.
8.2 Generating Plans
In order to solve a task G 2 L0Query, in a situation described by X0 2 LKB ,
an agent generates a suitable plan P being a sequence of instantiated action
rules r1(c1); : : : ; rn(cn), such that when the corresponding sequence of actions is
performed in X0, it leads to a situation P (X0) 2 LKB where G holds:
P = rn(cn)  : : :  r1(c1) ; and P (X0) ` G
where P is applied to X0 as a composed function.
Example 21 (The Planning Elevator) Let the action rules ru and rd rep-
resent the elevator actions oneup and onedown from example 2, and let the cur-
rent situation be described by X0 = fat(3)g. If the elevator has to perform the
task at(7) in order to pick up a passenger at the seventh oor, it could generate
the following (admittedly not very exciting, but optimal) plan:
P = ru(6)  ru(5)  ru(4)  ru(3)
the execution of which solves the task:
P (X0) = ru(6)(ru(5)(ru(4)(ru(3)(fat(3)g)))) = fat(7)g
Notice that our concept of planning on the basis of action rules in knowledge
systems can be viewed as a generalization of the STRIPS paradigm.4 Therefore,
the frame problem is solved in the same way as in STRIPS: by means of aminimal
change policy incorporated in the update operation of a knowledge system.
4The STRIPS system of [FN71] corresponds to planning on the basis of A, the knowledge
system of relational databases.
Chapter 9
Vivid Agents
While reagents are only able to react to perception and communication events,
full agents can in addition generate and execute plans in order to solve tasks
which they have accepted to carry out.
We distinguish between normal and permanent tasks, both of which require
planning. While normal tasks exist only temporarily until they have been carried
out, permanent tasks persist and have to be re-solved over and over again. Tasks
are initially assigned to an agent at design time, or communicated to it at run-
time.
9.1 Specication of Vivid Agents
In this section, we dene our concept of a vivid agent which extends that of
a reagent by adding tasks and intentions, and allowing for planning and plan
execution.
On the basis of a knowledge systemK = hLKB ; `; LQuery; Upd; LInput i, and
event and action languages LPEvt, LCEvt, and LAct, a vivid agent is specied as
a 4-tuple A = hM;EQ;RR;ARi, consisting of
(M) a mental state M = hX;TL;PTL;CI i, comprising
(a) a knowledge base X 2 LKB representing its beliefs,
(b) a set of tasks TL  L0Query the agent has accepted to carry out, and a
set of permanent tasks PTL  L0Query which have to be checked and
carried out continuously,
(c) a set of current intentions, i.e. goal/plan pairs, CI = fG1=P1; : : : ; Gn=Png,
where Pi 2 AR is a plan to achieve Gi 2 L0Query;
(EQ) an event queue EQ recording perception events, i.e. EQ is a sequence of
elements from L0PEvt,
(RR) a set RR of reaction rules encoding the reactive and communicative be-
havior.
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(AR) a set AR of action rules describing the available action types which together
with the task lists TL and PTL and the current intentions CI are the basis
for the proactive behavior (i.e. deliberative planning and plan execution),
and
We extend the query and the input language of the underlying knowledge system
in order to allow also for queries and inputs concerning the tasks and the current
intentions of an agent.
Denition 9.1 (Mental Queries) Let F 2 LQuery. The mental query lan-
guage LMQ is dened as the smallest superset of LQuery containing TaskF , PTaskF ,
and IntF , and being closed with respect to formula formation under :, ^, and
_.
Inference for mental queries on the basis of a mental stateM = hX;TL;PTL;CI i
is dened as follows:
M ` F i X ` F
M ` TaskF (PTaskF ) i F 2 TL (F 2 PTL)
M ` :TaskF (:PTaskF ) i F 62 TL (F 62 PTL)
M ` IntG i G=P 2 CI for some plan P
M ` :IntG i there is no P , s.th. G=P 2 CI
Denition 9.2 (Mental Inputs) Let F 2 LQuery. The mental input lan-
guage LMI is dened as the smallest superset of LInput containing TaskF , :TaskF ,
PTaskF , :PTaskF , and :IntF , and being closed with respect to formula forma-
tion under ^.
Updating with mental inputs concerns beliefs, tasks, and intentions. While tasks
can be added and retracted through mental input, current intentions, which arise
internally through goal selection and planning, can only be dropped but not
added. Let F 2 LInput, and G 2 LQuery. Then,
Upd(M;F ) = hUpd(X;F );TL;PTL;CI i
Upd(M;TaskG) = hX;TL+G;PTL;CI i
Upd(M;:TaskG) = hX;TL G;PTL;CI i
Upd(M;PTaskG) = hX;TL;PTL+G;CI i
Upd(M;:PTaskG) = hX;TL;PTL G;CI i
Upd(M;:Int G) = hX;TL;PTL;CI  G=P i
where TLG, PTLG, and CI  G=P , i.e. the result of adding/retracting G
from the resp. set, is dened in the obvious way. We can now extend the form
of action and reaction rules by allowing for mental queries as preconditions, and
mental inputs as the eects of actions and reactions. Thus, action rules AR
correspond to 3-tuples, and reaction rules RR to 4-tuples of the following form
AR  (LAct [ LCEvt) LMI  LMQ
RR  (LAct [ LCEvt) LMI  LEvt  LMQ
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The triple hTL;PTL;CI i is called intentional state. The agent state consist of
the mental state and the event queue of the agent, i.e. it is a pair hM;EQi.
In the next sections, we shall show that agent specications hM;EQ;AR;RRi
are directly executable.
9.2 Dening the Execution of Vivid Agents by
Meta-Programming
We propose the following cycle procedure as a Prolog-style meta-logic specica-
tion of a vivid agent interpreter:
cycle([ KB, [], PTL, [] ]) % PLANNING for permanent tasks
 newEvent( noEvt)
member( G, PTL),
not demo( KB, G), % check if goal is not satised
plan( P, KB, G), % generate a plan for it
cycle([ KB, [], PTL, [G/P] ]).
cycle([ KB, [G j RestTL], PTL, [] ]) % PLANNING for temporary tasks
 newEvent( noEvt)
not demo( KB, G), % check if goal is not satised
plan( P, KB, G), % generate a plan for it
cycle([ KB, [RestTL], PTL, [G/P] ]).
cycle([ KB, TL, PTL, [G/[R] j RestCI] ]) % EXECUTING the last action of a plan
 newEvent( noEvt)
action( R, Act, E, Cond), % `R' is the action rule name.
demo( KB, Cond),
epistemic assimilate( E, KB, KB0),
execute( Act),
cycle([ KB 0, TL, PTL, RestCI ]).
cycle([ KB, TL, PTL, [G/[RjRestP] j RestCI] ]) % PLAN EXECUTION
 newEvent( noEvt)
action( R, Act, E, Cond), % `R' is the action rule name.
demo( KB, Cond),
epistemic assimilate( E, KB, KB0),
execute( Act),
cycle([ KB0, TL, PTL, [G/RestPjRestCI] ]).
cycle([ KB, TL, PTL, [G/[RjRestP] j RestCI] ]) % REPLANNING
 newEvent( noEvt)
action( R, Act, E, Cond),
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not demo( KB, Cond),
plan( P, KB, Cond),
append( P, [RjRestP], NewPlan),
cycle([ KB, TL, [G/NewPlanjRestCI] ]).
Notice that the above ve cycle clauses for planning, plan execution and re-
planning only apply if there is no event in the event queue. If there is an event,
the following cycle clauses dene the reactive behavior of the agent like in the
case of reagents except that reactions now may aect the entire mental state of
an agent which was conned to beliefs in the case of reagents.
cycle( M)
 newEvent( Evt),
ndall( ActE, (reaction(ActE,Evt,Cond), demo(M,Cond)), ActEs),
perform( ActEs, M, M0),
cycle( M0).
perform( [], M, M). % all reactions performed
perform( [Act/E j ActEs], M, M0)
 execute( Act),
assimilate( E, M, M1),
perform( ActEs, M1, M0).
The rst ve cycle clauses (planning and plan execution) are responsible for the
proactive behavior of the agent. Plans are generated in order to solve tasks. If all
events have been processed, and the current plan is nonempty (i.e. there are still
planned actions not yet performed), plan execution is invoked. For simplicity,
we do not consider the case where no plan can be found, and where the agent is
therefore not able to achieve its goals.
If all events have been processed, and the current plan is empty (i.e. it has
been fully executed), planning starts (i.e. there is time now for deliberation).
This leads to the construction of a new plan to be added to the list of current
intentions.
Notice that this high-level specication is not committed to a particular plan-
ning mechanism. It only supposes that there is a meta-predicate plan(P;KB; G)
expressing that P is a plan to achieve goal G on the basis of KB. For real-time
behavior, there should be some mechanism to interrupt planning in a logically
controlled way whenever new events, requiring timely reaction, happen.
9.3 Multi-Agent Systems as Transition Systems
A closed multi-agent system S is a tuple of agents:
S = hA1; : : : ;Ami
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The state of agent Ai is denoted by Ai = hMi; EQii. The global state S
of a multi-agent system S is the corresponding tuple of agent states: S =
hA1; : : : ; Ami.
The application of a set of action rules A to the mental state M yields the
update
A(M) = Upd(M; fE : E  C 2 _A & M ` Cg)
where _A = f _r : r 2 Ag. Likewise, we dene the set CEj(A;M) of all communi-
cation events created by a set of action rules A applicable in M and addressed
to agent j in the same way as for reagents (see 5.1). We can then dene the
concurrent execution of a set of actions by agent Ai as the application of the
resp. set of action rules A to the multi-agent system state S at component i:
A(i; hA1; : : : ; Ami) = hA01; : : : ; A0mi
where
A0i = hA(Mi); EQi + CEi(A;Mi)i
A0j = hMj; EQj + CEj(A;Mi)i (j 6= i)
If A is a singleton, A = frg, we again simply write r(i; S) instead of A(i; S).
Denition 9.3 (Act) When agent i executes a planned action from its cur-
rent intentions, we obtain the following transition:
Act(i; S) = Act(i; hA1; : : : ; hXi;TLi; [G=P jRestCI i]; EQii; : : : ; Ami)
= r(i; hA1; : : : ; hXi;TLi; [G=tail(P )jRestCI i]; EQii; : : : ; Ami)
if tail(P ) 6= [], otherwise
Act(i; S) = r(i; hA1; : : : ; hXi;TLi; RestCI i; EQii; : : : ; Ami)
where r = head(P ).
Finally, the concurrent execution of all reactions of agent i triggered by an event
Evt = h"(u); si corresponds to a transition of S, denoted React(i; S), which is
given by the application of the set of action rules RREvti at component i.
Denition 9.4 (React)
React(i; S) = React(i; hA1; : : : ; hMi; [EvtjRestQ ]i; : : : ; Ami)
= RREvti (i; hA1; : : : ; hMi; RestQi; : : : ; Ami)
Example 22 In the communicating elevator scenario, where S = hA1;A2i, if
the initial agent states are A01 = hfat(1)g; [reqTo(2)]i, resp. A02 = hfat(2)g; [reqTo(3)]i,
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and the reaction rules are RR1 = fa1; : : : ; a10g, resp. RR2 = fb1; : : : ; b10g, we
obtain the following transitions:
React(1; S0) = RR
req(2)
1 (1; hhfat(1)g; []i; hfat(2)g; [req(3)]ii
= hha1(fat(1)g); []i; hfat(2)g; [reqTo(3); reqPerm]ii
= hhfat(1); req(2)g; []i; hfat(2)g; [reqTo(3); reqPerm]ii
React(2; S0) = RR
req(3)
2 (2; hhfat(1)g; [req(2)]i; hfat(2)g; []ii
= hhfat(1)g); [reqTo(2)]i; hb6(fat(2)g); []ii
= hhfat(1)g); [reqTo(2)]i; hfreq(3); up(2)g); []ii
S1 = React(1; React(2; S0)) = React(2; React(1; S0))
= hhfat(1); req(2)g); []i; hfreq(3); up(2)g); [reqPerm]ii
S2 = React(2; S1)
= hhfat(1); req(2)g); [grPerm]i; hfreq(3); up(2)g); []ii
S3 = React(1; S2)
= hhfup(1); req(2)g); []i; hfreq(3); up(2)g); []ii
We assume that up(x) leads in nite time to recvMsg[arrAt(x+1)], and therefore
elevator a will receive the message arrAt(2), and elevator b will receive arrAt(3),
i.e.
S4 = hhfup(1); req(2)g); [arrAt(2)]i; hfreq(3); up(2)g); [arrAt(3)]ii
S5 = React(1; React(2; S4))
= hhfat(2)g); []i; hfat(3)g); []ii
Assuming the principle of nondeterministic interleaving of (possibly concurrent)
state changing events, the temporal behavior of a multi-agent system can be
described by means of a labelled transition system. In contrast to reagent systems,
we now have ve kinds of transitions transforming a multi-agent system state
S = hA1; : : : ; Ami with Ai = hMi; EQii, and Mi = hXi;TLi;PTLi;CI ii:
(Perception) An incoming event message " at agent i yields the transition
S
i;" ! S 0, where S 0 = S, except that for Ai, EQ0i = EQi + ".
(Reaction) A reaction of agent i in response to an event " = head(EQi) yields
the transition S
i;RR"
i ! S 0, where S 0 = React(i; S).
(Action) If there is G=P 2 CI i, such that the planned action r = head(P ) is
executable, i.e. Mi ` Cond(r), this yields the transition S i;r+ ! S 0, where
S 0 = Act(i; S).
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(Replanning) If none of the current intentions is executable, and G=P =
head(CI i) with r = head(P ), re-planning yields the transition S
i;r  ! S 0,
where S 0 = S, except that CI 0i = G=P
0 + tail(CI i) such that P
0 = N + P ,
if there is a plan N 2 ARi such that N(Mi) ` Cond(r), or otherwise
CI 0i = tail(CI i), i.e. the unachievable goal G is being dropped from the set
of current intentions.
(Planning) Planning by agent i either a) for a goalG = head(TLi), or otherwise
b), if TLi = [], for some G 2 PTLi such that Mi 6` G, yields the transition
S
pl(i;G) ! S 0, where S 0 = S, except that CI 0i = [G=P ] + CI i such that P is a
plan to achieve G, i.e. P (Mi) ` G, and in case a), TL0i = tail(TLi).
Typically, one would give priority to perception and reaction over action and
planning, i.e. a simple control policy would only allow to execute a planned
action, if there is no event requiring a reaction, and it would only allow to
generate a new plan if the current intentions have all been carried out, i.e. CI = [],
or cannot be executed, i.e. for all G=P in CI , head(P ) is not executable. There
may be reasons, however, to suspend reactions in certain cases in favor of urgent
actions (this topic is out of scope of the present paper).
Denition 9.5 (Execution History) An execution history of a multi-agent
system is a chain of state transitions S0
0 ! S1 1 ! : : :, where each i corresponds
to one of the transitions listed above. A history can be nite or innite. By
denition, a nite history ends in a state. The set of all histories of a multi-
agent system S is denoted by Hist(S).
For multi-agent system histories, we need the notion of fairness.
Denition 9.6 (Enabled Agent) We say that an agent Ai is enabled if
its event queue EQi, its list of current intentions CI i, or its task list TLi is
nonempty, or if one of its permanent tasks has to be (re-)solved: for some
G 2 PTLi : Xi 6` G.
Denition 9.7 (Fairness)
1. A nite history of a multi-agent system S is called fair, if in its nal state
no agent is enabled.
2. An innite history H of S is called fair, if for all agents Ai, either H con-
tains an innite number of non-perception transitions of Ai, or it contains
an innite number of states where Ai is not enabled.
We shall denote the set of all fair histories of S by FHist(S).
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9.4 Assertional Reasoning
Denition 9.8 (S-Queries) Let S be a multi-agent system, and let L0 =
fBiF : F 2 LQueryg [ fTiF : F 2 LQueryg [ fPTaskiF : F 2 LQueryg [ frMi["] :
" 2 LEvtg. Then, LSQ = L0(:;^;_), i.e. the Boolean closure of L0, denotes the
set of S-query formulas.
Inference for S-queries on the basis of a state S = hA1; : : : ; Ami with Ai =
hMi; EQii, and Mi = hXi;TLi;PTLi; Pii, is dened as follows:
S ` BiF i Xi ` F
S ` TiF i F 2 TLi
S ` PTaskiF i F 2 PTLi
S ` rMi["] i " = head(EQi)
and nally S ` : i S 6` , and S `  ^ (_) i S `  and (or) S `  .
As for reagent systems, we get the analogous notion of Hoare triples fg ,
invariance assertions Inv(), leads-to assertions ;  , and domain descriptions
S; also for multi-agent systems.
9.5 Related Work
Although we depart considerably from it, our present work has been much in-
spired by Shoham's [Sho93] proposal of agent-oriented programming (AOP). Our
reaction rules may be compared with Shoham's commitment rules, and our ac-
tion rules with capability rules. The major dierences seem to be that 1) our
work is based on our theory of knowledge systems (allowing for negation-as-
failure in the query language, and for various forms of updating, including dele-
tion/contraction), while Shoham's AGENT-0 system is dened on the basis of
temporal fact knowledge using a kind of standard logical inference and recency-
preferring revision of facts; 2) there is no genuine concept of actions in Shoham's
AOP, actions are simply represented as facts, and therefore conditional action
statements in AOP are not able to account for the epistemic eects of an action
which is, on the other hand, essential in our account of actions; 3) AOP is much
more ambitious about temporal reasoning using appropriate modalities, and it
uses a system clock for synchronization purposes, while our communication acts
are realized by asynchronous message passing.
In [Woo92], Wooldridge has dened a formal model of a multi-agent system
along the same lines we have followed. Instead of a knowledge system in our
sense, he uses the `deduction model of belief' from [Kon86], and extends it by
adding a belief revision function corresponding to the update operation of our
knowledge systems. His action rules correspond to our epistemic action rules,
and his message rules correspond to our communicative action rules. However,
perception and reaction are not explicitly considered. Also, the mental state of an
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agent in this model consists only of beliefs, and since there is no consideration of
goals, or tasks, the agent model does not account for planning and plan execution.
Wooldridge presents an interleaved execution model for his multi-agent system
model, but he does not dene fairness conditions for it. In subsequent work,
[Woo95], Wooldridge rened and extended his model and linked the execution
histories of a multi-agent system to a dense time line in order to use the temporal
logic of reals for specication and assertional reasoning.
In [FW94], a rst-order temporal logic-based programming system, Concur-
rent MetateM, is proposed for the purpose of specication and verication.
It is shown how to specify and reason about the Contract Net Protocol. The
program rules of this formalism have some similarity with our action rules, but
there is no explicit concept of events and event-triggered rules.
Gelfond et al. (see [GL92], or more recently [BGP95]) have proposed an ac-
tion domain description language which allows to represent a) three kinds of facts
describing in addition to the basic propositional knowledge which is timestamped
by situation names also knowledge about the occurrence of actions and about the
precedence of situations, and b) epistemic action rules which are called causal ef-
fect laws. A domain description can be queried about the validity of timestamped
facts, and about the hypothetical eects of actions. Gelfond et al. suggest to use
their formalism \in designing intelligent agents capable of planning in a chang-
ing environment". Their approach is more general than ours with respect to
the explicit use of situation names, and its possibility to record not only state
knowledge but also the occurrence of actions. In other respects, however, it is
less powerful: 1) while in our modelling of agents any knowledge system may be
used, they restrict state knowledge to literal sentences, and thus, the epistemic
eects of actions cannot be uncertain or indenite; 2) our approach accounts for
the interplay of perception, reaction, planning, and plan execution, while they
only consider planning and plan execution; 3) they only consider the single-agent
scenario without communication, whereas we account for multi-agent scenarios
with inter-agent communication. In addition, we outline methods of assertional
reasoning for agent systems which allow to prove the correctness of a specication
with respect to safety and progress properties.
Our framework of assertional reasoning for multi-agent systems is a general-
ization of the approach of [Sha93] for concurrent systems based on the temporal
logic concepts of Hoare [Hoa69], and Manna and Pnueli [MP92]. Since in the
theory of concurrent systems, knowledge states consist of the values of state vari-
ables, there is no consideration of more complex states such as those of knowledge
bases and the related concepts of inference and update. While the system model
of [Sha93] contains only one kind of state changing event, corresponding to as-
signment statements, we have to consider ve kinds of transitions in order to
take into account all relevant state changes of a multi-agent system: perception,
reaction, planning, plan execution, and re-planning.
Liveness and fairness properties for multi-agent systems were dened in an
abstract automata-theoretic setting in [Bur93]. Execution histories are treated
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as elements of a formal language (being a prex-closed subset of the set of all
nite sequences of events/actions). While this approach abstracts away from
the internal structure and cognitive operations of agents, our work is primarily
concerned with this internal structure from the conceptual and programming
point of view.
There is a large body of rather abstract work on multi-modal logics modeling
the mental attitudes of agents in the tradition of Hintikka's possible worlds se-
mantics for knowledge and belief.1 The connection of this work to the operational
concepts needed in the design and implementation of agents is not clear, how-
ever. In [RG93], for instance, Rao and George propose to use three-dimensional
modal logics, called BDI logics, for the specication and verication of `abstract
agent-oriented systems'. These logics, however, lack genuine concepts of action
and reaction. Thus, by being not able to account for the interplay of percep-
tion, reaction and action, they are rather limited, although, by means of their
three-dimensional possible worlds semantics, they are very complex.2 Specica-
tions in these logics are completely abstract and, as opposed to our specication
formalism, not executable. Verication, however, is rather important for exe-
cutable, and not for abstract specications. Finally, by lacking a concept of
communication, BDI logics cannot model multi-agent systems.
Rao [1996] concedes that BDI logics \have shed very little light on the prac-
tical problems". As an attempt to bridge the gap between theory and practice
of BDI agents, he proposes a logic-programming-like language, called AgentS-
peak(L), which allows to specify a certain type of reagents whose KB is a set of
literals upon which classical inference is performed (i.e. there is no form of the
CWA). What is called a `plan' in [Rao96], is rather a specic form of a reaction
rule (which may be viewed as a pre-dened plan to react formed at design time).
AgentSpeak(L) does, in fact, not allow planning and pro-active plan execution.
Similar to our semantic account of vivid agents, Rao denes a transition system
semantics for his AgentSpeak(L) reagents.
In recent years, `hybrid' agent architectures combining reactive and delib-
erative behavior have become increasingly important (see, e.g., [BS92, BHS93,
Mul94]). This indicates that, in practice, neither the traditional purely deliber-
ative logic-based approaches, nor the more recently fashionable purely reactive
approaches are appropriate for the design and validation of agent systems. Our
proposal of vivid agents with action and reaction rules provides a theoretical foun-
dation for such hybrid architectures. In fact, [Mul94] uses a certain form of action
rules, called pattern of interaction, and an action-rule-based update operation,
called mechanism execution function, in outlining the formal model of the hybrid
architecture InteRRap. In [BHS93], an architecture for representing and exe-
cuting communication protocols in multi-agent systems is proposed. However,
no suggestion is made how to integrate communication with query answering
1See, e.g., [Wer88, CL90, RG91, Sin94].
2\Hence, the implemented BDI systems have tended to use the three major attitudes [Be-
lief,Desire,Intention] as data structures, rather than as modal operators."[Rao96]
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and updating in a logical way, and no formalism for proving the correctness of
protocols is presented.
9.6 Open Issues and Limitations
Several issues had to be left open. First, we did not consider the possibility
of simultaneous actions in planning. Second, we did not say which planning
procedures (e.g. partial order planning, abstraction, etc.) would be appropriate
for vivid agents. Third, we did not consider the possible unability of an agent
to nd a plan for a specic goal. Fourth, we had to omit the question how to
distinguish important events (for which it is urgent to react adequately) from
less important ones. All these issues are orthogonal to the points of our paper;
they are treated elsewhere, and may be incorporated in our approach.
More signicant, however, is the lack of a method to interrupt planning when
new events call for timely reaction. A possible solution of this problem, where
(re)action execution and planning are performed concurrently, is proposed in
[SW].
9.7 Conclusion
The concept of vivid agents is a powerful extension of the concept of knowledge
bases. It combines static knowledge in the form of a declarative knowledge base
with dynamic knowledge in the form of action and reaction rules. As a rule-
based approach, it is more `computational' than modal logic approaches based
on possible worlds semantics.
We have shown how to model deliberative, pro-active, reactive and commu-
nicative behavior in this framework. We also outlined methods of assertional
reasoning for vivid agent systems which may allow to prove safety and progress
properties for critical applications.
A rst case study [SW97] shows that the concept of vivid agents can be
successfully applied to practical problems. A programming language for vivid
agent systems, called VIVA, is currently being developed and implemented (see
the next chapter).
We hope that our agent model can serve as a basis for the formalization
of further high-level concepts such as values, emotions, social structures, social
laws, etc., which will be the topic of our future research.




We propose a new agent-oriented programming language, VIVA, based on the
theory of VIVid Agents. VIVA follows the AOP paradigm of [Sho93] but is, in
a sense, more conservative by adopting as many concepts as possible from SQL
and Prolog. This concerns, e.g., the distinction between the schema and the
state of an agent, or the use of facts and rules with negation-as-failure, logical
variables and unication. The basic design principles of VIVA are conservativity,
scalability, and versatility.
10.1 Introduction
A vivid agent is a software-controlled system whose state is expressed in terms
of mental components, such as beliefs and intentions, and whose behavior is
represented by means of action and reaction rules. The basic functionality of a
vivid agent comprises an update and an inference operation, and the possibility to
represent and perform actions in order to be able to generate and execute plans.
Since a vivid agent is `situated' in an environment with which it has to be able to
communicate, it also needs the ability to react in response to perception events,
and in response to communication events created by the communication acts
of other agents. In this paper, we propose a declarative programming language,
called VIVA, which is based on the concept of vivid agents[Wag96b]. The language
is intended for general purpose agent-oriented programming of software agents,
embedded systems, and robots.
VIVA does not restrict the agent designer to a xed logical system for the
knowledge base of an agent. Rather, it allows to choose a suitable knowledge
system for each agent individually according to its domain and its tasks. In
simple cases, a relational database-like system (admitting only of atomic facts)
will do the job, while in more involved cases one might need the ability to pro-
cess, in addition to simple facts, uncertain, temporal or condential information,
or even such advanced capabilities as deductive query answering based on rule
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knowledge and inconsistency handling. The knowledge system of a vivid agent
will be nonmonotonic, since one needs the Closed-World Assumption (CWA),
and negation-as-failure, in any practical system (like in relational and deductive
databases).
The combination of a structured knowledge base (representing the mental
state of an agent) with action and reaction rules yields an executable specica-
tion of an agent, resp. of a multi-agent system. This is similar to the idea of
PROgramming in LOGic where programs have both a procedural and a declar-
ative reading. We consider VIVA as a multi-agent logic programming language,
therefore. Notice, however, that there are three kinds of rules in VIVA: deduc-
tion, action and reaction rules, whereas a Prolog program only contains deduction
rules. We could also characterize VIVA as a knowledge-based programming lan-
guage, since the state of a VIVA program, referred to by rule conditions, does not
just consist of the current values of program variables but is composed of several
substates including the belief state of the programmed agent. Finally, VIVA can
be viewed as a coordination language in the sense of [Weg96], since it separates
computation (achieved by deduction rules) from real-time coordination (achieved
by reaction rules and the underlying message passing mechanisms). According to
Wegner, coordination is constrained interaction among communicating software
components.
In this paper, we will not treat issues of open multi-agent systems. Rather,
we will restrict our considerations to closed systems where an agent knows the
other agents if there are any, and where we have a common language for inter-
agent communication. It is an issue for future work to extend VIVA by adding
features which address the specic requirements of open systems.
10.2 Basic Requirements for Knowledge-Based
Agent Programming
We discuss three basic requirements for a knowledge-based agent programming
language: versatility, scalability and conservativity. In addition, we consider
a number of further desiderata below, among them extensibility, schema and
behavior inheritance, and online modication.
10.2.1 Versatility
A general-purpose agent-oriented programming language should allow to pro-
gram agents for all kinds of domains where dierent types of information, such
as temporal, uncertain, or condential information, may occur. The language
must therefore provide appropriate constructs to dene such qualied predicates
in addition to simple predicates.
In order to enable the agent to reason with qualied information adequately
the interpreter must support temporal, uncertain, and secure inference accord-
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ing to appropriate logics. Therefore, knowledge-based agent programming is also
`multi-logic programming' involving multiple logics. Since qualications may be
used in the expression of causal relations, generic laws, and conceptual sub-
sumption, the programming language must allow to dene deduction rules with
qualied predicates, and the interpreter must be able to evaluate such rules.
10.2.2 Scalability
As with natural agents (such as humans), not every articial agent needs to be
able to do sophisticated reasoning. In many cases, inference will only consist of
a Boolean combination of various table lookups as in SQL databases.
A programmer should not be required to know the more advanced features
of an agent programming language if she only needs basic level constructs. The
knowledge processing of a simple agent based on a relational database-like knowl-
edge system should not be aected by the availability of more advanced features
like, e.g., possibilistic rule evaluation. In other words, the simplicity and e-
ciency of a program for a simple agent should not be aected by the overall
possibilities and complexity of the programming language.
10.2.3 Conservativity
A new declarative programming language should build upon the already existing
ones and adopt as many of their concepts as possible. This concerns, in partic-
ular, SQL and Prolog both of which are declarative languages which have been
successfully applied to a wide range of information and knowledge processing
problems. For both of them the use of the CWA and negation-as-failure is es-
sential. In SQL, a negated query such as p(x) ^ :q(x) is answered by forming
the set dierence P   Q of the resp. tables P and Q which corresponds exactly
to negation-as-failure, or, logically speaking, to preferential entailment based on
minimal models. But VIVA also borrows from other database paradigms, such as
historical and temporal databases for processing temporally qualied informa-
tion, fuzzy databases for processing uncertain information, and multilevel secure
databases for processing condential information.
10.3 Specifying and Executing Agents in VIVA
A VIVA programming system requires platform-specic code to congure and
execute a multiagent system, and platform-independent VIVA source code to
specify the participating agents. An agent specied by a piece of VIVA source
code can run on a number of hosts with the same or dierent hardware/software
architectures provided they can handle the events and actions of the agent. The
composition of a multiagent system, and the locations of the participating agents,
are details that must be specied at link and execution time, before a VIVA
application can run.
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A VIVA specication of an agent consists of three parts: schema denition,
behavior denition, and initialization.




The schema denition determines the language of the knowledge base, i.e. the
kind of predicates an agent uses to represent knowledge, and to reason, about its
domain. The behavior denition consists of action and reaction rules. Finally,
the initialization of an agent assigns initial beliefs and tasks.
When a VIVA agent performs a physical action, it calls an external procedure
which may be a function of the operating system in the case of a software agent, or
a function of an eector control process in the case of a robot. Although a VIVA
program performs the high-level processing of perception data, and the high-
level control of physical actions, it does not provide the low-level programming of
sensors and eectors. This has to be done by means of conventional programming
languages which seem to be more appropriate for this purpose than a declarative
language such as VIVA.
10.3.1 Reagents
Conceptually, a vivid reagent consists of three components:
1. a knowledge base collecting the beliefs of the reagent (also called its epis-
temic state),
2. an event queue, i.e. a buer receiving messages from other agents or from
perception subsystems running as concurrent processes,1
3. a set of reaction rules encoding the reactive and communicative behavior.
Reaction rules are triggered by events. The agent interpreter continuously checks
the event queue of the agent. If there is a new event message, it is matched with
the event condition of all reaction rules, and the epistemic conditions of those
rules matching the event are evaluated. If they are satisable in the current
knowledge state, all free variables in the rules are instantiated accordingly re-
sulting in a set of triggered actions with associated epistemic eects. All these
actions are then executed, leading to physical actions and to communicative
actions (i.e. sending messages to other agents), and their epistemic eects are
assimilated into the current knowledge base.
Informally, the VIVA execution model of a reagent consists of the following
steps:
1Such a perception subsystem may be a UNIX process monitoring some part of the le
system and informing the agent about relevant changes in the case of a software agent, or it
may be a neural network-based process evaluating sensor data in the case of a robot.
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1. Get the next message from the event queue, and check whether it triggers
any reaction rules. If it does not, then repeat 1, else continue.
2. For each of the triggered reaction rules, check its epistemic condition. If
it holds, assimilate the epistemic eect of the triggered action into the
knowledge base, and if it is
(a) a physical action, execute it by calling the associated procedure.
(b) a communicative action, execute it by sending the corresponding mes-
sage to the specied addressee.
3. Continue with step 1.
10.3.2 Agents
A vivid agent consists of four components:
1. a mental state including its beliefs (or knowledge base), its tasks and its
current intentions,
2. an event queue, i.e. a buer receiving messages from other agents or from
perception subsystems running as concurrent processes,
3. a set of action rules representing the available action types which, together
with the task list, is the basis for planning and plan execution, and
4. a set of reaction rules encoding the reactive and communicative behavior.
The execution of vivid agents consists of interleaving their reactive behavior
(where incoming messages trigger reaction rules) with their pro-active behavior
(where unsolved tasks require further planning and plan execution).
10.4 Schema Denition
The schema of an agent reects the domain it has to deal with and the environ-
ment it is situated in since it determines the language by means of which the
agent represents the domain and communicates with its environment. Similar
to the denition of the database schema in SQL, the schema of an agent has to
be dened in VIVA before any knowledge content can be assigned to the agent,
and before any behavior can be specied for it. As opposed to SQL databases
where the schema essentially consists only of predicate denitions (i.e. relation
schemas) by means of CREATE TABLE statements, we have a more complex
schema denition in the case of an agent.
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First, we have various kinds of predicates expressing dierent types of infor-
mation: (in)complete, uncertain, temporal, bitemporal, reliable and conden-
tial.2 For each predicate it should be possible to specify whether it is completely
represented, i.e. the Closed-World Assumption (CWA) is applicable, or not. We
will assume the CWA for a predicate if nothing else is specied.
Second, we have to dene the schemas of communication and perception
events. Third, action schemas have to be dened. Syntactically, an event or
action schema has the same structure as a relation schema consisting of a name
and a list of argument denitions.





For simplicity, we will assume that all agents of a multi-agent system share a
common knowledge base schema, i.e. pred-def, while the event and action schemas
may be dierent (although they will usually overlap).3
10.4.1 Dening Predicates
The denition of predicates determines the schema of the agent's KB. VIVA as-
sociates a certain knowledge system with the specied KB schema. For instance,
if an uncertain predicate is specied, VIVA uses a knowledge system based on
possibilistic logic.4 The KB schema also determines the input and the query lan-
guage of the agent. While the input language denes what the agent can be told
(i.e. what it is able to assimilate into its knowledge base), the query language
denes what the agent can be asked.
Simple agents will not need deductive query answering based on rule knowl-
edge. It is therefore an option to include deduction rules in the knowledge base
of an agent. Deduction rules are used to express intensional predicates which
may represent conceptual subsumption relationships, causal relations, or generic
laws.
pred-def = EXTENSIONAL PREDICATES ext-pred-def
pred-def = EXTENSIONAL PREDICATES ext-pred-def
INTENSIONAL PREDICATES int-pred-def
2This list may grow in future versions of VIVA.
3In a non-homogeneous multi-agent system, where agents have dierent knowledge base
schemas, it will be necessary that each agent knows the schemas of all others in order to avoid
`Babylonian miscommunication'.
4See [DLP94]. In future versions of VIVA, there may be a choice among dierent knowledge
systems.
10.4. SCHEMA DEFINITION 137
Dening Extensional Predicates
A simple predicate is dened as in SQL, except that it is possible to declare the
predicate to be incomplete, i.e. not to be subject to the CWA. For instance, the
following VIVA code would dene two predicates for the schema of a hospital
information system agent:
CREATE TABLE patient(
PatientNo CHAR(10) NOT NULL,
Name CHAR(30) NOT NULL
);
CREATE INCOMPLETE TABLE illness(
PatientNo CHAR(10) NOT NULL,




If an extensional predicate is not completely represented, i.e. not subject to the
CWA, it will be represented by means of a split-table: the upper part contain-
ing its positive extension, and the lower part containing its negative extension
(i.e. all instances for which it is known that the predicate does not hold). For
instance, the split-table ILLNESS/NONILLNESS for the incomplete predicate




007 hepatitis B 01:07:93 15:08:93
007 inuenza 29:01:96 10:02:96
194 malaria 01:03:95 01:04:95
194 hepatitis B 29:01:96 29:01:96
007 HIV 01:03:95 01:04:95
while the table for the complete predicate patient (the hospital has a complete





ILLNESS represents positive, while NONILLNESS represents negative diagnoses.
The predicate illness is declared to be incomplete because it cannot be con-
cluded that a patient did not have a certain disease if there is no corresponding
positive entry in the table. For instance, while we can infer :patient(Clinton)
simply because there is no corresponding entry in PATIENT, we cannot infer
:illness(007; inuenza; 01:02:94), though this is not recorded in ILLNESS. For
an incomplete predicate, like illness, we can only infer a negated sentence if there
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is a corresponding entry in its negative extension, i.e. in NONILLNESS. If we
want to record negative information for the predicate illness we can do this by
inserting resp. tuples in NONILLNESS.
In summary, we obtain the following BNF clause for the denition of tables
(extensional predicates):
ext-pred-def = CREATE [INCOMPLETE] [pred-type] TABLE
pred-name( attr-def)
pred-type = FUZZY j TEMPORAL j BITEMPORAL j MLS
pred-name = . . . (some practical naming convention)
attr-def = . . . (like in SQL)
The denition of more advanced types of predicates { qualied predicates such as
fuzzy, (bi)temporal and MLS predicates, and intensional predicates { is described
below.
Schema-Dependent Types
VIVA derives ve implicit agent-specic types from the knowledge base schema
denition:
INPUT is the set of all literals formed with extensional predicates.
IFQUERY is the set of all variable-free queries formed with (extensional and in-
tensional) predicates from the knowledge base schema.
QUERY is the set of all queries formed with (extensional and intensional) predi-
cates from the knowledge base schema.
IFANSWER is the set of all possible answers to if-queries. It contains, e.g., the
answers yes, no, and unknown.
ANSWER is the set of all (possibly qualied) answer substitutions for answering
queries with variables.
Integrity Constraints
VIVA allows to specify integrity constraints (ICs) in the form of if-queries as part
of the knowledge base schema. ICs must not be violated by updates. The sim-
plest kind of ICs are functional dependencies such as expressed by the UNIQUE
attribute clause of SQL. For instance, the UNIQUE declaration in the predicate
denition
CREATE TABLE turn( Elevator CHAR(1) UNIQUE);
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is equivalent to the if-query 8x8y : turn(x) ^ turn(y)  x = y. It expresses the
condition that, at any moment, there can be only one elevator whose turn is
next. In the presence of this IC, it is not necessary, for instance, rst to delete
turn(a) before adding turn(b), like in
Upd(fturn(a)g; :turn(a) ^ turn(b)) = fturn(b)g
but it suces to update by the new input which overrides the old information:
Upd(fturn(a)g; turn(b)) = fturn(b)g
Integrity constraints are used in VIVA to guide updates.
In addition to UNIQUE declarations, we will use exclusive disjunctions in
our examples below in order to express that a system can only be in exactly one
state of a number of possible states. For instance, the integrity constraint
9x : at(x)jup(x)jdown(x)
leads to updates such as
Upd(fat(1)g; up(1)) = fup(1)g
10.4.2 Dening Event Schemas
VIVA makes a distinction between perception and communication events. There
may be agents which need not communicate with other agents, but only ob-
serve their environment and react adequately in response to certain events. For
instance, a typical perception event of a robot would be
DEFINE PERCEPTION EVENT obstacleAhead( Distance FLOAT)
In a similar way, communication events representing the inter-agent communi-
cation language are dened. E.g., a robot might have to request the permission
of another robot in order to approach it:
DEFINE COMMUNICATION EVENT reqPermAppr()
VIVA provides a number of predened communication events based on speech act
theory. For instance, the schema of the communication act tell is predened as
DEFINE COMMUNICATION EVENT tell( What INPUT)
Recall that INPUT is a special VIVA type specifying all admissible knowledge
inputs, i.e. those logical sentences which an agent can assimilate into its knowl-
edge base. In addition to Tell, there are further predened communication events
including askIf, askOne, askAll, reply, reqDo, and reqStit (see below).
Thus, events are dened according to the following BNF clause:
evt-def = DEFINE PERCEPTION EVENT evt-name( attr-def)
evt-def = DEFINE COMMUNICATION EVENT evt-name( attr-def)
evt-name = . . . (some practical naming convention)
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10.4.3 Dening Action Schemas
Depending on the kind of agent (e.g. software agent, embedded agent, or robot)
and on its domain, there will be a certain repertoire of actions available to the
agent (e.g. delete le, open door, turn right). Actions are dened by a name, a list
of arguments and an associated external procedure call which realizes the action
when it is performed by means of a DO statement. This requires a standardized





REALIZED BY <some UNIX function>
Thus, actions are dened according to:
act-def = DEFINE ACTION act-name( attr-def)
REALIZED BY external-procedure-call
act-name = . . . (some practical naming convention)
external-procedure-call = . . . (according to some call interface)
10.5 Behavior Denition
The behavior of a vivid agent is dened by means of action and reaction rules.
In order to be able to refer to action and reaction rules in plans, VIVA assigns
a name to each action and reaction rule. While action rules determine the pro-
active behavior repertoire, reaction rules determine the reactive behavior of an
agent. Agents without action rules (i.e. without any pro-active behavior) are
also called reagents (see also the appendix).
behavior-def = REACTION RULES react-rule-def
behavior-def = ACTION RULES act-rule-def
REACTION RULES react-rule-def
Before we go on to explain the denition of actions and reactions, we present a
simple example of a reagent specication.
10.5.1 Example: An Elevator as a Reagent
In order to describe an elevator as a reagent we use three action types: mvup,
mvdown, halt; and two perception event types: reqTo(X), arrAt(X). Whenever
the elevator, while moving up or down, arrives at oor X, this is signalled by
the environment as the perception event arrAt(X). Whenever the elevator is
requested to serve oor Y , signalled by the event reqTo(Y ), this will be recorded
in the KB by means of the uent req(Y ). The state of the elevator is described
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AGENT a
EXTENSIONAL PREDICATES
CREATE TABLE at( Floor INTEGER UNIQUE);
CREATE TABLE up( Floor INTEGER UNIQUE);
CREATE TABLE down( Floor INTEGER UNIQUE);
CREATE TABLE req( Floor INTEGER UNIQUE);
INTEGRITY CONSTRAINTS
exists(X, at(X) | up(X) | down(X));
DEFINE PERCEPTION EVENT reqTo( Floor INTEGER);
DEFINE PERCEPTION EVENT arrAt( Floor INTEGER);
DEFINE ACTION mvup() REALIZED BY 'call( go_up)';
DEFINE ACTION mvdown() REALIZED BY 'call( go_down)';
DEFINE ACTION halt() REALIZED BY 'call( halt)';
REACTION RULES
a1: DO(mvup), req(X) and up(Y)
<- RECV(reqTo(X)), at(Y) and X>Y and X<topfloor.
a2: DO(mvdown), req(X) and down(Y)
<- RECV(reqTo(X)), at(Y) and X<Y and X>0.
a3: up(X) <- RECV(arrAt(X)), req(Y) and X<Y and X<topfloor.
a4: down(X) <- RECV(arrAt(X)), req(Y) and X>Y and X>0.
a5: DO(halt), at(X) and not req(X) <- RECV(arrAt(X)), req(X).
INITIAL BELIEFS at(3).
Figure 10.1: An elevator as a reagent.
by means of the uents at(X), up(X), and down(X), i.e. predicates representing
the information that the elevator is currently halting at oor X, moving upwards
from oor X, or moving downwards from oor X. The elevator can be specied
in VIVA as in gure 1.
Reaction rules have the form
Reaction    RECV( Message, From), Condition
While a1, a2, and a5 are physical reaction rules, a3 and a4 are epistemic
reaction rules which update the knowledge state according to new perceptive
input.
In the example run of table 1, we assume that an incoming request from the
5th oor is received, i.e. RECV(req(5)) holds.
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transition KB Event Queue
0 fat(3)g []
1 reqTo(5) fat(3)g [reqTo(5)]
2 a1 fup(3); req(5)g []
3 arrAt(4) fup(3); req(5)g [arrAt(4)]
4 a3 fup(4); req(5)g []
5 arrAt(5) fup(4); req(5)g [arrAt(5)]
6 a5 fat(5)g []
Table 10.1: An example run of the elevator reagent.
10.5.2 Dening Actions
The possible actions available to an agent have to be represented in the agent
specication. When the agent generates a plan for solving a certain task, it can
only use actions from its action repertoire. A plan consists of a sequence of
actions. After a plan has been found, it is stored together with the task to be
solved by it in the set of current intentions. Whenever the agent has nothing
more important to do, it executes its current intentions. The interleaving of this
proactive behavior with the reactive behavior is described in [Wag96b].
In many cases, an action can be dened by a single action rule specifying
the mental precondition of the action, and its mental eects. An action may,
however, have context-dependent eects in which case it is dened by a number
of action rules with dierent mental conditions and eects.
In VIVA, there is a distinction between mental, physical and communicative
actions. A mental action does not aect the external environment of an agent
but only its internal state. A mental action rule has the following form:
act-rule-def = rule-name: mental-e <- mental-cond
mental-e = literal j NOT literal
mental-e = [NOT] TASK query
mental-e = NOT INTEND query
mental-e = mental-e AND mental-e
mental-cond = query j TASK query j INTEND query
literal = atom j NON atom
atom = pred-name( arg)
query = literal
query = NOT query j query AND query j query OR query
A mental eect formula TASK F leads to the insertion of F into the task list of
the agent while NOT TASK F leads to the deletion of F from the task list. An
eect formula NOT INTEND G leads to the deletion of the goal/plan pair G=P
from the agent's list of current intentions.
A communicative action involves sending a message to another agent. The
send message command is expressed by SEND. An example for a physical action
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rule used by an embedded agent system controlling an elevator is the following.
startmvup(X):
DO( mvup), up(X) AND not at(X)
<- at(X) AND X < topfloor.
This rule represents the elevator action of starting to move upwards from oor
X when currently halting at oor X required to be below the topoor.
In general, action rules are dened according to
act-rule-def = rule-name: act-expr <- mental-cond
act-expr = mental-e
act-expr = DO( act-name( par)), mental-e
act-expr = SEND( cevt-name( par), receiver), mental-e
receiver = . . . (an ID for another agent)
where act-name refers to an action, and cevt-name to a communication event,
dened in the schema, and par is a list of suitable parameters.
10.5.3 Dening Reactions
A reaction consists of a (possibly compound) action linked to a triggering event.
Events are checked by means of being popped (i.e. querying and consuming the
incoming messages) from the event queue. This check is expressed by RECV(
evt-name( par), sender), where evt-name denotes either a perception or a com-
munication event type, and sender denotes either a perception subsystem (i.e. a
process evaluating sensor data) or another agent.
react-rule-def = rule-name:
react-expr
<- RECV( evt-name( par), sender), mental-cond
react-expr = act-expr
react-expr = react-expr; act-expr
sender = . . . (an ID for another agent or a perception subsystem)
A reaction rule in VIVA is similar to what has been called `production rule' in
expert systems, or `active rule' in active database systems. It could also be
written in a more explicit syntax like, e.g.
ON RECV( event, sender)
IF mental-condition
THEN action1, mental-eff1; action2, mental-eff2;...
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10.6 Agent Initialization
A VIVA program assigns an initial mental state to an agent. This concerns the
agent's extensional beliefs, i.e. all the tables dened in the agent's knowledge
base schema, and also its tasks.
initialization = INITIAL BELIEFS belief-statement
INITIAL TASKS if-query
belief-statement = INSERT INTO pred-name( arg-tuple)
belief-statement = pred-name( arg-tuple)
VIVA will start the agent by selecting an initial task and generate a plan for it
on the basis of its initial beliefs. The resulting goal/plan pair will be added to
the set of current intentions, and the agent will successively execute the plan if
possible, and at the same time be responsive to perception and communication
events.
10.7 Advanced Knowledge Systems
10.7.1 Dening Qualied Extensional Predicates
Since diagnoses may be uncertain, the predicate illness could as well be dened
as an uncertain predicate in the following way:
CREATE INCOMPLETE FUZZY TABLE illness(
PatientNo CHAR(10) NOT NULL,




This table would have an additional implicit column containing uncertainty val-
ues:
007 inuenza 17.02.91 23.02.91 0.9
007 hepatitis B 01.07.93 15.08.93 0.7
007 inuenza 29.01.96 10.02.96 0.9
008 malaria 01.03.95 01.04.95 0.5
007 hepatitis B 29.01.96 29.01.96 -0.9
008 HIV 01.03.95 01.04.95 -0.5
VIVA handles uncertain information according to the possibilistic logic of [DLP94,
Wag96c]. Negative values denote the certainty of falsity while positive values
denote the certainty of truth.
Temporal and bitemporal predicates can be dened in a similar way. For
instance, illness could also be dened as a temporal predicate:
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CREATE TEMPORAL TABLE illness(
PatientNo CHAR(10) NOT NULL,
Disease CHAR(20) NOT NULL
);
This table would have an additional implicit column containing time stamps
representing valid time:
007 inuenza 17.02.91{23.02.91, 29.01.96{10.02.96
007 hepatitis B 01.07.93{15.08.93
008 malaria 01.03.95{01.04.95
A bitemporal predicate would have an additional time stamp column represent-
ing belief time in addition to valid time. By distinguishing between temporal
and bitemporal predicates, VIVA follows the models proposed in the database
literature (see, e.g., [SA85], and the recent denition of TSQL2).
Finally, VIVA allows to dene multilevel secure (MLS)5 predicates for protect-
ing condential information from unauthorized access. If not otherwise specied,
the four security levels unclassied (0), condential (1), secret (2), and top secret
(3) are used to classify entries in a table.
CREATE MLS TABLE patient(
PatientNo CHAR(10) NOT NULL,
Name CHAR(30) NOT NULL
);
Depending on the respective person it may be sensitive information to know
whether he is a patient in the hospital. For instance, in the case of a politician,
such information would be publicly available. But not so in the case of a shy
pop star, or a secret service agent:
091 Boris Yeltsin 0
094 Michael Jackson 1
007 James Bond 3
10.7.2 Dening Intensional Predicates
Intensional predicates are not represented by tables but by Prolog-style deduction
rules. For instance, the special diet of patients may be dened by rules such as
specialDiet( PatientNo, dietA)
:- illness( PatientNo, diabetes); illness( PatientNo, hepatitis).
5See, e.g., [JS91].
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As in Prolog, logical variables begin with a capital letter whereas constants and
names begin with a lowercase letter, or are enclosed in quotes. Instead of the
Prolog operators `:{', `;' and `,' VIVA also allows `IF', `OR', and `AND'. An
example of an intensional uncertain predicate is
infection( PatientNo, pseudomonas_aeruginosa) : 0.6
:- culture( PatientNo, CultNo),
organism_morphology( CultNo, rod),
not gram_stain_test_pos( CultNo).
Before an intensional predicate can be dened by deduction rules, its schema has
to be dened in the same way as for extensional predicates:
int-pred-def = DEFINE [INCOMPLETE] [pred-type] PREDICATE
pred-name( attr-def)
BY DEDUCTION RULES ded-rule
The general format of a deduction rule in VIVA is
ded-rule = head :{ body
head = literal j NOT literal
body = query
where in addition to simple predicates also qualied predicates are allowed in
the formation of atoms:
atom = pred-name( arg)
atom = pred-name( arg) : uncertainty-value
atom = pred-name( arg) @ timestamp
atom = pred-name( arg) / security-level
Deduction rules must be range-restricted, i.e. all free variables in the head must
also occur in the body of a rule, and the body must be an evaluable query
formula in the sense of [GT91]. It is also required in VIVA that all predicates in
the body of a rule are dened in the knowledge base schema (no matter whether
extensional or intensional). The semantics of deduction rules is determined by
stable models (see [GL88, HW97, HW96]).
10.8 Pre-Dened Communication Events
In VIVA, there are a number of pre-dened communication events based on
`speech act' theory: tell, three forms of ask, two forms of reply, and two forms of
request. Their pre-dened operational semantics is based on the assumption that
all agents involved in the communication are truthful, benevolent, and compe-
tent, implying that they normally provide correct information. These denitions
can be overridden by programmer-dened communication rules if necessary.
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10.8.1 Tell, Ask, and Reply
The simplest communication act is informing someone about something which
is expressed by
DEFINE COMMUNICATION EVENT tell( What INPUT)
The piece of information conveyed by a tell act is assimilated into the beliefs of
the receiver, expressed by the following pre-dened reaction rule:
F <- RECV( tell(F), Sender).
where F is a formula representing an input.
Like in KQML, three forms of asking are distinguished in VIVA:












Correspondingly, there are two forms of reply:








IFQUERY, QUERY, IFANSWER, and ANSWER are special VIVA types refer-
ring to the agent's knowledge base schema (see 4.1.3). IFQUERY denes the set
of queries that can be answered by yes, no, or unknown. QUERY is the set of all
queries to be answered by answer substitutions (either nondeterministically by
just one, like in Prolog, or by all, like in SQL where an answer table is returned).
For practical reasons, each query is associated with a system-generated ID,
called query handle. This ID is used to store queries (in the pre-dened table
query) until the answers are received, or until they are timed out.
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Handling If-Queries
The reaction rule for handling an if-query is
SEND( replyIf( QID, Answer), S)
<- RECV( askIf( QID, F), S), ans( F, Answer).
Here, the system predicate ans refers to the answer operation of the underlying
knowledge system, such that ans(F,'yes') i F holds in the current knowledge
state, and ans(F,'no') i :F holds.
After receiving the requested answer, the sentence in question is either posi-
tively or negatively assimilated into the current knowledge state:
F <- RECV( replyIf( QID, yes), S), query( QID, F).
non F <- RECV( replyIf( QID, no), S), query( QID, F).
Handling General Queries
In our denition of replying to askOne and askAll, we assume that there are two
system predicates, oneans and allans, providing the respective answer to a query
with free variables.
SEND( reply( QID, Answer), S)
<- RECV( askOne( QID, F), S), oneans( F, Answer).
SEND( reply( QID, Answer), S)
<- RECV( askAll( QID, F), S), allans( F, Answer).
For assimilating an answer table into the knowledge base, a respective set oper-
ation is needed. It may look like
INSERT INTO QID( Answer)
<- RECV( reply( QID, Answer), S), query( QID, F) and nonempty( Answer).
Notice that this is a preliminary formulation which needs further elaboration.
10.8.2 Requests to Act
In VIVA, there are two kinds of requests to act: an agent may be requested
to perform a specic action from its action repertoire (and to conrm the per-
formance), or it may be requested to see to it that some goal is achieved by
performing appropriate actions.
DEFINE COMMUNICATION EVENT reqDo( Act ACTION);
DEFINE COMMUNICATION EVENT confDo( Act ACTION);
DEFINE COMMUNICATION EVENT reqStit( What IFQUERY);
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In order to dene the standard reaction to these requests we assume that there
is a system table action which contains all available actions together with their
preconditions and eects.
DO( Act), Eff; SEND( confDo( Act), S)
<- RECV( reqDo( Act), S), action( AR, Act, Cond, Eff) AND Cond
TASK F <- RECV( reqStit(F), S)
The latter rule causes the communicated task F to be inserted into the agent's
task list leading to the subsequent generation of a plan, and the formation of a
corresponding intention.
10.9 Further Desiderata
We briey discuss three further desiderata for VIVA.
10.9.1 Extensibility
It would be desirable that VIVA is extensible in the sense that a programmer can
dene the knowledge system (resp. logic) she wants to assign to an agent. For
instance, instead of handling uncertainty on the basis of possibilistic logic, one
might want to use Bayesian inference, or some other uncertainty formalism.
Likewise, it should be possible to dene special planning procedures instead
of the built-in one. Thus, VIVA should provide extensible libraries of knowledge
systems, planning procedures, and communication protocols.
10.9.2 Schema and Behavior Inheritance
Since in many cases agents will share all or large parts of their schema and
behavior denition (which does not mean that they will behave the same) it
seems natural to dene agent types. A specic agent can then be dened by
assigning an agent type to it, and by extending or overriding the inherited schema
and behavior through the addition of specic schema and behavior denitions.
10.9.3 Online Modication
It may be useful to be able to change the schema of an agent during its operation,
as possible for SQL databases. The same holds for the behavior denition. In
the case of autonomous robots such online modication could be achieved by
communicating corresponding change requests to the robot.
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10.10 Related Work
There are a number of languages aimed at providing models for coordination.
One of the best known is Linda [CG89] which achieves coordination through a
shared variable space (based on a blackboard architecture). Several concurrent
logic programming languages, such as Strand [FT90], or Shared Prolog [BC91],
also deal with coordination. However, unlike VIVA, these logic programming
languages do not support any high-level agent functionality. E.g., they do not
include the concept of proactive behavior based on run-time task assignments,
plan generation and execution. Also, concurrent logic programming languages
realize the idea of knowledge-based programming only in a very limited way, since
they are not able to handle qualied (temporal, uncertain, etc.) predicates.
In [Tho95], an extension of Shoham's AGENT0, called PLACA, is described
where agents can not only be requested to perform some action but also to see
to it that some condition holds which requires planning and plan execution.
The same interaction can be programmed in VIVA by means of the pre-dened
communication acts reqDo and reqStit. Thus, VIVA seems to be more general than
PLACA, since 1) message types (i.e. communication events) which are xed in
PLACA are programmer-denable in VIVA, 2) perception is distinguished from
communication, 3) actions are represented with their preconditions and eects
in the agent program whereas PLACA only lists the names of available actions
in the form of capabilities and leaves the full representation of actions to the
planner.
In [Rao96], a logic programming-like language, called AgentSpeak(L) is pro-
posed. While AgentSpeak(L) contains a more complex form of action rules (used
to represent predened plans), it does not provide for online planning. Beliefs in
PLACA and in AgentSpeak(L) consist, like in AGENT0, only of literals formed
with simple predicates upon which classical inference is performed, i.e. the CWA
and negation-as-failure are not used. In VIVA however, we take into account that,
based on the experience with SQL and Prolog, the CWA and negation-as-failure
are essential for information and knowledge processing. Also, the restriction to
simple predicates in AgentSpeak(L), and to temporally qualied predicates in
AGENT0 and PLACA excludes many forms of relevant domain knowledge, such
as uncertain or condential information. Finally, neither of AGENT0, PLACA,
and AgentSpeak(L) allows intensional predicates for expressing causal relations
and generic laws in the form of possibly nonmonotonic deduction rules.
A prototype interpreter for VIVA on the basis of PVM is currently under de-
velopment [SW, SW97]. In a rst case study [SW97], we used it to implement
a distributed diagnosis simulation where several diagnosis agents monitor and
test a target system and try to coordinate their diagnostic ndings. For this
application, knowledge-based programming was essential since the model-based
diagnosis method depends on knowledge and assumptions about the target sys-
tem which can only be expressed in a suciently expressive formalism allowing,
e.g., for nonmonotonic deduction rules.
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In [SW], we hope to solve the mental resource conict between reactive and




In the communicating elevator scenario, we assume that two elevators a and b
operate in the same shaft and must not collide. For simplicity, we shall consider
the case with three oors. Elevator a serves oor 1 and 2, while elevator b serves
oor 2 and 3, and hence the critical zone is oor 2. The states of the elevators
are described by means of the indexical uents at(x), up(x), and down(x), i.e.
indexical predicates representing the information that the resp. elevator is cur-
rently halting at oor x, moving upwards from oor x, or moving downwards
from oor x.
In addition to perception events, LPEvt = freqTo(x); arrAt(x)g, we now also
have communication events in order to avoid collisions and deadlocks. The ele-
vators use two communication acts for coordination: requesting the permission to
approach, and granting the permission, expressed by LCEvt = freqPerm; grPermg.
A special uent turn(x) controls whose turn it is when both want to go to oor
2 at the same time. We assume that initially turn(a) holds for both elevators.
This leads to the following specication, including a coordination protocol.
The behavior of elevator a is specied by the rules a1; : : : ; a9, while that of
elevator b is specied by the dual rules b1; : : : ; b9.
AGENT a % elevator "a" serving floor 1 and 2
EXTENSIONAL PREDICATES
CREATE TABLE at( Floor INTEGER UNIQUE);
CREATE TABLE up( Floor INTEGER UNIQUE);
CREATE TABLE down( Floor INTEGER UNIQUE);
CREATE TABLE turn( Elevator CHAR(1) UNIQUE);
CREATE TABLE req( Floor INTEGER UNIQUE);
CREATE TABLE permreq( Elevator CHAR(1) UNIQUE);
INTEGRITY CONSTRAINTS
exists(X, at(X) | up(X) | down(X));
DEFINE PERCEPTION EVENT reqTo( Floor INTEGER);
DEFINE PERCEPTION EVENT arrAt( Floor INTEGER);
DEFINE COMMUNICATION EVENT reqPerm();
DEFINE COMMUNICATION EVENT grPerm();
DEFINE ACTION mvup() REALIZED BY 'call( go_up)';
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DEFINE ACTION mvdown() REALIZED BY 'call( go_down)';
DEFINE ACTION halt() REALIZED BY 'call( halt)';
REACTION RULES
a1: SEND(reqPerm,b), req(2) <- RECV( reqTo(2)), at(1).
a2: SEND(grPerm,b)
<- RECV(reqPerm,b), (at(1) and not req(2)) or down(2).
a3: SEND(grPerm,b), turn(a)
<- RECV(reqPerm,b), at(1) and req(2) and turn(b).
a4: permreq(b) and turn(b)
<- RECV(reqPerm,b), at(1) and req(2) and turn(a).
a5: permreq(b) <- RECV(reqPerm,b), at(2) or up(1).
a6: DO(mvup), up(1) <- RECV(grPerm,b), at(1) and req(2).
a7: DO(mvdown), req(1) and down(2) <- RECV(reqTo(1)), at(2).
a8: SEND(grPerm,b), not permreq(b)
<- RECV(reqTo(1)), at(2) and permreq(b).
a9: DO(halt), at(X) and not req(X) <- RECV(arrAt(x)), req(X)
INITIAL BELIEFS at(1), turn(a).
Elevator b has the same schema denition as elevator a, only its reaction rules
are the duals of those of a:
REACTION RULES
b1: SEND(reqPerm,a), req(2) <- RECV(reqTo(2)), at(3).
b2: SEND(grPerm,a)
<- RECV(reqPerm,a), (at(3) and not req(2)) or up(2).
b3: SEND(grPerm,a), turn(b)
<- RECV(reqPerm,a), at(3) and req(2) and turn(a).
b4: permreq(a) and turn(a)
<- RECV(reqPerm,a), at(3) and req(2) and turn(b).
b5: permreq(a) <- RECV(reqPerm,a), at(2) or down(3).
b6: DO(mvdown), down(3) <- RECV(grPerm,a), at(3) and req(2).
b7: DO(mvup), req(3) and up(2) <- RECV(reqTo(3)), at(2).
b8: SEND(grPerm,a), not permreq(a)
<- RECV(reqTo(3)), at(2) and permreq(a).
b9: DO(halt), at(X) and not req(X) <- RECV(arrAt(x)), req(X)
INITIAL BELIEFS at(3), turn(a).
This program was proved to be correct in section 6.7. In particular, the
correctness proof guarantees that there will be no collisions between the two
elevators.
10.11.2 A Two-Database System
A cooperative knowledge base is a particular type of reagent sharing and ex-
changing its information with other knowledge bases. A multi-knowledge-base
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system is a collection of cooperative knowledge bases communicating with each
other by means of tell, ask and reply.
In our example, we assume that two relational databases a and b (e.g. of
two dierent cities) cooperate in query answering. Each of them knows about
which predicates it has complete information by means of the catalog table
TANSCOMP containing all relation names for which the Closed-World Assump-
tion holds locally. For simplicity, we consider only two predicates: resident and
married. Since each city has complete information about its residents, in both
databases holds that resident 2 TANSCOMP. However, this does not hold for
married, since anyone may marry anyone in any city, and this may be recorded
only there.6
We assume that there is a meta-predicate anscomp, stating for which if-
queries the database is answer competent, according to the following denition:
DEFINE PREDICATE anscomp( Q IFQUERY)
BY DEDUCTION RULES
anscomp( Q1 and Q2) :{ anscomp(Q1), anscomp(Q2).
anscomp( Q1 or Q2) :{ anscomp(Q1); anscomp(Q2).
anscomp(not Q) :{ anscomp(Q).
anscomp(exists(X, Q)) :{ anscomp(Q).
anscomp(Q) :{ Q =.. [Predicate j Arguments], tanscomp( Predicate).
There are two possible originators of a query/message: a local user, or the other
database. The communication protocol consists of 5 interaction rules:
AGENT a
EXTENSIONAL PREDICATES
CREATE TABLE resident( Name CHAR(30));
CREATE INCOMPLETE TABLE married(
Husband STRING,
Wife STRING );
DEFINE COMMUNICATION EVENT askIf( Query IFQUERY);
DEFINE COMMUNICATION EVENT replyIf( Answer IFANSWER);
REACTION RULES
a1: SEND(replyIf(Q,yes),S) <- RECV(askIf(Q),S), Q.
a2: SEND(replyIf(Q,no),S) <- RECV(askIf(Q),S), not Q and anscomp(Q).
a3: SEND(askIf(Q),b) <- RECV(askIf(Q),user), not Q and not anscomp(Q).
a4: SEND(replyIf(Q,unknown),b)
<- RECV(askIf(Q),b), not Q and not anscomp(Q).
a5: SEND(replyIf(Q,A),user) <- RECV(replyIf(Q,A),b).
6Notice that, as a one-place predicate, resident is spatially indexical, i.e. it has dierent
extensions at dierent locations, while married is temporally indexical, having dierent exten-
sions at dierent timepoints.








CREATE TABLE resident( Name STRING);
CREATE INCOMPLETE TABLE married(
Husband STRING,
Wife STRING );
DEFINE COMMUNICATION EVENT askIf( Query IFQUERY);
DEFINE COMMUNICATION EVENT replyIf( Answer IFANSWER);
REACTION RULES
b1: SEND(replyIf(Q,yes),S) <- RECV(askIf(Q),S), Q.
b2: SEND(replyIf(Q,no),S) <- RECV(askIf(Q),S), not Q and anscomp(Q).
b3: SEND(askIf(Q),a) <- RECV(askIf(Q),user), not Q and not anscomp(Q).
b4: SEND(replyIf(Q,unknown),a)
<- RECV(askIf(Q),a), not Q and not anscomp(Q).
b5: SEND(replyIf(Q,A),user) <- RECV(replyIf(Q,A),a).
INITIAL BELIEFS
resident(mary), resident(tom), married(peter,susan).
Notice that, since there are no global integrity constraints in this example,
it cannot be prevented that someone is (of course, illegally) involved in multiple
marriages, such as Peter and Susan.
In order to demonstrate a run of the system, we assume that a database user
at b asks if Tom is married, i.e. b receives the message
askif( exists(X, married(tom,X)))
from user. This event triggers the rule set fb1; b2; b3g, from which b3 is the only
reaction to be executed since the conditions of b1 and b2 are not satised. So,
b reacts by applying its reaction rule b3: it forwards the query to a since it
is not able to answer it. Then, a nds a positive answer, married(tom,susan),
and replies yes to b by applying a1. Finally, b passes the answer to the user by
applying b5.
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10.12 A PVM-Prolog-Based Interpreter for Vivid
Agents
This section is based on [SW97].
PVM (parallel virtual machine) is a standard software in distributed and
parallel computing that permits a heterogeneous collection of UNIX computers
(ranging from a personal computer or workstation to massively parallel proces-
sors) to be viewed as a single parallel computer. PVM coordinates the dierent
hardware architectures and data formats of the networked machines. The PVM
computing model is simple, yet very general: The main principle are tasks which
are spawned in the network and which access PVM resources through a library of
standard interface routines. These routines allow the initiation and termination
of tasks across the network as well as communication and synchronization of the
tasks.
Besides the standard interfaces to C, C++ and Fortran, PVM is available in
Lisp, Ada and Prolog. Its widespread use and generality makes PVM an excellent
candidate for implementing interpreters for multi-agent programming languages.
A general scheme for such implementations contains PVM as a layer on top of
low-level network protocols. The next layer contains programming languages
with full PVM access. On top of them, agent interpreters can be implemented,
allowing to run high-level agent programs as the topmost layer. Alternatively,
agents can be programmed directly in the lower level of standard programming
languages with PVM access. Notice, however, that we rather recommend to
use a high-level declarative agent programming language such as our vivid agent
specication language in order to achieve readable and compact source code.
10.12.1 PVM and PVM-Prolog
PVM realizes communication of spawned tasks by message-passing. The message-
passing primitives are tailored for heterogeneous operation, involving strongly
typed constructs for buering and transmission. Communication constructs in-
clude those for sending and receiving data structures as well as high-level prim-
itives such as broadcast, barrier synchronization, and global sum. There are no
limits for messages: A task can send an unlimited number of messages of unlim-
ited size, though the size is, of course, limited by the available memory of the
host.
An essential feature for multi-agent applications is asynchronous commu-
nication. Tasks can perform an asynchronous blocking send and receive. A
blocking send or receive waits until the message is sent or an incoming message
arrives. Blocking is often useful to let the agent idle and safe computational
power. Besides the primitive send, a multi-cast to a set of tasks and broadcast
to user-dened groups is supported. In general, the message order is preserved in
point-to-point communication. Additionally, PVM provides dynamic hardware
conguration, i.e. addition and deletion of hosts at run-time and signaling, such
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that on events such as exit, addition or deletion of tasks other tasks are informed.
All these PVM-primitives are included in PVM-Prolog, a Prolog-core ex-
tended by a PVM-interface [CM97]. In addition to PVM's coarse grain paral-
lelism, PVM-Prolog provides process-internal threads. While PVM tasks run
physically distributed the threads are process internal and therefore have less
overhead.
For the diagnosis agent implementation we use PVM's coarse grain paral-
lelism to spawn agents on the network's machine and to provide message passing
facilities among the agents. In on-going work we use threads to run a planner
concurrently with the perception-reaction-cycle. We investigate the possibil-
ity to use the low-level concurrency of threads which is executed as time-sliced
interleaving to solve the problem of bounded rationality. Depending on the ap-
plication dierent priorities and computational resources can be assigned to the
threads for planning and reaction.
10.12.2 An Interpreter for Vivid Agents
To set up the multi agent system a corresponding number of processes is spawned
at dierent locations each loading a le containing its behavior specication.
Once the processes are set up they can communicate through the PVM-primitives











The execution of a vivid reagent is specied by a perception-reaction cycle
similar to the `observation-thought-action' cycle proposed by Kowalski and the
interpreter cycle of AGENT0 [Sho93]. First, we check if there is a message
(newEvt, see Figure 10.2). If there is one, the predicate pvm nrecv, which realizes
a non-blocking receive, succeeds and the message is popped from the event queue.
Next, the reaction rules are evaluated. For all reaction rules matching the event
expression the precondition Cond is tested and in case it holds, the triggered
actions are collected in the set ActEffs. Subsequently, they are performed and
the cycle is closed.
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perform( [noAct/Effs|ActEffs] ) :-
assimilate( Effs ),
perform( ActEffs ).














assimilate( [not(L)|Effs] ) :-
retractall( fact(L) ),
assimilate( Effs ).
assimilate( [L|Effs] ) :-
assert( fact(L) ),
assimilate( Effs ).
Figure 10.3: Executing Reactions.
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Triggered actions are performed as follows (see Figure 10.3): Communicative
actions are translated into PVM-Prolog's pvm send, whereas a physical action
causes a call to a procedure with the same name. The epistemic eects of actions
are assimilated into the knowledge base by means of the Prolog operations assert
and retract.
Chapter 11
Further Topics, Open Problems
A new conceptual framework, such as our theory of knowledge systems, and of
knowledge-based agents, leads to new questions and creates new problems. Many
of them have to remain unanswered and unsolved.
A natural question is, for instance, whether the various kinds of knowledge
system constructions, such as adding specic qualications, or rules, or forming
a disjunctive knowledge system, are all orthogonal and can be freely combined
leading to arbitrarily complex knowledge system constructions. It seems that
this question should be answered in a practical way, e.g. by pointing out the
possibly relevant combinations of knowledge systems, such as temporal deductive
S5 factbases (i.e. DV 5TF ), rather than by establishing the mathematical theory
of fully orthogonal combinations of knowledge systems.
The septuple denition of vivid agents
A = h(X;TL;PTL;CI ); EQ;RR;ARi
represents only the most basic functionality. It is obvious that in many cases
agents need further mental components, notably
 commitments/obligations,
 meta-beliefs (for representing other agents),
 emotions,
and certain capabilities associated with them.
Other possible extensions concern the specication of idling behavior, and the
inclusion of reactions in plans. Instead of suspending any activity, the idling be-
havior of an agent may rather consist of certain basic activities without pursuing
any specic goal, or reacting to any specic event.
Realizing these, and other, extensions will lead to a stage of complexity and
versatility where agents become really vivid.
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Appendix A
Partial Logics with Two Kinds of
Negation
This appendix is based on [HJW97].
A.1 Preliminaries
A function-free1 partial logic signature  = hRel ;ExRel ;Consti consists of a
set of relation symbols Rel, the designation of a set of exact relation symbols
ExRel  Rel , and a set of constant symbols Const.
With respect to a signature  we dene the following sublanguages: At() =
L(; ;), the set of all atomic sentences (also called atoms); Lit() = L(; :),
the set of all literals; and XLit() = Lit() [ fl : l 2 Lit()g, the set of all
extended literals. We will frequently omit the reference to a specic signature, and
simply write L instead of L(). We use a; b; : : :, l; k; : : :, e; f; : : :, and F;G;H; : : :
as metavariables for atoms, literals, extended literals and well-formed formulas,
respectively.
If X is a set of sets, then Fin(X) denotes its restriction to nite elements. If
Y is an ordered set, then Min(Y ) denotes the set of all minimal elements of Y ,
i.e. Min(Y ) = fX 2 Y j :9X 0 2 Y : X 0 < Xg
A model-theoretic system hL; I; j=i is determined by a language L, a set I
whose elements are called interpretations and a model relation j= IL between
interpretations and formulas. With every model-theoretic system hL; I; j=i, we
can associate a model operator ModI, a consequence operation CI, and a con-
sequence relation j=I in the following way. Let X  L, then the associated
model operator is dened as ModI(X) = fI 2 I : I j= Xg, where I j= X i
for every F 2 X : I j= F . The associated consequence operation is dened by
CI(X) = fF 2 L : ModI(X)  ModI(fFg)g, and nally X j=I F i F 2 CI(X).
1For simplicity, we exclude function symbols from the languages under consideration, i.e. we
do not consider functional terms but only variables and constants; signatures without function
symbols lead to a nite Herbrand universe.
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A.2 Partial Models
We restrict our considerations to Herbrand interpretations since they capture the
Unique Name Assumption which is fundamental in the semantics of databases
and logic programming.
Denition A.1 (Interpretation) Let  = hRel ;ExRel ;Consti be a signa-
ture. A partial Herbrand -interpretation I consists of:
1. A set UI, called universe or domain of I, which is equal to the set of
constant symbols, UI = Const;
2. an assignment I(c) = c to every constant symbol c 2 Const;
3. an assignment of a pair of relations It(r); If(r) to every relation symbol
r 2 Rel such that
It(r) [ If(r)  Ua(r)I ;
and in the special case of an exact relation symbol r 2 ExRel ,
It(r) [ If(r) = Ua(r)I ;
where a(r) denotes the arity of r.
In the sequel we also simply say `interpretation' (`satisfaction', `model', `entail-
ment') instead of `partial Herbrand interpretation' (`partial Herbrand satisfac-
tion', `partial Herbrand model', `partial Herbrand entailment').
The class of all partial Herbrand -interpretations is denoted by I4(). We
dene the classes of coherent, of total, and of total coherent (or 2-valued) inter-
pretations by
Ic() := fI 2 I4() : rt \ rf = ; for all r 2 Relg
I t() := fI 2 I4() : rt [ rf = Ua(r)I for all r 2 Relg
I2() := Ic() \ It()
The model relation j=  I4()  L0(; ;:;^;_; j; 9; 8) between a Herbrand
interpretation and a sentence is dened inductively as follows.
Denition A.2 (Satisfaction)
I j= r(c1; : : : ; cm) () hc1; : : : ; cmi 2 It(r)
I j= :r(c1; : : : ; cm) () hc1; : : : ; cmi 2 If (r)
I j= F () I 6j= F
I j= F ^G () I j= F & I j= G
I j= F _G () I j= F or I j= G
I j= 9xF (x) () I j= F (c) for some c 2 Const
I j= 8xF (x) () I j= F (c) for all c 2 Const
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All other cases of compound formulas are handled by the following DeMorgan
and double negation rewrite rules:
:(F ^G)  ! :F _ :G :(F _G)  ! :F ^ :G
:9xF (x)  ! 8x:F (x) :8xF (x)  ! 9x:F (x)
::F  ! F :F  ! F
and the denition for exclusive disjunction:
F jG  ! (F ^ G) _ (G ^ F )
and material implication
F  G  ! F _G
in the sense that for every rewrite rule LHS  ! RHS , we dene
I j= LHS () I j= RHS
Mod denotes the model operator associated with the system hL(); I; j=i, and
j= denotes the corresponding consequence relation, for  = 4; c; t; 2, i.e.
X j= F i Mod(X)  Mod(fFg)
Denition A.3 (Satisfaction Set) Let I 2 I4(), and F 2 L(). Then
SatI(F ) := f 2 UIVar : I j= Fg
Denition A.4 (Logical Equivalence) Let F;G 2 L(), and  = 4; c; t; 2.
The formulas F and G are called -equivalent, symbolically F  G, i for all
I 2 I(),
SatI(F ) = SatI(G)
Note that this denition of equivalence does not capture uniform substitutability.
For example p ^ :p c q ^ :q, but :(p ^ :p) 6j=c :(q ^ :q). However, substi-
tutability of F by G can be regained by requiring that F  G and :G  :F .
Observation A.1 If only two-valued models are admitted, weak and strong
negation collapse:
:F 2 F
Denition A.5 (Diagram) The diagram of I 2 I4() is dened as
DI := fl 2 Lit() : I j= lg
Observation A.2 Partial Herbrand interpretations can be identied with their
diagrams, i.e. there is a one-to-one correspondence between I4() and 2
Lit().
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Denition A.6 (Extension) Let I and I 0 be two interpretations. We say
that I 0 informationally extends I, symbolically I  I 0, if DI  DI0.
Denition A.7 (Minimal Models) For F 2 L()  X, and  = 4; c, we
dene Modm (X) = Min(Mod(X)), and minimal entailment as
X j=m F :() Modm (X)  Mod(F )
Observation A.3 An interpretation is the unique minimal model of its dia-
gram: for  = 4; c, and for every I 2 I(), Modm (DI) = fIg, and consequently,
a sentence F is satised by an interpretation I i it is minimally entailed by its
diagram:
I j= F () DI j=m F
Formulas of partial logic (with two kinds of negation) can be normalized in the
same manner as those of classical logic. For this purpose, we introduce DNS4(F ),




DNS4(F ^G) = fE [D : E 2 DNS4(F ); D 2 DNS4(G)
& (E [D) \ E [D = ;g
DNS4(F _G) = DNS4(F ) [ DNS4(G)
where e 2 XLit and F;G 2 L(;:;^;_). All other cases of compound formulas
can be handled by the above and the following DeMorgan-style rewrite rules:
(F _G)  ! F ^ G (F ^G)  ! F _ G
:(F _G)  ! :F _ :G :(F ^G)  ! :F ^ :G
::F  ! F F  ! F
:F  ! F
The general disjunctive normal set of a coherent formula can be further normal-
ized:
DNSc(F ) := fE 2 DNS4(F ) : E \ eE = ;g







where  = 4; c.
Claim A.1 Let G 2 L(;:;^;_), and  = 4; c. Then,
G  DNF(G)
Claim A.2 Let F 2 L(:;^;_), and  = 4; c. Then,
Modm (F )  DNS(F )  Mod(F )
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A.3 Classical Logic as a Special Case of Partial
Logic
Obviously, the entailment relation j=2 corresponds to entailment in classical logic.
The most natural way to arrive at classical logic from proper partial logic is to
assume that all predicates are exact: ExRel = Rel . Under this assumption, the
two entailment relations j=c and j=2 of partial logic collapse.
Claim A.3 If ExRel = Rel, then j=c = j=2.
A.3.1 From Partial to Classical Logic
The general partial logic of I4(), where a sentence and its strong negation
are completely independent from each other (if no exact predicates occur in
it), can be directly reduced to classical logic by eliminating the strong negation
through the introduction of new relation symbols. This can be made explicit
by a dichotomous translation function, which has been proposed (in a slightly
dierent form) by Gilmore [Gil74], but can also be found in [Fef84, Lan88].
Denition A.8 (Gilmore translation) The Gilmore translation g consists of
a pair of functions t; f : L(;:;^;_; 8; 9)! L(:;^;_; 8; 9), inductively dened
by
(r(c))t = r(c) (r(c))f =
( :r(c) if r 2 ExRel
r0(c) otherwise
(:F )t = F f (:F )f = F t
(F ^G)t = F t ^Gt (F ^G)f = F f _Gf
(8xF )t = 8xF t (8xF )f = 9xF f
(F )t = :F t (F )f = F t
where we have introduced a new relation symbol r0 for every inexact relation
symbol r 2 Rel   ExRel. The new relation symbol r0 is supposed to refer to the
falsity extension of r.
Notice the meaning shift of : in the reduction from partial to classical logic:
(:r(c))t = (r(c))f =
( :r(c) if r 2 ExRel
r0(c) otherwise
(r(c))t = :(r(c)t)
If  = hRel ;ExRel ;Consti is a partial logic signature, then we dene g to be
the classical logic signature hRelg;Consti, such that
Relg := Rel [ fr0 : r 2 Rel   ExRelg
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Furthermore, if I is a partial -interpretation, we write Ig for the correspond-
ing classical g-interpretation such that I and Ig coincide with respect to the
interpretation of Const, and for r 2 Relg:
Ig(r) := It(r)
Ig(r0) := If (r)
It can be shown by straightforward induction that
I j= F () Ig j= F t
Claim A.4 If X  L() and F 2 L(), then
X j=4 F () Xt j=2 F t
X j=c F () Xt; Y j=2 F t with Y = f:(r(c) ^ r0(c)) j r 2 Rel   ExRelg
X j=t F () Xt; Z j=2 F t with Z = fr(c) _ r0(c) j r 2 Rel   ExRelg
Notice the role of Y and Z: while the former excludes incoherent models by
requiring :(r(c) ^ r0(c)), the latter enforces totality by requiring r(c) _ r0(c).
A.3.2 Confusing Semi-Partial Logic with Classical Logic
Denition A.9 Semi-partial logic consists of the language L(;^;_; 8; 9),
i.e. the fragment of partial logic without strong negation, and the entailment
relation j=4 (or j=c) of partial logic restricted to L(;^;_; 8; 9).
In semi-partial logic, only truth and non-truth are expressible since the connec-
tive : expressing falsity is missing. It does therefore not matter in semi-partial
logic whether any predicates are declared to be inexact: the entailment relation
of semi-partial logic is invariant under the parameter ExRel.
Observation A.4 Semi-partial entailment is isomorphic to classical entail-
ment.
Proof: It is easy to see that the restricted Gilmore translation
g : L(;^;_; 8; 9)! L(:;^;_; 8; 9)
g(r(c)) = r(c)
g(F ^G) = g(F ) ^ g(G)
g(8xF ) = 8xg(F )
g(F ) = :g(F )
is an entailment-preserving one-to-one morphism from semi-partial logic onto
classical logic, i.e. for F 2 L(;^;_; 8; 9)  X, and G 2 L(:;^;_; 8; 9)  Y ,
X j=4 F ) g(X) j=2 g(F )
Y j=2 G ) g 1(Y ) j=4 g 1(G) 2
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where g 1 is the inverse of g. The question arises whether semi-partial logic
can be identied with classical logic, since their entailment relations are isomor-
phic, although their intuitive semantics are dierent from each other. Such an
identication seems to be common in database and logic programming theory.
Denition A.10 (Information Growth) Let X; Y  L(;^;_; 8; 9).
in classical logic X 2 Y :() Mod2(X)  Mod2(Y )
in partial logic X c Y :() Modc(X)  Modc(Y )
Clearly, X c Y implies X 2 Y .
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Appendix B
Possibilistic Logic
Based on our earlier work on partial logics and extended logic programs [Wag91,
Wag94b, HJW97], and on the non-compositional possibilistic logic of [DLP94],
we dene a compositional possibilistic rst-order logic with two kinds of negation.
B.1 Introduction
In this chapter, we rst dene fuzzy and possibilistic Herbrand interpretations as
conservative extensions of classical and partial Herbrand interpretations, and
then dene corresponding satisfaction relations for uncertainty-qualied sen-
tences as the semantic basis of our (semi-)possibilistic logic. Unlike the possibility
theory of Zadeh, Dubois and Prade,1 our possibilistic logic supports, like partial
logic, two kinds of negation.
In real world knowledge bases like, for instance, relational or deductive data-
bases, it is essential to be able to infer negative information by means of minimal
(or stable) entailment, i.e. drawing inferences on the basis of minimal (or stable)
models. These notions require an information ordering between models. The
same situation arises in the framework of uncertain reasoning with fuzzy and
possibilistic databases.
The main problem for many fuzzy logic programming approaches, such as
[Emd86, EIM95, VP96] is the fuzzy logic evaluation of negation: C(:F ) =
1   C(F ), which is neither justied by any reasonable logical semantics nor
compatible with the treatment of negation in logic programs. As a consequence
of this problem, neither of these approaches allows for negation in the body of
a rule. We have remedied the negation problem of fuzzy logic by proposing our
semi-possibilistic logic where we combine the min/max-evaluation of conjunction
and disjunction with a supraintuitionistic evaluation of weak negation, thereby
preserving the law of the excluded contradiction and providing a semantic link to
1See [Zad79, DP80, DLP94]. In contrast to this classical work, where the fundamental notion
is the non-logical concept of a possibility distribution, we reconstruct fuzzy and possibilistic logic
on the basis of the two logically fundamental notions of an interpretation and a satisfaction
relation.
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negation-as-failure. By dening a satisfaction relation for uncertainty-qualied
formulas, we show that the evaluation of conjunction and disjunction is not a
matter of choice, as suggested by the t-norm approach to fuzzy logic (adopted,
e.g., in [EIM95, VP96]), but has to be done by means of minimum and maximum.
B.2 Preliminaries
Denition B.1 (Certainty Scale) A certainty scale hC; 0; 1i is a linearly
ordered set C with least and greatest elements 0 and 1.2
Examples of certainty scales are the rational unit interval, or any discrete ordering
of linguistic uncertainty values such as h0; ll; ql; vl; 1i, where ll stands for little
likely, ql for quite likely, and vl for very likely. In the sequel, we assume that
there is a xed certainty scale C for which we simply write [0; 1]. If we want to
exclude the value for complete uncertainty, we write (0; 1] = fv 2 C j v > 0g.
B.3 The Logical Semantics Problem of Reason-
ing with Uncertainty
In [Elk93], Elkan argues that the semantic principles, on which fuzzy logic is
based, are inconsistent in the sense that if they are taken seriously, the respec-
tive formal system collapses to 2-valued logic, i.e. does not allow for gradual
uncertainty. These principles, according to Elkan, consist of the three evaluation
functions min, max and probabilistic complement for conjunction, disjunction
and negation, and the postulate that logically equivalent sentences are equally
evaluated. Formally,
1. v(F ^G) = min(v(F ); v(G))
2. v(F _G) = max(v(F ); v(G))
3. v(:F ) = 1  v(F )
4. v(F ) = v(G) i F  G.
Elkan shows that if  is taken to mean logical equivalence in classical logic, then
for any two sentences F and G, either v(F ) = v(G), or v(F ) = 1  v(G).
In their answer to Elkan, Dubois and Prade [DP94] point out that this re-
sult was already established in [Wes87] and [DP88]. They argue, however, that
fuzzy logic is not based on classical equivalence (requiring [0; 1] to be a Boolean
algebra), but rather denes its own notion of logical equivalence (based on the
2From a purely formal point of view, one could as well choose the more general structure of
a (distributive) lattice of certainty values instead of a linear order. But from a practical point
of view, I don't see any need for such a generalization.
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DeMorgan algebra [0; 1]). Therefore, principle (4) cannot be a postulate referring
to classical logic, but only a denition of equivalence in fuzzy logic.
Clearly, fuzzy logic violates both the law of the excluded middle (LEM),
(LEM) v(F _ :F ) = 1;
and the law of the excluded contradiction (LEC),
(LEC) v(F ^ :F ) = 0:
Especially the violation of LEC casts doubt on the logical justication of fuzzy
logic.
B.3.1 A Natural Solution
Elkan has anticipated the answer of Dubois and Prade to some degree, since
he discusses possible alternatives to classical equivalence for principle (4). He
admits the possibility that LEM is not valid in uncertain reasoning, and the
resulting logic, therefore, is subclassical. He seems, however, not prepared to
accept the invalidity of its dual, viz. LEC. He says that
One could hope that fuzzy logic is therefore a formal system whose tau-
tologies are a subset of the classical tautologies, and a superset of the
intuitionistic tautologies. [. . . ] It is an open question how to choose a no-
tion of logical equivalence that simultaneously (i) remains philosophically
justiable, (ii) allows useful inferences in practice, and (iii) removes the
opportunity to prove results similar to Theorem 1 [the above trivialization
result].
Systems between intuitionistic and classical logic are called intermediate.3 In
intermediate logics, LEM does not hold, but LEC does. Since both LEM and
LEC are the basic principles of classical logic, this means that intermediate
(i.e. supraintuitionistic) logics are closer to classical logic, and philosophically
better justied, than the weak logics arising from DeMorgan algebras based on
principles (1)-(3).
On the one hand side, Elkan is right in his quest for an intermediate logic as
the logical basis of reasoning with uncertainty. On the other hand side, he seems
to overlook the fact that principle (3), i.e. the fuzzy logic evaluation of negation,
is not compatible with intuitionistic logic (it is not a Heyting complement). In
fact, it is this principle, i.e. Zadeh's denition of negation, which is the culprit
in the violation of LEC. A solution to the logical semantics problem following
the above suggestions of Elkan requires therefore to redene the evaluation of
negation in the following way:
(30) v(:F ) =_v(F );
3There are exactly ve proper intermediate logics which are well-behaved, i.e. which have
the fundamental interpolation property, see [Mak77].
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where the complement operation _ is dened as
_x =
(
1 if x = 0
0 otherwise
This leads to the (implication-free) Heyting algebra h[0; 1]; _;min;maxi, and
the resulting intermediate logic is the system generated by all linear Heyting
algebras which is also obtained by adding the axiom (F ! G)_ (G! F ) to the
set of intuitionistic axioms. This logic is `pretty close' to classical logic,4 and it
allows to evaluate sentences in arbitrary linear orderings with least and greatest
elements 0 and 1.
Below, we will dene this logic under the name semi-possibilistic logic since
we consider it as a fragment of our compositional possibilistic logic (with two
kinds of negation) in the same sense as classical logic can be considered as a
fragment of partial logic with two kinds of negation (see [HJW97]).
B.3.2 The Non-Compositional Possibility-Theoretic Ap-
proach
Dubois and Prade [1994] argue that in order to retain classical tautologies, i.e.
the classical logic reading of principle (4), one has to sacrice compositionality
and give up some of the sentence evaluation functions (1)-(3). In fact, in their
non-compositional possibilistic logic [DLP94], neither (2) nor (3) is valid. While
(2) is replaced by the inequality
(20) v(F _G)  max(v(F ); v(G))
allowing for v(F _:F ) = 1, yet max(v(F ); v(:F )) < 1, negation is evaluated by
means of a dual measure ~v according to
(300) v(:F ) = 1  ~v(F )
such that (1),(20), and (300) are compatible with the classical logic reading of
postulate (4).
While (300) is a well-justiable choice of evaluating negation, it seems ques-
tionable to give up compositionality. In logic, unlike in probability theory, com-
positionality is one of the most basic principles (not only since Frege). It is much
more fundamental than the principle of bivalence constituting classical logic.
From a logical point of view, therefore, it does not seem to be justied to give
up the more fundamental principle of compositionality in favor of the less funda-
mental principle of bivalence (i.e. classical tautologies). The non-compositional
possibilistic logic of [DLP94], although it includes (as opposed to fuzzy logic) a
4In fact, a weak version of LEM holds: v(:F _ ::F ) = 1.
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well-justied treatment of negation, cannot be considered a good solution to the
logical semantics problem of reasoning with uncertainty-qualied sentences.5
In our compositional possibilistic logic, we combine the dualistic treatment
of negation of [DLP94] with the supraintuitionistic negation proposed above,
resulting in a system with two kinds of negation expressing two dierent notions
of falsity, like partial logic with two kinds of negation.
B.4 Semi-Possibilistic Logic
It is important to note that in (semi-)possibilistic logic, unlike in probability
theory, the intuitive meaning of 0 is not false, or impossible, but rather completely
uncertain, or absolutely no information.
A fuzzy Herbrand interpretation of the language L() is based on fuzzy rela-
tions over the Herbrand universe U.
Denition B.2 (Fuzzy Interpretation) Let  = hRel ;Const ;Funi be a sig-
nature. A fuzzy Herbrand -interpretation I over a certainty scale C consists
of the canonical interpretation of terms by themselves, and an assignment of a
function rI : U
a(r)
 ! C to every relation symbol r 2 Rel, where a(r) denotes the
arity of r; the function rI is also called a fuzzy relation.
6
The class of all fuzzy Herbrand -interpretations is denoted by If (). In the
sequel we simply say `fuzzy interpretation' instead of `fuzzy Herbrand interpreta-
tion'. We prefer to call the logic based on fuzzy interpretations semi-possibilistic,
since the term `fuzzy logic' is already widely used (with various meanings), and
is connected with Zadeh's denition of negation which we nd inappropriate
because it leads to the violation of the law of the excluded contradiction.
Denition B.3 (Semi-Possibilistic Satisfaction) 7 Let F;G 2 L0(;:;^;_),
r(c) 2 At0(), I 2 If(), and ;  2 C.
(a) I j= r(c): :() rI(c)  
(:) I j= (:F ) :  :()
(
 > 0 & there is no  > 0 s.th. I j= F :
 = 0 & I j= F : for some  > 0
(^) I j= (F ^G) :  :() I j= F : & I j= G:
(_) I j= (F _G) :  :() I j= F : or I j= G:
Observation B.1 If I j= F :, and  < , then I j= F :.
5We do not question that, like probability theory, possibility theory models certain forms of
reasoning with uncertainty based on the non-compositional set-algebraic treatment of events.
6In [VP96], a fuzzy Herbrand interpretation was dened as a function I : At ! [0; 1],
assigning certainty values to elements of the Herbrand base. This is equivalent to our denition.
7In this paper, we dene the satisfaction relation of our (semi-)possibilistic logic only for
quantier-free sentences. We will present its full denition in the extended version of the paper.
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Proof: by straightforward induction on the complexity of F .
Notice that according to (:), a negation :F is satised by an interpretation
I (with any positive certainty degree) i I satises F only with complete un-
certainty. Thus, whenever a weakly negated sentence holds with some positive
certainty degree, it also holds with certainty degree 1. Weak negation is, in this
sense, 2-valued.
On the basis of an interpretation I we can assign the most informative cer-
tainty degree supported by I to a sentence.
Denition B.4 (Semi-Possibilistic Certainty Valuation) Let I 2 If (),
r(c) 2 At0(), and F;G 2 L0(;:;^;_).
(a) CI(r(c)) = rI(c)
(:) CI(:F ) =
(
1 if CI(F ) = 0
0 otherwise
(^) CI(F ^G) = min(CI(F ); CI(G))
(_) CI(F _G) = max(CI(F ); CI(G))
Semi-possibilistic certainty valuations are closely related to necessity measures
in the sense of [DLP94]. While necessity measures, however, sacrice compo-
sitionality in favor of `classicality' (i.e. for preserving classical tautologies), our
semi-possibilistic certainty valuations preserve compositionality on the basis of
a Heyting algebra.8
Notice that neither the law of the excluded middle, CI(F _ :F ) = 1, nor
double negation elimination, CI(::F ) = CI(F ), are valid in semi-possibilistic
logic. This is completely acceptable from a logical and cognitive point of view, at
least to the same degree as intuitionistic logic is acceptable. The dual of the law
of the excluded middle, which is much more fundamental, does hold, however.
Observation B.2 (Law of the Excluded Contradiction) For any I 2 If (),
CI(F ^ :F ) = 0
Proof: We have to prove that either CI(F ) or CI(:F ) is equal to 0. This is the
case, since by denition, CI(:F ) = 0 whenever CI(F ) > 0. 2
The following observation shows that the min/max-evaluation of conjunction
and disjunction is not a matter of choice (as suggested by the t-norm approach
to fuzzy logic), but is implied by the semantics of (semi-)possibilistic logic, via
the clauses (^) and (_) in the denition of the satisfaction relation.
Claim B.1 CI(F ) assigns the most informative certainty degree supported by
I to F :
CI(F ) = maxf j I j= F :g
or in other words, I j= F : i CI(F )  .
8h[0; 1]; ;min;maxi is the implication-free fragment of the corresponding linear Heyting
algebra.
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Proof: In the case of atoms and negations, the assertion follows immediately
from the denitions (a) and (:). Let F = G ^H. Then, using observation B.1,
CI(F ) = min(CI(G); CI(H))
= min(maxf j I j= G:g; maxf j I j= H:g)
= maxf j I j= G: & I j= H:g
= maxf j I j= F :g
Similarly for F = G _H:
CI(F ) = max(CI(G); CI(H))
= max(maxf j I j= G:g; maxf j I j= H:g)
= maxf j I j= G: or I j= H:g
= maxf j I j= F :g 2
Let X  L0() [0; 1] be a set of valuated sentences. The class of all models
of X is dened by
Mod(X) = fI 2 If () j I j= F , for all F 2 Xg
and j= denotes the corresponding entailment relation, i.e. X j= F i Mod(X) 
Mod(fFg).
Example 23 fp(c):0:7; q(c):0:2; q(d):0:4g j= (p(c) ^ q(c)) : 0:2, since every
model of the premise set must assign at least 0.7 to p(c), and 0.2 to q(c), so it
satises both q(c):0:2 and p(c):0:2.
Denition B.5 (Diagram) The diagram of a fuzzy interpretation I 2 If ()
is dened as
DI = fr(c1; : : : ; cn): j  = rI(c1; : : : ; cn) 6= 0g
Notice that in the diagram of an interpretation, uninformative sentences of the
form a:0 are not included. We call a set of valuated atoms normalized if it
contains only maximal elements (i.e. it is not the case that for any atom a there
are two elements a: and a: such that  6= ).
Observation B.3 Fuzzy Herbrand interpretations can be identied with their
diagrams. In other words, there is a one-to-one correspondence between the class
of fuzzy Herbrand interpretations and the collection of all normalized sets of
valuated atoms.
Consequently, fuzzy Herbrand interpretations over  can be considered as nor-
malized subsets of At0()  (0; 1]. In the sequel, we identify an interpretation
with its diagram whenever appropriate.
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Observation B.4 An ordinary Herbrand interpretation I  At0() can be
embedded in a fuzzy Herbrand interpretation If = fa:1 j a 2 Ig, such that for all
F 2 L0(;:;^;_),
1. If I j= F , then CIf (F ) = 1.
2. If I j= :F , then CIf (F ) = 0.
Proof: By straightforward induction on sentences.
B.5 Possibilistic Logic
A possibilistic Herbrand interpretation of the language L() is based on possibilis-
tic relations over the Herbrand universe U. The generalization step from fuzzy
to possibilistic interpretations is analogous to the generalization step from classi-
cal to partial interpretations. Recall that a general partial interpretation assigns
falsity/truth-values from f0; 1gf0; 1g, where h1; 0i denotes false, h0; 1i denotes
true, h0; 0i denotes undetermined, and h1; 1i denotes overdetermined. Classical
logic can be obtained from partial logic by admitting only total coherent models,
see [HJW97].
Denition B.6 (General Possibilistic Interpretation) A general possi-
bilistic Herbrand -interpretation I over a certainty scale C consists of the Her-
brand universe U, the canonical interpretation of constants, function symbols
and terms, and an assignment of a function rI : U
a(r)
 ! CC to every relation
symbol r 2 Rel, where a(r) denotes the arity of r; the function rI is called a
possibilistic relation, and we also write
rI(c) = hr I (c); r+I (c)i
I is called
1. coherent, if for no tuple c, r+I (c) > 0 & r
 
I (c) > 0.
2. total, if for no tuple c, r+I (c) = r
 
I (c) = 0.
Obviously, fuzzy interpretations can be viewed as particular possibilistic inter-
pretations not assigning certainty degrees of falsity but only of truth: a fuzzy
relation rI corresponds to the possibilistic relation crI : Ua(r) ! f0g  C withcrI(c) = h0; rI(c)i.
In the framework of [DLP94], the functions r+I and r
 
I correspond to neces-
sity and impossibility measures.9 However, Dubois, Prade and Lang do not treat
two kinds of negation which, in our view, is essential for possibilistic logic and
9An impossibility measure is simply the inverse 1   of a possibility measure .
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possibilistic logic programs to the same extent as it is for partial logic and ex-
tended logic programs. In the sequel, we will only consider coherent possibilistic
interpretations, and we simply say `possibilistic interpretation' or `interpretation'
instead of `coherent possibilistic Herbrand interpretation' whenever the context
allows it. The class of all coherent possibilistic Herbrand -interpretations is
denoted by I().
Formally, a possibilistic certainty valuation assigns a pair of certainty degrees
hr I (c); r+I (c)i to an atomic sentence r(c), such that the rst value denotes the
certainty of falsity, and the second value the certainty of truth. The certainty
value of a strongly negated atom :r(c), then, is obtained by swapping the truth
and falsity degree, i.e. it is equal to hr+I (c); r I (c)i. Since we only deal with
coherent possibilistic interpretations, we can simplify the notation using a signed
certainty scale consisting of a positive and a negative range: C = C [ f v :
v 2 Cg. We also write [ 1; 1] instead of C. The information ordering  of
C is dened as:    i ;  < 0 &   , or ;  > 0 &   . Notice
that 0 stands for complete uncertainty, or no information, whereas  1 stands
for completely certain falsity, or impossibility.
Denition B.7 (Possibilistic Satisfaction) Let F;G 2 L0(), r(c) 2 At0(),
I 2 I(), and  2 [ 1; 1].
(a) I j= r(c): :()
(
  0 & r+I (c)  
 < 0 & r I (c)   
() I j= (F ): :()
(
  0 & there is no  > 0 s.th. I j= F :
  0 & I j= F : for some  > 0
(:) I j= (:F ): :() I j= F : 
(^) I j= (F ^G) :  :()
(
  0 & (I j= F : & I j= G:)
 < 0 & (I j= F : or I j= G:)
(_) I j= (F _G) :  :()
(
  0 & (I j= F : or I j= G:)
 < 0 & (I j= F : & I j= G:)
Observation B.5 If I j= F :, and  < , then I j= F :.
Observation B.6 (Coherence Principle)
1. If I j= :F :  and  > 0, then I j= F : 1. In other words, CI(:F ) > 0,
or equivalently CI(F ) < 0, implies CI(F ) = 1.
2. If I j= :F :  and  < 0, then I j= F :  1. In other words, CI(:F ) < 0,
or equivalently CI(F ) > 0, implies CI(F ) =  1.
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Denition B.8 (Possibilistic Certainty Valuation)
(a) CI(r(c)) =
(
r+I (c) if r
 
I (c) = 0
 r I (c) otherwise
() CI(F ) =
(
1 if CI(F )  0
 1 otherwise
(:) CI(:F ) =  CI(F )
(^) CI(F ^G) = min(CI(F ); CI(G))
(_) CI(F _G) = max(CI(F ); CI(G))
Notice that `min' and `max' in (^) and (_) refer to  and not to .
Claim B.2 CI(F ) assigns the most informative certainty degree supported by
I to F :
CI(F ) = max

f j I j= F :g
or in other words, I j= F : i CI(F )  .
Observation B.7 For any I 2 I(), CI(F ^ :F ) = CI(F ^ F ) = 0.
The model operator Mod and the entailment relation j= are dened in the stan-
dard way (see previous section). The diagram of a possibilistic interpretation
I 2 I() is dened as
DI = fr(c): j  = rI(c) 6= 0g
Notice that in the diagram of a possibilistic interpretation, there are only infor-
mative sentences of the form a:c or a: c, where c 2 (0; 1]. We identify possi-
bilistic Herbrand interpretations with their diagrams, i.e. possibilistic Herbrand
interpretations over  are normalized subsets of At0() [ 1; 0)[(0; 1], or equiv-
alently of Cons(Lit0()) (0; 1].
Claim B.3 A coherent partial Herbrand interpretation I  Lit0() can be
embedded in a possibilistic Herbrand interpretation I 0 = fa:1 j a 2 Ig [ fa :
 1 j a 2 Ig, such that for all F 2 L0(),
1. If I j= F , then CI0(F ) = 1.
2. If I j= F , then CI0(F ) = 0, or CI0(F ) =  1.
3. If I j= :F , then CI0(F ) =  1.
Denition B.9 (Informational Extension) Let I; I 0 2 I be two interpre-
tations. We say that I 0 informationally extends I, or I 0 is at least as informative
as I, symbolically I  I 0, if for all a: 2 DI exists a: 2 DI0, such that   .
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Denition B.10 (Minimal Model) For F 2 L0()[ 1; 1]  X, we dene
the minimal model operator
Modm(X) := Min(Mod(X));
and minimal entailment:
X j=m F :() Modm(X)  Mod(F )
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Appendix C
The Logic of Temporally
Qualied Information
This appendix is based on [HW96].
We consider two types of temporal formulas corresponding to two types of
temporal qualication. In order to say that Charles and Diana have been married
from 1981 to 1996 we can use a collection of timepoint sentences of the form
m(C;D)@1981; m(C;D)@1982; : : : ; m(C;D)@1996
Alternatively, we can state this fact more compactly using the timestamp sentence
m(C;D)@[1981::1996]
Timepoint formulas are related to the snapshot view of temporal information,
where the semantic value of a relation symbol is a function that maps each time-
point to a relation over the object domain. In the timestamp view, the semantic
value of a relation symbol is a function that assigns a timestamp, represent-
ing valid time, to each object tuple. Both languages can be formalized in the
framework of two-sorted predicate logic over an object signature and a temporal
signature.
C.1 Syntax
Let  be an object signature associated with an object domain, and let  be a
temporal signature associated with a temporal domain, such that  and  have
no symbols in common. We assume that the temporal signature  contains a
unary function symbol s, a constant 0 and a binary relation symbol <. Time-
points will be represented by the terms 0; s(0); s(s(0)); s3(0); : : :, corresponding
to natural numbers.1 We describe a language TP (; ) for timepoint formulas,
1Throughout the paper, we assume a discrete temporal domain isomorphic to the order
type of natural numbers. There is a widespread agreement in the database literature that this
is the proper model of time for most kinds of temporal databases.
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and a language TS(; ) for timestamp formulas. The vocabulary of both lan-
guages contains the following symbols:
- object variables: OVar = fx1; x2; : : :g, we also use y; z; : : :;
- object constants: OConst = fc1; c2; : : :g;
- variables for timepoints: TVar = ft1; t2; : : :g, we also use t0; s; s0; s1; : : :;
- timepoint constants: TConst = fi1; i2; : : :g, we also use j; j1; : : :.
We assume thatOVar\TVar = ;. Timepoint terms are denoted by p; p0; p1; p2; : : :.
L() is the set of formulas expressing properties of objects, such as 9y(m(x; y))
expresses the fact that x is married to someone. L() is the set of formulas ex-
pressing properties of timepoints, such as 0 < t ^ 9t0(t < t0). Formulas from
L() are also called temporal constraints. The interpretation of symbols from
the temporal signature  , e.g. of <, is xed (see 3.2), while the interpretation of
symbols from the object signature  varies in the usual way (determined by the
actual database state).
Denition C.1 (Elementary Timepoint Formulas) An expression of the
form F@p, where F 2 L(), and p 2 Term(), is called an elementary timepoint
formula over the signature (; ); it is called an atomic timepoint formula if F
is an atomic formula. TPel(; ) denotes the set of all elementary timepoint for-
mulas over (; ), and At(; ) denotes the set of all atomic timepoint formulas.
Denition C.2 (Timepoint Formulas) The set TP (; ) of timepoint for-
mulas over (; ) is the smallest set containing TPel(; ) [ L(), and being
closed with respect to the connectives ^;_;:; and the following condition: if
F (x); G(t) 2 TP (; ), then the formulas 8xF (x), 9xF (x), 8tG(t), and 9tG(t)
belong to TP (; ).
Example 24 The query who married the same person again can be expressed
by the timepoint formula
9t19t29t3(t1 < t2 ^ t2 < t3 ^m(x; y)@t1 ^ :m(x; y)@t2 ^m(x; y)@t3)
Denition C.3 (Timestamp Formulas) The set TS(; ) of timestamp for-
mulas over (; ) is the smallest set containing fF@tG(t) : F 2 L(); G(t) 2
L()g, and being closed with respect to ^;_;:; and 8x; 8t; 9x; 9t.
The expression tG(t) stands for the set of all timepoints dened by G(t), see the
semantic denition below. We dene the set of temporal formulas as L(; ) =
TP (; ) [ TS(; ). Elements of At0(; ), i.e. atomic timepoint sentences, are
called temporal atoms.
Example 25 The following expressions are timestamp formulas:
(1) r(x)@t(0 < t ^ t < s5(0) _ s6(0) < t ^ t < s9(0))
(2) r(x)@t(0 < t)
(3) r(x)@t(0 < t ^ (t < 2 _ t < 3))
(4) 9t0[r(x)@t(0 < t ^ t < t0)]
(5) 9t19t2[r(x)@t(t1 < t ^ t < t2) ^ (q1(x)@t(t1 < t) _ q2(x)@t(t < t2))]
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The timestamp of (1) corresponds to a nite union of disjoint intervals, i.e. the
form of timestamps proposed in [Gad88]. In the sequel, we also use the notation
(10) r(x)@[1::4; 7::8]
instead of (1), and call such timestamps normal. (2) expresses an eternal valid
time, that is it corresponds to the null-valued timestamp formula
(20) r(x)@[1::1]
where 1 stands for the null value ad eternum. (3) expresses a timestamp where
the end timepoint is only known with disjunctive uncertainty, that is it corre-
sponds to the null-valued timestamp formula
(30) r(x)@[1; 2j3]
where 2j3 represents the disjunctive null value `two or three'. (4) expresses a
timestamp with unknown end time, that is it corresponds to the null-valued
timestamp formula
(40) Q(x)@[1::]
where  stands for the null value unknown timepoint. All of (10), (20), (30) and
(40) can be viewed as a resp. shorthand notation for (1), (2), (3) and (4).
C.2 Semantics
In the sequel we assume that  = h0; s; <i, and we write N = hT; s; 0; <i for
the standard system of natural numbers. A h; i-interpretation I interprets
constant and function symbols from  in the standard way as elements of, resp.
functions over, the object domain UI independent of the time. I assigns a
function rI : T ! 2UnI to every n-place relation symbol r from , such that
rI(t)  UnI is the set of those object tuples for which r holds at timepoint t. The
-interpretation I(t) assigning the relation rI(t) to a relation symbol r is called
the snapshot of I at timepoint t.
An I-instantiation  is a function  : OVar [ TVar ! UI [ T assigning
objects to object variables and timepoints to timepoint variables. We write o
for the restriction of  to OVar, and t for the restriction of  to TVar. If an
instantiation  is changed at the argument x (or t) by assigning c (or i) to x (or
t), we simply write xc (or 
t
i) for the changed instantiation.
Denition C.4 (Satisfaction of Timepoint Formulas)
1. For elementary timepoint formulas: I;  j= F@p i I(t(p)); o j= F .
2. For temporal constraints F 2 L(): I;  j= F i N ; t j= F .
3. I;  j= F ^G i I;  j= F and I;  j= G (similarly for F _G, F  G).
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4. I;  j= :F i I;  6j= F .
5. I;  j= 9xF (x) i there is an object c, such that I; xc j= F (x).
I;  j= 9tF (t) i there is a timepoint i, such that I; ti j= F (t).
6. I;  j= 8xF (x) i for all objects c: I; xc j= F (x).
I;  j= 8tF (t) i for all timepoints i: I; ti j= F (t).
Denition C.5 (Satisfaction of Timestamp Formulas)
1. An instantiation  maps a timestamp into a set of timepoints:
(sF (s)) := fi 2 T : N ; (t)si j= F (s)g.
2. I;  j= F@tG(t) i for all i 2 (tG(t)): I(i); o j= F .
3. All other cases are dened as for timepoint formulas.
We need some further denitions. Let F 2 L(; ) be a temporal formula, and I
be a (; )-interpretation. Then Sat(I; F ) = f : I;  j= Fg, and I j= F i for all
, I;  j= F . For X  L(; ) we dene Mod(X) := fI : I j= F for every F 2
Xg, and the standard entailment relationX j= F i Mod(X)  Mod(fFg). Two
temporal formulas F and G are logically equivalent, symbolically F  G, i for
every (; )-interpretation I it holds that Sat(I; F ) = Sat(I; G).
C.3 From Timepoints to Timestamps and Vice
Versa
We compare the expressive power of the languages TP (; ) and TS(; ), and
show that both languages have the same expressive power.
Claim C.1 There exist algorithmic functions f : TP 0(; )! TS0(; ) and
g : TS0(; ) ! TP 0(; ), such that for every (; )-interpretation I and all
sentences F 2 TP 0(; ), G 2 TS0(; ) the following equivalences hold:
(1) I j= F i I j= f(F )
(2) I j= G i I j= g(G)
Proof: obtained as a corollary of the following lemmas.
Observation C.1 There is an algorithmic function g : TS(; )! TP (; ),
such that for all F 2 TS(; ) it holds that Free(F ) = Free(g(F )), and for every
interpretation I and instantiation :
I;  j= F i I;  j= g(F )
Proof (inductively on the complexity of F ): We sketch only the initial step. Let
F = G@tH(t), then g(F ) := 8t(H(t)  G@t). 2
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Observation C.2 There is an algorithmic function h : TP (; )! TS(; ),
such that for all F 2 TP (; ) it holds that Free(F ) = Free(h(F )), and for every
interpretation I and instantiation 
I;  j= F i I;  j= h(F )
Proof: (inductively on the complexity of F ). We sketch only the initial steps.
Let F = G@p be an elementary timepoint formula, then h(F ) := G@t(t = p).
Next, let F = t < t0 be an atomic temporal constraint, then
h(F ) := H(t; t0) = 9x(x 6= x)@s(s = t0 ^ t0  t)
Assume I;  j= t < t0, then (t) < (t0) in N , implying that the set fi 2
T : i = (t0) ^ (t0)  (t)g is empty, and therefore trivially, I;  j= H(t; t0).
Conversely, if I;  j= H(t; t0), then, since 9x(x 6= x) is not satisable, the set
(s(s = t0 ^ t0  t)) has to be empty, implying that I;  j= t < t0. 2
C.4 Minimal Models
A Herbrand interpretation I of the language L(; ) is an interpretation whose
object domain is the set of all ground terms of , and which interprets constants
and function symbols canonically (i.e. identically). Notice that I is a temporal
Herbrand interpretation i for all t 2 T , I(t) is a classical Herbrand interpre-
tation. While a classical Herbrand interpretation can be identied with a set of
ground atoms (atomic sentences), a temporal Herbrand interpretation I can be
identied with a set of temporal ground atoms
I = fa@p 2 At0(; ) : I j= a@pg
The class of all Herbrand (; )-interpretations is denoted by IH(; ). In the se-
quel we simply say `interpretation', resp. `model', instead of `temporal Herbrand
interpretation', resp. `temporal Herbrand model'. We write I instead of I when
we want to indicate the use of sets of temporal atoms as interpretations. For a
set of temporal sentences X  L0(; ), we dene ModH(X) = fI 2 IH(; ) :
I j= F for all F 2 Xg.
Denition C.6 (Informational Extension of an Interpretation)
Let I; J 2 IH(; ) be two interpretations. We say that J extends I, resp. J is
informationally greater than or equal to I, symbolically I  J, if for all t 2 T :
I(t)  J(t).
Obviously, I  J i I  J , and hIH ;i is a complete lattice.
Denition C.7 (Minimal Model) For F 2 L0(; )  X, we dene
Modm(X) := Min(ModH(X))
and the minimal entailment relation
X j=m F :() Modm(X)  ModH(F )
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Obviously, a set of atomic sentences such as represented by a temporal database
(without null values) has a minimal model. But how about more general sets of
formulas ?
Claim C.2 Let X  L(; ) be a set of universal sentences. If X has a model
then X has a minimal Herbrand model.
Example 26 The sentence 8t9s(t < s ^ r(c)@s) does not have a minimal
model.
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Die in der vorliegenden Arbeit entwickelte Theorie kunstlicher Agenten mochte
als Versuch verstanden werden, einen relevanten Beitrag zu den logisch-begriichen
und softwaretechnischen Grundlagen von Multiagentensystemen zu leisten. Dabei
kommt es auf eine theoretische Modellierung an, die in direktem Bezug zu den
operationalen Komponenten eines Agentensystems steht und nicht von ihnen
abstrahiert.
3.5.1 Was ist ein Agent ?
Es gibt viele Versuche, den Begri eines Agenten zu `denieren'. Je nach Vorliebe
der Autoren, betonen diese `Denitionen' unterschiedliche Aspekte des Agenten-
Konzepts. Eine den Vorstellungen der vorliegenden Arbeit sehr nahe kommende
Charakterisierung intelligenter Agenten stammt von Barbara Hayes-Roth (1995):
Intelligente Agenten fuhren kontinuierlich drei Funktionen aus: sie
nehmen ihre sich verandernde Umgebung wahr; sie handeln, um ihre
Umgebung zu verandern; und sie ziehen Schlusse, um Wahrnehmungen
zu interpretieren, Probleme zu losen und geeignete Handlungen zu
bestimmen.
Es scheint jedoch nicht sinnvoll, eine allgemeine formale Denition von Agen-
ten aufzustellen. Schlielich gibt es auch keine allgemeine Denition des Zahlen-
begris. Es gibt nur Denitionen von wichtigen Spezialfallen, wie den naturlichen
oder den rationalen Zahlen. Auch gibt es keine allgemeine Denition, was eine
Datenbank ist. Aber es gibt prazise Denitionen von relationalen und deduktiven
Datenbanken.
Wahrend es also nicht anzustreben ist, ein generisches mathematisches Konzept
von Agenten schlechthin zu denieren, sollte vielmehr der Versuch gemacht
werden, wichtige Falle von Agenten-Typen zu identizieren und mathematisch
zu prazisieren. Ein solches Unternehmen kann nur gelingen, wenn die formal-
synthetische Konzeption Hand in Hand geht mit einer analytischen Konzeptual-
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isierung der intuitiven Vorstellungen von Agenten und des ihnen zugrundeliegen-
den praktischen Erfahrungsschatzes.
3.5.2 Vivide Agenten
Ein vivider Agent ist ein softwaregesteuertes System, dessen Zustand sich aus
Komponenten zusammensetzt, die eine mentalistische Semantik im Sinne Mc-
Carthys und Shohams [McC79, Sho93] haben, und deren Verhalten durch Aktions-
und Reaktionsregeln determiniert ist. Die wichtigsten mentalen Komponen-
ten eines vividen Agenten sind Uberzeugungen (beliefs), Ziele und Intentionen.
Die Uberzeugungen eines vividen Agenten werden in einer vividen Wissensbasis
reprasentiert.
Die Basisfunktionalitat eines vividen Agenten umfat
1. ein vivides Wissenssystem (mitsamt einer Wissensaktualisierungs- und In-
ferenzoperation),
2. die Fahigkeit, auf Wahrnehmungs- und Kommunikationsereignisse zu reagieren,
und
3. die Fahigkeit, das eigene Handlungsrepertoire explizit zu reprasentieren
(zu `kennen') und darauf aufbauend Handlungsplane fur zuvor akzeptierte
Aufgaben zu generieren und anschlieend auszufuhren.
Wir formalisieren die Kombination dieser reaktiven und proaktiven Verhaltenskom-
petenzen durch eine Transitionssystem-Semantik, in der Wahrnehmung, Reak-
tion, Planung und Planausfuhrung nichtdeterministisch verzahnt werden.
Unsere Theorie vivider Agenten ist subjektivistisch. Das heit, sie beruht auf
der internen Perspektive kognitiver Subjekte und kommt ohne die Annahme einer
objektiven `Realitat' aus. Zum Beispiel ist in der Theorie vivider Agenten ein
objektiver Zeitbegri genauso entbehrlich wie die philosophische Unterscheidung
zwischen Wissen (knowledge) und Uberzeugung (belief).
Das vivide Agentenmodell lat oen, welches Wissenssystem einem Agen-
ten zugrundegelegt wird. Durch diese Parametrisierung konnen fur verschiedene
Agenten je nach Aufgabenbereich so unterschiedliche Wissenssysteme wie rela-
tionale oder temporale Datenbanken, Fuzzy-Datenbanken, S5-Datenbanken, Dis-
junktive Faktenbasen, Possibilistische oder S5-Logikprogramme gewahlt werden.
Dadurch ergibt sich eine der Praxis angemessene Flexibilitat, die in einem auf
traditioneller Logik basierenden Modell kaum moglich ware.
Wahrend die oft vorgenommenen Versuche, Agentensysteme mit den Mitteln
der Mogliche-Welten-Semantik modallogisch zu modellieren, zu einer nicht mehr
handhabbaren Komplexitat fuhren und sich wegen ihrer objektivistischen Ab-
straktionen nur schwerlich als Basis eines Programmiersystems eignen, ergibt die
vividen Agenten zugrundeliegende Kombination einer Wissensbasis mit Aktions-
und Reaktionsregeln eine ausfuhrbare Spezikation, ahnlich einem Logikprogramm.
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Das vorgeschlagene Konzept vivider Agenten eignet sich also dazu, Theorie und
Praxis von Agentensystemen einander naherzubringen. Dies wird insbesondere
durch die Agentenprogrammiersprache VIVA deutlich gemacht.
3.6 Vivide Wissensreprasentation
Ein abstraktes Wissenssystem
K = hLKB ; `; LQuery; Upd; LInput; Ans i
beruht auf drei Sprachen und drei Operationen:
1. einer Wissensreprasentationssprache LKB , die die zulassigen Wissensbasen
deniert,
2. einer Anfragensprache LQuery,
3. einer Inputsprache LInput, d.i. die Menge aller zulassigen Inputs mit denen
eine Wissensbasis aktualisiert werden kann;
4. einer Aktualisierungsoperation Upd, so da das Resultat der Aktualisierung
von X 2 LKB mit F 2 LInput die Wissensbasis X 0 = Upd(X;F ) ist;
5. einer Inferenzrelation `, wobei X ` F gilt, wenn die Aussage F 2 L0Query
aus X 2 LKB inferiert werden kann; und
6. einer Anfragenbeantwortungsoperation Ans, fur die gilt, da Ans(X;G) die
Antwort der Wissensbasis X 2 LKB auf die Anfrageformel G 2 LQuery
liefert.
Der Zusammenhang zwischen diesen Operationen ergibt sich durch zwei Bedin-
gungen:
1. Eine Antwort auf eine Anfrage ist korrekt, wenn ihre Einsetzung in die
Anfrageformel zu einer inferierbaren Aussage fuhrt:
X ` F gdw Ans(X;F ) = yes:
hc1; : : : ; cni 2 Ans(X;G(x1; : : : ; xn)) wenn X ` G(c1; : : : ; cn)
2. Nach der Aktualisierung einer Wissensbasis mit einer Aussage ist diese
Aussage inferierbar:
(Erfolgs-Postulat) Upd(X;F ) ` F
Die Inferenzoperation eines Wissenssystems kann mit dem aus der Logik bekan-
nten Begri einer Konsequenzoperation in Verbindung gebracht werden. Allerd-
ings ist eine Inferenzoperation in der Regel nicht mononoton. In einigen wichti-
gen Fallen von Wissenssystemen (namlich fur relationale, temporale, disjunk-
tive und Fuzzy-Datenbanken, sowie fur relationale und disjunktive Faktenbasen
und fur possibilistische Datenbanken) wird die Beziehung zur Logik mit Hilfe
praferentieller Folgerungsrelationen expliziert.
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3.6.1 Positive Wissenssysteme
Positive Wissenssysteme reprasentieren nur positive Information und sind deswe-
gen inharent konsistent, d.h. eine Wissensbasis in einem positiven Wissenssys-
tem kann selbst nie inkonsistent sein (sie kann jedoch evtl. vorhandene In-
tegritatsbedingungen verletzen). Wichtige Beispiele fur positive Wissenssysteme
sind relationale und deduktive Datenbanken, deren Verbindung zur logischen
Modelltheorie durch die Begrie minimale und stabile Folgerung erklart werden
kann.
Ein positivesWissenssystem heit vivid, wenn es eine konservative Erweiterung
des Systems relationaler Datenbanken ist, d.h. wenn relationale Datenbanken
aktualisierungs- und inferenzerhaltend eingebettet werden konnen.
Es folgt die Beschreibung einer Reihe von wichtigen vividen Wissenssystemen.
Fuzzy-Datenbanken
Fuzzy-Datenbanken erlauben die Reprasentation graduell unsicherer Informa-
tion. Graduelle Unsicherheit wird durch Werte einer Unsicherheitsskala, d.i.
eine lineare Ordnung mit kleinstem und grotem Element, ausgedruckt. Eine
Unsicherheitsskala mit mehr als zwei Werten ist keine Boolesche Algebra mehr,
aber eine Heyting-Algebra. Die Negation in Fuzzy-Datenbanken ist daher nichtk-
lassisch (genauer gesagt, ist sie supraintuitionistisch).
Die Informationseinheiten in Fuzzy-Datenbanken sind unsicherheits-qualizierte
atomare Aussagen wie z.B.
Der Patient hat ziemlich sicher Hepatitis A.
Unsicherheits-qualizerte Ob-Anfragen, wie
Ist es unwahrscheinlich, da der Patient Hepatitis A hat ?
werden je nach Datenbankzustand mit ja oder nein beantwortet, wahrend un-
qualizerte Ob-Anfragen durch die Angabe ihres Unsicherheitsgrads beantwortet
werden.
Temporale Datenbanken
In Temporalen Datenbanken haben Aussagen einen Gultigkeitszeitbezug, der
durch einen Zeitstempel ausgedruckt wird. Zeitstempel konnen als Mengen dis-
junkter Intervalle uber einer Zeitskala, d.i. eine diskrete lineare Ordnung mit
kleinstem Element und einer Nachfolgerfunktion, ausgedruckt werden. Als Zeit-
skala kann man, je nach gewunschter Granularitat, die Menge der Jahre des
Gregorianischen Kalenders, die Menge der Millisekunden oder auch { abstrakter
{ die Menge der naturlichen Zahlen wahlen. Die Menge der Zeitstempel bildet
eine Boolesche Algebra.
Die Informationseinheiten in temporalen Datenbanken sind gultigkeitszeit-
qualizierte atomare Aussagen wie z.B.
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Diana ist/war von 1981 bis 1995 verheiratet.
Unqualizierte Ob-Anfragen werden durch die Angabe ihrer Gultigkeitszeit beant-
wortet.
Kondentielle Datenbanken
In bestimmten Anwendungsbereichen ist es entscheidend, vertrauliche Informa-
tion vor unerlaubtem Zugri zu schutzen. Das Multi-Level Security Daten-
bankmodell erlaubt die Klassizierung aller Informationseinheiten nach Sicher-
heitsstufen (z.B. vertraulich, geheim, streng geheim) und deniert die Anfragen-
beantwortung in Ubereinstimmung mit den sich daraus ergebenden Sicherheit-
sanforderungen. Dabei mussen nichtauthorisierte Anfragen falsch beantwortet
werden.
Wir formalisieren diesen Desinformations-Mechanismus auf der Basis einer
Inferenzrelation.
Kondentielle Datenbanken sind von besonderer Bedeutung fur Multiagenten-
Systeme, da die Fahigkeit, vertrauliche Information zuruckzuhalten, ein wichtiger
Aspekt der Kommunikation zwischen Agenten ist.
Disjunktive Datenbanken
Neben der in Fuzzy-Datenbanken reprasentierbaren graduellen Unsicherheit gibt
es eine zweite Art unsicherer Information, namlich disjunktive. Informationsein-
heiten in disjunktiven Datenbanken sind Disjunktionen von atomaren Aussagen.
Die Zulassung disjunktiver Inputs wie z.B.
Der Patient ist an Hepatitis A oder B erkrankt.
erfordert eine wesentlich aufwendigere Form der Aktualisierungsoperation und
der Reprasentation selbst, um unerwunschte Irregularitaten, wie z.B. die Verlet-
zung der Kumulativitatseigenschaft, zu vermeiden. Zu diesem Zweck wird ein
besonderer Minimalitatsbegri verwendet: Paraminimalitat.
3.6.2 Allgemeine Wissenssysteme
Eine naturliche Erweiterung positiver Wissensbasen ergibt sich durch die Zulas-
sung negativer Informationseinheiten wie z.B.
 Peter Muller ist Nichtraucher (er raucht nicht).
 Diana war 1980 nicht verheiratet.
 Der Patient hat ziemlich sicher keine Hepatitis B.
 Der Patient hat weder Hepatitis A noch B.
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Eine nicht auf positive Informationseinheiten eingeschrankte Wissensbasis kann
unter Umstanden inkonsistent sein. Widerspruchliche Informationen in einer
Wissensbasis fuhren { entgegen den Regeln der Standardlogik { in einem vividen
Wissenssystem nicht zur Annullierung der gesamten in der Wissensbasis enthal-
tenen Information. Vielmehr wird verlangt, da eine Anfrage nie mit ja und
nein zugleich beantwortet wird, selbst wenn sie sich auf eine in der Wissensbasis
inkonsistente Information bezieht.
Bei der Betrachtung der einfachsten Erweiterung relationaler Datenbanken,
den unvollstandigen relationalen Datenbanken, zeigt sich, da ein nicht auf pos-
itive Information eingeschranktes Wissenssystem auf naturliche Weise zu einer
Sprache mit zwei Negationen fuhrt. Erst durch die Einfuhrung der schwachen
Negation gewinnt man auf dem Weg von unvollstandigen relationalen Daten-
banken zu relationalen Faktenbasen wieder die grundlegenden Eigenschaften der
Anfragen- und Input-Vollstandigkeit. Informationseinheiten in relationalen Fak-
tenbasen sind literale Aussagen. Die logische Grundlage relationaler Faktenbasen
mit zwei Negationen ist die partielle Logik (siehe Anhang A).
Analog zur Erweiterung relationaler Datenbanken zu relationalen Fakten-
basen konnen Fuzzy-Datenbanken und MLS-Datenbanken zu Possibilistischen
Datenbanken und MLS-Faktenbasen erweitert werden. Wahrend man in Fuzzy-
Datenbanken nur positive Evidenz reprasentieren kann, erlauben possibilistische
Datenbanken sowohl positive als auch negative Evidenz. Ganz ahnlich verhalt es
sich mit vertraulicher Information: wahrend MLS-Datenbanken nur den Schutz
positiver vertraulicher Information ermoglichen, kann man in MLS-Faktenbasen
sowohl positive als auch negative Information schutzen.
Die logische Grundlage possibilistischer Datenbanken ist die im Anhang B
denierte kompositionale possibilistische Logik, die zwar an die ursprunglich von
Dubois und Prade [DP80, DLP94] vorgeschlagene nicht-kompositionale possi-
bilistische Logik anknupft, sie aber durch eine neue Modelltheorie stark verein-
facht (und verbessert).
Schlielich wird gezeigt, da die zwei Unterscheidungen
1. zwischen vollstandig und unvollstandig (in Datenbanken) reprasentierten
Pradikaten, und
2. zwischen (im Hinblick auf ihre modelltheroetische Extension) exakten und
inexakten Pradikaten
zu einer Dreiteilung der Pradikate in disjunktiven Faktenbasen fuhrt:
1. fur vollstandig reprasentierte exakte Pradikate gilt die Closed-World As-
sumption (CWA);
2. fur unvollstandig reprasentierte exakte Pradikate gilt immerhin noch das
tertium non datur (TND); und




In deduktiven Wissensbasen konnen Pradikate sowohl extensional, d.h. durch
die Angabe ihrer Extension in der Form einer Tabelle, als auch intensional, d.h.
durch die Angabe von Deduktionsregeln, reprasentiert werden. Alle zuvor be-
handelten Wissensbasen (temporale, possibilistische, disjunktive, etc.) konnen
durch Hinzufugung von Deduktionsregeln zu deduktiven Wissensbasen erweitert
werden. Am bekanntesten ist dies bei der Erweiterung von relationalen Daten-
banken zu deduktiven Datenbanken.
Die `Semantik' deduktiver Wissensbasen, d.h. die Denition der jeweiligen
Inferenzrelation, folgt aus der Denition eines intendierten Abschlusses. Es
wird gezeigt, wie der Begri eines stabil erzeugten Abschlusses (ohne Bezug zur
Modelltheorie) zu denieren ist. Diese Denition bildet die Grundlage fur die
naturliche Inferenz in deduktiven Wissensbasen. Die vorgeschlagene Denition
ermoglicht eine formale Charakterisierung der Inferenz in deduktiven Wissens-
basen, auch wenn es fur sie keine Modelltheorie gibt.
3.7 Reagenten
Einfache vivide Agenten, deren mentaler Zustand nur aus Uberzeugungen (im
Sinne von Informationen) besteht und deren Verhalten nur reaktiv ist, also keine
Planung und Planausfuhrung beinhaltet, heien Reagenten. Ein Reagent auf der
Basis
1. eines vividen Wissenssystems K = hLKB ; `; LQuery; Upd; LInput i,
2. einer Wahrnehmungs- und einer Kommunikations-Ereignis-Sprache LPEvt
und LCEvt (deren Vereinigung mit LEvt bezeichnet wird), und
3. einer Handlungssprache LAct
ist ein Tripel hX;EQ;RRi, bestehend aus
(X) einer Wissensbasis X 2 LKB , in der die Uberzeugungen des Agenten
reprasentiert sind,
(EQ) einemEreignispuerEQ 2 (L0Evt), der Wahrnehmungs- und Kommunikations-
Ereignisse in der Form eingehender Nachrichten (von nebenlaugenWahrnehmungssub-
systemen oder anderen Agenten) aufzeichnet, und
(RR) einer Menge RR  (LCEvt [ LAct) LInput  LEvt  LQuery von Reaktion-
sregeln, die das reaktive und kommunikative Verhalten kodieren.
Es wird zwischen epistemischen, physischen und kommunikativen Reaktionsregeln
unterschieden:
204 ZUSAMMENFASSUNG DER WISSENSCHAFTLICHEN ERGEBNISSE
epistemisch E  recvMsg["; S]; Cond
physisch do(); E  recvMsg["; S]; Cond
kommunikativ sendMsg[; R]; E  recvMsg["; S]; Cond
Dabei reprasentiert " 2 LEvt ein Wahrnehmungs- oder Kommunikationsereignis
und die Ereignisbedingung recvMsg["; S] ist ein Test, ob der Ereignispuer die
Nachricht " von dem Sender S enthalt. Die epistemische Bedingung Cond 2
LQuery bezieht sich auf die Wissensbasis X, und der epistemische Eekt E 2
LInput druckt eine Aktualisierung der Wissensbasis aus. Bei einer physischen
Reaktion bewirkt do() den Aufruf einer Eektor-Prozedur, die die Handlung 
realisiert. Bei einer kommunikativen Handlung bewirkt sendMsg[; R], da die
Nachricht  2 LCEvt an den Empfanger R geschickt wird.
Im allgemeinen beruhen Reaktionen sowohl auf der Wahrnehmung und auf
dem Informationszustand des Agenten. Wenn man von der Ubertragungszeit
abstrahiert, kann man eine Kommunikationshandlung des Senders mit dem durch
sie bewirkten Kommunikationsereignis beim Empfanger identizieren.
Reaktionsregeln werden durch Ereignisse getriggert. Beim Betrieb eines Agen-
ten uberpruft der Agenteninterpreter kontinuierlich den Ereignispuer. Wenn
es dort eine neue Nachricht gibt, wird sie mit den Ereignisbedingungen aller
Reaktionsregeln abgeglichen, wobei diejenigen Regeln getriggert werden, deren
Ereignisbedingung mit der Nachricht (im Sinne der Logikprogrammierung) uniziert
werden kann. Bei allen getriggerten Regeln wird sodann die epistemische Bedin-
gung ausgewertet. Sofern die epistemische Bedingung einer getriggerten Reak-
tionsregel in der Wissensbasis erfullbar ist, wird die Regel entsprechend uniziert
und gefeuert, d.h. die Wissensbasis wird mit ihrem epistemischen Eekt aktual-
isiert und die im Regelkopf spezizierte (physische oder kommunikative) Hand-
lung wird ausgefuhrt.
Das Ausfuhrungsmodell eines Reagenten besteht also aus der folgendenWahr-
nehmungs-Reaktions-Schleife:
1. Hole die nachste Nachricht aus dem Ereignispuer und prufe, ob sie eine
Reaktionsregel triggert. Wenn nicht, dann wiederhole 1, sonst fahre fort.
2. Prufe fur jede getriggerte Reaktionsregel, ob ihre epistemische Bedingung
erfullbar ist. Wenn ja, dann assimiliere den epistemischen Eekt der Regel
in die Wissensbasis hinein und wenn es
(a) eine physische Handlung ist, fuhre sie durch Aufruf der mit ihr assozi-
ierten Eektor-Prozedur aus;
(b) eine kommunikative Handlung ist, schicke die entsprechende Nachricht
an den angegebenen Adressaten.
3. Wiederhole 1.
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3.8 Kommunikation zwischen vividen Agenten
Dem Kommunikationsmodell fur vivide Agenten liegen folgende Annahmen zu-
grunde:
 Vivide Agenten konnen zur selben Zeit mit mehreren anderen Agenten
asynchron kommunizieren.
 Vivide Agenten kennen einander mit Namen, d.h. sie adressieren sich sym-
bolisch. Die Zuordnung von physikalischen Adressen zu symbolischen Na-
men ist nicht Bestandteil des Modells vivider Agenten.
 Ein vivider Agent kommuniziert verbal mit anderen Agenten: aktiv durch
das Senden und passiv durch das Empfangen von getypten Nachrichten.
 Nachrichten konnen uber Netzwerkverbindungen, per Funk oder uber Audio-
Signale verschickt werden. Der konkrete Nachrichten-Transportmechanismus
ist nicht Bestandteil des Kommunikationsmodells vivider Agenten. Bes-
timmte Annahmen uber den Nachrichtenaustausch sind jedoch notwendig
oder nutzlich:
{ Ein Agent sendet eine Nachricht immer an einen bestimmten Adres-
saten.
{ Wenn ein Agent eine Nachricht empfangt, wei er, von wem sie stammt.
{ Die Reihenfolge der Nachrichten zwischen Senden und Empfangen
bleibt erhalten.
{ Nachrichten gehen unterwegs nicht verloren.
 Nachrichtentypen sind in einer auf der Sprechakt-Theorie basierenden Kommu-
nikationsreignis-Sprache festgelegt.
 Die Argumente einer Nachricht (entsprechend dem `propositionalen In-
halt' eines Sprechakts) konnen den mentalen Zustand des Senders und des
Empfangers verandern.
Die Kommunikation in Multiagentensystemen sollte auf der philosophischen Sprech-
akt-Theorie von Austin und Searle [Aus62, Sea69] basieren. Die entscheidende
Einsicht der Sprechakt-Theorie war die Charakterisierung von Auerungen als
spezielle Handlungen (wie z.B. Behaupten, Anfordern, Versprechen, etc.), und
nicht als bloe Aussagen mit dem logischen Status wahr oder falsch. Die Logik
allein ist also nicht hinreichend fur eine Semantik der verbalen Kommunikation.
Vielmehr bedarf es einer erweiterten logischen Semantik von Kommunikation-
shandlungen, die imModell vivider Agenten aus folgenden Bestandteilen besteht:
1. Ein mentalistisches Agentenmodell, das die Denitionen eines mentalen
Zustands, einer mentalen Bedingung und eines mentalen Eekts umfat.
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2. Eine Erfullungsrelation zwischen mentalen Zustanden und mentalen Be-
dingungen.
3. Eine Aktualisierungsoperation, die einen mentalen Eekt in einen mentalen
Zustand hineinassimiliert.
4. Die Zuordnung einer mentalen Bedingung und eines mentalen Eekts zu
jeder Handlung.
5. Die Zuordnung eines Reaktionstyps (des Adressaten) zu jedem kommunika-
tiven Handlungstyp.
Im Reagenten-Modell besteht der mentale Zustand lediglich aus in einer Wis-
sensbasis X reprasentierten Uberzeugungen, die mentale Erfullungsrelation ist
durch die Inferenzrelation ` und die mentale Aktualisierungsoperation durch
Upd gegeben, und kommunikative Handlungen werden durch Reaktionsregeln
reprasentiert.
3.9 Proaktive Vivide Agenten
Wahrend das Verhalten von Reagenten allein in ihrer Reaktion aufWahrnehmungs-
und Kommunikationsereignisse besteht, konnen proaktive vivide Agenten zusatzlich
Plane generieren und ausfuhren, um (zur Designzeit zugewiesene oder zur Laufzeit
kommunizierte) Aufgaben zu losen. Das proaktive Verhaltensrepertoire eines viv-
iden Agenten wird durch ein Menge von Aktionsregeln reprasentiert, die sich wie
Reaktionsregeln in epistemische (bzw. mentale), physische und kommunikative
Aktionsregeln unterteilen lassen:
epistemisch E  Cond
physisch do(); E  Cond
kommunikativ sendMsg[; R]; E  Cond
Ein Planungsproblem auf der Basis eines Wissenssystems K und einer Menge
von Aktionsregeln AR ist gegeben durch
1. eine Wissensbasis X0 2 LKB , in der die Anfangssituation beschrieben ist,
und
2. ein Ziel G 2 L0Query, zu dessen Erreichung ein Plan aufgestellt werden mu.
Der einfachste Begri eines Plans besteht in einer Folge  von elementaren Hand-
lungen, die durch instantiierte Aktionsregeln reprasentiert werden. Eine solche
Aktionsregelfolge kann als Komposition von Aktualisierungsfunktionen betra-
chtet werden, die den Anfangszustand X0 in einen Zustand (X0) uberfuhrt, in
dem das angestrebte Ziel erreicht ist:
(X0) ` G
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Ein vivider Agent auf der Basis eines vividen Wissenssystems K und Ereignis-
und Handlungs-Sprachen LPEvt, LCEvt und LAct ist ein QuadrupelA = hM;EQ;RR;ARi,
bestehend aus
(M) einem mentalen Zustand M = hX;TL;CI i, mit
(a) einer Wissensbasis X 2 LKB ,
(b) einer Menge von Aufgaben TL  L0Query, und
(c) einer Menge von momentanen Absichten CI = fG1=P1; : : : ; Gn=Png,
die aus Ziel/Plan-Paaren Gi=Pi besteht, so da Pi 2 AR ein Plan
zur Erreichung von Gi 2 L0Query ist;
(EQ) einem Ereignispuer EQ 2 (L0Evt),
(RR) einer Menge RR  (LCEvt [ LAct) LInput  LEvt  LQuery von Reaktion-
sregeln, und
(AR) einer Menge AR  (LCEvt[LAct)LInputLQuery von Aktionsregeln, die
das verfugbare Handlungsrepertoire reprasentiert und die zusammen mit
der Aufgabenliste TL und den momentanen Absichten CI die Basis fur das
proaktive Verhalten bildet.
Eine AgentenspezikationA wird ausgefuhrt, indem das durch hM;EQ;RRi bes-
timmte reaktive Verhalten mit dem durch hM;ARi bestimmten proaktiven Ver-
halten (des Planens und der Planausfuhrung) verzahnt wird. Eine einfache, aber
naheliegende, Prioritatsfestlegung besteht darin, der Wahrnehmung und dem
Reagieren stets Vorrang vor dem Planen und der Planausfuhrung einzuraumen.
3.10 Agentenprogrammierung in VIVA
VIVA ist eine regel-basierte deklarative Agentenprogrammiersprache, die viele
Konzepte von SQL und Prolog enthalt, wie z.B. die Unterscheidung zwischen
Schema und Zustand, oder die Wissensreprasentation durch Fakten und Deduk-
tionsregeln mit Negation-as-Failure, logischen Variablen und Unikation. VIVA
realisiert das Modell vivider Agenten in der Form eines generischen, plattfor-
munabhangigen Programmiersystems. Wie SQL und Prolog exempliziert es die
Idee ausfuhrbarer Spezikationen.
Ein erster VIVA-Agenteninterpreter-Prototyp wurde mit PVM-Prolog imple-
mentiert [SW97]. Eine weitere Implementation soll auf der Basis von Visual
Prolog und TCP/IP-Sockets fur PC-Plattformen erfolgen.
Eine VIVA-Agentenspezikation besteht aus drei Teilen: der Schema-Denition,
der Verhaltensdenition und der Initialisierung.
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3.10.1 Schemadenition
Die Schemadeniton setzt sich aus dem Wissensbasis-Schema (der Denition der




Bei den Pradikaten wird zwischen extensionalen und intensionalen unterschieden:
pred-def = EXTENSIONAL PREDICATES ext-pred-def
INTENSIONAL PREDICATES int-pred-def
Bei den Ereignissen wird zwischen Wahrnehmungs- und Kommunikations-Ereignissen
unterschieden:
evt-def = DEFINE PERCEPTION EVENT evt-name( attr-def)
evt-def = DEFINE COMMUNICATION EVENT evt-name( attr-def)
Ein Handlungsschema besteht aus einem symbolischen Handlunsgterm und einer
mit ihm assoziierten Realisierungs-Prozedur:
act-def = DEFINE ACTION act-name( attr-def)
REALIZED BY external-procedure-call
3.10.2 Verhaltensdention
Das Verhalten wird durch eine Aktions- und Reaktionsregelmenge deniert.
behavior-def = ACTION RULES act-rule-def
REACTION RULES react-rule-def
