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Abstract
We consider two models of biological swarm behavior. In these models, pairs of
particles interact to adjust their velocities one to each other. In the first process,
called ’BDG’, they join their average velocity up to some noise. In the second
process, called ’CL’, one of the two particles tries to join the other one’s velocity.
This paper establishes the master equations and BBGKY hierarchies of these two
processes. It investigates the infinite particle limit of the hierarchies at large time-
scale. It shows that the resulting kinetic hierarchy for the CL process does not
satisfy propagation of chaos. Numerical simulations indicate that the BDG process
has similar behavior to the CL process.
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1 Introduction
The derivation of kinetic equations from particle models of swarming behavior has recently
received a great deal of attention. In biological swarm modeling, the most widely used
models are particle ones (also known as ’Individual-Based Models’) [1, 13, 15, 16, 39].
However, to investigate the large scale behavior of biological systems such as fish schools
or insect swarms, kinetic [5, 12, 20, 25, 36] and hydrodynamic [13, 33, 38] models have
proved to be valuable alternatives. The question of showing a rigorous link between the
particle and kinetic levels is mostly open. In [7], a mean-field limit of the Vicsek particle
model [39] is performed and leads to a nonlinear Fokker-Planck equation proposed in [19].
A similar program has been performed for the Cucker-Smale model [6, 12].
In this work, we investigate two examples of particle systems which are representative
of swarming behavior: the so-called BDG and CL processes. These two processes mimic
consensus formation in biological groups in a similar way as the Vicsek alignment inter-
action does [39]. But they describe consensus formation by means of binary interactions,
instead of mean-field type interactions like in [39]. In the first process, called ’BDG’ (after
Bertin, Droz and Gre´goire [3, 4]), two interacting particles join their average velocity up
to some noise. In the second process, called ’CL’ (for ’Choose the Leader’ [10]), one of the
two particles tries to join the other one’s velocity up to some noise. In [3, 4], Bertin, Droz
and Gre´goire formally derive a kinetic description of the BDG dynamics where the inter-
actions are described through a Boltzmann-like collision operator. In [10], the rigorous
derivation of kinetic equations for a large class of binary interaction processes including
the BDG and CL dynamics is performed in a space-homogeneous setting. The derivation
is based on the proof that these systems satisfy the so-called ’propagation of chaos prop-
erty’. However, this property is proven on a time scale such that each particle collides
only a finite number of time. Such a time scale is called the ’kinetic time scale’.
The goal of the present paper is to investigate whether the propagation of chaos
property holds for the BDG and CL processes on larger time scales. Large time scales are
those which are relevant for hydrodynamic models. Indeed, in order to pass from kinetic
to hydrodynamic equations, a hyperbolic rescaling of the kinetic equation is needed. This
rescaling consists in changing the time scale to larger ones [14] (it also involves a change
of the spatial scale but in the present work, we ignore the spatial variable). If the kinetic
equation is proved valid at the kinetic scale but invalid at larger time scales, it is not
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clear that such a rescaling is meaningful. That propagation of chaos holds at large time
scales compared to the kinetic one is central for the validity of hydrodynamic models.
This question was already touched upon for the CL dynamics in [10], where the invariant
measure (i.e. the stationary state) is shown to violate the chaos property. In the present
work, we further elaborate on this question. In particular, we prove that the violation
of the chaos property for the CL process happens in the course of the dynamics and not
only for the stationary state. We also provide clues that the BDG process must behave
in a similar way.
However, to investigate scales larger than the kinetic ones at the particle level, the
dynamics must also be rescaled in some way. In the CL dynamics, if no rescaling of the
noise is performed, the large-scale dynamics is then dominated by the noise. The noise
will ultimately destroy any directional coherence and will not allow for a hydrodynamic
regime to build up. The appropriate rescaling consists in letting the variance of the noise
tend to zero like the reciprocal of the particle number. In the BDG dynamics, where
consensus making (expressed by the choice of the common average direction) and the
noise play more symmetrical roles, a mere rescaling of the noise is not sufficient. For this
reason, we consider a ’Biased BDG’ dynamics, where the collision probability depends on
the relative velocities of the particles. Then, the rescaling also involves a grazing collision
limit, i.e. having the collision occur only if the relative velocities of the two particles are
small. In both cases, the small noise regime precisely corresponds to the emergence of
collective motion. The hydrodynamic description, which supposes a non-zero bulk fluid
velocity is only relevant if collective motion develops. Therefore, the large time scale
validity of propagation of chaos is crucial for the establishment of hydrodynamic models
of collective motion. This is the question which is addressed here.
In this paper, we focus on space-homogeneous problems and ignore the spatial vari-
ables. Consequently, interactions may happen among any pair of individuals in the pool
with a certain probability. We also assume that the individuals move in a two-dimensional
space with unit speed. The state of each particle is described by its velocity vector v on
the one-dimensional sphere S1. The state of an N -particle system can be described by its
N -particle probability FN . In the present framework, FN is a function of the N velocity
coordinates (v1, . . . , vN) on the torus T
N = (S1)N and of time. The particle dynamics
translates into a time-evolution equation for FN called the ’master equation’. In [10],
we have investigated the class of ’pair-interaction driven’ master equations, of which the
BDG and CL master equations are members. We have shown that, as N → ∞, propa-
gation of chaos holds. A propagation of chaos result states that the solution FN(t) can
be approximated (in a sense to be defined below) by an N -fold tensor product of the
single-particle distribution F1(t) provided that this property is true initially. This means
that the particles become nearly independent and that the system can be described by its
single-particle distribution F1(t) instead of the N -particle distribution FN . The dimension
of the problem is therefore considerably reduced.
To investigate the large N limit, it is difficult to work with FN alone. Indeed, the
limit of FN as N → ∞ is literally a function of an infinite number of variables. The
functional treatment is simplified by considering the k-particle marginal FN,k, which is
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the joint probability of any subset of k particles. The number of variables involved in
FN,k is k and stays fixed as N → ∞. The drawback of this method is that the equation
satisfied by FN,k depends on the other marginals FN,k′ in general. Thus, the equations
for the (FN,k)k∈{1,...,N} are all coupled together, forming the so-called BBGKY hierarchy
[14]. When N = ∞, the hierarchy involves an infinite number of coupled equations and
is called the kinetic hierarchy. Showing a propagation result in the limit N →∞ involves
breaking the coupling between the equations in the kinetic hierarchy in some way.
Consensus formation in swarm models should be associated with the build-up of cor-
relations between the particles over time. The fact that the BDG and CL models, as a
result of [10], satisfy a propagation of chaos result is counter-intuitive. The resolution of
this paradox lies in the investigation of time scales. Indeed, the result of [10] is only valid
on finite time intervals at the kinetic scale. On this time scale, the number of collisions
undergone by each particle is bounded independently of N . The present paper investi-
gates whether correlation build-up happens at larger time scales. As described above,
the investigation of such large time scales is necessary in view of the establishment of
hydrodynamic models. The investigation of these large time scales at the level of the
particle system requires some rescaling of the processes as described above.
The main objective of this paper is to establish the kinetic hierarchies for the rescaled
BDG and CL processes. We then investigate whether these hierarchies possess solutions
which satisfy propagation of chaos. For the CL hierarchy, we show that it is never the
case. In [10], it was already established that the invariant densities (i.e. the stationary
solutions) do not satisfy propagation of chaos. This was done by looking at the single and
two-particle marginals only. Here, we extend [10] by showing that the time-dependent
solution of the CL hierarchy never satisfies propagation of chaos either. We also provide
a general formula for the k-particle marginal invariant density.
Concerning the BDG dynamics, the situation is unclear, in spite of the apparent
simplicity of the hierarchy equations. We notice that uniform densities are stationary so-
lutions of the BDG hierarchy. However, the question of uniqueness of stationary solutions
for this hierarchy is open. There might exist other solutions which do not satisfy the
chaos property. From [10], we know that propagation of chaos is true and that the kinetic
equation is valid on the kinetic time scale. The uniform distribution is clearly a stationary
solution of this kinetic equation. However, in [4], it is shown that this equilibrium is lin-
early unstable if the noise level is small enough (see also [11]). This suggests the existence
of a second class of anisotropic equilibria (similar to the Von-Mises equilibria of [17, 23]).
In relation to this other class of equilibria, there may exist solutions of the rescaled kinetic
hierarchy other than the uniform distributions. These other solutions may not satisfy the
chaos property.
To improve our understanding, we use numerical experiments. We generate the sta-
tionary one and two particle marginals by running a large number of independent time-
dependent simulations of the particle dynamics. The experimental results concerning the
CL dynamics consolidate the theoretical findings. In particular, the theoretical and nu-
merical 2-particle correlations show remarkably good agreement. The experimental study
of the BDG dynamics shows a similar behavior to the CL dynamics. For this reason, it
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should be expected that the BDG dynamics lacks chaos property on the large time scale.
However, a rigorous result in this direction is not available yet.
The breakdown of propagation of chaos at time scales larger than the kinetic one
(which is a proven fact in the CL case and a conjecture in the BDG case) has important
consequences. Indeed, such breakdown indicates that kinetic models may not be valid at
the hydrodynamic scale and may not be usable to derive hydrodynamic models. In such
a case, alternate types of models or at least, deep modifications of classical kinetic models
may be needed. Finding such models is a fully open problem. This question is even more
complex in the space-inhomogeneous case (e.g. for the modeling of a particle swarm),
where an analogous result to [10] is still lacking. The hydrodynamic model of [3, 4] is
developed under the assumption of a small perturbation to an isotropic equilibrium. As
long as this assumption remains valid, the underlying kinetic hierarchy is close to being
factorized. In this regime, propagation of chaos is valid, at least approximately, and so
is the hydrodynamic model. However, if the perturbation to the isotropic equilibrium
becomes larger, propagation of chaos breaks down and the validity of the model in this
range may be questionned.
In the literature, propagation of chaos has been mainly investigated in the context
of the Boltzmann equation and its caricature proposed by Kac. Early works involve
the names of Kac, Lanford, McKean and others [28, 30, 32]. They have initiated a
considerable activity [24, 26, 37]. A new approach has been recently developed in [35].
Rates of convergence towards chaos have been investigated mainly in the context of the
Kac model recently in [8, 9, 22, 27, 31]. Lachowicz [29] has recently considered a class of
biologically motivated Markov jump processes, and proves a propagation of chaos result
as part of the derivation of kinetic and macroscopic equations. Some of the basic ideas
going into his proof, as well as into ours, are present in the original works of Kac [28], but
the models, and hence the implementation of these ideas, are quite different. In [3, 4],
the authors have introduced the BDG dynamics in a space-inhomogeneous context and
have derived hydrodynamic equations from a Boltzmann picture of the BDG dynamics.
But the validity of the Boltzmann equation, and particularly, the question of whether
the underlying BDG particle dynamics satisfies the propagation of chaos property, is not
discussed in [3, 4]. Because this issue is difficult, the present paper proposes a space-
homogeneous framework and rigorously solves the simpler CL dynamics. The fact that
the CL dynamics leads to a completely solvable BBGKY hierarchy has been remarked, in
the noiseless case, in [2] (in a different framework, namely that of a ’killer-victim’ model).
The outline of the paper is as follows. In section 2, we present the two particle
processes that we are interested in. In section 3, we derive the master equations and
BBGKY hierarchies of these processes. Section 4 is the core of the paper. It performs the
N → ∞ limit in the rescaled hierarchies and develop the consequences that result from
it. Section 5 reports on the numerical experiments. A conclusion is drawn in section 6.
Finally, two appendices collect the technical proofs of the main results of the paper.
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2 Particle models on the circle S1
We consider systems of N particles on the circle S1. Each configuration of the system
corresponds to a N -tuple ω = (v1, . . . , vN) ∈ TN with TN being the N -dimensional torus
TN = (S1)N . This state space can be seen as corresponding to the velocities of a system
of mutually interacting swarming agents (see [10] for details).
The dynamics is first defined as a time-discrete dynamics. Let ωn denote the value at
the n-th iterate. We now consider different rules for passing from ωn to ωn+1.
2.1 The BDG dynamics
This dynamics is named after Bertin, Droz and Gre´goire [3, 4] who introduced it as a
model for the Vicsek dynamics [39]. Given the state ωn ∈ TN at time n, finding ωn+1
consists of the following steps:
- pick an un-ordered pair (i, j) (i < j) randomly according to a uniform distribution,
i.e. with probability
Pi,j =
2
N(N − 1) . (2.1)
and compute an ’average velocity’
vˆnij =
vni + v
n
j
|vni + vnj |
. (2.2)
- Then define
vn+1i = w
n
i vˆ
n
ij , v
n+1
j = w
n
j vˆ
n
ij, (2.3)
where wni and w
n
j are two independent identically distributed random variables on S
1
distributed according to the probability g(w). The notations use the multiplicative
group structure of S1. We suppose that g is symmetric:
g(w∗) = g(w), ∀w ∈ S1.
2.2 The biased BDG dynamics
In the sequel, we will consider a ’biased’ version of the BDG dynamics defined as follows:
Let H(w) be a function w ∈ S1+ → H(w) ∈ [0, 1] be given, where S1+ = {z ∈ S1 |Re z ≥ 0}.
We also assume that H is symmetric: H(w) = H(w∗). The biased BDG dynamics is
similar to the BDG dynamics except for an acceptance-rejection procedure based on H .
Namely, the procedure consists of the following steps:
- pick an un-ordered pair (i, j) (i < j) randomly according to a uniform distribution,
i.e. with probability (2.1) and compute vˆnij according to (2.2).
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- With probability H(vˆn∗ij v
n
i ), perform the collision according to (2.3), where again,
wni and w
n
j are independent identically distributed random variables distributed
according to the probability g(w).
- With probability 1−H(vˆn∗ij vni ), ignore the collision, i.e. define
vn+1i = v
n
i , v
n+1
j = v
n
j .
The phase of the quantity vˆn∗ij v
n
i is the angle between vˆ
n
ij and v
n
i . The biased BDG
dynamics performs the collision with a probability depending on this angle. For instance,
one can imagine that the collision will be performed more frequently if this angle is small
than if it is large. It is a straightforward matter to notice that Re(vˆn∗ij v
n
i ) ≥ 0. This point
will be proved below. This is why the function H needs only be defined on S1+. It is
also easy to see that vˆn∗ij v
n
j = (vˆ
n∗
ij v
n
i )
∗. Since H is symmetric, the probability H(vˆn∗ij v
n
i )
is invariant under exchange of i and j. We also assume that the time unit is chosen such
that
max
w∈S1+
H(w) = 1.
In the sequel, BDG will refer to the biased-BDG dynamics except explicitly mentioned.
It should be noted that the original BDG dynamics of [3, 4] actually belongs to the biased
BDG class with a special choice of the function H .
2.3 The CL dynamics
This dynamics is named after the acronym ’Choose the Leader’. It consists of the following
steps
- pick an ordered pair (i, j), (i 6= j) randomly according to a uniform distribution,
i.e. with probability
Pi,j =
1
N(N − 1) . (2.4)
- Define
vn+1i = w
nvnj , v
n+1
j = v
n
j .
where wn is a random variables on S1 distributed according to the probability g(w).
3 Master equations and kinetic hierarchy
3.1 Master equation
In this section, we recall the definition of the master equation of the particle system.
We first introduce the Markov transition operator QN . It acts on functions Φ(ω), with
ω ∈ TN , as follows:
QNΦ(ω) = E(Φ(ω
n+1) |ωn = ω),
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where E(·|·) is the conditional expectation given by the transition probabilities for the
Markov chain ωn.
Let now F nN(ω) be the N -particle probability distribution function at iterate n. Then,
by definition, F nN is such that
E(Φ(ωn)) =
∫
F nN(ω)Φ(ω) dω.
Therefore, by the standard properties of conditional expectations, we have:
E(Φ(ωn+1)) =
∫
F n+1N (ω)Φ(ω) dω
= E
(
E(Φ(ωn+1) |ωn))
=
∫
(QNΦ)(ω)F
n
N(ω) dω
=
∫
Φ(ω) (Q∗NF
n
N )(ω) dω, (3.1)
where Q∗N is the adjoint operator to QN . The dynamics of F
n
N is thus:
F n+1N = Q
∗
NF
n
N .
To pass to a continuous-in-time dynamics, we assume that the collision times for a
given particle occur according to a Poisson stream with rate ν. Since there are N particles,
the total collision frequency is of the order of Nν. Then, the time-dependent N -particle
distribution function FN = FN(ω, t) satisfies the following master equation:
∂
∂t
FN = νN L
∗
NFN , L
∗
N = Q
∗
N − Id. (3.2)
We refer e.g. to [10] for details. The weak form of the master equation is given for any
test function Φ ∈ C0(TN ) by:
∂
∂t
∫
TN
FN (ω, t) Φ(ω) dω = νN
∫
TN
FN (ω, t)LNΦ(ω) dω, LN = QN − Id. (3.3)
Because the particles are identical, and they cannot be ordered in a natural way, it
is natural to assume that the initial distribution is invariant under permutation of the
indices, and this invariance is then preserved by the dynamics.
The derivations of the master equations for the BDG and CL dynamics are performed
below. Before this, we recall the notion of hierarchy and propagation of chaos in the next
section.
3.2 Kinetic hierarchy and propagation of chaos
We first define the k-particle marginal FN,k of FN . For k ∈ {1, . . . , N}, FN,k(v1, . . . , vk)
is defined by
FN,k(v1, . . . , vk) =
∫
(vk+1,...,vN )∈TN−k
FN(v1, . . . , vk, vk+1, . . . , vN ) dvk+1 . . . dvN .
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By permutation invariance, without loss of generality, we can choose to integrate out
the last N − k variables only and the resulting FN,k is also permutationally invariant.
The equation for FN,k is found by integrating (3.2) over (vk+1, . . . , vN). In general, the
right-hand side of the resulting equation involves higher order marginals, such as FN,k+1.
Therefore, the equations for the marginals are all coupled to each other, forming the so-
called BBGKY hierarchy (see [14] for instance). The BBGKY hierarchy is a key ingredient
in the investigation of the N → ∞ limit because the number of variables involved in a
given marginal is fixed. By contrast, the number of variables involved in FN equals N and
goes to infinity with N , which makes the functional treatment more complex. As long
as N is finite, the BBGKY hierarchy is finite (the number of equations in the hierarchy
is equal to N) and does not carry more information than the master equation itself.
However, in the limit N →∞, the hierarchy becomes infinite and is called the Boltzmann
hierarchy or kinetic hierarchy. There is no master equation any more and the kinetic
hierarchy is the only object that carries the information about the process.
Of course, it is desirable to break the hierarchy into a finite number of equations. For
this purposes, one says that the sequence FN,k satisfies the chaos property (or is f -chaotic)
if there exists a function f(v) of the single variable v such that
FN,k(v1, . . . , vk)→
k∏
j=1
f(vj), as N →∞, (3.4)
in the weak star topology of measures, for each k ∈ N. This expresses that the N -particle
probability FN approaches a product probability as N becomes large, and translates the
fact that the particles become nearly independent in this limit.
For a solution of the master equation (3.2), one can only expect this property to be
true if at least the initial condition satisfies it. By “propagation of chaos” we mean that if
(3.4) holds for the initial data, i.e. that (FN)|t=0 is f0 chaotic for some function f0, then for
all t > 0, there is a function f(·, t) such that FN(·, t) is f(·, t)-chaotic. In general, the rate
of convergence in (3.4) depends on k and on t, and only in particular cases can one hope
for uniform in time estimates (see [34],[35]). For a similar class of Markov processes with
applications to biology, Lachowicz has proven L1-convergence on any finite time interval
[0, T ], with bounds of the form CN−η(T ). The function η(T ) may decay exponentially fast
with T [29].
If propagation of chaos holds, then, as N →∞, one can replace FN,k(t) by the product∏k
j=1 f(vj, t) in the hierarchy and get a closed equation for f(v, t). The resulting equation
for f(v, t) is a kinetic equation. Combining the BBGKY hierarchy and a propagation of
chaos result is one of the ways one can derive kinetic equations from N-particle systems
(see e.g. [30] in the case of the Boltzmann equation or [28] for Kac’s equation). In the
next sections, we derive the hierarchy for both the BDG and CL processes.
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3.3 Master equation and hierarchy for the BDG dynamics
The following proposition establishes the master equations for the BDG dynamics. The
master equation for the BDG dynamics (i.e. when H is identically equal to 1) has been
previously established in [10]. We assume that the Lebesgue measure dv on S1 is normal-
ized so that
∫
S1
dv = 1.
Proposition 3.1 The master equation for the BDG dynamics is given by
∂FN
∂t
(v1, . . . , vN , t) =
2ν
N − 1
∑
i<j{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗vi) g(u
∗vj)FN(v1, . . . , uz, . . . , uz
∗, . . . , vN) du dz
−H(vˆ∗ijvi)FN(v1, . . . , vN)
}
, (3.5)
where uz and uz∗ are on the i-th and j-th positions respectively.
The proof of this Lemma is given in Appendix A, section 7.1. We now turn to the BBGKY
hierarchy and state the:
Proposition 3.2 Let k ∈ {1, . . . , N}. The k-particle marginal FN,k of the solution of the
BDG master equation (3.5) satisfies:
∂FN,k
∂t
(v1, . . . , vk, t) =
2ν
N − 1
[
∑
i<j≤k
{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗vi) g(u
∗vj)FN,k(v1, . . . , uz, . . . , uz
∗, . . . , vk) du dz
−H(vˆ∗ijvi)FN,k(v1, . . . , vk)
}
+(N − k)
∑
i≤k
{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗vi)FN,k+1(v1, . . . , uz, . . . , vk, uz
∗) du dz
−
∫
S1
H(vˆ∗i k+1vi)FN,k+1(v1, . . . , vk+1) dvk+1
}]
. (3.6)
As examples, we write the first two elements of the hierarchy. For the one-particle marginal
equation, the first sum is empty and the only remaining term corresponds to the choice
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j = 1 in the second sum. Therefore, the equation is written:
∂FN,1
∂t
(v1, t) = 2ν
{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗v1)FN,2(uz, uz
∗) du dz
−
∫
S1
H(vˆ∗1 2v1)FN,2(v1, v2) dv2
}
. (3.7)
For the two-particle marginal, there is only one term from the first sum, corresponding
to (i, j) = (1, 2) and two terms from the second sum corresponding to the choices i = 1
or i = 2. This leads to
∂FN,2
∂t
(v1, v2, t) =
2ν
N − 1
[
2
∫
(u,z)∈S1×S1+
H(z) g(u∗v1) g(u
∗v2)FN,2(uz, uz
∗) du dz
−H(vˆ∗12v1)FN,2(v1, v2)
+(N − 2)
{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗v1)FN,3(uz, v2, uz
∗) du dz
−
∫
S1
H(vˆ∗1 3v1)FN,3(v1, v2, v3) dv3.
+2
∫
(u,z)∈S1×S1+
H(z) g(u∗v2)FN,3(v1, uz, uz
∗) du dz
−
∫
S1
H(vˆ∗2 3v2)FN,3(v1, v2, v3) dv3
}]
.
As anticipated, the hierarchy is not closed. Each level k requires the knowledge of the
next level k + 1. If propagation of chaos holds, i.e. if
FN,2(v1, v2) ≈ FN,1(v1)FN,1(v2), (3.8)
then, (3.8) can be substituted into (3.7) and leads to
∂FN,1
∂t
(v1, t) = 2ν
{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗v1)FN,1(uz)FN,1(uz
∗) du dz
−
(∫
S1
H(vˆ∗1 2v1)FN,1(v2) dv2
)
FN,1(v1)
}
. (3.9)
This is the kinetic equation proposed in [3, 4]. The question to be investigated is under
which conditions the approximation (3.8) can be used.
It can be seen from (3.5) that the master equation can be put in the form
∂FN
∂t
=
2ν
N − 1
∑
i<j
(Q∗(i,j) − I)FN , (3.10)
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where I is the identity and Q∗(i,j) is the following binary collision operator:
Q∗(i,j)FN(v1, . . . , vN ) =
= 2
∫
(u,z)∈S1×S1+
H(z) g(u∗vi) g(u
∗vj)FN(v1, . . . , uz, . . . , uz
∗, . . . , vN) du dz +
+(1−H(vˆ∗ijvi))FN(v1, . . . , vN).
Its adjoint given by
Q(i,j)Φ(v1, . . . , vN) =
= H(vˆ∗ijvi)
∫
(v′i,v
′
j)∈T
2
g(vˆ∗ijv
′
i) g(vˆ
∗
ijv
′
j) Φ(v1, . . . , v
′
i, . . . , v
′
j, . . . , vN) dv
′
i dv
′
j +
+(1−H(vˆ∗ijvi)) Φ(v1, . . . , vN ),
is a Markovian operator operating on Φ through vi and vj alone. In [10], the general
framework of master equations of the type (3.10), called pair-interaction driven master
equations, is investigated. It is proved that propagation of chaos holds on any finite time
interval [0, T ]. However, it is not known if propagation of chaos holds uniformly in time
and in particular, if the invariant measure (i.e. the equilibrium FN,∞ corresponding to
∂FN
∂t
= 0 in (3.10)) is chaotic. The case H ≡ 1 corresponds to the unbiased BDG model
and has been investigated in [10].
Remark 3.1 For computational purposes, the weak forms of the master equation and
hierarchy are more convenient. The weak form of the master equation (3.5) is :
∂
∂t
∫
TN
FN (v1, . . . , vN , t) Φ(v1, . . . , vN) dv1 . . . dvN =
2ν
N − 1
∫
(v1,...,vN )∈TN∑
i<j
H(vˆ∗ijvi)
{∫
(v′i,v
′
j)∈T
2
g(vˆ∗ijv
′
i) g(vˆ
∗
ijv
′
j) Φ(v1, . . . , v
′
i, . . . , v
′
j, . . . , vN) dv
′
i dv
′
j
− Φ(v1, . . . , vN)
}
FN (v1, . . . , vN) dv1 . . . dvN , (3.11)
for any continuous test function Φ(v1, . . . , vN) on T
N . The weak form of the hierarchy
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(3.6) is written as follows:
∂
∂t
∫
Tk
FN,k(v1, . . . , vk, t) Φ(v1, . . . , vk) dv1 . . . dvk =
2ν
N − 1
∫
(v1,...,vk)∈Tk
[
∑
i<j≤k
H(vˆ∗ijvi)
{∫
(v′i,v
′
j)∈T
2
g(vˆ∗ijv
′
i) g(vˆ
∗
ijv
′
j) Φ(v1, . . . , v
′
i, . . . , v
′
j, . . . , vk) dv
′
i dv
′
j
− Φ(v1, . . . , vk)
}
FN,k(v1, . . . , vk)
+(N − k)
∫
vk+1∈S1
∑
i≤k
H(vˆ∗i k+1vi)
{∫
v′i∈S
1
g(vˆ∗i k+1v
′
i) Φ(v1, . . . , v
′
i, . . . , vk) dv
′
i
− Φ(v1, . . . , vk)
}
FN,k+1(v1, . . . , vk, vk+1) dvk+1
]
dv1 . . . dvk, (3.12)
for any continuous test function Φ(v1, . . . , vk) on T
k.
3.4 Master equation and hierarchy for the CL dynamics
Before stating the result, we introduce some notations: We write (v1, . . . , vˆi, . . . , vN) for
(v1, . . . , vi−1, vi+1, . . . , vN), i.e. we mean that vi is absent from the list. We also define:
[FN ]ˆi(v1, . . . , vˆi, . . . , vN) =
∫
vi∈S1
F (v1, . . . , vi, . . . , vN) dvi. (3.13)
Proposition 3.3 The master equation for the CL dynamics is given by
∂FN
∂t
(v1, . . . , vN , t) =
=
2ν
N − 1
∑
i<j
{
1
2
g(v∗i vj)
(
[FN ]jˆ(v1, . . . , vˆj, . . . , vN) +
+ [FN ]ˆi(v1, . . . , vˆi, . . . , vN)
)
− FN (v1, . . . , vN)
}
. (3.14)
The proof of this proposition can be found in [10]. We reproduce it in Appendix A, section
7.2 for the reader’s convenience. We now consider the BBGKY hierarchy. We have the:
Proposition 3.4 Let k ∈ {1, . . . , N}. The k-particle marginal FN,k of the solution of the
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CL master equation (3.14) satisfies:
∂FN,k
∂t
(v1, . . . , vk, t) =
=
2ν
N − 1
[∑
i<j≤k
{
1
2
g(v∗i vj)
(
FN,k−1(v1, . . . , vˆi, . . . , vj, . . . , vk) +
+ FN,k−1(v1, . . . , vi, . . . , vˆj, . . . , vk)
)
− FN,k(v1, . . . , vk)
}
+(N − k)
∑
i≤k
1
2
{∫
vk+1∈S1
g(v∗k+1vi)FN,k(v1, . . . , vˆi, . . . , vk, vk+1) dvk+1
−FN,k(v1, . . . , vk)
} ]
. (3.15)
As examples, we write the first two elements of the hierarchy (they have been previously
established in [10]). For the one-particle marginal equation, we get:
∂FN,1
∂t
(v1, t) = ν
(∫
v2∈S1
g(v∗2v1)FN,1(v2) dv2 − FN,1(v1)
)
, (3.16)
and for the two-particle marginal, we have:
∂FN,2
∂t
(v1, v2, t) =
2ν
N − 1
[{
1
2
g(v∗1v2)
(
FN,1(v1) + FN,1(v2)
)− FN,2(v1, v2)}
+(N − 2)
(
1
2
{∫
v3∈S1
g(v∗3v1)FN,2(v2, v3) dv3 +
∫
v3∈S1
g(v∗3v2)FN,2(v1, v3) dv3
}
−FN,2(v1, v2)
)]
.
By contrast to the BDG hierarchy, the CL hierarchy is closed at any order (see also
[2] where this is proved in the noiseless case). This is a very remarkable feature of this
model, due to the fact that the pair interaction only acts on one of the variables. For the
same reason, the kinetic equation (3.16) for FN,1 is linear, while the corresponding kinetic
equation for the BDG dynamics (3.9) is quadratic (as it should for a binary interaction
in general). The CL master equation (3.14) can be put in the frame of pair-interaction
driven master equations (3.10), with
Q(i,j)FN(v1, . . . , vN) =
=
1
2
g(v∗i vj)
(
[FN ]jˆ(v1, . . . , vˆj , . . . , vN) + [FN ]ˆi(v1, . . . , vˆi, . . . , vN )
)
.
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Indeed, its adjoint
Q∗(i,j)Φ(v1, . . . , vN) =
=
∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , zvi, . . . , vN) + Φ(v1, . . . , zvj , . . . , vj, . . . , vN)
)
g(z) dz,
is a Markovian operator acting through vi and vj alone. Therefore, the result of [10]
applies and propagation of chaos is true on any finite time interval. However, again, it
is not known if propagation of chaos is valid uniformly in time or breakdowns at large
times.
In [10], thanks to the closed hierarchy, an analytical formula for the marginals of the
equilibrium density FN,∞ is given. It is shown that, if the noise g is properly rescaled with
N , the equilibrium density is not chaotic. In sections 4 and 5, we revisit this example
with a special choice of the noise rescaling and we illustrate the loss of chaos numerically.
This counter-example is not in contradiction with the previous result of [10] because of
the noise rescaling on the one hand and of of the large time scales on the other hand.
Remark 3.2 Again, we give the weak forms of the master equation and hierarchy of the
CL dynamics, which are useful for computational purposes. The master equation (3.14)
is given in weak form:
∂
∂t
∫
TN
FN(v1, . . . , vN , t) Φ(v1, . . . , vN) dv1 . . . dvN =
2ν
N − 1
∑
i<j
∫
(v1,...,vN )∈TN
{
∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , zvi, . . . , vN) + Φ(v1, . . . , zvj , . . . , vj , . . . , vN )
)
g(z) dz
− Φ(v1, . . . , vN)
}
FN (v1, . . . , vN) dv1 . . . dvN , (3.17)
for any continuous test function Φ(v1, . . . , vN) on T
N . The weak form of the hierarchy
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(3.15) is as follows:
∂
∂t
∫
TN
FN,k(v1, . . . , vk, t) Φ(v1, . . . , vk) dv1 . . . dvk =
2ν
N − 1
[ ∑
i<j≤k
∫
(v1,...,vˆi,...,vˆj ,...,vk)∈Tk−2
{
1
2
∫
(vi,z)∈T2
Φ(v1, . . . , vi, . . . , zvi, . . . , vk)FN,k−1(v1, . . . , vi, . . . , vˆj , . . . , vk) g(z) dz dvi
+
1
2
∫
(vj ,z)∈T2
Φ(v1, . . . , zvj , . . . , vj , . . . , vk)FN,k−1(v1, . . . , vˆi, . . . , vj, . . . , vk) g(z) dz dvj
−
∫
(vi,vj)∈T2
Φ(v1, . . . , vk)FN,k(v1, . . . , vk) dvi dvj
}
+(N − k)
∑
i≤k
∫
(v1,...,vˆi,...,vk)∈Tk−1
1
2
{
∫
(vk+1,z)∈T2
Φ(v1, . . . , zvk+1, . . . , vk)FN,k(v1, . . . , vˆi, . . . , vk, vk+1) g(z) dz dvk+1
−
∫
vi∈S1
Φ(v1, . . . , vk)FN,k(v1, . . . , vk) dvi
} ]
, (3.18)
for any continuous test function Φ(v1, . . . , vk) on T
k.
4 Rescaled hierarchies and the limit N →∞
4.1 Noise rescaling
Large time scales are not covered by the propagation of chaos result of [10]. The goal of
this section is to investigate whether propagation of chaos is still valid for the BDG and
CL dynamics at large time scales or not. To do so, it is necessary to rescale the noise
distribution g (and, in the case of the BDG dynamics, the bias function H). Indeed, if we
rescale time to large time scales, we simultaneously need to rescale the collision operators
in order to keep the leading order terms finite. The appropriate scalings of g and H
correspond to respectively a small noise intensity and grazing collision asymptotics.
We suppose that the noise probability distribution g(v) depends on a small parameter
ε and we denote it by gε. The parameter ε will be linked to N in such a way that ε→ 0
as N → ∞. Similarly, we assume that H = Hε(v) depends on ε and we introduce the
probability distribution
hε(v) =
Hε(v)
Hε , Hε =
∫
S1+
Hε(v) dv. (4.1)
We keep the assumption that
max
w∈S1+
Hε(w) = 1, ∀ε > 0. (4.2)
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It will be more convenient to introduce the phases of the velocities, i.e. we will write
v = eiθ, with θ ∈ R/2πZ. (4.3)
We note that dv = dθ/(2π). We assume that gε and hε are deduced from probability
distribution functions γ and η defined on R by the following scaling relations:
Hypothesis 4.1 We assume that
gε(θ) =
1
εγ¯ε
γ(
θ
ε
), ∀θ ∈ [−π, π], (4.4)
hε(θ) =
1
εη¯ε
η(
θ
ε
), ∀θ ∈ [−π/2, π/2], (4.5)
where
γ¯ε =
∫ pi/ε
−pi/ε
γ(x)
dx
2π
, η¯ε =
∫ pi/(2ε)
−pi/(2ε)
η(x)
dx
π
,
and where γ and η are probability densities on R (for the measures dx
2pi
and dx
pi
respectively)
which are even and have finite second order moments σ2 and τ 2:
σ2 =
∫ ∞
−∞
γ(x) x2
dx
2π
<∞, τ 2 =
∫ ∞
−∞
η(x) x2
dx
π
<∞. (4.6)
The limit ε→ 0 in gε corresponds to a small noise intensity limit. In hε, ετ represents the
typical relative velocity at which collisions may happen. With relative velocities larger
than ετ , the particles have very little probability to collide. Therefore, the limit ε → 0
in hε represents a grazing collision limit, in a way similar to the grazing collision limit of
the Boltzmann equation [18, 21]. The hypothesis 4.1 can be weakened but since the main
purpose of this paper is illustrative, we do not seek the broadest generality. We stress
that the statements given in the following sections are formal.
Remark 4.1 With hypothesis (4.1), we have Hε = O(ε). Indeed, with the assumption
(4.2), we have
Hε(θ) =
1
max[−pi/(2ε),pi/(2ε)] η
η(
θ
ε
).
Therefore,
Hε ∼ C0ε, C0 = 1
maxR η
.
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4.2 Rescaled BDG hierarchy and the limit N →∞
We introduce the following operator:
D¯ij =
∂2
∂θ2i
+
∂2
∂θ2j
+ 2
∂2
∂θi ∂θj
=
(
∂
∂θi
+
∂
∂θj
)2
. (4.7)
Theorem 4.1 We assume that ε = εN is linked to N in such a way that εN → 0 as
N →∞. We rescale time in such a way that t′ = 2HεNε2N t. We assume that for any fixed
k, FN,k converges in the weak star topology of measures as N →∞ towards a probability
measure F[k], uniformly on any finite time interval. Additionally, we assume that FN,k
remains bounded in C3((R/(2πZ))k) uniformly with respect to N , and with respect to time
on any finite interval. Then, F[k] is a solution of the following infinite hierarchy:
∂F[k]
∂t
(θ1, . . . , θk, t) = ν (σ
2 − τ 2)
∑
i≤k
(D¯i k+1F[k+1])(θ1, . . . , θi, . . . , θk, θi). (4.8)
The proof of this result is given in Appendix B, section 8.2. Of course, this theorem is
formal because it is not known if FN,k satisfies the assumptions.
In the limit N →∞, the hierarchy takes the form of an inductive sequence of heat-like
equations on the k-dimensional torus. When σ = τ , the evolution of F[k] takes place at a
longer time scale. To find this evolution, one must expand the master equations to higher
order terms in 1/N . Such higher order expansions are beyond the scope of the present
paper.
If the chaos assumption
F[k](θ1, . . . θk) =
k∏
i=1
F[1](θi), (4.9)
is true, then F[1] = F[1](θ, t) satisfies the nonlinear diffusion equation:
∂F[1]
∂t
(θ, t) = 2(σ2 − τ 2) ∂
∂θ
(
F[1]
∂F[1]
∂θ
)
. (4.10)
This diffusion equation is of forward type (and thus, well-posed in the classical sense) if
and only if σ > τ . If σ < τ , the diffusion equation is of backwards type and is only well-
posed for specific initial conditions. In the case σ > τ , the noise added after the interaction
(measured by σ) is larger than the typical distance between colliding particles (measured
by τ). Thus, in average, the particles are further to each other after the collision than
before it. The dynamics is then of diffusive type. Conversely, if σ < τ the particles are
in average closer to each other after the collision than before. This dynamics produces
concentrations at a rate which depends on the regularity of the initial data. However, it
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is not known if propagation of chaos holds for this model and the validity of (4.10) (even
in the case τ > σ) is subject to caution.
We can look at the invariant densities, i.e. the stationary solutions of the hierarchy
(4.8). The uniform density
F[k],eq = 1, ∀k ∈ N∗, (4.11)
is an obvious equilibrium solution. It satisfies the chaos assumption, i.e. is a k-fold tensor
product of the uniform single-particle marginal F[1],eq = 1. It is not easy to see if this is the
unique stationary solution of the hierarchy. The right-hand side of (4.8) cancels functions
of the form φ(θi − θk). Therefore, it is tempting to think that invariant densities similar
to those of the CL dynamics (4.23) (see next section) exist. However, a quick check shows
that it is not the case, unless for uniform distributions. If the uniform densities (4.11) are
the unique equilibria of the hierarchy, this could be a hint that propagation of chaos could
be true for the BDG hierarchy. This would be in marked contrast with the CL hierarchy
which is examined in the next section. However, the numerical simulations performed in
section 5 seem to indicate that the two kinds of dynamics have a quite similar behavior
and that propagation of chaos does not hold for the rescaled BDG hierarchy (4.8).
4.3 Rescaled CL hierarchy and the limit N →∞
Theorem 4.2 We assume that ε = εN is linked to N by
εN =
1√
N
. (4.12)
We also rescale time according to t′ = t/N . We assume that, for any fixed k, FN,k
converges in the weak star topology of measures towards a probability measure on [0, 2π]k,
as N →∞ uniformly on any finite time interval. Then, the limit F[k] satisfies the infinite
hierarchy:
∂F[k]
∂t
(θ1, . . . , θk, t) =
∑
i<j≤k
[(
F[k−1](θ1, . . . , θˆi, . . . , θj, . . . , θk)+
+F[k−1](θ1, . . . , θi, . . . , θˆj , . . . , θk)
)
δ(θi − θj)− 2F[k](θ1, . . . , θk)
]
+
+
σ2
2
∑
i≤k
∂2F[k]
∂θ2i
(θ1, . . . , θk), (4.13)
If k = 1, only the second term (in factor of σ2) remains.
We notice that the assumptions on FN,k are weaker than in the BDG case and actually
close to be satisfied. Indeed, for any given time, we can extract a subsequence FN,k which
converges in the weak star topology of measures. What is lacking is some uniform time
estimate which would allow the extraction of a single sequence on a whole time interval
and the uniform weak convergence on this interval.
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The link between ε and N expressed by (4.12) is tighter than in the BDG case. This
scaling allows to keep the largest possible number of non-zero terms in the hierarchy. Each
level of the hierarchy involves a damped heat equation on the torus with a delta source
term involving lower order terms of the hierarchy. Like in the finite N case, the hierarchy
is closed at any order. This remarkable feature allows us to show that this hierarchy does
not satisfy the chaos property (4.9). This is expressed in the following
Theorem 4.3 The CL hierarchy (4.13) does not satisfy the chaos property (4.9).
Proof: The equations for the first and second marginals are respectively:
∂F[1]
∂t
=
σ2
2
∂2F[1]
∂θ21
, (4.14)
∂F[2]
∂t
= (F[1](θ1) + F[1](θ2))δ(θ1 − θ2)− 2F[2] + σ
2
2
(
∂2F[2]
∂θ21
+
∂2F[2]
∂θ22
)
. (4.15)
Now, let us suppose that propagation of chaos holds. This means that for all solutions
F[1] of (4.14), the function F[2](θ1, θ2, t) = F[1](θ1, t)F[1](θ2, t) must be a solution of (4.15).
However, for such a F[2], we have:
∂F[2]
∂t
(θ1, θ2, t) = F[1](θ1, t)
∂F[1]
∂t
(θ2, t) + F[1](θ2, t)
∂F[1]
∂t
(θ1, t)
=
σ2
2
(
F[1](θ1, t)
∂2F[1]
∂θ21
(θ2, t) + F[1](θ2, t)
∂2F[1]
∂θ21
(θ1, t)
)
=
σ2
2
(
∂2F[2]
∂θ21
+
∂2F[2]
∂θ22
)
.
This implies that
(F[1](θ1, t) + F[1](θ2, t))δ(θ1 − θ2) = 2F[1](θ1, t)F[1](θ2, t)
which has F[1](θ, t) = 0 for only solution. This shows that in general, the CL dynamics
does not satisfy the chaos assumption.
We can precise what the first and second marginals of the equilibrium are.
Proposition 4.4 (i) The only stationary solution of (4.14) is the isotropic measure
F[1],eq(θ1) = 1. (4.16)
(ii) The only stationary solution of (4.15) corresponding to the one-particle marginal
(4.16) is of the form
F[2],eq(θ1, θ2) =M(θ1 − θ2), (4.17)
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where M(θ) is the solution of
− σ
2
2
∂M
∂θ2
(θ) +M(θ) = δ(θ). (4.18)
M(θ) has the expression:
M(θ) = 1
2σ¯(e2pi/σ¯ − 1)
(
eθ/σ¯ + e(2pi−θ)/σ¯
)
, θ ∈ [0, 2π], with σ¯ = σ√
2
. (4.19)
Proof: F[2],eq satisfies
−σ
2
4
(
∂2F[2],eq
∂θ21
+
∂2F[2],eq
∂θ22
)
+ F[2],eq = δ(θ1 − θ2).
Taking Fourier series, it is easy to see that the Fourier coefficients Fˆ[2],eq(n1, n2) such that
n1 + n2 6= 0 are identically zero. Therefore, F[2],eq is the sum of a Fourier series which
only involves wave-numbers (n1, n2) such that n1 + n2 = 0. It follows that F[2],eq is of the
form (4.17) with M(θ) satisfying (4.18). Formula (4.19) is a simple calculation which is
left to the reader.
Remark 4.2 We again verify that the stationary solution of the CL hierarchy does not
satisfy the chaos property. Indeed, we have
F[2],eq(θ1, θ2) =M(θ1 − θ2) 6= 1 = F[1],eq(θ1)F[1],eq(θ2).
That the equilibrium distribution is not chaotic was already proved in [10]. Here, we have
shown that the whole time-dynamics of the hierarchy does not satisfy the chaos property.
Again, this is not in contradiction to the propagation of chaos result of [10], which applies
to the unscaled dynamics at a shorter time-scale.
Remark 4.3 Because of (4.12), we can denote the scaled noise probability by gN . In [10],
the scaling of gN was defined in such a way that
lim
N→∞
(N − 2)(ĝN(n)− 1) := G(n) (4.20)
exists and is finite, where ĝN(n) is the n-th Fourier coefficient of gN :
ĝN(n) =
∫
[0,2pi]
e−ikθ gN(θ)
dθ
2π
, n ∈ Z.
Here, assuming that γ defined by (4.4) decays at infinity fast enough, we find that G(n)
resulting from (4.20) is finite and given by
G(n) = −σ
2 n2
2
. (4.21)
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In [10], the correlation function M is found from its Fourier series:
M̂(n) = 1
1−G(n) ,
which, with (4.21), yields
M̂(n) = 1
1 + σ¯2 n2
, σ¯ =
σ√
2
, (4.22)
for our choice of the noise distribution gN . It is a simple computation to check that the
Fourier series of (4.19) precisely gives (4.22), showing the consistency between the present
results and those of [10].
We can say more about the marginals of the invariant density, namely:
Proposition 4.5 The k-particle marginal of the equilibrium F[k],eq is of the form
F[k],eq(θ1, . . . , θk) = φk−1(θ1 − θk, . . . , θk−1 − θk) (4.23)
= φk−1(θ1 − θi, . . . , θi−1 − θi, θi+1 − θi, . . . , θk − θi), ∀i ∈ {1, . . . , k}, (4.24)
where φk−1(ξ1, . . . , ξk−1) is 2π-periodic in each coordinate and permutationally invariant.
Moreover,
φk−1(ξ1, . . . , ξk−1) =
∫
ξk∈[0,2pi]
φk−1(ξ1, . . . , ξk−1, ξk)
dξk
2π
. (4.25)
Proposition 4.5 shows that the k-particle marginal is just a function of the relative phases
of the particles with respectively to any one given particle. Therefore, up to the phase of
this given particle, the equilibrium statistics is perfectly known.
Proof. We prove by induction that the Fourier coefficients Fˆ[k],eq(n1, . . . , nk) of F[k],eq are
of the form
Fˆ[k],eq(n1, . . . , nk) = c(n1, . . . , nk) δ(n1 + . . .+ nk), (4.26)
with permutationally invariant coefficients c(n1, . . . , nk). The notation δ(n) stands for the
Kronecker symbol δn 0. Indeed, if this is the case, we can write
F[k],eq(θ1, . . . , θk) =
∑
(n1,...,nk)∈ Z
k
n1+...+nk=0
c(n1, . . . , nk) e
i(n1θ1+...+nkθk)
=
∑
(n1,...,nk−1)∈Zk−1
c(n1, . . . , nk−1,−(n1 + . . .+ nk−1)) ei(n1(θ1−θk)+...+nk−1(θk−1−θk)) (4.27)
=
∑
(n1,...,nˆi,...nk)∈Zk−1
c(n1, . . . , ni−1,−(n1 + . . .+ nˆi + . . .+ nk), ni+1, . . . , nk)
ei(n1(θ1−θi)+...+ni−1(θi−1−θi)+ni+1(θi+1−θi)+...+nk(θk−θi)). (4.28)
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Thanks to (4.27), we can write (4.23) and thanks to (4.28), we have (4.24), with
φk−1(ξ1, . . . , ξk−1) =
=
∑
(n1,...,nk−1)∈Zk−1
c(n1, . . . , nk−1,−(n1 + . . .+ nk−1)) ei(n1ξ1+...+nk−1ξk−1) (4.29)
=
∑
(n1,...,nˆi,...nk)∈Zk−1
c(n1, . . . , ni−1,−(n1 + . . .+ nˆi + . . .+ nk), ni+1, . . . , nk)
ei(n1ξ+...+ni−1ξi−1+ni+1ξi+...+nkξk−1). (4.30)
We note that, thanks to the permutation symmetry of c, the two definitions (4.29) and
(4.30) are consistent. Additionally, the so-defined φk−1 is 2π-periodic and permutationally
invariant. Finally, (4.25) follows from integrating (4.24) with respect to θk.
We now prove (4.26). Taking the Fourier series of (4.13) (with
∂F[k]
∂t
= 0 since we are
interested in the equilibrium, we find:
Fˆ[k],eq(n1, . . . , nk) =
1
σ2
2
(∑
i≤k n
2
i
)
+ k(k − 1)
∑
i<j≤k[
Fˆ[k−1],eq(n1, . . . , nˆi, . . . , ni + nj , . . . , nk) +
+Fˆ[k−1],eq(n1, . . . , ni + nj, . . . , nˆj , . . . , nk)
]
. (4.31)
Now, we proceed by induction, starting from k = 2. In this case, from (4.16), we have
Fˆ[1],eq(n) = δ(n) and we get
Fˆ[2],eq(n1, n2) =
2
σ2
2
(
n21 + n
2
2
)
+ 2
δ(n1 + n2),
which is of the form (4.26). Next, inserting (4.26) at level k − 1 into (4.31), we get:
Fˆ[k],eq(n1, . . . , nk) =
1
σ2
2
(∑
i≤k n
2
i
)
+ k(k − 1)
∑
i<j≤k[
c(n1, . . . , nˆi, . . . , ni + nj , . . . , nk) +
+c(n1, . . . , ni + nj , . . . , nˆj, . . . , nk)
]
δ(n1 + . . .+ nk),
which is also of the form (4.26). Therefore, (4.26) is proven by induction on k, which ends
the proof of proposition 4.5.
Remark 4.4 The above results may seem counter-intuitive. Indeed, in the small noise
limit, all particles in the system should have essentially the same direction θ0. If the
equilibrium one-particle distribution is conditioned by the average direction, it should thus
be δ(θ − θ0). Under the same conditioning, the two-particle distribution is expected to be
factorized and equal to the product δ(θ1−θ0)δ(θ2−θ0). Now, the unconditioned one and two
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particle distributions are just averages over θ0 of these conditionned distributions. This
respectively leads to an isotropic one-particle distribution and a two-particle distribution
of the form δ(θ1 − θ2). While we do find an isotropic one-particle distribution, we find
a different two-particle distribution, which involves a finite width, namely (4.19). The
finite width is produced by the simultaneous rescaling of noise, particle number and time
which is different from a simple small noise limit. Additionally, the rigorous investigation
of the propagation of chaos property for conditioned marginals is still an open question.
So, there is no mathematical theory to support an Ansatz for the one-particle distribution
of the form φ(θ − θ0) with a smooth function φ. Developing such a theory represents an
interesting but challenging mathematical task.
The particularly simple form of the CL hierarchy leads to many analytical formulas. These
formulas can be used to compare the theoretical predictions to numerical experiments.
This is performed in the next section.
5 Numerical simulations
5.1 Operation mode
The discrete CL and BDG dynamics (see section 2) have been simulated. The experimen-
tal protocol is as follows. For a given number N of particles, M independent simulations
are performed (in the experiments, M = 1000). Each simulation is run until an equilib-
rium is reached. The detection of the equilibrium is detailed below. Once an equilibrium
has been reached, one particle is randomly picked and its corresponding θ is collected and
added to an histogram. Similarly, a pair of particles is randomly picked and the corre-
sponding pair (θ1, θ2) is added to a 2-dimensional histogram. Then, a new simulation is
started and the procedure is continued until theM simulations have been performed. The
histograms of the M samples of θ or (θ1, θ2) gives experimental access to the steady-state
one and two particle distribution functions of the process. The choice of constructing the
histograms from independent samples is made to avoid hidden correlations. If samples
would be picked out of a single distribution, possible hidden correlations between the
samples could not be excluded.
To quantify if the equilibrium state is reached, three macroscopic quantities are ob-
served:
- The average velocity : v¯n = 1
N
∑N
i=1 v
n
i
- The average direction: ωn = v¯
n
|v¯n|
- The order parameter : αn = |v¯n|2
It is assumed that the equilibrium is reached when the relative difference |ϕ
n+κ−ϕn|
|ϕn|
(where
ϕ is one of the above defined macroscopic quantities) at two iterates n and n+ κ (where
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κ is a constant (generally κ = 1.2N)) is smaller than a fixed tolerance ǫ≪ 1, i.e.
|ϕn+κ − ϕn|
|ϕn| < ǫ.
Therefore, the process is supposed to have reached an equilibrium if during κ time steps
the relative change in the macroscopic quantities is small. However a lower bound for the
number of iterations N is set in order to have all the particles interact at least once:
N > λN (5.1)
Typically the value λ = 3 has been chosen.
Finally, we use a periodized Gaussian with standard deviation σN as noise distribution:
gN(θ) = 2π
+∞∑
k=−∞
1
σN
√
2π
e
−(θ+2kpi)2
2σ2
N , θ ∈ [−π, π], (5.2)
where we recall that the measure on S1 is normalized, i.e. it is written (2π)−1dθ. We use
σN =
2πγ√
N
, (5.3)
to be consistent with the rescaling of proposition 4.2. Specifically, we have
σ = 2πγ, (5.4)
where σ is the standard deviation defined at (4.6). γ is a measure of the intensity of the
noise if the length of the unit circle is fixed to one. We will use γ = 1/2, γ = 1/20,
γ = 1/200, meaning that we expect that the width of the noise distribution (which is
equal to 2γ) be comparable to the length of the unit circle or equal to 10% or 1% of it
respectively.
For the BDG dynamics, we use a similar law (5.2) for hN with τN related to γ
′ by a
similar relation as (5.3) and γ′ to τ defined at (4.6) by a similar relation as (5.4).
5.2 Results
5.2.1 Unbiased BDG dynamics
The equilibrium one and two particle distributions for the unbiased BDG dynamics are
presented on Fig. 1 as a function of the number of particles for γ = 0.02. The histogram
of the one-particle distribution (left) clearly shows that the distribution is isotropic. In-
deed, in spite of a relatively large noise level, we cannot distinguish any structure. The
2-dimensional histogram of the two-particle distribution (right) shows a high level of cor-
relation along the diagonal, due to the small value of γ. Clearly, the 2-particle distribution
is not a product of two copies of the one-particle distribution and the chaos property is
not satisfied.
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5.2.2 CL dynamics
The equilibrium one and two particle distributions are presented on Fig. 2 as a function
of the number of particles. Similar conclusions as for the unbiased BDG dynamics can be
drawn, except for a slightly larger spread of the 2-particle distribution function about the
diagonal. We also see that the spread is about the same for all particle numbers, which
confirms the relevance of the choice of scaling the noise standard deviation like the inverse
square root of the particle number. The statistics of the 2-particle distribution function
for N = 105 is noisy because the convergence to the equilibrium is very slow and the
stopping criterion indicating equilibrium was loosened. Yet, correlations appear with a
spread of the two-particle distribution about the diagonal of the same order of magnitude
as for smaller number of particles.
Fig. 3 explores the dependence of the one and two-particle distribution functions as
a function of γ, for a given particle number N = 103. For a large value of γ (γ = 1/2),
almost no structure appears in the two-particle distribution function. When γ is reduced
to γ = 1/20, a clear correlation along the diagonal builds up. When γ is further reduced
to γ = 1/200, the two-particle distribution exhibits a delta-like behavior, with a total
concentration on the diagonal.
5.2.3 BDG dynamics
On figure 4, the two-particle distribution law of the BDG dynamics is presented for
γ′
γ
= 10. This means that on the average, the particles are 10 times closer after performing
a collision than before. We are in the case of backwards diffusion, with σ2 − τ 2 < 0.
The one-particle distribution is not plotted as it looks very similar to the other cases.
For a small particle number N = 102, two-particle correlations along the diagonal are
formed. Around the diagonal, a hollow zone reflects the fact that if particles are close
they collide a lot and tend to correlate their velocities. On the other hand, if they are
too far away, they cannot collide and correlation does not appear. This hollow zone
seems a good indicator to measure the ratio γ
′
γ
, if it is not known. For a larger number
of particles N = 103, the results are more noisy, but this is due to the fact that the
stopping criterium indicating that an equilibrium is reached has been loosened, due to
very large CPU times. It was impossible to converge with N = 103 within a reasonable
time and the result is not displayed. Indeed, most of the collisions are rejected in the
acceptance-rejection procedure. The acceptance-rejection procedure should be biased in
order to restore reasonable simulation times. This has not been done yet and will be the
subject of future works.
5.3 Comparing the numerical and analytical solutions
Using (4.19) the analytical solution for the equilibrium two-particle distribution function
of the CL dynamics can be visualized and compared to the numerical solution. Fig. 5
shows this comparison for three values of γ: γ = 1/2, γ = 1/20, γ = 1/200. Despite the
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inherent fluctuations due to the noise and the relatively limited number of independent
experiments (M = 1000), the agreement appears quite convincing.
6 Conclusion
We have considers two models of biological swarm behavior, the BDG and CL models.
They describe consensus formation in a collection of moving agents about the direction
of motion to follow. We have first formed the master equations and BBGKY hierarchies
of these two processes. Then, we have investigated their large particle number limit at
the large time scale. To this aim, we had to simultaneously rescale the noise variance
of the processes and make it small in order to keep the leading order of the dynamics
finite. We have examined the resulting kinetic hierarchies and shown that, in the case
of the CL dynamics, propagation of chaos does not hold, neither at the stationary state,
nor in the time-dynamical process. We could exhibit the general form of the k-particle
correlations at the stationary state. The study leaves the related questions for the BDG
dynamics mostly open. However, numerical simulations indicate that the BDG dynamics
has a similar behavior as the CL dynamics.
More theoretical investigations are on the way to understand the behavior of the BDG
dynamics closely. In the case of the CL model, the knowledge of the general form of the
correlations opens the way for the derivation of a generalized kinetic model. Such a model
would replace the standard kinetic model which does not hold because of the violation of
the chaos property. It would involve a kinetic-like equation for the correlations.
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(a) N = 102
(b) N = 103
(c) N = 104
(d) N = 105
Figure 1: Unbiased BDG dynamics with γ = 0.02 and four values of the particle number
(from top to bottom: N = 102, N = 103, N = 104, N = 105). One and two particle
equilibrium distributions (left and right respectively). Left: the horizontal axis is θ ∈
[0, 2π], the vertical axis is the distribution of θ. Right: the square is the domain of
(θ1, θ2) ∈ [0, 2π]2. The color coding indicates the 2-particle distribution.
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(a) N = 102
(b) N = 103
(c) N = 104
(d) N = 105
Figure 2: CL dynamics with γ = 0.02 and four values of the particle number (from top
to bottom: N = 102, N = 103, N = 104, N = 105). One and two particle equilibrium
distributions (left and right respectively). Left: the horizontal axis is θ ∈ [0, 2π], the
vertical axis is the distribution of θ. Right: the square is the domain of (θ1, θ2) ∈ [0, 2π]2.
The color coding indicates the 2-particle distribution.
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(a) γ = 1
2
(b) γ = 1
20
(c) γ = 1
200
Figure 3: CL dynamics with N = 103 and three values of the parameter γ (from top to
bottom: γ = 1/2, γ = 1/20, γ = 1/200). One and two particle equilibrium distributions
(left and right respectively). Left: the horizontal axis is θ ∈ [0, 2π], the vertical axis is the
distribution of θ. Right: the square is the domain of (θ1, θ2) ∈ [0, 2π]2. The color coding
indicates the 2-particle distribution.
(a) N = 102 (b) N = 103
Figure 4: BDG dynamics with γ = 0.02 and γ′ = 10γ and two values of the particle
number (left: N = 102 ; reight: N = 103). The two particle equilibrium distribution only
is plotted. The square is the domain of (θ1, θ2) ∈ [0, 2π]2. The color coding indicates the
2-particle distribution.
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(a)
(b)
(c)
Figure 5: Perspective view of the equilibrium two-particle distribution of the CL dynamics
as functions of (θ1, θ2) ∈ [0, 2π]2, with (a) γ = 12 ; (b) γ = 120 ; (c) γ = 1200 . Left:
numerical solution. Middle: analytical solution. Right: Difference between the numerical
and analytical solution.
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7 Appendix A. Establishment of master equations
and hierarchies
7.1 BDG master equation and hierarchy
Proof of Proposition 3.1. The Markov transition operator for the BDG dynamics is
clearly given by:
QNΦ =
2
N(N − 1)
∑
i<j
(
H(vˆ∗ijvi)
∫
(w,z)∈T2
Φ(v1, . . . , wvˆij, . . . , zvˆij , . . . , vN) g(w) g(z) dwdz
+ (1−H(vˆ∗ijvi)) Φ(v1, . . . , vi, . . . , vj, . . . , vN)
)
,
where wvˆij and zvˆij are on the i-th and j-th positions respectively. Here, we recall that∫
S1
dv = 1. We then compute:
IΦ :=
∫
(v1,...,vN )∈TN
QNΦ(v1, . . . , vN)FN(v1, . . . , vN) dv1 . . . dvN
=
2
N(N − 1)
∑
i<j
∫
(v1,...,vN )∈TN(
H(vˆ∗ijvi)
∫
(w,z)∈T2
Φ(v1, . . . , wvˆij, . . . , zvˆij , . . . , vN) g(w) g(z) dwdz
+ (1−H(vˆ∗ijvi)) Φ(v1, . . . , vi, . . . , vj , . . . , vN)
)
FN(v1, . . . , vN) dv1 . . . dvN
The change of variables (w, z) ∈ T2 → (v′i, v′j) ∈ T2 defined by v′i = wvˆij, v′j = zvˆij is of
jacobian unity. Therefore, we deduce that
IΦ =
2
N(N − 1)
∑
i<j
{∫
(v1,...,vN )∈TN
∫
(v′i,v
′
j)∈T
2
H(vˆ∗ijvi) Φ(v1, . . . , v
′
i, . . . , v
′
j, . . . , vN)
g(vˆ∗ijv
′
i) g(vˆ
∗
ijv
′
j)FN(v1, . . . , vN) dv1 . . . dvN dv
′
i dv
′
j
+
∫
(v1,...,vN )∈TN
(1−H(vˆ∗ijvi)) Φ(v1, . . . , vN)FN(v1, . . . , vN) dv1 . . . dvN
}
Using (3.2) leads to the weak form (3.11).
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Now exchanging the notations (vi, vj) and (v
′
i, v
′
j) in the first term, we have:
IΦ =
2
N(N − 1)
∑
i<j
{∫
(v1,...,vN )∈TN
∫
(v′i,v
′
j)∈T
2
H(vˆ
′∗
ijv
′
i) Φ(v1, . . . , vi, . . . , vj, . . . , vN)
g(vˆ
′∗
ijvi) g(vˆ
′∗
ijvj)FN(v1, . . . , v
′
i, . . . , v
′
j, . . . , vN) dv1 . . . dvN dv
′
i dv
′
j
+
∫
(v1,...,vN )∈TN
(1−H(vˆ∗ijvi)) Φ(v1, . . . , vN)FN(v1, . . . , vN) dv1 . . . dvN
}
with
vˆ
′∗
ij =
v′i + v
′
j
|v′i + v′j |
.
With (3.1), we deduce that
Q∗NFN(v1, . . . , vN) =
2
N(N − 1)
∑
i<j{∫
(v′i,v
′
j)∈T
2
H(vˆ
′∗
ijv
′
i) g(vˆ
′∗
ijvi) g(vˆ
′∗
ijvj)FN(v1, . . . , v
′
i, . . . , v
′
j, . . . , vN) dv
′
i dv
′
j
+ (1−H(vˆ∗ijvi))FN(v1, . . . , vN)
}
Now, we change variables (v′i, v
′
j) ∈ T2 to (u, z) ∈ S1 × S1+ such that u = vˆ′ij, z = vˆ′∗ijv′i
where S1+ = {z ∈ S1 |Rez ≥ 0}. The restriction z ∈ S1+ comes from the observation that
Re(vˆ
′∗
ijv
′
i) is non-negative. Indeed
Re(vˆ
′∗
ijv
′
i) =
1
|v′i + v′j |
Re((v
′∗
i + v
′∗
j )v
′
i) =
1
|v′i + v′j |
(1 + Re(v
′∗
j v
′
i)),
and since |v′i| = |v′j | = 1, we have |Re(v′∗j v′i)| ≤ 1 and 1 + Re(v′∗j v′i) ≥ 0. Reciprocally, it
is easy to see that for (u, v) ∈ S1 × S1+ there exists a unique pair (v′i, v′j) ∈ T2 such that
u = vˆ
′
ij , z = vˆ
′∗
ijv
′
i. Indeed, clearly, v
′
i = uz, and we have uz
∗v′j
∗ = 1, which gives v′j = uz
∗.
Finally, using the phases, one sees that dv′i dv
′
j = 2 du dz. Using this change of variables,
we have:
Q∗NFN(v1, . . . , vN) =
2
N(N − 1)
∑
i<j{
2
∫
(u,z)∈S1×S1+
H(z) g(u∗vi) g(u
∗vj)FN(v1, . . . , uz, . . . , uz
∗, . . . , vN) du dz
+ (1−H(vˆ∗ijvi))FN(v1, . . . , vN)
}
With definition (3.2) for the master equation, we are led to (3.5), which ends the proof of
Proposition 3.1.
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Proof of Proposition 3.2. We start with the weak form (3.12). We take Φ only
depending on (v1, . . . , vk) in (3.11). We get
∂
∂t
∫
TN
FN(v1, . . . , vN , t) Φ(v1, . . . , vk) dv1 . . . dvN =
=
∂
∂t
∫
Tk
FN,k(v1, . . . , vk, t) Φ(v1, . . . , vk) dv1 . . . dvk
= T1 + T2 + T3, (7.1)
where T1 (resp. T2 ; resp. T3) collects the terms at the right-hand side of (3.11) corre-
sponding to i < j ≤ k (resp. i ≤ k < j ; resp. k < i < j).
We first note that T3 = 0. Indeed, with k < i < j, since Φ only depends on (v1, . . . , vk)
and g is a probability, the curly bracket at the right-hand side of (3.11) becomes:∫
(v′i,v
′
j)∈T
2
g(vˆ∗ijv
′
i) g(vˆ
∗
ijv
′
j) Φ(v1, . . . , vk) dv
′
i dv
′
j − Φ(v1, . . . , vk) = 0.
Concerning the first term T1, we can just integrate (vk+1, . . . , vN) out of FN and the
result is a just the first term at the right-hand side of (3.12). Now, we focus on T2. By
permutation invariance, all terms of the sum over j are identical. We can collect them
into one single term for say j = k+1. There are N−k such terms. We can then integrate
(vk+2, . . . , vN) out of FN leading to an expression involving only Fn,k+1. Now, for the same
reason as above, we have :∫
(v′i,v
′
j)∈T
2
g(vˆ∗i k+1v
′
i) g(vˆ
∗
i k+1v
′
j) Φ(v1, . . . , v
′
i, . . . , vk) dv
′
i dv
′
k+1 =
=
∫
v′i∈S
1
g(vˆ∗i k+1v
′
i) Φ(v1, . . . , v
′
i, . . . , vk) dv
′
i.
Collecting these observations leads to the second term of at the right-hand side of (3.12).
Now, we turn to the strong form (3.6). The first term at the right-hand side of (3.6)
is obtained from the corresponding term of (3.12) in exactly the same way as in the proof
of proposition 3.1. We skip the details. We now focus on the second term. We exchange
notations between vi and v
′
i and we change the notation vk+1 into v
′
k+1. We get∫
(vi,vk+1,v
′
i)∈T
3
H(vˆ∗i k+1vi)g(vˆ
∗
i k+1v
′
i) Φ(v1, . . . , v
′
i, . . . , vk)
FN,k+1(v1, . . . , vi, . . . , vk, vk+1) dvi dvk+1 dv
′
i =
=
∫
(vi,v′k+1,v
′
i)∈T
3
H(vˆ
′∗
i k+1v
′
i)g(vˆ
′∗
i k+1vi) Φ(v1, . . . , vi, . . . , vk)
FN,k+1(v1, . . . , v
′
i, . . . , vk, v
′
k+1) dvi dv
′
k+1 dv
′
i,
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and changing to the variables (v′i, v
′
k+1) ∈ T2 to (u, z) ∈ S1 × S1+ such that u = vˆ′i k+1,
z = vˆ
′∗
i k+1v
′
i, we get∫
(v′
k+1,v
′
i)∈T
2
H(vˆ
′∗
i k+1v
′
i)g(vˆ
′∗
i k+1vi)FN,k+1(v1, . . . , v
′
i, . . . , vk, v
′
k+1) dv
′
k+1 dv
′
i =
= 2
∫
(u,z)∈S1×S1+
H(z)g(u∗vi)FN,k+1(v1, . . . , uz, . . . , vk, uz
∗) du dz.
Inserting this expression into the second term at the right-hand side of (3.12) leads to the
corresponding term of (3.6) and ends the proof.
7.2 CL master equation and hierarchy
Proof of Proposition 3.3. The Markov transition operator for the CL dynamics is
clearly
QNΦ =
2
N(N − 1)
∑
i<j
∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , zvi, . . . , vN) +
Φ(v1, . . . , zvj , . . . , vj , . . . , vN )
)
g(z) dz.
We then compute:
IΦ :=
∫
(v1,...,vN )∈TN
QNΦ(v1, . . . , vN )FN(v1, . . . , vN) dv1 . . . dvN
=
2
N(N − 1)
∑
i<j
∫
(v1,...,vN )∈TN
∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , zvi, . . . , vN) +
Φ(v1, . . . , zvj , . . . , vj, . . . , vN)
)
g(z)FN(v1, . . . , vN) dz dv1 . . . dvN
This leads to expression (3.17).
By the change of variables v′j = zvi in the first term and v
′
i = zvj in the second one,
we get
IΦ :=
2
N(N − 1)
∑
i<j
1
2
{
∫
(v1,...,vˆj ,...,vN )∈TN−1
∫
v′j∈S
1
Φ(v1, . . . , vi, . . . , v
′
j, . . . , vN) g(v
∗
i v
′
j)
[FN ]jˆ(v1, . . . , vˆj, . . . , vN)dv1 . . . dvˆj . . . dvN dv
′
j
+
∫
(v1,...,vˆi,...,vN )∈TN−1
∫
v′i∈S
1
Φ(v1, . . . , v
′
i, . . . , vj, . . . , vN) g(v
∗
jv
′
i)
[FN ]ˆi(v1, . . . , vˆi, . . . , vN)dv1 . . . dvˆi . . . dvN dv
′
i
}
.
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By exchanging the roles of the primed and unprimed variables, we get:
IΦ :=
2
N(N − 1)
∑
i<j
∫
(v1,...,vN )∈TN
Φ(v1, . . . , vN)
1
2
{
g(v∗i vj)[FN ]jˆ(v1, . . . , vˆj, . . . , vN)+
+g(v∗jvi)[FN ]ˆi(v1, . . . , vˆi, . . . , vN)
}
dv1 . . . dvN
Therefore, using the symmetry of g, we find:
Q∗NFN(v1, . . . , vN ) =
1
N(N − 1)
∑
i<j
g(v∗i vj)
{
[FN ]jˆ(v1, . . . , vˆj , . . . , vN)+
+[FN ]ˆi(v1, . . . , vˆi, . . . , vN)}
In view of (3.2), we find (3.14), which ends the proof of Proposition 3.3.
Proof of Proposition 3.4. We start with the weak form (3.18). We take Φ only
depending on (v1, . . . , vk) in (3.17). We get a similar expression as (7.1) where T1 (resp.
T2 ; resp. T3) collects the terms at the right-hand side of (3.17) corresponding to i < j ≤ k
(resp. i ≤ k < j ; resp. k < i < j). Again, T3 = 0. Indeed, for k < i < j, since Φ only
depends on (v1, . . . , vk) and g is a probability, the curly bracket at the right-hand side of
(3.17) becomes, ∫
z∈S1
Φ(v1, . . . , vk) g(z) dz − Φ(v1, . . . , vk) = 0.
We can integrate (vk+1, . . . , vN) out of FN in T1 and get:
T1 = 2ν
N − 1
∫
(v1,...,vk)∈Tk
[
∑
i<j≤k
{∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , zvi, . . . , vk) + Φ(v1, . . . , zvj , . . . , vj, . . . , vk)
)
g(z) dz
− Φ(v1, . . . , vk)
}
FN,k(v1, . . . , vk)
]
dv1 . . . dvk,
However, we can integrate the first term in the curly bracket once more because Φ(v1, . . . , vi,
. . . , zvi, . . . , vk) does not depend on vj and similarly with i and j exchanged in the second
term. By permutation invariance, this can be expressed in terms of FN,k−1. This leads to
the first term at the right-hand side of (3.18).
By permutation invariance, T2 is the sum of N − k copies of the term obtained by
choosing i = k + 1. We can integrate (vk+2, . . . , vN) out of FN and obtain an expression
involving FN,k+1 only. Now, since i ≤ k < j and Φ only depends on (v1, . . . , vk), the curly
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bracket at the right-hand side of (3.17) becomes,∫
vk+1∈S1
{∫
z∈S1
1
2
(
Φ(v1, . . . , vi, . . . , vk) + Φ(v1, . . . , zvk+1, . . . , vk)
)
g(z) dz
− Φ(v1, . . . , vk)
}
FN,k+1(v1, . . . , vk, vk+1) dvk+1
=
∫
vk+1∈S1
1
2
(∫
z∈S1
Φ(v1, . . . , zvk+1, . . . , vk) g(z) dz
− Φ(v1, . . . , vk)
)
FN,k+1(v1, . . . , vk, vk+1) dvk+1. (7.2)
Collecting these observations, we can express T2 as follows:
T2 = 2ν
N − 1
∫
(v1,...,vk)∈Tk
[
(N − k)
∑
i≤k
∫
vk+1∈S1
1
2
{∫
z∈S1
Φ(v1, . . . , zvk+1, . . . , vk) g(z) dz
− Φ(v1, . . . , vk)
}
FN,k+1(v1, . . . , vk+1) dvk+1
]
dv1 . . . dvk,
However, we can integrate once more the terms in the curly bracket since Φ(v1, . . . , zvk+1,
. . . , vk) does not depend on vi and similarly Φ(v1, . . . , vk) does not depend on vk+1. The
resulting expression involves only FN,k and leads to the second term at the right-hand
side of (3.18).
To establish the strong form (3.15) from the weak one (3.18) is easy. We perform the
change of variables vj = zvi (resp. vi = zvj ; resp. vi = zvk) in the first integral of the
first sum (resp. in the second integral of the first sum ; resp. in the first integral of the
second sum) and use the symmetry of g.
8 Limit N →∞ in the rescaled hierarchies
8.1 Preliminaries
In this section, we state the following straightforward lemma, which will be used through-
out the proofs below.
Lemma 8.1 The following estimate holds in the sense of distributions:
gε = δ +
σ2ε2
2
δ′′ + o(ε2), hε = δ +
τ 2ε2
2
δ′′ +O(ε3).
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More precisely, assuming that the test function Φ ∈ C3(R/(2πZ)), we have:∣∣∣∣ 1ε2
(∫ 2pi
0
gεΦ
dθ
2π
− (Φ(0) + σ
2ε2
2
Φ′′(0))
)∣∣∣∣ ≤ Cε‖Φ‖3,∞,
and similarly for hε with σ replaced by τ and the integral is taken on the interval [−π/2, π/2].
We denote by C3(R/(2πZ)) the space of 2π periodic, three-times continuously differen-
tiable functions on R and by ‖Φ‖3,∞ the supremum of all the derivatives of Φ up to order 3.
We will also use the following operators:
∆ij =
∂2
∂θ2i
+
∂2
∂θ2j
(8.1)
Dij =
∂2
∂θ2i
+
∂2
∂θ2j
− 2 ∂
2
∂θi ∂θj
=
(
∂
∂θi
− ∂
∂θj
)2
, (8.2)
in addition to D¯ij defined at eq. (4.7).
8.2 Limit N →∞ in the rescaled BDG hierarchy
Proof of Theorem 4.1. We first write the weak form of the hierarchy (3.12), introducing
the phases (4.3) and the rescaled noise distribution gε and biasing function hε (4.1), as
well as the rescaled time (which will still be denoted by t for the sake of simplicity). Now,
we use the additive group notations of the phases for the multiplication of two elements
of S1. We have
∂
∂t
∫
[0,2pi]k
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
ν
(N − 1)ε2
∫
(θ1,...,θk)∈[0,2pi]k
[
∑
i<j≤k
hε(θ i−j
2
)
{∫
(θ′i,θ
′
j)∈[0,2pi]
2
gε(θ
′
i − θˆij) gε(θ′j − θˆij) Φ(θ1, . . . , θ′i, . . . , θ′j , . . . , θk)
dθ′i dθ
′
j
(2π)2
− Φ(θ1, . . . , θk)
}
FN,k(θ1, . . . , θk)
+(N − k)
∫
θk+1∈[0,2pi]
∑
i≤k
hε(θ i−(k+1)
2
)
{∫
θ′i∈[0,2pi]
gε(θ
′
i − θˆi k+1) Φ(θ1, . . . , θ′i, . . . , θk)
dθ′i
2π
− Φ(θ1, . . . , θk)
}
FN,k+1(θ1, . . . , θk, θk+1)
dθk+1
2π
]
dθ1 . . . dθk
(2π)k
, (8.3)
for any continuous test function Φ(θ1, . . . , θk) on [0, 2π]
k. In this formula, θ i−j
2
= (θi−θj)/2
or (θi− θj)/2+π with −π/2 < θ i−j
2
≤ π/2 (modulo 2π) is the phase of the quantity vˆ∗ijvi,
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while θˆij is the phase of vˆij , i.e. θˆij = (θi+ θj)/2 or (θi+ θj)/2+π and θi− θˆij = θˆij−θj =
θ i−j
2
∈ [−π/2, π/2] (modulo 2π).
We first investigate the asymptotics of (8.3) when ε → 0 with fixed N . Take Φ ∈
C3(R/(2πZ))k. We first prove the following formula:
∂
∂t
∫
[0,2pi]k
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
=
ν
N − 1
[ {∫
(θ1,...,θk)∈[0,2pi]k
∑
i<j≤k
{
σ2(∆ijΦ)FN,k+
+τ 2 [Φ (DijFN,k)−Dij(FN,kΦ)]
}
δ(θi − θj) dθ1 . . . dθk
(2π)k
+ o(ε2)
}
+(N − k)
{∫
(θ1,...,θk+1)∈[0,2pi]k+1
∑
i≤k
{
σ2(∆i k+1Φ)FN,k+1 + τ
2 [Φ (Di k+1FN,k+1)
−Di k+1(FN,k+1Φ)]
}
δ(θi − θk+1) dθ1 . . . dθk+1
(2π)k+1
+ o(ε2)
} ]
, (8.4)
Moreover, thanks to the assumptions of the theorem, the o(ε2) terms are estimated by
Cε‖Φ‖3,∞ with C independent of N on any finite time interval T .
Proof of (8.4). We start by considering the first sum in (8.3), where i < j ≤ k. We use
Lemma 8.1 and get:∫
(θ′i,θ
′
j)∈(R/(2piZ))
2
Φ(θ1, . . . , θ
′
i, . . . , θ
′
j, . . . , θk) gε(θ
′
i − θˆij) gε(θ′j − θˆij)
dθ′i
2π
dθ′j
2π
=
=
(
Φ +
σ2ε2
2
(
∂2
∂θ2i
+
∂2
∂θ2j
)
Φ
)
(θ1, . . . , θˆij , . . . , θˆij, . . . , θk) + o(ε
2).
Now, using this formula, we compute the integral:
Kij :=
∫
(θi,θj)∈(R/(2piZ))2
hε(θ i−j
2
){∫
(θ′i,θ
′
j)∈(R/(2piZ))
2
Φ(θ1, . . . , θ
′
i, . . . , θ
′
j, . . . , θk) gε(θ
′
i − θˆij) gε(θ′j − θˆij)
dθ′i
2π
dθ′j
2π
− Φ(θ1, . . . , θk)
}
FN,k(θ1, . . . , θk, t)
dθi
2π
dθj
2π
.
The change of variables (θi, θj) ∈ (R/(2πZ))2 → (θˆij , θ i−j
2
) ∈ R/(2πZ)×] − π/2, π/2], is
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one-to-one onto and we have
Kij =
∫
θˆij∈R/(2piZ)
(
Φ+
σ2ε2
2
(
∂2
∂θ2i
+
∂2
∂θ2j
)
Φ
)
(θ1, . . . , θˆij, . . . , θˆij , . . . , θk)∫
θ i−j
2
∈[−pi/2,pi/2]
hε(θ i−j
2
)FN,k(θ1, . . . , θˆij + θ i−j
2
, . . . , θˆij − θ i−j
2
, . . . , θk, t)
dθ i−j
2
π
dθˆij
2π
−
∫
θˆij∈R/(2piZ)
∫
θ i−j
2
∈[−pi/2,pi/2]
hε(θ i−j
2
)
(ΦFN,k)(θ1, . . . , θˆij + θ i−j
2
, . . . , θˆij − θ i−j
2
, . . . , θk)
dθ i−j
2
π
dθˆij
2π
+ o(ε2).
Using again Lemma 8.1, we find:
Kij =
σ2ε2
2
∫
θˆij∈R/(2piZ)
[((
∂2
∂θ2i
+
∂2
∂θ2j
)
Φ
)
FN,k
]
(θ1, . . . , θˆij , . . . , θˆij , . . . , θk, t)
dθˆij
2π
+
τ 2ε2
2
∫
θˆij∈R/(2piZ)
Φ(θ1, . . . , θˆij , . . . , θˆij, . . . , θk)
∂2
∂θ2
[FN,k(θ1, . . . , θˆij + θ, . . . , θˆij − θ, . . . , θk, t)]θ=0 dθˆij
2π
−τ
2ε2
2
∫
θˆij∈R/(2piZ)
∂2
∂θ2
[(ΦFN,k)(θ1, . . . , θˆij + θ, . . . , θˆij − θ, . . . , θk)]θ=0dθˆij
2π
+o(ε2)
Using definitions (8.1) and (8.2), we get:
Kij = ε
2
∫
θˆij∈R/(2piZ)
[
σ2
2
(∆ijΦ)FN,k+
+
τ 2
2
[ΦDijFN,k −Dij(ΦFN,k)]
]
(θ1, . . . , θˆij , . . . , θˆij , . . . , θk, t)
dθˆij
2π
+ o(ε2)
We can write
Kij = ε
2
∫
θˆij∈R/(2piZ)
∫
θ i−j
2
∈[−pi/2,pi/2]
[
σ2
2
(∆ijΦ)FN,k +
τ 2
2
[ΦDijFN,k
−Dij(ΦFN,k)]
]
(θ1, . . . , θi, . . . , θj , . . . , θk, t) δ(θ i−j
2
)
dθˆij
2π
dθ i−j
2
π
+ o(ε2)
Going back to variables (θi, θj), we find, since δ(θ i−j
2
) = 2δ(θi − θj):
Kij = 2ε
2
∫
(θi,θj)∈(R/(2piZ))2
[
σ2
2
(∆ijΦ)FN,k+
+
τ 2
2
[ΦDijFN,k −Dij(ΦFN,k)]
]
δ(θi − θj) dθi
2π
dθj
2π
+ o(ε2)
40
This gives the first term of (8.4). The second term is found using exactly the same type
of computation. The details are omitted. This ends the proof of (8.4).
End of proof of Theorem 4.1. Now, using Green’s formula, we get either the weak
formulation of (4.8):
∂
∂t
∫
[0,2pi]k
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
=
ν
N − 1
[ {∫
(θ1,...,θk)∈[0,2pi]k
∑
i<j≤k
FN,k
{
σ2(∆ijΦ) δ(θi − θj)+
+τ 2 [Dij(Φδ(θi − θj))− Φ(Dijδ(θi − θj))]
} dθ1 . . . dθk
(2π)k
+ o(ε2)
}
+(N − k)
{∫
(θ1,...,θk+1)∈[0,2pi]k+1
∑
i≤k
FN,k+1
{
σ2(∆i k+1Φ) δ(θi − θk+1)+
+ τ 2 [Di k+1(Φδ(θi − θk+1))− Φ(Di k+1δ(θi − θk+1))]
} dθ1 . . . dθk+1
(2π)k+1
+ o(ε2)
} ]
, (8.5)
or the strong form:
∂FN,k
∂t
(θ1, . . . , θk, t) =
=
ν
N − 1
[ {∑
i<j≤k
{
σ2∆ij(FN,kδ(θi − θj)) +
+τ 2 [(DijFN,k) δ(θi − θj)− FN,kDij(δ(θi − θj))]
}
+ o(ε2)
}
+(N − k)
{∑
i≤k
∫
θk+1∈[0,2pi]
{
σ2∆i k+1(FN,k+1δ(θi − θk+1))+
+ τ 2 [(Di k+1FN,k+1)δ(θi − θk+1)− FN,k+1Di k+1(δ(θi − θk+1))]
} dθk+1
2π
+ o(ε2)
}]
.(8.6)
Now, letting N → ∞ and ε = εN → 0, we find that the leading order term in (8.5)
or (8.6) is the second sum because of the factor N − k. Thanks to the hypotheses of the
theorem, the other terms in the weak form (8.5) are either o(ε2N) or O(1/N) or o(ε
2
N/N)
multiplied by ‖Φ‖3,∞ and constants which are independent of N and of time. Therefore,
passing to the limit in the weak form or equivalently in the strong form (8.6) in the sense
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of distributions is allowed and leads to
∂F[k]
∂t
(θ1, . . . , θk, t) = ν
∑
i≤k
∫
θk+1∈[0,2pi]
{
σ2∆i k+1(F[k+1]δ(θi − θk+1)) +
+τ 2
[
(Di k+1F[k+1])δ(θi − θk+1)− F[k+1]Di k+1(δ(θi − θk+1))
] }dθk+1
2π
. (8.7)
It remains to show that∫
θk+1∈[0,2pi]
{
σ2∆i k+1(F[k+1]δ(θi − θk+1)) +
+τ 2
[
(Di k+1F[k+1])δ(θi − θk+1)− F[k+1]Di k+1(δ(θi − θk+1))
] }dθk+1
2π
=
= (σ2 − τ 2)(D¯i k+1F[k+1])(θ1, . . . , θi, . . . , θk, θi). (8.8)
We have:
∆i k+1(F[k+1]δ(θi − θk+1)) = (∆i k+1F[k+1])δ(θi − θk+1) + 2F[k+1]δ′′(θi − θk+1) +
+2
(
∂F[k+1]
∂θi
− ∂F[k+1]
∂θk+1
)
δ′(θi − θk+1),
where δ′ and δ′′ denote the first and second derivatives of the Dirac delta. Using Green’s
formula, we deduce that∫
θk+1∈[0,2pi]
∆i k+1(F[k+1]δ(θi − θk+1))dθk+1
2π
=
=
(
(
∂2
∂θ2i
+
∂2
∂θ2k+1
) + 2
∂2
∂θ2k+1
+ 2
∂
∂θk+1
(
∂
∂θi
− ∂
∂θk+1
)
)
F[k+1](θ1, . . . , θi, . . . , θk, θi)
= (D¯i k+1F[k+1])(θ1, . . . , θi, . . . , θk, θi). (8.9)
Now, we clearly have∫
θk+1∈[0,2pi]
(Di k+1F[k+1])δ(θi − θk+1)dθk+1
2π
=
=
(
∂2
∂θ2i
− 2 ∂
2
∂θi ∂θk+1
+
∂2
∂θ2k+1
)
F[k+1](θ1, . . . , θi, . . . , θk, θi).
On the other hand, since Di k+1(δ(θi − θk+1)) = 4δ′′(θk+1 − θi), Green’s formula leads to∫
θk+1∈[0,2pi]
F[k+1]Di k+1(δ(θi − θk+1))dθk+1
2π
= 4
∂2F[k+1]
∂θ2k+1
(θ1, . . . , θi, . . . , θk, θi).
But, by permutation invariance, we have
∂2F[k+1]
∂θ2k+1
(θ1, . . . , θi, . . . , θk, θi) =
∂2F[k+1]
∂θ2i
(θ1, . . . , θi, . . . , θk, θi).
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Therefore,∫
θk+1∈[0,2pi]
{
(Di k+1F[k+1])δ(θi − θk+1)− F[k+1]Di k+1(δ(θi − θk+1))
}dθk+1
2π
=
= −D¯i k+1F[k+1](θ1, . . . , θi, . . . , θk, θi). (8.10)
With (8.9) and (8.10), we easily verify (8.8). Now, inserting (8.8) into (8.7) leads to (4.8)
and ends the proof of Theorem 4.1
8.3 Limit N →∞ in the rescaled CL hierarchy
Proof of Theorem 4.2. We first write the weak form of the hierarchy (3.18), introducing
the phases (4.3) and the rescaled noise distribution gε, as well as the rescaled time (which
will still be denoted by t for the sake of simplicity). We have
∂
∂t
∫
[0,2pi]N
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
=
2ν
(N − 1)ε2
[∑
i<j≤k
∫
(θ1,...,θˆi,...,θˆj ,...,θk)∈[0,2pi]k−2
{
1
2
∫
(θi,ϕ)∈[0,2pi]2
Φ(θ1, . . . , θi, . . . , θi + ϕ, . . . , θk)FN,k−1(θ1, . . . , θi, . . . , θˆj , . . . , θk) gε(ϕ)
dϕ dθi
(2π)2
+
1
2
∫
(θj ,ϕ)∈[0,2pi]2
Φ(θ1, . . . , θj + ϕ, . . . , θj , . . . , θk)FN,k−1(θ1, . . . , θˆi, . . . , θj, . . . , θk) gε(ϕ)
dϕ dθj
(2π)2
−
∫
(θi,θj)∈[0,2pi]2
Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
dθi dθj
(2π)2
}
dθ1 . . . dθˆi . . . dθˆj . . . dθk
(2π)k−2
+(N − k)
∑
i≤k
∫
(θ1,...,θˆi,...,θk)∈[0,2pi]k−1
1
2
{
∫
(θk+1,ϕ)∈[0,2pi]2
Φ(θ1, . . . , θk+1 + ϕ, . . . , θk)FN,k(θ1, . . . , θˆi, . . . , θk, θk+1) gε(ϕ)
dϕ dθk+1
(2π)2
−
∫
θi∈[0,2pi]
Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
}
dθ1 . . . dθˆi . . . dθk
(2π)k−1
]
. (8.11)
Using Lemma 8.1, we have:∫
ϕ∈[0,2pi]2
Φ(θ1, . . . , θi, . . . , θi + ϕ, . . . , θk) gε(ϕ)
dϕ
2π
=
=
(
Φ +
σ2ε2
2
∂2Φ
∂θ2j
)
(θ1, . . . , θi, . . . , θi, . . . , θk) +O(ε
3)
=
∫
θj∈[0,2pi]
(
Φ+
σ2ε2
2
∂2Φ
∂θ2j
)
(θ1, . . . , θi, . . . , θj , . . . , θk) δ(θj − θi) dθj
2π
+O(ε3),
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and similarly with i and j exchanged. In the same way, we have:∫
ϕ∈[0,2pi]2
Φ(θ1, . . . , θk+1 + ϕ, . . . , θk) gε(ϕ)
dϕ
2π
=
=
∫
θi∈[0,2pi]
(
Φ +
σ2ε2
2
∂2Φ
∂θ2i
)
(θ1, . . . , θi, . . . , θk) δ(θi − θk+1) dθi
2π
+O(ε3).
Moreover, the O(ε3) term is of the form Cε3‖Φ‖3,∞ where C is independent of N . There-
fore, we have:
∂
∂t
∫
[0,2pi]N
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
=
2ν
(N − 1)ε2
[ ∑
i<j≤k
{∫
(θ1,...,θk)∈[0,2pi]k
(
Φ(θ1, . . . , θk)
1
2
[
FN,k−1(θ1, . . . , θi, . . . , θˆj, . . . , θk)+
+FN,k−1(θ1, . . . , θˆi, . . . , θj, . . . , θk)
]
δ(θj − θi)
+
ε2σ2
4
[
∂2Φ
∂θ2j
(θ1, . . . , θk)FN,k−1(θ1, . . . , θi, . . . , θˆj , . . . , θk)+
+
∂2Φ
∂θ2i
(θ1, . . . , θk)FN,k−1(θ1, . . . , θˆi, . . . , θj , . . . , θk)
]
δ(θj − θi)
− Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)
dθ1 . . . dθk
(2π)k
+O(ε3)
}
+(N − k)
∑
i≤k
{∫
(θ1,...,θk)∈[0,2pi]k
1
2
(
∫
θk+1∈[0,2pi]
(
Φ +
ε2σ2
2
∂2Φ
∂θ2i
)
(θ1, . . . , θk)FN,k(θ1, . . . , θˆi, . . . , θk, θk+1) δ(θi − θk+1) dθk+1
2π
− Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)
dθ1 . . . dθk
(2π)k
+O(ε3)
} ]
.(8.12)
where, since FN,k is a probability, theO(ε
3) terms are, as previously, of the formCε3‖Φ‖3,∞
44
and are uniform in N and time. However, by permutation invariance, we have∫
(θ1,...,θk)∈[0,2pi]k
(∫
θk+1∈[0,2pi]
Φ(θ1, . . . , θk)FN,k(θ1, . . . , θˆi, . . . , θk, θk+1) δ(θi − θk+1) dθk+1
2π
−Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)dθ1 . . . dθk
(2π)k
=
=
∫
(θ1,...,θk)∈[0,2pi]k
(
Φ(θ1, . . . , θk)FN,k(θ1, . . . , θˆi, . . . , θk, θi)
−Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)dθ1 . . . dθk
(2π)k
=
=
∫
(θ1,...,θk)∈[0,2pi]k
(
Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
−Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)dθ1 . . . dθk
(2π)k
= 0.
Therefore, (8.12) yields
∂
∂t
∫
[0,2pi]N
FN,k(θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
=
2ν
(N − 1)ε2
[ ∑
i<j≤k
{∫
(θ1,...,θk)∈[0,2pi]k
(
Φ(θ1, . . . , θk)
1
2
[
FN,k−1(θ1, . . . , θi, . . . , θˆj, . . . , θk)+
+FN,k−1(θ1, . . . , θˆi, . . . , θj, . . . , θk)
]
δ(θj − θi)
+
ε2σ2
4
[
∂2Φ
∂θ2j
(θ1, . . . , θk)FN,k−1(θ1, . . . , θi, . . . , θˆj , . . . , θk)+
+
∂2Φ
∂θ2i
(θ1, . . . , θk)FN,k−1(θ1, . . . , θˆi, . . . , θj , . . . , θk)
]
δ(θj − θi)
− Φ(θ1, . . . , θk)FN,k(θ1, . . . , θk)
)
dθ1 . . . dθk
(2π)k
+O(ε3)
}
+
(N − k)ε2σ2
4
∑
i≤k
{∫
(θ1,...,θk)∈[0,2pi]k
∂2Φ
∂θ2i
(θ1, . . . , θk)FN,k(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
+O(ε)
}]
.
Now, linking ε andN by (4.12), the O(1) terms asN →∞ are on the first, second, fifth
and sixth lines of the right-hand side. We can also drop the O(ε) and O(ε3) remainders.
All the terms which are dropped are estimated by Cε‖Φ‖3,∞ uniformly in N and time,
thanks to the property that FN,k is a probability and to the assumptions of the theorem.
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Therefore, F[k] satisfies
∂
∂t
∫
[0,2pi]N
F[k](θ1, . . . , θk, t) Φ(θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
=
= ν
[ ∑
i<j≤k
∫
(θ1,...,θk)∈[0,2pi]k
Φ(θ1, . . . , θk)
([
F[k−1](θ1, . . . , θi, . . . , θˆj, . . . , θk)+
+F[k−1](θ1, . . . , θˆi, . . . , θj, . . . , θk)
]
δ(θj − θi)− 2F[k](θ1, . . . , θk)
) dθ1 . . . dθk
(2π)k
+
σ2
2
∑
i≤k
∫
(θ1,...,θk)∈[0,2pi]k
∂2Φ
∂θ2i
(θ1, . . . , θk)F[k](θ1, . . . , θk)
dθ1 . . . dθk
(2π)k
]
. (8.13)
Now, using Green’s formula, Eq. (8.13) appears as the weak form of (4.13), which ends
the proof of Theorem 4.2.
References
[1] I. Aoki, A simulation study on the schooling mechanism in fish, Bulletin of the Japan
Society of Scientific Fisheries, 48 (1982), pp. 1081–1088.
[2] N. J. Balmforth, W. R. Young, An interacting particle model with compact hierar-
chical structures, Physica D 240 (2011), pp. 101–113.
[3] E. Bertin, M. Droz, G. Gre´goire, Boltzmann and hydrodynamic description for self-
propelled particles, Phys. Rev. E, 74 (2006), 022101. 102.1325.
[4] E. Bertin, M. Droz, G. Gre´goire, Hydrodynamic equations for self-propelled particles:
microscopic derivation and stability analysis, J. Phys. A: Math. Theor. 42 (2009),
445001.
[5] E. Boissard, P. Degond, S. Motsch, Trail formation based on directed pheromone
deposition, preprint arXiv:1108.3495.
[6] F. Bolley, J. A. Can˜izo, J. A. Carrillo, Stochastic mean-field limit: non-Lipschitz
forces & swarming, to appear in Math. Mod. Meth. Appl. Sci.
[7] F. Bolley, J. A. Can˜izo, J. A. Carrillo, Mean-field limit for the stochastic Vicsek
model, arXiv preprint 1102.1325.
[8] E. A. Carlen, M. C. Carvalho and M. Loss. Determination of the spectral gap for
Kac’s master equation and related stochastic evolution. Acta Math., 191 (2003) 1-54.
[9] E. A. Carlen, M. C. Carvalho, J. Le Roux, M. Loss, and C. Villani. Entropy and
chaos in the Kac model. Kinet. Relat. Models, 3 (2010) 85-122.
46
[10] E. A. Carlen, P. Degond, B. Wennberg, Kinetic limits for pair-interaction driven
master equations and biological swarm models, submitted. Preprint arXiv:1109.4538.
[11] E. A. Carlen, P. Degond, B. Wennberg, in preparation.
[12] J. A. Carrillo, M. Fornasier, J. Rosado, G. Toscani. Asymptotic flocking dynamics
for the kinetic Cucker-Smale model, SIAM J. Math. Anal. 42 (2010), 218-236.
[13] Y-L. Chuang, M. R. D’Orsogna, D. Marthaler, A. L. Bertozzi, L. S. Chayes, State
transitions and the continuum limit for a 2D interacting, self-propelled particle sys-
tem, Physica D, 232 (2007), pp. 33–47.
[14] C. Cercignani, R. Illner, P. Pulvirenti, The Mathematical Theory of Dilute Gases,
Springer-Verlag, 1994.
[15] I. D. Couzin, J. Krause, R. James, G. D. Ruxton, N. R. Franks, Collective Memory
and Spatial Sorting in Animal Groups, J. theor. Biol., 218 (2002), pp. 1–11.
[16] F. Cucker, S. Smale, Emergent Behavior in Flocks, IEEE Transactions on Automatic
Control, 52 (2007), pp. 852–862.
[17] P. Degond, A. Frouvelle and J.-G. Liu, Macroscopic limits and phase transition in a
system of self-propelled particle, submitted, preprint arXiv:1109.2404.
[18] P. Degond and B. Lucquin-Desreux, The Fokker-Planck Asymptotics of the Boltz-
mann Collision Operator in the Coulomb Case, Mathematical Models and Methods
in Applied Sciences, 2 (1992), 167-182.
[19] P. Degond, S. Motsch, Continuum limit of self-driven particles with orientation in-
teraction, Math. Models Methods Appl. Sci., 18, Suppl. (2008), pp. 1193–1215.
[20] P. Degond, S. Motsch, A macroscopic model for a system of swarming agents using
curvature control, J. Stat. Phys., 143 (2011), 685-714.
[21] L. Desvillettes, On Asymptotics of the Boltzmann Equation when the Collisions
Become Grazing, Transport Theory and Statistical Physics, 21 (1992), 259-276.
[22] P. Diaconis and L. Saloff-Coste. Bounds for Kac’s master equation. Comm. Math.
Phys.,209 (2000) 729-755.
[23] A. Frouvelle and J.-G. Liu, Dynamics in a kinetic model of oriented particles with
phase transition, submitted, preprint arXiv:1101.2380.
[24] C. Graham and S. Me´le´ard. Probabilistic tools and Monte-Carlo approximations for
some Boltzmann equations. ESAIM Proc. 10 (1999), 77-126.
[25] T. Hillen and H. G Othmer. The diffusion limit of transport equations derived from
velocity-jump processes. SIAM Journal on Applied Mathematics, 61 (2000) 751-775.
47
[26] R. Illner and M. Pulvirenti. Global validity of the Boltzmann equation for two- and
three-dimensional rare gas in vacuum. Erratum and improved result. Comm. Math.
Phys., 121 (1989), 143-146.
[27] E. Janvresse. Spectral gap for Kac’s model of Boltzmann equation. Ann. Probab., 29
(2001) 288-304.
[28] M. Kac. Foundations of kinetic theory. In Proceedings of the Third Berkeley Sympo-
sium on Mathematical Statistics and Probability, 1954-1955, vol. III, pages 171-197,
Berkeley and Los Angeles, 1956. University of California Press.
[29] M. Lachowicz. Individually-based Markov processes modeling nonlinear systems in
mathematical biology. Nonlinear Analysis: Real World Applications, 12 (2011), 2396-
2407.
[30] Oscar E. Lanford, III. A derivation of the Boltzmann equation from classical mechan-
ics. In Probability (Proc. Sympos. Pure Math., Vol. XXXI, Univ. Illinois, Urbana,
Ill., 1976), pages 87-89. Amer. Math. Soc., Providence, R. I., 1977.
[31] D. K. Maslen. The eigenvalues of Kac’s master equation. Math. Z., 243 (2003) 291-
331.
[32] H. P. McKean Jr. An exponential formula for solving Boltzmann’s equation for a
Maxwellian gas. J. Combinatorial Theory 2 (1967), 358-382.
[33] A. Mogilner, L. Edelstein-Keshet, A non-local model for a swarm, J. Math. Biol., 38
(1999), pp. 534–570.
[34] S. Mischler, C. Mouhot, Quantitative uniform in time chaos propagation for Boltz-
mann collision processes, preprint arXiv:1001.2994
[35] S. Mischler, C. Mouhot, B. Wennberg, A new approach to quantitative propagation
of chaos for drift, diffusion and jump processes, preprint arXiv:1101.4727.
[36] K. J. Painter. Modelling cell migration strategies in the extracellular matrix. Journal
of mathematical biology, 58 (2009) 511-543.
[37] A-S. Sznitman, Topics in propagation of chaos. In ’Ecole d’e´te´ de Probabilite´s de
Saint-Flour XIX, Lecture Notes in Math., vol. 1464, Springer, Berlin, 1991, pp. 165-
251.
[38] C. M. Topaz, A. L. Bertozzi, M. A. Lewis, A nonlocal continuum model for biological
aggregation, Bull. Math. Biol., 68 (2006), pp. 1601–1623.
[39] T. Vicsek, A. Cziro´k, E. Ben-Jacob, I. Cohen, O. Shochet, Novel type of phase
transition in a system of self-driven particles, Phys. Rev. Lett., 75 (1995), pp. 1226–
1229.
48
