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By Zakhar Kabluchko and Dmitry Zaporozhets
Ulm University and Russian Academy of Sciences
It has been shown by Ibragimov and Zaporozhets [In Prokhorov
and Contemporary Probability Theory (2013) Springer] that the com-
plex roots of a random polynomial Gn(z) =
∑n
k=0 ξkz
k with i.i.d. co-
efficients ξ0, . . . , ξn concentrate a.s. near the unit circle as n→∞ if
and only if E log+|ξ0|<∞. We study the transition from concentra-
tion to deconcentration of roots by considering coefficients with tails
behaving like L(log|t|)(log|t|)−α as t→∞, where α≥ 0, and L is a
slowly varying function. Under this assumption, the structure of com-
plex and real roots of Gn is described in terms of the least concave
majorant of the Poisson point process on [0,1]× (0,∞) with intensity
αv−(α+1) dudv.
1. Introduction and statement of results.
1.1. Introduction. Let ξ0, ξ1, . . . be i.i.d. nondegenerate random variables
with values in C. Let Zn be the collection of complex roots (counted accord-
ing to their multiplicities) of the random polynomial
Gn(z) =
n∑
k=0
ξkz
k.(1)
For 0 ≤ a ≤ b denote by Rn(a, b) the number of roots of Gn in the ring
{z ∈C :a≤ |z| ≤ b}. Improving on a result of Sˇparo and Sˇur [18], Ibragimov
and Zaporozhets [10] show that
1
n
Rn(1− ε,1 + ε) a.s.−→
n→∞1(2)
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for every ε ∈ (0,1), if and only if
E log+|ξ0|<∞.(3)
Here, log+ x=max(logx,0). Without any assumptions on the distribution
of ξ0, Ibragimov and Zaporozhets [10] also prove that for every α,β such
that 0≤ α < β ≤ 2π,
1
n
∑
z∈Zn
1{α≤arg z≤β}
a.s.−→
n→∞
β −α
2π
.(4)
Thus, under a very mild moment condition, the complex roots of Gn con-
centrate near the unit circle uniformly by the argument as n→∞.
Imposing additional conditions on the distribution of ξ0 it is possible to
obtain more precise information about the asymptotic concentration of the
roots near the unit circle. In the case when ξ0 belongs to the domain of
attraction of an α-stable law, α ∈ (0,2], Ibragimov and Zeitouni [9] show
that for every t > 0,
lim
n→∞
1
n
ERn
(
1− t
n
,1 +
t
n
)
=
1+ e−αt
1− e−αt −
2
αt
.(5)
This is a generalization of the result of Shepp and Vanderbei [16] who con-
sider real-valued standard Gaussian coefficients.
On the other hand, if E log+|ξ0|=∞ and thus there is no concentration
near the unit circle, it is also possible to describe the asymptotic behavior of
the roots when the tail of |ξ0| is extremely heavy. Go¨tze and Zaporozhets [7]
prove that if the distribution of log+ log+|ξ0| has a slowly varying tail, then
the complex roots of Gn concentrate in probability on two circles centered at
the origin whose radii tend to zero and infinity, respectively. See also [19, 20]
for more results in the case of extremely heavy tails.
Up to now, the behavior of the roots has been unknown when the tail of ξ0
is somewhere between the two cases described above. The aim of this paper
is to consider a class of distributions which in some sense continuously links
the above cases. We will consider coefficients with logarithmic power-law
tails. More precisely, we make the following assumption: for some α≥ 0,
F¯ (t) := P[log|ξ0|> t] is regularly varying at +∞ with index −α.(6)
This class of distributions includes distributions with both finite (α> 1) and
infinite (α < 1) logarithmic moments. We will obtain a precise information
on how the concentration of the roots near the unit circle becomes destroyed
as α approaches 1 from above and how the roots behave when there is no
concentration (α< 1).
The case α = +∞ corresponds formally to the light or power-law tails
studied in [9, 16]. The roots are concentrated near the unit circle and, apart
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Fig. 1. Roots of a random polynomial of degree n = 2000 whose (real) coefficients are
(left) standard normal, (right) such that P[log ξ0 > t] = 1/t
2 for t≥ 1.
from this, no global organization is apparent. We will prove that as α be-
comes finite, the distribution of roots becomes highly organized; see Figure 1.
The roots “freeze” on a random set of circles centered at the origin. Both
the radii of the circles and the distribution of the roots among the circles are
random; however, the distribution of the roots on each circle is uniform by
the argument. As long as α stays above 1, the logarithmic moment is finite,
and the circles approach the unit circle at rate n1/α−1 (ignoring a slowly
varying term), in full agreement with the result of [10]. Note also that for
α close to +∞, this rate is close to the rate 1/n appearing in (5). As α
becomes equal to 1, we have a transition from finite to infinite logarithmic
moment. We will show that if F¯ (t) ∼ c/t as t→ +∞, then the empirical
measure formed by the roots of Gn converges weakly (without normaliza-
tion) to a random probability measure concentrated on an infinite number of
circles with random radii. For the first time, the roots are not concentrated
near the unit circle. As α becomes smaller than 1, the circles divide into two
groups approaching 0 and∞ at the rates ±n1/α−1, on the logarithmic scale.
The number of circles, which was infinite for α≥ 1, becomes finite for α< 1
and decreases to 2 as α→ 0. At α= 0 the roots freeze on just 2 circles lo-
cated very close to 0 and ∞, in accordance with Go¨tze and Zaporozhets [7],
whose results we will strengthen. At α= 0, the empirical measure formed by
the roots becomes almost deterministic: the only parameter which remains
random after taking the limit n→∞ is the proportion of the roots close to
0 (or to ∞), which is uniform on [0,1].
An interesting phenomenon we will encounter is the appearance of the
long-range dependence between the roots under condition (6). Consider a
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random polynomial Gn of high degree, and suppose that we know that it
has a root at some point z0 ∈C. In the case of coefficients from the domain
of attraction of a stable law, this information has almost no influence on
the other roots of Gn, except for the roots located in an infinitesimal neigh-
borhood of z0. However, for coefficients with logarithmic power-law tails,
the knowledge about the existence of a root at z0 implies that there exists
(with high probability) a circle of roots containing z0. Moreover, the radii
of the other circles of roots are influenced by the existence of the root at
z0. We observe a long-range dependence between the roots: the conditional
distribution of roots, given that there is a root at z0, differs, even on the
global scale, from the unconditional distribution of roots.
If the random variables ξi are real-valued, we will also analyze the real
roots of Gn. For a particular family of distributions satisfying (6) with α > 1,
Shepp and Farahmand [15] show that the expected number of real roots
of Gn is asymptotically c(α) logn with c(α) =
2α−2
2α−1 . As α decreases from
+∞ to 1 the function c(α) decreases from 1 to 0. We will complement this
result by showing that for α ∈ (0,1), the number of real roots of Gn has
two subsequential distributional limits as n→∞ along the subsequence of
even/odd integers. This means that for α ∈ (0,1) the polynomial Gn has,
roughly speaking, O(1) real roots. Finally, we will prove that for α= 0, the
number of real roots of Gn can take asymptotically only the values 0, . . . ,4
and compute the probabilities of these values.
1.2. Complex roots. Given a complex number z = |z|eiarg z and a ∈ R,
we write
z〈a〉 = |z|aeiarg z.
The next theorem describes the structure of complex roots of Gn. Let δ(z)
be the unit point mass at z. Denote by C¯= C ∪ {∞} the Riemann sphere.
We need normalizing sequences an, bn such that
F¯ (an)∼ 1
n
as n→∞, bn = n
an
.(7)
Theorem 1.1. If the tail condition (6) is satisfied with some α > 0,
then we have the following weak convergence of random probability measures
on C¯:
1
n
∑
z∈Zn
δ(z〈bn〉) w−→
n→∞Πα.
The limiting random probability measure Πα is a.s. a convex combination of
at most countably many uniform measures concentrated on circles centered
at the origin.
Remark 1.2 (On convergence of random measures). Let E be a locally
compact metric space. Denote by M(E) the space of locally finite Borel mea-
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sures on E. Endowed with the topology of vague convergence, M(E) becomes
a Polish space; see [13], Section 3.4. A random measure on E is a random
element with values in M(E). A sequence µn of random measures converges
weakly to a random measure µ if limn→∞EF (µn) = EF (µ) for every contin-
uous, bounded function F :M(E)→ R. Equivalently, ∫E f dµn converges in
distribution to
∫
E f dµ for every compactly supported continuous function
f :E→R; see [13], Section 3.5.
For α≥ 1 the logarithmic moment condition (3) is satisfied, which by [10]
means that the roots should concentrate near the unit circle. In the next
corollary we compute the rate of convergence of the roots to the unit circle.
Corollary 1.3. Let α≥ 1. As n→∞, the random probability measure
1
n
∑
z∈Zn
δ(bn(|z| − 1))
converges weakly to a random, a.s. purely atomic probability measure on R.
In the case F¯ (t)∼ c/t as t→+∞, where c > 0, the logarithmic moment
condition (3) just fails. We have no concentration of the roots near the unit
circle for the first time. In this case, Theorem 1.1 simplifies as follows.
Corollary 1.4. Suppose that F¯ (t) ∼ c/t as t→ +∞. Then, the em-
pirical measure 1n
∑
z∈Zn δ(z) converges weakly to some nontrivial limiting
random probability measure on C.
We proceed to the description of the random probability measure Πα. Let
ρ=
∑∞
k=1 δ(Uk, Vk) be a Poisson point process on [0,1]×(0,∞) with intensity
measure αv−(α+1) dudv. Equivalently, Uk, k ∈N, are i.i.d. random variables
with a uniform distribution on [0,1] and, independently, Vk =W
−1/α
k , where
W1,W2, . . . are the arrival times of a homogeneous Poisson point process
on (0,∞) with intensity 1. Of major importance for the sequel is the least
concave majorant (called simply majorant) of ρ (see Figure 2) which is a
function Cρ : [0,1]→ [0,∞) defined by
Cρ(t) := inf
f
f(t), t ∈ [0,1],
where the infimum is taken over the set of all concave functions f : [0,1]→
[0,∞) satisfying f(Uk) ≥ Vk for all k ∈ N. From a constructive viewpoint,
the least concave majorant Cρ may be defined as follows. Let (X0, Y0) be
the a.s. unique atom of ρ having a maximal second coordinate Y0 among
all atoms of ρ. Consider a horizontal line passing through (X0, Y0). Rotate
this line around (X0, Y0) in a clock-wise direction until it hits some atom
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Fig. 2. The least concave majorant of the Poisson point process ρ on [0,1]× (0,∞) with
intensity αv−(α+1) dudv, where α= 2.
of ρ, denoted by (X1, Y1), other than (X0, Y0). Continue to rotate the line
in the clock-wise direction, this time around (X1, Y1), until it hits some
atom of ρ, denoted by (X2, Y2), other than (X1, Y1). Continue to rotate the
line around (X2, Y2), and so on. The procedure is terminated if at some
time the line hits the point (1,0). [As we will see later, this happens a.s.
if and only if α ∈ (0,1).] Otherwise, the procedure is repeated indefinitely.
Analogously, we can start with a horizontal line passing through (X0, Y0)
and rotate it in an anti-clockwise direction obtaining a sequence of points
(X−1, Y−1), (X−2, Y−2), . . . . The sequence may eventually terminate at (0,0).
[We will see that this happens a.s. if and only if α ∈ (0,1).] Now, join any
point (Xk, Yk) to the next point (Xk+1, Yk+1) by a line segment. The polygo-
nal path constructed in this way is the graph of the majorant Cρ. The points
(Xk, Yk) are called the vertices of the majorant, the intervals [Xk,Xk+1] are
called the linearity intervals of the majorant. The least concave majorant
Cρ is thus a piecewise linear function with at most countably many linearity
intervals. We write Cρ in the form
Cρ(t) = Sk −Rkt, t ∈ [Xk,Xk+1].(8)
The limiting random probability measure Πα in Theorem 1.1 can be con-
structed as follows. For r > 0 let Λr be the length measure (normalized to
have total mass 1) on the circle {z ∈C : |z|= r}. Then
Πα =
∑
k
(Xk+1 −Xk)Λexp(Rk),
where the (finite or infinite) sum is taken over all linearity intervals [Xk,Xk+1]
of the majorant Cρ. Thus Theorem 1.1 states that the roots of Gn asymp-
totically concentrate on random circles which correspond to the linearity
intervals of the majorant. The radii of these random circles are exp(Rk),
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where the Rk’s are the negatives of the slopes of the majorant. The pro-
portion of roots on any circle is the length of the corresponding linearity
interval.
Our next result describes the distribution of the complex roots of Gn in
the case α= 0. We assume that
F¯ (t) := P[log|ξ0|> t] is slowly varying at +∞.(9)
We will show that under (9), with probability close to 1, the complex roots of
Gn are located on just 2 concentric circles, one of them with a radius close to
0 and the other one with a radius close to ∞. A weaker result was obtained
by Go¨tze and Zaporozhets [7] under a more restrictive assumption on the
tails. Let τn be the index of the maximal (in the sense of absolute value)
coefficient of Gn, that is, τn ∈ {0, . . . , n} is such that |ξτn |=maxk=0,...,n |ξk|.
Denote by w1n, . . . ,wτnn the roots of the equation ξτnz
τn + ξ0 = 0 and by
w(τn+1)n, . . . ,wnn the roots of the equation ξnz
n−τn + ξτn = 0.
Theorem 1.5. Suppose that (9) is satisfied and ξ0 6= 0 a.s. Fix some
A > 0. Then the probability that the following three statements hold simul-
taneously goes to 1 as n→∞:
(1) τn is uniquely defined;
(2) it is possible to renumber the roots z1n, . . . , znn of Gn so that
|zkn −wkn|< e−nA |wkn|, 1≤ k ≤ n;
(3) we have |wkn|< e−nA for 1≤ k ≤ τn and |wkn|> enA for τn < k ≤ n.
Corollary 1.6. Under (9), the empirical measure 1n
∑
z∈Zn δ(z) con-
verges weakly, as a random probability measure on the Riemann sphere C¯,
to Uδ(0) + (1−U)δ(∞), where U is a random variable with a uniform dis-
tribution on [0,1].
1.3. Properties of the majorant. In this section we study some of the
properties of the least concave majorant Cρ. Note that random convex hulls
similar to Cρ appeared in the literature; see [12] and the references therein.
The next proposition will be used frequently.
Proposition 1.7. Let Lα be the number of linearity intervals of the
majorant Cρ. If α ∈ (0,1), then Lα <∞ a.s. If α ≥ 1, then Lα =∞ a.s.
Moreover, in this case any neighborhood of 0 (as well as any neighborhood
of 1) contains infinitely many linearity intervals of Cρ a.s., and we have
limk→−∞Rk =−∞ and limk→+∞Rk =+∞ a.s.
Proof. Take any ε > 0 and consider the set Dε of all pairs (x, y) ∈
[0,1]× (0,∞) such that y > εx. Integrating the intensity of ρ over Dε we see
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that ρ(Dε) =∞ a.s. if and only if α≥ 1. If α ∈ (0,1), we have only finitely
many points above any line y > εx and hence, the majorant Cρ has a well-
defined first segment starting at (0,0). On the other hand, if α≥ 1, then no
such first segment exists and consequently, we have infinitely many linearity
intervals of ρ in any neighborhood of 0. By symmetry, the same is true for
the point 1. 
The distribution of Lα in the case α ∈ (0,1) seems difficult to characterize.
In the next theorem, we compute the expectation of Lα in terms of the
modular constant C(β) introduced by Barnes [1] in his theory of the double
Gamma function. Let ψ(z) = Γ′(z)/Γ(z) be the logarithmic derivative of the
Gamma function. Barnes [1] showed that the following limit exists for β > 0:
C(β) := lim
n→∞
{
n∑
m=1
ψ(mβ)−
(
n+
1
2
− 1
2β
)
log(nβ) + n
}
.(10)
The role of the constant C(β) in the theory of the double Gamma function is
similar to the role of the Euler–Mascheroni constant γ = limn→∞(
∑n
k=1
1
k −
logn) in the theory of the usual Gamma function.
Theorem 1.8. For α ∈ (0,1), α 6= 1/2, we have
ELα = 2+
2− 2α
2α− 1
(
1− 2C(1−α) + log(1−α)−αγ
1−α
)
.(11)
For α= 1/2 the result should be interpreted by continuity.
We will provide a representation of ELα as a definite integral in equation
(73) below. Using this representation it is possible to compute the value of
ELα in closed form for any rational α. Here are some examples:
α 0 1/4 1/3 1/2 2/3 3/4 1
ELα 2 (
3
2
− 4
3
√
3
)pi 4pi
3
√
3
3
2
+ pi
2
8
2+ 2pi
3
√
3
2+ pi
2
+∞
The values at α= 0 and α= 1 should be understood as one-sided limits.
As a corollary, we have Lα→ 2 in distribution as α ↓ 0. Another way to see
this is the following theorem.
Theorem 1.9. For α ∈ (0,1) we have P[Lα = 2] = 1−α.
1.4. Real roots. Suppose now that the coefficients of the polynomial
Gn(z) =
∑n
k=0 ξkz
k are i.i.d. real-valued random variables. Denote by Rn
the collection of real roots of Gn, and let Nn = |Rn| be the number of real
roots. For a special family of distributions satisfying (6) with α > 1 Shepp
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and Farahmand [15] showed that ENn ∼ 2α−22α−1 logn as n→∞. In the next
theorem we describe the positions of the real roots of Gn in the limit n→∞
for every α> 0. Recall the notation z〈a〉 = |z|a sgn(z), where z, a ∈R. Define
a point process Υn on R by
Υn =
∑
z∈Rn
δ(z〈bn〉).
Recall that a random measure µ is called a point process if the random
variable µ(K) is integer-valued for every compact setK; see [13], Section 3.1.
In addition to (6) we assume that the following limit exists:
c := lim
t→+∞
P[ξ0 > t]
P[|ξ0|> t] ∈ [0,1].(12)
Theorem 1.10. Suppose that (6) and (12) hold with some α> 0. Write
p= P[ξ0 > 0] and suppose that ξ0 6= 0 a.s.
(1) For α≥ 1 the point process Υn converges weakly to some point process
Υα,c on R \ {0}.
(2) For α ∈ (0,1) the point process Υ2n (resp., Υ2n+1) converges weakly
to some point process Υ+α,c,p (resp., Υ
−
α,c,p) on [−∞,+∞] and on R.
The somewhat technical description of the point processes Υα,c, Υ
±
α,c,p is
postponed to Section 6.1. Recall that by Theorem 1.1 the complex roots of
Gn are located asymptotically on a set of random circles. Each circle crosses
the real line at 2 points. We will show that any of these points may or may
not be a real root of Gn with some probabilities. For α ∈ (0,1) the point
processes Υ±α,c,p have a.s. finitely many atoms, whereas for α≥ 1 the atoms
of the point process Υα,c accumulate a.s. at ±0 and ±∞. (Of course, this
is related to Proposition 1.7.) Since the map assigning to a finite counting
measure on [−∞,∞] its total mass is continuous (locally constant) in the
weak topology, we obtain the following statement on the number of real
roots of Gn.
Corollary 1.11. Suppose that (6) and (12) hold with α ∈ (0,1) and
let ξ0 6= 0 a.s. Then the sequence {N2n}n∈N (resp., {N2n+1}n∈N) converges
in distribution to a random variable N+α,c,p (resp., N
−
α,c,p).
Remark 1.12. The expectations EN+α,c,p and EN
−
α,c,p can be computed
using the representation of the point processes Υ±α,c,p given in Section 6.1.
EN+α,c,p = EN
−
α,c,p = (2c(1− c) + 12)(ELα − 2) + 2(p+ c− 2pc) + 1.
For instance, if the distribution of ξ0 is symmetric with respect to the origin,
then both expectation are equal to ELα. We conjecture that the convergence
in Corollary 1.11 holds in the L1-sense.
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Remark 1.13. The behavior of Nn in the case α= 1 remains open. For
α= 1 the result of [15] turns formally into ENn = o(logn), whereas the fact
that Υ1,c has infinitely many atoms a.s. suggests that ENn should be infinite.
It is natural to conjecture that for α= 1, we should have ENn ∼K log logn
for some K > 0.
Finally, we investigate the number of real roots of Gn in the case α= 0.
Theorem 1.14. Suppose that (9) and (12) hold, ξ0 6= 0 a.s., and write
p = P[ξ0 > 0]. Then, the sequence {N2n}n∈N converges weakly to a random
variable N+0,c,p and the sequence {N2n+1}n∈N converges weakly to a random
variable N−0,c,p such that
P[N+0,c,p =m] =


1
2(cp
2 + (1− c)(1− p)2), m= 0,
1
2 + p(1− p), m= 2,
1
2(c(1− p)2 + (1− c)p2), m= 4;
(13)
P[N−0,c,p =m] =
{
1− p− c+2pc, m= 1,
p+ c− 2pc, m= 3.(14)
Remark 1.15. If the distribution of ξ0 is symmetric with respect to the
origin, we obtain the following results: N+0,1/2,1/2 takes the values 0,2,4 with
probabilities 1/8,3/4,1/8, and N−0,1/2,1/2 takes the values 1,3 with probabil-
ities 1/2,1/2.
Remark 1.16. For fixed p ∈ [0,1], both
min
c∈[0,1]
EN+0,c,p and min
c∈[0,1]
EN−0,c,p
are equal to 1 + 2min(p,1− p). The same number appeared in [20] as the
minimal expected number of real roots of a random polynomial.
1.5. Emergence of the majorant. The least concave majorant which we
encountered above is reminiscent of the Newton polygons appearing when
solving polynomial equations with non-Archimedian (e.g., p-adic) coeffi-
cients; see [11], Chapter IV. Of course, our random polynomial Gn has
complex (Archimedian) coefficients. However, non-Archimedian effects will
appear in the following way. Consider the sum c1e
nx1 + · · ·+ cdenxd , where
xi > 0 and ci ∈C. If n is large, then the most easy way such sum may become
zero is if two terms, say cke
nxk and cle
nxl , cancel each other and the other
terms are much smaller than these two. We will show that under (6) similar
considerations apply to the polynomial Gn(z) =
∑n
j=0 ξjz
j with high proba-
bility: z ∈C is a root of Gn essentially only if two of the terms, ξkzk and ξlzl,
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cancel each other, and all other terms are of smaller order. Geometrically,
this means that the points (k, log|ξk|) and (l, log|ξl|) are neighboring ver-
tices of the least concave majorant of the set {(j, log|ξj |) : j = 0, . . . , n}. The
nonzero roots of ξkz
k + ξlz
l = 0 form a regular polygon inscribed into the
circle whose radius is the exponential of minus the slope of the line joining
the points (k, log|ξk|) and (l, log|ξl|). Taking the union of such circles over
all segments of the majorant we obtain essentially all the roots of Gn. To
complete the argument, we need to find the limiting form of the majorant
as n→∞. This is done using the following proposition which is known in
the extreme-value theory; see [13], Corollary 4.19(ii).
Proposition 1.17. Let ξ0, ξ1, . . . be i.i.d. random variables satisfying (6).
Then the following convergence holds weakly on the space of locally finite
counting measures on [0,1]× (0,∞]:
ρn :=
n∑
k=0
δ
(
k
n
,
log|ξk|
an
)
w−→
n→∞
∞∑
i=1
δ(Ui, Vi) =: ρ.
Here, ρ is a Poisson point process on [0,1]×(0,∞) with intensity αv−(α+1) dudv.
We agree that the points for which log|ξk| ≤ 0 are not counted in ρn.
The paper of Shepp and Farahmand [15] seems to be the only work where
random polynomials with coefficients satisfying (6) have been considered.
The method used there (characteristic functions) is very different from our
approach based on majorants. Whether the results of [15] can be recovered
(or strengthened) using our approach remains open. Let us also mention
that the least concave majorant appeared in the theory of entire functions;
see [17], page 28. For example, Hardy [8] showed that the zeros of the de-
terministic entire function
∑∞
k=0 z
k3/(k3)! have a circle structure similar to
the structure of zeros of Gn under (6). Eigenvalues of random matrices with
i.i.d. heavy-tailed entries have been studied in [5].
2. The main lemma. The next lemma is the key step in the proof. Let
g(z) =
∑n
j=0 ajz
j be a (deterministic) polynomial with complex coefficients.
Suppose that the points (k, log|ak|) and (l, log|al|), where 0≤ k < l≤ n, are
neighboring vertices on the least concave majorant of the set {(j, log|aj |) : j =
0, . . . , n}. That is to say, for some s, r ∈R, we have
log|ak|= s− kr, log|al|= s− lr,
(15)
h := min
0≤j≤n
j 6=k,l
(s− jr− log|aj |)> 0.
Here, we have assumed that no three points of the majorant are on the
same line. Note that h measures the gap between the line passing through
the points (k, log|ak|), (l, log|al|) and the points lying below this line.
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Lemma 2.1. If δ > 0 is such that neδn−h < 1 − e−δ, then in the ring
er−δ < |z| < er+δ there are exactly l − k roots of g. Moreover, if ζ is such
that 2ne2δn−h < ζ < pil−k , then the set{
z ∈C : er−δ < |z|< er+δ,
∣∣∣∣arg z − ϕ+2πml− k
∣∣∣∣≤ ζ
}
,(16)
where ϕ= arg(−ak/al), contains exactly one root of g for every m= 1, . . . ,
l− k.
Here, we agree to understand the distance between the arguments of com-
plex numbers as the geodesic distance on the unit circle. Also, let the index
j be always restricted to 0≤ j ≤ n.
Proof of Lemma 2.1. We will prove a stronger version of the lemma.
Namely, we will show that the statement holds for the family of polynomials
gt(z) = akz
k + alz
l + t
∑
j 6=k,l
ajz
j, 0≤ t≤ 1.
Note that in particular, g0(z) = akz
k + alz
l and g1(z) = g(z). Let z ∈ C be
such that |z|= er−δ. It follows from (15) that
t
∣∣∣∣∑
j 6=k,l
ajz
j
∣∣∣∣≤ ∑
j 6=k,l
es−jr−hej(r−δ) <nes−h.
On the other hand, again by (15),
|akzk + alzl| ≥ |akzk| − |alzl|= ese−δk(1− e−δ(l−k))> es−δn(1− e−δ).
Since neδn−h < 1− e−δ holds, everywhere on the circle |z|= er−δ we have
|akzk + alzl|> t
∣∣∣∣∑
j 6=k,l
ajz
j
∣∣∣∣.(17)
Hence, by Rouche´’s theorem, the polynomial gt has exactly k roots in the
circle |z| ≤ er−δ .
Let now z ∈C be such that |z|= er+δ. Then
t
∣∣∣∣∑
j 6=k,l
ajz
j
∣∣∣∣≤ ∑
j 6=k,l
es−jr−hej(r+δ) < nes−h+δn.(18)
On the other hand,
|akzk + alzl| ≥ |alzl| − |akzk|= eseδl(1− eδ(k−l))> es(1− e−δ).
Therefore, inequality (17) also holds everywhere on the circle |z|= er+δ . It
follows from Rouche´’s theorem that the polynomial gt has exactly l roots in
the circle |z| ≤ er+δ . Hence, the polynomial gt has exactly l− k roots in the
ring er−δ ≤ |z| ≤ er+δ .
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Let us now show that these l− k roots are located approximately at the
same positions as the nonzero roots of the equation alz
l+akz
k = 0. Let z0 be
some root of gt satisfying e
r−δ ≤ |z0| ≤ er+δ . Then, repeating the argument
of (18), we obtain that
|alzl0 + akzk0 |=
∣∣∣∣∑
j 6=k,l
ajz
j
0
∣∣∣∣<nes−h+δn.(19)
Recall that ϕ = arg(−ak/al). The arguments of the nonzero roots of the
equation alz
l + akz
k = 0 are given by ϕ+2piml−k , where m = 1, . . . , l − k, and
their moduli are equal to er. Let
ς = min
m=1,...,l−k
∣∣∣∣arg z0 − ϕ+2πml− k
∣∣∣∣.
Note that ς ∈ [0, pil−k ] by definition. Then
|arg(alzl0)− arg(−akzk0 )|= |arg zl−k0 −ϕ|= (l− k)ς.
By the inequality |z1 − z2| ≥ 2|z1| sin(|arg z1 − arg z2|/2) valid for |z1| ≤ |z2|
and the inequality sinx≥ 2pix valid for x∈ [0, pi2 ], we obtain
|alzl0 + akzk0 | ≥ 2es−δl sin
(
(l− k)ς
2
)
≥ 1
2
es−δnς.(20)
It follows from (19) and (20) that ς < 2ne2δn−h and hence ς < ζ . Therefore,
every root z0 of gt such that e
r−δ ≤ |z0| ≤ er+δ is contained in a set of the
form (16) for some m = 1, . . . , l − k. To complete the proof, it remains to
show that every set (16) contains exactly one root of gt. Since ζ <
pi
l−k , all
these sets are disjoint. By the above, gt does not vanish on their boundaries.
It follows from this and the argument principle that the number of roots of
gt in any set (16) is continuous as a function of t ∈ [0,1] and hence, constant.
Obviously, every set (16) contains exactly one root of g0 and hence, exactly
one root of gt. 
3. Least concave majorants and weak convergence. Proposition 1.17
states the convergence of the point process ρn formed by the logarithms
of the coefficients of the random polynomial Gn to the limiting Poisson pro-
cess ρ. We will need to deduce from this the weak convergence of certain
functionals of ρn to the same functionals of ρ. This will be done using the
following well-known continuous mapping theorem; see [13], page 152, or [3],
page 30.
Proposition 3.1. Let F :M1→M2 be a map between two metric spaces
(M1, d1) and (M2, d2). Let Xn be a sequence of M1-valued random variables
converging weakly to some M1-valued random variable X. If F satisfies
P[F is discontinuous at X] = 0,
then F (Xn) converges weakly to F (X) on (M2, d2).
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In order to apply Proposition 3.1 we need to prove the a.s. continuity of
the functionals under consideration. This is the aim of the present section.
First we introduce some notation. Let M be the set of locally finite counting
measures µ on [0,1] × (0,∞] such that µ([0,1] × {∞}) = 0. We endow M
with the topology of vague convergence. Every µ ∈M can be written in the
form µ =
∑
i δ(ui, vi), where i ranges in some at most countable index set
and ui ∈ [0,1], vi ∈ (0,∞). The number of atoms of µ in a set of the form
[0,1] × [ε,∞) is finite for every ε > 0, but the atoms of µ may (and often
will) have accumulation points in the set [0,1]×{0}.
The least concave majorant of µ ∈M is a function Cµ : [0,1]→ [0,∞) de-
fined by Cµ(t) = inff f(t), where the infimum is taken over all concave func-
tions f : [0,1]→ [0,∞) such that f(ui)≥ vi for all i. We write the piecewise
linear function Cµ in the form
Cµ(t) = sk − rkt, t ∈ [xk, xk+1],(21)
where k ranges over a finite or infinite discrete subinterval of Z. We set
yk = Cµ(xk). The intervals [xk, xk+1] (called the linearity intervals of the
majorant) are always supposed to be chosen in such a way that the points
(xk, yk) and (xk+1, yk+1) are atoms of µ, and there are no further atoms of µ
on the segment joining these two points. Fix some small κ ∈ (0,1/2). Given
a counting measure µ ∈M, we define the indices q′ = q′κ(µ) and q′′ = q′′κ(µ)
by the conditions xq′ ≤ κ < xq′+1 and xq′′−1 < 1− κ≤ xq′′ .
Let M1 be the set of all counting measures µ ∈M with the following
properties:
(1) both 0 and 1 are accumulation points for the linearity intervals of Cµ;
(2) µ(L)≤ 2 for every line L⊂R2;
(3) no atom of µ has first coordinate κ or 1− κ.
Note that every µ ∈M1 has only simple atoms. Denote by N the space of
finite measures on R endowed with the weak topology. Let Vk(µ) be the
subset of [0,1]× [0,∞) consisting of [0,1]×{0} together with all atoms of µ,
except for (xk, yk) and (xk+1, yk+1).
Lemma 3.2. The following mappings are continuous on M1:
(1) Ψ1 :M→N defined by Ψ1(µ) =
∑q′′−1
k=q′ (xk+1 − xk)δ(rk);
(2) H1 :M→ R defined by H1(µ) = min{sk − rku− v}, where the mini-
mum is over q′ ≤ k < q′′ and (u, v) ∈ Vk(µ);
(3) L1 :M→R defined by L1(µ) =minq′≤k<q′′(xk+1 − xk).
Proof. Let {µn}n∈N ⊂M be a sequence converging to µ ∈M1 in the
vague topology on [0,1]× (0,∞]. Let ε > 0 be such that 2ε <minq′≤k<q′′{sk,
sk− rk}. Note that the minimum is strictly positive by the definition of M1.
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Denote by (ul, vl), where 1≤ l ≤m, all atoms of µ (excluding those which
are vertices of Cµ) with the property that vl > ε. Since µn → µ vaguely,
we can find (see [13], Proposition 3.13) atoms of µn denoted by (xkn, ykn)
(where q′ ≤ k ≤ q′′) and (uln, vln) (where 1≤ l≤m) such that
lim
n→∞(xkn, ykn) = (xk, yk), q
′ ≤ k ≤ q′′,(22)
lim
n→∞(uln, vln) = (ul, vl), 1≤ l≤m.(23)
Moreover, since the vague convergence was required to hold on [0,1]×(0,∞],
there are no other atoms of µn having a second coordinate exceeding 2ε,
provided that n is sufficiently large. It follows that as n→∞ and for all
q′ ≤ k < q′′,
rkn :=−
y(k+1)n − ykn
x(k+1)n − xkn
→ rk, skn := ykn+ rknxkn→ sk.(24)
In particular, for sufficiently large n, all q′ ≤ k < q′′ and all 1≤ l≤m,
skn − rknuln > vln, inf
u∈[0,1]
(skn − rknu)> 2ε.
It follows that for sufficiently large n, the segment joining the points (xkn, ykn)
and (x(k+1)n, y(k+1)n) belongs to the majorant of µn for every q
′ ≤ k < q′′.
Also, xq′n <κ< x(q′+1)n and x(q′′−1)n < 1− κ < xq′′n.
By using (22), (23), (24) and letting ε ↓ 0, we obtain that H1(µn)→H1(µ)
and L1(µn)→ L1(µ) as n→∞. This proves the continuity of H1 and L1 on
M1. To prove the continuity of Ψ1, note that for every continuous, bounded
function f :R→R,
∫
R
f dΨ1(µn) =
q′′−1∑
k=q′
(x(k+1)n − xkn)f(rkn) −→
n→∞
q′′−1∑
k=q′
(xk+1 − xk)f(rk).
Thus, Ψ1(µn)→Ψ1(µ) weakly, which proves the continuity of Ψ1. 
The next lemma will be needed to prove our main results for α ∈ (0,1).
Let M0 be the set of all nonzero counting measures µ ∈M with the following
properties:
(1) the number of linearity intervals of Cµ is finite and Cµ(0) = Cµ(1) = 0;
(2) µ¯(L)≤ 2 for every line L⊂R2, where µ¯= µ+ δ(0,0) + δ(1,0);
(3) no atom of µ has first coordinate κ or 1− κ.
Lemma 3.3. The following mappings are continuous on M0:
(1) Ψ0 :M→N defined by Ψ0(µ) =
∑
k(xk+1 − xk)δ(rk), where the sum
is over all linearity intervals [xk, xk+1] of the majorant Cµ;
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(2) H0 :M→ [0,∞] defined by H0(µ) = min{sk−rku−v}, where the min-
imum is over q′ < k < q′′ − 1 and (u, v) ∈ Vk(µ);
(3) L0 :M→ [0,∞] defined by L0(µ) = minq′<k<q′′−1(xk+1 − xk).
Remark 3.4. In fact, Ψ0 is continuous on the whole of M, but we will
not need this. The minimum over an empty set is +∞.
Proof of Lemma 3.3. Let {µn}n∈N ⊂M be a sequence converging
vaguely to µ ∈M0. The majorant Cµ is a piecewise linear function whose
graph is a broken line connecting the points denoted by (xk, yk), where p
′ ≤
k ≤ p′′ and (xp′ , yp′) = (0,0), (xp′′ , yp′′) = (1,0). For p′ < k < p′′, the point
(xk, yk) is an atom of µ. Denote by (ul, vl), where 1≤ l≤m, all atoms of µ
(excluding those which are vertices of the majorant) with the property that
vl > ε, where ε > 0 is a number such that 2ε <minp′<k<p′′−1{sk, sk − rk}.
Note that the minimum is taken over the set of linearity intervals of the
majorant excluding the first and the last interval. If the majorant consists
of just two segments, then the minimum is +∞. The vague convergence
µn → µ implies (see [13], Proposition 3.13) that we can find atoms of µn
denoted by (xkn, ykn) (where p
′ < k < p′′) and (uln, vln) (where 1 ≤ l ≤m)
such that
lim
n→∞(xkn, ykn) = (xk, yk), p
′ < k < p′′,(25)
lim
n→∞(uln, vln) = (ul, vl), 1≤ l≤m.(26)
Moreover, if n is sufficiently large, then there are no other atoms of µn
having a second coordinate exceeding 2ε. It follows that as n→∞ and for
all p′ < k < p′′ − 1,
rkn :=−
y(k+1)n − ykn
x(k+1)n − xkn
→ rk, skn := ykn+ rknxkn→ sk.(27)
Note that by concavity sk − rkul > vl for all p′ < k < p′′ − 1 and 1≤ l ≤m.
Thus, for sufficiently large n,
skn − rknuln > vln, inf
u∈[0,1]
(skn − rknu)> 2ε.
This means that for sufficiently large n the segment joining the points
(xkn, ykn) and (x(k+1)n, y(k+1)n) belongs to the majorant of µn for every
p′ < k < p′′ − 1. Also, xq′n < κ< x(q′+1)n and x(q′′−1)n < 1− κ < xq′′n.
From (25), (26), (27) we obtain thatH0(µn)→H0(µ) and L0(µn)→ L0(µ)
as n→∞. This proves the continuity of H0 and L0 on M0. To prove the con-
tinuity of Ψ0 we need to show that for every continuous, bounded function
f :R→ [0,∞),
lim
n→∞
∫
R
f dΨ0(µn) =
∫
R
f dΨ0(µ).(28)
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By (25) and (27), we have
lim
n→∞
∑
p′<k<p′′−1
(x(k+1)n − xkn)f(rkn) =
∑
p′<k<p′′−1
(xk+1− xk)f(rk).(29)
However, we have to be more careful about approximating the first and the
last segments of Cµ. Denote by (xkn, ykn), where k ≤ p′+1, the vertices of the
majorant of µn (counted from left to right) with the property xkn ≤ x(p′+1)n.
Note that the number of such vertices is, in general, arbitrary and may
be infinite. Since the first segment of the majorant of µ joins (0,0) and
(xp′+1, yp′+1), all points (uln, vln), where 1 ≤ l ≤m, are located below the
line joining (0,0) and (x(p′+1)n, y(p′+1)n) for large n. Therefore, for large n
there are no atoms of µn above the line joining (0,2ε) and (x(p′+1)n, y(p′+1)n).
Hence,
rp′n :=−
y(p′+1)n − yp′n
x(p′+1)n − xp′n
∈
[
−y(p′+1)n − 2ε
x(p′+1)n
,− y(p′+1)n
x(p′+1)n
]
, xp′n < 2ε
y(p′+1)n
x(p′+1)n
.
It follows that rp′n → rp′ as n→∞. The contribution of linearity intervals
to the left of xp′n can be estimated as follows: for large n,∑
k<p′
(x(k+1)n − xkn)f(rkn)≤ xp′n‖f‖∞ ≤ 4ε
yp′+1
xp′+1
‖f‖∞.
Since ε > 0 can be made as small as we like, we have
lim
n→∞
∑
k≤p′
(x(k+1)n − xkn)f(rkn) = xp′+1f(rp′).(30)
Similar arguments can be applied to the part of the majorant of µn located
to the right of (x(p′′−1)n, y(p′′−1)n): with straightforward notation,
lim
n→∞
∑
k≥p′′−1
(x(k+1)n − xkn)f(rkn) = (1− xp′′−1)f(rp′′−1).(31)
Bringing (29), (30), (31) together we obtain (28). 
In our proofs we will often consider some “good” random event En(κ)
under which we will be able to localize the roots of Gn. The next lemma
will be useful.
Lemma 3.5. Let {Sn}n∈N and S be random variables defined on a com-
mon probability space. Suppose that for each κ > 0 we have random events
{En(κ)}n∈N and random variables {Sn(κ)}n∈N, S(κ) such that the following
conditions hold:
(1) for every κ > 0, Sn(κ)→ S(κ) in distribution as n→∞;
(2) S(κ)→ S in distribution as κ ↓ 0;
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(3) limκ↓0 lim infn→∞P[En(κ)] = 1;
(4) |Sn(κ)−Sn|<mn(κ) on En(κ), where limκ↓0 lim supn→∞mn(κ) = 0.
Then, Sn→ S in distribution as n→∞.
Proof. Let f :R→ R be a continuous function with compact support.
Write C = ‖f‖∞. Take some ε > 0. We can choose κ= κ(ε)> 0 such that
|Ef(S(κ))− Ef(S)|< ε, lim sup
n→∞
P[Ecn(κ)]< ε,
(32)
lim sup
n→∞
mn(κ) < ε.
Here, Ecn(κ) denotes the complement of En(κ). After having fixed κ we
choose n0 = n0(ε) such that for all n> n0,
|Ef(Sn(κ))−Ef(S(κ))|< ε, P[Ecn(κ)]< 2ε, mn(κ)< 2ε.(33)
Denoting by ωf(δ) = sup|z1−z2|≤δ |f(z1)−f(z2)| the continuity modulus of f ,
we have
|Ef(Sn)−Ef(Sn(κ))| ≤ ωf (mn(κ)) + 2CP[Ecn(κ)]≤ ωf (2ε) + 4Cε.(34)
Taking ε ↓ 0 in (32), (33), (34), we obtain limn→∞Ef(Sn) = Ef(S). 
4. Proof of Theorem 1.1.
4.1. Notation. Let ξ0, ξ1, . . . be i.i.d. random variables satisfying (6).
Consider the least concave majorant Cn of the set {(k, log|ξk|) :k = 0, . . . , n},
where we agree to exclude points with log|ξk| ≤ 0 from consideration. By
definition, Cn(t) = inff f(t) for all t ∈ [0, n], where the infimum is taken
over all concave functions f : [0, n]→ [0,∞) satisfying f(k) ≥ log|ξk| for all
k = 0, . . . , n. For simplicity, we will call Cn the majorant of the polynomial
Gn. Denote the vertices of Cn (from left to right) by (kin, log+ |ξkin |), where
0≤ i≤ dn and k0n = 0, kdnn = n. On the interval [kin, k(i+1)n] the majorant
is a linear function which we write in the form
Cn(t) = Sin −Rint, t ∈ [kin, k(i+1)n], 0≤ i < dn.(35)
Further, denote by ρ a Poisson point process on [0,1]× (0,∞) with inten-
sity αv−(α+1) dudv. The majorant of ρ is denoted by Cρ. As in Section 1.2,
we denote the vertices of Cρ, counted from left to right, by (Xk, Yk). In the
case α≥ 1 the index k ranges (with probability 1) in Z by Proposition 1.7.
In the case α ∈ (0,1) the index k ranges in p′ ≤ k ≤ p′′, where p′, p′′ are a.s.
finite random variables and (Xp′ , Yp′) = (0,0), (Xp′′ , Yp′′) = (1,0). On each
interval [Xk,Xk+1] the majorant Cρ is a linear function written in the form
Cρ(t) = Sk −Rkt, t ∈ [Xk,Xk+1].(36)
We will be mostly interested in the “main” parts of the majorants Cn and
Cρ. To make this precise, we take some small κ ∈ (0,1/2) and let 0 ≤ q′n <
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q′′n ≤ dn and q′ < q′′ be indices (depending on κ) defined by the conditions
kq′nn ≤ κn < k(q′n+1)n, k(q′′n−1)n < (1− κ)n≤ kq′′nn,(37)
Xq′ ≤ κ <Xq′+1, Xq′′−1 < 1− κ≤Xq′′ .(38)
In our proof of Theorem 1.1 it will be convenient to consider the loga-
rithms of the roots of Gn rather than the roots themselves. We will prove
the following weak convergence of random probability measures on the space
E = [−∞,∞]× [0,2π]:
1
n
∑
z∈Zn
δ(bn log|z|,arg z) w−→
n→∞
∑
k
(Xk+1 −Xk)λRk ,(39)
where λr is the Lebesgue measure on {r} × [0,2π] normalized to have to-
tal mass 1. The sum on the right-hand side is over all linearity intervals
[Xk,Xk+1] of the majorant Cρ. To see that (39) implies the statement of The-
orem 1.1 note that the map F :E→ C¯ given by F (r,ϕ) = er+iϕ is continuous,
and hence it induces a weakly continuous map between the corresponding
spaces of probability measures; see [13], Proposition 3.18. By Proposition 3.1
we can apply F to the both sides of (39) which yields Theorem 1.1. So, let
f :E→ [0,∞) be a continuous function. To prove Theorem 1.1 it suffices to
show that
Sn :=
1
n
∑
z∈Zn
f(bn log|z|,arg z) d−→
n→∞
∑
k
(Xk+1 −Xk)f¯(Rk) =: S,(40)
where f¯ : [−∞,∞]→R is defined by f¯(r) = ∫E f dλr = 12pi ∫ 2pi0 f(r,ϕ)dϕ.
We will need to consider the cases α ≥ 1 and α ∈ (0,1) separately. The
main difference is that in the former case the linearity intervals of the majo-
rant Cρ cluster at 0 and 1, whereas in the latter case we have a well-defined
first and a well-defined last linearity interval of Cρ. These intervals cannot be
ignored and have to be considered separately. This makes the case α ∈ (0,1)
somewhat more difficult.
4.2. Proof in the case α≥ 1. The next lemma shows that with probabil-
ity approaching 1 the majorant of Gn has some “good” properties. In partic-
ular, there is a gap between the majorant and the points lying below the ma-
jorant. Let Win ⊂ [0, n]× [0,∞) be the set consisting of [0, n]×{0} together
with the points (k, log+ |ξk|) for all 0≤ k ≤ n such that k 6= kin, k(i+1)n.
Lemma 4.1. Fix sufficiently small ε > 0, and consider a random event
En :=E
1
n ∩E2n, where
E1n =
{
min
q′n≤i<q′′n
min
(u,v)∈Win
(Sin −Rinu− v)>n1/α−ε
}
,(41)
E2n =
{
min
q′n≤i<q′′n
(k(i+1)n − kin)>
√
n
}
.(42)
Then, limn→∞P[En] = 1.
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Proof. By Proposition 1.17 the point process ρn =
∑n
k=0 δ(
k
n ,
log|ξk|
an
)
converges to ρ weakly on M, where the points with log|ξk| ≤ 0 are ignored.
Recall the definition of the functionals H1 and L1 in Lemma 3.2. By scaling,
H1(ρn) =
1
an
min
q′n≤i<q′′n
min
(u,v)∈Win
(Sin −Rinu− v),
L1(ρn) =
1
n
min
q′n≤i<q′′n
(k(i+1)n − kin).
It follows that
P[E1n] = P[H1(ρn)> a
−1
n n
1/α−ε], P[E2n] = P[L1(ρn)>n
−1/2].
By Lemma 3.2 and Proposition 3.1 (which is applicable since P[ρ∈M1] = 1
for α≥ 1), we have H1(ρn)→H1(ρ) and L1(ρn)→ L1(ρ) in distribution as
n→∞. Note that H1(ρ)> 0 and L1(ρ)> 0 a.s. Also, an >n1/α−ε/2 for large
n by (6) and (7). It follows that limn→∞P[En] = 1. 
In the next lemma we localize most complex roots of Gn under the
event En.
Lemma 4.2. On the random event En the following holds: for every
q′n ≤ i < q′′n and 1≤m≤ k(i+1)n − kin there is exactly one root of Gn in the
set
Zi,m(n) :=
{
z ∈C : |log|z| −Rin|< δn,
∣∣∣∣arg z − ϕin +2πmk(i+1)n − kin
∣∣∣∣< δn
}
,
where δn = exp(−n1/α−2ε) and ϕin = arg(−ξkin/ξk(i+1)n). The above sets
are disjoint, and there are no other roots in the ring Rq′nn − δn ≤ log|z| <
R(q′′n−1)n + δn.
Proof. First note that on En it is impossible that q
′
n = 0 and log|ξ0| ≤ 0.
Similarly, on En it is impossible that q
′′
n = dn and log|ξn| ≤ 0. It follows from
(41) that on the event En the conditions of Lemma 2.1 are fulfilled for the
polynomial Gn with k = kin, l = k(i+1)n, δ = ζ = δn for every q
′
n ≤ i < q′′n.
Hence, every set Zi,m(n) contains exactly one root of Gn. Also, it follows
from the proof of Lemma 2.1 that there are exactly kq′nn roots of Gn in the
disk log|z|<Rq′nn− δn and exactly kq′′nn roots in the disc log|z|<R(q′′n−1)n+
δn. Hence, there are exactly kq′′nn−kq′nn roots in the ring Rq′nn−δn ≤ log|z|<
R(q′′n−1)n + δn, which coincides with the number of different sets Zi,m(n). It
remains to show that the sets Zi,m(n) are disjoint on En. To this end, it
suffices to show that on En it holds that R(i+1)n − Rin > 3δn for every
q′n ≤ i < q′′n − 1. We have
(k(i+2)n − k(i+1)n)(R(i+1)n −Rin) = Sin −Rink(i+2)n − log|ξk(i+2)n |>n1/α−ε
on En. Since k(i+2)n − k(i+1)n ≤ n, this implies that which is required. 
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Our aim is to show that Sn→ S in distribution as n→∞; see (40). Define
random variables Sn(κ) and S(κ) which approximate Sn and S by
Sn(κ) =
1
n
∑
q′n≤i<q′′n
(k(i+1)n − kin)f¯(bnRin),
S(κ) =
∑
q′≤i<q′′
(Xi+1 −Xi)f¯(Ri).
Let ωf (δ) = sup|z1−z2|≤δ|f(z1)− f(z2)|, where δ > 0, be the continuity mod-
ulus of the function f .
Lemma 4.3. On the random event En it holds that
|Sn − Sn(κ)| ≤ ωf (10/
√
n) + 2κ‖f‖∞.
Proof. We always assume that the event En occurs. Take some q
′
n ≤ i <
q′′n. By Lemma 4.2, the polynomial Gn has a unique root, denoted by zi,m(n),
in the set Zi,m(n), where 1≤m≤∆in and ∆in = k(i+1)n − kin. Denote by
Zin the finite set {zi,m(n) : 1 ≤m ≤∆in}. By (42) we have ∆in >
√
n. By
the definition of Zi,m(n) in Lemma 4.2,∣∣∣∣f(bn log|zi,m(n)|,arg zi,m(n))− ∆in2π
∫ (ϕin+2pim+pi)/∆in
(ϕin+2pim−pi)/∆in
f(bnRin, ϕ)dϕ
∣∣∣∣
is smaller than ωf (10/
√
n). Taking the sum over 1≤m≤∆in, we obtain
1
n
∣∣∣∣ ∑
z∈Zin
f(bn log|z|,arg z)−∆inf¯(bnRin)
∣∣∣∣≤ ∆inn ωf (10/√n).(43)
Let Z∗n be the set of roots (counted with multiplicities) of the polynomial Gn
not belonging to
⋃
q′n≤i<q′′n Zin. The number of roots in Z∗n is n−kq′′nn+kq′nn,
which is at most 2κn by (37). Hence,
1
n
∑
z∈Z∗n
f(bn log|z|,arg z)≤ 2κ‖f‖∞.(44)
Taking the sum of (43) over all q′n ≤ i < q′′n and applying (44), we obtain the
required inequality. 
Lemma 4.4. We have Sn(κ)→ S(κ) in distribution as n→∞.
Proof. By Proposition 1.17 the point process ρn =
∑n
k=0 δ(
k
n ,
log|ξk|
an
)
converges to ρ weakly on M. By Lemma 3.2 and Proposition 3.1 (which
is applicable since P[ρ ∈M1] = 1 for α ≥ 1), we obtain that Ψ1(ρn) con-
verges weakly (as a random finite measure on R) to Ψ1(ρ). This implies
that
∫
R
f¯ dΨ1(ρn) converges in distribution to
∫
R
f¯ dΨ1(ρ), which is exactly
what is stated in the lemma. 
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The proof of Theorem 1.1 in the case α≥ 1 can be completed as follows.
Recall that limn→∞P[En] = 1 by Lemma 4.1. Trivially, S(κ)→ S as κ ↓
0 a.s. and hence, in distribution. By Lemma 3.5 (whose conditions have
been verified above) we obtain that Sn→ S in distribution as n→∞. This
proves (40).
4.3. Proof in the case α ∈ (0,1). This case is somewhat more difficult
since we have to analyze the first and the last segment of the majorant of
Gn separately. In our proof we will assume that ξ0 6= 0 a.s. This assump-
tion will be removed afterward. Let 0 < τn ≤ n, 0 ≤ θn < n be indices (for
concreteness, we choose the smallest possible values) such that
log|ξτn |
τn
= max
k=1,...,n
log|ξk|
k
,
log|ξθn |
n− θn = maxk=0,...,n−1
log|ξk|
n− k .
Recall that Win ⊂ [0, n] × [0,+∞) denotes the set consisting of [0, n] ×
{0} together with the points (k, log+ |ξk|) for all 0 ≤ k ≤ n such that k 6=
kin, k(i+1)n.
Lemma 4.5. For sufficiently small ε > 0 and κ ∈ (0,1/2), consider a
random event En :=
⋂6
i=1E
i
n, where
E1n =
{
min
0<i<dn−1
min
(u,v)∈Win
(Sin −Rinu− v)>n1/α−ε
}
,(45)
E2n =
{
min
0≤i<dn
(k(i+1)n − kin)>
√
n
}
,(46)
E3n =
{
min
j 6=0,τn
(
log|ξτn |
τn
− log+|ξj |
j
)
> n1/α−1−ε
}
,(47)
E4n =
{
min
j 6=n,θn
(
log|ξθn |
n− θn −
log+|ξj |
n− j
)
>n1/α−1−ε
}
,(48)
E5n = {τn > κn, θn < (1− κ)n},(49)
E6n = {|log|ξ0||< nε, |log|ξn||< nε}.(50)
Then limκ↓0 lim infn→∞P[En] = 1 for every ε > 0.
Remark 4.6. Note that E1n states that all segments of the majorant,
except for the first and the last one, are well separated from the points below
the majorant. For the first and the last segment the well-separation property
is stated in random events E3n and E
4
n.
Remark 4.7. We will see that on E3n∩E6n the segment joining the points
(0, log+|ξ0|) and (τn, log|ξτn |) is the first segment of the majorant of Gn. In
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general, this segment need not be the first one, for example, if log+|ξ0|
is very large. Similarly, on E4n ∩ E6n the segment joining (θn, log|ξθn |) and
(n, log+|ξn|) is the last segment of the majorant of Gn. It follows that q′n = 0
and q′′n = dn on the event
⋂6
i=3E
i
n.
Proof of Lemma 4.5. We start by considering E3n. Let ρ˜ be a Poisson
point process on (0,∞) with intensity α1−αv−(α+1) dv. We will show that the
following weak convergence of point processes on (0,∞] holds:
ρ˜n :=
n∑
k=1
δ
(
bn log|ξk|
k
)
w−→
n→∞ ρ˜.(51)
Again, we agree that the terms with log|ξk| ≤ 0 are ignored. Recall from (7)
that F¯ (an)∼ 1/n as n→∞. Take some t > 0. By (6) and a well-known uni-
form convergence theorem for regularly varying functions we have, uniformly
in κn≤ k ≤ n,
P
[
bn log|ξk|
k
> t
]
= F¯
(
ktan
n
)
∼ nα−1k−αt−α, n→∞.(52)
To estimate the terms with 1 ≤ k ≤ κn recall the following Potter bound:
for every small δ > 0 we have F¯ (x)/F¯ (y)≤ 2(x/y)−α−δ as long as x < y are
sufficiently large; see [4], Theorem 1.5.6. We have
[κn]∑
k=1
P
[
bn log|ξk|
k
> t
]
=
[κn]∑
k=1
F¯
(
ktan
n
)
≤ 2F¯ (κtan)
[κn]∑
k=1
(
κn
k
)α+δ
(53)
< Cκ1−αt−α.
From (52) and (53) with κ ↓ 0, we get
lim
n→∞
n∑
k=1
P
[
bn log|ξk|
k
> t
]
=
1
(1− α) t
−α.(54)
By a standard argument this implies (51). Since the weak convergence of
point processes in (51) implies (via Proposition 3.1) the weak convergence
of the corresponding upper order statistics, we have
min
j 6=0,τn
{
bn
(
log|ξτn |
τn
− log+|ξj|
j
)}
d−→
n→∞ V˜1 − V˜2,
where V˜1, V˜2 are the largest and the second largest points of ρ˜. Since b
−1
n >
n1/α−1−ε/2 for large n and since V˜1 > V˜2 a.s., we have limn→∞P[E3n] = 1. By
symmetry, limn→∞P[E4n] = 1.
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Let us consider E5n. By (51) and (53) we have, for every t > 0 and suffi-
ciently large n,
P[τn ≤ κn]≤ P
[
max
k=1,...,n
bn log|ξk|
k
≤ t
]
+ P
[
max
k=1,...,[κn]
bn log|ξk|
k
> t
]
< 2exp
{
− 1
1− αt
−α
}
+Cκ1−αt−α.
Taking tα = κ(1−α)/2 and letting κ ↓ 0, we obtain limκ↓0 lim supn→∞P[τn ≤
κn] = 0. By symmetry, limκ↓0 lim infn→∞P[E5n] = 1. Since we assume that
ξ0 6= 0 a.s., we have limn→∞P[E6n] = 1.
To proceed further we need to prove Remark 4.7. Let s, r ∈ R be such
that s = log+|ξ0| and s− τnr = log|ξτn |. On the random event E3n ∩E6n we
have that for every 1≤ j ≤ n, j 6= τn,
s− jr− log|ξj |= j
(
log|ξτn |
τn
− log|ξj |
j
− s
(
1
τn
− 1
j
))
> n1/α−1−ε − 2nε > 0.
This proves what is required.
Let us turn our attention to E1n and E
2
n. By Proposition 1.17 the point
process ρn =
∑n
k=0 δ(
k
n ,
log|ξk|
an
) converges weakly to ρ. Recall the definition
of the functionals H0 and L0 in Lemma 3.3. By a scaling argument,
H0(ρn) =
1
an
min
q′n<i<q′′n−1
min
(u,v)∈Win
(Sin −Rinu− v),
L0(ρn) =
1
n
min
q′n<i<q′′n−1
(k(i+1)n − kin).
As observed in Remark 4.7, on the event
⋂6
i=3E
i
n we have q
′
n = 0 and q
′′
n = dn.
Hence,
P[E1n]≥ P[H0(ρn)> a−1n n1/α−ε]−
(
1− P
[
6⋂
i=3
Ein
])
,
P[E2n]≥ P[L0(ρn)> n−1/2]−
(
1− P
[
6⋂
i=3
Ein
])
.
By Lemma 3.3 and Proposition 3.1 (which is applicable since P[ρ∈M0] = 1
for α ∈ (0,1)), we have H0(ρn)→ H0(ρ) and L0(ρn)→ L0(ρ) weakly on
[0,∞] as n→∞. Note that H0(ρ)> 0 and L0(ρ)> 0 a.s. and an >n1/α−ε/2
for large n. Also, we have already shown that the probability of the event⋂6
i=3E
i
n can be made arbitrary close to 1 by choosing κ small and n large.
It follows that limn→∞P[E1n] = limn→∞P[E2n] = 1, as required. 
ROOTS OF RANDOM POLYNOMIALS 25
In the next lemma we isolate all roots of Gn under the event En. It will
be convenient to modify the definition of the slopes of the majorant of Gn.
Let R′0n be such that log|ξ0| −R′0nk1n = log|ξk1n |. This is well-defined since
ξ0 6= 0 a.s. Note that if log|ξ0|< 0, then R′0n is not the same as R0n. On En
we have the estimate
|R0n −R′0n| ≤ τ−1n |log|ξ0||< n2ε−1.(55)
In a similar way, we can define R′(dn−1)n. For all 0< i < dn−1, set R′in =Rin.
Lemma 4.8. On the random event En the following holds: for every
0≤ i < dn and 1≤m≤ k(i+1)n − kin, there is exactly one root of Gn in the
set
Zi,m(n) :=
{
z ∈C : |log|z| −R′in|< δn,
∣∣∣∣arg z − ϕin +2πmk(i+1)n − kin
∣∣∣∣< δn
}
,
where ϕin = arg(−ξkin/ξk(i+1)n) and δn = exp(−n1/α−1−3ε). The above sets
are disjoint, and there are no other roots of Gn.
Proof. Consider the case i= 0 first. Let s= log|ξ0| (well defined since
ξ0 6= 0 a.s.) and r = R′0n. Note that τn = k1n on En by Remark 4.7. In
order to apply Lemma 2.1 with k = 0, l = τn we need to estimate h :=
minj 6=0,τn(s− jr− log|ξj|). On the event En we have
min
j 6=0,τn
s− jr− log|ξj |
j
= min
j 6=0,τn
(
log|ξτn |
τn
− log|ξj|
j
− s
(
1
τn
− 1
j
))
> n1/α−1−2ε,
which implies that h > n1/α−1−2ε. To prove the lemma for i= 0, apply Lem-
ma 2.1 with k = 0, l= τn and δ = ζ = δn. The case i= dn − 1 is similar. Let
us now consider the case 0< i < dn − 1. On the event En, the conditions of
Lemma 2.1 are fulfilled for the polynomial Gn with k = kin, l= k(i+1)n and
δ = ζ = δn; see (45). The statement follows by Lemma 2.1.
It remains to prove that the sets Zi,m(n) are disjoint. It suffices to show
that on En it holds that R
′
(i+1)n −R′in > 3δn for every 0≤ i < dn. We have
(k(i+2)n − k(i+1)n)(R(i+1)n −Rin) = Sin −Rink(i+2)n − log+|ξk(i+2)n |.(56)
For i 6= 0, dn−1 it follows from (45) that the right-hand side can be estimated
below by n1/α−ε on En. The required follows since k(i+2)n − k(i+1)n ≤ n.
Using (56) we obtain that for i= 0 on the event En it holds that
k2n − k1n
k2n
(R1n −R0n) = log|ξτn |
τn
− log|ξk2n |
k2n
− log+|ξ0|
(
1
τn
− 1
k2n
)
> n1/α−1−2ε,
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where the last inequality follows from (47), (50). It follows that R1n−R0n >
n1/α−1−2ε. Recalling (55) we obtain R′1n−R′0n > 3δn. The case i= dn− 1 is
similar. 
Recall from (40) that we need to prove that Sn → S in distribution as
n→∞. Define a random variable S∗n which approximates Sn by
S∗n =
1
n
∑
0≤i<dn−1
(k(i+1)n − kin)f¯(bnRin).
Lemma 4.9. On the random event En it holds that |S∗n−Sn|< ωf (n−ε).
Proof. Assume that the event En occurs. Take some 0≤ i < dn. Write
∆in = k(i+1)n − kin. By Lemma 4.8, the polynomial Gn has a unique root,
denoted by zi,m(n), in the set Zi,m(n) for every 1 ≤m ≤ ∆in. Denote by
Zin the finite set {zi,m(n) : 1≤m≤∆in}. Recall from (46) that ∆in >
√
n.
It follows from the definition of the set Zi,m(n) that for every 1≤m≤∆in,∣∣∣∣f(bn log|zi,m(n)|,arg zi,m(n))− ∆in2π
∫ (ϕin+2pim+pi)/∆in
(ϕin+2pim−pi)/∆in
f(bnRin, ϕ)dϕ
∣∣∣∣
is smaller than ωf (n
−ε). Note that for i= 0 and i= dn − 1, we need to use
(55) to prove this estimate. Taking the sum over 1≤m≤∆in, we obtain
1
n
∣∣∣∣ ∑
z∈Zin
f(bn log|z|,arg z)−∆inf¯(bnRin)
∣∣∣∣≤ ∆inn ωf (n−ε).
Taking the sum over 0≤ i < dn, we obtain what is required. 
Lemma 4.10. We have S∗n→ S in distribution as n→∞.
Proof. By Proposition 1.17 the point process ρn =
∑n
k=0 δ(
k
n ,
log|ξk|
an
)
converges weakly to ρ. By Lemma 3.3 and Proposition 3.1 (which is ap-
plicable since P[ρ ∈M0] = 1 for α ∈ (0,1)) we have that Ψ0(ρn) converges
weakly (as a random probability measure on R) to Ψ0(ρ). It follows that∫
R
f¯ dΨ0(ρn) converges in distribution to
∫
R
f¯ dΨ0(ρ), which is exactly what
is stated in the lemma. 
The proof of Theorem 1.1 in the case α ∈ (0,1) can be completed as
follows. By Lemma 3.5 with Sn(κ) = S
∗
n and S(κ) = S, we obtain Sn→ S in
distribution as n→∞. This proves (40).
The following explains how to get rid of the assumption ξ0 6= 0 a.s. Let
P[ξ0 6= 0] be strictly positive. Denote the first (resp., last) nonzero coefficient
of Gn by ξln (resp., ξn−mn). For fixed l,m ∈ N0, consider the conditional
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distribution Pnl,m of the random variables ξk, l≤ k ≤ n−m, given that ln = l,
mn =m. Under P
n
l,m, these variables are independent and, apart from the
first and the last variable, identically distributed. It is easily seen that the
above proof applies to the polynomial
∑n−m
k=l ξkz
k under Pnl,m. Since this
holds for all l,m ∈N0, the proof is complete.
5. Proof of Theorem 1.5. Recall that τn ∈ {0, . . . , n} is such that Mn :=
maxk=0,...,n log|ξk|= log|ξτn |. Intuitively, under the slow variation condition
(9), the maximum Mn is, with probability close to 1, much larger than all
the other terms log|ξk|, 1≤ k ≤ n. The majorant of the set {(j, log|ξj|) : j =
0, . . . , n} consists, with high probability, of two segments joining the end-
points (0, log+ |ξ0|) and (n, log+ |ξn|) to the maximum (τn, log|ξτn |). The
roots of Gn group around two circles corresponding to these segments. Our
aim is to make this precise. Let the index k be always restricted to 0≤ k ≤ n.
We may always assume that the index τn is defined uniquely, since this event
has probability converging to 1 as n→∞; see [6].
Lemma 5.1. For κ ∈ (0,1/2), A> 0 define a random event En =
⋂4
i=1E
i
n,
where
E1n =
{
min
k 6=0,τn
(
Mn
τn
− log|ξk|
k
)
>n2A
}
,
E2n =
{
min
k 6=τn,n
(
Mn
τn
− log|ξk|
n− k
)
> n2A
}
,
E3n = {κn< τn < (1− κ)n},
E4n = {|log|ξ0||< nA,Mn > n2A+1, |log|ξn||< nA}.
Then, for every A> 0, limκ↓0 lim infn→∞P[En] = 1.
Proof. By symmetry, τn/n converges as n→∞ to the uniform distri-
bution, which implies that limκ↓0 lim infn→∞P[E3n] = 1. By [6], Theorem 3.2,
the slow variation condition (9) implies that
1
Mn
max
0≤k≤n
k 6=τn
log|ξk| P−→
n→∞0.
It follows that
P
[
max
κn≤k<n
k 6=τn
log|ξk|
k
>
Mn
2n
]
≤ P
[
max
0≤k≤n
k 6=τn
log|ξk|> κ
2
Mn
]
−→
n→∞0.(57)
Put cn = inf{s : F¯ (s)≤ 1/(
√
κn)}. Then F¯ (cn)∼ 1/(
√
κn) by [13], pages 15
and 16, and limn→∞ cn/n=∞. Recall the Potter bound for slowly varying
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functions: for every δ > 0, we have F¯ (y)/F¯ (x)< 2(x/y)δ , provided that x > y
are sufficiently large; see [4], Theorem 1.5.6. We have
P
[
max
1≤k≤κn
log|ξk|
k
>
Mn
2n
]
≤
∑
1≤k≤κn
F¯
(
k
2n
cn
)
+ P[Mn < cn]
<
3√
κn
∑
1≤k≤κn
(
2n
k
)1/4
+
(
1− 1
2
√
κn
)n+1
(58)
<C(κ1/4 + e−1/(2
√
κ)).
Since F¯ decays more slowly than any negative power of n,
P
[
Mn
2n
> n2A
]
= 1− (1− F¯ (2n2A+1))n+1 > 1−
(
1− 1
n2
)n+1
−→
n→∞1.(59)
Putting (57), (58) and (59) together and letting κ ↓ 0, we obtain
limn→∞P[E1n] = 1. By symmetry, we also have limn→∞P[E2n] = 1. From (59)
it also follows that limn→∞P[E4n] = 1. 
Proof of Theorem 1.5. In the sequel, we always suppose that the
event En occurs. The roots of the equation ξτnz
τn + ξ0 = 0, denoted by
w1n, . . . ,wτnn, satisfy
|wkn|= (|ξ0|/|ξτn |)1/τn = e(log|ξ0|−Mn)/τn < e−n
A
, 1≤ k ≤ τn.
Similarly, the roots of the equation ξnz
n−τn+ξτn = 0, denoted by w(τn+1)n, . . . ,
wnn, satisfy
|wkn|= (|ξτn |/|ξn|)1/(n−τn) = e(Mn−log|ξn|)/(n−τn) > en
A
, τn < k ≤ n.
Choose s, r ∈ R so that s = log|ξ0| and s − rτn = log|ξτn | =Mn. To apply
Lemma 2.1 with k = 0, l = τn we need to estimate h := mink 6=0,τn(s− rk −
log|ξk|). We have, by definition of En,
min
k 6=0,τn
s− rk− log|ξk|
k
= min
k 6=0,τn
(
Mn
τn
− log|ξk|
k
+ s
(
1
k
− 1
τn
))
> n3A/2.
Hence, h > n3A/2. It follows that on the event En the conditions of Lemma 2.1
are fulfilled for k = 0, l = τn and δ = ζ = e
−nA . Then, for every 1≤ k ≤ τn,
the set
{z ∈C : |log|z| − r| ≤ e−nA , |arg z − argwkn| ≤ e−nA}
contains exactly one root, say zkn, of the polynomial Gn. It follows that
|zkn −wkn|< 10δer = 10e−nA |wkn|, 1≤ k ≤ τn.
By symmetry, a similar inequality holds for τn < k ≤ n. 
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6. Proofs of Theorems 1.10 and 1.14.
6.1. Limiting point processes. First of all, we describe the limiting point
processes Υα,c and Υ
±
α,c,p. Let ρ be a Poisson point process on [0,1]× (0,∞)
with intensity αv−(α+1) dudv and majorant Cρ as in Section 1.2. Recall that
the vertices of the majorant Cρ are denoted by (Xk, Yk). For α≥ 1 the index
k ranges in Z, whereas for α ∈ (0,1) we have p′ ≤ k ≤ p′′ and (Xp′ , Yp′) =
(0,0), (Xp′′ , Yp′′) = (1,0). Let σk, πk be independent {−1,1}-valued random
variables [attached to the vertices (Xk, Yk) of Cρ except for the boundary
vertices (0,0) and (1,0) in the case α ∈ (0,1)] such that
P[σk = 1] = c, P[πk = 1] = 1/2.
In the case α ∈ (0,1), we have to add the following boundary conditions:
(1) πp′ = 1;
(2) πp′′ = 1 in the definition of Υ
+
α,c,p and πp′′ = −1 in the definition
of Υ−α,c,p;
(3) P[σp′ = 1] = P[σp′′ = 1] = p.
Define random variables ε+k and ε
−
k attached to the linearity intervals [Xk,
Xk+1] of the majorant Cρ by
ε+k = 1{σk 6=σk+1}, ε
−
k = 1{σkpik 6=σk+1pik+1}.(60)
With this notation, the limiting point processes Υα,c and Υ
±
α,c,p are defined
by
Υ
(±)
α,c(,p) =
∑
k
ε+k δ(e
Rk) +
∑
k
ε−k δ(−eRk),(61)
where the sum is over all linearity intervals of the majorant Cρ, and Rk is
the negative of the slope of the kth segment of Cρ as in (8). We proceed to
the proof of Theorem 1.10.
6.2. Proof in the case α≥ 1. We will show that the following weak con-
vergence of point processes on E =R×{−1,1} holds true:∑
z∈Rn
δ(bn log|z|, sgn z) w−→
n→∞
∑
k
ε+k δ(Rk,1) +
∑
k
ε−k δ(Rk,−1),(62)
where the sum on the right-hand side is over all linearity intervals of the
majorant Cρ. To see that (62) implies Theorem 1.10 for α≥ 1 note that the
mapping F :E → R \ {0} given by F (r, σ) = σer is continuous and proper
(preimages of compact sets are compact). By [13], Proposition 3.18, it in-
duces a vaguely continuous mapping between the spaces of locally finite
counting measures on E and R \ {0}. By Proposition 3.1 we may apply this
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mapping to the both sides of (62), which implies the statement of Theo-
rem 1.10 for α≥ 1. Denote by R+n (resp., R−n ) the set of positive (resp., neg-
ative) real roots of Gn, counted with multiplicities. Let f
+, f− :R→ [0,∞)
be two continuous functions supported on an interval [−A,A]. Define ran-
dom variables Sn and S by
Sn =
∑
z∈R+n
f+(bn log z) +
∑
z∈R−n
f−(bn log|z|),(63)
S =
∑
k
ε+k f
+(Rk) +
∑
k
ε−k f
−(Rk),(64)
where the sum in (64) is over all linearity intervals of Cρ. To prove (62)
it suffices to show that Sn → S in distribution as n→∞. In fact, we may
even suppose additionally that f+ and f− are Lipschitz, that is |f±(z1)−
f±(z2)| < L|z1 − z2| for some L > 0 and all z1, z2 ∈ R. The first step is to
localize the real roots of Gn under some “good” event. We use the same
notation as in Section 4.1. Take κ ∈ (0,1/2) and recall that the random
indices q′n and q′′n have been defined in (37). Define a random event En as in
Lemma 4.1. Additionally, we will need another “good” event Fn. The next
lemma states that it has probability close to 1.
Lemma 6.1. Consider a random event Fn = {bnRq′nn < −2A} ∩ {bn×
R(q′′n−1)n > 2A}. Then, limκ↓0 lim infn→∞P[Fn] = 1.
Proof. Recall from Section 3 that M is the space of locally finite count-
ing measures on [0,1]×(0,∞] which do not charge the set [0,1]×{∞}. Given
µ ∈M we denote by [xq′ , xq′+1] the unique linearity interval of the majorant
Cµ such that xq′ ≤ κ < xq′+1. Denote by rq′ the negative of the slope of
the corresponding segment of Cµ. Define a map Tκ :M→R by Tκ(µ) = rq′ .
Then, the same argument as in Lemma 3.2 shows that Tκ continuous on M1;
see (24). Applying Proposition 1.17 together with Proposition 3.1 and noting
that Tκ(ρn) = bnRq′nn we obtain that for every κ > 0, bnRq′nn→ Tκ(ρ) in dis-
tribution as n→∞. By Proposition 1.7 we have Tκ(ρ)→−∞ a.s. as κ ↓ 0.
It follows easily that limκ↓0 lim infn→∞P[bnRq′nn <−2A] = 1. The statement
of the lemma follows by symmetry. 
In the next lemma we will localize, under the event En ∩ Fn, those real
roots of Gn which are contained in [−A,A]. Recall that the vertices of the
majorant of Gn are denoted (from left to right) by (kin, log+|ξkin |), where
0≤ i≤ dn and k0n = 0, kdnn = n. We already know that any linearity interval
[kin, k(i+1)n] of the majorant corresponds to a “circle” of complex roots of
Gn located approximately at the same positions as the nonzero roots of the
polynomial ξkinz
kin+ ξk(i+1)nz
k(i+1)n . In order to localize the real roots of Gn
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we have to keep track of two things: the signs of the coefficients ξkin , ξk(i+1)n
and the parities of the indices kin, k(i+1)n. Write
ε+in = 1{sgn(ξkin) 6= sgn(ξk(i+1)n)},(65)
ε−in = 1{(−1)kin sgn(ξkin) 6= (−1)k(i+1)n sgn(ξk(i+1)n)}.(66)
The next lemma shows that ε+in (resp., ε
−
in) is the indicator of the presence
of a real root of Gn near e
Rin (resp., −eRin).
Lemma 6.2. On the random event En the following holds: for every
q′n ≤ i < q′′n such that ε+in = 1 (resp., ε−in = 1) there is exactly one positive
(resp., negative) real root of Gn satisfying |log|z| − Rin| ≤ exp(−n1/α−2ε).
Moreover, if additionally Fn occurs, then all real roots of Gn satisfying
bn log|z| ∈ [−A,A] are among those described above.
Proof. We will use the notation of Lemma 4.2. Recall that on the event
En for every q
′
n ≤ i < q′′n and every 1≤m≤ k(i+1)n − kin there is a unique
complex root of Gn, denoted by zi,m(n), in the set Zi,m(n). Let ε
+
in = 1 for
some q′n ≤ i < q′′n. Then, ϕin = 0 in Lemma 4.2. Setting m= k(i+1)n− kin we
have that z := zi,m(n) satisfies |log|z| −Rin|< δn and |arg z|< δn. Since the
coefficients of Gn are real, the root z must in fact be real (and positive).
Indeed, otherwise, we would have a pair complex conjugate roots (rather
than a single root) in the set Zi,m(n). Similarly, if ε
−
in = 1 for some q
′
n ≤ i <
q′′n, then we have a real negative root of the form zi,m(n) for a suitable m.
By Lemma 4.2 all real roots in the set Rq′nn− δn ≤ log|z| ≤R(q′′n−1)n+ δn are
of the above form. To complete the proof note that this set contains the set
−A≤ bn log|z| ≤A on the event Fn. 
The random variables Sn and S will be approximated by the random
variables Sn(κ) and S(κ), defined by
Sn(κ) =
∑
q′n<i<q′′n−1
(ε+inf
+(bnRin) + ε
−
inf
−(bnRin)),(67)
S(κ) =
∑
q′<i<q′′−1
(ε+i f
+(Ri) + ε
−
i f
−(Ri)).(68)
Lemma 6.3. On the random event En∩Fn, we have |Sn−Sn(κ)|< 1/n.
Proof. Recall that f+ and f− are functions supported on [−A,A] with
Lipschitz constant at most L. By Lemma 6.2 and the definition of Fn, we
have, on En ∩Fn,∣∣∣∣∣
∑
z∈R+n
f+(bn log z)−
dn−1∑
i=0
ε+inf
+(bnRin)
∣∣∣∣∣≤Ldnbn exp(−n1/α−2ε)≤ 12n.
32 Z. KABLUCHKO AND D. ZAPOROZHETS
A similar inequality holds for the negative roots, and the statement follows.

The next proposition determines the limiting structure of the coefficients
of Gn together with attached signs and parities. Let M˜ be the space of
locally finite counting measures on [0,1] × (0,∞] × {−1,1}2 which do not
charge the set [0,1]× {∞} × {−1,1}2. We endow M˜ with the topology of
vague convergence. Every element µ˜ ∈ M˜ can be written in the form µ˜ =∑
i δ(ui, vi, ςi,̟i), where µ =
∑
i δ(ui, vi) ∈M is the projection of µ˜ on M
and (ςi,̟i) ∈ {−1,1}2 is considered as a mark attached to the point (ui, vi).
In the marks (ςi,̟i) we will record the signs of the coefficients of Gn and
the parities of the corresponding indices.
Proposition 6.4. Let ξ0, ξ1, . . . be i.i.d. random variables satisfying (6)
and (12). Then the following convergence holds weakly on the space M˜:
ρ˜n :=
n∑
k=0
δ
(
k
n
,
log|ξk|
an
, sgn ξk, (−1)k
)
w−→
n→∞
∞∑
i=1
δ(Ui, Vi, ςi,̟i) =: ρ˜.(69)
Here, ρ =
∑∞
i=1 δ(Ui, Vi) is a Poisson point process on [0,1] × (0,∞) with
intensity αv−(α+1) dudv and independently, ςi,̟i are {−1,1}-valued random
variables with P[ςi = 1] = c and P[̟i = 1] = 1/2. Terms with log|ξk| ≤ 0 are
ignored.
Proof. Write ξ+k = ξk1ξk>0 and ξ
−
k = |ξk|1ξk≤0. Note that by (6), (7)
and (12),
P
[
log ξ+k
an
> t
]
∼ c
ntα
, P
[
log ξ−k
an
> t
]
∼ 1− c
ntα
, n→∞.
Fix some (ς,̟) ∈ {−1,1}2. We will consider only coefficients ξk with sign ς
and parity ̟. By Proposition 1.17 the point process
ρ˜n(ς,̟) :=
n∑
k=0
δ
(
k
n
,
log|ξk|
an
)
1{sgn(ξk) = ς, (−1)k =̟}
converges weakly to the Poisson point process with intensity (α/2)cv−(α+1) dudv
if ς = 1 and (α/2)(1− c)v−(α+1) dudv if ς =−1. Taking the union over all 4
choices of (ς,̟), we obtain the statement. 
In order to pass from the convergence of the coefficients to the convergence
of the point process of real roots we need a continuity argument. Consider
µ˜ ∈ M˜ with a projection µ ∈M. We denote the vertices of the majorant
of µ counted from left to right by (xk, yk). Denote by rk the negative of
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the slope of the majorant of µ on the interval [xk, xk+1]. Let κ ∈ (0,1/2)
be fixed and define indices q′ and q′′ by the conditions xq′ ≤ κ < xq′+1 and
xq′′−1 < 1 − κ ≤ xq′′ . For q′ < k < q′′ we denote by (σk, πk) ∈ {−1,1}2 the
mark attached to the vertex (xk, yk). Let M˜1 be the set of all µ˜ ∈ M˜ such
that µ ∈M1, where M1 ⊂M is defined as in Section 3. Let P be the space
of locally finite counting measures on R endowed with the topology of vague
convergence. Define a map Φ1 :M˜→P×P by
Φ1(µ˜) =
( ∑
q′<k<q′′−1
1σk 6=σk+1δ(rk),
∑
q′<k<q′′−1
1σkpik 6=σk+1pik+1δ(rk)
)
.
Lemma 6.5. The map Φ1 is continuous on M˜1.
Proof. Let {µ˜n}n∈N ⊂ M˜ be a sequence converging vaguely to µ˜ ∈ M˜1.
This implies the vague convergence of the corresponding projections: µn→
µ ∈M1. Arguing as in the proof of Lemma 3.2 (and using the same notation)
we arrive at the following conclusions. There exist points (xkn, ykn), q
′ ≤
k ≤ q′′, which are vertices of the majorant of µn, such that (xkn, ykn)→
(xk, yk) as n→∞. Further, xq′n < κ< x(q′+1)n and x(q′′−1)n < 1− κ < xq′′n
for sufficiently large n. Also, with the same notation as in (24), rkn → rk
as n→∞. Finally, µ˜n → µ˜ implies that for sufficiently large n the mark
(σkn, πkn) attached to (xkn, ykn) is the same as the mark (σk, πk) attached
to (xk, yk), for all q
′ ≤ k ≤ q′′. This implies that Φ1(µ˜n)→Φ1(µ˜) as n→∞,
whence the continuity. 
Lemma 6.6. We have Sn(κ)→ S(κ) in distribution as n→∞.
Proof. By Proposition 6.4 we have ρ˜n→ ρ˜ weakly on M˜. Define a map
I :P×P→R by I(ν+, ν−) = ∫
R
f+ dν++
∫
R
f− dν−. Clearly, I is continuous
on M1. By Lemma 6.5 the map I ◦Φ1 :M˜→ R is continuous. By Proposi-
tion 3.1 (which is applicable since P[ρ˜ ∈ M˜1] = 1 for α ≥ 1) we have that
I(Φ1(ρ˜n))→ I(Φ1(ρ˜)) in distribution. This is exactly what is stated in the
lemma. 
The proof of Theorem 1.10 in the case α ≥ 1 can be completed as fol-
lows. Trivially, we have S(κ)→ S a.s. as κ ↓ 0. All the other assumptions of
Lemma 3.5 have been verified above. Applying Lemma 3.5 we obtain Sn→ S
in distribution as n→∞.
6.3. Proof in the case α ∈ (0,1). We will show that the weak convergence
of point processes in (62) holds, this time on the space E = [−∞,+∞]×
{−1,1} with the restriction that n stays either even or odd and ε+k , ε−k on the
34 Z. KABLUCHKO AND D. ZAPOROZHETS
right-hand side of (62) is defined accordingly to this choice (see the boundary
conditions in Section 6.1). Let f+, f− : [−∞,∞]→ [0,∞) be two continuous
functions such that |f±(z1) − f±(z2)| < L|z1 − z2| for all z1, z2 ∈ R. With
the same notation as in (63) and (64) it suffices to prove that Sn → S in
distribution as n→∞. The next lemma localizes all real roots of Gn under
a “good” event.
Lemma 6.7. On the random event En defined as in Lemma 4.5 the
following holds: For every 0≤ i < dn such that ε+in = 1 (resp., ε−in = 1) there
is exactly one positive (resp., negative) real root z of Gn satisfying |log|z| −
R′in| ≤ exp(−n1/α−1−3ε). Moreover, there are no other real roots of Gn.
Proof. Follows from Lemma 4.8; see the proof of Lemma 6.2. 
Take κ ∈ (0,1/2), and define random variables Sn(κ) and S(κ) as in (67)
and (68), but with summation over q′n ≤ k < q′′n and q′ ≤ k < q′′.
Lemma 6.8. On the random event En, we have |Sn − Sn(κ)|< 1/
√
n.
Proof. By Remark 4.7 we have q′n = 0 and q′′n = dn on En. The rest
follows from Lemma 6.7, the Lipschitz property of f+ and f− and (55). 
Again, we need a continuity argument to transform the convergence of
the coefficients in Proposition 6.4 into the convergence of real roots. This
time, we have to take care of the first and the last coefficients of the random
polynomial Gn. Write K= M˜×{−1,1}2. Every element of K can be written
in the form (µ˜, σ′, σ′′), where µ˜ ∈ M˜ and (σ′, σ′′) ∈ {−1,1}2. In σ′ and σ′′ we
will record the signs of the first and the last coefficients of Gn. As above,
the vertices of the majorant of µ counted from left to right are denoted by
(xk, yk) and the indices q
′ and q′′ are defined by the conditions xq′ ≤ κ <
xq′+1 and xq′′−1 < 1− κ≤ xq′′ . For q′ < k < q′′ (note the strict inequalities)
we denote by (σk, πk) ∈ {−1,1}2 the mark attached to the vertex (xk, yk).
We will need the following boundary conditions: Define (σq′ , πq′) = (σ
′,1)
and put (σq′′ , πq′′) = (σ
′′,1) (if we are proving the convergence of Υ2n) or
(σq′′ , πq′′) = (σ
′′,−1) (if we are proving the convergence of Υ2n+1). Let K0
be the set of all (µ˜, σ′, σ′′) ∈ K such that the projection µ of µ˜ satisfies
µ ∈M0. Here, M0 ⊂M is defined as in Section 3. Let Q be the space of
finite counting measures on [−∞,∞] endowed with the topology of weak
convergence. Define a map Φ0 :K→Q×Q by
Φ0(µ˜, σ
′, σ′′) =
(
q′′−1∑
k=q′
1σk 6=σk+1δ(rk),
q′′−1∑
k=q′
1σkpik 6=σk+1pik+1δ(rk)
)
.
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Lemma 6.9. The map Φ0 is continuous on K0.
Proof. Let {(µ˜n, σ′n, σ′′n)}n∈N ⊂ K be a sequence converging vaguely to
(µ˜, σ′, σ′′) ∈ K0. This implies that for sufficiently large n, σ′n = σ′ and σ′′n =
σ′′. Also, µ˜n→ µ˜ vaguely. Consequently, we have the vague convergence of
the corresponding projections: µn → µ. As in the proof of Lemma 3.3 we
obtain the following results. There exist points (xkn, ykn), q
′ < k < q′′, which
are vertices of the majorant of µn, such that (xkn, ykn)→ (xk, yk) as n→∞.
Also, xq′n < κ < x(q′+1)n and x(q′′−1)n < 1 − κ < xq′′n for sufficiently large
n. Furthermore, with the same notation as in (24), rkn→ rk as n→∞. It
follows from µ˜n→ µ˜ that for sufficiently large n the mark (σkn, πkn) attached
to (xkn, ykn) is the same as the mark (σk, πk) attached to (xk, yk) for all
q′ < k < q′′. The same statement holds for k = q′ and k = q′′ by the boundary
conditions. This implies that Φ0(µ˜n, σ
′
n, σ
′′
n)→Φ0(µ˜, σ′, σ′′) as n→∞. 
Lemma 6.10. We have Sn(κ)→ S(κ) in distribution as n→∞.
Proof. By Proposition 6.4 we have ρ˜n → ρ˜ weakly on M˜. The sum
in (69) can be taken from 1 to n − 1. Consequently, (ρ˜n, sgn ξ0, sgn ξn)
converges weakly, as a random element in K, to (ρ˜, σ′, σ′′), where σ′ and
σ′′ are independent (and independent of ρ˜) {−1,1}-valued random vari-
ables with the same distribution as sgn ξ0. By Lemma 6.9 and Proposi-
tion 3.1 (which is applicable since P[(ρ˜, σ′, σ′′) ∈ K0] = 1 for α ∈ (0,1)) we
have that Φ0(ρ˜n, sgn ξ0, sgn ξn) converges, as a random element in Q×Q, to
Φ0(ρ˜, σ
′, σ′′) as n→∞. Taking the integrals of f+ and f− over the compo-
nents of Φ0(ρ˜n, sgn ξ0, sgn ξn) and Φ0(ρ˜, σ
′, σ′′), we arrive at the statement
of the lemma. 
The proof of Theorem 1.10 in the case α ∈ (0,1) can be completed as
follows. Trivially, we have S(κ)→ S a.s. as κ ↓ 0. All the other assumptions
of Lemma 3.5 have been verified above. Applying Lemma 3.5, we obtain
Sn→ S in distribution as n→∞. The proof is complete.
6.4. Proof of Theorem 1.14. It follows from the proof of Theorem 1.5
that on the event En defined as in Lemma 5.1, the number of real roots of
Gn is the same as the number of real solution of the equation
(ξτnz
τn + ξ0)(ξnz
n−τn + ξτn) = 0.(70)
The number of real solutions of (70) depends on whether the numbers 0, τn, n
are even or odd and on whether the coefficients ξ0, ξτn , ξn are positive or
negative. It is not difficult to show that (−1)τn and sgn ξτn become asymp-
totically independent and that P[(−1)τn = 1]→ 1/2 and P[sgn ξτn = 1]→ c
as n→∞. Considering all possible cases leads to (13) and (14).
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7. Proofs of Theorems 1.8 and 1.9.
7.1. Proof of Theorem 1.8. Let ρ be a Poisson point process with inten-
sity ν(dudv) = αv−(α+1) dudv on E = [0,1] × (0,∞), where α ∈ (0,1). We
are going to compute the expectation of Lα, the number of segments of the
least concave majorant of ρ. Denote by ρ26= the set of all ordered pairs of
distinct atoms of the point process ρ. For P1, P2 ∈ E consider an indicator
function fρ(P1, P2) taking value 1 if and only if there are no points of the
Poisson process ρ lying above the line passing through P1 and P2. Count-
ing the first and the last segments of the majorant of ρ separately, we have
ELα = 2+ Iα/2, where
Iα = E
[ ∑
(P1,P2)∈ρ26=
fρ(P1, P2)
]
.
In the sequel we compute Iα. Applying the Slyvnyack–Mecke formula (see,
e.g., [14], Corollary 3.2.3), we obtain
Iα =
∫
E2
E[fρ(P1, P2)]ν(dP1)ν(dP2).
Denoting P1 = (x1, y1), P2 = (x2, y2), we have
Iα = α
2
∫ ∞
0
∫ ∞
0
∫ 1
0
∫ 1
0
E[fρ(P1, P2)]y
−α−1
1 y
−α−1
2 dx1 dx2 dy1 dy2.
The probability of the event that there are no points of ρ lying above the
line P1P2 is nonzero only if the line P1P2 intersects both vertical sides of
the boundary of E. Therefore,
Iα = 2α
2
∫
X
∫
Y
E[fρ(P1, P2)]y
−α−1
1 y
−α−1
2 dy1 dy2 dx1 dx2,
where X = {(x1, x2) : 0<x1 <x2 < 1}, and Y = Yx1,x2 is a set defined by
Y = {(y1, y2) ∈ (0,∞)2 :y1x2 − y2x1 > 0, y2 − y1+ y1x2 − y2x1 > 0}.
Let us replace the variables y1, y2 by
r=− y2 − y1
x2 − x1 , u= 1+
y2− y1
y1x2 − y2x1 .
Then, (y1, y2) ∈ Y if and only if (r, u) ∈ (−∞,0)× (1,∞) or (r, u) ∈ (0,∞)×
(0,1). The inverse transformation is given by
y1 = r
(
1
1− u − x1
)
, y2 = r
(
1
1− u − x2
)
.
The Jacobian determinant of the transformation (r, u) 7→ (y1, y2) is equal
to r(x2 − x1)/(1 − u)2. Write f˜ρ(u, r) = fρ((x1, y1(u, r)), (x2, y2(u, r))). By
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symmetry, we can consider only the case r > 0, u ∈ (0,1). Indeed, considering
the case r > 0 means that we restrict ourselves to segments of the majorant
with positive slope. By a change of variables formula,
Iα = 4α
2
∫ ∞
0
∫ 1
0
∫
X
E[f˜ρ(u, r)]
× r−2α−1
(
1
1− u − x1
)−α−1( 1
1− u − x2
)−α−1
× x2 − x1
(1− u)2 dx1 dx2 dudr.
Further, by definition of the Poisson process,
E[f˜ρ(u, r)] = exp
(
−
∫
{(x,y)∈E : y≥−rx+r/(1−u)}
αy−(α+1) dy dx
)
= exp
(
−
∫ 1
0
(
−rx+ r
1− u
)−α
dx
)
(71)
= exp
(
− r
−α
(1−α)
1− u1−α
(1− u)1−α
)
.
The integral J :=
∫
X(c−x1)β(c−x2)β(x2−x1)dx1 dx2, where c > 1, can be
evaluated by writing (x2 − x1) = (c− x1)− (c− x2). We obtain
J =


c2β+3 − (c− 1)2β+3 − (2β +3)cβ+1(c− 1)β+1
(β +1)(β +2)(2β +3)
,
if β 6=−1,−3/2,−2,
−4 ln
(
c
c− 1
)
+
4√
c(c− 1) , if β =−3/2.
(72)
In the case α 6= 1/2, we apply (71) and (72) to obtain
Iα =
4α
(1− α)(2α− 1)
×
∫ ∞
0
∫ 1
0
r−2α−1 exp
(
− r
−α
(1−α)
1− u1−α
(1− u)1−α
)
× (1− u)2α−3[1− u1−2α − (1− 2α)u−α(1− u)]dudr.
In the case α= 1/2 we get, combining (71) with (72),
Iα = 4
∫ ∞
0
∫ 1
0
r−2 exp
(
−2r−1/2 1− u
1/2
(1− u)1/2
)
(1−u)−2[u−1/2(1−u)+lnu]dudr.
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Applying in both cases the formula
∫∞
0 r
−2α−1e−cr−α dr= (c2α)−1, we arrive
at
ELα =


2 +
2(1−α)
(2α− 1)
∫ 1
0
1− u1−2α − (1− 2α)u−α(1− u)
(1− u)(1− u1−α)2 du,
if α 6= 1/2,
2 +
∫ 1
0
u−1/2(1− u) + lnu
(1− u)(1− u1/2)2 du, if α= 1/2.
(73)
Remark 7.1. The second line is just the limit of the first line as α→
1/2, so that ELα depends on α continuously. If α = p/q 6= 1/2 is rational,
then the substitution v = u1/q reduces the integral in (73) to an integral
of a rational function which can be computed in closed form; see the table
in Section 1.3. Numerical computation suggests that ELα is increasing in
α ∈ (0,1).
In the rest of the proof we compute the integral on the right-hand side of
(73) in terms of the Barnes modular constant. Let
Kα =
∫ 1
0
1− u1−2α − (1− 2α)u−α(1− u)
(1− u)(1− u1−α)2 du.
Write β = 1−α. Recall that ψ(z) = Γ′(z)/Γ(z) is the logarithmic derivative
of the Gamma function. Using the geometric series 11−u =
∑∞
n=0 u
n and the
formula ψ(z) = −γ − 1z +
∑∞
n=1(
1
n − 1z+n) (see [2], Section 1.7) we obtain
that for every m> 0,∫ 1
0
umβ
1− u1−2α
1− u du=
∫ 1
0
∞∑
n=0
un+mβ(1− u1−2α)du
=
∞∑
n=1
(
1
n+mβ
− 1
n+ (m+ 2)β
)
− 1
(m+ 2)β
= ψ((m+2)β)− ψ(mβ)− 1
mβ
.
For m = 0 the value of the integral is ψ(2β) + γ, where γ = −ψ(1) is the
Euler–Mascheroni constant; see [2], Section 1.7.2. Using the expansion 1
(1−u)2 =∑∞
m=0(m+1)u
m we obtain that Kα = limN→∞SN , where
SN =
N∑
m=1
(m+ 1)
(
ψ((m+ 2)β)−ψ(mβ)− 1
mβ
)
− (N +1)1− 2α
1−α + ψ(2β) + γ
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=−2
N∑
m=1
ψ(mβ) + (N + 1)ψ((N + 2)β) +Nψ((N +1)β)− 2N
−
N∑
m=1
1
mβ
+ γ − 1− 2α
1− α .
The second equality follows by an elementary transformation of the tele-
scopic sum. Using the asymptotic expansion ψ(z) = log z − 12z + o(1z ) as
z→∞, we obtain
SN =−2
N∑
m=1
ψ(mβ) + (2N +1) log(βN)− 2N − 1
β
logN +1− αγ
1− α + o(1).
Comparing this with (10) yields
Kα = 1− 2C(1−α) + log(1− α)
1− α −
αγ
1−α.
The proof of Theorem 1.8 is completed by inserting this into (73).
7.2. Proof of Theorem 1.9. We prove that P[Lα = 2] = 1−α. For a point
P ∈E = [0,1]×(0,∞) let gρ(P ) be the indicator of the following event: there
are no atoms of ρ above the lines joining P to the points (0,0) and (1,0).
Then
P[Lα = 2] = E
[ ∑
P∈suppρ
gρ(P )
]
.
By the Slivnyak–Mecke formula [14], Corollary 3.2.3,
P[Lα = 2] =
∫
E
E[gρ(P )]ν(dP ) = α
∫ 1
0
∫ ∞
0
E[gρ(x, y)]y
−(α+1) dy dx.(74)
The intensity of the Poisson process ρ integrated over the set {(u, v) ∈E :u ∈
[0, x], v > yu/x} is∫ x
0
∫ ∞
yu/x
αv−(α+1) dudv =
∫ x
0
(
yu
x
)−α
du=
1
1− αxy
−α.
By symmetry, the intensity of ρ integrated over the set {(u, v) ∈ E :u ∈
[x,1], v > y(u− 1)/(x− 1)} is 11−α (1− x)y−α. It follows that
E[gρ(x, y)] = exp
(
− 1
(1− α)yα
)
.
Inserting this into (74) we obtain P[Lα = 2] = 1−α.
40 Z. KABLUCHKO AND D. ZAPOROZHETS
REFERENCES
[1] Barnes, E. W. (1899). The genesis of the double Gamma functions. Proc. Lond.
Math. Soc. 31 358–381.
[2] Bateman, H. and Erde´lyi, A. (1981). Higher Transcendental Functions. Vol. I.
Krieger, Melbourne.
[3] Billingsley, P. (1999). Convergence of Probability Measures, 2nd ed. Wiley, New
York. MR1700749
[4] Bingham, N. H., Goldie, C. M. and Teugels, J. L. (1987). Regular Variation.
Encyclopedia of Mathematics and Its Applications 27. Cambridge Univ. Press,
Cambridge. MR0898871
[5] Bordenave, C., Caputo, P. and Chafa¨ı, D. (2011). Spectrum of non-Hermitian
heavy tailed random matrices. Comm. Math. Phys. 307 513–560. MR2837123
[6] Darling, D. A. (1952). The influence of the maximum term in the addition of
independent random variables. Trans. Amer. Math. Soc. 73 95–107. MR0048726
[7] Go¨tze, F. and Zaporozhets, D. N. (2011). On the distribution of complex roots
of random polynomials with heavy-tailed coefficients. Teor. Veroyatn. Primen.
56 812–818.
[8] Hardy, G. H. (1905). On the zeroes certain classes of integral Taylor series. Part
I. On the integral function
∑∞
n=0
xφ(n)
{φ(n)}! . Proc. Lond. Math. Soc. s2-2 332–339.
MR1577279
[9] Ibragimov, I. and Zeitouni, O. (1997). On roots of random polynomials. Trans.
Amer. Math. Soc. 349 2427–2441. MR1390040
[10] Ibragimov, I. A. and Zaporozhets, D. N. (2013). On distribution of zeros of ran-
dom polynomials in complex plane. In Prokhorov and Contemporary Probability
Theory (A. N. Shiryaev, S. R. S. Varadhan and E. L. Presman, eds.). Springer
Proceedings in Mathematics & Statistics. 33 303–324. Springer, Berlin.
[11] Koblitz, N. (1984). p-Adic Numbers, p-Adic Analysis, and Zeta-Functions, 2nd ed.
Graduate Texts in Mathematics 58. Springer, New York. MR0754003
[12] Majumdar, S. N., Comtet, A. and Randon-Furling, J. (2010). Random convex
hulls and extreme value statistics. J. Stat. Phys. 138 955–1009. MR2601420
[13] Resnick, S. I. (1987). Extreme Values, Regular Variation, and Point Processes. Ap-
plied Probability. A Series of the Applied Probability Trust 4. Springer, New
York. MR0900810
[14] Schneider, R. and Weil, W. (2008). Stochastic and Integral Geometry. Springer,
Berlin. MR2455326
[15] Shepp, L. and Farahmand, K. (2011). Expected number of real zeros of a ran-
dom polynomial with independent identically distributed symmetric long-tailed
coefficients. Theory Probab. Appl. 55 173–181.
[16] Shepp, L. A. and Vanderbei, R. J. (1995). The complex zeros of random polyno-
mials. Trans. Amer. Math. Soc. 347 4365–4384. MR1308023
[17] Valiron, G. (1923). Lectures on the General Theory of Integral Functions. Chelsea,
New York.
[18] Sˇparo, D. I. and Sˇur, M. G. (1962). On the distribution of roots of random poly-
nomials. Vestnik Moskov. Univ. Ser. I Mat. Meh. 1962 40–43. MR0139199
[19] Zaporozhets, D. N. (2006). An example of a random polynomial with unusual
behavior of the roots. Theory Probab. Appl. 50 529–535.
[20] Zaporozhets, D. N. and Nazarov, A. I. (2009). What is the least expected number
of roots of a random polynomial? Theory Probab. Appl. 53 117–133.
ROOTS OF RANDOM POLYNOMIALS 41
Institute of Stochastics
Ulm University
Helmholtzstr. 18
89069 Ulm
Germany
E-mail: zakhar.kabluchko@uni-ulm.de
St. Petersburg Branch
Steklov Institute of Mathematics
Fontanka Str. 27
191011 St. Petersburg
Russia
E-mail: zap1979@gmail.com
