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RESUMO 
Consideremos X, X, 
• 2 
..... , X 
n 
uma sequência de variáveis 
alea.t.órias na ordem em que são obSial:'vadas, szgndo X' ..... , X rroel • 
t.êm uma dist.ribuíçã o F e X 
' 
..... ' X t.êm dist.ribuição 
tnS'J+1 n 
G, onde F 
" 
G 
' 
[n8l é o t.empo de mudança com [yJ denot.ando 
.. part.e int.gira dg y .. e .. [ 0,1 J szendo nosso p.arâmat.ro 
desconhecido. 
Est.e t.rabalho t.rat.a do problema de est.imar e quando a 
mudança ocorrida est.á relacionada com o primeiro moment.o da 
dist.ribuic;ão, ist.o é, ocorre mudança na média da diStribuição. 
Foram considerados os casos em que t.emos variáveis 
a.J.gat.órias independent.es e foi f"eit.a • a aplicação do est.imador 
quando t.emos um processo de ramificação. 
iii 
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CAPITULO 1. 
• 
INTRODUCXO. 
É um f'at.o comum ocorrerem alt.erações durant.e a obse:r-vaç;i.o d~ 
um processo aleat.6rio que podem causar mudanc:a na dist.ribuição das 
var-i&veis que est.ão sendo observadas. Est.as alterações podem ser 
causadas por :fat.ores desconhecidos, Mo observáveis, de f'orma a 
nAo podermos det.ect.azo em que moment.o a mudança ocorreu 
explici t.ament.e. 
Quando o pont-o da mudança é conhacido, podemos considezoa.J" 
este problema como uma simples comparação en-ire t.rat.ament.os, mas 
quando est.e é desconhecido, o problema t.orna-se um pouco mais 
complexo. 
Um exemplo prá't.ico de aplicação dest.e problema f"oi ciLada em 
Cobb 
de 
(1978). Foi 
1871 a 
r-egist.rado o volume anual d& descarga 
1970 e há evidê-ncias met.eo:r-o16~icas que 
do Rio Nilo 
OCOI"I'eU uma 
mudança no ano 1898. Assume-se que est.as variáveis s5.o independent.es 
com comum variância .. normalment.e dist.ribufdas em t.oda a 
série. 
Dada a import.ância, em algumas áreas t.ais como biomédica, 
agronômica 
dist.:r-ibuição 
ou indust.rial, do conheciment.o dos t..empos de mudança de 
em det.erminado processo, algww aut.ores como 
1 
Hinkley <1970), Ca.r-Jst.ein <1988) .. Pe:rez-Ab:reu (1989), vêm 
• 
est.udando pa..ra ce:rt.as sit.uações par-t.icular-es mét.odos de est.imaçi.o 
dest..e par~met.ro, que é o t.empo de mudança de dist.:ribuição. 
Vejamos agora, quando o t.empo de mudança ~ desconhecido, a 
f'ormulação do p:l"obloma. 
ForJDUlação do problema : 
Consideremos X , X , ..... , X 
i 2 n 
urna sequQncia de var-iáveis 
aleat.6rias na em que são observadas, sendo que 
X , ..... ,X ...., 
i [nCI'l t.êm uma dist.ribuiçã:o F e X - ~ , •.•.. , !no;::< lU. X n t.êm 
dist.:ribuiç:Ao G,onde F " G 
' 
[n91 6 o t..empo de mudança 
< [yl denot.ando a part.e int.eira de y ) e 9 E [ O,t l sendo 
nosso parâmet.ro desconhecido. 
Nosso ob jet.i v o, nest.e t.rabalho, é t.rat.ar- dest.e pr-oblema quando 
a mudança oco:r-:roida est.á relacionada eom o primei:ro moment.o da 
dist.ribuicão, is1.o é, ocorre mudança na média ela dist.ribuição. 
Ainda, nest.a int.:r odução, revisamos est.udos f'eit.os por alf::uns 
aut.ores nos qwds se baseou nossa pràpos~a. 
No segundo capi t.ulo apresent.amos uma pr-o p ost.a de est.imação 
para o t.empo de mudança de média em uma sequência de variáveis 
aleat.órias indapandent.es, JDOst.roando algumas p.r-opriedades do 
est.imador. Além disso, aplicaremos o es~imado r propost.o para o 
exemplo do Rio Nilo, cit.ado ant.eriorment.e. Est.udos de simulação para 
veri:fiaarmo& o comport.ament.o do est.imador são apresent.ados, 
2 
fechando est.e capit..ulo. 
No t.erceiro capi t.ulo 
• 
est.udaremos o pr-oblema no caso de 
cadeias de Mar-kov. Em par-t.icular, est.udamos o problema par-a o caso 
de um t.ipo especial de cadeia de Marokov, o processo de 
ramif"icação, usando o est.imador propost.o no capit.ulo 2. 
Revisão BibliográCica. 
Hinkley <1970) considera uma sequência de var-iáveis aleat.órias 
independent-es e cont.ínuas x" 
' ' 
x" com f'unção densidade de 
' " 
probabilidade f'(X,/-1 ) para x" ( i 
-
1, 
' 
[n8J ) e f'(X,IJ. ) 
o 
' ' 
para X~ 
' 
( i • [n$1+1, 
' n >, e e r 0,1 ], onde 
• E < x~"~ > l-lo 1. ' i - 1 , ..... , [n8J, 
' 
i = [n81+1 , 
' n 
e e e r 0,1 1, 
ou seja, a mudança de dist.ribuição ocorre apenas no primeiro 
moment.o. 
Hinkley pr-op5e est.irnar- o paroãmet.ro 6 usando o mét.odo de 
máxima ver-ossimilhança. O logar-it.rno da f'unç~o de ver-ossimilhança 
para est.a sit.uaç&o é 
) -L < 
" 
" X 1J.I. 11-l ,À 
o ' ~ 
[ n/\l 
E lo&: 
i.=s 
n f' ( x.,,.,) + 
' o 
3 
" 
" loc; f' ( X. ,1-J ) 
' ' i.:[nÀl+S 
E 
O 'uo,t.imadoJ'> do máxima vo:rosu;;zimilh.ança par-a 9,. denot.ado pol' 
é o valor de >... 
é, 
• 
que maximiza a f'unção L ( 
L ( 
n 
E [0,11 
n 
n 
X ,J.I O '/-lt. ,À. ) 
-
), ist.o 
Dado que a expressão para est.e est.imadol" não é expH ci t.a, as 
propriedades do est.imador são est.udadas at.ravés da dist.r-ibuiç Ao 
assint.ót.ica e de variáveis associadas 
deflnidos convenient.ement.e. Assumindo 
lnBl e 
define 
n-[n9l suf"icient.ement.e gr-andes, 
Un•logf"( j -logf"( 
n 
X _,p ). 
J ' 
a passeios 
conhecidos e 
Ent.Ao a :f'unç.§o log verossimilhanca pÔde ser escrit.a como 
) . 
[ nÀ.l 
E u" 
j:;: 1 J 
+ I:log f'< 
j•1 
x~,p >. 
J ' 
Assim sendo, o p:roblema de se maximizar L< 
rest.ringe-se em maximizar a função 
v" • lnÀl 
[ nÀ.l 
E u" 
j = t J 
, >... e [0,11. 
Para maximizar est.a :função, o aut.or 
4 
n 
ut.iliza o 
) 
Cat.o que 
v~nÀJ- v~n8J defino dois passoios aloat.6l"ios: ind.epondont.os: 
• 
W• { o , - ( [nÀ.] • 0,1, ..... ,[n6]-1 ) ) 
{ o ' ( [Ml • 0,1, ..... , n-[n81-2 ) >, 
onde W represent.a a log verossimilhança para int.eil"os menol"es 
que [n81 e W' para os int.eil"os maiores que [n81, l"elat.ivas a log 
verossimilhança do pr6prio [n6]. 
~ 
Pai"a det.el"minar X , deve-se encont.l"ai" À t.al que maximize os 
n 
dois passeios aleat.ó:r-ios. 
A part.ir dist.o~ o aut.or chega à dist.ribuicão assint.6t.ica de 
~ 
[nÀ J - [né)J para a verificação das propriedades assint.6t.icasde 
n 
~ 
À. 
n 
~ 
Uma propriedade verif"icada de Xn é. a não consist.ência, ist.o é, 
o est.imado:r- não converge em pr-obabilidade par-a o valo!" real do 
parâmet.ro, já que quando n t.ende para inf'init.o, t.odos os 
~ 
moment.os assint.6t.icos exist.ent.es de, [nÃ 1 - Cn81 
n 
t.êm limit.es não 
nulos. 
Resultados são derivados par-a o caso pal"t.icu.J.ar. da dist.l"ibuição 
nor-mal. No t.rabalho oi t.ado, o aut.or deixou claro que est.es 
result.ados são aplicáveis a dist.ribuiç8.es n&o normais, inclusive 
podendo ser- generalizados para incluir dist.ribuicões discretas. 
5 
Es~a generalização é apresen~ada em Hinkley & Hinkley (1970) 
• que aplica est.es resultados para uma sequência de variáveis com 
dist.ribuição Bernoulli. 
Espeoif'icament..e, são consideradas sequências xn , ..... , xn onde 
' n 
xn 'sz são variáveis aleat..6:rias independont.&s: com dist.:ribuiç.iào dG 
' 
probabilidade 
{ ' 
e P < X~ • O > • 1-P < X~ • 
' ' 
desconhecido. Como no caso da 
i • 1, .... ,[neJ 
i • [n$1+1, ,n 
1 ) com 1-1 
o 
e conhecidos e 
normal, vemos que aquilo que est.á 
sendo considerado é apenas uma mudança na média da dist.ribuição. 
Nest.e t.rabalho, alguns pont.os negat.ivos sobre o est..imador 
A 
À são dest.acados, 
n 
como por exemplo, sua inef'iciência como uma 
est.at..í st.ica para t.est.e, reflexo dest.a não ser suílcient.e, o 
que é uma caract.erí st.ica írequent.e em problemas de pont.os de 
Também :r-Cisult.ados indicam 
que, para pequenas mudanças no parâmet.ro binomial, exist.e um 
apreciável vicio para À • 
n 
Carlst..ein (1998) t..rat..a o p:roblema de pont..o de mudança de 
dist.ribuicão ut.ilizando f"uncões de dist.ribuicões empí ricas que não 
requerem qualquer conheciment.o sobre as dist.ribuicões das variáveis 
aleat.órias da sequência ant.es ou depois de ocorrer a mudança de 
6 
dist.ribuição, ist.o é, um est.udo não paramét.rico . 
Para n X ' 
• 
n 
,x 
n 
independent.es, t.em-se que 
• uma amost.ra de variáveis aleat.6:rias 
Xn Xn são i.i.d. com função de dist.ribuição F 
:1. 1 ' Cnéh 
e 
n X "' , ..... lnvJ+:l 
xn 
• n 
. 
são i.l.d. com :função de dist.ribuicão G. 
A única suposição e-m Carlst.ein (1989) é que o conjunt.o 
sat..is:faça 
A=<xeiR: 
f dF(x) > O 
A 
I F(x) - G(x) I > O ) 
ou dG<x> > O. 
Sendo assim, pode-se considerar F e G cont..! nuas, disc:ret.as ou 
mist.as::. 
Carlst.ein assume, hipot.et.icament..e, que o parâmet.ro 9 pe:rt.ença 
a um conjunt.o T • < i/n : 1 ~ i S: n-1 ). A part.ir disso, a f'unção 
n 
dist.ribuição empírica pré-).. da sàquência de variáveis aleat.6rias 
i.i.d. , denot.ada por À hn é dada por 
tnÀl 
I: f< 
i.=:l 
e, a pós-À., denot.ada por dada por 
7 
h" ( X ) • À 
n 
E 
i= ( nÀl+~ 
onde t< . } é a :função indicadora. 
x ) ;' < n - lnÃI >, 
Tem-se que .. h"<x> t.l •--À es rnarn, uw maneira não 
viciada, as dist.ribuicões mist.as 
e 
Àh<x> • 1< À~B > F<x> + 1< )..)8 > < BF<x> + < X.-8 >G<x> ) /À 
~ <x> = H À$El > < < El-À ) F<x> + < 1-El ) G<x> > ;' < 1-À ) + 
+ t< X.>B ) G<x>. 
respect.ivament.e, ist.o é, 
n E < À h <x> ) • À h<x> e E ( ..;:<x> ) • ~ (x). 
Uma dist.ãn.cia &nt.1'e est.as dis:t.r-tbuições mist.as desconhecidas:, 
À h(x) e ~ (x), pode ser medida at..ravés das quant.id.ac:k.s: 
• t< À:::e > [ ( t->..-9+).. ) F<X~ } - ( 1-El ) o o(' >] + ( 1-À ) 
' 
( 1-À ) 
' 
+HÀ>El> [ ~ F<Xn ) + ( À-El-À ) G<Xn >] -À ' À ' 
1{)..:S8} ( 1-El ) ( FCX~ ) - G<X~ ) ) + = ( 1-x > 
' ' 
+ HÀ>El>~< F<X~ ) - G<X~ } > 
' ' 
8 
• 
[ H ÀS e >' t•e '•t< À>e >f ]c FCX~ > - G<X~ ) } • Í-À ( ) À 
' 
[H ÀS e >' 1-e ~+H À>e >f ] 6e. • 1 s i s • 1-À n. ( À n< 
Combinando est.as n diferenças at.ravés de uma função norma 
homogê-nea 
( i.e., s ( 
n 
cy:l, • 
S : IR:n ---+ !R 
n 
cy > 
n -
cS C 
n 
c~O e y. ~O < VD >. Car-lst.ein def"ine 
' 
onde 
t:J. o .. > • À :l/2 < t->.. ,uz s < 
n n 
• pO .. > S < 
n 
e e 6 , ..... ,6 ), 
n:l nn 
À À 6 , ..... ,ó 
1"1!1 nn 
pO..) - 1< )..58 ) ( 1-8 ) À :l/Z / ( 1-À ) 1 / 2 + 
+ t< x.>e > s < 1-x ,•/Z / x. :l/z. 
) 
Pode-se not.ar que 
"' (À) atinge seu máximo n 
maximizada. Est.e máximo é único e ocorre om 
), sampre que 
quando 
À • 8. Baseado 
neste fat.o, Carlst.ein propõe como wn est.imador razoável para 
e o valor À "'" [ o ,1 ] que maximi:za o est.imador- não viciado de 
.lJ. < À >, que é a :f'"uncão amost.ral dada por 
n 
9 
D < 
" 
) - ÀS/2 ( 1-1-- >!/2 s ( 
" " 
) d , ..... ,d 
" " 
n:l nn 
onde 
d" = I hnCX0 ) - h" <X" ) I 1 :s i :s n, 
"' 
À ' 
" 
' 
correspondent.e a [J. ( 
" 
). 
" A A 
Denot.SI!do-se por 
" 
est.e est.imador, t.em-s:e À e [ 0,1 J t.al 
" " 
que 
A 
D ( 
" 
) ~ 
"""'>,_ E I D ( " ). 
" " 
o.• l 
" 
Carlst.ein exic;e ainda que cert.as propriedades como 
(i) CSimet.ria) S é simét.rica em seus n argument.os, 
" 
(fi) <Homogeneidade) S (cy ) • c S <y ) sempre que c?:O e y :2- O , 
n n n n n n 
Ciii) <Desigualdade t.riangular> S Cyu.,+ y' 2 >) :s; S (y('u> + s < ou) 
n n n n n n Yn 
sempre que 
<iv) (ldent.idade) S (1 ) • t, 
" " 
e 
<v> <Monot.onicidade) S <y < u) 
" " 
2: o ' 
" 
sempre Ct)> que Yn - (2}>0 y - • 
" " 
<vi> <Média dominância) S < y > 2: 
" " 
/ n Sempre que Yn 2::_ Qn 1 
devem ser impostas a norma S . 
" 
ser média dondnant..e. 
Neste caso, a função s é d1t.a 
" 
O aut..or most.ra que, assumindo que s seja média-dominant.e, 
" A 
" é invariant.e sob t.ranrormacões est.rit.ament.e monótonas dos dados, 
" 
desde que não exist..a coincid~ncia ent.re as observações. 
10 
Alr;uns: exemplos de normas média-dominant.es silo dados, como 
• 
n 
s<u < 
n 
) - E n / y y. n n • ~ i.=t [ • r· n n s (2) < n ) E :r, y -n n ~ i.=t 
s (fi) < y n ) -
n 
sup 
:S :Sn Y .• n • i • ~ 
Além de fazer aplicações, como por e"'emplo, nos dados do Nilo 
< Cobb <1978)), é feit.o t.ambém um est.udo de simulação, ut.ilizando 
duas dist.ribuições F e G, ambas simét.ricas com médias e var-iâncias 
similares, t.ornando-se dit'1 cU obt.er um est.imador que det.ect.e a 
mudança de dist.ribuição. o est.imador demonst.rou um bom 
comport.ament.o nos casos est.udados e o aut.or provou a sua 
consist.ência. 
Out.ro artigo nest..e t.ópico é o de Per-ez-Abreu <1989), que 
considera urna sequência de variáveis aleat.6rias discret.as 
independentes assumindo valores int.eiros não negat.ivos e propÕe o 
uso da f"unção ge:rat.riz de probabilidades empírica, ao invés da 
dist.ribt.dção empírica, para det.ect.ar a mudança ocorrida na 
dist.ribuição num det.erminado pont.o . 
Para x" 
• ' ' 
x" ,,e, independent.es 
discret.a nos números não negat.ivos comum F e 
com 
x" 
tn8lH 
dist.ribuição 
' 
x" 
n 
independentes com dist.ribuicão comum G 
' 
t.ambém discret.as nos 
int.eiros não negat.ivos, com F ;I! G, onde Se <O,t>, Perez-Ab:r-eu 
11 
def"ine a :funcão gerat.riz de probabilidades empi:rica pré e p6s 
• 
respect.i v ament.e por 
e 
e 
Tem-se que 
x" 
t. ' 
X" 1 n i 
=-n-'_'--.::!nÃ"'l E t. 
i=rnÀl+f. 
t. E ( 0,1 ] 
t. E ( 0,1 ] . 
um est.imadoJ"" não viciado para a :função 
é um est.imador não viciado para a função 
t/1-,.._ (t.) • <t-À)-1 [ ( 8-"A. )lj>F(t.) + ( 1-8 >,P
0
<t.> ] 1{ )..;56 > 
... "' <t.> t< ).>8 >, G 
ist.o é, 
E < 
onde 
<t.> ) • À .p <t.> 
t/1 <t.> • f t. x dF<x> 
F 
e 
e 
são as f'uncões cer-at.:rizes de 
dist.ribuicões F e G, respect.ivament.e. 
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A 
E < .p" À (t.) ) • h 41 <t.>, 
tP <t.> • J' t. x dG<x> 
o 
probabilidades, ret:er-ent.es às 
Para 0:$)..$1, t.em-se que · 
é wna f'uncão que at.inge seu valr:Jr 'máximo único quando /... • e. 
Considerando est.e f'at.o, Pe:t-dzLAbreu propõe como e.st.bnador de 9 
o valor de À t.al que inaximize wna dist.ância ent.re os 
esrt.imado:res Mo viciados de' ·, À tP ~ • q,À.. 
A dist.ância considerada ent!re e é definida pela 
:função. 
O fat.or À{ 1-À ) é int.rbduzido para compensar o :fat.o de que 
An 
quando À é pequeno À 4> não i! hm bom est.imador de À 4> assim como 
An 
quando À é grande f/>À não' "ê uni 'bom est.imador para 4>x: Além disso, 
2 
se int.roduz o fat.o~ t. para dinúnlÜi" o peso das observações X 0 1111 o. 
' 
A 
Subst.H .. uindo-se À f/>n(t.) e 
A ~~<-t.>, a dist.ãncla dada t.o:rna-se 
d (À) c À( 1-À ) { 1 
n (n)..)2 
nÀ nÀ 1 E ·t ... 
i.=:t j=:t X~+ x':'+a 
' J 
2 nÀ n 1 E E ... 
n
2 À( 1-À ) i.=:t j=nÀ+:l x"+ x':'+a 
' J 
1 n n 1 l ... 2 E E n2( 1-À } j=nÀ+:l j=nÀ+:l X~+ x':'•a ' J 
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Assim, o es~imador propos~o para e ' 
• 
A 
A 
>... E ( 0,1 l t.al que 
" 
(Ã > • max d (Ã). 
n >... E [ o,s J n 
O au~or mo&~ra que 
n 
em probabilidade 
e com razão de convegência exponencial. 
o 
É f"eit.o t.ambém um est.udo de simulacão Mont.e Carlo para comparar 
o es~imador propost.o por Perez-Abreu com o propos~o em Carlst.ein 
(1999), ut.ilizando distribuições como Binomial, Geomét.rica, Poisson 
e Binomial Negat.iva com médias ou similaz-es, bem 
como com variâncias dif"erent.es ou similares para dif"erent.es 
t.amanhos de amost.ra e t.empos de mudanças 8. 
Como conclusões, chega-se que quando o parãmet.ro de mudança s:e 
aproxima dos ext.remos do int.ervalo [0,11, o ~ est.imador proposto 
por Pere.z-Abreu se comport.a melhor que o propost.o por Carlst.ein e 
o cont.rário ocorre quando est.e se aproxil'f.'8 de 0.5. 
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CAPITULO 2. 
• 
ESTIMAÇÃO DO PONTO DE MUDANÇA DE MÉDIA EM UMA SEQUÊ:NCIA DE 
VARIÁVEIS ALEATÓRIAS INDEPENDENTES. 
2.1. Introdução. 
Como vimos no capí t.ulo ant..e:rior, os est.imadores propost.os por 
Carlst.ein <1988) e Perez-Abreu <1989> par-a o t.empo de mudança de 
dist.ribuição em sequências da variáveis aleat.órias independent.es, 
são consist.ent.es e a convergência ocorre em :raz.lo exponencial, 
enquant.o que o est.i m ador de máxima verossimilhança est.udado por 
Hinkley <1970) é vist.o ser Mo consist.ent.e. 
Nosso 
t.empo de 
considerados 
at.ravés de 
conheciment.o 
é propor est.imadores para o 
dist.ribuição como nos 
objet.ivo nest.e capí t.ulo 
mudança na média da 
em Hinkley <1970) e em Hinkley & Hinkley C1970>, 
casos 
porém 
um 
das 
mét.odo não 
dist.ribuições 
paramét.rico, ist.o é, 
envolvidas. Est.udaremos 
sem o 
prop:riedades e compararemos est.es est.imadores com o 
verossimilhança est.udado por Hinkley. 
de máxima 
Considerando que os estudos 
Hinkley & Hinkley (1970> se 
distribuições normal e binomial, 
desenvolvidos 
rest.rinciram 
a t.it.ulo de 
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em Hinkley (1970) e 
aos c asos das 
comparação ent.re os 
est.im.;t.dores &;Ó &;erão considerõôldosa ol5õlt.as~ duas~ &;jt.u.açÕe&. Alóm dis&:o, 
• aplicamos nosso est.ímador usando out.ras dist.ribuições onde ocorro 
mudança de média, que Foram consideradas em Perez-Abreu (1989). 
2.2. Est.itnação não paramét.rica do pont.o de mudança da média da 
dist..r-ibuicão. 
Se(;uindo as p:ropost.as de Carlst..eín <1988) e Perez-Abreu <1989), 
vamos consid9rar, para cada possível t.g.mpo na 
sequência de variáveis aleat.órías, est.at.íst.icas que est.imem de 
maneira apropriada a caract.eríst..ica que desejamos det.ect.ar a 
mudança ocorrida. No caso aqui est.udado1 est.a caract.eríst.ica é a 
média. o problema de est.imação do t.empo'" de mudança de 
dist.ribuiçâo [n$] pode ser est.udado at.ravés da comparação dos 
est.imadoras da&!: médias est.imados nos t.erppos ant.9rior e post.arior a 
cada possível t.empo de mudança dest.e parâmet.ro. 
Assim sendo, consideremos wna sequência de variáveis 
aleat.órias independent-es xn 
•• 
. n 
······, ,X , n na ordem em que foram 
observadas e e e <0~1) nxo t.al que : 
" 
X~, ,X~ rB1 são i.i.d. com f'unção dist.ribuicão F 
,Xn são i.i.d. com f'unclio dist.ribuicão G, 
n 
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onde 
E< X~>={ lo'o ' I'. ' i • 1, ..... ,rnel i • In&1+1, ..... ,n 
com 
1-l ;rt 1-l • 
o • 
Vamos assumir t.ambém sempre que F e G t.êm segundos moment.os 
flnit.os. 
De.Cinição 2.2.1. Sejam X" 
•' 
x" 
' n 
variáveis aleat.órias 
sat.isf"azendo as condições acima e À E <0,1>. A média amost.ral pré-À 
é a est.at.ist.ica dada po~ 
x" À 
1 
= [nÃ] 
t nÀl 
I:X~ 
i.=. 
e a média amost.ral pós-X, a est.at.íst.ica dada por 
Proposição 2.2.1. 
x" = À 
Sejam 
1 
n-InÃ1 
x" 
•' 
n LS 
i.=tnÀl+1 
sat.isf"azando as condiogas acima a a f"Unoão 
e 
Ent..5.o <Ç é um est.imador n.i.o viciado par-a a f"unçi.o 
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À E (0,1) 
. { I' -o H 1..:Sél } 
Prova Dado que a c informação que t.emos sobre a dist.ribuição 
das variáveis aleat.órias da sequência é em f'unção do parâmet.ro 
8, devemos considerar dois casos: 
Caso 1: À < 8 
E< Xn)•E À 
1 \ x" [ " ] n-(JlXJ L i. 
i.=[nÀl+.t. 
1 
• n-[nÃ.] 
1 
• n-[nÃ.] 
(nÀJ [.:] L EC 
i.=1 
• E 
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) . 
[nÃ] I' 
o 
Temos ent.ão que, no caso À :S 8, 
E ( <Ç> m ~'o - n _ 1[n)..J [ 1 ln8J-[n)..J ) ~'o + ( n-ln81 ) "•]. 
Caso 2: )_}9 
l nÀl L X~ ) - 1 [n)..] E 
= t.1J [ lnBJ !J 0 + ( ln)..J-lnBJ ) !J •l 
E < n ) L X~ -
i. ::::[nÀJ+:l 
1 
n-ln)..J 
= n-t))..l ( n-[nÃ.l ) /Js = 
-,., . 
• 
Segue que, para À > 9, 
n 
n-ln)..J LE <X~> 1 
i=lnÀJ+S 
-
E<<Ç>• 1 [ lnBJ ~'o + ( lnÃl-lnBJ ) "• ] - ~-'.-[n)..] 
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) = 
Combinando caso <1) com caso (2)• t.emos 
t< À'58 ) 
+ • { I~J [ ln$l~J0 + ( lnÀJ-In$l )~", ]-1', } H >-><1 } • 
= • 
Agora~ dado que est.amos considerando a sequência f"ini t.a 
X , ~ X para a est.imac.ão do t.empo dê mudança o~ quo na 
< n 
ver-dado est.amo& p.r-opondo um est.imador- para [nGl, podemos 
rest.ringi:r-, para cada n, os valores de À ao conjuht.o 
T n • { i/n ; i• 1, ..... , n-1 } 
Sob est.a :r-est.r-ição, f À é dada po:r-
I' -o 
( 8-À } 
< t-X > ~'o 
( 
+ 
>--e > 
À 
( 1-9 
< 1-X ~ ~", } t < >-se > + 
}t<>->e>• 
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. { ( 1->-.-B+X. ) ( 1-9 ) }HÃSG>+ ( 1-Ã 5 1.1 - ( 1-À ) 1', o 
• 
+ { 
e + ( Ã-9-). ) 
}H >..<8 > -= X: ~'o À ~.~. 
( 1-9 ) 
( 1-Ã ) 
1-9 ) 
1-X > 
Observando os gl"áf'icos 2.2.1 
not.ar que, quando > ( 
1<Ã>9>} 
e 2.2.2 abaixo, podemos 
Gráfico 2.2.1 ), a Cuncão é 
crescent.e no int..e:rvalo (0,9] e decrescent..e no int.er-valo <8,1>, 
at.inc;indo seu valor- máximo em X=8. Ao cont..rário, quando 
(Gráf'ico 2.2.2 ) , a C unção e .. dec:r-escent.e no int.er-valo 
(0,8] e crescente no intervalo atingindo seu valor 
mínimo em >..•e. 
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Vamos in-t.roduzir como not.acão, 
E ( Xn ) ÀJ.J & ).. e 
ist.o é, 
Gráf"ico 2.2.2. " ( " ,...0 ,..._ 
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0.9. 
J.Jx • E < JÇ >, 
Considerando o f"at.o de que cÇ_ est.ima de maneira não viciada a 
f"unciío 1'").. , é razoável supormos que um pont.o que maximize a t"unção 
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amost.ral I <Ç I est.eja bem pr6ximo do pont.o que maxinúza 
1st. o é 1 est.e pont.o de máximo pode ser considerado um est.imador- para 
• 
o pont.o que maximiza f'~: Rest.rincindo-nos a T ' n podemos: considerar-
como um possível est.imador de e o valor À e T 
n n 
que maximize 
a dist.~ncia arnost.:ral c:orr-espondent.e dada po:r-
. 
Vamos int.r-oduzir, t.ambém, a seguint.e not.acão 
Um est.udo mais det.alhado acerca dest.e est.imador passa a 
ser nlo t.:r-ivial, dado que o mesmo não possui uma :forma expli cit.a. 
Como assumimos que as dist.:ribuicões t.êm segundo moment.o 
f'init.o, podemos est.udar a variância de para cada À. Est.a é 
dada por 
Va.r < cÇ_ > • Varo < > • Var < > + Var < x;: >, 
já que X. 
' 
e são independent-es par-a i ~ j. Nenhuma X. 
J 
suposição sobre est.as variâncias serem iguais est.á sendo 
considerada, por-t.ant.o elas podem ser dist.int.as. O f'at.o é que est.amos 
int.er-essados somente na média. Vamos denot.al" pol" u• 
o 
a Val"iância 
das variáveis aleat.órias ant.es de ocorrer a mudança e por u• 
' 
' 
depois da mudanca. Como no caso da espel"anca, devemos considel"al" 
duas sit.uações : 
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Caso 1: X < e. 
Var < À x" > = E [ ( À x" >" ] - ~2 ( À x" ) = 
• E [I 1 '2"'1 (2Àl ] - [ 1 'f ] . n)..Jz. X~ x" E' x" j= t j [n),.) . i 1.= t \.:1 
1 {:r:~P,( x~x':' ) + ~~ÀJE ( x" >·-[:r.~ <X~) r}--I nx ]2 ' J ' ' , .. 
1 {r' r, '2À~ 
-[ l~ r J. = t nÀ ]2 E <X~> E <X~) + <X~)z <X~) . . ' J ' ' \.= 1 J = 1 \.:1 \.=1 
i ;11! j 
1 { ( IW..J'- I.V..l }'o' + I.V..l < • + . ) - (JlÀ]2 • } . - t nx ]2 "' ~'o ~'o o 
• O' 
o 
• [.V..J 
Var < i;: ) • E [ < i;: >2 ] - E2 < i;: > • 
• E [ < 
1 n n ] [ 1 Í x" ] • ~ n ~ n - E' n-[AA] >' X. X. n [AAJ. M i. i= nÀJTt"j= hÀ.l-ttJ \.= l+ t 
1 { [ ['f ) [·r n )] • (n-[nÃ.))z x" + t x" j= nÀJ+~7 + fe x" i.:rnÀJ+ili . i j =rn J+il j ""'['"' l+il 
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i.=fnhH 1'" i.=fn9J+1" 
- E• [ '~e, x" + ~ x" ] } • 
• 1 { E [ '?e' x" '?~' x" ) + 2 E [ '?e' x" ~ x") cn-tnxn• ' ; ' ; i.= nÀJ-i-1 j= nÀJ+t i.: nÀl+1 j= r.GJ+t 
• 
+ 
1 • 
<n-lllÀD 
(n9l 
+ 
2 i.=~nÀl+t 
+ ~ E 
i.=fn8J+1 
- .,. [ '?e' ? X~ • X~ i.=nÀJ+1L i.=n8J+:l'l. 
<X"> j 
,~e, 
+ E 
i.= nÀH:l 
n n 
+ \ \ E<X">E 
i.:fnBJ+.t j=fn9J+:l i. 
i. ;;r! j 
+~ x"]· 
i.=fnBl+ :l" 
= <n-I:.XD• { ( < !nel-lllÀl >2 - < !nel-lllÀl >) IJ~' 
+ < In91-lnXl >< o~+1-1~ > + 2 < [n81-lnXl ~)( n-[n9J >t-~01-l1 
+ [< n-IneJ >2 - < n-ln9l >]1-1•, + <n-ln81 >< o 2+"2 ) . ~. 
- ( In9l-In>..l >2~A20 - 2 ( [n9]-[n)..] )( n-In91 )f-1. l-l-o • 
] -
<X"> j 
1 { ( lneJ-!nÃl ) 0': + < n-!neJ > O'~ } • < n-[nÃ] >2 
Caso 2 >..>B 
Var < > = E [ < 
[ 
tr.Àl 
• E 1;-;nÀ,01~1;<z i.~.i X~ 
1 
·~"' l x" 
j= .t j 
• 
[ ..... Àl l x" 
i.=.t ... 
,~e, 't' ] l xn + x" 
j=s j j= I li":& j J 
,~e, 't' ] l X~ X~ 
i.=.t "j= B1.._.tJ 
+ E 't' ] [ '1?-e' 't' ]' } xr: - l E <X~> + E <X~) • 
j=I l.f..t J i.~:t I. i.=I l+.t. I. 
= 
+ 2 [n6] ( [n)..]-(n61] )f.IOI-l.t + ( ( [nÃ]-[n6] )2 - ([n)J-[n9]) ) 
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z 2 z z 
+ ( [nÃ)-[nEll )(o +1-1 ) - [nEll 1J • - 2 [nEll ( [nÃ)-[nGJ >1-1 1-1 
1 :1. o o :l 
- ( [nÃJ-[nGJ ) 2 2 } . 1-1, 
1 
Jz { rnel 
2 + ( [nÃI - [nEll ) 2 l • o o [ nÀ o 
Var ( i;:>•E[< i~ )z ] - Ez < -" x .. 
• E <n-COXJ5~ ~ xi. [ 1 " " \,=[hJ+:l ~ x" j=t~l+:l J 
-
1 
"'<'=n=-"'rnÃ::VI"> 2 
1 { [ <n-[nÃ))2 (n-[nÃ)) 
2 2} 
- (n-[nÃJ> 1-1, = 
<n-[nX.]) 
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• 
) = 
<X"> E 
' 
+ ~ E 
i=f'nÀl+:l 
2 • + <n-[nÃ]){ o +~ ) 
. ' 
Pol't.ant.o, combinando as duas si t.uações acima, t.emos que 
• 
f O'~ 1 ( 
> • l[nÃl + <n-[nÃl)2 + <n-[n9l>a
2 
' 
) } to.se> 
{ • r + [nÃJz l rneJ a" + o ([nÃJ-[neDa; ] 
O'~ 
+ '<~n--=-r nÃ=-c,l"'> } 10.>e}. 
Como podemos obsel'var, a vartancia de d~ t.ende par-a infini t.o 
quando À t.end.e ao valol' zero ou um. Po:r-t.ant.o, t.emos um e:f"eit.o 
de cauda. Seria J'azoável consideJ'armos uma correção para cont.er 
est.a val'iância nos extremos. 
Uma possível correção pode ser feiLa :fazendo 
• 
.ç 
Nest.e caso, vejamos o que acont.ece com a :f"unção 
• 
que será est.imada de maneira não viciada pela 
• 
.ç. 
:f"uncão amost.ral 
Observando os gráficos 2.2.3 e 2. 2 .4 abaiMo,podemos not.aro 
que ocorre uma linear-ização por parot.es na Cunção t.rarwf"ormada . 
Por out.ro lado, a variância de 
• 
d" 
À é dada por 
• 
Var ( ~ n [ ]• n > • Va%' < H1-Ã>d}.: > ~ H1-Ã) V= < '\ >. 
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Ent.ão, t.emos que, quando À assume os valores 
• 
zero ou umt a 
variância de ~ é igual a ~ro. 
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Legenda . . 
Relevando est.es f'at.or-es, 
f'unção amost.ral dada por 
------. 
,_, _______ , 
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passemos, ent.ão, a considerar- a 
Z9 
• D~ • I • HH.) I ~ 1-
Port.ant.o, passamos a considerar como est.imador de e, 
que 
• 
o" A 
À 
n 
-
max 
À e T 
n 
Vamos considerar t.ambém a - . funçao li./\. como sendo 
Proposição 2.2.2. 
À e l0,1l. 
• 
d"' é est.ímador consist.ent..e de À 
Pr-o v .a Como já vimos ant.eriorment.e, t:tst.imador não 
par-a 
viciado 
par-a • r À para cada valor fixo À E (0,0. S9gue, por Tchebychev 
e pela expressão da variân.cia de que 
( • () • I ~ • ~ ( • > & ) E - r y,.,. ( ) p I ~- r• I :S À = = ). 2 2 
& & 
1 { Q ( À,e , } o. 
---
--~ 
2 
n& n -+ co 
• • n Port.ant.o, d" onde Q0..,8) z n Va:r-<'\ ). converge am À 
probabilidade a • r À par-a À e m,tl. • 
30 
2.3. Consistência do estimador de e . 
• 
Como nosso est.imador À Mo 
n 
pode ser escrit.o de !"orma 
explicit.a, f'ica difícil verif'ical' suas propriedades. 
Uma propriedade import.ant.e dest.e est.imador é a sua 
oons:ist.ênoia. Para varif"ioarmollil ut.ilizado argumant.os 
análOf:OS aos que Carls:t.ein e Perez-Abreu. Os r.esult.ados que 
deverão ser utilizados são apresent.ados a seguir na :forma de lemas e 
da seguint.e versão do Teorema de Cramér : 
Teorema de Cramér : Seja y' y 
' 2 ' ' 
variáveis: aleat.órias 
i.i.d. com distribuição H e E <Y.> = v. 
' 
Suponhamos que a Cuncão 
,;erat.riz de moment..os 
MCB> • f ex e dH(x) 
é :finit.a para t.odo e. Ent.ão <V & > O>, 3 J<c> > O t.al que 
lim 
n 
---+ "' 
-· n log p [ I 1-+- " I > & J • - j(&). 
Re:f erência Varadhan (1984>. 
As hip6t.eses do Teorema de Cramér são sat.is:feit..as para as 
dist.ribuicões usuais como, por exemplo, normal, binomial, 
exponencial, et.c. < Veja, por exemplo, Bahadur (1971> >. 
Para os próximos lemas, vamos asswnir que as sequências de 
31 
variáveis consideradas sat.isf"açam as condições do T&orema de Cramér . 
• 
Lema 2.3.1 Seja y<n> 
' 
y<n> i.i.d. com média 1-' .. :r-,s,1,m . ' 
" 
element.os de T ; T u { 0,1 } que sat.isf"azem m os s { r os 
" " 
Ent.ão ( v 
"' 
> o >, 3 j(c) posit.ivo t.al que 
[ 1 rn <r--s > p L: y~n> sup <1-m>. ' Cl-m> m,t E T n 
" 
1. =son+~ 
m,; • 
t 2: 
' 
Prova Temos que 
1 rn (r--s) (r-s) L y' n> 1-' • <1-m>. ' <1-m> <1-m> n 
1.=1õin+1 
Como <r-s) 
Ent.ão 
sup 
-m,t E T 
m~ a 
L 2: r 
n 
os <1-m>, ser:ue que 
1 rn (r-s) L y~n> 0-m>. ' (1-m> n \.=an+1 
1 rn (r-s) 
\ y<n)_ ---
n 0-m> L i. <1-m) 
i. =an+:l 
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1-' 
> & ) os 
-n JC&> 
1-' e 
1 rn 
n 
\ yCn> 
<r-s>.L i 
os 
n 
\.=son+1 
1 rn L y<n> i - J..l <r--s>. 
L=•n+1 
rn 1 
\ y~n> - J..l 
n (r-s>. L '" 
1.=an+:l 
1. 
Por out.ro lado, t.emos que 
1 rn L y'") ' n <r-s>. l=•n+S - I' s sup 
• 1 
-
m,l E T n <1-rn) 
n 
mS • 
l " 
r 
Port.ant.o, t.emos a igUaldade 
sup 
Segue que 
-
m,l E T 
m::s; • 
t ~ ,. 
• 
1 rn L (r--g) n <1-m) 
i. ••n+:l 
<1-m) 
1 rn 
\ y~") - IJ 
n (1"-s). L 1. 
1."'•1">+:l 
rn 
L y~n>_ ' 
l ~•n+S 
• 
[ 1 rn <r--s) > c ] p sup L y~'"')- I' • - (1-m> ' <1-m> m,l E T n 
n i.=an+S 
m::s; • 
t ~ r 
[ 1 rn > & ] • p L y~">_ I' • P. <r--s> ' n n 
i:SII">+S 
Considel""emos a sequência de variáveis 
f"orma : 
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(1""-s) 
I' 
<1-rn) 
<eq.2.3.1.1> 
(2.3.1.2) 
da secuint.e 
z" • yn • i • 1 , ... , rn -sn 
' 
•n+\. 
e • 
M • rn - sn. 
Temos que 
[ I 1 M > & ] p - p L z~ n>_ ,., n M ' I i. =.t 
e, aplicando o Teorema de Cramér, t.emos 
log 
Segue que 
1 M 
& ] L z'ru_ > ,., M ' 
i. =1 
e, considerando < 2.3.1.2 ) 
• 
Lema 2.3.2.: 
sup 
l & T 
n 
• n<n> -
l 
M 
1 M L - JCc>. 
"' 
-M.J'u:) -n(r-e).J' < & > -nJ"<&> 
e • e • e 
complet.amos a prova do lema.• 
o 
n ---+ O> 
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.. ____ j 
Vamos uLilizar a seguinLe noLacão 
- I - ,~-' I e - I 
onde, relembrando, 
- I' 
• 
J-J.•E( )C<n>) 
• • 
e J-J. - E ( X'"} ) ' 
• • 
i'n> são as médias amost.rais prá-t. e 
• 
res:pect.ivament.e, e 
Fazendo 
-
Segue que 
<n> 
e • l 
D<n> 
l 
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<n> 
e 
l 
-<n> X t. 
pós-t.~ 
-
Agora, 
:S )(<n) I + I j(<n>_ 
"• 
t -tJ.i l 
ist.o é, 
o que implica em 
Por ou'Lro lado, 
Port.ant..o, t.emos: 
t.HCnl • I 
+Ht.>e>( 
D(n) 
-
o<n>_ A 
l l 
Ht.se>+{ 
1 i nBl 
-- ~ x(nl_ 
nt.. L i. 
1.=:1 
l 
:S 
e 
t:"""" 
I + I 
A .. 
l 
<n> 
e 
l 
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){'"'>_ x(n) I - &(n) + D(n) l l l l ' 
<n> 
- e 
' l 
-
.H(n> + H<nl 
l l 
ct.-e> } 
-.::..:.,{.,.::-:._ ' I'. H t.>e > 
X<n> 
- I' i o 
1 nl 
- ~ x'"'-nt. i. 
i.= n9l+1 
+ 
ct.-e> 
t. 
!f 1< t.58 ) 
+ 1< t.>9 } [ 
[n91 
- 9 
n 
+ 
t. 
I 
1 
nt. 
1 
---nt; 
" + o 
, ~e, [n81 x~rll_ 
nt;"" "o + 
. ' .. 
1 
. ~t X~n)- (t - [~1] 
nt. 
I L= nBJ+t 
[n91 I 
n t. - 9 "•] • + 
• 1< t.SB ) 
+ 
1 
nt.-[nBJ 
1 nl 
~ x~n>-
i fs " 
1 
[n9l 
x<n~ j l 
. ' l. =[ ] + s 
+ 
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( 
[n9J 
nt. 
1', + 
n9-[n9l 
nt. 
H. 
• 
Como~ quando t. > e~ [n8l < nt. e O<n8-[n8l<1 
ut.ilizando (2.9.1.1), t.emos ent.~o que 
H 
• 
+t< 
t< t..~e > sup 
t..>e > 
"'·' 
... 
m,t C T 
n 
... o 
l ~ t 
-
" 
T 
n 
o 
[sup 
l ;,: t n8J/n 
1 nt 
nu-m>. I 
t=1 
1 [ nEh L y~ nl_ <J-m) ' n i. =1 
ün8l/n) 
(1-m) 
nt 
1 \ y'"'-
(J-m) L 1. 
i=rn9J+1 
<t.-[n8] /n) 
+ sup 
-
m,t e T n (J-m) 
n 
,.,;; t n8J/n 
l ;,: t 
+ 1 = 
n 
~'o 
+ 
Temos ent.ão que é uma cot.a supe:rior 
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+ 
+ 
paz. a 
... 
Pr-ecisamos, agor-a, de uma cot.a pal'a H(n). Mas, 
l 
e 
~. -{ (9-t.) (1-t.) ~ + o (1-9) (1-t.> ~. } 1< t.S9 > + J..l t< t..>9 >, • 
Port..ant..o, t..emos 
[ 
I n9> 
t )(<~ 
(n-nt.) [ 1 ~t•' i + ~ x'n')- [9-t.) - [1-8) ] Ht.S9> + L .. ~ IJ.o 1-l:" J.l• i.=rn8l+• 
i.=nl+:l 
] Ht.>9> 
S 1< t.SEI } 1 
<n-nt.> 
- [9-t.) 1-t. + 
n 
+ t< t.~EI > L x;n>_ 1 
<n-nt.) [!~) ~. + 
i.=tn6l+1 
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+ t< t.>e > 
• t< t.~e > 
.... 1{ t.~9 } 
.... 1< t.>9 ) 
5 H t.59 > { 
+ <n-nt..) 
1 
1 
(n-nt5 • 
tr"'B'l 
1 \ x<n) 
(n-nt:> L i <rneJ-nt> nC1-t.) 1.1 -o 
i=r"'t. •• 
1 
<n-nt.) 
n 
1 
(n-nt..) 
i..= r"'l +J 
1 
Cn-nt:) 
<n-[nBl> 
n<t-t..> 
X <n> 
- 1.1 
' 1 
1.1 -
' 
([n8J-nt.> 
n<t-t.) l-lo 
<ne-rnen 
nC1-C> 
([n8l-n9) 
n(t-t..> 
+ 
(n-[n8]) 
n<t-t.> #Js 
+ l1n91-n8l 
nct-t.> 
40 
+ 
+ 
+ t< t.>e > 
- 1{ t.;!;9 } { 
<n-[n91) 
+ 
n(1-t.) 
n 
1 
(n-nt.) 
i.=nl+S 
([n81-nt.) 
n(i-t) 
1 
n-[n8l 
1 
n 
\ x'"'-L .. ~s 
i.= [ n9H.f. 
• 
+ 
+ I ln&l-n8 I } 
n<t-t.> (J-40 + #J.s ) + 
+ t<t.>B> (n-n'L) a H . • 
i. =nt+:i 
Novament.e ut.ilizando <2.3.1.1) e considerando que 
I rne1-ne I , 1, 
lnSl-nt. :S. n-nt., 
e 
• 
n-[nGl S n-nt. , se t. S e 
t.emos 
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H 
z s t< t.se > { "up 
m, lET 
m;:S; t n 
1 • 
n<I-m) 
\.~ tl"'>Bl/n 
n 
1 
+ I x<n>_ sup n<l-m) ' m, lET 
n 
mScne 
+ t< t.>S ) sup 
m,l4iiiiT 
n 
m;:5;t 
t2:s 
i.= [ nBl+• 
1 
n<I-m> 
n 
<[nBl/n-t.> 
Cl-m) 
<t-Ine 1/n> 
(1-m) !J, 
(1-t.) 
<1-m) J.ls 
+ 
1 
n 
O que nos ~o~nece uma cot.a supe~io~ p~a 
E, combinando os resultados acima, t.emos 
e, port.ant.o, 
Como 
t.emos que 
Dcn>_ 
' 
+ H<n) 
' 
• 
:5 HCn) 
' 
• 
+ H'n> 
' 
• t. (1-t.) ( H(n) 
t. u-'t.> :S 1/4 
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' 
,t.eT, 
n 
+ 
(1-40 ·~.) 
} + ú-t.) 
Por out.ro lado, 
{ sup t e T 
n 
1 s 1/4 
• 
n'ru -
t 
• ( H(n) 
' 
• 
• + H(ni ), 
' 
> & 
e, considerando ( eq. 2.3.2.1 >, obt.emos 
{ 
e 
P {sup 1 
teT 
n 
< E T 
< E T 
* D(n) -
t 
• 
D(n)- "• t üt 
"'. 
' 
I > " 
I > "' 
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< oq. 2.3.2.1 > 
• o<n> -
' 
- L p 
' ., T 
n 
- I p 
t E T 
n 
' 
~ e 
+ L p 
t e T 
n 
t > e 
+ 
{ • • } -( u'"' + H<n> ) > 4& 
' ' • 
{[ 1 nt t. QUp <1-m> L y~nl_ ~-'o - ' <1-m> m,1 e T n 
n ...... 
m• o 
t "' ' 
1 
+ sup n<I-m) 
([n81/n-t.> 
n-m) + 
+ 
m, LeT 
m;:5; l n 
L:l!:: tn9J/n 
sup 
m, lET 
n 
m:Stn8l/n 
l~.t 
1 
+ 
n 
{ [ "up m,l 
m= 
E 
o 
1 
n<I-m> 
1· 
-T n <1-m> 
n 
(1-[nGl/n) 
<1-m> 
t nSJ Ctn6J /n) I: y~ru-' <1-m> 
i.=!f. 
l "' 
I n8J/n 
sup 
m,l E T 
n 
m:S I n8J/n 
l "' ' 
nt 
\ yCnl_ 
n <1-m> L i. 
i.=fn9l+.t 
1 
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<t.-[ne J /n> 
<1-m> 
+ 
+ 
~-'o + 
+ 
:S 
' 
' 
n 
+ 
1 
• L x~n>_ "UP n<I-m) m. l~T ' 
n i...,nl+.t. 
m:St. 
L::!::.t. 
1 [ ( IJ. +IJ. ) ) ) 4& } + o ' > n t. 
I [ p { 1 nt ooup <1-m) L m,l & T n n i.=:ll. 
E T 
n 
:s e 
+ p 
m• o 
l " 
t 
tn8l 
1 
sup -L x:n•_ 
- n<I-m5 
m, LET 
m5 t. n 
L~ tn91/n 
sup 
m,l.eT 
n 
m:Stn6J/n 
l~.t. 
i.=nl + s 
1 
n<l-m) 
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<1-t.> 
<I-m) ~-~. 
,; 
t. 
y~ n>_ 
' <1-m) 
<!neJ/n-t.> 
0-m> 
<1-!neJ/n> 
<1-m) 
+ 
~'o > ~ } + 
p 
, > e 
1 
sup 
m,L rt <1-m> 
yCn)_ 
' 
(tn8l/n) 
---J.Jo 
<1-m) 
m • O 
l ~ tnSl/n 
"' 1 t \ <t.-lnBl/n> 
aup 1---- L V~ n> _______ ,.., 
m,l E Tn n <1-m>i.•tn9J+f. (1-m> 
m:S:: tn9l/n 
t ~ l 
sup 
m,LET 
" 
1 
n<l-m) 
" x'ru- <t-t.> 
L Cl-m> /Ji 
i.=nl+i 
+ p { ( 1 n 
Pelo Lema 2.3.1., t.emos que 
[ 
sup 
-
m,l e T 
m S: • 
t ~ r 
" 
1 '" y~n> 
n <1-m> 
t.=an+:l 
(r-s) 
(1-m> 
Port.ant..o 
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e-n.J<&> 
p { 
• 
QUp D<n>- A• 
l l 
lET 
n 
+ 
+ 
li> } I -nJ I&> I -nJ I > & 
l E T 
n 
t ~ e 
I 
' 
e T 
' 
> 6 
e 
n 
s; 
• 
l e 
l s; 
... 
-nJ I&> 
T 
e 
.. 
n 
l E T 
n 
l :s: 9 
+ I 
' 
e T 
' 
> 6 
<6) 
- n.J (,t) 
e 
n 
e + 
L e T 
n 
, > e 
L e T 
n 
' > e 
+ 
l E 
l s; 
<O> 
-nJ 
.. 
T 
n 
e 
<,.., +1-J. ) 
o • 
<1-t.) 
<&> 
+ 
I •• 
I&> 
+ 
Como a f'unção -n.J<&> e é int.egrável e as probabilidades são 
limi t..ada&J por 1, t.ernos solrult.Ório onvolvetndo 
exponenciais do limit.e ant.erior é f"init.o com cada t-ermo 
convergindo a zero quando n -----+ m Nas demais somat.órios:, cada 
t.ermo t.ambém obviamente é limi t.ado e ir;ual a zero para n 
suf"icient.ement.e crande. 
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Por~an~o, Lemos provado que 
Lema 2.3.3. 
"UP 
L & T 
n 
• D'n) -
' 
• 
- A e 
• 
o • 
n --+ "' 
o. 
n 
"' 
Prova Seja t. n o maxirnizador de Lll em T n • { i/n ; i • t, .. ,n } 
Como 
n 
é dado por 
t. n • 1 { p((nGJ/n) ;, p( ((n(}J+D/n) } [nGJ/n + 
+ 1 { p<rn8l/n) ( p(([nSl+i)/n) } ([n8l+1)/n 
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Consideremos as desigualdades 
... • t." • I I ,; • D~ n> I I D ( n) • ,; - "'e "'A + - "'e A A ). ). ). ). 
n n n n 
• • • D < "'> I o!_"'> "'7 I "' . • I· ,; "'A + - .. - "'e ~ l ). ). ). n n 
n n n 
Segue que 
p ( I I > "' ) P ( I 
• I > c/3 ) • • • D<n> "'A 
- "' 
s 
"'A + e A ). ). ). 
n n n 
p ( 
• 
) +P ( 1>&/3)-D' "'> • .I > &/3 "'. • + 
- "' - "' ~ l l e ). n n 
n 
Como 
"'. 
-
1 { p([n61/n) ~ p (([n81+1)/n) } ( ll'o-1'•1 p([nel/n) J + l 
n 
+ 1 { p([n9J/n) < p (([n9J+1)/n) } [ 11'
0 
-1'.1 p<Cin9J+1)/n) ] • 
• jp
0 
-pt.j rnax { p([n611/n) ~ p(([n81+1)/n) }, 
e quando 
t.emos que 
• 
"'e -
n ----+ co ~ [n81/n ---+ e, 
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o 
implica em 
P ( I o. 
Por out.ro lado, podemos not.ar que 
• • • D' n > A• • • D<n> D < rd 
" " 
A~ ou A 
" " 
~ ~ t t À n À n À 
n n n 
Port.ant.o 
• • • I D < n, A• I D{n) • I D<nl_ A• I - ,; - A~ ou ,; I ~ 
' 
~ ~ t À n À À À n n n n n 
Ist.o implica que 
• A7n l>c/3} • A~ l>c/3} {su~ {lot' - s {lot'- s 
& T 
n n 
ou 
• A7nl>s.1'3} {I • {lot'- s n' n>-
' n 
n 
Port.ant.o, de qualquer forma, 
A: I > &/3 ) 
n 
e, pelo Lema 2.3.2., t.emos: que 
n n 
"'7 I )&/3} S { sup 
n l C T n 
n( sup 
t & T 
so 
• D{nl_A*I 
' t 
t 
n 
• 
• n<n>_ A• I 
' 
t n n 
o;"'~A7 1 >c/3} 
o;"'~A7 l>c/3} 
> &/3 ) 
.. 
O mesmo lema pode ser aplicado para most.rar que 
P ( I • "A À 
n 
n--> Q) 
n 
o . 
o. 
Q) 
o. 
Podemos provar., agora, um import.ant..e result.ado, que 
implica na consist.Qncia do nolii&:O ast.im.ador. 
Teorema 2.3.4. 
Prova 
implica em 
A 
À é est.imador consist.ent.e para e, ist..o é, 
n 
P ( I ~n - e I > c ) o. 
n 
• 
• 
- " e I = { t.<t-e> Ht.Se> + <1-t.>e Ht.>e> - e<t-e> } = 
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• 
> 
<t.-e> <t-e> t<t.Se> +<1-t.-t+B> e t<t.>e> } > 
• 
IJ.
0
- 1-4.1 {v <1-8> t<t.$"8) +v 6 t<t.>e>} .. 
- v 1-10 -1-1.1 { <1-e> t<t.$8> +e t<t.>e>} • v K <JOO>. 
Port.ant.o 
P ( I >:n - e I > ., ) s P ( I 
e, pelo Lema 2.3.3., t.emos que 
n 
Ent.ão 
P ( I >:n - e I > e ) 
• • A· - A 
' e À 
n 
n 
"" 
o 
"" 
o. • 
Port.ant.o, t.emos provada o Teorema 2.3.1., ist.o é, t.emos que, 
nest.e caso de independência, nosso est.imador é consist.ent.e. 
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2.4. Aplicação do est.ima.dor nos dados do Rio Nilo • 
• 
o exemplo de apllcaçao da vazão do Rio Nilo cit..ado na 
int.:rodução do capit.ulo ant.9:rior á clássico em t.er-mos d& t.r-aba.lhos 
abordando o problema de pont.o de mudança, consider-ando sequência 
de Val"iáveis aleat.órias independentes:. 
A ~ t.abela abaixo apresent.a os dados cont.idos em Cobb <1978). É 
import.ant.e aqui lembral"mos: que o t.raballio cit.a o f"at.o de haver 
gvidâncias mlõlt.lõlorológicas: que a mudança no volumlõl anual de descarga 
do r-io ocorreu em 1898. 
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• • Tabela 2.4.1. Volume anual de desc~ga (desc) do Rio Nilo {10 m ). 
De 1871 a 1970~ 
ano de se ano desc ano de se ano de se 
1871 1120 1896 1220 1921 768 1946 1040 
1872 1160 1897 1030 1922 845 1947 860 
1873 963 1898 1100 1923 864 1948 874 
1874 1210 1899 774 1924 862 1949 848 
1875 1160 1900 840 1925 698 1950 890 
1876 1160 1901 874 1926 845 1951 744 
1877 813 1902 694 1927 744 1952 749 
1878 1230 1903 940 1928 796 1953 838 
1879 1370 1904 833 1929 1040 1954 1050 
1880 1140 1905 701 1930 759 1955 918 
1881 995 1906 916 1931 781 1956 986 
1882 935 1907 692 1932 865 1957 797 
1883 1110 1908 1020 1933 845 1958 923 
1884 994 1909 1050 1934 944 1959 975 
1885 1020 1910 969 1935 984 1960 815 
1886 960 1911 831 1936 897 1961 1020 
1887 1180 1912 726 1937 822 1962 906 
1888 799 1913 456 1938 1010 1963 901 
1889 958 1914 824 19;19 771 1964 1170 
1890 1140 1915 702 1940 676 1965 912 
1891 1100 1916 1120 1941 649 1966 746 
1892 1210 1917 1100 1942 846 1967 919 
1893 1150 1918 832 1943 812 1968 718 
1894 1250 1919 764 1944 742 1969 714 
1895 1260 1920 821 1945 801 1970 740 
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Abaixo, t.smos o ,;:ráf"ico 
• 
D'n> onde À ' 
most.rando 
• 
observam.os como 
a série correspond&nt.s à 
pont.o de máximo o valor de 
igual a 0.28, o que nos indica o ano de 1898 para o pont.o de mudança 
da m.Sdia do volume de dc;~scarga do Rio Nilo . 
Grá1"ico 2.4.:1. Funcão amost.ral 
• D ( n> 
À 
58 ......................... . . ·········-:-·········· .. ····:"''""''''''''~"'"''''""'"~' 
. . 
., ................ , .. ............................... \'''''''''''""''' 
38 .................................. -:-········ ...................... ~ ................ -:-
28 ............................................. 
18 ·:"· ............ ! ................. ; ................. ; .......... . 
. . 8L·L ... ~ ....~ ....~ ... ~ ....-.... ~ ...~ ....~ .... ~ ... -.... ~ .... ~ ...~ ....L .... ~ ...-.... ~ .... ~ ...~ ....~ .... ~ ...-.... ~ .. ~ 
o 0.2 0.4 0.6 0.8 1 
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2.5. Propost.a de um segundo est.bnador 
• 
Nos es:t.udos de simulaçl.o Mont.a C.arlo que sará apresent.ado na. 
próxima. sacão,. f" oi incol"porado um novo est.imador que, dada a sua 
complexidade, não nos !"oi possível chesar a aJcuma conclusão sobre 
suas propriedades teoricamente. A motivação para est.a segundo 
A 
estirnador f" o :L baseada no :fat..o do primeiro ( ). 
n 
) apres:ent.ar 
wn.a assimetria bas:t.ant.e acentuada na variabilidade em relação 
ao valor do parâmetro, f'ato que observamos nos est.udos de simulação. 
Ver gráf"ic:os no apêndice B. 
Ent.ão foi íeit.a wna correção est.ocást.ica sobre À que define o 
n 
novo est.imador, denot.ado por , como o valor À t.al que 
onde 
.,., 
n" ). 
). s• -
e s• ~ .. 
• 
.. 
nÀ 
L 
i. •:l 
n 
L 
"""' ). E T 
n 
-n 
>.<1->.> lxX- ~I 
/ sz sz ' ). + ). 
nX Cn-nX) 
( X~ - xn >" 
' 
). 
n).- 1 
( X~ - ~ >' 
' 
i.=nÀ+s 
n - n). - 1 
66 
' 
2.6. Est.udos de simulação. 
• 
Para asrLa ast.udo que segue, :Cai ut.ilizado, par-a a geração da 
números aleat.órios, o cerador concruencial linear, cujo algorit.mo 
est.á apresent.ado no Apêndice C dest.e t.rabal.ho ( Referência: Bust.os 
(1992)). 
Foram f"eit.as 2000 simulações, onde foram 
comport.ament.os dos s:eguint.es est.imadores: 
verossimilhança propost.o por Hinkley (1970) 
A 
o 
estudados os 
de máxima 
A A 
À ce > 
n 2 
.. 
e 
À (e) 
n 
( B9> propost.os e est.udados no presente t.rabalho. 
Foram calculados as medianas, os percent.is de 5% e 95 %, os 
m6dios .. rliUiiilpect.i VOSI int.arvalos 
corúianca. A cada caso simulado :foi f"ornecida a sement.e de 
geração de números aleatórios (s0). 
Foram est.udados o caso Normal com var-iância const.ant.e e igual a 
wn e o caso Bernoulli para d:l.f"erent.es::: mudancas::: na média, diferent.es::: 
valores de e e diferentes t.amanhos de amost.ras <n>. Est.es casos 
:foram cit.ados e estudados nos t.rabalhos de Hinkl.&y <1970) e Hinkley 
a Hinkley (1970>. 
As t.abelas com os result.ados se encont.ram no Apêndice A 
( Tabelas 1, 2, 3 e 4>, os grá:ficos das distribuições de 
:frequências, no caso bernoulU, no Apêndice B e os p:r-og:ramas no 
Apêndice D <Programas 1 e 2>. 
No caso normal, pode-se not.ar que, quando n cresce, as 
medianas dos t.rês est.imadores indicam que est.ão convergindo para o 
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~ 
valor de 9, sendo que B_. l!:om uma maior velocidade quando 
e • 0.2. Por out.ro lado, podemoS .perceber, observando os perc&nt.is 
de 6% e 96% que a amplit.ude ent.re( elas 6 not.adament.e maior para 8 , 
• 
o que t,ambém se conf'irma analisando os erros médios quadroát.tcos~ 
ist.o é, há uma maior variabilidade no est.imador de máxima 
verossimilhança do que no est.imador propost.o nest.e t.rabalho. Ist.o se 
t.orna mais vis::í vel quant.o maior ·o t.amanho da amost.ra e maior a 
diferenca ent.re as médias pré e pós. No caso e = 0.5, acant.ecem as 
mesrru;as coisas,. só que de uma maneira mais not.ável. 
No caso Bernoulli, podemos observar- o mesmo comport.ament.o 
( Tabelas 3 e 4 > dos: t.rês: es:t.imadores: que no caso Normal e, pelos 
sr.áf"icos: ( Apêndice 8 >, podemos comparar os comport.amnet.os: dos: 
~ 
dois est.imadores e 8
2 
, onde observamos que, na maioria dos 
casos, são bast.ant.e similares. 
Além dest.as, considaramos: out.ras dist.ribuições: discret.as em 
nossos es::t.udos de simulação. Foram ut.ilizadas duas combinaçõeS:'· de 
dist.ribuições <pré <F> e pós <G> pont..o de mudança), as mesmas 
ut.ilizadas no t.rab~ de Perez-Abreu (1989) para compar~ o 
est.imador propost.o no mesmo com o propost.o por Carlst.ein <1999). São 
elas 
Caso <1) F .... Binonúal< 10,0.1 ) e G .... Binomial< 10,0.3 ). 
( Tabela 6 - Apêndice A ). 
Caso <2> F .... Poisson< 2 ) e G "' Geomét.rica (0.5>. 
( Tabela 6 - Apêndice B )_ 
Foram :feit.as 1000 simulações para t.amanhos de amost.ras (n) 
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./ 
~ 
iguais a 26, 60 e 100, calculados a média do e&~t.imador À 
" 
<G >, o 
• 
er-r-o médio absolut.o e os respect.ívos int...ervalos de corúiança. Além 
dest.es result.ados, !"oram reapresent.ados os resultados de Per-ez-Abreu 
~ 
<1989) para o est.imador propost.o pelo mesmo (6 ) 9 
2 
o de Carlst..ein 
~ 
<1999> <e > . 
• 
Pela Tabela 6, podemos que, Caso (1), nosso 
est.im.ãldor t.em um mgnor erro médio absolut.o, apesar de não t.ermolil 
irúormação sobre o int.ervalo de corúiança para est.e erro nos 
dois últ.imos est..imadores, quando e est.á próximo de 0.5. Agora, 
apesar de ser pior quando e est.á pr6x:i.mo de 0.9, é bast.ant.ê 
razoável para ser considerado, dado a sua simplicidade. 
Na Tabela 6, que most.ra os re.sult.ado.s do Caso (2), 
obSJervamoSI comport.arngnt.o SlimiJAr. 
Z. 7. Conclusões. 
Nos est.udos de simulação, pudemos observar, at.ravés dos 
~ 
cráf1cos apr-esentados no Apêndice B, que o est.imador propost..o o. ) 
" 
t.em uma convergência para o verdadeiro valor de e que t.alvez, se 
aumentássemos mais o t.amanho da amost.ra < maior que 100 >, ficaria 
cada v.otz mais not.ável e SI& dest.acaria. em redação ao est.imador de 
máxima verossimilhança, o que é apenas um reflexo de sua 
propriedade de ser consist.ent.e. 
Quant.o à comparação com os est.imadores propost.os por Carlst.ein 
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<1988) e Persz-Abreu (1989), t.emos que o est.ima.dor propost.o naat.e 
t.rabalho t.em um compor-t.ament.o de igual a melhor quando exist.e a 
mudança na média. Devemos levar em consideração, ent.ret.ant.o, que os 
out.ros doiliil est.imadores t.am uma nuúor abr-angGnaia, pr-incipalment.e o 
de Ca:rlst.ein, que pode ser aplicado t.ant.o a dist.:ribuiçõas disc%'et.as. 
quant.o a cont.ínuas e consider-ando qualquer mudança na dist.ribuição. 
~ 
O comport.ament.o do est.imador À. propost.o nest.e t.r-aba.lho most.ra 
n 
cert.as pr-opr-iedades que demonst.ram ser- suficient.ement.e bom para ser 
considerado. Devemos levar em conta sua simplicidade e abr-angência 
sobre diversos aspectos como íácil mam;;,jo, aplicado t.ant.o a 
dist.ribuições cont.ínuas quant.o discret.as, não necessit.a:r 
conheciment.o prévio da dist.ríbuiçã.o e sua consist.ência. 
Devemos ressalt.ar que a única suposição que deve ser sat.isfeit.a 
para que o est.imador seja consist.ent.e é que ele t.enha função 
geradora de moment.os M <t.> fínit.a para t.odo t.. Cabe ressalt.ar wna 
vez mais que est.a suposição é sat.isf'sit.a pelas dist.ribuicões usuais, 
como normal, binomial, exponencial, poisson, geomét.rica, et.c. 
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CAPÍTULU 3. 
APLICAÇÃO DO ESTU1ADOR EM PROCESSOS DE RAMIFICAÇÃO. 
Nes:t.G c.apít..ulo~ vamos aplicm"" o est.imador- proposto no capít.ulo 
ant..erior para est.in1ar o pont.o de mudança da média do número de 
descendent-es em um pi•ocesso de .raJl}if1cação'. 
3.1.. Int:rodução. 
Nest.a seção, vamos int.roduzir conaeit.os básicos em P1~ocessos de 
Ramificação., um t.ipo particular de 
nos rest.:rin~ir ao caso de t.empo discret.o. 
Definição 3.1.1. 
variáveis aleat.órias 
Suponhamos 
independent.es 
(i.i.d.) assumindo valores em s 
e 
= 
Cadeias de Markov. lrer.ros 
wna sequ&ncia de 
ident.icament.e dist.ribuidas 
< } e 
dist.ribuicão F. Uma cadeia de Markov é chamada um 
t.endo 
processo 
do ramiXiaação com espaço de ost.ados S 
de transição são dadas por 
se suas probabilidades 
f < x,y > = P < x, = y 1 x,_, = " > = P < e, + ... + e" = Y > 
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para x ~ t~ y ~ O e p < 0,0 ) • 1. 
onde 
Ou seja, 
X 
o 
X 
' 
X 
z 
~(0) 
' ' 
-
X 
o ' 
-
~ (0) + .... + ~ (o) 
' 
' 
H 
o 
-
~ (~) + .... + ~ ( ~ ) 
' 
' 
X 
' 
... ~(1.-~) + .... + 
' 
~<t-u 
X ,_, 
~(0) 
z ' ···~ 
~<U 
' ' 
{ (~) 
2 ' 
... , ~ (t.) 
' ' 
~ (t.) 
z ' 
são var-iáveis 
aleat.6rias i.i.d. com dist.ribuicão F. ~~u pode ser int.erpret.ado 
' 
como o número de descendent.es do r-ésimo individuo da t.-ésima 
geração e xt é o número t.ot.al de indivíduos da t.-ésima geração. 
De:f"inição 3.1.2. Probabilidades de ext.inção. 
Um aspect-o de grande import.A.ncia em processos de ranú:f"icação é 
a probabilidade da. população se cuct.inguir, qua 6 dada. por 
P<X =OparaaJ.cumm>=P<lim 
m 
I X = O I >. 
m 
m ~ 00 
Com raspei t.o a est.a probabilidade, um result.ado 
import.ant.e é dado no t.eorema seguin-te. 
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bast.ant.e 
Teorema 3.1.1. Sejam x • < x1 ; t. ... lN > um procasao do 
ramif"icação, 1.4 a média do número de descwndent.es de um cwrt.o 
indivíduo~ ist.o é~ .. p a probabilidadw de wxt.inção do 
processo 
Prova 
quando X • 1. 
o 
Temos ent.~o que 
( i ) p - 1 ..... IJ. .S. 1, 
{ij) p(fc~ 1..4)1. 
Ver Karlin and Taylor <1985>. 
O t.eorema diz que a ext.inção é cert.a se e soment.e se o 
númer-o médio d9 descendent.es poro individuo não &Mcede um. 
E é por est.e mot.i v o que é de grande relevância~ num 
processo de ramificação, conhecermos o valor de 1.4 e sermos capazes 
de est.imar- t.ernpos de mudança dest.e parâmet.ro, caso est.es ocorram. 
3.2. Est.imaoilo nã.o-paramét.s-ica do pont.o de .. udança de dist.s-ibuição 
em processos de ramif"icação. 
Como pudemos observaro na seção ant.erior, a média do número de 
descendent-es de um indivíduo < IJ ) caract.eriza o processo de 
ramif"icacão com relação a probabilidade de ext.inção. Considerando 
est.e f'at.o, o problema de mudança de dist.ribuição, nest.& cont..ext.o, 
poderia f'icar rest.ri t.o ao de mudança no primeiro moment.o da 
dist-ribuição. 
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Considere>Jnos un1 processo de 
1ndg o número de dt~scendent.es do 
:~ração at.é um t.empo t. 
o' 
é uma 
liet.:r.-ibuiç:~o F 
" 
após o 
tleat.ória que denot.aremos por 
ramificação X = < X 
' 
indivíduo da r-ésimo 
variável aleat.ória e<ll 
' 
t.empo t. o' 
" 
uma 
t.-ésima 
com uma 
variávol 
t.ambém a ssumindo valores etn 
; ;:::: < 0,. 1, }, com uma out.ra dist-ribuição G, Ent..ão, t.emos 
JUe X s:a:t .. isf az as condicões 
::om 
::mde 
X = 1, 
o 
X , .. = 
X 
' 1 en> ' 
X 
' I "' TI, 
E < ~ <l> ) = 1-l 
r ( ' 
Agora, vamos considerar 
descritas a seguir 
t. 
" 
t-
o 
t. > t. o 
E < Tl,<t.> > = " 
r TI' 
= 
' 
uma obse-rvação do processo de rami:ficac~o X. Vamos assumir 
que t. 
o 
S n e que não ocorra ext.inção do processo at.ó 
(n-1)-ésima geração, ist.o é, X 
n-< > o. Sendo assim, passamos 
a considerar o problema :fazendo t. = [n8J, com e E W,1l. 
o 
Po:rd:...ant.o, nosso Ínt.G1"G8619, aoJno no o9.pít.ulo .Glnt.eJ."Íor, pa.sea .. 
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""" 
est.imar e. 
O Cat.o de supormos .a não ext.incão do processo at.á a n'"'ésima 
,;eração é bast.ant.e nat.ural, dado que, ao observarmos um processo, 
~;~ompro iremos oonsidorar um det.arminado número do cerações onde não 
ocorrerá a ext.inção. 
Para que possamos est.imar o pont.o de mudança da média do número 
de descendent.es, precisamos de um est.imador para est.a média. 
Mas acont.ece que não observamos o número de descendent.es por 
indivíduo, mas sim o número t.ot.al de indivíduos a cada geração. 
problema. 
Proposição 3.2.1. Seja X um processo de rami:ficação com média do 
número de descndent.es 1-l· Ent.ão, dado Xl > O, 
X , .. 
x, 
é est.imador não viciado para J.l· 
Prova Temos que 
ECX /X, , .. X >O>•E<E<X /X l l+t l 
E<X /X, , .. 
66 
• E 
• E 
Port.ant.o, 
<Í {(l) / k X 
' r=t. 
(~ 
r=t. 
~(t,)/ k) 
• 
E<X rx, 
••• 
' 
• 
> o • X • k ) • 
' 
~E 
r= :I. 
( { ( l ) ) 
• 
/ k • I'· 
X" > O > -= E < 1-1 > • f.l· 
• 
O est.imador acima considerado é denominado est.imador de razAo 
eom Nant.hi (1994>. 
A part.ir disso, assumindo a não ext..inção do pl"ocesso 
ramificação at.é a n-ésima geração, VantOS considerar uma 
sequência de variáveis aleat.órias 
y<n> ; 
t 
t. e < 1, ... , n > >, 
onda 
<n> 
com x, > o. 
Vamos assumir que 
é f"init.o daqui para frent.e. 
o 
y<n> = 
t 
segundo 
Temos, ent.ão, a llileguint.e proposição 
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moment.o da variável 
de 
nova 
y<n) 
t 
r-oposição 3.2.2. Consideremos y<n> uma sequ&ncia ds var-iáveis 
Leat.ó:r-ias, onde 
Jlll o, associadas ao 
y<n> = 
l 
x<n) 
lH 
x<n> 
l 
processo de 
, 
ramificação X. Suponhamos 
..10 ocorra uma mudança na média do número de descendant.es no 
:lnt.o [n8l. Ent.ão t.emos que 
) E ( y<n) 
l 
x<n) > o ) = 
l 
~D Co v < y<n> l , y<n> x<n> 
• l 
liD Va:r < y<n> x<n)> o ) l l 
{ 
> O, 
= { 
x<n) > 
• 
2 E( 
"'{ 
E( • O' TI 
l) E ( y<n> 
l 
x<n> > O ) = E < E < 
l 
X '"' > o , l = 
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, t.. :.S [nGJ 
; 
, t. > [n$] 
o > = o , t- " s ; 
1" x<n>> o) 
" 
:s [n8J 
x<n> l 
, 
l 
1 
o) x(n)> t- > [nGJ , x<n> l 
l 
X '"' > o , l 
) ). 
x' n) 
l 
E[ ~~' ~ ~ t,) ' X( nl 
l 
-
x' n) 
' 1 "' E[ '1, x(n) 
' 
Port.ant.o 
lx'"' > o x'"'.,'"'] 
.. ' .. .. 
lx'"' > o x'"'•x'"') 
.. ' .. t 
E ( y<n> 
l 
(ii) Temos t.ambém que 
E< y<n> 
l 
1 
y<n> 
l 
2 
• E < E < 
Ent.ão, para 
X'"' > o l 
1 
y<n> 
l 
• 
t. $ rnel 
• 
, 
x<n>> O, 
l 
1 
e 
-
• 
'"' 
" l 
.Í E<~:u) 
.. =, 
< "' X 
l 
'". X 
' 1 E< 'u) '1, 
'"' X l 
o x(n) 
, l , 
' 
t. :S [neJ 
2 
- I'~ , t. s: [nGJ 
• J.J. , t. > [n8l . 
'1 
, t. S [n91, 
, t. > [nSJ. 
) ). 
E ( y<n> y<n> x<n> > O, x<n> > O, x<n>= '"' x<n>= x<n>) x, , ~ l t t l t l l 
• 2 • 2 • • 2 
2 
< ". < ". X X l t 
• 2 
E[ I 
{ ~ .. j.) I ~~t.:i 
> o ) ' ' ~ x<n> > O, x<n> -
< "' < "' 
t l 
X 
" • 
2 
t t 
• 2 
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< n> 
·, 
,.ct.> 
' .. 
' [ t E _;;_;'--:,-::n-:->-x, 
• 
x<n> 
' 
' 
E ( y<n> 
' • 
y<n> 
' 2 
x<n> 
' 2 
x<n> > o ) • 
' 
2 I'~ 
Analogament...e, encont.rarnos o result.ado pa%-a os out.ros casos e 
obt.emos 
E ( y<n> y<nl X(!"')> 
' ' ' 
' 
2 
' 
Port.ant.o, t.emos que 
o x<n>> 
' ' 
0) 
• 
y<n> e 
' 
' 
2 t. ,t. s [n91~ ~'e ' 
' 2 
= z 
~'., ' t. ,t. > [n91,. • 2 
~'e ~'n , t. s [n8] ' t. )[nBl 
' 
z 
são não correlacionadas. 
(iii> Vejamos, agora, o que acontece com a variância das variáveis 
aleat.órias dest.e processo 
Caso 1 t. :S: ln&l 
Var( y<n> 
' 
O > = E< 
2 
Ycn> 
' 
o }. 
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• • 
E < y<n) x<nl >O>-=E<E< y'"' x<n) > o, x<n>) ). 
l l l l l 
Agor-a 
<n > 
X 
l 
2 
= E [ [ 
.l ~ ~t> f r o ] E < Y~n) I x<">> O, x<n> <n> ) 1.=1. x<n>> = " l l l < n> l 
" l 
1 
s 
<n> 
" l 
1 
Segue que 
E < 
e~ port.ant.o 
Caso 2 : t. > [n81 
< n> 
[ [ X l V ar L(" • 1.=:1. 
2 
y<n> ) = 
l 
x<n> > o ) -
' 
Analogament-e ao Caso 1, obt.emos 
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< n> 
) [ ., ) ] -+ E" L ~~u • 
i.=:L 
) = + 
s 
Var < y<n> 
t 
x'"> > o > • 
t 
2 
"n 
Combinando os casos 1 e 2, t.emos que, dado X ln> ) O 
' t 
V ar< 2 
"e t<t.:S (nGl> + o~ Ht.)[nGJ>. • 
Vamos aplicar, agora, o est.imador 
n 
do capit.ulo 
ant.erior nest.a sequência de variáveis aleat.órias n.ã.o correlacionadas 
Not.emos t.ambém que não ocorre a independência como no 
ant.erior. 
Temos que À é o valor de 
n 
À que ~mdza a Cuncão 
• 
o<n> = r.. <t-X.> À 
-c n> y -À. 
3.3. Est.udo das propriedades do est.ima.dor. 
Y' n> 
À 
Ocorre, nest.e caso, que a variância de 
• ~n> será 
capit.ulo 
dada em 
t.ermos de E ( x' n) > o)· o que t.orna complexo a 
' 
verificação das propriedades do est.imador. Vamos calcular, ent.ão, 
variância da diferença y .... ~ y< n) a -À À . 
Se y~n>, são não corre !acionadas, 
-,., Y' rü t.ambém 
" 
Ày e 
' 
À 
são não corre !acionadas. Ent.ão, dado que x'"'> o, ... 
' 
x'"' > o, ( n-1 
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Casot: >...:S:e 
_1 2 [ 'f' v~ (v:n•J] = [nÀ] ""' t. 
. 
= 1 [ 1 n)..) ( 2 
[nÃ]z i.f. O'e E [-1:,-.,. x<n> 
' 
o ) ) ] = 
r E (-X-:!-n-,-> o ) . 
' 
= <n-r:V.n2 [. ~ v~ (v:"'J] = 
t.=fnÀJ+S 
+ Var l ~ v;"'J]= 
=fn&J+t. 
• 1 2 
<n-[n>..J) 
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. t + uT/ E 
i.Ein J+:l ( x!n> 
' 
Port.ant.o 
• r nÀJ 
Var<À. y<n>_y~ n>> 
-
a e 1 E ( x!n> x< n>> o ) + !nÃlz ' 
' 
1 [ ·r ( X~n> o ) + z i.:: nÀl+~ x' n )> <n-(nÃ.l>z "e ' 
' 
n l E 
i.::: I nél'J+t (X !n> 
' 
o) l 
Caso2 Ã)El 
= Var [-1 ( <~G'y<n>+ <~nÀ> y~n>J]= 
[IlÀ] .L. 1. • 1. 
1.= :l 1.= n8l+ :l 
1 [r [ z E [ 1 x<""> o ) ) + - "e [n)..]2 i.s: :l x~"'> ' 
' 
[nÀJ [ E [ 1 o ) J]= + i.=fn8l+i z x~n)) O' Ti x~n> ' 
' 
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1 
• 
[n)..]2 
+ o 
Port.ant.o 
Unindo caso 1 com 
Var ( ~n> ) = V ar 
[ • ').e' E [ 1 x(ro>> o ) + o~ x'"', ' l!:: :1. 
' 
T' ( 1 o) l 2 i.= neJ+1 E x',..,> 
" 
x(rd 
' 
' 
• 
1.;: y<n>) 
i.=.f.roÀl+ :1. L • <n-I:V.n• [. 1.;: V ar (v:n'J] • 1.-::fnÀl+t 
2 
O' 
1l 
+ o• 
1l 
caso 2, t.emos que 
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o) ) ] = 
iQ<;S} { 
1 
----"'""" <n-[nÀD 
z 
O'~--
fnÃ12 
z [ "< 
2 
" 1) 
[ nÀ.J 
l E ( X~n> x(n)> o J 
1,.::: :1. 
' 
[ n8J 
1 ? E(--< n> \."' nÀl + :1. X. 
1 
x<n> 
' 
' 
' 
x< n> > 
' 
o) 
como no capítulo ant.el.~io:r-, ist.o é, 
= E(d < n>) - { ;< -
' À _ - o n 
~mos a se-guint.e p:r-oposição 
d_cn>,.. y 
-7, À 
l'oposição 9.2.3. d < n> À é est.imado:r- consist..ent.e para f À. 
Sob a suposição que X.> 1 , temos 
' 
o ) 
egue que 
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$ 1 <VD . 
s to-se> { [n)..] + <n-r:V..n• [ ( [nBJ - [nÃ.J > + 
+ "~ ( n - [nGJ > ] } + 1<X>B> { [~]z [ "é [nGJ + 
z 
+ " 1) 
z 
"n (n-[nÃ])Jl 
Como podemos observar-, o t.ermo est.á sempre no denominador, 
port.ant.o" est.a variância t.ende a zero quando n t.ende a infinit.o. 
Temos, ent.ão, U"t.ilizando a desigualdade de Tchebychev, que 
p ( I ~n> - r"A I > & } s Var ( ~n> ) / .. • 
< n> Port.ant.o, temos que d)_ é consistente para f>.: 
Agora, recordando, t.emos que 
• 
0 <nl À 
• 
= I ~n> = I "" <t-"A> ~n· I 
Var ( < À Y' n> - y<nl h 
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n--+ro 
o. 
• 
Da mGsma for•ma, ut-ilizando a. últ-ima. pr9posição, segue que 
estimado~ consistente para 
• d' r.) 
À 
Deve:nlos con1ont.ar que, est.e caso, não conseg-uimos 
r-ovar a consistência do es:t.imador proposto, dado o íat.o de não 
onhenerrrios result-ados análogos ao Teorema de Cramér para 
ar-iáveis aleatórias não cor-relacionadas . 
.4. Estudos de simulação. 
O.s est.udos de simulação nest..a caso de processo da ramificação 
tc~;;.pam prejudicados.Tivemos problemas para adapt.ar, em termos de 
Lmulad\o, o fat.o de não podermos, lixado um númel'·o n de 
bse·rvações, garantir a não ext.inção do processo at...é a n-ésíma 
;.ração modificar a média do número de descendent.es. Na 
r-ática, podemos ter ext.inç:ão do processo em qualquer momento, mas 
no número ~ê observações disponívs:is, 
o;sumindo que ocorreu uma mudança de média ant.es da observação n. 
O que acont.ece quando vamos :fazer a simulação é que, fixado um 
:unanho de amost.ra n, se simplesmente eliminarmos da sequência 
ô>r.ada as subsequôncias que não at.ing:iram o t.amanho desejado, 
::::tamos de alguma :forma selecionando amostr-as e 
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ist.o pode dist.orcer os result.ados, pois não podemos mais garant.ir 
as propriedades do ~erador de números pseudo-aleat.6rios. 
Por out.ro lado, se gerarmos um processo de ramif'icacão sem 
ext..incão~ alt.eramos nossos est.udos, pois est.aremos modificando as 
propriedades do est.imador, começando pela sua esperança que é 
mret.ament.e aCet.ada e ist.o prejudica a int.erpret.ação dos 
result.ados, já que t.eremos disparidade com a t.eoria desenvolvida. 
Considerando est.es f'at..os, achamos por bem não inserirmos no 
t.rabalho est.a part.e de simulação para ést..e caso, de-ixando est.e.s 
est.udos para wn aprof'"undament.o maior do problema. Talvez uma 
solução seja deixar o t.empo de extinção como variável aleat.ória, 
est.udar- sua dist.ribuição pa.-a podermos deixal" compat.íveis a 
simulação com a sit.uação prát.ica. 
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APÊNDICE A : Tabelas. 
Tabela 1. Caso Normal 
Mont.e Car-lo 
• • (u •O' -=1) 
o o 
- 2000 simulações. 
e~-' ~-'e n sO 
1. o 1 . 3 30 .88809182 
50 .38945800 
100 .01619647 
1 . 5 30 .49106352 
50 .41402585 
100 .30928761 
1. 7 30 .48136939 
50 .75701994 
100 .74017132 
el-l - módia pré. 
1-le - média pós. 
i med 
1 0.47 
2 0.47 
3 0.47 
1 0.40 
2 0.44 
3 0.46 
1 0.34 
2 o .42 
" 
0.44 
1 0.40 
2 0.43 
3 0.43 
1 0.28 
2 0.38 
" 
U.4<1 
1 o .22 
2 o. 31 
3 o .37 
1 o .30 
2 o .37 
3 0.40 
1 o .22 
2 o .30 
.. o. 36 
1 0.20 
2 o .26 
3 0.34 
sO - semente de geração. 
emq - erro médio quadrá~ico. 
med - mediana. 
percent.ts 
"" 
95" 
o .07 0.97 
0.17 0.83 
o .13 0.87 
0.06 0.98 
o .14 0.84 
0.18 0.82 
o .03 0.98 
0.15 0,85 
0.1Y 0.81 
o .07 0.97 
o .17 0.93 
o .13 0.97 
o .06 0.96 
o .16 0.92 
u.1o o.~o 
o .04 0.96 
o .16 0.76 
0.18 0.73 
0.10 0.97 
0.17 0.90 
0.13 0.8u 
o .06 0.96 
o .16 0.76 
o . 16 0.96 
o .07 0.90 
o .17 0.65 
o .19 0,65 
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9 = 0.2 
emq I. C. EC$ -e >" i i 
.1883 .1787 .1980 
. 1215 .1154 .1275 
.121~ .11!54 .1176 
.1891 .1743 .1939 
.1147 .1088 .1207 
.1142 .1086 .1199 
.1905 .1705 .1905 
.1204 .1140 .1269 
. 1100 .1044 .115" 
.1676 .1584 .1768 
.1109 .1049 .1169 
.1123 .1061 .1194 
.1491 .1397 .1585 
.0919 .0863 .0974 
, UYOY .UYOO .1013 
.1010 .0929 -1093 
.0655 .0608 .0702 
.0689 .0647 .0730 
.1326 .1239 .1413 
. 0891 .0837 .0946 
.0918 .0863 972 
. 1021 .0939 .1103 
.0656 .0609 .0702 
. o·r44 .0696 .o·r9" 
.0541 .0477 .0604 
.0366 .0334 .0399 
.0469 .0437 .0501 
Taba la 2. Caao Normal 
Mont,e Carlo 
z z <o•o•t> 
o o 
- 2000 simulaç5es. 
e~' ~'e n sO 
1 . o 1. 3 30 . 13992343 
50 .14194441 
100 .<>d073441 
1 . 5 30 .593046'73 
50 .62381122 
100 .42132518 
1 . <>U 
. """ <1894 
50 .25385631 
10u . ,0,4YY<>" 
1J - média pré. e 
1-le - média pós. 
i 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
1 
2 
3 
s O sement.e de ceração. 
med 
o .53 
o .50 
o .50 
o .62 
o .50 
o .60 
.50 
o .50 
0.60 
o .50 
o .50 
0.60 
o .50 
o .50 
o .50 
o .50 
o .50 
o .50 
. 
o .50 
o .50 
o .50 
0.50 
o .50 
0.50 
o. 50 
o .50 
omq- erro médio quadrá~ico. 
med - mediana. 
percent..is 
5" 95" 
0.07 0.97 
o .17 0.83 
o .13 0.83 
0.04 0.98 
o .19 0.94 
o .19 0.92 
o .04 0.98 
o .20 0.77 
o .26 0.73 
o .10 0.97 
o. 20 0.80 
o .17 0.83 
o .06 0.96 
0.24 0.78 
0.26 0.'74 
O .08 0.93 
o .29 0.69 
o .33 0.65 
0.1 . 93 
o. 27 0.77 
o .23 0.77 
0.10 0.9Z 
o .30 0.'76 
0.34 0.68 
o. 27 0.74 
o .38 0.62 
o .39 0.60 
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8 • 0.5 
emq I. C. E<e 1 -e1 >~ 
.0894 .0861 .0927 
.0396 .0375 .0416 
.0408 .0385 .0431 
.0964 .0918 . 991 
. 03'79 .0368 .0399 
.0336 .0314 .0357 
. 847 . 09 . 884 
.0294 .0266 .u303 
.0192 .0179 .0206 
.0714 .0692 .0747 
.0313 .0294 .0332 
.0333 .0311 .0364 
.0644 .0610 .0678 
.0219 .0203 .U234 
.0192 .0183 .0216 
.0455 .0424 .0486 
.0126 .0115 .0136 
.0092 .0083 .0101 
. . 04 . 4 
. 0207 .0192 .0223 
.0221 .0203 .0239 
.0448 .0418 . 
.0144 .0132 .0167 
.0124 .0112 .0137 
.0188 .0169 .0208 
.0056 .UU49 .0062 
.0040 .0036 .0044 
Tabela a. Caso Binomial < t ,.p ) e • 0.2 
Mon~e Carlo - 2000 simulações. 
., ... ... ., 
" 
.. o 
10.2 10.5 30 . 17162 
. 
60 .4299aOa4 
100 .91602912 
0.7 0.9 ao .99606779 
60 .07706793 
100 .33764371 
0.5 0.9 30 .56944609 
50 .6280a998 
100 . 70523165 
e~-' - média pré. 
~e - •é dia pós. 
i .... d 
.37 
2 0.40 
a o.ao 
1 0.26 
2 o.a4 
a o .26 
1 0.21 
2 o .27 
a o .25 
1 o .20 
2 o .aa 
a o .50 
1 0.20 
2 o .29 
3 o .50 
1 o .20 
2 0.24 
3 0.44 
1 o .20 
2 o .23 
3 o .43 
1 o .20 
2 o .20 
3 0.40 
1 o .20 
2 o .20 
3 o .38 
sO - sement.e de ceração. 
emq - erro médio quadrát.ico. 
med - mediana. 
percent.ic omq 
5% 95% 
. 0.83 .1051 
o .17 0.90 .0972 
0.10 0.90 .1199 
o. 14 0.94 .0793 
o .16 0.76 .0745 
0.09 0.92 .0943 
0.12 0.90 .0416 
0.17 0.66 .0446 
o .09 0.69 .0499 
o .07 0.97 .0708 
o .10 0.9a .096a 
o .07 0.83 .1421 
o .06 0.99 .0670 
o .12 0.79 .0704 
0.04 0.96 .1428 
o .06 0.71 .0443 
o .13 0.69 .0416 
0.09 0.99 .1401 
o .10 0.60 .029a 
0.1a 0.70 .0416 
o .07 0.93 .1045 
o .10 0.46 .0164 
0.14 0.56 .0214 
0.04 0.82 .1002 
o .11 o.a5 .0080 
0.16 0.43 .0101 
0.06 0.78 . 0791 
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I. C. E<e,-e, >~ 
.0991 .1111 
.0917 .1029 
.1120 .1279 
.0732 .0955 
.0696 .079a 
.0971 .1015 
.Oa66 .0466 
.0410 .0483 
.0441 .05a5 
.0649 .0769 
.0904 .0921 
.1360 .1492 
.0609 .0732 
.0651 .0756 
.1363 .1492 
.0395 .0491 
.0379 .0452 
.1334 .1469 
.024 .0321 
.0374 .0459 
.0999 .1102 
.01a5 .0193 
.0196 .0242 
.0946 .1059 
.0062 .0097 
.0086 .0116 
.0745 .0839 
Tabela 4. Calilo Binomial ( 1 1 p ) G • 0.5 
Mon~e Carlo - 2000 simulações. 
el-l - média pré. 
1-le - ftlédia pós. 
sO - semen~e de seração. 
emq - erro mQdio quadrá~ico. 
med - mediana. 
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Tabela 5. Dist.ribuiçã.o pré : Binondal ( 10,0.1 ) 
Dist.ribuiç4io pós : Binondal < to.o.a > 
Monte Carlo com 1000 simulações. 
-B n .. o i A B 
' 0.9 25 .43911076 1 .730 
2 .738 
3 .740 
50 .00077201 1 .790 
2 .837 
3 .823 
100 .44844578 1 .926 
2 .886 
3 .892 
0.4 25 .43726780 1 .435 
2 .396 
3 .421 
60 .U4 4 1 .420 
2 .393 
3 .409 
100 .00634953 1 .410 
2 .399 
3 .407 
sO - semente da geracão. 
ema - erro médio absolut.o. 
I.C. E<B.> ama I. C. 
1 
.718 .742 .17Z .1 
.629 .948 .183 -
.629 .851 .194 -
.770 .790 .122 .114 
.786 .888 .078 
-
.771 .875 .086 -
.920 .833 .076 .071 
.874 .898 .019 -
.863 .901 .029 -
.4 .. 0 .439 .045 .04" 
.346 .426 .055 -
.373 .469 .061 -
.417 .4 .. 3 .026 .02ti 
.378 .408 .040 -
.389 .429 .040 -
.409 .412 .o 13 .013 
.393 .403 .013 -
.400 .414 .017 -
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EIBi-Bi I 
.18Z 
-
-
.129 
-
-
.080 
-
-
.047 
-
-
.028 
-
-
.014 
-
-
Tabela 6. Dist.ribuiç.;io pré ; Poison ( 2 ) 
Dist.ribuição póa 1 Gaomát.rica ( 0.5 ) 
Mont.e Carlo com 1000 simulaç3es. 
9 n .. o i ;. 9 
' 0.8 25 .92967276 1 .596 
2 .681 
3 .641 
DU • 1 . 
2 .748 
3 .701 
1200 . '2 .6!>4 
2 . 784 
3 .762 
0.4 
"" 
.41257UUt> 1 .461 
2 .473 
3 .445 
50 .53062100 1 .438 
2 .435 
3 .431 
100 .54239279 1 .420 
2 .416 
3 .414 
sO - sement.e da ceração. 
ema - erro médio absolut.o. 
I. C • EC9.> gma 
1 
.58 .610 .219 
.677 .785 .175 
.533 .749 .204 
.6 . 6 
. 692 .804 .109 
.632 .770 .152 
. .703 .117 
.761 .807 .058 
.729 .795 .080 
.4t>1 ,4'fU .112 
.390 .556 .153 
.361 .529 .153 
.43u .446 .082 
.387 .483 .108 
.387 .475 .096 
.414 .427 .054 
.39" .434 .049 
.395 .433 .054 
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I. C. 
.208 
-
-
.1 
-
-
.HU 
-
-
.100 
-
-
.071 
-
-
.051 
-
-
EJ9i-9i I 
.230 
-
-
.1 6 
-
-
.124 
-
-
.118 
-
-
.087 
-
-
.058 
-
-
APítNDICE B. Oráf"icoa. 
81. Gráf'icoa das dist.ribuic;:zlSea de f"requ6noiaa. 
Caso independent-e Bernoulli 2000 simulaçlSes 8 - 0.2. 
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82. Grártcos das dillil't.r1bu1ções de f'"requências. 
Caso Jndependent..e Bernoulli 2000 simu.laç&ts 9 • O.B. 
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APil:NDICE C. Aspect.os de slmu.J.açAo. 
Cabe aqui ressalt.armos que, para os est.udos de simulaç.S.o f'eit.os 
nest.e t.rabalho, usamos o r;erador oongruenclal linear, def'inido da 
seguint.e f"orma <como const.a em t.rabalho f'eit.o por Bust.O&II Ct901)): 
GERAOOR CONGRUENCIAL LINEAR. 
Seja M int.eiro posit.ivo <M 2: 2>. Uma sen~U::.noia <y y 
-.- •' z' > 
1, , M-1 > é clit.a '"gerada pelo cerador congruenc:ial 
linear com par-âmet.ros a, c e M e semant.e y •• 
o 
.. .. 
Y,. • C a Y. + c ) mod M , ,_. i ~ 1, 
onde y
0 
, a e c são int.airos ant.re O e M-1 Cinoluidos>, 
a é dit.o o "'mult.iplicador", c é o '"incr-ement.o"' e 
M é o m6dulo do gerador. 
N6s escolhemos um dos geradores 6t.imos sugeridos por Fishman a 
Moore <1985>, com parâmet.ros: 
c • o, 
a • 950.706.376, 
•• M • 2 -1 • 2.147.483.647. 
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APi:NDJCE D. Pros;ramaa. 
Froc:ra.JIIil. J.. Caso independent-e com dist.ribuição bernoulli. 
PROORAM art.tcot.:r; 
<SN+,E+} 
USES CRT; 
LABEL 
CONST 
VAR 
100; 
n-100;t.et.a•0.8;nmc•2000;a1•1;a2.;;.1;b1•0.9;b2•0.6; 
y,nt.et.a,aux,t,j,k:INTEOER; 
u,medpre,medpos,d,dmax,madmax,varmax,maddas,mad1,mad2:EXTENDED; 
dh,dhm..aM,modhmax,vaJ'hmax,ll'l&dhdas,madpth,madp2h:EXTENDED; 
s2p:re,s2pos,dp,dprnax,medpmax,varpmax,rnedpdes:EXTENDED; 
s,sO~d1~d21vardes,varhdes,varpdes,varp1h,varp2h:EXTENDED; 
p1h,p2h:EXTENDED; 
x,f"raq,f'reqh,f'reqp:ARRA Yr1 .. 100l 
imax,ihmax,tpmax:ARRA Yl1 .. 3000l 
arq:TEXT; 
OF 
OF 
INTEGER; 
INTEGER; 
* FUNCÃO GERADORA DE NúMEROS ALEATÓRIOS * 
FUNCTION RAND<r:EXTENDED>:EXTENDED; 
VAR a,m:EXTENDED; 
BE<liN 
a.--95070637 6;m:•2147 483647; 
s:•INTCFRACCU:r/m>•m>; 
RAND:•s/m; 
END; 
* FUNCÃO GERADORA DE AMOSTRA COM DISTRIBUICÃO BINOMIAL * 
FUNCTION BIN<a:INTEGER;p:REAL>:INTEGER; 
BE<l!N 
aux:~o; 
FOR j:•1 TO a DO 
BEGIN 
u:•RAND<s>; 
lF Cu<p> THEN aux:•aux+1; 
END; 
BIN:-aux 
END; 
* PROGRAMA PRINCIPAL * 
BEGIN 
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CLRSCR; 
ASSJC3N<arq,~art.r3433.DAT');REWRJTE<arq>; 
FOR k:•1 TO nmc DO BEGIN ima><lkl:•O;ihmaxlkl:•O;ipmaxlkl:•O END; 
nt.et.a:•TRUNC<n•t.ot.a)~ 
\riRJTELN<ar-q,'t..at..a • ',t.et.a:3:t,' nt.et.a • ',nt.et.a.:3,' n • ~,n:4, 
' nmc • ',nmc:!5); 
WRITELN<arq>; 
RANDOMIZE; 
sO:•RANDOM; 
WRITELN(arq,'sement.e da seracao • ',s0:10:9); 
s:-sO; 
mmed1:•0;nunad2:•0,;medpth:•O.;madp2h:•O;varp1h:•O;varp2h:•O; 
FOR k:•t TO nmc DO 
BEGIN 
GOTOXY<6,10>;WRITE<' ');WRJTEC'K • ',k:3); 
dm.ax:•O;medt:•O;.mod2:•0;dhmax:•-tOOOOOO;dpmax:•O; 
* GERAÇÃO DA AMOSTRA COM PONTO DE MUDANCA DE DIST. EM NTETA • 
FOR i:-1 TO nt.et.a DO BEGIN xlil:=BINCat,bt);medt:•medt+xlil END;. 
FOR i:•nt.et.a+t TO n DO BEGIN xlil:•BIN<a2,b2>;med2:•med2+sdil END; 
mmodt:•rrunedt+medt/nt.et.a; 
mmed2:•mmed2+med2/Cn-nt.et..a>; 
* CÁLCULO DAS ESTATfSTICAS DE REFERêNCIA * 
FOR 1:-=2 TO n-1 DO 
BEGIN 
medpre:=O ;medpos:=O;s2pre:•O;s2pos:=O; 
FOR j:•t TO 1 00 BEClJN medpre:•medpre+x[jl;s2pre:•s2pre+xi:Jl• 
:rdjl END; 
medpre:•medpre/1; 
FO.R j:•t+t TO n DO BEGIN medpos:•medpos+xljl;s2pos:•s2pos+ 
>d:Jl•>d:Jl END; 
medpos:•medpos/Cn-i); 
d:=i/n*Ct-i/n>•ABSCmedpos-medpre); 
dh:•O; 
IF <<medpre..O> OR Cmedpos..O> OR (medpre•t> OR Cmedpos•t» THEN 
dh:•O 
ELSE BEGIN 
dh:-=i•medpre•LN<medpre)+(i-i•medpre>•LN<t-medpre>; 
dh:•dh+Cn-t>•medpos•LN<medpos)+Cn-1- <n-t>•medpos>• 
LN<t-medpos>; 
END; 
IF i•n-1 THEN BEGIN dp:..O;GOTO 100 END 
ELSE s2pos:•<s2pos- (n-i>•medpos•medpos)/(n-1-t>; 
s2pre:•Cs2pre-t•medpre•medpre)/(i-1); 
dp:-d/SQRT<s2pre/i+s2pos/(n-1>>; 
• CÁLCULO DOS MÁXIMOS • 
100: IF dp)dpmax THEN BEGIN dpmax:•dp;ipmaxl:kl:•i END; 
IF d>dmax THEN BEGIN dmax:•d;irnax[kl:-:l END; 
IF <dh<>O> AND (dh>dhmax) THEN BEGIN 
END; 
medpth:•medpth+pth; 
medp2h:•medp2h+p2h; 
varpth:•varpth+SQR<pth>; 
varp2h:•varp2h+SQR(p2h> 
END; 
medp1h:-medp1h/nmc; 
dhmax:•dh; 
ihmaJd:kl:•i; 
pth:•medpre; 
p2h:•medpos 
END; 
médp2h:•medp2h/nmc; 
var-pth:•<varpth+nmc•medpth)/(nmc-1)/nmc; 
varp2h:•<varp2h+nmc$medp2h)/(nmc-1)/nmc; 
FOR J:•t TO n DO BEGIN f'req[il:•O;f"roeqhl:il:•O;CreqpUJ:•O END; 
medm.ax;•O;varm.ax:•O ;meddes:•O; 
medhmax:aO;varhmax:•O;medhdes:•O; 
medpmax:•O ;varprnax:=-0 ;medpdes:•O; 
* DISTRIBUICÃO DE FREQUÊNCIAS * 
FOR .k:•t TO nmc DO 
becin 
f'reql:imaxl:kll:•f"req[imaxlkll+t; 
f'reqhl:ihmax[klJ:•f'reqh[:lhJna)dkJJ+1; 
f"reqplipmaxlkll:-f'reqpUpmaxt:klJ+t; 
medmax:•medmax+im.aMkl/n; 
meddes:•mec:ldes+SQR<tmaMkl/n-t.et.a); 
medhmax:-medhmax+ihmaM[kl/n; 
me-dhdes:•medhdes+sQR<ihmaMJcl/n-t.et.a>; 
medpmax:•medpmax+ipmaxl:kl/n; 
medpdes:•medpdes+sQR<ipmaxlkl/n-t.et.a) 
end; 
medmax:-medmax/nmc; 
meddes:-=meddes/nmc; 
medhmax:-rnedhmax/nmc; 
lft&dhdes:•medhdes/nmc; 
medpmax:•medpmax/nmc; 
medpdes:•medpdes:/nmc; 
J'IUftedt:•mmedt/nmc; 
mmedZ:•nunedZ/runc; 
var-max:-O;vardes:•O;varhmax:•O;varhdes:-o; 
var-pmax:•O;var-pdes:•O; 
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FOR 1:•1 TO n DO 
BEGIN 
var-max:•v.ar-max+f"reql:t~SQR(i/n-medmax>; 
var-hmax:•var-hn\a)(+f'r-oqhl:i~SQRCi/n-modhm.aJ.!:)~ 
va.rpmax:•va.rpmax+f'reqp[i~SQR(i/n-medpmax); 
vax-des:-vaJ"das+f'req{1~SQR<SQR<1/n-t.et.a)-meddes>; 
varhdes:•varhdes+f"reqhl:tl•SQR<SQR(i/n-t.et.a>-medhdes); 
varpdes:•varpdes+f'l'eqp(U.SQRCSQRCi/n-t.et.a)-medpdes); 
END; 
v.armax:•varmax/(nmc-1)/nmc; 
varhmax::=varhmax/(nmc-1)/nmc; 
v.arpmax:=v.ar-pmax/Cnmc-1)/nmc; 
vardes:•v.ardas./(nmc-1)/nmc; 
varhdes:•varhdes/Cnmc-1)/nmc; 
varpdes:•var-pdes/(nmc-1)/nmc; 
* IMPRESSSÃO * 
END. 
Principais variáveis ut.ilizadas no pro~;rama 
~ 
Creq : vet.or de f'"requQncias de e . 
• 
~ 
e 
z 
f"reqh vet.or de f"requências de 
~ 
vet.or de f"requências 
~ 
e 
• 
de 
. 
. freqp 
medmax : média de B varmax : vartância da média de 
~ 
e. 
·~ . ~ medhmax média de 8 varhmax : variância da média de e . 
medpmax 
meddes 
~ z 
média de 8 
• 
varpmax : va.riância da média de 
erro médio quadrát.ico de e . 
• 
v ardes variância do e.m.q. de B •• 
medhdes : erro médio quadrá"t.ico de 
var-hdes variância do e.m.q. de 
medpdes : erro médio quadrát.ico de 
varpdes variância do e.m.q. de 
~ z 
e . 
• 
Procranaa 2. Caso independent.e com dist.rtbuição nor-mal. 
PROORAM art.icot.n; 
<$N+,E+> 
USES CRT~ 
100; 
n-100;t.et.a•0.2;nmc-2000; 
• 
LA BEL 
CONST 
VAR y.,nt.et.a,aux,i,j,k:INTEGER; 
u,medpre,medpos,d,dmax,medmax,var-max,meddes,medt,med2:EXTENDED; 
dh,dhmax,medhmax, var-hmax..medhdes ~medp1h,medp2h:EXTENDED~ 
s2pre,s:2po&~,dp,dpmax,medpmax,varpmax,m&dpdes:EXTENDED; 
s,s:O,mmed1,mmed2,vardes,varhdes,varpdes,varp1h,varp2h:EXTENDED; 
p1h,p2h:EXTENDED; 
f':r-eq,f'r-eqh,f'reqp:ARRA Yr1 .. 100l 
tmax,thmax,ipmax:ARRA Yit .. aoool 
x:ARRA YU .. tOOl OF EXTENDED; 
ar-q:TEXT; 
OF 
OF 
INTEGER:;. 
INTEGER; 
* FUNCÃO GERADORA DE NúMEROS ALEATÓRIOS * 
FUNCTION RAND<r:EXTENDED>:EXTENDED;. 
VAR a,m:EXTENDED; 
BEGIN 
a:=950706376;m:•214 7 483647; 
s:-=INTCFRAC<~r/m)•m>; 
RAND:•s/m; 
END; 
* FUNCÃO GERADORA DE AMOSTRA COM DIST. NORMAL * 
FUNCTION NORMAL<b:REALJC:REAL>:EXTENDED; 
VAR vi,v2,w,d:EXTENDED; 
BEGIN 
v1:•RANDCs>; 
v2:•RAND<s>; 
d:•SQRT<-2•LN<vt>>•sin<6.1432•v2>; 
.NORMAL:•c•d+b 
END; 
* PROGRAMA PRINCIPAL * 
BEGIN 
CLRSCR; 
ASSION<arq1 1art.n2133.DATP);REWRJTECar-q>; 
FOR k:•1 TO nmc DO BEGIN imaxlkl:•O;ihmaxlkl:•O;ipmaxl'kl:•O END; 
nt.et..a:•TRUNCCMt.et.a>; 
WRITELN<ar-q,'t.et.a • ',t.et.a:3:1,' nt.et.a • ',nt.et.a:3,' n • ',n:4, 
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nmc • 1 ,nmc:6); 
WRJTELN<arq); 
RANDOMIZE; 
&O:•RANDOM; 
WRITELN<arq); 
\riRITELNCaJ"'q,'sement.e da ,;eracao • '~0:10:8); 
:fil:•sO;. 
mmed1:•0;mmed2:•0;medp1h:•O ;medp2h:.O;varp1h:•O ;varp2h:•O; 
FOR k:•1 TO nmc DO 
BEOIN 
GOTOXY<B,tO>;WRITEC' '>;WRITE<'K • ',k:3); 
dmax:•O;med1:•0;med2:•0;dhmax:•-1000000;dpmax:•O; 
• OERACXO DA AMOSTRA COM PONTO DE MUDANCA DE DIST. EM NTETA • 
100: 
FOR 1:•1 TO nt.et.a DO BEC3IN xl:il:•NORMAL(1.0,1>;med1:-=med1+xUJ END; 
FOR i:•nt.et.a+t TO n 00 BEGIN xUl:•NORMAL<1.6,1>;med2:•med2+x[iJ END; 
mmed1:•mmedt+med1/nt.et.a; 
mmod2:•mmed2""med2./(n.-nt.et.a); 
• CÁLCULO DAS ESTATíSTICAS DE REFERÊNCIA • 
FOR 1:=2 TO n-1 DO 
BEGIN 
medpre:•O ;medpos:•O ;s2pre:•O;s:2pos:-o; 
FOR j:•1 TO i DO BEGIN medpre:•medpre+xl'j1;s2pre:•s2pre+xljlaxljl 
END; 
medp:roe:•medpr-o/1; 
FOR j:•i+t TO n DO BEGIN medpos:•medpos+ld:jl;s2pos:•s2pos+ld:Jl• 
•>d:Jl END; 
medpos:•modpOiiil/(n.-1>; 
d:•i/M(i-1/n)•ABS<medpos-medpre); 
dh:•t•<n-t>•SQR<medpre-medpos)/n; 
IF i•n-1 THEN BEGIN dp:•O;GOTO 100 END 
ELSE s2pos:•<s2pos-<n-t>•medpos•medpos)/(n-1-1>; 
s2pre:•<s2pre-i•medpre•medpre)/<i-1>; 
dp:•d/SQRT<s2pre/i+sz2pos/(n-i)); 
• CÁLCULO DOS MÁXIMOS • 
IF dp>dpmax THEN BEC3IN dpmax:•dp;ipmax(kl:•i 
IF d>dmax THEN BEGIN dmax:•d;imaxt:kl:•i END; 
IF dh>dhmax THEN BEOIN 
END; 
dhmax:•dh; 
ihmax[kl:•i; 
pih:•medp:r-e; 
p2h:•medpos 
END; 
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END· 
' 
madpth:•madpth+pth; 
medpZh:•medp2h+p2h; 
varpth:•var-pth+SQRCpth>; 
varp2h:•var-p2h+SQR<p2h> 
END; 
medp1h:•medpth/nmc; 
medp2h:•medp2h/nmc; 
varplh:•<varpth+nm~medpth)/Cnmc-1>/nmc; 
varp2h:•<varp2h+nmoe:medp2h)/(nmc-1>/nmc; 
FOR 1:•1 TO n DO BEGIN f'r-eq[il:•O;f"roeqh(il:•O;f"roeqp(il:•O END; 
medmax:•O;varmax:•O;meddes:•O; 
medhmax:•O;varhm.a:Jc:•O;medhdes:•O; 
modprnax:•O;varopmaX':•O;medpdes:•Ot 
* DISTRJBUICÃO DE FREQUl!:NCIAS * 
FOR k:=t TO nmc DO 
begin 
f'r-eqUmax[kJJ:•1"rvqUmaxlkll+t; 
f'reqhtihrnaldkll:•f'r-eqhUhmaxlkll+t; 
f"r-eqp[ipmasdkll:•f"r-eqp[ipmax[kll+t; 
medmax:•madmax+irnaM(kl/np 
meddes:•meddes+SQRCimax[kl/n-t.et.a>; 
medhmax:•medhmax+ihmaMkl/n; 
medhdas:•medhdes+SQR<ihmaxfkl/n-t.et.a>; 
medpmax:•medpmax+ipmaJd:kl/n; 
medpdes:•medpdes+SQR<ipmaxl:kl/n-t.et.a> 
end; 
medmax:=medmax/nmc; 
meddes:•meddas/nmc; 
medhmax:•medhmax/nmc; 
medhdes:•medhdes/nmc; 
medpmax:•medprnax/nmc; 
m&dpdaa:•medpdes/nmc; 
mmed1:•mmed1/nmc; 
mmed2:•mmed2/nmc; 
varmax:•O;var-dea:•O;var-hmax:•O;var-hdeliii:•O; 
varpmax:•O;varpdes:•O; 
FOR 1:•1 TO n DO 
BEGIN 
varmax:•varmax+t'rec$-il.SQRCi/n-medmax); 
varhmax:•varhmax+f'reqhlil•SQRCi/n-medhmax>; 
varpmax:•varpmax+f'r-eqp(i,.SQRCi/n-madpmax>; 
vardes:•vardes+freqUl•SQR<SQR<t/n-t.et.a>-meddes>; 
varhdes:•varhdes+rreqh[il.SQRCSQRCi/n-t.et.a>-medhdes>; 
varpdes:•varpdes+Cr-eqp[il.SQRCSQRCi/n-t.et.a>-medpdes>; 
END; 
varmax:•varmax/Cnmc-1)/nmc; 
var-hmax:•varhmax/Cnmc-1)/nmc; 
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varoprnax:•v.ar-pmax/Cnmc-1>/nmc; 
vardes:•vardes/Cnmc-1)/nmc• 
varhdes:•varhdes/Cnmc-1)/nmc; 
var-pdes:•var-pdes/(nmo-1)/nmc; 
• IMPRESSÃO • 
CLOSE<arql 
END. 
As mesmas variáveis do profjrama 1 f'oram ut.ilizadas. 
Programa 3. Caso 
binomial 
PRO.GRAM art.t.r,;; 
<$N+,E+> 
USES CRT; 
LABEL 100; 
independen~e com 
negat.iva e normal. 
CONST n•30;t.et.a•0.9;nrnc•1000; 
VAR y~t.et..a.,aux,i~J~k:INTEGER; 
dist.ibuiçSes normal~ poisson~ 
u,medp.re,medpos,d~dmax,medmax,varomax,meddes,med1~med2:EXTENDED; 
s,sO,mmedt,nuned2,vardes:EXTENDED; 
x,:f'req:ARRA Ylt .. tOOl OF INTEGER; 
imax:ARRA Ylt .. SOOOl OF INTEGER; 
arq:TEXT; 
* FUNCAO GERADORA DE NúMEROS ALEATÓRIOS • 
FUNCTION RAND<r:EXTENDED>:EXTENDED; 
VA.R a~:EXTENDED; 
BEGIN 
a:•950706376;m:•2147483647; 
.&:•INT<FRACC&*r/m>•rn>; 
RAND:-s/m; 
END; 
• FUNCAO GERADORA DE AMOSTRA COM DIST. BINOMIAL • 
FUNCTION BIN<ai!NTEGER;p:REAL>:INTEGER; 
BEGIN 
aux:-o; 
FOR j:-1 TO a DO 
BEGIN 
u:•RAND<s>; 
JF <u<p> THEN aux:•aux+t; 
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END; 
BIN:•aux 
END; 
e FUNCÃO GERADORA DE AMOSTRA COM DIST. BINOMIAL NEGATIVA e 
FUNCTION BINN<b:INTEGER;p:EXTENDED>:INTEGER; 
LABEL 2,; 
VAR m:INTEGER; 
BEGIN 
aUM:•O;m:•O,; 
2: u:•RAND<s>; 
IF <u>p> THEN BEGIN aux:•aux+1;GOTO 2 END; 
m:•m+t; 
IF m<b THEN GOTO 2; 
END; 
• FUNCÃO GERADORA DE AMOSTRA COM DIST. POISSON e 
FUNCTION POIS<b:REAL>:INTEGER; 
VAR nq:INTEGER; 
q,c::REAL; 
BEGIN 
q:•t;nq:•O;c:•EXP<-b>; 
REPEAT 
u:•RAND<s>;. 
q:•q*u;nq:•nq+1;. 
UNTIL q<c; 
POIS:•nq-t 
END; 
e FUNCÃO GERADORA DE AMOSTRA COM DISTRIBIDCÃO NORMAL e 
FUNCTION NORMAL<b:REAL;c:REAL>:EXTENDED; 
VAR vt_v2-w,d:EXTENDED; 
BEGIN 
vt:•RAND<s),; 
v2:•RAND<s>; 
d:•SQRT<-2•LN<vt>>•sin(6.1432•v2); 
JlrfORMAL:•b•d+c 
END; 
e PROGRAMA PRINCIPAL e 
BEGIN 
CLRSCR; 
ASSIGNC.arq,'art.rcttt.DAT'>;REWRJTE<arq>; 
FOR Jc.:•t TO nmc DO imax[kl:•O; 
nt.et..a:•TRUNC<ne:t..et.a>; 
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WRITELN<ar-q,'t.et.a • ',t.et.a:3:t,' 
nmc • ',nrnc::5); 
\riRITELN(ai'q); 
RANDOMIZE; 
sO:•RANDOM; 
nt.et.a • ',nt.ot.a:3,' 
WRITELN<ar-q, 'sement.e da cer-acao • ',s0:10:8); 
s:•aO; 
mmed1:•0;mmed2:•0; 
FOR k:•t TO nmc DO 
BEGIN 
GOTOXYC5,10);WRJTE<' 
dmax:•O ;med1:•~;med2:•0; 
');WRITE<'K c ',k:3>; 
n • ',n:4, 
* GERACÃO DE AMOSTRA COM PONTO DE MUDANCA DE DIST. EM NTETA * 
FOR 
FOR 
TO nt.et.a 
TO 
DO BEGIN xl:il:•BIN<tO,O.t);medl:•medt+xUl END; 
n DO BEGIN :od:U•BIN<10,0.3);med2:•med2+>dll END; 
mmed1:•mmod1""med1/nt.et.a; 
mrnod2:•mmed2+rned2/(n-nt.et.a>; 
FOR 1:•2 TO n-1 DO 
BEOIN 
me-dpz-e:•01Jlledpos:•O; 
• 
FOR j:•t TO 1 DO medpre:•medpre+xl:jl; 
me-dpre:•medpre/1; 
FOR j:•i-1·1 TO n DO medpos:•modpos+x(jl; 
medpos:•medpos/(n-1>; 
d:•i/M(i-1/n>•ABS (medpos-medpre>; 
IF d>dmax THEN BEGIN dmax:•d;imax(kl:•i END; 
END; 
END; 
FOR 1:•1 TO n DO f'req(il:•O; 
medmax:•O;varmax:•O;meddes:•O; 
* DISTRIBUICÃO DE FREQUêNCIAS • 
FOR k:•t TO nmc DO 
b&ctn 
f"reqUmaMI:kD:•f"req[imax(kJl+t; 
medmax:•medmax+imaxCkJ/n; 
meddea:-mêddes""ABSCimax[kl/n-t.et.a); 
end; 
medmax:•medmax/nmc; 
meddes:-meddes,.....nmc; 
mrned1:•mmed1/nmc; 
mmed2:•mmed2/nmc; 
varomax:•O;vardes:•O; 
FOR 1:•1 TO n DO 
BEGIN 
varmax:•varmax+f"recj.i~SQRCi/n-medmax); 
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varde&:-vardes+f'r-eq(il•SQR<SQR<t/n-t.et.a)-maddea>; 
END; 
varmax:•varrnax/Cnmc-1)/nmc; 
vardea:•vardea/(nmc-1)/nrnc; 
CLOSE<arq> 
END. 
* IMPRESSÃO * 
Principais variáveis ut..ilizadas no programa 
freq : vet..or de frequências de 9 . 
A • A 
medmax : média de 9 var-max 
• A 
variância da média de e 
• 
medc:Jes 
v ardes 
erro médio absolut.o de B • 
A • 
variância do e.m.a. de 8 . 
• 
OBSERVAÇÕES ; 
Nos programas ut.ilizados foram oalcul.ac::las as médias amost.rais 
dos est.hnadores e respect.ivas variâncias~ além dos erros quadrát.icos 
médios e respect.ivos int.ervalos de confiança para que pudéssemos 
analisar os result.ados e compar-ar. Mas depois da simulação f"eit.a, 
observamos que não havia simet.ria na dist.ribuição de f'requências~ 
o que prejudicava demais a análise dos result.ados at.ravés das médias 
amOiiilt.rais. Port.ant.o~ t.endo em mãos a dist.ribuiçAo de f'requencia~ 
pudemos calculai- as medianas e percent.is de 6% e 95%, havendo 
uma maior coerência com os result.ados obt.idos. 
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