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Abstract
We propose a technique for estimating the spatial weights matrix (SWM) of the spatial
autoregressive model (SAR) using the least absolute shrinkage and selection operator (Lasso),
first proposed by Tibshirani (1996). The SWM is typically assumed a priori as a known ma-
trix of correlations among spatially correlated data, as it cannot be estimated using standard
techniques due to overfitting. However, we use the Lasso to discover the most prominent spatial
coefficients in the SWM and estimate them using feasible generalized least squares, while setting
the relatively unimportant effects to zero. Furthermore, the Lasso solutions are optimized to
minimize mean squared error over a grid of possible spatial lag parameters. Finally, we use the
LARS-Lasso algorithm to compute an illustrative example of the technique.
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1 Introduction
Obtaining large panels of time-series data is becoming easier and studying statistical models that
glean information from such data is becoming more important to econometricians and statisticians.
For example, researchers studying these data may be interested in the spatial-temporal dependence
structure of the underlying data-generating process. Various models have been proposed to study
the cross-sectional dependence of variables, including the spatial autoregressive model (SAR), see
Elhorst [3].
Two important features of the SAR are the spatial weight matrix (SWM), which contains key
information on how the response variables of the process are ”connected” to one another, and
the spatial lag parameter (ρ), which acts as a correlation multiplier. Typically, the first task in
modeling a spatial process using the SAR is specifying the SWM using prior expert knowledge or
imposing certain structures that are unique to process at hand. For example, a researcher studying
physically spatial data may impose a contiguity structure: the (i, j) element of the SWM is set to
one if i and j are neighbors and zero otherwise. Another specification is to populate the SWM with
the inverse of a ”distance” metric, such as Euclidean distance, between variables.
It is important to point out that ”spatial” data includes much more that just data collected over
a geographic region. Essentially, spatial data applies to stochastic processes that have no natural
ordering, like time. Any set of variables that may exhibit correlation because of their ”proximity”
to one another can be viewed as spatial data. For example, students within the same school or
firms within an industry may be considered spatially correlated variables regardless of where each
student or firm is physically located. It may be valid to assume that students within a grade directly
affect one another’s academic performance: they form friend networks that influence their academic
appetite. Likewise, students in different grades (e.g. a 1st and 8th grader) might not experience any
pattern of correlation among each other. In section 2.1, I show that these effects lead to a sparse
SWM.
In my thesis, I will explore how to estimate spatial effects from the panel SAR model through
the SWM under a sparsity assumption. Unlike the current practice of imposing the SWM a priori,
my goal is estimate it empirically using a penalized regression technique called the least absolute
shrinkage and selection operator (Lasso), first proposed in Tibshirani [21]. The guiding research
questions are: How do we estimate these peer effects while imposing a minimal amount about the
structure on the spatial weight matrix of the SAR? Can we simultaneously estimate the spatial lag
parameter and the SWM?
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2 Model Specification
Autoregressive models are widely used in the time series analysis. Autoregression is a char-
acteristic of a stochastic process in which the current state of a process depends on its value at
some other state(s), e.g. Xj “ αXj´1` j . Likewise, the SAR models autoregression in the spatial
setting, where there is no natural ordering (like time) to the process. As such, the SAR allows
each response variable of the process to affect any other response variables, which is the common
setting in regional economics, network science, and the geosciences among many others. In effect,
the SAR is a collection of simultaneously determined endogenous equations. The first equation of
traditional SAR model can be written as:
Y1 “ ρW12Y2 ` ρW13Y3 ` ...` 1 “
Tÿ
i“2
W1iYi ` 1 (1)
where W1i,...,W1T are the autoregressive parameters P R, ρ P r´1, 1s is the spatial autocorrelation
term, 1 is the unobservable disturbance term and T is the number of random variables under
consideration.
Stacking the Y s, the traditional SAR model can be written in matrix notation as:»————–
Y1
Y2
...
YT
fiffiffiffiffifl “ ρ
»————–
0 W12 ¨ ¨ ¨ W1T
W21 0 ¨ ¨ ¨ W2T
...
...
. . .
...
WT1 WT2 ¨ ¨ ¨ 0
fiffiffiffiffifl
»————–
Y1
Y2
...
YT
fiffiffiffiffifl`
»————–
1
2
...
T
fiffiffiffiffifl (2)
2.1 Panel SAR Model
The model that is of interest in this proposal is the SAR model for panel data, or panel SAR
(PSAR). Panel data is simply cross-sectional time series data: observations from multiple processes
are collected through time. An example of panel data is the collection of observations (such as
test scores) from each entering class (panel) within a school, from the first year until graduation.
In theory, both intra-panel spatial correlation (students within a grade affect one another) and
inter-panel spatial correlation (students affect one another through grades) may both be present.
Let j denote a panel and i an observation within a panel, and let the doubly indexed data
be Yij . Let Tj denote the size of panel j. For notation purposes, define Yj and j as following:
Yj “
”
Y1j Y2j ¨ ¨ ¨ YTj
ıT
and j “
”
j1 
j
2 ¨ ¨ ¨ jT j
ı1
. To illustrate, the 1st equation of panel j
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of the full PSAR looks like the following:
Y1j “ ρjW j12Y2j ` ρjW j13Y3j ` ...` ρjW j1TjYTj ` j1 “ ρj
”
0 W j12... W
j
1T
ı ”
Y1j Y2j ... YTj
ı1` j1
(3)
where ρj is the spatial correlation parameter of panel j. Then, the 1
st panel SAR is:
Y1 “ ρ1
»————–
0 W 112 ¨ ¨ ¨ W 11T
W 121 0 ¨ ¨ ¨ W 12T
...
...
. . .
...
W 1T1 W
1
T2 ¨ ¨ ¨ 0
fiffiffiffiffifl
loooooooooooooooooomoooooooooooooooooon
X1
¨Y1 `
»————–
11
12
...
1T1
fiffiffiffiffifl
loomoon
1
(4)
Now, let Y =
»————–
Y1
Y2
...
YN
fiffiffiffiffifl. The full PSAR model becomes:
Y “
»————–
X1 0 ¨ ¨ ¨ 0
0 X2 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ XN
fiffiffiffiffifl
looooooooooooomooooooooooooon
X
Y`
»————–
1
2
...
T
fiffiffiffiffifl
lomon
Ψ
(5)
To makes the exposition of the rest of the paper more clear, we set Tj “ T @j, though this
assumption is not necessary for the results that follow.
Assumption 1.
Xj “ Xj1 @j ‰ j1
This assumption states that the affect of one student on another student is constant through the
panels (grades). We drop the superscript on W and group individual 1 in a vector to write (5) as:
Y˜1 “
»————–
Y11
Y12
...
Y1N
fiffiffiffiffifl “
»————–
ρ1Y21 ρ1Y31 ¨ ¨ ¨ ρ1YT1
ρ2Y22 ρ2Y32 ¨ ¨ ¨ ρ2YT2
...
...
. . .
...
ρNY2N ρNY3N ¨ ¨ ¨ ρNYTN
fiffiffiffiffifl
looooooooooooooooooooomooooooooooooooooooooon
X1pρq
»————–
W12
W13
...
W1T
fiffiffiffiffifl
looomooon
β1
`
»————–
11
21
...
N1
fiffiffiffiffifl
lomon
1
(6)
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with Y˜1 P RN, X1 P RN x T-1, β1 P RT-1 and 1 P RN. Note that Xipρq is constructed such that ith
individual’s observations are dropped. That is, the model for individual 2 may be written as:
Y˜2 “
»————–
Y21
Y22
...
Y2N
fiffiffiffiffifl “
»————–
ρ1Y11 ρ1Y31 ¨ ¨ ¨ ρ1YT1
ρ2Y12 ρ2Y32 ¨ ¨ ¨ ρ2YT2
...
...
. . .
...
ρNY1N ρNY3N ¨ ¨ ¨ ρNYTN
fiffiffiffiffifl
looooooooooooooooooooomooooooooooooooooooooon
X2pρq
»————–
W21
W23
...
W2T
fiffiffiffiffifl
looomooon
β2
`
»————–
12
22
...
N2
fiffiffiffiffifl
lomon
2
(7)
Stacking [Y˜1, Y˜2,...,Y˜T ]
T , we get the following:
Y˜ “
»————–
Y˜1
Y˜2
...
Y˜T
fiffiffiffiffifl “
»————–
X1ρ 0 ¨ ¨ ¨ 0
0 X2pρq ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ XT pρq
fiffiffiffiffifl
loooooooooooooooooomoooooooooooooooooon
Xpρq
¨
»————–
β1
β2
...
βT
fiffiffiffiffifl
lomon
β
`
»————–
1
2
...
T
fiffiffiffiffifl
lomon
U
(8)
with Y˜P RNT, XpρqP RNT x T(T-1), β P RT(T-1), and Ω P RNT. Note that we can arrange β in such
a way to fill the SWM in (2). In fact, SWM =
»————–
β11
β12
...
β1T
fiffiffiffiffifl.
Assumption 2.
For finite N and T, we require:
p1q |β|c ď NT
where |β|c denotes the cardinality of β, i.e. the number of non-zero elements. Notice that (1)
is the standard rank identification assumption, as we cannot estimate β in (8) uniquely unless
NT ě T pT ´ 1q, which implies, N ě T ´ 1.
Assumption 3.
Erjs “ 0 EriTi s “ σii ¨ IN EriTj s “ σij ¨ IN @i ‰ j
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Equivalently, let Σ “
»————–
σ11 σ12 ¨ ¨ ¨ σ1T
σ21 σ22 ¨ ¨ ¨ σ2T
...
...
. . .
...
σT1 σT2 ¨ ¨ ¨ σTT
fiffiffiffiffifl. Then, ErΩΩT s “ Σb IN
Assumption 4. The matrix Xpρq is of full rank.
2.2 Estimation of the model via the Lasso
Estimation of (8) requires estimates for β, Σ, and ρ. We propose the following steps:
1. For a fixed choice of ρ, compute the Lasso estimate for each βi for i “ 1, 2, ..., T .
pβi “ min
βiPRT
t1
2
}Y˜1 ´Xipρqβi}22 ` λ}βi}1 (9)
2. Update Xi to include only covariates of non-zero coefficients post lasso. Store the indeces of
zero coefficients. Compute the method of moments estimator for Σ as:
xσij “ 1
N
´
Y˜i ´Xipρqpβi¯T´Y˜j ´Xjpρq pβj¯
3. Re-compute pβ for post-Lasso coefficients using the generalized least squares estimator. Note
that Xpρq includes only covariates of non-zero coefficients post Lasso:
pβFGLS “ pX(ρ)T ppΣ´1 b IN qX(ρ)q´1pXT ppΣ´1 b IN qY˜q
Combine the zero coefficients and pβFGLS in the original order to form pβ.
4. Repeat 1-3 for all ρ on some predefined grid, such as [{-0.5}, {0.5}].
5. Select ppρ, pβq that minimize squared error, i.e. ´Y˜´X(pρ)pβ¯T´Y˜´X(pρ)pβ¯
3 The Lasso
One goal of regression is to predict. Assume Y = f(X) +  where f is a function of the data and
E[] = 0 with Var() = σ2. Prediction error can be defined as:
Errpx0q “ ErpY ´ fˆpx0qq2|X “ x0s
5
Honor’s Thesis Pawel Janas
Errpx0q “ σ2 `Bias2pfˆpxoqq ` V arpfˆpx0qq
In the presence of a large number of covariates, ordinary least squares (OLS) regression has
two main shortcomings when it comes to prediction: (1) generally high variance (but low finite
sample bias) and (2) lack of interpretable results, especially when the coefficient estimates are close
to zero. Two methods have been developed to deal with these issues individually. Ridge regression
shrinks the coefficients towards zero (but does not set them to zero) by imposing an L2 penalty on
OLS, thereby reducing variance at the cost of bias. More, methods of subset selection fit sets of
regressors to the model consecutively. These methods are unstable and computationally infeasible
with a large number of possible regressors.
Tibshirani [21] proposes a new method that combines the two methods described above into a
stable subset selection process called the least absolute shrinkage and selection operator (Lasso),
defined as the OLS estimate with an L1 norm penalty on the coefficients:
t1u pβ1 “ arg min
β
t}Y˜´X(ρ)β}22 ` λ}β}1u or
t2u pβ2 “ arg min
β
t
NTÿ
i“1
pY˜i ´
ÿ
j
βjX(ρ)ijq2u subject to
ÿ
j
|βj | ď t
(10)
where λ, t ě 0 control the amount of ”shrinkage” and are chosen through cross-validation. I refer
the reader to section 8 for more information about the Lasso.
4 Computing the Lasso
4.1 Feasibility of Descent Algorithms for the Lasso - KKT Conditions
Many convex optimization problems can be solved using descent methods, which are essentially
search algorithms with stopping criteria based on the Karush-Kuhn-Tucker conditions. Recall our
Lasso problem for individual i. For notational clarity, drop the index i:
pβ “ min
βPRT
t1
2
}Y˜´Xβ}22 ` λ}β}1u (11)
which is equivalent to (see section 8 for proof):
pβ “ min
βPRT
t1
2
}Y˜´Xβ}22u subject to : }β}1 ď t (12)
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Remark. KKT Conditions that satisfy (11) are:
XTj pY˜´Xβq “ λuj j “ 1, ..., T (13)
where Xj denotes the jth column of X and u is the differential of }β}1:
uj “
$&%signpβjq if βj ‰ 0z P R : |z| ď 1 if βj “ 0 (14)
Proof. In general, the optimization with M constraints:
min fpxq subject to hkpxq ď 0 k “ 1, ...,M
has the following KKT conditions. which involve subdifferentials as L1 is not differentiable at 0:
‚ (stationarity) 0 P Bfpxq `řmi“1 λiBhipxq
‚ (complementary slackness) λi ˚ hipxq “ 0 @i
‚ (dual feasibility) λi ě 0 @i
In our case, let fpβq “ 12}Y˜´Xβ}22. Then,
fpβq “ 1
2
pY˜´XβqT pY˜´Xβq “ Y˜T Y˜´ Y˜TXβ ´ βTXT Y˜` βTXTXβ (15)
Bfpβq
β
“ 1
2
p´2XT Y˜` 2XTXβq “ XT pY˜´Xβq (16)
Bfpβq
βj
“ XTj pY˜´Xβq (17)
Now let hpβq “ |β|1.
hpβq “ |β1| ` |β2| ` ...` |βT | (18)
Bhpβq
Bβi “
B
Bβi |βi| “
$&%signpβjq if βj ‰ 0z P R : |z| ď 1 if βj “ 0 (19)
Note that the Kuhn Tucker conditions imply 2T constrains on β, as sign(β) can take on two
values for each βj , j “ 1, 2, ..., T . For large T, doing subset selection (i.e. testing all combinations
of βj that minimize some criterion) would be computationally infeasible.
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4.2 Least Angle Regression Lasso (LARS) Algorithm
Though standard quadratic programming techniques can be used to solve for the Lasso, the
LARS, developed by Efron et al [2], is a computationally faster algorithm that can be trivially
adapted to the Lasso context.
First, we assume that X and each Y˜i have been standardized to have mean 0 and unit length
through location and scale transformations:
Tÿ
i“1
Y˜jpiq “ 0
Nÿ
i“1
Xpρqij “ 0
Nÿ
i“1
Xpρq2ij “ 1 @j “ 1, ..., T
A maximum of T steps are required for each individual’s Lasso computation.
Let uˆ “ Xpρˆqβˆ and Cpuˆkq “ Xpρˆq1pY˜i ´ uˆkq be the vector of correlations between the residual
at step k and all available covariates. Let u0 “ 0 and βL “ 0. The LARS procedure, for a given λ,
works as follows:
1. Find the covariate most correlated with Y˜, i.e. find max(Cpuˆ0q), say x1 “ Xpρqi1
2. Go in the direction of x1, i.e. uˆ1 “ uˆ0 ` βˆ1x1. Recompute the new residual. Increment βˆ1
until Cpuˆ0q “ Cpuˆ1q, that is, until some other covariate has as much correlation with the new
residual as did the previous predictor with the previous residual.
3. Repeat step 2 until a third covariate has as much correlation with the residual formed by the
joint direction of x1 and x2 as did the previous estimate. Keep repeating step 2 as long asřk
i“1 βˆi ď λ.
4. If any coefficient βˆi during a run hits zero, drop this covariate from the set of available covariates.
This is the Lasso correction for the Lasso-LARS algorithm. For the last iteration, set βˆp such
that uˆp equals the projection of y onto the subspace spanned by the covariates chosen up to
that point.
5. βˆL “ xβˆ1, ..., βˆpy
We optimally choose λ through cross-validation.
4.3 Cross-validation
Here I describe how the tuning parameter in equation (1), t, is chosen in practice. This process
is called cross-validation, which is covered in Hastie et al. [7]
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1. Discretize t on a reasonable set, such as t P (0,10)
2. Divide the samples into K folds (groups) of roughly equal size at random.
3. For each fold k = 1, 2, . . . ,K and for each t
a) Estimate the Lasso using the data in all folds except for fold k
b) Use the estimated Lasso from (a) to predict in fold k and calculate the total
error in this fold:
kpθq “
ÿ
iPk
pyi ´XβLptqq2
4. Average the total error over all folds, then increment in t. The cross-validated value of t will
be the one for which the Lasso estimate produces the smallest average total error.
4.4 Pseudocode
Algorithm 1 Model Estimation via Lasso
1: procedure
2: Specify ρ set, e.g. [-0.5, 0.5]
3: ρÐ All combinations of ρ set
4:
5: for k = 1 to size(ρ) do
6: Compute X(ρ) Ð p8q with ρ “ ρpkq
7:
8: for i = 1 to T do
9: Xi Ð X with ith column removed
10: Y Ð Y˜i
11: pβi Ð LARS-Lasso(Xi,Y), as described above, with 5-fold cross-validation
12: Update Xi to include only covariates of non-zero coefficients post-lasso
13:
14: for i,j = 1 to T do
15: σij Ð 1N
´
Y˜i ´Xipρqpβi¯T´Y˜j ´Xjpρqq pβj¯
16:
17: Compute FGLS of β: pβ Ð pX(ρ)T ppΣ´1 b IN qX(ρ)q´1pX(ρ)T ppΣ´1 b IN qY˜q
18: Compute and store MSE: MSEppβ, pρq Ð ´Y˜´X(ρ)pβ¯T´Y˜´X(ρ)pβ¯
return (pβ, pρq “ minMSEppβ, pρ)
9
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5 Example and Discussion
We generated NT = 120 spatially dependent data using the following ρ and randomly generated,
sparse SWM:
Table 1: True SWM and ρ
N = 12 ρ 0.6 0 0.2 -0.5 0.3 0.7 0 0 0.9 -0.9 0.4 0
T = 10 β1 0 -0.32 0.21 0 0 0 0.60 0 -1.11 -0.22
β2 0.11 0 -1.66 0.08 -0.67 0.23 0 -0.75 -0.15 0
β3 0.79 0.31 0 0.78 -0.68 0 0 -0.9 0 -1.47
β4 0.33 0.22 0 0 -0.09 0 -0.15 0 0 0.16
β5 0 -0.35 -0.25 -0.49 0 0 -0.33 -0.54 0 0
β6 0 2.71 0 0 0.63 0 0.66 1.50 0 0
β7 0 0 -0.21 0.69 -0.06 0 0 0.12 0 0
β8 1.31 0 0 -1.25 -1.04 1.97 0 0 -0.63 0
β9 1.93 -1.51 0 0 -0.1726 1.24 0 -0.53 0 -0.75
β10 0.52 1.28 -0.26 -0.60 0 0 0 0 -0.11 0
with i „ i.i.d. Np1, 0.01q for all i. Specifically, we generated  and computed Y using a re-
arranged version of (5):
Y “ pρb IT qWY`Ψ pI´ pDρ b IT qWqY “ Ψ Y “ pI´ pDρ b IT qWq´1Ψ
W “
»————–
W 0 ¨ ¨ ¨ 0
0 W ¨ ¨ ¨ 0
...
...
. . .
...
0 0 0 W
fiffiffiffiffifl W “
»————–
0 W12 ¨ ¨ ¨ W1T
W21 0 ¨ ¨ ¨ W2T
...
...
. . .
...
WT1 WT2 ¨ ¨ ¨ 0
fiffiffiffiffifl
Keeping in mind that each iteration of Algorithm 1 takes about 3.5 seconds to run on the
computer available to us (MacBook Pro with a 2.4 GHz Intel Core 2 Duo processor and 4 GB of
memory), we restricted our ρ set to [-0.5, 0.5]. This produced 212 = 4096 runs and Algorithm 1
took around 4 hours to compute. (For comparison, having three elements in the ρ set would require
22 days of computation.)
5.1 Estimated SWM
In general, the algorithm produced estimators of SWM that were more sparse than the true
SWM. The best estimator is shown in Table 2. It correctly identified 69% of the zero coefficients and
46% of the non-zero coefficients. However, it also mis-identified 58% of the zero entries (incorrectly
10
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estimated as zeros/true number of zeros) and 28% of the non-zero entries (incorrectly estimated as
non-zeros/true number of non-zeros). The cross-validated λs are given in Figure 4. The green line
depicts the lambda that produced the smallest average MSE over a 5-fold cross validation and the
blue line depicts the largest lambda within one standard error of the MSE of the green.
Table 2: Estimated SWM
N = 12 pρ 0.5 -0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 -0.5 0.5 -0.5
T = 10 pβ1 0 -0.27 0 0 0 0 0 0 -0.51 0.02pβ2 0 0 0 0 0 0 0 0 0 0pβ3 2.16 -3.56 0 -0.26 0 0.48 -1.54 -0.31 1.65 1.57pβ4 0 0 0 0 0 0 0 0 0 0pβ5 0 0 0 0 0 0 0 0 0 0pβ6 0 -0.46 0 0 0 0 0 0 0 -0.01pβ7 0 0 -0.10 0 -0.18 0 0 0 0 0pβ8 -0.94 0.30 -1.86 0.66 1.16 -0.47 0.81 0 0 -0.85pβ9 1.85 0 0.93 -1.32 0.91 0.79 -2.96 0 0 3.31xβ10 0 0 0.11 0 0 0 0 -0.17 0 0
For a visual comparison, we produced Table 3. The green entries correspond to the correct
estimated coefficients, in terms of sign, without regard to magnitude. The right-most column totals
the number of ”correctly” identified coefficients. It is clear that this estimator does not estimate
the true SWM very well. We believe there were three main issues: (1) extremely finite data size
(120 parameters for 90 possible parameters), (2) the ρ set was not sufficiently large enough due to
computational limitations and, lastly, (3) the Lasso-LARS algorithm performs sub-optimally with
linearly dependent covariates [2]. Issue (1) is evident in Figure 4, with large standard errors on the
cross-validated λ. Each fold in the cross-validation process contained fewer than five observations,
which led to imprecise specification. Both issues (2) and (3) can be mitigated in future work. In
some scenarios, researchers may not be interested in ρ and disregard its estimation. In terms of
computation, newer algorithms have recently been proposed that outperform the Lasso-LARS, such
as coordinate descent methods (see for example ([15])).
5.2 Analysis of MSEs and Groupings
We plotted a histogram of the MSEs for each possible ρ (Figure 1) and noticed that a small
number of combinations produced very similar MSEs in the range (0.18-0.24). A natural question
arose: is there an estimator that better identifies the SWM with a slightly higher MSE? Unfortu-
nately, as depicted in Figure 3 and Tables 4/5, the estimators with MSEs in the range (0.18-0.24)
performed similarly. In addition, as Lasso solutions become more sparse than the truth, we expect
11
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the MSEs to rise. This phenomenon is depicted in Figure 2. As the proportion of correctly and
incorrectly identified zero coefficients tends to 1, the MSE of these solutions increases.
Table 3: Estimated SWM, Visual Comparison
N = 12 pρ + - + + + + + + + - + -
T = 10 pβ1 0 -0.27 0 0 0 0 0 0 -0.51 0.02 7pβ2 0 0 0 0 0 0 0 0 0 0 3pβ3 2.16 -3.56 0 -0.26 0 0.48 -1.54 -0.31 1.65 1.57 3pβ4 0 0 0 0 0 0 0 0 0 0 5pβ5 0 0 0 0 0 0 0 0 0 0 5pβ6 0 -0.46 0 0 0 0 0 0 0 -0.01 5pβ7 0 0 -0.10 0 -0.18 0 0 0 0 0 8pβ8 -0.94 0.30 -1.86 0.66 1.16 -0.47 0.81 0 0 -0.85 1pβ9 1.85 0 0.93 -1.32 0.91 0.79 -2.96 0 0 3.31 3xβ10 0 0 0.11 0 0 0 0 -0.17 0 0 4
Table 4: Results for 10 of the 20 estimators with smallest MSE
MSE 0.23 0.24 0.20 0.22 0.19 0.21 0.22 0.23 0.23 0.21
% Correct Zero 70.83 70.83 79.17 70.83 70.83 70.83 72.92 72.92 72.92 72.92
% Correct Non-Zero 32.69 32.69 38.46 32.69 32.69 32.69 32.69 32.69 32.69 32.69
% Incorrect Zero 72.92 72.92 66.67 72.92 72.92 72.92 72.92 72.92 72.92 72.92
% Incorrect Non-Zero 26.92 26.92 19.23 26.92 26.92 26.92 25.00 25.00 25.00 25.00
Table 5: Results for the remaining 10 of the 20 estimators with small MSE, smallest in bold.
MSE 0.20 0.22 0.20 0.23 0.20 0.18 0.20 0.24 0.24 0.24
% Correct Zero 77.08 68.75 68.75 68.75 68.75 68.75 68.75 68.75 68.75 68.75
% Correct Non-Zero 26.92 46.15 46.15 46.15 46.15 46.15 46.15 46.15 46.15 46.15
% Incorrect Zero 79.17 58.33 58.33 58.33 58.33 58.33 58.33 58.33 58.33 58.33
% Incorrect Non-Zero 21.15 28.85 28.85 28.85 28.85 28.85 28.85 28.85 28.85 28.85
12
Honor’s Thesis Pawel Janas
6 Conclusion
The motivation behind this work was to propose an estimation procedure to estimate the spatial
weights matrix and the spatial parameters, which are fixtures in econometric spatial autoregressive
models. Instead of assigning the values in the SWM using ”expert knowledge” or contiguity mea-
sures, we sought to these estimate spatial effects purely from the spatial data. Using panel data
and assuming that the true SWM is sparse, we proposed a multi-step procedure using the Lasso.
First, the Lasso was used to eliminate the non-important covariates on the ”individual” level. We
then used the Lasso solutions to estimate the covariance structure of the disturbances and using
this estimate to compute the GLS estimate of the coefficients. Finally, we conducted a test to see if
our estimation is reasonable, computing the Lasso using the LARS algorithm. The estimation was
not perfect and we were limited by two main factors: (1) constrained size of the grid of possible ρ,
(2) the strong dependence of the covariates.
7 Figures
Figure 1: Distribution of MSEs for n = 4096 rho combinations
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Figure 2: Results vs. MSE for MSE ď 0.5.
Cyan - % Correct Zero, Green - % Correct Non-Zero, Blue - % Incorrect Zero, Red - % Incorrect
Non-Zero
Figure 3: Results vs. MSE for MSE ď 0.25
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(a) Individual 1 (b) Individual 2
(c) Individual 3 (d) Individual 4
(e) Individual 5 (f) Individual 6
(g) Individual 7 (h) Individual 8
(i) Individual 9 (j) Individual 10
Figure 4: 5-Fold Cross-Validated paths for each Lasso computation for the best estimator.
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8 Literature Review: Regression and the Lasso
The Lasso problem can be written as follows:
t1u pβ1 “ arg min
β
t}Y ´Xβ}22 ` λ}β}1u or
t2u pβ2 “ arg min
β
t
Nÿ
i“1
pyi ´
ÿ
j
βjxijq2u subject to
ÿ
j
|βj | ď t
(20)
where λ, t ě 0 control the amount of ”shrinkage” and are chosen through cross-validation.
Lemma. pβ1 “ pβ2
Proof. Problem {2} is typically referred to as the ”primal” problem. In general, the primal problem
is the constrained optimization problem of the form:
pβ2 “ arg minf0pβq subject to f1pβq ď 0 tf0,1 : Rp Ñ Ru
For us, f0pβq “ třNi“1pyi ´řj βjxijq2u and f1pβq “ řj |βj | ´ t.
Problem {1} is typically referred to as the ”dual” function problem. First, we define the Lagrangian
function as:
Lpβ, λq “ f0pβq ` λf1pβq “ }Y ´Xβ}22 ` λp}β}1 ´ tq “ }Y ´Xβ}22 ` λ}β}1 ´ λt
The dual function is then defined as: Dpλq “ minβ Lpβ, λq, tD : RÑ Rpu.
Remark 1. Notice that Dpλq is a minimization over β. Hence, subtracting a constant λt does not
change the optimal solution. Hence:
min
β
}Y ´Xβ}22 ` λ}β}1 ´ λt “ min
β
}Y ´Xβ}22 ` λ}β}1 ” Dpλq “ p1q
Remark 2. Notice that since f1pβq ď 0 Ñ Lpβ, λq ď f0pβq for all feasible β. Then, minβ Lpβ, λq ď
minβ f0pβq Ñ Dpλq ď pβ2, by definition. That is, we have obtained a lower bound on the optimal
solution.
Remark 3. We can then find the greatest lower bound on the optimal solution by, i.e. pβ1 “
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maxλDpλq Ñ pβ1 ď pβ2. The difference between the two optimal solutions is called the duality gap.
Remark 4. Slater’s Condition: Given the formulation of the problem as in the beginning of the
proof, if (a) f0pβq and f1pβq are convex and (b) there exists β˚ P relintpdompf1qq s.t. f1pβ˚q ă 0,
then the duality gap is zero, i.e. pβ1 “ pβ2.
Note that all Ls norms, 1 ď s ă 8 are convex. Hence, (a) is satisfied. Recall that f1pβq “ř
j |βj | ´ t. Since t = 0 produces the trivial solution, pβ2 “ O, let t ą 0. Then, f1pOq “ 0´ t ă 0.
Therefore, Slater’s Condition is satisfied.
The idea of ”penalized regression” using a norm is not limited to the L1 norm. Meinshausen
et. al [13] describes some of the other regression estimates that have been proposed using the Ls
norm, where s is typically in the range [0, 2]. A value of s = 2 leads to the ridge estimate. For s ď
1, the estimates provide sparse solutions, while the optimization problem in (1) is only convex for
s ě 1. The s = 1 case is, therefore, the only value of s for which subset selection takes place while
the optimization problem is still convex and hence feasible for high dimensional problems.
It must be noted that bounding by the L1 norm in order to achieve sparsity is not restricted
to the regression context. Rasmussen et al. [16] describes a wide range of models in the fields of
biostatistics and computational mathematics where minimization of least squares is extended with
this norm constraint, like sparse principal component analysis, sparse partial least squares, sparse
canonical variate analysis and sparse linear discriminant analysis.
8.1 Sparsity Illustration
The Lasso estimate under orthonormal design can be shown to take the following form:
βˆj “ signpβOLSj qp|βOLSj | ´ λq` (21)
where pfq` = max(0,f) and λ is determined by the L1 condition. Hence, the lasso retains only the
largest coefficients, discarding the ”small” ones. Another way of seeing why the lasso produces zero
coefficients is to consider the case with just two coefficients. The constraint region (i.e. |x1|`|x2| ď
t) is a rotated square in 2-D while residual squared error is a quadratic function with elliptical
contours centered at the OLS estimates. The minimum of the sum of these two will occur when
they intersect. With proper ”shrinkage”, this happens at a corner (β1 or β2 is zero), as seen in the
figure below.
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Figure 5: Constraint region and OLS contours for p = 2, from Tibshirani (1996).
8.2 Applications of the Lasso
The Lasso and its variants have been applied to many statistical problems in the last decade,
most notably in computational biology and economics. Buhlmann and van de Geer [1], and the
references therein, illustrate how the Lasso is used to predict DNA splice sites using a binary logistic
regression and how it is used to identify the genes responsible for certain protein synthesis, among
many others.
The Lasso is also found in the high-dimensional problems of macroeconomic research. For
example, Li and Chen [12] apply the Lasso to forecasting macroeconomic variables and show that
the LASSO-based dynamic factor models can reduce forecasting error. Specifically, they show that
the group-LASSO outperforms simple dynamic factor models in out-of-sample forecast evaluations
and reduces the complexity of these models.
8.3 High-Dimensional Lasso
Now I want to consider the “large p, small n”, high-dimensional framework. In most model
selection problems, it makes intuitive sense to allow the number of parameters to grow with sample
size. Like Fan and Li [4], Fan and Peng [5] establish similar asymptotic properties of the nonconcave
penalized likelihood methods as p Ñ 8. Wang et al. [25] extend these results to the group Lasso
when the variables are naturally grouped. Wei and Huang (2010) prove similar theorems with the
adaptive Lasso while van de Geer [23] does so for generalized linear models.
Likewise, Meinshausen and Buhlmann [13] showed a similar result in the context of neigh-
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borhood selection in Gaussian graphical models. Under a neighborhood stability condition on the
design matrix and certain additional regularity conditions, they proved that the Lasso is consistent,
even when the number of variables tends to infinity at a rate faster than n.
Zhao and Yu [29] formalized the neighborhood stability condition in the context of linear regres-
sion models as a ”strong irrepresentable condition”. They showed that under this crucial condition
and certain other regularity conditions, the Lasso is consistent for variable selection, even when the
number of variables p is as large as exp(na) for some 0 ď a ď 1. This condition depends mainly on
the covariance of the covariates. Namely, define
Cn “
#
Cn11 C
n
12
Cn21 C
n
22
+
where Cn12 “ 1nXnp1q1Xnp2q represents the covariance between the p chosen covariates (X(1)) and
the p´ q zero covariates (X(2)).
The strong irrepresentable condition states: there exists a positive constant vector ν
|Cn21pCn11q´1signpβnp1qq| ď 1´ ν
where 1 is a p´ q vector of 1’s and the inequality holds element wise.
Zhang and Huang [28] provide a different set of sufficient conditions under which the Lasso is
“rate consistent” in sparsity and bias of the selected model. They consider a model ”sparse” if
most coefficients are small, in the sense that the sum of their absolute values is below a certain
level. This is slightly different than the usual definition of sparsity, where certain coefficients must
be set exactly to zero. However, this framework is more general.
Define qˆ, Bˆ, ζα, and B as the number of non-zero coefficients, the bias, a measure of large
coefficients for the missing variables and a measure of the true missing variables, respectively.
qˆ “ #pj : βˆ ‰ 0q B˜ “ }pI ´ P qXβ}2 ζα “
ˆÿ
|βj |αIpβˆ “ 0q
˙1{α
The authors prove that
qˆ “ Opqq B˜ “ OppBq ?nζα “ OpBq
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8.4 Estimating Lasso with dependent covariates
Up to this point, I have only considered the Lasso under an iid assumption. How does the Lasso
perform when the covariates are dependent?
Gupta [6] extends the results of Fan and Li to regression models with a general weak depen-
dence structure. He determines that the asymptotic distribution of the Lasso when p is fixed and
the number of observations converges to infinity is a multivariate normal distribution, under an
appropriate choice of the tuning parameter.
Under certain restrictions on the rate of increase of the covariates as well as the rate of increase
of p, the author obtains finite sample error bounds. More, he obtains sign consistency of the
Lasso even when p grows exponentially with n. Lastly, he provides the consistency and np1{2´dq
consistency of the Lasso in the case where p is fixed and is less than n, under certain assumptions
on the covariates.
Hebiri and Lederer [8] show that correlations among the covariates strongly influence the optimal
tuning parameters. They also show theoretically and through simulations that, for suitably chosen
tuning parameters, the Lasso predicts well regardless of the level of correlation. Specifically, the
higher the correlations are, the smaller the optimal tuning parameter is, which may influence the
way practitioners cross-validate for the tuning parameter.
8.5 Estimating AR Models with the Lasso
This section details the existing literature on the Lasso in the time series setting of estimating
the order and parameters of autoregressive (AR) models. Typically, both estimation and model
fitting rely on the assumption of fixed dimensional parameters. That is, it is assumed that the order
of the AR process is known beforehand and that a model selection procedure that sequentially fits
models of increasing dimension is adequate. Information criteria, such as the BIC and the Aikaike,
are typically used to compare these models. The limitations that these assumptions pose can be
addressed by the Lasso, as the Lasso simultaneously chooses the order by setting some parameters
to zero and estimates the non-zero ones.
Nardi and Rinaldo [14] consider the Lasso for autoregressive models when the number of pa-
rameters and the maximal possible lag grows with the sample size.
Their setup is the following. Let Xt be defined as the AR(p) process
Xt “ φ1Xt´1 ` ...` φpXt´p ` Zt t “ 1, ..., n
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Let y “ pX1, ..., Xnq, φ “ pφ1, ..., φpq , and Z “ pZ1, ..., Znq. Define the n x p matrix X with
entry Xt´j in the tth row and jth column, for t = 1, . . . , n and j = 1, . . . , p. The Lasso-type
estimator φˆn is defined to be the minimizer of:
1
2n
||y ´Xφ||2 ` λn
pÿ
j“1
λn,j |φj |
where λn,j , j “ 1, ..., p are specific tuning parameters associated with the predictors X(t-j). The
authors show that the Lasso possesses model selection, estimation and prediction consistency under
suitable assumptions.
Wang et al. [24] considers, under the fixed p scenario, the classic linear regression model with
AR(p) errors:
yt “ xtβ ` t t “ φ1t´1 ` ...` φqt´q ` e
with the Lasso as the minimizer of:
Qnpβ, φq “
ÿ"
yt ´ x1tβ ´
qÿ
j“1
φit´j
*2
` λ
pÿ
j“1
|βj | ` γ
qÿ
j“1
|φj |
They propose an iterative profiling procedure for estimating this model, where Qn is divided
into two objective functions, each with one parameter vector unknown and one fixed.
Schmidt and Makalic [18] approached the AR modeling problem with a Bayesian view. They
exploit the fact that sum-of-absolutes penalty implied by the LASSO is equivalent to using a Laplace
distribution as a prior distribution over the parameters. The authors parameterize the Lasso in
terms of partial autocorrelations and control for stationarity explicitly. They show that the Lasso
performs well in terms of prediction accuracy when compared to the standard selection techniques.
8.6 Lasso and VAR
Consider the k-dimensional time series yt = py1t, y2t, ..., yktq with t P p1, nq. A vector autore-
gressive model of order p, Var(p), is defined as:
yt “ ν ` Φ1yt´1 ` ...` Φpyt´p ` u
where each Φ is a k x k coefficient matrix, ν is k x 1 intercept vector and u is a white noise process.
Hsu et al. [9] propose multiple hybrid estimation strategies, which includes traditional infor-
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mation criteria-driven selection along with the Lasso. For example, they suggest the use of AIC
to select the best order for the VAR (in which multiple series are considered simultaneously) and
estimate the coefficients using the Lasso. In addition, the authors propose a ”top-down” and
”bottom-up” subset selection procedures. The ”top-down” method starts with a full model and
sequentially attempts to reduce the order without reducing a certain information criterion. The
”bottom-up” method does the opposite, where the model sequentially increases the order until the
criterion stops increasing. The authors conduct a simulation study and find that the hybrid Lasso
method, where the model is reduced by the AIC first, performs best.
Ren and Zhang [17] use the adaptive Lasso to select the order and estimate the coefficients of
a VAR(p) model. Song and Bickel [20] propose the application of a group Lasso penalty in the
context of large vector autoregressions, where regression coefficients in the same group are shrunk
to zero jointly. Their method is able to do variable selection and lag selection simultaneously, and
is robust to the initial choice of lags.
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