Dynamic Modelling of Multivariate Dimensions and Their Temporal
  Relationships using Latent Processes: Application to Alzheimer's Disease by Taddé, Bachirou O. et al.
Dynamic modeling of multivariate latent
processes and their temporal relationships:
Application to Alzheimer’s disease
Bachirou O. Tadde´ 1,
?
, He´le`ne Jacqmin-Gadda1, Jean-Franc¸ois Dartigues1, Daniel
Commenges1, Ce´cile Proust-Lima 1 for the Alzheimer’s Disease Neuroimaging Initiative†
1 INSERM, UMR1219, Univ. Bordeaux, F33000 Bordeaux, France
? oladedji-bachirou.tadde@u-bordeaux.fr
†Data used in preparation of this article were obtained from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, the investigators
within the ADNI contributed to the design and implementation of ADNI and/or provided
data but did not participate in analysis or writing of this report. A complete listing of
ADNI investigators can be found at: http://adni.loni.usc.edu/wp-
content/uploadshow to apply/ADNI Acknowledgement List.pdf
Abstract
Alzheimer’s disease gradually affects several components including the cerebral dimension
with brain atrophies, the cognitive dimension with a decline in various functions and the
functional dimension with impairment in the daily living activities. Understanding how
such dimensions interconnect is crucial for AD research. However it requires to simul-
taneously capture the dynamic and multidimensional aspects, and to explore temporal
relationships between dimensions. We propose an original dynamic model that accounts
for all these features. The model defines dimensions as latent processes and combines a
multivariate linear mixed model and a system of difference equations to model trajectories
and temporal relationships between latent processes in finely discrete time. Parameters
are estimated in the maximum likelihood framework enjoying a closed form for the like-
lihood. We demonstrate in a simulation study that this dynamic model in discrete time
benefits the same causal interpretation of temporal relationships as mechanistic models
defined in continuous time. The model is then applied to the data of the Alzheimer’s Dis-
ease Neuroimaging Initiative. Three longitudinal dimensions (cerebral anatomy, cognitive
ability and functional autonomy) are analyzed and their temporal structure is contrasted
between different clinical stages of Alzheimer’s disease.
Keywords. causality, mixed models, difference equations, latent process, longitudinal
data.
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1 Introduction
Dementia is a general syndrome characterized by a long term and gradual decrease in
the ability to think and remember with consequences on the person’s daily functioning.
It represents a pressing public health problem and major research priority. Alzheimer
disease (AD) is the most common form of dementia, representing 60% to 80% of the
cases (Reitz and Mayeux, 2014). AD gradually affects multiple components long before
any clinical diagnosis including brain atrophies, cognitive decline in various functions
(memory, language, orientation in space and time, etc.) and loss of autonomy in the daily
living activities. There is currently no cure for AD although many novel compounds are
under development. Natural history of AD and its progression are still misunderstood;
yet their understanding constitutes a crucial step for the assessment of compounds, and
more generally AD research. Theoretical schemes have been proposed to understand the
disease taken as a whole, highlighting the expected dynamic and multidimensional aspects
(Jack et al., 2013). Jack’s scheme, which is now central in AD research, hypothesizes a
sequence of alterations: mainly the accumulation of proteins in the brain (amyloid-β
and tau proteins), the atrophy of brain regions (e.g., hippocampus) and finally clinical
manifestations with cognitive and functional declines on which the diagnosis of dementia
currently relies. However, because of its complexity, such theoretical scheme is very
difficult to translate into a statistical model as it necessitates to combine the dynamic
and multidimensional aspects, and to properly explore the temporal relationships between
dimensions.
The dynamic aspect of AD has been apprehended mostly using the linear mixed model
theory with models that analyzed one dimension according to time and covariates (Hall
et al., 2000; Amieva et al., 2008; Donohue et al., 2014). One difficulty is that the dimension
of interest is usually not directly observed but measured by a series of outcomes; for
instance, cognition is usually measured by a battery of neuropsychological tests. Proust-
Lima et al. (2006, 2013) considered latent process models which distinguish a structural
model for analyzing the unobserved quantity over time and equations of observations for
linking the unobserved quantity to the observed outcomes.
To account for the multidimensional aspect of AD and understand how dimensions
are inter-related, many contributions explored pre-determined relationships by examining
change over time of one biomarker (e.g., cognitive measure) according to another observed
biomarker (e.g., hippocampal initial volume or change) and assumed the latter was ob-
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served without measurement error (e.g. Landau et al. (2011); Han et al. (2012)). This
approach quantifies temporal relationships but it relies on a specific a priori determined
sequence and does not consider all biomarkers as stochastic processes, which limits the
interpretation and may induce biases. Some authors also proposed to use bivariate mixed
models to dynamically model two dimensions and account for their correlation through
correlated random effects (e.g., (Mungas et al., 2005; Robitaille et al., 2012)). However
such models remain descriptive; they do not rely on asymmetric temporal relationships
between processes and thus do no allow causal interpretations.
Temporal asymmetric relationships between processes have usually been apprehended
with Dynamic Bayesian Networks (DBN) (Song et al., 2009). This approach extends
the concept of Directed Acyclic Graphs (DAG) (Greenland, 2000) to the dynamic case
by modelling constant or time-varying temporal relationships between successive states
of a network of processes. However, firstly time is usually too grossly discretized so that
spurious temporal associations might appear as showed by Aalen et al. (2016). Second, the
trajectories of processes are not modelled over time. Finally, DBN quantify the association
between successive levels of processes while a dynamic view of causality would seek local
dependence structures linking the network of processes to its infinitesimal change over
time (Aalen and Frigessi, 2007).
Local dependence structures can be naturally investigated with mechanistic models
which are dynamic models relating a system of processes over time using differential
equations. Proposed in HIV studies (Prague et al., 2017) or cancer studies (Desme´e
et al., 2017), they allowed retrieving causal associations between disease components. Yet
mechanistic models are numerically very demanding so that their application to complex
diseases such as AD is compromised. In addition they require precise biological knowledge
which lacks for AD.
The objective of this work is to propose a statistical model that simultaneously de-
scribes the dynamics of multiple dimensions involved in Alzheimer’s disease and assess
their temporal relationships similarly as in a mechanistic model but with much less numer-
ical complexity. We consider a system of latent processes, each one representing a latent
dimension possibly observed through one or several longitudinal markers. In contrast with
mechanistic models, we rely on a discrete-time framework and define a set of difference
equations to model the change over time of the system according to the previous state
of the system. In addition, we account for individual differences through subject-specific
covariates and random effects. As discretization can distort the causal interpretations of
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temporal relationships compared to a model in continuous time, we specifically evaluate
the impact of discretization on the temporal influence structure in a simulation study.
The methodology is applied to the Alzheimer’s Disease Neuroimaging Initiative database
to explore the temporal structure between cerebral, cognitive and functional dimensions
at different stages of AD.
2 Motivating Data
Data used in the preparation of this article were obtained from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched
in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner,
MD. The primary goal of ADNI has been to test whether serial magnetic resonance imag-
ing (MRI), positron emission tomography (PET), other biological markers, and clinical
and neuropsychological assessment can be combined to measure the progression of mild
cognitive impairment (MCI) and early Alzheimer’s disease (AD). For up-to-date infor-
mation, see www.adni-info.org. We focused in this work on the ADNI 1 phase which is
a longitudinal multisite observational study that included approximately 800 individuals
aged between 55-90 enrolled in three different stages of progression to AD: normal aging
(CN, N ≈ 200), mild cognitive impairment (MCI, N ≈ 400), and diagnosed Alzheimer’s
Disease (dAD, N ≈ 200). The individuals were followed-up every 6 months up to 3 years
for CN and MCI groups and up to 2 years for the dAD group. At each visit, a lot of infor-
mation was collected, including for the present work, volumes of brain regions measured
by MRI, a battery of 19 cognitive tests and a functional assessment with the Functional
Activities Questionnaire(FAQ) (Pfeffer et al., 1982). Further details on the ADNI 1 study
can be found in Mueller et al. (2005).
3 Methodology
3.1 Structural model for the system of latent processes
Consider D latent processes Λi(t)t≥0 (with Λi(t) = (Λdi (t))
>
d=1,...,D) representing a system
of D dimensions (e.g. cerebral anatomy, cognitive ability and functional autonomy di-
mensions for Alzheimer’s disease) for individual i with i = 1, . . . , N . We assume Λi(t)t≥0
is defined at discrete times t = j × δ with j = 0, 1, . . . , J , and δ a constant discretization
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step. Let us denote ∆Λi(t + δ) = Λi(t + δ) − Λi(t) the change of the system between
two successive times and ∆Λi(t+δ)
δ
the rate of change of the system. The model for the
trajectories of the processes is split in two parts: (i) the level of the processes at baseline
Λi(0) is modelled with a multivariate linear mixed model, and (ii) the rate of change
of the system over time ∆Λi(t+δ)
δ
is modelled by difference equations combined with a
multivariate linear mixed model:{
Λi(0) = X
0
i β + ui
∆Λi(t+δ)
δ
= Xi(t+ δ)γ +Zi(t+ δ)vi +Ai,δ(t)Λi(t), ∀t > 0,
(1)
where X0i is the D× p0-matrix of covariates associated with the p0-vector of fixed effects
β, and ui is the D-vector of individual random intercepts u
d
i in the initial system Λi(0).
The (D × p)-matrix Xi and the (D × q)-matrix Zi include time-dependent covariates
associated with the p-vector of fixed effects γ and the q-vector (q =
∑D
d=1 qd) of individual
random effects vi = (v
d
i
>
)d=1,...,D, respectively. Ai,δ(t) is the D ×D-matrix of transition
intensities.
For each dimension d, the (qd + 1) vector of individual random effects (u
d
i , v
d
i
>
)
>
is
assumed to have a multivariate normal distribution with variance-covariance matrix(
1 Bduv
Bduv
>
Bdv
)
where Bduv and B
d
v are unstructured. The variances of the u
d
i s are constrained to 1 so
that the D processes have the same magnitude at baseline. Random effects are assumed
independent between dimensions so that the entire (D + q)-vector of individual random
effects wi = (u
>
i , v
>
i )
> has a multivariate normal distribution,
wi ∼ N
((
0
0
)
,B =
(
ID Buv
B>uv Bv
))
.
with ID the D×D identity matrix,Bv the D-block diagonal matrix with dth blockBdv , and
Buv the D×q matrix with dth row
(
O∑d−1
l=1 ql
, Bduv, O∑D
l=d+1 ql
)
where Ox is the x-row
vector of zeros. In the estimation process, B is replaced by its Cholesky decomposition:
B = LL>, where L is a (D+q)× (D+q) lower triangular matrix. Independence between
random effects across dimensions is handled by fixing corresponding parameters to zero
in L, and unit-variances of random intercepts are handled by fixing the corresponding
parameters to 1 in L. In addition to the variances of random intercepts fixed at one,
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and without loss of generality, the matrix of covariates X0i excludes intercepts for each
process so that the D processes are standardized at baseline. These two constraints are
compensated by parameters in the measurement models.
The temporal influences between processes are modelled through the D × D-matrix
of time-dependent transition intensities Ai,δ(t):
Ai,δ(t) =

ai,11(t) . . . ai,1d(t) . . . ai,1D(t)
...
. . .
...
. . .
...
ai,d1(t) . . . ai,dd(t) . . . ai,dD(t)
...
. . .
...
. . .
...
ai,D1(t) . . . ai,Dd(t) . . . ai,DD(t)

This matrix captures the directed temporal influences between latent processes at time t
and subsequent rates of change of latent processes between times t and t+ δ. Specifically,
coefficient ai,dd′(t) quantifies the temporal effect of process d
′ at time t on process d.
Each effect can be modelled according to time/covariates through a linear regression
ai,dd′(t) = R
>
i (t)αdd′ where Ri(t) is a r-vector of time-dependent covariates associated
with the r-vector of regression coefficients α>dd′ = (α
m
dd′ )
>
m=0,(r−1).
When the discretization step is not too large, the temporal influences intend to have
the same causal interpretations as those of a model in continuous time (see Simulation
Study 2 for the demonstration).
3.2 Measurement Models of the longitudinal markers
Consider K (K ≥ D) continuous longitudinal markers Yij = (Yijk)>k=1,...,K that have been
measured for subject i at (ni + 1) successive discrete times tij = j × δ with j ∈ τi =
{j0i, . . . , (j0i + ni)}. Following Proust-Lima et al. (2006, 2013), we assume that each
latent process Λdi is the underlying common factor of Kd markers (K =
D∑
d=1
Kd) and we
note Kd the set of marker subscripts associated with latent process d. We assume that a
marker measures only one latent process.
The link between a marker and its underlying latent process is defined by a marker-
specific measurement model. If marker k is Gaussian, the measurement model is a linear
equation:
Yijk − η0k
η1k
= Y˜ijk = Λ
d
i (tij) + ˜ijk, ∀k ∈ Kd & ∀j ∈ τi (2)
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where the vector of transformation parameters ηk = (η0k, η1k)
> is used to get the stan-
dardized form Y˜ijk of the marker and ˜ijk are independent Gaussian errors with variance
σ2k.
In the more general case of a continuous marker (possibly non Gaussian), one may consider
a nonlinear equation of observation:
Hk(Yijk;ηk) = Y˜ijk = Λ
d
i (tij) + ˜ijk, ∀k ∈ Kd & ∀j ∈ τi (3)
where the link transformation Hk comes from a family of monotonic increasing and con-
tinuous functions parameterized with ηk. Again Y˜ijk is the transformed marker and ˜ijk
are independent Gaussian errors with variance σ2k. Following Proust-Lima et al. (2013),
the link transformation Hk can be defined from a basis of I-splines (which are integrated
M-splines (Ramsay, 1988)) in association with positive coefficients, thus providing an in-
creasing bijective flexible transformation. We used here a quadratic I-splines basis with
pk internal knots, (Im)m=1,pk+3, so that
Hk(Yijk;ηk) = Y˜ijk = η0k +
pk+3∑
m=1
η2mkIm(Yijk),
with (ηmk)m=0,pk+3 the vector of parameters of the transformation.
In the following, we denote Σ = diag((σ2k)k=1,...,K) the diagonal variance matrix of the
vector of errors ˜ij = (˜ijk)
>
k=1,...,K and η = (η
>
k )
>
{1,...,K}, the total vector of transformation
parameters for the K markers. The vector of transformed markers Y˜ij is mapped to the
system of latent processes Λi(tij) through a K × D matrix P with element (k, d) equal
to 1 if marker k measures latent process d:
Y˜ij = PΛi(tij) + ij (4)
In practice the observation process may include intermittent missing observations for
a subset of markers or for all the markers at a given occasion j ∈ τi, so that K∗ij ≤ K
markers are actually observed at occasion j for subject i. We assume that observations are
missing at random and note Y˜ ∗ij the transformations of the actual K
∗
ij-vector of observed
markers Y ∗ij at occasion j.
The model linking the system of processes Λi(tij) to the transformed markers Y˜
∗
ij can
be easily adapted to the presence of intermittent missing data by considering a K∗ij ×K
observation matrix Mij (for j ∈ τi) where element (k∗, k) equals 1 if marker k is the k∗th
observed marker at occasion j and 0 if not for k = 1, ..., K and k∗ = 1, ..., K∗ij:
Y˜ ∗ij = MijPΛi(tij) + 
∗
ij (5)
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with ∗ij the vector of independent Gaussian errors with covariance matrix MijΣM
>
ij .
3.3 Estimation
The parameters are estimated in the maximum likelihood framework.
3.3.1 Distribution of the Latent Processes and transformed observations
We first derive the marginal distributions of the latent processes and of the transformed
observations. By recurrence, the structural model (1) can be rewritten:
Λi(tij) =

X0i β + ui if j = 0
j−1∏
l=0
A˜i,δ(til)(X
0
i β + ui) if j > 0
+δ
j∑
s=1
j−1∏
l=s
A˜i,δ(til)(Xi(tis)γ +Zi(tis)vi)
(6)
where tij = j × δ for j ∈ {0, ..., J} and A˜i,δ(tij) = ID + δAi,δ(tij).
By introducing Ψi,δ(t0, j, s) for t0 ≥ 0 and s ≤ j so that
Ψi,δ(t0, j, s) =

ID, if s = j
j−1∏
l=s
A˜i,δ(t0 + til) if s < j
(7)
Equation (6) can be rewritten
Λi(tij) = Ψi,δ(0, j, 0)(X
0
i β+ui)+
(
δ
j∑
s=1
Ψi,δ(0, j, s) (Xi(tis)γ +Zi(tis)vi)
)
1{j>0} (8)
As a result, the vector Λi(tij) has a multivariate normal distribution with expec-
tation µΛij and variance covariance matrix VΛijj = var (Λi(tij)) and the vector Λi =(
Λi(tij)
>)>
j∈τi has a multivariate normal distribution with expectation µΛi =
(
µ>Λij
)>
j∈τi
and variance-covariance matrix VΛi =
(
VΛijj′
)
(j,j′)∈τ2i
where
µΛij = E[Λi(tij)] = Ψi,δ(0, j, 0)X
0
i β +
(
δ
j∑
s=1
Ψi,δ(0, j, s)Xi(tis)γ
)
1{j>0} (9)
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and
VΛijj′ = cov(Λi(tij); Λi(tij′))
= Ψi,δ(0, j, 0)Ψi,δ(0, j
′, 0)>
+
Ψi,δ(0, j, 0)Buv(δ j′∑
s′=1
Ψi,δ(0, j
′, s′)Zi(tis′)
)>1{j′>0}
+
((
δ
j∑
s=1
Ψi,δ(0, j, s)Zi(tis)
)
B>uvΨi,δ(0, j
′, 0)>
)
1{j>0}
+
(δ j∑
s=1
Ψi,δ(0, j, s)Zi(tis)
)
Bv
(
δ
j′∑
s′=1
Ψi,δ(0, j
′, s′)Zi(tis′)
)>1{min(j,j′)>0}
(10)
It can be easily deduced that the vector of incomplete and transformed data Y˜ ∗ij at
occasion j is multivariate Gaussian with expectation µY˜ ∗ij
= MijPµΛij and variance-
covariance matrix VY˜ ∗ij
= Mij
(
PVΛijjP
> + Σ
)
M>ij , and the total vector of incomplete
and transformed data Y˜ ∗i =
(
Y˜ ∗>ij
)>
j∈τi
is multivariate Gaussian with expectation µY˜ ∗i
=(
µ>
Y˜ ∗ij
)>
j∈τi
and variance-covariance matrix VY˜ ∗i
, a block matrix withMijPVΛijj′P
>M>ij′+(
MijΣM
>
ij′
)
1{j=j′} the (j, j′) block.
3.3.2 Likelihood
As the N subjects of the sample are independent, the log-likelihood of the model is
L(Y ∗; θ) =
N∑
i=1
log(Li(Y ∗i ;θ)) with Li(Y ∗i ;θ) the individual contribution to the likeli-
hood. Here, θ = (β>,γ>, vec(B)>, (α>dd′)d,d′∈{1,...,D}2 , (σk)k∈{1,...,K},η
>)> is the whole
vector of parameters. Using the Jacobian of the link functions Hk (k = 1, ..., K), the
individual contribution is:
Li(Y ∗i ;θ) = φi(Y˜ ∗i ;µY˜ ∗i ,VY˜ ∗i )
∏
j∈τi
K∗ij∏
l=1
Jκ(l)
(
Hκ(l)(Y˜
∗
ijκ(l);ηκ(l))
)
(11)
where φi(.;µ,V ) denotes the density function of a multivariate Gaussian vector with ex-
pectation µ and variance-covariance matrix V , and Jκ(l)(Hκ(l)(Y˜ ∗ijκ(l);ηκ(l))) denotes the
Jacobian of the link function Hκ(l) used to transform Y
∗
ijκ(l), the l
th observed marker at oc-
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casion j for subject i. For instance, with a linear link function, Jκ(l)
(
Hκ(l)(Y˜
∗
ijκ(l); ηκ(l))
)
=
1
η1κ(l)
.
3.3.3 Optimisation Algorithm and Implementation
The maximum likelihood estimates are obtained using an extended Levenberg-Marquardt
algorithm (Marquardt, 1963) because of its robustness and good convergence rate. At
each iteration p, if necessary, the Hessian matrix H(p) is diagonal-inflated to obtain a
positive definite matrix H∗(p) which is used to update the parameters θ(p+1) = θ(p) −
ν[H∗(p)]
−1
U(θ(p)), with U(θ(p)) the gradient at iteration p and ν the improvement con-
trol parameter. Convergence is reached when ||θ(p+1) − θ(p)||2 < 10−3, |L(Y ∗;θ(p+1))−
L(Y ∗;θ(p))| < 10−3 and U(θ(p))>[H(p)]
−1
U(θ(p))
npara
< 10−2, with npara the total number of
parameters. The latter criterion is by far the most stringent one and specifically targets
maximum search. The variances of the estimators are obtained from the inverse of H(p).
Given the possibly high number of parameters, we first estimate the parameters for
each process taken separately, then we start the maximization of the likelihood of the mul-
tivariate model from these simple estimates, setting initial values of the inter-dimension
parameters to zero. The model estimation is implemented in R (program available on
request); it combines R and C++ languages, and includes parallel computations.
3.4 Marginal and subject-specific predictions
The goodness-of-fit of the model can be assessed by comparing predictions with observa-
tions of the markers in their transformed scales. From notations defined in section 3.3.1,
marginal and conditional distributions of the markers are:
Y˜i ∼ N
(
PµΛi ,
(
PVΛiP
> + Σi
))
. (12)
Y˜i
∣∣∣
Λi
∼ N (PΛi, Σi) (13)
where Σi is the block-diagonal matrix constituted of ni Σ blocks.
The marginal (Y
(M)
i ) and subject-specific (Y
(SS)
i ) predictions in the transformed
scales are then respectively obtained by taking the expectations of the marginal and
conditional distributions of the transformed markers at the parameter estimates θˆ and at
the predicted latent processes Λˆi of Λi given the observations Y˜
∗
i : Λˆi = E
[
Λi|Y˜ ∗i
]
=
10
µΛi+CΛiY˜ ∗i
V −1
Y˜ ∗i
(
Y˜ ∗i − µY˜ ∗i
)
, whereCΛiY˜ ∗i
=
(
VΛijj′P
>M>ij′
)
(j,j′)∈τi2
is the covariance
matrix between Λi and Y˜
∗
i .
Using these individual predictions, one can graphically compare either the marginal
predictions Y (M) or subject-specific predictions Y (SS) averaged within time intervals to
the observations averaged within the same time intervals. Marginal and subject-specific
predictions in the natural scale of the markers can also be derived from the marginal
and conditional distributions by using a Monte-Carlo approximation (Proust-Lima et al.,
2013).
4 Simulations
We performed two series of simulations to evaluate the estimation program and the impact
of time discretization on the interpretation of A(t) matrix.
4.1 Simulation Study 1: Validation of the estimation program
4.1.1 Design
To evaluate the estimation program, we generated a system of two Gaussian processes
((Λ1(t))t≥0 and (Λ2(t))t≥0), each one measured by one longitudinal marker (Y1 and Y2)
and two covariates, one binary C1 and one continuous C2. We considered two scenar-
ios: a covariate-specific temporal influence structure (Scenario 1) and a time-dependent
temporal influence structure (Scenario 2). In Scenario 1, we assumed linear trajectories
over time for the system of latent processes (random intercepts and simple effects of both
covariates in the sub-models for the initial level and the change over time) and a temporal
influence structure A(t) different in each level of C1:
Λ1i (0) = β
1
0 + β
1
1C1,i + β
1
2C2,i + u
1
i
Λ2i (0) = β
2
0 + β
2
1C1,i + β
2
2C2,i + u
2
i
∆Λ1i (t+δ)
δ
= γ10 + γ
1
1C1,i + γ
1
2C2,i + v
1
i + (α
0
i,11 + α
1
i,11C1,i)Λ
1
i (t) + (α
0
i,12 + α
1
i,12C1,i)Λ
2
i (t)
∆Λ2i (t+δ)
δ
= γ20 + γ
2
1C1,i + γ
2
2C2,i + v
2
i + (α
0
i,21 + α
1
i,21C1,i)Λ
1
i (t) + (α
0
i,22 + α
1
i,22C1,i)Λ
2
i (t)
Yijk−η0k
η1k
= Λkij + ˜ijk, k = 1, 2
(14)
where ui = (u
1
i , u
2
i )
>, vi = (v1i , v
2
i )
> and (u>i , v
>
i )
> ∼ N (0,LL>) with L such that the
random effects are independent between dimensions, and ˜ijk ∼ N (0, σ2k), ∀k ∈ {1, 2}.
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In scenario 2, we assumed linear trajectories for the latent processes adjusted for C2
and a transition matrix that evolved with time:
Λ1i (0) = β
1
0 + β
1
1C2,i + u
1
i
Λ2i (0) = β
2
0 + β
2
1C2,i + u
2
i
∆Λ1i (t+δ)
δ
= γ10 + v
1
i + a11(t)Λ
1
i (t) + a12(t)Λ
2
i (t)
∆Λ2i (t+δ)
δ
= γ20 + v
2
i + a21(t)Λ
1
i (t) + a22(t)Λ
2
i (t)
Yijk−η0k
η1k
= Λkij + ˜ijk, k = 1, 2,
(15)
where ui = (u
1
i , u
2
i )
>, vi = (v1i , v
2
i )
> and (u>i , v
>
i )
> ∼ N (0,LL>) with L such that the
random effects are independent between dimensions, and ˜ijk ∼ N (0, σ2k), ∀k ∈ {1, 2}.
Each element of the transition matrix akk′(t) is defined from a basis of quadratic B-splines
with one internal knot at the median (Sm){m=1,3} so that akk′(t) = α0kk′ + α
1
kk′S1(t) +
α2kk′S2(t) + α
3
kk′S3(t), ∀k, k′ ∈ {1, 2}2.
The design of the simulations and the parameters were chosen to mimic the ADNI data.
Dimensions 1 and 2 were cerebral anatomy and cognitive ability, respectively measured
by a specific composite score. Covariate C1 corresponded to the two groups CN (for
normal elderly, in reference) and MCI (for Mild Cognitive Impairment). It was generated
according to a Bernoulli distribution with probability P (C1 = 1) = 0.64. Covariate
C2 corresponded to the standardized age at baseline and was generated according to
a standard Gaussian distribution. We considered a discretization step δ of 6 months.
Markers observations were generated every 6 months up to 3 years. Thus a subject had
7 repeated measures at occasions j ∈ {0, 1, . . . , 6}. We also considered a design in which
scheduled visits could be missed completely at random with a probability of 0.15, and
when a visit was not missed, a marker could be missing with a probability of 0.07. For
each design and scenario, we generated 100 samples of 512 subjects.
4.1.2 Results
Table 4 and Table 1 provide the results of the simulations for scenarios 1 and 2 respectively.
In both settings, all the parameters were correctly estimated with satisfying coverage rates
in the absence of missing data (left part) and in the presence of missing data (right part).
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Table 1: Results of the simulations for scenario 2 (100 replicates of samples of size
512).
without missing values (conv†=100%) with missing values ? (conv†=98%)
θ θˆ ESE‡ ASE‡ CR(%) θˆ ESE‡ ASE‡ CR(%)
β11 -1.661 -1.655 0.104 0.112 96.0 -1.653 0.111 0.113 98.0
β12 -1.803 -1.831 0.146 0.128 92.0 -1.834 0.150 0.133 90.0
γ10 0.278 0.281 0.043 0.046 96.0 0.285 0.045 0.050 98.0
γ11 -0.152 -0.154 0.023 0.023 96.0 -0.156 0.024 0.026 96.0
γ20 0.117 0.121 0.080 0.080 94.0 0.111 0.093 0.086 91.0
γ21 -0.143 -0.145 0.040 0.041 96.0 -0.140 0.046 0.045 95.0
L(3,1) 0.041 0.040 0.019 0.022 97.0 0.039 0.020 0.024 98.9
L(4,2) 0.012 0.026 0.021 0.039 97.0 0.029 0.025 0.044 97.0
L(3,3) 0.198 0.197 0.015 0.014 94.0 0.196 0.016 0.014 92.0
L(4,4) 0.373 0.372 0.027 0.027 95.0 0.371 0.029 0.029 93.0
α111 0.112 0.109 0.040 0.044 96.0 0.107 0.046 0.048 97.0
α211 0.003 0.010 0.047 0.050 95.0 0.015 0.052 0.056 96.0
α311 -0.033 -0.050 0.070 0.070 97.0 -0.056 0.070 0.079 98.0
α411 -0.132 -0.117 0.095 0.093 95.0 -0.108 0.099 0.104 97.0
α112 0.168 0.170 0.039 0.037 93.0 0.172 0.044 0.041 92.0
α212 0.079 0.067 0.043 0.043 92.0 0.067 0.049 0.048 92.0
α312 0.143 0.160 0.062 0.057 92.0 0.161 0.065 0.064 92.0
α412 0.070 0.050 0.080 0.073 90.0 0.048 0.088 0.081 89.0
α121 0.238 0.225 0.071 0.068 95.0 0.220 0.076 0.073 92.0
α221 0.138 0.159 0.092 0.090 94.0 0.162 0.097 0.097 93.0
α321 0.359 0.331 0.128 0.126 94.0 0.330 0.134 0.135 95.0
α421 0.014 0.048 0.170 0.165 94.0 0.045 0.179 0.178 95.0
α122 0.108 0.108 0.077 0.074 91.0 0.102 0.085 0.081 89.0
α222 0.037 0.024 0.082 0.084 97.0 0.025 0.091 0.088 95.0
α322 -0.067 -0.046 0.105 0.107 90.0 -0.049 0.116 0.113 91.0
α422 -0.066 -0.093 0.133 0.133 96.0 -0.085 0.154 0.142 94.0
η01 0.387 0.391 0.015 0.015 93.0 0.391 0.015 0.016 96.0
η02 0.713 0.713 0.035 0.033 94.0 0.709 0.035 0.035 95.0
η11 3.769 3.725 0.192 0.197 95.0 3.719 0.199 0.199 93.0
η12 2.580 2.561 0.092 0.090 95.0 2.563 0.094 0.092 95.0
σ1 2.489 2.511 0.138 0.120 92.0 2.515 0.144 0.124 91.0
σ2 1.412 1.413 0.063 0.060 93.0 1.415 0.063 0.064 95.0
† Rate of convergence,
? (15% missing occasions, 7% missing outcomes),
‡ ASE is the asymptotic standard error, ESE is the empirical standard error and CR is the coverage
rate of the 95% confidence interval.
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4.2 Simulation Study 2: Impact of the discretization step on
the temporal influence structure between processes
4.2.1 Design
To formally assess whether the interpretation under the discretized time was the same as
the one obtained under continuous time, we assessed the type-I error rate associated with
each non diagonal element of the transition matrix A under three discretization steps δ =
1/3, 1/2 and 1 when data were actually generated under continuous time (approximated
by a step δ=0.001). We considered for this a system of three latent processes ((Λ1(t))t≥0,
(Λ2(t))t≥0, and (Λ3(t))t≥0 ), each one measured by one Gaussian repeated marker (Y1,
Y2, Y3). The trajectories were linear, with no adjustment for covariates and a transition
matrix A constant over time:
Λ1i (0) = β
1
0 + u
1
i
Λ2i (0) = β
2
0 + u
2
i
Λ3i (0) = β
3
0 + u
3
i
∆Λ1i (t+δ)
δ
= γ10 + v
1
i + a11Λ
1
i (t) + a12Λ
2
i (t) + a13Λ
3
i (t)
∆Λ2i (t+δ)
δ
= γ20 + v
2
i + a21Λ
1
i (t) + a22Λ
2
i (t) + a23Λ
3
i (t)
∆Λ3i (t+δ)
δ
= γ30 + v
3
i + a31Λ
1
i (t) + a32Λ
2
i (t) + a33Λ
3
i (t)
Yijk−η0k
η1k
= Λkij + ˜ijk, k = 1, 2, 3
(16)
The simulation model mimicked the ADNI data with cerebral anatomy, cognitive abil-
ity and functional autonomy as dimensions, respectively measured by a specific composite
score. We estimated the model on the ADNI data with δ=1 (6 months) and transformed
the parameters to the scale δ=0.001 to generate the data in almost continuous time. We
provide in the Appendix A: the formulas that we used to relate model components de-
fined under δ=1 and δ=0.001. Elements of the transition matrix were set one by one to
0 in δ = 0.001 scale to evaluate the associated type-I error rate. Latent processes were
generated with solver from dsolve package (Soetaert et al., 2010) and observations were
derived every 6 months up to 3 years. For each design, we considered 200 samples of 512
subjects.
4.2.2 Results
Table 2 displays the type-I error rates (in percentage) associated with each non diagonal
element of the transition matrixA when estimated with discretization steps δ=1/3, δ=1/2
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and δ=1. All the type-I error rates are close to the nominal 5% rate (expected rates in the
95% interval [1.98 , 8.02] with 200 replicates). This shows that with such discretization
steps, the causal interpretation expected in continuous time is not altered.
Table 2: type-I error rates (in %) associated with each non diagonal element of the
transition matrix A when the transition matrix is generated approximately in continuous
time (δ=0.001) and estimated with discretization steps: δ=1/3, δ=1/2, δ=1 (expected
95% interval [1.98 , 8.02] for the nominal type-I error of 5%).
Parameter δ = 1/3 δ = 1/2 δ = 1
a12 5.5 4.5 6.5
a13 3.5 5.5 5.0
a21 7.0 7.5 8.0
a23 5.0 4.5 5.0
a31 4.0 3.5 5.5
a32 7.0 7.5 5.5
5 Application
The application aimed to describe the decline over time of cerebral anatomy, cognitive
ability and functional autonomy in three clinical stages of AD (normal aging (CN), Mild
Cognitive Impairment (MCI) and diagnosed with Alzheimer’s Disease (dAD)) and to
quantify the temporal influences between these dimensions by assessing especially whether
the relationships differed according to the clinical stage.
5.1 The sample
We considered the nineteen available cognitive tests as outcomes of global cognitive ability
(Crane et al., 2012), the volume of hippocampus relative to total intracranial volume and
the cortical thickness of nine regions (Freesurfer version 4.4.0 for longitudinal data) as
outcomes for cerebral anatomy following regions of interest identified by Dickerson et al.
(2008), and the sumscore of the FAQ composed of 30 items (Pfeffer et al., 1982) to assess
functional autonomy. For numerical simplicity, we considered a unique marker for each
dimension by summarizing the cerebral and cognitive markers into two composite scores
(Proust-Lima et al., 2017). Covariates were the age at entry (centered around 75.4 and
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indicated in decades), gender, educational level (low level if ≤ 12 years vs high level if >12
years), the APOE genotype (4 carrier vs 4 non-carrier ) and the 3 clinical stages (CN,
MCI, dAD). We selected in the sample all the subjects who had no missing data for the
covariates and had at least one measure for each dimension during the follow-up. The main
analysis included 656 subjects (82% of the initial sample). The sample consisted of 190
(29%) subjects at healthy stage (CN), 322 (49%) subjects at mild cognitive impairment
stage (MCI), and 144 (22%) subjects diagnosed with Alzheimer’s disease (dAD); 43%
were females, 83% had a high educational level and 49% carried APOE 4 allele. The
mean age at entry was 75.4 years old (sd=6.6). The mean number of visits was 5, 6 and
4 for CN, MCI and dAD subjects, respectively.
5.2 The dynamic multivariate model
The dynamic model applied to ADNI is summarized in Figure 1. The three latent pro-
cesses (cerebral anatomy (ΛA), cognitive ability (ΛC), functional autonomy (ΛF )) were
repeatedly measured by the three composite scores YA, YC and YF . We assumed that
changes of the processes were linear in time; thus, the processes had quadratic trajecto-
ries over time, adjusted for gender, education, APOE genotype, clinical stage, and age at
baseline. In order to account for the correlation between individual repeated measures,
we included random intercepts on the initial level of the processes and random intercepts
and slopes on the change of the processes over time. Note that random effects on initial
levels and on changes are correlated within each dimension but not between dimensions.
The transition matrix that captured the interrelations between processes was constant
over time and adjusted for clinical stage. To correct the possible departure from normal-
ity of the composite scores, we transformed them using a link function approximated by
quadratic I-splines with 2 internal knots chosen at the terciles for cerebral and cognitive
composite scores and by quadratic I-splines with one internal knot chosen at the median
for the functional composite score.
In the main analysis, we took a 6 months discretization step. The strategy of analysis
consisted in finding first the best adjustment for each process taken separately (assum-
ing independency between processes ie., add′{d6=d′} = 0 in Figure 1) with a significance
threshold for covariate effects at 25%. Then, the whole multivariate model including all
elements of the transition matrix was estimated. In secondary analyses, we re-estimated
the final model by considering discretization steps of 3 months and of 2 months in order
to evaluate whether the interpretations varied with smaller steps.
16
Figure 1: Graph of the dynamic causal model considered on ADNI data with three dimen-
sions (labelled ΛA for cerebral anatomy, ΛC for cognitive ability and ΛF for functional
autonomy), each one repeatedly measured by one marker YA, YC and YF .
5.3 Results
5.3.1 Latent process-specific trajectories
Estimates of fixed effects, Cholesky’s decomposition parameters (for the random effects
covariance matrix) and measurement model parameters are provided in Tables 5, 6 and
7. In summary, older age, male gender, APOE 4 carrying, and clinical stages MCI and
dAD were associated with lower cerebral anatomy and lower cognitive ability levels at
baseline. Higher education was associated with lower cerebral anatomy level but associ-
ated with higher cognitive ability level at baseline. Only clinical stages MCI and dAD
were associated with lower functional autonomy level at baseline. APOE 4 carrying was
associated with steeper declines in cerebral anatomy and cognitive ability. Clinical stage
dAD was associated with steeper cerebral anatomy decline and both clinical stages MCI
and dAD were associated with steeper declines in cognitive ability and functional auton-
omy. Higher education was associated with smaller cognitive ability decline. Figure 4
depicts the expected trajectories of each dimension according to stage for two profiles of
individuals (women noncarrier of APOE 4 and with lower educational level; men carrier
of APOE 4 and with higher educational level).
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5.3.2 Temporal influence structure between processes
Estimates of the transition intensity matrix are given in Table 3 and summarized in Fig-
ure 2. Figure 2 shows that the temporal influences between cerebral anatomy (ΛA),
cognitive ability (ΛC), and functional autonomy (ΛF ) slightly evolve from healthy stage
to Alzheimer’s disease stage. At all stages, cerebral dimension affects significantly the
dynamics of both cognitive and functional dimensions. Moreover, the cognitive and func-
tional dimensions are interrelated, each one affecting the change over time of the other.
However from MCI stage, the cognitive dimension becomes central by affecting signifi-
cantly both the dynamics of cerebral and functional dimensions.
When considering a discretization step of 3 or 2 months instead of 6 months, the Akaike
Information criterion was slightly improved (AIC=1386.68 with 6 months, AIC= 1370.45
with 3 months and AIC=1367.21 with 2 months) but the results regarding the temporal
influence relationships between dimensions remained the same (see Table 8).
Figure 2: Temporal relationships estimated between cerebral anatomy (ΛA), cognitive
ability (ΛC), and functional autonomy (ΛF ) at healthy (CN), MCI and dAD stages.
Arrows represent effects of one dimension on the change of another dimension between
two discretized times. Numbers indicate intensity effects, stars indicate the significance of
the effects. Arrows in solid line indicate effects that exist at all stages; arrows in dashed
line indicate effects that exist only for some stages.
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Table 3: Estimates of the intensities of transition between cerebral anatomy, cognitive
ability and functional autonomy using a discretization step of 6 months.
Parameter Estimate SE p-value
Influence on Cerebral anatomy:
Intercept α110 -0.054 0.014 <0.001
Effect of Cerebral dimension MCI α111 0.008 0.009 0.343
dAD α112 0.001 0.013 0.971
Intercept α120 0.010 0.008 0.196
Effect of Cognitive dimension MCI α121 0.022 0.010 0.023
dAD α122 0.025 0.014 0.076
Intercept α130 0.010 0.017 0.557
Effect of Functional dimension MCI α131 -0.012 0.017 0.469
dAD α132 -0.011 0.019 0.576
Influence on Cognitive ability:
Intercept α210 0.077 0.023 0.001
Effect of Cerebral dimension MCI α211 0.018 0.026 0.489
dAD α212 -0.009 0.034 0.784
Intercept α220 -0.396 0.074 <0.001
Effect of Cognitive dimension MCI α221 0.081 0.030 0.007
dAD α222 0.026 0.042 0.526
Intercept α230 0.146 0.054 0.007
Effect of Functional dimension MCI α231 -0.068 0.054 0.205
dAD α232 -0.078 0.059 0.184
Influence on Functional Autonomy:
Intercept α310 0.077 0.035 0.028
Effect of Cerebral dimension MCI α311 0.025 0.043 0.558
dAD α312 -0.001 0.052 0.982
Intercept α320 0.132 0.042 0.002
Effect of Cognitive dimension MCI α321 0.018 0.048 0.707
dAD α322 0.012 0.061 0.847
Intercept α330 -0.892 0.108 <0.001
Effect of Functional dimension MCI α331 0.569 0.078 <0.001
dAD α332 0.478 0.082 <0.001
5.3.3 Goodness-of-fit of the model
We assessed the goodness-of-fit of the model by comparing the subject-specific predicted
trajectories (conditionally to the random effects) with the observed trajectories in the
transformed scale of the markers. Specifically, we computed the mean predictions and
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mean transformed observations at each visit (every 6 months). As shown in Figure 3,
the mean predictions are very close to the mean observations showing the good fit of
the model to the data. These trajectories also illustrate the differences in trajectories
according to clinical stage with each dimension more and more impaired and decline
steeper and steeper with disease progression.
6 Discussion
We proposed an original dynamic model which aims to simultaneously describe multivari-
ate processes over time and retrieve temporal relationships between the processes involved.
Our model aims to be a dynamic causal model in the spirit of mechanistic models. We
relied on discrete time with difference equations rather than continuous time with dif-
ferential equations to largely reduce the numerical problems, notably with a closed-form
likelihood.
We fundamentally explored in this work temporal influences between dynamic pro-
cesses and the causal interpretation of these influences has to be done with caution. We
relied on the dynamic approach to causality notably developed by Aalen and Frigessi
(2007), Arjas and Parner (2004), Didelez (2008), Commenges and Ge´gout-Petit (2009).
There is also a large literature in statistics on the potential outcomes formalism intro-
duced by Rubin (2005); it is however not adapted for modeling dynamic relationships
between non-directly observed factors, which is the aim in this paper so we do not discuss
this approach further.
Following the dynamic approach to causality, we chose to analyze the changes of
processes (as seeking local dependence structures) and defined causal relationships in a
structural model, that is at a latent process level rather than at an observation level. One
major simplifying assumption in our approach was the time discretization. Fundamen-
tally, causal relationships are to be explored at an infinitesimal level and thus, a causal
model is to be defined in continuous time (Commenges and Ge´gout-Petit, 2009; Aalen
et al., 2016). To assess whether we could claim the same type of interpretation as mech-
anistic models, we thus assessed in a simulation study the impact of the discretization of
the underlying time-continuous causal structure; we found that the type-I error rates of
the temporal influence parameters were not altered by the use of a model in discrete time,
provided the discretization step remained small in regards with the dynamics of the dis-
ease under study. Indeed in our simulations and application on Alzheimer’s disease, our
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Figure 3: Means of subject-specific predictions at each visit (with crosses) along with the
corresponding means of transformed observed scores (plain lines) and their 95% confidence
interval (dashed lines). Columns refer to the group (controls CN, Subjects with Mild
Cognitive Impairments MCI and subjects diagnosed with Alzheimer’s disease dAD). Rows
refer to the dimensions (cerebral anatomy, cognitive ability and functional autonomy).
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discretization step was between 2 and 6 months while the disease progresses over decades
(Amieva et al., 2008; Jack et al., 2013). In addition to the assessment that the absence of
causal associations could be retrieved in the discretized time, we also provided in supple-
mentary material analytic approximate relationships between transition matrices defined
in two discretization steps or in continuous time and discrete time. These relationships
quantify the associations between temporal influence structures; they remain however ap-
proximate as they were found under the assumption that the model structure did not
differ substantially between the two discretization steps. This assumption deserves more
attention in future work.
We acknowledge that despite our intention to provide a dynamic causal model, causal
interpretation still has too be made cautiously as in any causal model since it is always
subject to a correct specification of the system and of the statistical model.
The estimation we proposed relies on the assumption that missing data, both intermit-
tent and monotone, are missing at random. This assumption is realistic in ADNI 1 which
had a very short follow-up (3 years max). However, in applications with a longer follow-
up, and notably in population-based cohorts, such assumption might become restrictive
and it will be probably necessary to account for the occurrence of informative clinical
events, such as dementia and death in our context. This will be possible by extending
our model to a joint analysis of times to event but probably at the price of additional nu-
merical complexities. In addition, in studies on chronic diseases with a long follow-up, it
is reasonable to assume that the temporal influence structure may evolve with time. Our
model can handle this as shown in the simulations where the temporal influence structure
was modelled according to time using regression splines. We did not consider however
time-dependent temporal influence structures in the application due to the short follow
up. In addition, our objective was to contrast the influence structures between clinical
stages, and as such we rather included stage-specific intensities of transition.
The model was primarily motivated by the study of the multiple alterations involved
in the dementia process in the elderly. Indeed, dementia is characterized by very long and
progressive alterations in different cerebral and clinical dimensions. However, although
there is a global agreement on the relevant dimensions in AD, their relationships are still
poorly understood and a confusion persists between alterations due to normal aging and
alterations due to pathological aging leading to dementia. Thanks to the ADNI data
which included subjects at different clinical stages of dementia, we were able to exhibit
the global structure of dependence between cerebral, cognitive and functional domains
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in normal aging characterized as expected by the cerebral structure which explains a
part of the cognitive and functional changes, and the functional and cognitive changes
which have bidirectional relationships. We also found out that the main evolution in
this structure due to the pathological process towards dementia (in subjects with mild
cognitive impairment or diagnosed with AD) was on cognitive functioning with some
effect of cognitive functioning on change in cerebral structure in addition to its effect
on change in functional structure. Such backward influence of cognition on anatomic
structure may appear counterintuitive from a biological point of view. Yet, some studies
showed that interventions made on cognitive functioning (e.g., literacy at adulthood) could
induce an improvement in cerebral structure (Carreiras et al., 2009; Boyke et al., 2008).
This application which gives a first insight on the possibilities of this dynamic model,
could be now refined by targeting specific brain regions (separating for instance cortical
thicknesses from hippocampal volume) and specific cognitive functions (separating for
instance episodic memory from executive functioning).
As a conclusion, we proposed here a new methodology that may help identify temporal
structures in multivariate longitudinal data. Although motivated and applied in dementia
context, this approach has some potential to address unsolved questions in many other
chronic diseases where multiple processes are in play, and or time-dependent exposures
are to be assessed.
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Appendix A: Relationships between model compo-
nents under different discretization steps
For computational reasons, the latent processes in the structural model are assumed
to evolve in discrete time with a constant step δ which may vary depending on the
application. In reality the processes evolve in continuous time and causal inference should
be done in continuous time. We thus established the relationship between transition
matrices obtained under different discretization steps: δ∗ and a smaller discretization
step δ with δ∗ = ρ× δ and integer ρ > 1.
With a discretization step δ = δ
∗
ρ
, the second line of equation (1) can be rewritten:
Λi(t+ δ) = δ (Xi(t+ δ)γ +Zi(t+ δ)vi) + (ID + δAi,δ(t)) Λi(t), ∀t > 0, ρ > 1 (17)
By recurrence, the network level at t+ρδ, that also correspond to t+δ∗, can be expressed
as a function of Λi(t+ δ
∗) as follows:
Λi(t+ δ
∗) = Ψi,δ(t, ρ, 0)Λi(t) + δ
ρ∑
s=1
Ψi,δ(t, ρ, s) (Xi(t+ δs)γ +Zi(t+ δs)vi) (18)
with function Ψi,δ defined in the relation (7).
Considering directly a discretization step of δ∗, the second line of equation (1) can
also be rewritten
Λi(t+δ
∗) = δ∗ (Xi(t+ δ∗)γ∗ +Zi(t+ δ∗)v∗i )+(ID + δ
∗Ai,δ∗(t)) Λi(t), ∀t > 0 and δ∗ > 0.
(19)
Relationships between transition matrices under different steps Considering
that the second parts of equations (18) and (19) are close enough although the model
specifications are different, we obtain:
ID + δ
∗Ai,δ∗(t) ≈ Ψi,δ(t, ρ, 0) =
ρ−1∏
l=0
(
ID +
δ∗
ρ
Ai,δ(t+ l
δ∗
ρ
)
)
(20)
Equation (20) can be rewritten to highlight the relationship between the causal struc-
ture Ai,δ∗ and Ai,δ:
Ai,δ∗(t) =
1
δ∗
(
ρ−1∏
l=0
(
ID +
δ∗
ρ
Ai,δ(t+ l
δ∗
ρ
)
)
− ID
)
(21)
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When assuming that the causal structure Ai,δ is constant in each interval [t, t+ δ
∗],
∀t ∈ τ , the relationship (21) becomes :
Ai,δ∗(t) =
1
δ∗
((
ID +
δ∗
ρ
Ai,δ(t)
)ρ
− ID
)
(22)
Or equivalently,
Ai,δ(t) =
ρ
(δ∗)(ρ+1)
((
1
δ∗
ID +Ai,δ∗(t)
) 1
ρ
− ID
)
(23)
Note that the limits of the right part of relation (22), when ρ tends to infinity provide
the relationship between Ai,δ∗(t) and its continuous time counterpart. Assuming that
lim
ρ→∞
Ai,δ(t) = Ai(t) is finite, the relationship (22), become:
Ai,δ∗(t) ≈ 1
δ∗
(exp (δ∗Ai(t))− ID) (24)
Relationships between trend parameters under different steps To relate the
transition matrices under different steps, we considered second parts of equations (18)
and (19) were close enough. We identified:
Xi(t+ δ
∗)γ∗ ≈ 1
ρ
ρ∑
s=1
Ψi,δ(t, ρ, s)Xi(t+
δ∗
ρ
s)γ
Zi(t+ δ
∗)v∗i ≈
1
ρ
ρ∑
s=1
Ψi,δ(t, ρ, s)Zi(t+
δ∗
ρ
s)vi
(25)
In the particular case where Xi and Zi reduce to intercepts,
γ∗ ≈ 1
ρ
ρ∑
s=1
Ψi,δ(t, ρ, s)γ
v∗i ≈
1
ρ
ρ∑
s=1
Ψi,δ(t, ρ, s)vi
(26)
Or equivalently, 
γ ≈ ρ
(
ρ∑
s=1
Ψi,δ(t, ρ, s)
)−1
γ∗
vi ≈ ρ
(
ρ∑
s=1
Ψi,δ(t, ρ, s)
)−1
v∗i
(27)
29
Appendix B: Additional results in the simulations
studies
Table 4: Results of the simulations (100 replicates of samples with 512 subjects) con-
sidering two latent processes, each one repeatedly measured by a marker, with linear
trajectories and constant covariate-specific causal structure. ASE is the asymptotic
standard error, ESE is the empirical standard error and CR is the coverage rate of
the 95% confidence interval.
without missing values (conv†=100%) with missing values ? (conv†=99%)
θ θˆ ESE‡ ASE‡ CR(%) θˆ ESE‡ ASE‡ CR(%)
β11 -0.268 -0.267 0.068 0.073 97.0 -0.269 0.070 0.075 97.9
β12 -1.695 -1.698 0.112 0.112 92.0 -1.705 0.113 0.116 92.9
β21 0.057 0.055 0.075 0.078 96.0 0.060 0.079 0.082 95.9
β22 -1.749 -1.777 0.139 0.127 94.0 -1.775 0.148 0.137 94.9
γ10 0.042 0.044 0.018 0.019 97.0 0.044 0.020 0.021 97.9
γ11 -0.033 -0.032 0.020 0.019 94.0 -0.032 0.020 0.020 94.9
γ12 -0.242 -0.232 0.048 0.052 97.0 -0.225 0.054 0.063 98.9
γ20 -0.097 -0.098 0.041 0.040 95.0 -0.098 0.047 0.045 92.9
γ21 -0.014 -0.016 0.023 0.020 93.0 -0.015 0.023 0.022 95.9
γ22 -0.066 -0.062 0.063 0.056 92.0 -0.061 0.068 0.062 94.9
L(3,1) 0.188 0.181 0.027 0.031 97.0 0.177 0.033 0.038 97.9
L(4,2) 0.067 0.066 0.021 0.022 96.0 0.069 0.027 0.026 96.9
L(3,3) 0.149 0.145 0.013 0.014 95.0 0.143 0.014 0.016 93.9
L(4,4) 0.250 0.247 0.019 0.019 96.0 0.247 0.022 0.022 93.9
a011 -0.230 -0.223 0.031 0.035 98.0 -0.219 0.037 0.043 96.9
a111 0.099 0.100 0.017 0.017 95.0 0.100 0.017 0.019 96.9
a012 0.118 0.120 0.024 0.025 92.0 0.121 0.027 0.027 93.9
a112 -0.040 -0.044 0.024 0.023 93.0 -0.045 0.026 0.027 95.9
a021 0.095 0.095 0.022 0.023 95.0 0.094 0.024 0.025 95.9
a121 0.043 0.046 0.026 0.027 97.0 0.046 0.027 0.029 98.9
a022 -0.399 -0.400 0.043 0.042 97.0 -0.401 0.054 0.050 90.9
a122 0.319 0.325 0.034 0.033 96.0 0.321 0.040 0.037 95.9
η01 3.793 3.794 0.188 0.195 94.0 3.795 0.195 0.199 93.9
η02 2.601 2.608 0.135 0.127 93.0 2.607 0.148 0.136 93.9
η11 1.597 1.594 0.026 0.027 97.0 1.593 0.027 0.028 96.9
η12 1.226 1.225 0.026 0.025 93.0 1.225 0.026 0.027 96.9
σ1 0.397 0.399 0.015 0.015 95.0 0.399 0.015 0.016 96.9
σ2 0.672 0.672 0.031 0.029 96.0 0.673 0.032 0.033 95.9
† Rate of convergence
? (15% missing occasions, 7% missing outcomes)
‡ ASE is the asymptotic standard error, ESE is the empirical standard error and CR is the coverage
rate of the 95% confidence interval.
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Appendix C: Additional results in ADNI application
Table 5: Fixed effect estimates on baseline levels and changes of cerebral, cognitive and
functional dimensions using a discretization step of 6 months.
Cerebral dim. Cognitive dim. Functional dim.
Parameter θ s.e p-value θ s.e p-value θ s.e p-value
At baseline
Age (entery) -0.592 0.065 <0.001 -0.232 0.049 <0.001 -0.051 0.062 0.412
Male -0.187 0.082 0.024 -0.176 0.086 0.042 - - -
High. Educ. -0.256 0.108 0.018 0.493 0.114 <0.001 - - -
APOE -0.287 0.086 <0.001 -0.347 0.090 <0.001 -0.071 0.095 0.453
MCI -0.756 0.101 <0.001 -1.614 0.116 <0.001 -1.609 0.125 <0.001
dAD -1.504 0.128 <0.001 -3.000 0.159 <0.001 -3.567 0.186 <0.001
On the rate of change
Intercept -0.082 0.031 0.010 0.067 0.061 0.278 0.049 0.090 0.584
MCI -0.027 0.025 0.281 -0.471 0.091 <0.001 -0.302 0.104 0.004
dAD -0.148 0.052 0.004 -1.007 0.186 <0.001 -1.316 0.228 < 0.001
Male -0.017 0.021 0.420 -0.011 0.035 0.753 - - -
High. Educ. -0.009 0.027 0.712 0.243 0.068 <0.001 - - -
APOE -0.045 0.009 <0.001 -0.142 0.040 <0.001 -0.120 0.066 0.067
t 0.009 0.009 0.291 0.001 0.014 0.977 -0.038 0.015 0.013
MCI × t 0.001 0.007 0.840 -0.013 0.012 0.292 -0.023 0.020 0.261
dAD × t 0.037 0.013 0.004 -0.062 0.026 0.016 0.001 0.034 0.968
Male × t 0.009 0.006 0.134 - - - - - -
High. Educ. × t -0.008 0.008 0.291 -0.011 0.013 0.372 - - -
APOE × t - - - - - - -0.005 0.019 0.778
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Table 6: Parameter estimates of the Cholesky decomposition of the variance-covariance
matrix of overall random effects on baseline levels and changes of cerebral, cognitive and
functional dimensions. Elements at 0 or 1 were fixed; standard errors of estimates are
indicated in brackets below.
u1 u2 u3 v11 v
1
2 v
2
1 v
2
2 v
3
1 v
3
2
u1 1
u2 0 1
u3 0 0 1
v11
0.064 0 0 0.085
(0.016) (0.023)
v12
-0.004 0 0 -0.012 0.011
(0.003) (0.009) (0.004)
v21
0 0.378 0 0 0 0.142
(0.063) (0.026)
v22
0 -0.009 0 0 0 0.014 -0.001
(0.005) (0.008) (0.080)
v31
0 0 0.299 0 0 0 0 -0.501
(0.064) (0.044)
v32
0 0 -0.004 0 0 0 0 0.087 0.089
(0.009) (0.012) (0.009)
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Table 7: Parameter estimates of the measurement model. Parameters (σ1, σ2, σ3) rep-
resent the standard deviation of the measurement errors for the three composite scores.
Other parameters given by series of six (η10 to η15; η20 to η25 and η30 to η34) correspond
to the parameters of the quadratic I-splines link function used to transform the anatomic
composite score, the cognitive composite score and the functional composite score, re-
spectively.
score Parameter Estimate SE p-value
cerebral anatomy score
η10 -5.611 0.249 <0.001
η11 0.527 0.115 <0.001
η12 0.263 0.097 0.006
η13 0.846 0.046 <0.001
η14 0.671 0.074 <0.001
η15 0.558 0.208 0.007
σ1 0.236 0.008 <0.001
cognitive score
η20 -6.429 0.310 <0.001
η21 -0.122 0.285 0.668
η22 0.579 0.107 <0.001
η23 1.436 0.042 <0.001
η24 0.461 0.101 <0.001
η25 0.884 0.136 <0.001
σ2 0.394 0.015 <0.001
functional score
η30 -7.332 0.299 <0.001
η31 0.953 0.082 <0.001
η32 0.272 0.135 0.045
η33 0.528 0.064 <0.001
η34 0.631 0.041 <0.001
σ3 0.581 0.025 <0.001
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Table 8: Estimates of the transition matrix intensities on ADNI data when considering
three discretization steps: 6 months (AIC=1386.68), 3 months (AIC=1370.45) and 2
months (AIC=1367.21).
δ = 6 months δ = 3 months δ = 2 months
Estimate SE Estimate SE Estimate SE
α011 -0.054 0.014 -0.054 0.015 -0.054 0.015
α111 0.008 0.009 0.008 0.009 0.008 0.009
α211 0.001 0.013 0.001 0.013 0.001 0.013
α012 0.010 0.008 0.011 0.008 0.011 0.008
α112 0.022 0.010 0.022 0.010 0.022 0.010
α212 0.025 0.014 0.025 0.015 0.025 0.015
α013 0.010 0.017 0.008 0.017 0.008 0.017
α113 -0.012 0.017 -0.011 0.018 -0.010 0.018
α213 -0.011 0.019 -0.010 0.020 -0.009 0.020
α021 0.077 0.023 0.083 0.026 0.084 0.027
α121 0.018 0.026 0.019 0.029 0.019 0.029
α221 -0.009 0.034 -0.010 0.037 -0.011 0.039
α022 -0.396 0.074 -0.423 0.088 -0.432 0.093
α122 0.081 0.030 0.088 0.033 0.090 0.034
α222 0.026 0.042 0.029 0.045 0.029 0.047
α023 0.146 0.054 0.156 0.062 0.159 0.064
α123 -0.068 0.054 -0.073 0.060 -0.074 0.062
α223 -0.078 0.059 -0.080 0.066 -0.079 0.068
α031 0.077 0.035 0.103 0.048 0.109 0.050
α131 0.025 0.043 0.017 0.056 0.016 0.058
α231 -0.001 0.052 -0.010 0.068 -0.012 0.071
α032 0.132 0.042 0.177 0.062 0.185 0.063
α132 0.018 0.048 0.000 0.066 -0.004 0.066
α232 0.012 0.061 -0.006 0.079 -0.009 0.082
α033 -0.892 0.108 -1.195 0.207 -1.237 0.219
α133 0.569 0.078 0.770 0.142 0.798 0.149
α233 0.478 0.082 0.667 0.141 0.692 0.148
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Figure 4: Predicted trajectories of cerebral, cognitive and functional dimensions at healthy
(CN), MCI, and dAD clinical stages of Alzheimer’s disease for a woman non-carrier of
APOE 4 allele with lower educational level (plain lines) and for a man carrier of APOE 4
allele with higher educational level (dashed lines). “n”, “m” and “d” indicate trajectories
at healthy, MCI and dAD stages, respectively.
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