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ABSTRACT
EVALUATING THE ROLE OF ENERGY DEMAND PREDICTION AND
RENEWABLE ENERGY UTILIZATION ON ENERGY DEPENDENCY
MANAGEMENT: A GENERIC SYSTEM DYNAMICS MODEL
Emad Rabiei Hosseinabad, M.S.
Northern Illinois University, 2018
Department of Industrial and Systems Engineering
Reinaldo Moraga, Director
Supplying energy has become one of the biggest concerns of developed countries due to
the growing energy needs in the last decades. Security of energy supply has forced countries to
rely more on energy imports from external sources and become energy dependent to a greater
extent. Utilizing available renewable energy resources has been characterized as a reliable
indicator to mitigate energy dependency in countries as well as securing the supplying of energybased needs in the future. This research explores the impact of renewable energies as trustworthy
resources in mitigating energy imports from external sources with investigation of its viability with
sustainable perspective and how accurately predicting the energy consumption can lead to better
examination of energy dependency. A system dynamics model with special aim on the role of
renewable energy resources on decreasing energy dependency has been constructed. By analyzing
the dynamics of the model, different scenarios of renewable energy policies are employed as
interventions to be implemented and assessed in the model while investigating the applicability of
renewable energies to manage national energy supply sustainably. To illustrate the benefits of
renewable energy utilization, the proposed model is applied to the state of Illinois in the United
States to analyze the decrease in imported energy resources from external sources and its
subsequent cost savings due to applying the pre-defined renewable energy action plan scenarios.
The results indicate that the system dynamics approach outperforms in predicting energy demand
compared to the most commonly used techniques in energy forecasting studies and under which
policies the desired level of energy dependency will be sustainably achieved. The system dynamics
model aids policy and decision makers to review their renewable energy promotion plans to
achieve a desirable level of dependency and security of energy supply.
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1-INTRODUCTION
As the International Energy Administration (IEA) states, energy security is defined as “the
uninterrupted availability of energy sources at an affordable price” (“What is energy security?”,
2017). The definition points to the relation of natural resources and government’s capability in
meeting daily energy consumption. Energy security is tied with economic and sustainable
developments, energy supply-demand balance, and social interactions in countries. Further, longterm and short-term unavailability of energy security can result in unbalanced distribution of
energy along with negative economic impacts on both people and the government (“What is energy
security?”, 2017). According to Shin, Shin and Lee (2013), energy security elements and indicators
are categorized as availability, accessibility, affordability and acceptability; each element
comprises different components associated with them. In Figure 1.1, an example of a module
developed to evaluate the insecurity of energy in South Korea with respect to accessibility
components is shown.

Political stability of foreign energy suppliers is considered the major contributor in energy security
of countries importing energy from outsources. Further, concerns such as limitation of fossil fuel
reservoirs, growing energy demands and instability of energy supply have made governments and
policymakers to look for possible alternatives of fossil fuels to stabilize energy security. Utilization
of renewable energy resources has been introduced as one of the replacements of fossil fuel
reservoirs to secure energy supply in countries (Aslani, Helo, Feng, Antila, & Hiltunen, 2013).
Additionally, renewable energy resources are favored because of their diversification and
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interminable usage in energy-dependent countries. Therefore, the countries relying on renewable
energy do not widely import energy sources from other countries for utilization/consumption
proposes. In order to be successful in implementing renewable energy policies for countries
depending on external energy sources, different scenarios should be employed such as
governmental support, strengthening the economy spectrum, and technological renewable energy
improvements in countries. This would increase the energy security and provide electricity/energy
to people for lower prices (Lean & Smyth, 2013).

Figure 1. 1 Example of Energy Supply Security Elements Interactions in South Korea (Shin et
al., 2013)

Knowing that fossil fuels will be depleted in less than 100 years, it is mandatory that countries
alleviate their dependency on finite sources and make a greater attempt to utilize alternative
sources such as renewable energies and nuclear energies (Ritchie, 2017). However, there are
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always constraints for supplying energy in developing and developed countries, which are mostly
due to global climate change, energy pricing, increased competition for energy exploiting, and
most importantly, growing energy demand (Shin et al., 2013). For instance, in the United States,
as the second largest energy consumer in the world, the demand growth in natural gas was more
than 60% between the years 2000 and 2016 (Primary Energy Consumption, 2017). The state of
Illinois is also considered as the fifth largest energy consumer in end-use sector, which indicates
its potentiality in encountering difficulties in supplying the electricity/energy for people (“State of
Illinois: Goals Status Report for Energy Efficiency and Renewable Energy,” 2016; “State Profiles
and Energy Estimates,” 2017). In this research, the dominant role of renewable energy in security
of energy supply will be discussed. The research attempts to analyze the dependency of countries
on external energy resources and investigates the role of renewable resources in reducing this
dependency. Different qualitative and quantitative factors are modeled in terms of a causal loop
diagram and a stock and flow diagram, which establishes the system dynamics (SD) model.

1-1 Background of the Problem
The existing definition of energy security is mainly based on the concept that “uninterrupted
energy supply is crucial” (Shin et al., 2013). Previously, the notion of energy security and
dependency has focused on the level of securing access to oil supplies, but recently, the concept
has widened to cover the influence of electricity/energy generation utilization of renewable energy,
policy plans on energy sources, and other factors in an attempt to make the concept more
comprehensive (Jenny, 2007; Aslani et al., 2013).
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According to Shin et al. (2013), the concept of energy dependency and security can vary based on
a number of factors and variables which influence energy security. Therefore, depending on which
aspect of energy security and dependency one desires to focus on (including the volume of fossil
fuels, the power of government to set energy prices, the ability to plan to mitigate energy
dependency based on energy consumption and REU, etc.), the definition might differ (Von Hippel,
Suzuki, Williams, Savage, & Hayes, 2011).

Efforts have been made to construct new comprehensive energy dependency notions with
consideration of country-wise characteristics when constructing the analytical framework to
govern energy security and dependency on a global scale (Kruyt, van Vuuren, de Vries, &
Groenenberg, 2009; Von Hippel et al., 2011). Further, national energy policies in different
countries can lead to more appropriate components of energy dependency. However, effective
frameworks to analyze energy dependency behavior based on the notion of inter-relations of
factors with the role of REU to grasp the feedback structure of related policies are limited.

1-2 Problem Description
Security of energy supply is a global issue and countries are struggling with this problem regardless
of their location or level of economic development, from Europe to Africa. Some countries that
are not able to provide their people with a sufficient amount of electricity/energy are required to
obtain a supply from other countries (external sources). These countries are called energydependent countries. Recently, many developed countries that are experiencing this crisis have

5
implemented multiple scenarios in order to reduce energy dependency, yet just a few of them were
able to succeed in their strategies. Most European and American countries are active in
investigating new procedures to mitigate the dependency of energy from external sources. One of
the successful action plans implemented in European countries is the framework for renewable
energy utilization (REU), which aims to compensate the amount of electricity/energy to be
supplied from other countries. Hence, this can prompt policymakers to plan for reducing energy
dependency from imported sources (Vafa-Arani, Jahani, Dashti, Heydari, & Moazen, 2014).

The evaluation of the renewable energy policies would be more valid if it could be compared with
other potential policies. This also can be taken into account as a research gap that the current
research is going to cover and help decision makers to reach most applicable renewable energy
policies in reducing energy dependency on imported sources. The applicability of different policies
in terms of renewable energy model to validate the proposed model and its subsequent derivations
should also be developed. Therefore, there should be a methodology that not only can capture a
comprehensive number of variables and factors contributing to the energy demand, supply, and
dependency but also evaluate the different policies together in the energy system that can give a
sense of why one policy would be more effective. System dynamics modeling, as one of the best
approaches to model socio-economic problems, has broad advantages when used in a system with
a variety of variables since it dispels the complexity of systems and makes it easier for users to
learn from them (Vafa-Arani et al., 2014). System dynamics is among the most reliable
methodologies in socio-economic systems (Brans et al., 1998). It can be used in simulating the
feedback loop of variables and their possible interactions and represent the behavior of policies in
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terms of variables in the systems. However, the behavior of such complex systems cannot be
assessed only by data comparison.

When the model is capable of predicting the behavior of energy demand and energy dependency,
intervention can take place in order to incorporate different policies to investigate the effective
policies in mitigating the energy dependency from external sources in a long time horizon. An
important point that should also be considered is that the policies should be selected with a
sustainable development perspective due to the fact that energy dependency should be reduced
constantly in a long period of time with the role of renewable energy utilization (REU). Apart from
that, an ideal solution for this need is to construct a comprehensive model that covers energy
demand, renewable energy resources, energy dependency and their interactions to capture all the
factors and variables affecting the supplying of energy and its dependency on imported sources
and, consequently, to apply different policies and scenarios in the model in order to verify the
applicability of the model in the different circumstances.

The main effort in this research is to address predicting the behavior of the energy demand and
energy dependency to investigate the role of renewable energy in reducing the energy dependency
on imported sources in the future, which enables the decision makers to conduct different scenarios
as interventions into the SD model to establish the best policy in reducing energy dependency in
the proposed model. In addition, it is intended to signify the benefits of system dynamics approach
over non-system dynamics approaches in predicting energy demand.

7
1-3 Project Objectives and Scope
This study includes several objectives in terms of energy system modeling. The primary objectives
of this project are:
1. To construct a generic SD model to demonstrate the dynamic interactions between REU,
energy dependency, and energy consumption

2. To explore renewable energy policies in order to sustainably mitigate energy dependency by
using the SD model

3. To accurately predict the energy demand

The scope of the project was limited to energy-related factors that are considered in the proposed
model since energy demand and energy dependency are considered as the targeted variables in
the model. Also, this project does not cover economic factors and elasticity analysis of the model.
Economic analysis of the influencing factors does not fall into the scope of this project.

1-4 Project Benefits and Deliverables
The proposed project has several benefits to decision makers in the area of renewable energy
expansion by overcoming energy dependency, some of which are listed below:

1. The research will advance the process of energy-related system modeling to a higher level
and possibly will open a new path in terms of energy dependency modeling for future works.
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2. The policies presented in the proposed model will assist in reducing energy dependency and
aid the decision makers and governors to utilize renewable energy resources in their energy
dependency mitigation action plans.

3. The presented model will predict the behavior of energy demand and subsequently energy
dependency for eight years.

4. The present research may assist decision makers in reviewing their current action plans in
terms of reducing energy dependency on imported sources to reach to a desirable level.

Apart from the anticipated benefits, the tangible deliverables of this research are listed below:

1. A generic SD model for demonstrating the dynamic interactions between REU, energy
imports, and energy consumption and accurate prediction of energy consumption

2. A real-life case study of an energy-dependent city (state of Illinois) to test the reliability and
validity of the presented model in mitigating energy imports

3. A cost savings obtained from mitigating energy imports from external sources by employing
different policies in the model
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4. A detailed report with the different aspects of this project (the results will also be
documented)

The current work is organized into the following sections. In Chapter 2, research literature with
respect to energy dependency, energy policies and the effects of renewable energy resources on
security of energy supply using system dynamics (SD) approach and non-SD approach is
reviewed. Chapter 3 discusses a detailed methodology used to develop causal loop diagram and
stock and flow diagram in the presented model. Chapter 4 proposes a case study of the State of
Illinois to investigate the validity as well as reliability of the model and analyzes the dynamic
behavior of the model under predefined scenarios. Finally, based on preliminary results, proposal
of next steps are stated in Chapter 5.

2-LITERATURE REVIEW
In general, the studies focusing on system dynamics (SD) modeling in the energy system field
have been discussed for more than 20 years (Aslani et al., 2013). Researchers in the energy system
domain have proposed SD as a systematic approach since it provides a more comprehensive
understanding of complex systems and the links among their diverse variables. The use of SD
model in energy systems is mostly because of its conceptualizing feature that is able to capture not
only the factors affecting energy systems but also the interaction between their various factors. SD
model enables us to track all the changes that occur among the variables of energy demand and
security of energy supply as well as analyzing the effect of different energy policies into the model
(Shin et al., 2013). Based on literature review investigation, there are four main areas researchers
have addressed in the use of SD modeling in energy systems. The four main areas can be divided
under the following broad categories:

1. Physical structure
2. Environmental effects
3. Evaluation of pricing policies
4. Evaluation of renewable energy policies

Appendix A shows a summary of the literature collected on the four categories as part of this
project, and the collected sources are discussed briefly in the following sections.
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2-1 Physical Structure of Energy Systems
Several researchers have worked on the dynamic modeling of energy physical structures to assess
the reliability of the energy transition structure in different areas (Naill, 1977; Naill, 1992; Sauer
& Pai, 1998; Ford, 2001; Ballardin, 2005; Olsina, Garcés, & Haubrich, 2006; Chi, Nuttall, &
Reiner, 2009).

The application of SD modeling in energy resources and structures started in the 1970s. Naill
(1977) proposed one of the first extensive energy models with the help of SD modeling to assess
the energy transition structure on dependency on oil and gas for the U.S. government. Naill’s
model links energy demand, prices, and environmental interactions. The model, known as COAL2,
has been used since then as a basis for large-scale SD energy model. Also, it had been designed to
assess scenarios and alternatives for oil and gas energy transmissions. Naill (1992) introduced
FOSSIL2, a new system dynamics model of U.S. energy supply and demand which originated
from his work initiated about twenty years ago. The FOSSIL2 model represents one of the success
stories of SD modeling in the real world and played an important role in the energy physical
construction field. The model was implemented at the Department of Energy as an analytical tool
for policy analysis on a regular basis. After passing Congress’s legislative requirement, the model
was truly implemented in some cases of policy analysis in terms of energy research and
development purposes.

Another model proposed by Sauer and Pai (1998) for physical structure of energy system using
SD modeling is related to power system, which is classified into multiple independent models. The
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major indicators of a power system are mechanical division (fuel source, furnace and boiler,
turbines) and electrical division (generator, network, loads). However, the representation of SD
structure did not show all of the dynamic interactions between components and it addressed the
broader dynamic structure of power systems, rather than localized physical structure of a power
plant.

Apart from COAL2 model and FOSSIL2 energy model, SD approach has been applied to
particular electricity/energy structures’ plants. Ford (2001) constructed a SD model representing
power plant construction for the California Energy Commission that tracks patterns of power plant
construction that could arise from different theories of investor behavior. Ford (2001) implied that
power plant construction in California is delaying the growth in energy demand which could lead
to an increase in prices during the peak periods. He also emphasized that the building of a new
power plant would be necessary based on the current growth in energy demand. However, his
finding might have benefited more people if he had widened the model’s scope to the west coast
area.

Olsina et al. (2006) proposed a simulation model based on the SD approach that replicates the
system structure of power markets within logic interrelations among system components in order
to convey its dynamic structure. Previously, classical electricity/energy market models assumed
that market results reproduce the output of a centrally made optimization. Olsina et al. (2006), in
turn, developed a simulation model that represented the long-term movements of liberalized power
markets which were able to respond to changes in market structures. Also, unlike classical SD
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models that only considers endogenous variables in the model, Olsina et al. (2006) stated the effect
of exogenous variables on the long-term market dynamics.

Also, Ballardin (2005) used SD in natural gas structural modeling in an effort to predict the
behavior of natural gas as a cost-effective substitution for gasoline and diesel for automobiles in
Italy. They used their developed simulation model in order to forecast a cost-effectiveness pattern
regarding the environment until 2020. Recently, Chi et al. (2009) created an SD model of natural
gas resources in the UK and investigated the effect of long-term energy policies in reducing gas
consumption. They found that the management of the supply-side policy alone is not able to delay
the electricity discovery and production peak. Their explanation variables in the model of the
indigenous natural gas industry structure were sensitive to gas price as well as demand rate where
they have tried to compensate that with taking advantage of effective policy selections.

2-2 Environmental Effects of Energy Systems
The second group of researchers assessed the environmental effect of CO2 emission, industrial
pollution, and other waste in energy systems by successfully applying the SD approach
(Karavezyris, Timpe, & Marzi, 2002; Güneralp & Barlas, 2003; Anand, Vrat, & Dahiya, 2006;
Kunsch & Springael, 2008; Han & Hayashi, 2008; Trappey, Trappey, Lin, & Chang, 2012; Feng,
Chen, & Zhang, 2013). The environmental factors are considered to be among the highest
probability of occurrence and can be the least effectively mitigated since they tend to be
uncontrollable.
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Since SD modeling is able to capture both qualitative (socioeconomics) and quantitative variables,
it can be utilized in environmental issues that mostly involve qualitative policy designs such as
awareness, air quality, and recycling. Karavezyris et al. (2002) presented a model of solid waste
management with qualitative variables as a possible way of addressing environmental issues. They
were pioneers in utilizing fuzzy logic for the waste management model with the help of the SD
model in terms of qualitative variables to enhance the validity of confidence interval. Their
analysis conveyed that increase in recycling and decrease in illegal disposal simultaneously could
reduce the municipal solid waste for a course period of time.

In one of the few studies conducted in favor of environmental issues using the SD approach,
Güneralp and Barlas (2003) performed a dynamic modeling of shallow freshwater lake to establish
a balance between the ecosystem and economic activities in the region. Since SD modeling is able
to show the trend of target variable with sustainable development perspective, this approach is
well-fit for the ecological and economic sustainability balance practice. Güneralp and Barlas
(2003) performed two case scenarios to gain further information, First, they investigated the result
of maintaining the crayfish population despite fungus disease in 1986 which led to dominance of
carp and seasonal algal blooms, and second, they addressed the result of crayfish recovery from
the fungus disease which led to improving social conditions of crayfish and became a major
income source of fishing again.

Another SD modeling used in environmental issues is addressing CO 2 emission and evaluation of
possible policies in CO2 mitigation. Anand et al. (2006) referred to the CO2 emission in industry
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settings in India for their study. They used SD modeling to project the CO 2 by 2020 in India as
well as mitigation policies to cut the CO 2 emission. By carrying out sensitivity analysis, they
established the combination of scenarios with stabilization of population, structural shifting, partial
contribution of renewable sources, and the efficient process of energy recycling from waste heat
that can mitigate CO2 emission up to 42%. The distinction of their paper compared to Kunsch and
Springael (2008) is that Anand et al. (2006) took indirect CO2 emission from other sources into
account to increase the validity of the proposed model in evaluation of the scenarios leading to
CO2 emission mitigation. Kunsch and Springael (2008) in turn used fuzzy reasoning based on a
combination of several accessible datasets to address the CO2 emission control in the residual
sector with SD modeling. Their objective was to simulate the customers’ behavior and the
continuous tax control mechanism by means of fuzzy-reasoning techniques, which was previously
ignored in static macroeconomic modeling.

Other than CO2 emission from the industrial sector, there are few literatures addressed to the urban
CO2 emission and mitigation. Among them, Han and Hayashi (2008) developed an SD model for
a potential CO2 mitigation policy analysis. They have constructed an SD model to evaluate
different scenarios on CO2 mitigation, most of which address the service and transport sectors as
the major contributors of CO2 emissions. In their policy design analysis, they have found that the
combination of improving of railway network and capacity, slowing down the highway network
development, and imposing fuel taxes can lead to major CO2 emission mitigation in urbanized
areas. Another successful implementation of SD modeling in China’s inter-city transport CO2
emission was conducted by Feng et al. (2013) to model CO2 emission trends for the City of Beijing
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between 2005 and 2030. They first established the validity of the model in predicting CO 2 from
2005 to 2030 and, based on that, proceeded onto policy design to propose scenarios which led to
CO2 emission reduction. Previously, the works performed in terms of CO 2 emission mitigation
using SD modeling did not consider validating the model for CO2 projection in the future. Feng et
al. (2013) introduced low-carbon fuel as natural gas that will play an important role in mitigation
of carbon emission in Beijing. Also, the result of sensitivity analysis indicates that change of
economic development mode and governing population growth will effectively reduce carbon
emissions considering the fact that the transport sector is going to be the greatest contributor of
CO2 emission in the future. Their works could have been more reliable if they had considered more
macro-economic factors in the sensitivity analysis.

In order to address to the CO2 emission reduction in metropolitan areas, Trappey et al. (2012) were
among the few utilizing a systematic cost-benefit assessment toolset based on the SD approach to
investigate the reliability of renewable energy policies in CO 2 emission reduction. With the help
of the developed SD model, they show the effect of different renewable energy policies and the
cost of carbon emission reduction in Taiwan, Penghu Island, as a case study. Although their result
of simulation indicates that solar energy policies have a significant effect on carbon mitigation
with cost-benefit evaluation, they did not consider other alternatives or the effect of combined
renewable energy policies in carbon reduction. Therefore, the environmental effects in energy
systems can be discussed and categorized with the above description.
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2-3 Evaluation of Pricing Policies on Energy Systems
With the third group of studies, researchers put their focus on the effect of pricing system and
economic indicators such as Gross Domestic Product (GDP) and Feed-in-Tariffs (FITs) on energy
indicators to estimate energy market scenarios such as oil, natural gas, gasoline, diesel, and
electricity (Bunn & Larsen, 1992; Bunn & Larsen, 1994; Botterud, Korpas, Vogstad, &
Wangensteen, 2002; Caselles-Moncho, Ferrandiz-Serrano, & Peris-Mora, 2006; Esmaeeli,
Shakouri, & Sedighi, 2006; Sánchez, Barquin, Centeno, & Lopez-Pena, 2007; Wu, Huang, & Liu,
2011). Fundamentally, these studies look for the changes of the pricing mechanism for different
energy market behaviors in order to convey the relative applications of SD and to understand the
impacting factors of energy market behaviors.

Bunn and Larsen (1992) investigated the investment in the electricity market of England and
Wales. Using an SD model of investment, they generated insights into the unpredictability of the
variations in the Loss of Load Probability (LOLP) and several market share scenarios. They
declared the effectiveness of the current pool price formula in stimulating investment in electricity
generating capacity. Their simulation model reveals that if generators are able to respond to the
daily electricity capacity market, spikes under and above the capacity would appear. In their work,
they did not benefit from policy (regulatory) interventions as well as the effect of depreciated rate
for existing plants. However, Bunn and Larsen (1994) tried to fill the gaps that existed in their
previous work by introducing regulatory intervention in the SD model in governing the
construction and depreciation of power plants which brings stability to new electricity market
systems in England and Wales. To achieve their goal, they evaluated a formal procedure, by the
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regulator or an independent body, to approve new construction and depreciation power plants. By
having these conditions, the system can be well run and regulated, and without them, severe spikes
in capacity will be consequences of only utilizing electricity market signals which will lead to
instability in electricity market systems.

Caselles-Moncho et al. (2006) attempted to provide the responses of the latest electricity industry’s
perturbations such as environmental regulations changes, challenges on fuel supplies, and
liberalization of the European electricity market. They also investigated the results of applying
different energy policies and tax (economic incentives) policies on selling energy to the free
electricity market in the case of competitive generation cost. Their results indicate that the SD
model is the most appropriate tool in power station management since it is able to capture all
socioeconomic factors as well as their interactions and evolution in a course period of time.
Further, in the study of Esmaeeli et al. (2006), an SD model is constructed and the effect of
volatility of electricity price on energy consumption in different in-house sectors was discussed.
This study establishes a policy laboratory on pricing system of electricity consumption in homes
and analyzed the electricity prices, incomes and the ratios of electricity cost as compared to
different incomes. They proposed a new tariff system policy that appeared to not only distribute
subsidy more fairly but also lead to reduction of costs of electric/energy industry.

In Botterud et al. (2002), a conceptual SD model with comprehensive factors to study electricity
market in Norway was proposed. The main contribution of Botterud et al. (2002) is the inclusion
of multiple sectors that could improve the representation of power demand in the model. They
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applied their model to the case study of Norway which was able to capture long-term dynamics of
supply and demand power market. The impact of investments in electricity generation and enduse of electricity and its subsequent construction delays and capacity deficits in the system were
investigated. However, their model cannot address the shorter time steps for short-term effects
such as spikes in power demand and detailed price calculation.

By developing the literature methods for power generation expansion in liberalized electricity
markets, Sánchez et al. (2007) proposed a modified SD model with better visual representation of
oligopoly structure and market power. The model is based on credit risk theory with special focus
on competitive framework and market price. By presenting a simple case study, they were able to
demonstrate how future markets in oligopolistic systems may lead to a decrease in expected
profitability in the system as well as system reliability.

Another form of energy that pricing policies have been investigated on is the oil market. Based on
Wu et al. (2011), floating price mechanism on Taiwan’s gasoline and diesel market shares
(privately owned by Formosa Petrochemical Corporation [FPCC] using SD modeling has been
analyzed. Their model categorized into four sub-systems and passed validation process which led
to more reliable policy analysis. Their simulation model is able to accurately simulate gasoline and
diesel market behaviors in Taiwan and demonstrated the feedback structure of expected revenues
and price competition strategy and its effect on market share. Also, their policy analysis mainly
indicated that lowering oil security stockpile would not change FPCC’s pricing strategy. As it can
be seen, in recent years, new works have emerged in pricing systems to improve some modeling
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aspects of previous studies such as market price representation, the model dynamics in investment
policies, and risk analysis of investors in the electricity market.

2-4 Evaluation of Renewable Energy Policies on Energy Systems
A few works have also been conducted to evaluate the impact of dynamic modeling of renewable
energy policies on security of energy supply by implementing SD models (Bennett, 2012; Hsu,
2012; Aslani et al., 2013; Mediavilla, de Castro, Capellán, Miguel, Arto, & Frechoso, 2013; Shin
et al., 2013). The developed models help predict observable patterns of behavior of renewable
energy resources in micro-level energy structures, their impact in eliminating environmental
issues, and assess the renewable resources as a replacement of non-renewable resources and fossil
fuels, which led to identifying the key energy policies on security of energy supply in different
countries. Over time, several studies have been conducted to investigate how positively
photovoltaic (PV) solar systems influence the environmental issues as well as energy supply.
However, Hsu (2012) is among the few that address an environmental issue through SD modeling.
By aiming to mitigate national CO2 emission in Taiwan, Hsu (2012) investigated the role of solar
photovoltaic (PV) systems in CO 2 emission reduction. He analyzed the effect of economic
initiatives such as FITs and capital subsidies in attracting companies in investing in PV systems.
The SD model that was constructed in this study enables the decision makers to conduct cost and
benefit analysis in different combinations of policies (FIT prices, subsidies, and upper limits of
annual rate of return) to establish the most effective simulation scenario that led to major CO2
emission reduction. The result of analysis demonstrated that the promotion policy with higher
subsidy and lower initial FIT price on the accumulation of solar PV proposed a lower average cost
of CO2 emission reduction. However, land cost, which is one of the most effective factors in
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predicting the budget cost in terms of large-scale PV systems installations, was not taken into
account. This could potentially influence the value of rate of interest in terms of different policies.

Transition from non-renewable fuels to renewable sources in the field of energy is also a key factor
in establishing REU as a replacement of non-renewables. Bennett (2012) applied a prospective
transition methodology through renewable raw material (RRM) use in generation of fluid fuels
and organic chemicals in the UK. The historical transition in terms of petroleum-based fuels was
utilized to explore the ideas and expectations of key characteristics in RRM and bio-refining. The
empirical results were proposed in past transitions to inform scenarios for the future of renewable
raw materials in the UK. Further, Mediavilla et al. (2013) believe that peak oil will be the first
constraint in transition of fossil fuels to renewable energies. Biofuels and electric cars can act as
temporal solutions in overcoming a decline in oil, but reaching this goal requires more ambitious
policies than just substitution of technology.

Renewable energy sources do not need to always be employed as a replacement of fossil fuels;
they can instead be utilized in the process of securing the energy supply in countries, as Shin et al.
(2013) noted. In order to select key energy security indicators, prior to developing the SD model,
quality function deployment (QFD) has been employed based on experts’ opinions. The
constructed SD model was applied to Korean gas sector as a case study to demonstrate the
reliability of the model in evaluating renewable energy policies in terms of managing national
energy security. Although QFD is shown as a promising tool to identify the key energy security
components in the model, it contributes little in terms of the endogenous variables.
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As noted on assessment of renewable energy policies within the energy system section, the role of
renewable energy is integrated with different energy-related issues through system dynamics
approach such as reducing CO2 emission, economic development, energy prices, and avoiding
fossil fuel run-out. Few works have been conducted to assess the impact of REU in reducing energy
import as well as securing energy supply. Aslani et al. (2013) employed the SD approach to
investigate the effect of renewable sources on energy import in Finland. They used different
scenarios to demonstrate the best energy action plan to reduce energy dependency and the cost
savings associated with that. Although their work is among the few that utilize SD modeling in
terms of energy dependency, they did not indicate the weaknesses and strengths of different
renewable energy resources as well as validating the model in terms of energy consumption. Also,
their proposed model was unable to cover all the renewable energy resources, especially the
resources that recently have been explored; therefore, it is not applicable to other case studies.

The objective of this research is to propose a generic SD model to demonstrate the dynamic
interactions between REU, energy import, and energy consumption with the application in energydependent metropolitan areas and to forecast and test the energy demand as the outcome with other
competitive energy consumption predictive methods in literature. Although SD modeling has been
employed in the area of energy systems, very limited research addresses the relationship between
renewable resources, energy import, and energy demand in energy systems and their behavior over
time. In order to determine what will improve the efficiency of renewable energies in dealing with
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energy dependency, a thorough understanding is needed in what the effect of all of these factors is
on the system and how these factors impact the system as a whole.

Since system dynamics concentrate on the systems internal behavior and dynamics, demonstrate
the relationship between variables within the system and feedback structure, and illustrate the nonlinearity and delay function within the system, the ideal goal of this research is to propose a system
dynamics approach to examine if it is possible to rely on renewable energies as trustworthy
resources in mitigating energy imports from external sources with investigation of its viability with
sustainable perspective and how accurately predicting the energy consumption can lead to better
examination of energy dependency. The current research will also suggest that policy and decision
makers should review their RE promotion plans to achieve a desirable level of dependency and
security of energy supply.

2-5 Summary
According to what has been discussed in previous research, the body of the literature reveals a
shortage of works in utilizing renewable energy resources in reducing the dependency of energy
from imported sources sustainably as well as considering the dynamic interactions between REU,
energy imports, and energy consumption as one unique system. The limited research conducted to
assess the efficiency of renewable energy resources in mitigating the energy dependency attempts
to reach the desired dependency level by employing pre-defined renewable action plans without
considering how accurately predicting electricity/energy enables us to reach this goal. Further,
validation of the presented model and how reliable the renewable action plans are on securing

24
energy supply and energy dependency in a sustainable fashion is another gap that has been left
intact.

This research aims to cover this existing research gap by accurately predicting

electricity/energy consumption compared to other methods and helps in evaluating the effect of
renewable sources in reducing energy dependency. In order to do so, the superiority of SD
modeling in predicting electricity/energy demand and consumption in the future is compared and
discussed with the most commonly used techniques in energy demand forecasting studies (Jebaraj
& Iniyan, 2006).

In summary, the purpose of this research is to design a generic SD model to demonstrate the
dynamic interactions between REU, energy imports, and energy consumption and to examine the
role of renewable energies as trustworthy resources in mitigating energy imports from external
sources and the associated cost saving with investigation of its viability with sustainable
perspective and accurately predicting the energy consumption. This investigation, when fulfilled
completely, will contribute in extracting the best policy in mitigating energy dependency with
respect to sustainable development perspective. The model is developed in such a way that can be
used for future studies to apply their case studies. Therefore, the proposed model can give decision
makers a new insight in their future renewable energy policies to reach their desirable level of
energy supply security by reducing their dependency on importing energy from external sources.

3-METHODOLOGY
The behavior of a system as it grows over the course of time is to be studied by the development
of a simulation system. A set of assumptions should be considered regarding the operation of the
system. Since a system can be recognized as an entity in terms of parts and interactions between
them, the proposed assumptions are demonstrated in forms of mathematical, logical, and
symbolical relationships between the entities or object of interest of the system. The challenge of
the modeling process begins when dealing with a complex system. A complex system is
recognized as a combination of multiple, mutually related parts that are hard to grasp and describe.
System dynamics provides the fundamentals to develop models of complex systems in order to
demonstrate the behavior of variables interacting within systems over time (Pérez-Lespier, 2013).

SD is a system thinking approach which enables us to model a complex system with all the
variables and factors affecting the system over time (Sterman, 2000). SD modeling will involve
addressing the development of a causal loop modeling (which is conceptual) and stock & flow
modeling (which is quantitative) using a system dynamics approach. System dynamics is a type of
continuous simulation modeling which helps the decision makers to better grasp a complex
problem with multiple variables and factors. It also helps in differentiating between the various
behaviors of the variables of the built model for a long period of time. Past literature will be
employed to justify the proposed model and its associated variables. Using SD control tools, such
as time delays and balancing feedback loop, will help researchers to not only investigate the detail
about the behavior of all the variables in the system but also to have a holistic and macro view of
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the system as a whole (Aslani et al., 2013). The SD approach can predict the behavior of the system
based on the interactions between the variables and factors contributing in the model. According
to Aslani et al. (2013), a system that comprises a number of loops and is involved with nonlinearity becomes insensitive to the majority of the parameters in the system changes. Further, SD
is a powerful tool that represents the behavior of each parameter in subsystems in a system and the
behavior of the whole system as a result of the changing of each parameter (Sterman, 2000). All
of these subsystems with multiple variables are parts of a higher level system in a city which
comprises different interactions between the variables as well. It is also plausible that different sets
of interactions between variables will make a loop that could be considered a feedback structure
(Vafa-Arani et al., 2014). Therefore, system dynamics can be introduced as one of the most
powerful tools in loop structured modeling with socio-economic behavior that comprises multiple
variables.

3-1 System Dynamics Modeling
In general, SD is a tool that has been utilized for both qualitative and quantitative analysis, and
because of its applicability, it has been implemented in multiple disciplines (Sisodia, Sahay, &
Singh, 2016). The process of developing the two steps of system dynamics modeling (causal loop
modeling and stock and flow modeling) involve computer simulation for the energy-related
problem. After setting up the causal loop diagram (CLD) and stock & flow diagram (SFD), a
numerical example with real-life data is to be solved using the proposed model in order to verify
the model validity on predicting the behavior of energy demand as well as predicting the energy
dependency in a metropolis. The genuineness of the data should be ensured. Necessary clearance
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and permission might be required if the data happen to be confidential. For the comparison and
clarifying purposes, necessary figures, charts and tables should be included as well. Recently, this
approach has been a trend to address to the environmental and energy systems. This project
addresses security of energy supply in countries, predicting the behavior of energy dependency
with renewable energy utilization for a long period of time as well as conducing different scenarios
as interventions into the model to investigate the optimal policy in mitigating energy dependency
in the proposed model.

One platform where system dynamics can function well is using Vensim, "which is a visual
modeling tool that allows conceptualizing, documenting, simulating, and analyzing system
dynamics models" (Behzad, Moraga, & Chen, 2011). The modeling procedure in system dynamics
begins with building a conceptual mapping of the model. The interactions in a system can be shown
by arrows between variables. The interaction between variables can be reinforcing (increase in one
of them results in increase in another one), which is shown by positive polarity above the arrow.
The interaction between variables can be balancing as well (increase in one of them results in
decrease in another one), which is shown by negative polarity above the arrow. Next, these
negative and positive interactions can combine together and set up a loop. The combination of
generated loops will result in causal loop diagram that indicates the causality existing between
different variables in a system. The setup causal loop can be built in Vensim which provides a
user-friendly interface for these types of diagrams. As it can be seen in Figure 3.1, in the case of
showing the interaction between two variables, an arrow from variables links two variables
together and sets up a loop. It basically represents the relationship between population and the rate
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of birth and death that as population grows, the number of births will increase as well and vice
versa. Further, population growth will result in increase in number of deaths. But as the number of
deaths increases, the population starts to decrease.

Figure 3. 1 Example of a Causal Loop Diagram (Sterman, 2000)

Stock and flow diagram is a quantitative modeling in Vensim. Building stock and flow diagrams
helps the models to get more detailed information than causal loop diagram which is qualitative
modeling. Stock represents the behavior of the system, and flow indicates the rate this behavior
changes. Stock and flow diagram will help in simulating the behavior of a model as well as each
variable in specific periods of time. The equations, numerical quantities, and trends are to be
performed in stock and flow model. After inputting data and equations, the simulation is run. The
final simulation model can be analyzed further with toolsets embedded in Vensim to investigate
the dynamic behavior of variables as well as the loops involving the variables (Behzad et al., 2011).
For the comparison and clarifying purposes, necessary figures, charts and tables should be included
as well.

Stock and flow diagrams are the fundamental structure in generating a simulation model since they
assist capturing the most important variables in causing behaviors and trends. In equilibrium, the
total inflow to a stock equals its total outflow, so the level of the stock is unchanging. The stock
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and flow diagrams can also be demonstrated through their corresponding integral or differential
equation system (Pérez-Lespier, 2013). However, inflows and outflows usually differ because they
are often governed by different decision processes (Sterman, 2000). This point needs to be noted
that stocks change only through their rates of flow and there can be no causal link directly into a
stock. In Figure 3.2, the general notation of stock and flow has been shown.

General Structure:

𝐈𝐧𝐭𝐞𝐠𝐫𝐚𝐥 𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧:
𝑡

𝑆𝑡𝑜𝑐𝑘 (𝑡) = ∫[𝐼𝑛𝑓𝑙𝑜𝑤 (𝑠) − 𝑂𝑢𝑡𝑓𝑙𝑜𝑤 (𝑠)]𝑑𝑠 + 𝑆𝑡𝑜𝑐𝑘(𝑡0 )
𝑡0

𝐃𝐢𝐟𝐟𝐞𝐫𝐞𝐧𝐭𝐢𝐚𝐥 𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧:
𝑑(𝑆𝑡𝑜𝑐𝑘)
= 𝑁𝑒𝑡 𝐶ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑆𝑡𝑜𝑐𝑘 = 𝑖𝑛𝑓𝑙𝑜𝑤 (𝑡) − 𝑜𝑢𝑡𝑓𝑙𝑜𝑤(𝑡)
𝑑𝑡
Key:

Stock

Flow (rate)

Valve (Flow Regulator)
Source (Sink)
Figure 3. 2 Stock and Flow Diagram Notation (Sterman, 2000)
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As mentioned before, system dynamics mostly include two steps of modeling: first, it is a
qualitative modeling known as causal loop diagram (CLD) to show how different variables in a
system are interrelated, and second, it is a stock and flow modeling to provide a better
understanding of the behavior of the system by visualizing a richer representation. It is also worthy
to note that system dynamics is often identified as a “strategy and policy laboratory” in socioeconomic systems, since it creates a method of evaluating the different impacts of chosen policies
in a socio-economic system. It has broad advantages when used in a system with a variety of
variables since it dispels the complexity of systems and makes it easier for users to learn from
them. After setting of the CLD and SFD, it is crucial to calibrate the model in order to assure that
all variables' behavior within the model make sense. When the model is validated, it opens a path
to more investigation on the model by intervening with suggesting different policies.

As it is illustrated in Figure 3.3, the general process of system dynamics modeling includes
different processes that need to be performed in each SD modeling procedure. At the first place, a
thorough understanding of a problem that we desire to model should be established. By doing so,
the problem can be accurately defined. Then, the general concept of variables and factors that can
potentially influence the problem needs to be modularized. By conceptualizing the model, we can
develop the SD model. This step requires a good understanding of the system’s behavior. In order
to examine the validity of the model accurately in simulating the behavior of all the variables
included in the model, a model validation test needs to be performed. If the model is able to pass
the validity test, model results and discussion about different aspects of the model can be
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established. In the last step, policy analysis in terms of the target variables can be performed in the
model in order to investigate how different variables react to a change in the system.

Figure 3. 3 General System Dynamics Modeling (Wu et al., 2011)

3-2 Energy Sources Scheme
Energy sources can be divided into two main categories of conventional energy sources and nonconventional energy sources. Conventional energy sources are those types of energy that are fixed
in nature and mostly known as non-renewable energy sources. Non-conventional energy sources,
however, are sources that are inexhaustible or renewable and considered as source of energies that
can be utilized for infinite period of time.

Conventional energy sources can be divided to firewood, coal, petroleum (crude oil), natural gas,
and hydropower. Fire wood is a type of conventional energy that is mostly utilized in villages or
rural areas for cooking and heating. Coal is one of the most widely used energy sources that can
be used for domestic and industrial purposes. Also, petroleum or crude oil, which is a finite source,
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can be used in a wide range of applications from electricity generation to synthetic materials.
Natural gas is a source used for many applications such as heating, cooking, and electricity
generation. Nuclear energy also can generate electricity in a larger scale with less cost (U.S. Energy
Information Administration, 2017).

Non-conventional (renewable energy) sources can be divided to solar, wind, geothermal biomass,
tidal, and hydropower. Solar energy, which is directly absorbed from the sun with solar panels,
can be used as one powerful source of electricity/energy in arid regions. Wind energy can generate
electricity mostly in areas that are exposed to strong and steady winds. Geothermal energy can
also generate electricity and hot water, which mostly is used in areas with hot springs near the
earth’s surface. Biomass is a type of renewable energy that is taken from dead plants, animal
material, and kitchen waste and mostly used in rural areas for cooking and lighting purposes. Tidal
energy generates electricity from movement of water as tides or waves in the sea. Hydropower
energy is one of the most efficient ways of generating electricity that uses hydroturbines on a river
to convert as much as 90% of the available energy into electricity. In Figure 3.4 different categories
of energy sources and the visual pattern of conventional and non-conventional are displayed
(Wisconsin Valley Improvement Company, n.d.). As it is shown in Figure 3.4, there are six sources
of renewable energy known and these sources were employed in constructing the SD model.
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Energy Sources

Conventional
Sources
Conventional
Sources

Non-conventional
sources
Non-conventional
Sources

Firewood

Coal

Solar Energy

Wind Energy

Petroleum

Natural Gas

Geothermal Energy

Biomass Energy

Tidal Energy

Hydropower Energy

Nuclear Energy

Figure 3. 4 Energy Sources Visual Pattern

3-3 Causal Loop Modeling of Energy Demand, Renewable Energy Utilization, and Energy
Dependency
SD modeling mostly comprises two steps of modeling. In the first phase, the modeler attempts to
set up the causal loop diagram to represent the conceptual understanding of the model (Sterman,
2000). This stage includes defining the objectives, and determining the boundaries, causal
relations, and policy framework of the system with the help of self-judgment as well as experts
opinions. An arrow connects variable A to variable B, displaying the causal relations between two
variables (Behzad et al., 2011). The interaction between variables in causal loop model can be
positive, which reinforces the system, or negative, which acts as balancing the system. This
relationship leads to the identification of different variables and interrelationships. Also, visual
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representations help researchers to further communicate over research matters and have a clear
perception of what is included and excluded from the scope of the study (Aslani et al., 2013).

The current study provides a framework for assessing renewable energy resources as policies for
compensating electricity/energy generation and a method for reducing energy dependency on a
country level. Due to the variety of renewables and a number of variables affecting the dependency
of energy and energy demand as well as complexity of interpreting such systems to propose
subsequent policies and test different scenarios, SD approach is well suited in energy dependency
modeling.

In order to set up the causal loop diagram, first the variables affecting the model should be
identified. This can be achieved by reviewing the literature and inquiring from the experts in the
particular subject matter. In the process of building up the causal effect model, the diagram might
be divided into several parts to better explain the model from different perspectives. The current
proposed causal loop feedback comprises three different subdivisions. The first part of the causal
loop model is designed to explain the energy demand module which represents what indicators
affect the energy demand in a country (economic indicators, governmental regulations). The subset
two indicates the dependency of energy on imported sources and the gap between energy demand
and the imported energy and its indicators in a country. Part three focuses on renewable
interactions as a replacement for non-renewables and as sources of reducing energy insecurity and
energy dependency.
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According to Figure 3.5, in the top part of the model (module 1), the feedback structure of energy
demand and energy security has been shown. As energy consumption increases, energy demand
increases but energy storage decreases. An increase in energy supply directly and negatively
affects the energy storage, which causes a decrease in that variable. GDP, on the other hand, affects
economic growth and positively gets affected by the population of the country. As energy security
increases, the government is more encouraged to do investment and implement plans of action on
energy R&D systems to increase the security of supplying energy as well as energy consumption
by people. Two balancing loops are identified in the first module which both represent the
interactions between energy consumption, energy security, and energy storage.

Figure 3. 5 Structure of Energy Demand and Energy Security Interactions
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In the second subset of Figure 3.8 (Figure 3.6), which is module 2, energy dependency, energy
imports, and their indicators are shown. Importing energy from other countries or external sources
is directly associated with the fact that the targeted countries are energy dependent. Also, the
political stability and energy consumption of the supplier country can raise the amount of imported
energy to the targeted country. However, importing energy from external sources can increase the
risks involved with energy transportation and that can result in increasing energy importing costs.
Consequently, the tendency to import energy will decrease. All of these interactions can affect the
energy dependency of countries and should encourage policy makers to reconsider their renewable
energy policy development. Also, the only loop existing in the module 2 includes interaction of
import energy, risk of energy transportation, importing energy price, and shift to alternative
energy.

Figure 3. 6 Structure of Energy Dependency and Energy Imports Interactions
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In the third part of Figure 3.8, which is module 3 (Figure 3.7), regarding renewable energy
interactions, the main focus is on establishing appropriate renewable energy action plans by
investing and considering the risk of establishing renewable resources. When a country is energy
dependent, the potential capacity of utilizing renewables will increase. As the renewable energy
generation increases by some extent, the cost of installation of renewable resources will be
increased accordingly, and that will result in decrease in the rate of return gained from renewables,
which boosts the uncertainty on REU and discourages the government to grant more financial
initiatives in renewable energy investment (Feili, Ahmadian, & Rabiei Hosseinabad, 2014). As far
as renewable energy investment and renewable energy generation are concerned, the technology
as well as public awareness should be increased to help develop renewable energy infrastructure.
It is worth noting that as the number of renewable energy resources increases, the number of
depreciated renewable energy resources increases respectively and that will reduce the capacity of
renewable energies respectively.

Figure 3. 7 Structure of Renewable Energy Interactions
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All of the illustrated modules can be integrated into one unique causal loop diagram (CLD) to
better grasp the initial dynamic behavior that contains all the comprehensive factors in terms of
energy system, energy dependency, and renewable energy role along with their interactions. In
order to develop the integrated CLD, the main causal relations between modules are identified.
The integrated model, which includes all the modules, is illustrated in Figure 3.8.

As was mentioned before, feedback structures are formed as balancing and reinforcing loops in
CLDs to illustrate the behavior of variables in a system. In Figure 3.8, five balancing loops and
one reinforcing loop are identified. For instance, Loop B1 indicates that as energy supply increases,
energy storage will decrease, which will reduce the energy security in providing energy for people,
and this will lead to energy consumption and energy demand reduction. Loop B2 is a subset of
Loop B1 and illustrates that energy consumption will reduce the energy storage, and that will result
in energy insecurity. In Loop B3, as a country imports electricity/energy from external sources,
the risk in energy transportation increases and that would increase the final importing energy price
as well, which calls governments to shift to alternative energy. Loop B4 indicates that as the
renewable energy generation increases, installation/maintenance cost of renewable plants will
increase and this will lead to an uncertainty about renewable energy utilization and discouragement
on renewable energy investment and, consequently, capacity of renewable energy will be reduced.
Also, Loop B5 displays that as the renewable energy generation and maintenance/installation cost
increases, the rate of return of investment on renewables will decrease; therefore, governments are
discouraged to provide more financial initiatives on renewable energy investment, and as a result,
the capacity of renewable energy utilization will be decreased. Loop R1, however, establishes that
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increase in renewable energy generation will result in increase in capacity of renewable energies
and vice versa. In order to better clarify understanding the CLD, the loops and their components
are listed in Table 3.1.

Table 3. 1 Loop Elements
Loop Name
B1
B2
B3

Components
Energy Supply => Energy Storage => Energy Security =>
Energy Consumption => Energy Demand
Energy Consumption => Energy Security => Energy
Consumption
Import Energy => Risk of Energy Transportation =>
Importing Energy price => Shift to Alternative Energy

B4

Renewable Energy Generation => Installation/Maintenance Cost
=> Uncertainty => Investment on Renewable Energies =>
Capacity of Renewable Energies

B5

Renewable Energy Generation => Installation/Maintenance Cost
=> Return of Investment on Renewables => Government
Financial Initiatives => Investment on Renewable Energies =>
Capacity of Renewable Energies

R1

Renewable Energy Generation => Capacity of Renewable
Energies

As shown in Figure 3.8, the potential interactions between variables in terms of dependency of
energy, energy demand, and renewable energy resources have been established. Only major
variables that are associated with the present model were included in the causal loop diagram. The
major benefit of developing these kinds of models is that it advances research on feedback
structures of factors and policies related to energy systems (Aslani et al., 2013).
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Module 1

Module 2

Module 3

Figure 3. 8 Causal Loop Modeling of Energy Demand, REU, and Energy Dependency
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3-4 Stock and Flow Modeling of Energy Demand, Renewable Energy Utilization, and
Energy Dependency
Causal loop modeling is considered the first step of SD modeling, which comprises different
interactions between energy indicators, interactions of renewable energy policies with energy
dependency, and feedback loops. Although both causal loop and stock and flow diagrams are
crucial in dynamic modeling, in causal loop diagrams, the behavior of different variables in the
system cannot be tracked (Rabiei Hosseinabad & Moraga, 2017). The stocks in a system tell
decision makers where they are, providing them with the information needed to act. Stocks and
flows, along with feedback, are the two central concepts of dynamic systems theory. Also, by
decoupling rates of flow, stocks are the source of disequilibrium dynamics in systems (Sterman,
2000). Figure 3.9 shows the stock and flow model of renewable energy policies to evaluate the
level of energy dependency of a country or city. Initially, this stock and flow diagram was created
and developed by Aslani et al. (2013). However, in our proposed model it is attempted to capture
the elements and the factors that were not discussed previously by presenting a generic SD model
that takes all the renewable energy resources with associated variables that can be utilized for
different energy dependent countries or cities.

In the presented SFD, seven stocks are introduced in the stock and flow model for proposing
renewable energy resources as the action plans that could potentially reduce energy dependency
on imported sources and capturing the electricity/energy demand and its growth rate. These stocks
include all the possible renewable energy sources such as capacity of biomass energy, capacity of
hydropower energy, capacity of tidal energy, capacity of solar energy, and capacity of geothermal
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energy. Also, electricity/energy domestic demand is shown as another stock to capture the
interaction between energy consumption and security of energy supply. All the capacity of
renewable energy sources is captured in a variable named renewable energy accumulation.
Renewable energy accumulation is the summation of electricity generated by all renewable energy
resources. The capacity of each renewable is affected by an increased number of renewable energy
resources, which is influenced by governmental plans and policies on specific renewable energy
resources in the future. The capacity of renewable energy resources is also affected by the number
of depreciated renewable energy plants. The number of depreciated renewable energy plants is
affected by delay time, which means that it is dependent on the number of added renewable energy
plants and the depreciation periods of each renewable plant. In this model, it is attempted to
construct an intermediate complex SD model with number of crucial interactions and to include
comprehensive factors in studying the role of renewable energy in reducing energy dependency,
which can be used as a framework for further policy analysis.

The total energy demand that is accumulated in a stock can be initially compensated by
electricity/energy extracted from nuclear plants. However, not all of a country’s entire energy
demand can be supplied from nuclear plants and fossil fuel sources. The gap that exists after
subtracting domestic energy demand and nuclear energy and fossil fuel should be filled by
importing energy from external sources. Therefore, the dependency of importing energy from
external sources should be the difference between the remaining energy demand from nuclear
energy and domestic demand and renewable energy accumulation, which has the contribution in
mitigating the electricity/energy demand as well.
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Figure 3. 9 Stock and Flow Modeling of Energy Demand, REU, and Energy Dependency

3-4-1 Stock and Flow Formulation
When constructing the SD model, the value of related parameters, units, and the equations of the
relationship formulas were developed into stocks, rates, and auxiliary variables before running the
simulation. In order to reduce the difficulty in carrying out the simulation, the system dynamics
model developed in this study uses less complex and more straightforward approaches to describe
the correlations between certain parameters. The delay in this SFD addresses the delay it takes
from constructing a renewable energy plant to the time this plant is depreciated. The following
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demonstrates the integral equations of the stock variables and the equations of the flows and
auxiliary variables on the SFD model:
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𝑓(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐻𝑦𝑑𝑟𝑜 𝑃𝑜𝑤𝑒𝑟 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝐻𝑦𝑑𝑟𝑜 𝑝𝑜𝑤𝑒𝑟 𝑃𝑙𝑎𝑛𝑡)
= 𝐷𝑒𝑙𝑎𝑦 𝐹𝑖𝑥𝑒𝑑 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐻𝑦𝑑𝑟𝑜 𝑃𝑜𝑤𝑒𝑟 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝐻𝑦𝑑𝑟𝑜 𝑝𝑜𝑤𝑒𝑟 𝑃𝑙𝑎𝑛𝑡, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐻𝑦𝑑𝑟𝑜 𝑃𝑜𝑤𝑒𝑟 𝑃𝑙𝑎𝑛𝑡𝑠 )



𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑒𝑑 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠(𝑖𝑛 𝑇𝑊𝐻/𝑦𝑒𝑎𝑟) =
𝑓 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡) =
𝐷𝑒𝑙𝑎𝑦 𝐹𝑖𝑥𝑒𝑑 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑇𝑖𝑑𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠 )



𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑒𝑑 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠(𝑖𝑛 𝑇𝑊𝐻/𝑦𝑒𝑎𝑟) =
𝑓(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡)
= 𝐷𝑒𝑙𝑎𝑦 𝐹𝑖𝑥𝑒𝑑 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝐺𝑒𝑜𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑃𝑙𝑎𝑛𝑡𝑠 )



𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑒𝑑 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡𝑠(𝑖𝑛 𝑇𝑊𝐻/𝑦𝑒𝑎𝑟) =
𝑓(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡) =
𝐷𝑒𝑙𝑎𝑦 𝐹𝑖𝑥𝑒𝑑 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑊𝑖𝑛𝑑 𝑃𝑙𝑎𝑛𝑡𝑠 )
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𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑒𝑑 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡𝑠(𝑖𝑛 𝑇𝑊𝐻/𝑦𝑒𝑎𝑟) =
𝑓(𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡) =
𝐷𝑒𝑙𝑎𝑦 𝐹𝑖𝑥𝑒𝑑 (𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡𝑠, 𝑇𝑖𝑚𝑒 𝑡𝑜 𝐷𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛
𝑜𝑓 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡, 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐴𝑑𝑑𝑒𝑑 𝑆𝑜𝑙𝑎𝑟 𝑃𝑙𝑎𝑛𝑡𝑠 )

Auxiliary Variables



𝐷𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦 𝑜𝑛 𝐼𝑚𝑝𝑜𝑟𝑡𝑒𝑑 𝑆𝑜𝑢𝑟𝑐𝑒𝑠(𝑇𝑊𝐻) = 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑 −
𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒 𝐸𝑛𝑒𝑟𝑔𝑦 𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛



𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒 𝐸𝑛𝑒𝑟𝑔𝑦 𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛(𝑇𝑊𝐻) =
∑𝑛𝑖=1 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑜𝑓 𝑅𝑒𝑛𝑒𝑤𝑎𝑏𝑙𝑒 𝐸𝑛𝑒𝑟𝑔𝑦 𝑆𝑜𝑢𝑟𝑐𝑒𝑠



𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑(𝑇𝑊𝐻) = "𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦/𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝐷𝑒𝑚𝑎𝑛𝑑" −
(𝑁𝑢𝑐𝑙𝑒𝑎𝑟 𝐸𝑛𝑒𝑟𝑔𝑦 + 𝐸𝑛𝑒𝑟𝑔𝑦 𝑉𝑖𝑎 𝐹𝑜𝑠𝑠𝑖𝑙 𝑆𝑜𝑢𝑟𝑐𝑒𝑠)

where t is the final time the simulation is done, t0 is the initial time for simulation, and i represents
the capacity of renewable energy source i. Also, the integral from the intervals between t0 to t
shows the cumulative amount of each variable as a function of other variables between the years
of the simulation.

After setting up the causal loop diagram (CLD) and stock & flow diagram (SFD), a numerical
example with real-life datasets is to be solved using the proposed model in order to verify the
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model capability on predicting the behavior of energy dependency and energy demand in a
metropolis. The genuineness of the data should be ensured. Necessary clearance and permission
might be required if the data happen to be confidential. Appendix B defines the stock, flow,
auxiliary variables, and the associated units for the proposed SD energy dependency model.

4- DISCUSSION OF RESULTS
In literature, remarkable works have been conducted for energy demand forecasting. Model for
analysis of energy demand (MAED), grey prediction, Box-Jenkins models (ARIMA), regression
models, and neural networks are the most commonly used techniques in energy forecasting studies
(Jebaraj & Iniyan, 2006). In order to assess the applicability of SD models in predicting
electricity/energy demand, the proposed SD model has been compared with the various versions
of predictive modeling developed for energy demand forecasting. For the proposal, the comparison
has been conducted for MAED, grey prediction, and ARIMA. To do the comparison, different
metrics were introduced to measure the accuracy of different models. The most common measures
in comparison between two simulation models are R-squared value, root mean square error
(RMSE), and mean absolute percentage error (MAPE) (Akay & Atak, 2007; Erdogdu, 2007;
Hamzaçebi, 2007; Sterman, 2000; Bianco, Manca, & Nardini, 2009).

The first metric that our SD simulation model compared with other simulation models was Rsquared value, which determines how close the estimated data are to the actual observed data. Rsquared value is a point estimate that addresses the accuracy of data in explaining the model; the
closer R-squared value is to 1, the more accurately the model replicates the actual data (Kankal,
Akpınar, Kömürcü, & Özşahin, 2011). Here, R-square value is based on the same historical data
in terms of electricity/energy demand. The R-squared formula is as follows:

𝑅2 = 1 −

∑𝑛𝑗=1(𝑦𝑗 − 𝑦̂𝑗 )2
∑𝑛𝑗=1(𝑦𝑗 − 𝑦𝑗 )2

51
where 𝑦𝑗 is the actual value of a point for a given time period j, 𝑦̂𝑗 is the simulated (estimated)
value for a given time period t, 𝑦𝑗 is the mean of 𝑦𝑗 values, and n is the total chosen number of
fitted points.

Another metric used to compare different versions of predictive models, and specifically SD
models, with other simulation models is RMSE. As mentioned in previous sections, RMSE value
is utilized to provide measures of the average error between the simulated and actual series. RMSE
is the most used and common measure in comparing SD models with other models (Sterman,
2000).

𝑛

1
𝑅𝑀𝑆𝐸 = √ ∑(𝑦𝑗 − ̂
𝑦𝑗 )2
𝑛
𝑗=1

where 𝑦𝑗 is the actual value of a point for a given time period j, 𝑦̂𝑗 is the simulated (estimated)
value for a given time period t, and n is the total chosen number of fitted points .

The third metric used in this study for comparing the proposed SD model with other methods in
terms of prediction accuracy of total electricity consumption is the MAPE, which looks for the
absolute percentage error for each forecast and calculates the average of percentage errors
(Shrivastava & Misra, 2008). MAPE is generally utilized to compare different models’ accuracy
in statistics, such as in trend estimation. It usually expresses accuracy as a percentage and is defined
in the formula below (Hyndman & Koehler, 2006).
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𝑛
̂𝑗|
|𝑦𝑗 − 𝑦
100
𝑀𝐴𝑃𝐸 =
∑
𝑛
|𝑦 |
𝑗=1

𝑗

where 𝑦𝑗 is the actual value of a point for a given time period j, 𝑦̂𝑗 is the simulated (estimated)
value for a given time period t, and n is the total chosen number of fitted points.

4-1 Comparison of Algorithms to Fit Historical Energy Demand
The first model our SD model has been compared to is the model for analysis of energy demand
(MAED). This bottom-up methodology is a simulation model designed to assess medium- to longterm energy demand in countries and is the most common modeling in predicting future energy
demand with consideration of several factors and their relationships that are correspondent to
alternative scenarios for socioeconomic development (Akay & Atak, 2007). Another method that
our SD model was compared with is the grey prediction with rolling mechanism (GPRM)
approach, which is mostly used in the case of dataset limitation and required computational effort
to a smaller extent (Akay & Atak, 2007). The results of the proposed SD model were compared to
MAED’s and GPRM’s results for total electricity consumption in Turkey for the period from 19942004, which was performed by Akay and Atak (2007). The results of comparison were based on
the total electricity consumption (TWH). As can be seen in Table 4.1, the proposed SD model
illustrates more accurate results than the MAED model in comparison of total electricity
consumption values in terms of error percentage and RMSE value. RMSE and error percentage of
SD results are smaller than that of MAED method; hence, the SD model brings about better
prediction accuracy and can be implemented reliably. The logic behind that difference is that
MAED models utilize too much data as well as experimental knowledge (Akay & Atak, 2007),
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which, in the case of high variability in between indicators, amplifies the error in the results. On
the other hand, RMSE value and average MAPE of the SD model are smaller in comparison with
the GPRM model (by 0.40 and 0.18 respectively) and R-squared value of the SD model is higher
than the GPRM, which is not significant. The smaller correlation in the GPRM model can be
attributed to the fact this method only considers the recent data, which might be reasonable for
only short-term prediction (Akay & Atak, 2007) but will have error capturing the possible
interactions between different factors.

The next method our SD model has been compared to is Box-Jenkins, technically known as
ARIMA methodology, which is a forecasting tool focusing on analyzing probabilistic properties
of economic time series based on their own behavior rather than constructing single equation
models (Erdogdu, 2007; Box, Jenkins, Reinsel, & Ljung, 2015). A case study has been conducted
by Erdogdu (2007) to explore the accuracy of ARIMA modeling in predicting energy (electricity)
consumption in Turkey from 2005 to 2014. Here again, the SD model is compared to ARIMA
models in order to investigate how closely the SD model is able to fit the actual net electricity
consumption in Turkey against ARIMA modeling in the validation process. Supposing that the
present year is 1999, five years observed were used for validation (2000-2004). Table 4.2
illustrates the comparison between the SD model and the ARIMA model with respect to the three
metrics (MAPE, RMSE, R-squared value) in the validation process. MAPE for the SD model is
2.54%, which is less than that of the ARIMA model with MAPE of 2.97%, which attests to the
higher accuracy of the SD model in comparison with ARIMA models in terms of energy
consumption. Also, RMSE of the SD model is less than the ARIMA model, which conveys that
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the difference between values predicted by the SD model and the actual value of electricity
consumption is less than those of the ARIMA model. R-squared value as the third observed metric
is higher for the SD model with the value of 0.954 than the ARIMA model with the value of 0.944,
which conveys the fact that the SD model was better able to show the causal relations between
variables.

Table 4. 1 Comparison of SD to MAED and GPRM for Total Historical Electricity Consumption
(TWH)
Year

Actual MAED

1994
1995
1996
1997
1998
1999
2000
2001
2002
2003
2004

61.40
67.39
74.16
81.88
87.7
91.2
98.3
97.07
102.95
111.77
121.14

66.82
74.57
81.23
88.48
96.38
104.99
114.37
123.6
133.58
144.36
156.01

GPRM
64.88
65.93
71.34
81.4
90.13
95.63
96.6
103.6
101.5
104.2
119.5

17.59

MAPE
RMSE
RSquared
Value

Error
(%)
8.83
10.65
9.54
8.05
9.89
15.12
16.35
27.33
29.76
29.16
28.78

Error
(%)
5.67
2.17
3.80
0.59
2.77
4.86
1.73
6.69
1.46
6.75
1.33

SD
63.24
67.52
72.08
76.95
82.15
87.7
93.63
99.96
106.7
113.9
121.6

3.44

Error
(%)
3.00
0.19
2.80
6.02
6.33
3.84
4.75
2.98
3.64
1.91
0.38
3.26

20.49

3.75

3.35

0.986

0.977

0.985
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Table 4. 2 Comparison of SD to Box-Jenkins (ARIMA) for Total Historical Electricity
Consumption (TWH)
Year

Actual ARIMA

2000
2001
2002
2003
2004

98.3
97.07
102.95
111.77
121.14

98.8
101.2
105.1
111.1
112.5

SD
96.02
101.1
106.4
112.1
118

2.97

MAPE
RMSE
RSquared
Value

Error
(%)
0.51
4.25
2.09
0.60
7.13

Error
(%)
2.32
4.15
3.35
0.30
2.59
2.54

4.40

2.94

0.944

0.954

Another commonly used technique in energy forecasting studies is regression models. In a case
study done by Bianco et al. (2009) in Italy, they utilized different multiple regression models with
various indicators to forecast the energy demand (the list of regression models is available in
Appendix C). They investigated four multiple regression models considering different factors to
see which one could more accurately forecast the historical energy demand in Italy. In their first
multiple regression model, they considered the annual GDP and population time series to estimate
the energy demand. The second regression model represented by Bianco et al. (2009) was the
simplification of the first one. The criteria they considered in the second model was GDP per
capita, with the ratio between GDP and population as the explaining variable; therefore, a simpler
linear regression model was obtained. Another regression model they proposed was based on yearto-year percentage difference of the variables, allowing more relaxation on equations to estimate
the percentage increase or decrease correspondent to previous years. The transformation was
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considered in the fourth regression model when electricity consumption was a function of GDP
per capita. The results of comparison between the SD model and the four suggested regression
models by Bianco et al. (2009) are gathered in Table 4.3. All five methods used the same dataset
(Terna Rete Italia, 2008), which presented the actual total electricity consumption in Italy from
2002 to 2007. The outstanding outcome from the comparison between the SD model and the
different regression methods reveals that system dynamics approach has a more acceptable
agreement to the national forecast of energy demand than the equation proposed by Bianco et al.
(2009). In fact, the differences among mentioned criteria (RMSE, MAPE, R-squared) in
comparing the SD model and the regression models in predicting energy demand present an
acceptable level of certainty about the reliability of the SD model in predicting the behavior of a
system.

According to Bianco et al. (2009), their potential inaccuracy in projection was due to the fact that
the explaining variables in the presented regression models were gathered from different sources
as reference benchmarks and could have been more accurate if they were reported from one single
valid source of information. By looking at Table 4.3, it can be seen that the SD model was able to
predict the total energy demand in Italy relatively more accurately than four different multiple
regression models presented by Bianco et al. (2009). The MAPE and RMSE of the SD model were
the lowest compared to regression models, which highlights that the potential errors in prediction
of energy demand are relatively lower in terms of the SD model when compared to multiple
regression models. Also, R-squared value, which indicates how closely the simulation prediction
is to actual data, was highest in the SD model when compared to regression models. The SD model

RMSE
R-Squared
Value

MAPE

290.9
299.9
304.6
310.2
318.5
319.51

2002
2003
2004
2005
2006
2007

0.975

0.956

291.71
296.36
304.34
308.35
313.71
320.86

Eq. (2)

2.62

0.63

Error
(%)
0.11
0.52
1
0.05
1.97
0.12

3.24

291.28
298.24
307.56
309.98
311.4
318.56

Actual Eq. (1)

Year

0.625

Error
(%)
0.26
1.16
0.05
0.47
1.22
0.59

0.965

3.12

289.24
295.18
307.97
308.5
314.16
320.16

Eq. (3)

0.86

Error
(%)
0.6
1.56
1.13
0.43
1.07
0.38

Electricity Consumption (TWH)

0.975

3.60

289.23
292.9
303.97
306.78
317.1
322.97

Eq. (4)

0.915

Error
(%)
0.6
2.35
0.17
0.99
0.14
1.24

0.985

1.83

292
297.9
303.8
309.9
316.1
322.4

SD

Table 4. 3 Comparison of SD to Multiple Regression Models for Total Historical

0.51

Error
(%)
0.37
0.66
0.26
0.09
0.75
0.90
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was able to explain 98.5% of the variation in the model. The closest prediction to the SD model
was equation 2 (shown as Eq. 2), which reveals that GDP per capita and the ratio between GDP
and population as the explaining variable were the leverage factors in predicting the energy
demand when using regression models. The last method the SD model was compared to was the
artificial neural network (ANN), which is a tool of great importance for pattern recognition,
classification, and prediction (Hamzaçebi, 2007). For forecasting purposes, ANN is able to model
the nonlinear relation in the data structure and assumes that related series’ behavior will be the
same in the past and in the future. The case study selected for comparison purposes aims to forecast
the electricity consumption on sectorial bases in Turkey from 2005 to 2020; the model was tested
and validated for two years, 2003 and 2004 (Hamzaçebi, 2007). The results of the comparison
have been provided in Table 4.4.

By looking at Table 4.4, the first impression is that ANN performs better in forecasting energy
consumption compared to our proposed SD model. The MAPE for ANN is 0.67, which is less than
that of the SD model with MAPE of 1.44, which indicates that error percentage for ANN method
is less than for the SD model. Also, RMSE of ANN is 0.58 against 1.41 for the SD model, which
shows that ANN was able to better fit the historical data. R-squared values for both models are the
same since the correlation was conducted for only two input data, which reveals that R-squared
value may not be a proper metric to investigate the possible linear relationship between actual data
and the two mentioned models. It must be noted that the validation and testing of the ANN model
has been conducted for only two years (2003 and 2004), which is not quite sufficient in establishing
the applicability of one model in prediction or even addressing the advantage of one methodology
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over another. Although ANN was able to better predict the energy consumption, utilizing neural
network methodology could lead to relatively higher processing times and is not able to represent
the causal relations between variables, as if increasing one variable will result in increasing or
decreasing other variables.

Table 4. 4 Comparison of SD to ANN for Total Historical Electricity Consumption (TWH)
Year
2003
2004

Actual

ANN

111.77
121.14

112.1
122.4

Error
(%)
0.30
1.04

SD
112.1
118

0.67

MAPE

Error
(%)
0.30
2.59
1.44

RMSE

0.58

1.41

RSquared
Value

1

1

4-2 Comparison of Algorithms to Predict Energy Demand
As of now, it has been attempted to investigate if the SD model is able to fit the actual (historical)
total electricity consumption more accurately than other methods. It can now be established that
the SD model is able to forecast energy demand in different countries relatively more accurately
than the common methods in electricity demand prediction. In order to investigate the accuracy of
the SD model in predicting energy demand for the future based on actual data in comparison with
other methods, in the next phase the accuracy of different models in future prediction for electricity
consumption has been investigated. With consideration of availability of data in terms of observed
value of prediction and actual value of energy consumption, the comparison has been conducted
for testing the prediction accuracy of ARIMA and ANN models with respect to the SD model.
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The process of fitting the historical data (model validation) in terms of the ARIMA model case
study (Erdogdu, 2007) was performed between the years 2000 and 2004. Also, the prediction of
electricity demand was conducted from 2005 to 2014. Table 4.5 conveys the comparison of
prediction accuracy between the SD and Box-Jenkins (ARIMA) models for total electricity
consumption from 2005 to 2014. As can be perceived, ARIMA model shows more deviation from
the actual data than SD model. MAPE metric for SD model is 9.05, which is less than that of
ARIMA with MAPE of 11.81. Further, RMSE value of SD model shows higher prediction
accuracy compared to ARIMA model (15.67 against 24.07), and R-squared value reveals that SD
model was able to show more correlation to the actual value compared to ARIMA model.

Table 4. 5 Comparison of Prediction Accuracy Between SD and Box-Jenkins (ARIMA) for Total
Electricity Consumption (TWH)
Year

Actual ARIMA

2005
2006
2007
2008
2009
2010
2011
2012
2013
2014

130.26
143.07
155.14
161.95
156.89
172.05
186.1
194.92
198.04
207.37

129.3
132.63
138.1
146.4
145.14
155.66
156.01
158.1
169.2
160.1

Error
(%)
0.74
7.30
10.98
9.60
7.49
9.53
16.17
18.89
14.56
22.80

SD
123.8
129.8
136.2
142.9
149.9
157.2
164.9
173
181.5
190.4

11.81

MAPE

Error
(%)
4.96
9.28
12.21
11.76
4.46
8.63
11.39
11.25
8.35
8.18
9.05

RMSE

24.07

15.67

RSquared
Value

0.943

0.983
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However, the process of fitting the historical data (model validation) in terms of ANN model case
study (Hamzaçebi, 2007) was only performed for 2003 and 2004. Also, the prediction of electricity
demand was conducted from 2005 up to 2016. Table 4.6 indicates the comparison of prediction
accuracy between SD and ANN models for total electricity consumption from 2005 to 2016. ANN
model shows more deviation from the actual data than SD model. MAPE measure for SD model
is 9.00, which is less than that of ANN with MAPE of 23.32. Further, RMSE value of SD model
shows considerably higher prediction accuracy compare to ANN model (16.36 against 58.36) and
R-squared value reveals that SD model was able to show more correlation to the actual value
compared to ARIMA model (0.990 and 0.986 respectively). It was relatively more likely to better
predict for ANN model if they would have increased the intervals for validating and testing the
model. This reported empirical comparison between different methods states that the SD model
proposed more reliable results in terms of energy consumption forecasting than common
forecasting techniques. But it does not necessarily claim that SD modeling is always a superior
case to other forecasting methodologies; hence it might be plausible that SD model will not
perform accurately in terms of some datasets.

4-3 Discussion of Results for Energy Dependency Model
As mentioned in previous sections, the state of Illinois has been selected as a case study in order
to investigate the effect of renewable energy resources in reducing importing electricity/energy
from external sources.

62

Table 4. 6 Comparison of Prediction Accuracy Between SD and ANN for Total Electricity
Consumption (TWH)
Year

Actual

ANN

2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016

130.26
143.07
155.14
161.95
156.89
172.05
186.1
194.92
198.04
207.37
217.31
231.2

133.5
145.7
159
173.6
189.50
206.8
225.80
246.50
269.2
294
321
350.7

Error
(%)
2.49
1.84
2.49
7.19
20.79
20.20
21.33
26.46
35.93
41.78
47.72
51.69

SD
123.8
129.8
136.2
142.9
149.9
157.2
164.9
173
181.5
190.4
199.7
209.5

23.32

MAPE

Error
(%)
5.27
8.44
10.27
8.74
0.07
3.05
4.84
3.50
2.66
2.38
3.72
3.59
9.00

RMSE

58.36

16.36

RSquared
Value

0.986

0.99

The state of Illinois is located in the midwestern U.S. with a population of 13 million and is
considered the fifth most populated state in the U.S. (“Illinois: An Energy and Economic
Analysis,” 2014). The residential sector is recognized as the highest energy consumer in Illinois.
Although the population of Illinois increased only 4% from 2000 to 2017, the energy consumption
has been boosted more than 30%, which is mostly dependent on coal resources, fossil fuels, nuclear
plants, and imported energy (“Illinois: An Energy and Economic Analysis,” 2014). Therefore, the

63
security of the energy supply should be a priority for decision makers in Illinois in order to ensure
that it meets the total energy demand and reduces energy dependency on imported sources.

In Figure 4.1, total energy consumption from different sources from 1990 to 2017 in Illinois is
shown. As Figure 4.1 highlights, the total energy consumption increased by 20%. By increasing
energy consumption, the total fossil fuel consumption will be increased up to 9%; however,
although energy utilization from different renewable resources has increased significantly from
1990 to 2017 (63% growth), still there is a long way to go before substantial replacement of fossil
fuel energy has been established.

Different types of renewable energy resources are utilized in Illinois, such as solar, wind, biomass,
biogas, hydropower, etc. (“Clean Energy,” n.d.). Although Illinois is among the states with the
highest energy consumption in the Midwest, it only utilizes about 6% of the net energy generated
from renewable energy resources. Therefore, the majority of energy demand is satisfied from fossil
fuels, nuclear plants and external resources. However, the Illinois authorities indicate that 25% of
the electricity used in the state should be generated by cost-effective clean coal facilities by 2025
(“State Profiles and Energy Estimates,” 2017). Also, projected future energy/electricity usage
shows that the electricity load requirement will be increased from 145 TWH in 2016 to more than
170 TWH in 2025 (“State Profiles and Energy Estimates,” 2017). Therefore, the energy
dependency on non-renewable resources will increase the cost of providing energy, which makes
the role of renewable energy resources significant. The contribution of the state of Illinois to
generating renewable energy has been increased substantially. Statistics indicate that Illinois has
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been ranked as the sixth state in the U.S. in terms of developing wind energy capacity (“Illinois
State Profile and Energy Estimate,” 2017).

Figure 4. 1 Major Energy Consumption Resources in Illinois

In the present case study, a renewable energy resource can act as an intervention in the model to
predict the behavior of energy consumption and energy dependency based on different scenarios.
The role of renewable energy resources is to meet energy demand and reduce energy dependency
on imported energy resources. In order to investigate the role of renewable energy, a cause and
effect diagram and stock and flow diagram are proposed to assess energy demand, REU, and
energy dependency interactions together. A complete description of the proposed diagrams are
explained in the methodology section (see Figure 3.8 and Figure 3.9). Further, in order to evaluate
the substantial role of renewable energy resources as policies on decreasing the energy dependency
on external resources in Illinois, the number of renewable plants is dependent on new capacity of
renewable energies and related policies as well as the number of depreciated plants, which are
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dependent on depreciation periods. Table 4.7 illustrates the depreciation periods of renewable
energy resources, which were obtained from previous studies' assumptions on depreciation periods
of renewable energy plants (Aslani et al., 2013). The number of added renewable energy plants is
directly influenced by the U.S. Department of Energy’s policies or proceedings, which are
explained in Table 4.8 (State of Illinois: Goals Status Report for Energy Efficiency and Renewable
Energy, 2016).

Table 4. 7 Depreciation Periods of Renewable Energy Resources
Renewable Energy Depreciation Period
Solar
Geothermal
Biomass
Windpower
Hydropower
Tidal

20
25
30
25
15
15

4-3-1 Model Validation
A simulation model was built with the objective of examining what-if scenarios in the model to
test their impact in mitigating energy dependency. Before discussing the results obtained from the
simulation model, it is mandatory that the proposed model be validated through testing and
refinement. This paper establishes four different validation tests to prove the accuracy of the
presented SD model. In general, a validity test, in terms of a model, is performed to evaluate its
reliability, consistency, and accuracy in predicting the behavior of variables in the model and
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whether the model is able to be fine-tuned and if it fits the actual system (Wu et al., 2011; Naderi,
Gohari, & Yazdani, 2014; Yazdani, Gohari, & Naderi, 2015). The four main validation tests
performed in this study were model behavior, parameter verification, dimensional consistency, and
behavior reproduction, which were suggested by previous works (Senge & Forrester, 1980; Wu et
al., 2011):

Table 4. 8 Description of Targets in Promoting Renewable Energy Resources in Illinois by 2025
Renewable Energy
Resources
Solar

Target in 2025

Current policy schemes

Increase up to
15 TWH

The Future Energy Jobs Act
(FEJA) will invest more than
$750 million in low-income
programs, including new
Illinois Solar for All Program
to prioritize new solar
development

Geothermal

Increase up to
10 GWH

Funding more than $6 million
for drilling geothermal system
fields in Illinois

Wood and other Biomass

Increase up to
55 TWH

Illinois is in the development
stages to construct five
ethanol/biodiesel plants

Wind power

Increase up to
20 TWH

A minimum of 60% of the
renewable energy resources
must be sourced from wind
power assets

Hydropower

Increase up to
25 TWH

Tidal

Marginal
increase

New construction or
significant expansion of
hydropower dams
_______
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Model behavior: The target of the model behavior test was to investigate the behavior of
electricity/energy domestic demand in Illinois as a target variable simulated in the model
from the years 2009 to 2017 and compare the target variable with actual electricity
consumption in Illinois obtained from historical data. In order to investigate if the
calibration process is successful and the proposed model is able to fit the historical data (in
this case electricity/energy consumption), a metric should be defined to demonstrate the
accuracy of the model in fitting actual values, called the pay-off. The pay-off is a measure,
reported at the end of the calibration process, stating numerically how accurate the
simulation was. The pay-off collapses the entire model over the entire time it was simulated
into a single number. In order to maximize the pay-off value, all the variables in the model,
including endogenous and exogenous variables, should be selected. Variables are the
constraints of the pay-off function; therefore, choosing the reasonable intervals for each
variable is a key point. Pay-off is always negative, so maximizing the pay-off means getting
it to be as close to zero as possible.

When the calibration is performed, the optimal pay-off is calculated as -0.167, which is
very close to zero, indicating that the model is able to relatively fit the historical data based
on chosen intervals for variables. The calibration simulation results in Figure 4.2 for the
period 2009 to 2017 show that the proposed model could approximately be consistent with
the actual behavior of electricity/energy consumption. To ensure that the gaps between the
simulated model and historical data in Figure 4.2 are not significant, a statistical validation
test was performed. The normality test performed to both actual behavior and simulated
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datasets show that the normal distribution cannot be discarded with α=0.05 (significance
level). In order to test the difference of means between both datasets, a two sample t-test
was performed. This test is mainly used when it is required to run two normally distributed
samples and test the differences between their means. Therefore, the hypothesis test with
respect to the two sample t-test is as follows:

{

𝐻0 : 𝜇𝑟𝑒𝑎𝑙 = 𝜇𝑚𝑜𝑑𝑒𝑙
𝐻1 : 𝜇𝑟𝑒𝑎𝑙 ≠ 𝜇𝑚𝑜𝑑𝑒𝑙

The result of the two sample t-test shows that the p-value is equal to 0.979 (> 0.05). In this case,
the test failed to reject the null hypothesis. This means the behavior of both historical and simulated
data sets cannot be considered unequal at α=0.05. Figure 4.2 represents visually how close the
simulation model (approximation of real-world behaviors) and historical energy demand are in
Illinois. Hence, the system dynamics model has the acceptable fit to the historical trends and can
be utilized as a valid representation for the behavior of the electricity/energy consumption in the
state of Illinois.
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Figure 4. 2 Model Validation by Comparison Between Historical and Simulated Data



Parameter verification test: In order to perform the parameter estimation test, calibration
(validation) test should be performed. All the parameters included in the model were
gathered from official sources and based on actual data or pertinent estimates, in adherence
to the parameter verification test. As mentioned in the model behavior section, choosing
the reasonable intervals for each variable is important in order to maximize the pay-off.
The results from the calibration illustrate that the parameter values are essentially
consistent with values obtained from literature and our pertinent estimation, which is based
on perceived knowledge from the system. For instance, based on goal status of Illinois
reported by EIA, “Nuclear Energy” generation is about 97.28 TWH. The interval chosen
for this variable in the calibration was 90 <Nuclear Energy< 110, and the optimal value of
“Nuclear Energy” obtained after calibration was 94.37 TWH, which is close to its initial
value. Further, for the variable “Biomass New Capacity” there was no official source
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indicating its actual value. Our estimation based on this fact that Illinois is becoming active
in utilizing Biomass sources (Illinois State Profile and Energy Estimate, 2017) was 5 TWH
and the interval chosen in the calibration process was 2 <Biomass New Capacity< 6, and
the optimal value of “Biomass New Capacity” obtained after calibration was 2.3 TWH,
which demonstrated that our initial estimation is relatively close to its relevant value.
Hence, the results passed the parameter estimation test.



Dimensional consistency test: By utilizing the unit check tool embedded in Vensim
software, this test was performed and the results indicated that all units were consistent
with the associated parameters. Therefore, the model passed the dimensional-consistency
test.



Behavior reproduction test: Many tools are available to assess a model’s ability to
reproduce the behavior of a system. According to Sharareh, Sabounchi, Sayama, and
MacDonald (2016), evaluation of different predictive models and how closely the models
are able to fit the actual electricity/energy demand, root mean square error (RSME) of the
model is calculated. RMSE has been utilized as a standard metric in measuring model
performance and regularly employed in model validation studies (Chai & Draxler, 2014).
This metric provides measures of the average error between the simulated and actual series
(Sterman, 2000). Table 4.9 illustrates that the RMSE value of electricity/energy demand is
about 1.09, which is fairly low and indicates that the RMSE obtained from the comparison
between the SD model and the actual value is only about 2% of smallest and largest value
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of electricity/energy demand between the years 2009 and 2017, which establishes the fact
that the final simulation model has a good fit. The RMSE formula is as follows:

𝑛

1
𝑅𝑀𝑆𝐸 = √ ∑(𝑦𝑗 − 𝑦̂𝑗 )2
𝑛
𝑗=1

where 𝑦𝑗 is the actual value of a point for a given time period j, 𝑦̂𝑗 is the simulated (estimated)
value for a given time period t, and n is the total chosen number of fitted points.

Table 4. 9 RMSE Value from Model Validation (Actual and SD Values Are in TWH)
Year
Actual
SD
Error (%)
2009
120
120.8
0.67
2010
121
123.7
2.23
2011
127
126.7
0.24
2012
131
129.7
0.99
2013
135
132.9
1.56
2014
136
136.1
0.07
2015
139
139.3
0.22
2016
143
142.7
0.21
2017
145
146.1
0.76
1.09
RMSE

4-3-2 Further Discussion of Results for Energy Dependency Model
After ensuring the validity of the presented model, predicting the behavior of the model for the
future and target variables was performed. After inputting the data and formulation in terms of
each parameter in the stock and flow model, the simulation was made. In Figure 4.3, the
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electricity/energy prediction in the state of Illinois between the years 2018 to 2025 is highlighted.
The prediction is aligned with Illinois’s projected energy demand in 2025 (“State of Illinois: Goals
Status Report for Energy Efficiency and Renewable Energy,” 2016). Further, as Figure 4.3
indicates, the electricity/energy domestic demand will grow from 145.9 TWH in 2018 to 156.4
TWH in 2025, which shows about 1.5% growth in electricity/energy demand. In order to
investigate the accuracy of the proposed SD model in predicting the electricity/energy demand in
Illinois from 2018 to 2025, the results are compared with projected electricity/energy requirement
in Illinois predicted by the U.S. Department of Energy, which is an official institute for goal status
reports of different states for energy efficiency and renewable energy in the U.S. However, the
tools utilized for their prediction are not reported. On a combined basis, the Figure 4.4 conveys
the projected electricity/energy requirements for Illinois based on the U.S. Department of Energy
and estimation of our proposed model using SD. The EIA estimation of electricity/energy demand
is based on two scenarios of high economic growth and low economic growth in the Midwest
region. As the Figure 4.3 illustrates, SD projection of electricity/energy lies between the EIA
estimation with high economic growth and low economic growth.

In order to evaluate the proposed simulation model and how closely it predicts the
electricity/energy demand in Illinois from the year 2018 to 2025 compared to the U.S. Department
of Energy prediction, the variation between the predictions has been calculated. The predictions
show that the developed SD model is congruent with the official projections, with deviations of
0.1% for the best case and 5% for the worst. These deviations are to be considered acceptable in
relation to the time span taken into account. Table 4.10 illustrates the exact values of
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electricity/energy demand in Illinois resulted from the final simulation of the proposed SD model
(Figure 4.4) and the prediction of the U.S. Department of Energy (under circumstance of high
economic growth and low economic growth) in each year which is less than 5%, indicating that
the final simulation model is not biased. It can be assumed from Figure 4.4 that the prediction from
the SD model is estimated with average economic growth compared to the prediction of the U.S.
Department of Energy.

Figure 4. 3 Electricity/Energy Domestic Demand in Illinois

The illustration of exact projected electricity/energy consumption in Illinois based on EIA
estimation (with high and low economic growth perspective) and SD approach is shown in Table
4.10. The MAPE between the SD model and the EIA prediction with high economic growth
consideration is 4.49% while the EIA prediction with low economic growth consideration is
5.25%, showing that the variation between the presented SD model and the EIA estimation is
relatively low. Although it cannot be stated with certainty how accurately the SD model is able to
forecast the electricity/energy consumption in the case of the state of Illinois since the actual values
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of electricity/energy demand have not been determined yet, the comparison between the results of
the EIA projection depict that the modeling process of the SD approach is fairly reliable. The fact
that the model is able to accurately predict energy consumption eventually leads to accurately
forecasting the dependency of energy from imported sources, since electricity/energy demand
directly affects the energy dependency.
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by U.S. Department of Energy)

Figure 4. 4 Projected Electricity/Energy Demand in Illinois (Predicted: U.S. Department of
Energy vs. Estimation of the Proposed Model)

The accuracy of the proposed simulation model in predicting the future trend on electricity/energy
demand and subsequently energy dependency is not only dependent on capturing a comprehensive
number of variables and factors contributing to the electricity/energy system, but it should also be
able to remain consistent when implementing different scenarios in the system that can give a
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sense of why one policy could be more effective compared to others (Qudrat-Ullah & Seong, 2010;
Feng et al., 2013).

Table 4. 10 Projected Electricity/Energy Demand (U.S. Department of Energy vs. Estimation of
the Proposed Model)
Year

Projected
Electricity/Energy
Demand-High
Economic Growth

Projected
Electricity/Energy
Demand-Low
Economic Growth

2018

149.3

137.1

Projected
Electricity/Energy
Demand
(Simulation
Model)
145.9

2019

152.1

139.3

147.4

2020

154.4

140.2

148.8

2021

157.3

141.9

150.3

2022

159.1

143.5

151.8

2023

161.5

146.2

153.3

2024

164.6

149.1

154.9

2025

168.1

155.5

156.4

4-3-3 Scenario Evaluation
It is always critical to take into consideration different policies in the model to better make
decisions on what is best for managing energy dependency and reinforcing the role of renewables
on meeting energy demand. The dependency of energy in each year is estimated by applying three
different scenarios in the model.
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1. Before implementation of any renewable energy policies or action plans in the model, a
baseline needs to be set (i.e., the current electricity/energy demand and its interactions were
considered without any new renewable plant installation).

The first scenario is set as a baseline for other scenarios and indicates the current energy
dependency status without implementing any renewable energy action plans. Based on the first
scenario, the amount of the electricity/energy accumulated from renewable energy resources was
fixed between 2018 to 2025 since no action plans were implemented in the model. Thus, as Figure
4.5 shows, the energy dependency is about 45.02 TWH in 2018 and will continue to decrease
down to 40.54 TWH in 2025 (4% decrease). However, since it is assumed that a new nuclear power
plant will start to operate in 2020, energy dependency will reduce in 2020 to 32.95 TWH and again
rise to 40.54 TWH in 2025.

Figure 4. 5 Dependency of Energy After First Scenario
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2. After promotion of partial renewable energy installation plans, which includes 80%
hydropower, 100% wind, 50% solar, 70% biomass, 40% geothermal, and 40% tidal
installation. It is worth mentioning that the assumption was based on actual progress of the
renewable plant installation and the decision was made based on the observations attained
when analyzing the different behaviors of different variables through trial and error.

The second scenario was designed based on experts’ opinions and the trend of projected renewable
energy action plans in Illinois. This scenario is known as a “conservative” scenario, which means
it is more realistic in terms of renewable energy action plans and is affected by multiple factors,
such as investments, economic issues, bank interests, and estimation errors in Illinois (Aslani et
al., 2013). Based on the second scenario, the electricity generated by renewable energy resources
(80% hydropower, 100% wind, 50% solar, 70% biomass, 40% geothermal, and 40% tidal plant
installation) will be reduced compared to the first scenario (48% decrease rate). As a result, the
energy dependency, which was about 24.39 TWH in 2018, will be less compared to the first
scenario (45% decrease rate). As Figure 4.6 shows, the energy dependency in Illinois in 2020 will
be 12.32 TWH and in 2025 will be 19.92 TWH, which indicates a 53% decrease in energy
dependency compared to the first scenario.
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Figure 4. 6 Dependency of Energy After Second Scenario

3. After 100% promotion of the renewable energy action plans is implemented in the model.

In the third scenario, the action plan was proposed by the U.S. Energy Information Administration
(EIA) for the state of Illinois. As Figure 4.7 illustrates, although the electricity consumption rate
grows about 2.5% each year, the energy dependency in Illinois will be reduced to 21.75 TWH
(52% decrease) in 2018 and 17.2 TWH (54% decrease) in 2025 compared to the first scenario,
which was set as a baseline scenario. Based on previous assumption, by operating a new nuclear
plant in 2020, the energy dependency will also be reduced up to 9.67. It needs to be noted that
although the electricity/energy demand increased by 16% between the years 2018 to 2025, the
energy dependency amount decreased about 8% from 2018 to 2025, which indicates the positive
effect of implementing the renewable energy utilization action plans proposed by the EIA to reduce
energy dependency in Illinois.
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Figure 4. 7 Dependency of Energy After Third Scenario

Another notable finding is the discrepancy between the opinions of the experts and the simulation
results. The experts are optimistic about the decrease in energy dependency, but the simulation
results tell a different story. Our model depends on data, and thereby complements the judgments
of the experts. As mentioned in previous sections, SD modeling has the advantage of accurately
predicting the electricity/energy requirement, which helps in testing the applicability of different
scenarios in the presented model. By examining the proposed scenarios, it can be understood that
action plans of renewable energy utilization in terms of reducing energy dependency are effective.
However, the result of sensitive analysis indicates that the renewable energy policies proposed by
the Illinois government are not going to be effective after the year 2028, as the dependency level
remounts to the same level of 2018. The system seems to support policy goals in the short term,
but over the longer term, the system returns to its pre-policy-change state or produces an even
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worse situation. Therefore, Illinois officials need to reconsider their renewable energy action plans
so that the level of energy dependency remains constant, as desired.

Different scenarios utilizing RE resources can be explored that lead to sustainability of energy
dependency in Illinois. For instance, by preforming sensitivity analysis using the SD model, results
demonstrate that by increasing the number of wind power plants to more than 50% of what has
been planned for 2025, the energy dependency level will follow the steady-state behavior even
after 2025, which indicates the efficiency of wind power plants in reducing energy dependency.
This point needs to be noted that policy design is much more profound than changing the values
of parameters, which requires the policy to be reachable in a foreseeable period of time. The
proposed policy is selected based on the potential of the case study in renewable-energy-based
structure. Figure 4.8 demonstrates the sustainability of energy dependency which can help the
Illinois administration in reviewing its future policy making in terms of reducing energy
dependency. However, this was an indication of a scenario that could be considered that signifies
the potentiality of SD models in examining different scenarios. Table 4.11 numerically
demonstrates the impact of different policy scenarios on energy dependency level and their rate of
changes compared to baseline scenario.

As Table 4.11 represents, conducting scenario two and scenario three generates meaningful
difference in mitigating energy dependency when compared to the base scenario. Although the
second scenario denoted that by partially implementing REU, the level of energy dependency
reduced over time. The third scenario demonstrated to be more successful in what is desired, which
is to mitigate it to the highest level of energy dependency.
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Table 4. 11 Summary of Results of Scenarios on Energy Dependency (TWH)
Year
Scenario

Energy Dependency

%∆

1 (Base state)

2

3

2018

45.02

24.39

21.75

2020

32.95

12.32

9.67

2025

40.54

19.92

17.27

2018

-

54%

48%

2020

-

37%

29%

2025

-

49%

42%

4-3-4 Cost Savings of Proposed Scenarios
To determine how the results from proposed scenarios can help in reducing energy dependency in
Illinois, the cost saving obtained from reducing energy dependency in Illinois by implementing
renewable action plans was estimated. Table 4.12 illustrates the amount of energy dependency in
dollars and the cost saving obtained in each scenario in 2016, 2019, and 2025. According to the
EIA, the electricity/energy rate in Illinois per KWH was 7.149 cents in the summer of 2017 and is
expected to increase with 2.6% growth each year (“Power of Choice,” 2017). Hence, the cost
saving obtained from reducing energy dependency on imported resources was compared with the
average electricity price estimated by the U.S. Department of Energy. Table 4.12 reveals that the
projected cost saving in energy dependency by implementing a complete renewable energy action
plan (scenario 3) in Illinois would bring about savings of 28 billion dollars by 2025 (the difference
between amount of energy dependency in dollars in scenario 1 and scenario 3 by 2025) from
reducing electricity/energy imports. However, it is worth mentioning that the estimated cost does
not include capital cost, installment cost, maintenance cost, transmission cost, and emission cost.
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Figure 4. 8 Dependency of Energy After Exploring Hypothetical Scenario

Table 4. 12 Predicted Cost Saving ($ billions) in Energy Dependency by Implementing RE
Action Plan in Illinois
Scenario
Year

Energy
Dependency

Cost Saving
Compared
to Scenario 1

1

2

3

Proposed
policy

2018

32.1

17.4

15.5

15.1

2020

25.4

9.5

7.4

5.1

2025

35.2

17.3

15

7.2

2018

-

14.7

16.6

17

2020

-

15.9

18

20.3

2025

-

17.9

20.2

28

5- CONCLUSION
The purpose of this research was to design a generic system dynamics model to demonstrate the
dynamic interactions between REU, energy import, and energy consumption and to examine the
role of renewable energies as trustworthy resources in mitigating energy imports form external
sources. The associated cost saving with investigation of its viability with sustainable perspective
and accurately predicting the energy consumption was also analyzed. The limited amount of
research conducted to assess the efficiency of renewable energy resources in mitigating the energy
dependency using system dynamics approach and how accurately predicting electricity/energy
demand enable us to reach this goal were the motives to conduct this research. The main
contribution of this research is to provide a generic SD model to demonstrate the analysis of
different renewable energy policies in mitigating energy dependency with respect to sustainable
development perspective. In addition to that, the superiority of SD modeling in predicting
electricity/energy demand and consumption in the future in comparison with the most commonly
used techniques in energy demand forecasting studies are the other contributions of this research.

The governments of many countries, especially energy-dependent countries, have dedicated
substantial efforts to overcome the issue of importing energy and managing energy demand.
Securing energy supply systems in a country has its own challenges and is recognized as a complex
process since it involves multiple variables interacting together. The present research has provided
a systematic approach to assess renewable energy’s role in meeting electricity/energy
consumption, reducing energy dependency, and reducing imported energy in the state of Illinois.
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A system dynamics approach has been utilized to develop a causal loop diagram (CLD) to illustrate
the interrelationships between electricity/energy consumption, renewable energy resources as
promotion plans, and energy dependency on imported resources. Further, a stock and flow diagram
(SFD) has been constructed to predict the dynamic behavior of electricity/energy variables,
renewable energy capacities, and energy dependency on external sources.

In order to evaluate the effect of renewable energy policies on reducing energy dependency, three
different scenarios were developed. The first one is what is known as the pure state because it
allows seeing the pure behavior of the system before implementation of any renewable energy
policies or action plans in the model that is relatively close to the real-life scenario. This pure state
was then used as a reference point for analyzing how the behavior of the system changes over time
within the different scenarios. The second scenario was to partially apply renewable energy
installation plans in the case study. This scenario was known as a “conservative” scenario, which
means it is more realistic in terms of renewable energy action plans and is affected by multiple
factors, such as investments, economic issues, bank interests, and estimation errors in Illinois. The
results of scenario two reveal its applicability in reducing energy dependency as well as increasing
cost saving accordingly. In the third scenario, the action plan was proposed by the U.S. Energy
Information Administration (EIA) for the case study, which means that 100% promotion of the
renewable energy action plans was applied to manage energy dependency. The results are
promising in terms of mitigating energy dependency when compared to the first scenario.
However, the desired level of dependency could only be reached by applying more aggressive
policies by further enhancing wind renewable energy. The results of a computer simulation
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indicated that about 17 billion dollars can be saved by 2025 by reducing electricity/energy imports
by implementing complete renewable energy action plans. This represents the efficiency of
renewable energy plans in reducing the energy dependency in Illinois within 10 years and saving
money by being less dependent on imported energy from outsources.

In spite of the established learning process and understanding of energy dependency management,
and the valid findings in the research, there are always opportunities for future research to develop
the current study. Due to the lack of the limited literature that exists regarding this type of rather
complex system viewed upon the systems dynamics perspective, further future works should be
conducted in this area in order to propose a dynamic model to further fit world use. First, the risks
associated with the implementation of renewable energy can be analyzed to identify the
disadvantages of each renewable energy resource. Additionally, more sensitivity analysis can be
conducted to investigate the most effective renewable energy contributor in reducing energy
dependency. Aspects such as costs (including capital cost, installment cost, maintenance cost,
transmission cost, and emission cost) should be incorporated into the model and policies to help
improve the accuracy in estimating cost saving of the energy dependency from a cost-effective
and environment-friendly perspective. Also, the current model can be tested by its application in
different cases. Finally, integrating different economic indicators and energy markets to the model
can further advance the current study.
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LIST OF PARAMETERS (VARIABLES) USED IN STOCK AND FLOW DIAGRAM
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Variable
Type

Parameters and related Variables

Associated Unit

Stock

Electricity/Energy Domestic Demand

THW

Stock

Capacity of Hydro Power Energy

THW

Stock

Capacity of Tidal Power Energy

THW

Stock

Capacity of Geothermal Energy

THW

Stock

Capacity of Wind Power Energy

THW

Stock

Capacity of Solar Energy

THW

Flow

Rate of Increased Electricity/Energy Domestic
Consumption

THW/Year

Flow

Number of Added Biomass Plants

THW/Year

Flow

Number of Depreciated Biomass Plants

THW/Year

Flow

Number of Added Hydro Power Plants

THW/Year

Flow

Number of Depreciated Hydro Power Plants

THW/Year

Flow

Number of Added Tidal Plants

THW/Year

Flow

Number of Depreciated Tidal Plants

THW/Year

Flow

Number of Added Geothermal Plants

THW/Year

Flow

Number of Depreciated Geothermal Plants

THW/Year

Flow

Number of Added Wind Plants

THW/Year

Flow

Number of Depreciated Wind Plants

THW/Year

Flow

Number of Added Solar Plants

THW/Year

Flow

Number of Depreciated Solar Plants

THW/Year
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Variable
Type
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable

Parameters and related Variables

Associated
Unit

Energy Via Fossil Sources

THW

Biomass New Capacity

THW/Year

Biomass Policy

THW/Year

Hydro New Capacity

THW/Year

Hydro Policy

THW/Year

Tidal New Capacity

THW/Year

Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable

Tidal Policy

THW/Year

Geothermal New Capacity

THW/Year

Geothermal Policy

THW/Year

Auxiliary
Variable

Wind New Capacity

THW/Year

Auxiliary
Variable

Wind Policy

THW/Year

Auxiliary
Variable

Solar New Capacity

THW/Year

Auxiliary
Variable

Solar Policy

THW/Year

Electricity Consumption Growth

1/Year

Remaining Energy Demand

THW

Nuclear Energy

THW

Dependency on Imported Sources

THW

Renewable Energy Accumulation

THW

Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
Auxiliary
Variable
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APPENDIX C
LIST EQUATIONS FOR REGRESSION MODELS USED TO COMPARE WITH SYSTEM
DYNAMICS MODEL
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where Ytot,t, Ydom,t, Y ndom,t are total, domestic and non-domestic annual consumption in GWh
X1,t is the annual GDP in Euro million,
X2,t is the annual population in thousands,
a, b1 , b2, b3, b4 and b5 are the regression coefficients
e is the error

where Yt is the annual electricity consumption in GWh
X3,t is the annual GDP per capita in Euro
c and b3 are the regression coefficients
e is the error

where

where

is estimated from above equations

is the percentage difference operator

