Abstract. Integration of computational simulations and physical experiments into dynamic data driven application systems (DDDAS) requires that the computational simulations are reliable in the sense that they have been both validated and verified and that the computational simulations and physical experiments are consistent and conformable. This paper gives the results from a project which establishes a conceptual foundation for DDDAS by executing a DDDAS study on elastic beams, where, although the time scale for interaction between computational and physical experiments is only quasi-dynamic, many of the requirements for DDDAS are systematically developed and integrated into a coherent infrastructure. A theory of hierarchical modeling is developed. A family of finite element computational models implementing the mathematical model is specified. Systematic experiments on elastic beams which enable comparison to different instances of mathematical and computational models were conducted. The hierarchical mathematical models, the computational models and the experiments are characterized and classified for the case of elastic beams. The characterizations and classifications are developed by domain analysis for the domains of mathematical models, physical experiments, and finite element computational models of elastic beams. Data from experiments are systematically compared to a hierarchically defined range of mathematical models to determine correspondence between given experiments and given computational simulations. A capability for composing parallel programs corresponding to a specified computational model are prototyped.
INTRODUCTION
Dynamic data driven application systems (DDDAS) [23] are feedback systems which dynamically couple computational and physical experiments. Integration of computational and physical experiments requires that meaningful correspondences between the data from the computational and physical experiments can be established. These correspondences in turn require that the mathematical and computational models and the experiments can be characterized and classified and that correspondences between the mathematical and computational models and experiments can be established. This paper gives the results from a project which establishes a conceptual foundation for DDDAS by executing a DDDAS study where, although the time scale for interaction between computational and physical experiments is quasi-dynamic, many of the requirements for DDDAS are systematically integrated. Based on a theory of hierarchical modeling [18] , the mathematical and computational models are characterized and classified for the case of elastic beams. Systematic experiments on elastic beams which enable comparison to different instances of mathematical and computational models were conducted, and were also been characterized and classified. The characterizations and classifications are developed by domain analysis [22] for the domains of mathematical models, physical experiments, and finite element computational models of elastic beams. Data from experiments have been systematically compared to a hierarchically defined range of mathematical models. A capability for composing parallel programs corresponding to a specified computational model has been prototyped.
There are two principal sources of errors in computational experiments: modeling error which results from approximation or abstraction of the physical system and numerical error which is a measure of the accuracy of the numerical solution of a given model. Valid and meaningful comparison of data from computational experiments to data from physical experiments requires that both numerical error and modeling error be quantified. The quantification is achieved by validation and verification processes. Validation is the process of determining that the mathematical model represents the actual physical system with sufficient accuracy; verification is the process of determining the accuracy with which a given mathematical model of physics is solved [6] . Verification and validation of the computational model is a DDDAS where the time constants for feedback between computation and experiment are quasi-dynamic (perhaps hours or days). Notice that validation processes are driven by modeling error and verification processes are driven by numerical approximation error.
In recent years, significant progress has been made in verification (see Ainsworth and Oden [1] , Babuska and Strouboulis [3] , Becker and Rannacher [7] , Oden and Prudhomme [17] ). Validation, has until recently been primarily an ad hoc process in which data from physical observations are compared with the results from computations. Hierarchical modeling provides a conceptual basis for establishing the correspondence between computational and experiment required for DDDAS. The basic idea is to establish a rigorous and quantifiable hierarchy from the most accurate and sophisticated yet computationally intensive models to less accurate and simple but more computationally efficient models. The selection processes are built on the infrastructure described here and driven by data such as mathematically sound estimates of modeling and numerical errors.
Using linear elasticity problems as examples, we first define mathematical and computational models in Section 2 and 3. The experiments for verification and validation are discussed in Section 4, two types of physical experiments are conducted: (1) the measurement of material data for construction of various hierarchical models, and (2) the measurement of quantities of interest, e.g. the maximum displacement of a beam for validation or prediction process. An infrastructure relating experiments, mathematical models, computational models, and codes are described in Section 5. Finally, conclusions and future research are summarized in Section 6.
2.
PROBLEM DEFINITION As a representative physical situation, we consider a heterogeneous linear elastic body D occupying a region in . The portion of the boundary on which displacements are prescribed is denoted D Γ . The stress σ inside the linear elastic body satisfies the equilibrium equation
where σ is given in terms of the displacement u by the constitutive equation
. In addition, the displacement and stress are subject to the boundary conditions:
σ , where n is a unit exterior normal. Here A is the elasticity tensor which is assumed to satisfy the standard symmetry conditions and uniform ellipticity condition. While the displacement field u is governed by this system, we are specifically interested in predicting certain features of the event, for instance, the displacement or the stress at a point 0 x in direction h interior to D. These quantities of interest are functionals on u; e.g.
A weak form of this problem is
where V is an appropriate space of admissible functions, and
Problem (3) (or, equivalently, (1)) is, in general, intractable. Typical complications that make it impossible or infeasible are: 1) the coefficients (elasticity tensor) A are highly oscillatory functions characterizing rapid oscillatory variations of mechanical properties at scales much smaller than the characteristic dimensions of D, and 2) the laboratory data needed to characterize A exhibit much scatter and, therefore, A are random functions (the data f and g may also be random). This uncertainty in the data must be quantified in some sense. Thus, it is desirable to develop statistical information sufficient to determine the probability density function (PDF) p for A, the variances, covariance, etc. If p is the PDF, the mean or expected value is,
of the random function f. The solution u of (1) is, in this case, a random field,
being an appropriate set of elementary events. Then, instead of (4), we use
, W being a probability measure space.
3.

COARSE AND DISCRETE MODELS
Consistent with the theory of hierarchical modeling which serves as a platform of DDDAS, we replace (3) by a simplified or coarse model,
Here 0
A is an effective elasticity constants of the material obtained through homogenization methods and, for the purpose of this example, is assumed to be deterministic. The coarse model prediction of the quantity (or quantities) of interest is
In general, problem (6) is also intractable, but it can be solved approximately using numerical techniques such as finite elements. Thus, let h V be a member of a family of finite dimensional subspaces of V. We seek an approximation
Now, summing up our sources of error, we see that the error on the quantity of interest Q(u) is,
Estimating and controlling the error component mod ε is regarded as a validation process (or as an aide to validation considerations), while controlling approx ε is a verification process. A general theory for controlling this type of modeling error in quantities of interest Q through a posteriori error estimation and adaptive modeling has been developed by Oden and Prudhomme [16] , and Oden and Vemaganti [18, 19] . Techniques for deriving a posteriori error estimates for approx ε and goal-oriented adaptive meshing have been advanced by Babuska and Strouboulis [3] , Oden and Prudhomme [17] , Rannacher, Becker [7] and others. Thus we assume that using the data available, it is possible to obtain computable lower and upper bounds on these components:
Averages of these bounds can yield estimates of the errors (e.g. ). Another source of error relevant to validation is due to the randomness of the coefficients A. There are several approaches available to quantify this error. One direct approach is provided by the perturbation method. We discuss in [14] an extension of the methods in [2, 7, 12] to the cases in which the coefficients are random but have small variances. Error estimates for random quantities of interest can be obtained for these cases. See also [4, 5, 8] .
EXPERIMENTS FOR VERIFICATION AND VALIDATION
Two types of experiments are designed for model verification and validation: 1) measurement of material properties for input data for hierarchical modeling construction, and 2) measurement of quantities of interest (target output) for model validation. The experimental data collection process is driven by DDDAS parameters generated by computer simulations.
Experiments for determining material properties
The target class of physical problems of interest here involves the quasistatic deformation of a prismatic body subjected to prescribed forces. Material properties were determined from a series of tensile tests using specimens of standard dimensions. Assuming a linearly elastic material, the experiment was designed to be in uniaxial tension. The measurable section of the standard specimen was extended in order to allow for the axial and lateral strains to be measured at five locations. This experimental setting will provide information on material homogeneity within the specimen. Table 1 summarizes the measurement results of Young's modulus and Poisson's ratio for the Aluminum 2024/T351 that was used in the study. 
Experiments for Model Validation
A special experimental configuration has been designed and tested for the purpose of model validation. Dimensions
of the three-point bending beam samples are listed in Table 2 . The geometries of the threepoint bending beam and experimental apparatus are illustrated in Figure 1 . The measurements of quantities of interest, the maximum displacements in this case, were taken and compared with the corresponding computational results. It is important to recognize the need for characterization of the overall experimental error, and the propagation of errors from the sensors used in the apparatus and the associated digital data acquisition device (DAQ) in the validation process. These data are used in construction of the fine model, which is in the top level of DDDAS infrastructure characterized by the theory of hierarchical modeling. Also, the measurements of the displacement at the middle point of the beam (a predefined quantity of interest) are used to steer the selection processes for a suitable model.
Beam Specimen and Apparatus
The beam is supported and loaded by three hardened cylindrical dowel pins located at two external supports and a central load application line. The pins were attached to a two-part support frame inserted in a servo-hydraulic tensile machine. The lower part was bolted to the hydraulic actuator and supported the two external pins whereas the upper part was fixed to the cross-head and contained the central pin. Three configurations of the beams in three-point bending were considered for the validation experiments, as shown in Table 2 . A few factors were considered in the experiments, including the force capacity of the chosen loading device, the resolution of the displacement measuring techniques, the yield strength of the material and the potential range of quantities of interest.
In addition, we need to invoke expected differences of beam deformation among three configurations. The choice of the dimensions of the specimens was based on the capacity of the loading device and range of linearity of the sensors used to in the measurement of the quantities of interest. The three specimens were taken from the same 20-foot long aluminum bar (2024/T351) that was used to determine the elastic behavior of the material. 
Point-wise displacement measurements
The first quantity of interest is chosen to be the vertical deflection of the bottom surface of the long narrow beam specimen under a static load. The displacement transducer was a linearly varying differential transformer (LVDT), which was fixed to a displacement device allowing access to pointwise measurement on the bottom surface of the beam in the xz-plane. This device was connected to the external pin supports through an auxiliary beam ( Figure 1 ). The displacements were therefore measured with respect to the position of two supporting pins, which were served as a reference. This arrangement eliminated the compliance of the loading device and the threepoint bending fixture. Several levels of applied loads were considered in order to stay within the range of linearity (0.1 in.) of the displacement transducer for each position, where the deflection was measured. The LVDT was calibrated and the sensitivity of the device (G u =5.708 x 10 -3 in/volt) was quantified. The data were collected using a computerized data acquisition system (NI DAQ) in order to evaluate the noise levels and perform the error sensitivity analysis.
Measurement and Computational Results
The measured values of the maximum deflection and the applied load were first compared to the level of the noise measured in the signal coming from the conditioner for each situation, loaded and unloaded, in order to evaluate the relative uncertainty in the measurement. The maximum deflection was measured in the middle of the beam with respect to the x-axis. The variations of the displacements with respect to the z-axis were within the noise level. The relative measurement errors were approximately 0.13% in load and 0.38% in displacement. Rel. Err. ± 0.51 % -2.4 % +1.8 % +2.7 % +0.5 %
The maximum deflection, under a load of 1,500 lbs, from measurements and computational results from various beam models are listed in Table 3 . The relative errors in computation are defined as errors with respect to the measurement. The relative error in measurement indicates the total experimental error. The measured values were compared with one dimensional analytical solutions derived from Bernoulli and Timoshenko beam theories, and three-dimensional linear elastic finite element results from the commercial codes, ABAQUS and PHLEXsolid. In the numerical calculations for the three-point loads, the actual load was assumed to be uniformly distributed over a thin strip of dimension B x d, d being estimated to be 0.03 inch. Notice that the prediction by ABAQUS bears 2.7% relative error in terms of maximum deflection, while the PHLEXsolid prediction is within the experimental error range of ± 0.5%. In addition, PHLEXsolid is more computationally efficient by making use of adaptive h-p finite element methods (4828 elements with 190,653 degrees of freedom) instead of the 125,000 quadratic elements (C3D20R) with approximately 1,875,000 degrees of freedom that were used in ABAQUS model.
Note that results from various computational models are associated with three important parameters, i.e., (1) estimated errors in the absence of experiments, (2) relative errors in comparison to the experiments, and (3) computational cost for each model. In DDDAS infrastructure, these three basic parameters can be used to make decisions on dynamically steering the experiments based on both estimated and relative errors, or timely selecting a suitable model based on estimated errors and computational cost.
AN INFRASTRUCTURE RELATING EXPERIMENTS, MATHEMATICAL MODELS, COMPUTATIONAL MODELS, AND CODES
DDDAS requires that the data generated by computations and experiments coupled in a feedback system have a meaningful correspondence. This in turn requires that the both the experiments and the mathematical models upon which the computations are based be characterized and classified so that correspondence between the models and experiments can be established. The infrastructure defined and discussed in this section enables DDDAS by establishing correspondence mappings from experiments to mathematical models, from mathematical models to computational models, and from computational models to codes instantiating a given mathematical and computational model.
The results reported here include: (1) characterization and classification of both experiments and mathematical models of elastic beams which enable determination of correspondences between experiments and mathematical models, (2) characterization and classification of finite element computational models for the family of mathematical models developed in the preceding task, and (3) support for automating composition of parallel codes implementing a specific finite element computational model of an elastic beam which corresponds to a specific mathematical model and a specific experiment.
Characterization and classification of experiments and mathematical models are based upon developing separate domain models (ontologies) [22] on linear elastic beams. The mapping between instances of experiments and instances of mathematical models is accomplished by establishing correspondence between instances in each of the separate classifications.
Automated support for instantiating a given computational model as a parallel program is based upon: (i) developing a domain model for finite element computations on linear elastic beams, (ii) instantiating a set of components from which the family of parallel codes implementing the subset of the family of computational models corresponding to the experiments of interest can be composed, and (iii) developing a compilation system for semi-automatically composing codes implementing specific finite element computational models.
Section 5.1 gives initial characterization and classification of the experiments in Section 4 and the mathematical models of Section 3. Section 5.2 gives the characterization and classification of computational models realizing the mathematical models. Section 5.3 describes an infrastructure for realizing given instances of computational models through libraries of components and a compilation process.
Classification and Comparison of Experiments, Mathematical Models, and Computations on Elastic Beams
Implementation of DDDAS on truly interactive time scales will require automation of the mappings from computed data to experimentally derived data and visa versa. The first step towards automated mapping is to develop operational classifications of the experiments and the mathematical models. The classifications are formulated in terms of domain analysis represented as sets of attributes which define the properties and behaviors of each family of entities, a set of values associated with each attribute and an operational semantic meaning for each attribute/value pair. The domain models capture and structure the knowledge of the modelers and experimentalists. The mappings will be automated as a rule-based translator. The rules are derived from the combined knowledge of the modelers and experimentalists with refinement by comparison to example computations and experiments.
The initial set of attributes used for classification of the experiments includes: sample geometry, material, properties, reproducibility and system configuration. Sample geometry is the obvious length, width and height of the sample. Material has sub-attributes including: (i) bar with values same/different -same denotes same bar used for validation and measurement, (ii) residual with values yes/no indicating whether or not residual stresses are assumed. The property attribute describes what is actually measured such as uniaxial tension, indentation or bending. Reproducibility is specified as the variance of the measurements in the experiment. System configuration includes the geometry for clamping and loading and the placement of the measurement sensors.
The attributes of the domain analysis for the mathematical model include: dimensionality, physics, certainty, geometry, property and system configuration. The value sets for these attributes are given in Table 4 . These two domain analyses forms a basis for structuring and organizing the mappings from experiments to mathematical models and vice versa.
Mapping between mathematical models and experiments (See Section 4.3) is currently ad hoc and based on experience of the investigators. The mappings enable selection of a mathematical model which "conforms" to a given experiment and visa versa. Validation of the mappings is in progress. 
Domain Analysis for Finite Element Computational Models
Efficient and effective research based on DDDAS requires rapid construction of programs representing specific computational models which have been determined to correspond to a specific experiment. Automation of program composition corresponding to a given computational model is also founded on domain analysis. This section defines and describes the domain analysis for finite element computational models which incorporates geometric definition, mesh adaptation, model adaptation and stochastic properties as well as the properties of the mathematical models given in Table 4 . A generic computational model based on this domain analysis has been developed.
The first step in the domain analysis is to determine the set of components from which the family of implementations of computational models can be composed. The set of components is determined by constructing a workflow diagram for the application in which each logical function is identified as a component. Each component may have multiple implementations. Components must therefore be classified and their behaviors and properties specified in a domain analysis which distinguishes among the implementations of a component. The composition process is recursive. Table 5 . This component is a composition of other sub-components and contains a large fraction of the code. The Strategy in the attribute Mesh Adaptation listed in Table 5 is a process for selecting a mesh with specific properties.
Componentization has led to several insights into possible structures for parallelization of finite element codes. One such parallel structure is to solve the coarse mesh and the fine mesh solutions in parallel. Since the two solutions are decoupled, different solvers and different parallelizations can be used. This parallel structure is an alternative to parallelization by domain decomposition [10, 15] which has been the conventional approach to parallelization of programs implementing finite element computations. An advantage of this approach is that the additional complexity engendered by parallelization is the same regardless of the dimensionality of the code whereas code complexity rises sharply as dimensionality increases for parallelization by domain decomposition. 
Compositional Compilation of Parallel Programs from
Components As a first attempt, an existing 1D hp-adaptive finite element code [9] has been decomposed into a set of components. This code corresponds to the left loop in Figure 2 . The adaptive strategy implemented in this code solves the model over a coarse mesh and then over a finer mesh with half of the mesh size (h) and one order higher in polynomial approximation (p). These two solutions are compared to derive an estimate of the numerical error. The components are described in Table 6 . An instance of this generic code structure is obtained by composing consistent implementations of each component. Runtime adaptation by dynamic component composition requires extending the interface specification to include mappings across data types, annotations of source code, a compiler for the annotations and integration of the components with a dynamic data structuring infrastructure [10] . An integrated compiler and runtime system is being developed to compose appropriate components and map data structures across interfaces (see [11, 13, 20] ). Annotations of source code are to be used to guide compilation and enable interfacing different data structures. Different computational models provide for the specification of associative interfaces and the annotation language. If the components are encapsulated with interfaces in the language such as P-COM 2 (Parallel COMposition from COMponents) [13] , the compilation system will automatically generate a consistent code. For example, the code has been composed with different versions of the matrix solver and composition with different error estimators is planned. Generates "optimal" mesh consistent with error analysis.
Related Research
The general strategy for composition described preceding is somewhat similar to composition of programs in the Web Services paradigm but the granularity of composition, the mechanisms for composition and the goals of composition are quite different. The components composed by web services mechanisms are typically an order of magnitude larger than those used in this approach (See for example, [24] ). Component-oriented development is one of the most important trends in software development. There are several significant research projects focused on component-oriented development of parallel codes for engineering and scientific problems. For a review of recent research in component-oriented development for high performance systems, see [20] .
SUMMARY, CONCLUSIONS, AND FUTURE RESEARCH
A comprehensive approach to establish a DDDAS infrastructure for integrated verification and validation of simulation modeling of physical systems has been presented. The approach integrates hierarchical and stochastic mathematical modeling, computational simulations conforming to well-specified mathematical models, systematic experiments enabling analysis of both verification and validation, mappings among mathematical models, computational models and experiments and an infrastructure for instantiating programs conforming to a specific computational model from components. Moreover, the major components needed for developing this approach for computer simulations, which is managed by dynamic data access, storage, and retrieval, are described.
The hierarchy of mathematical models including inclusion of stochastically defined properties has been established and defined for elastic beams. Extensive experiments and comparison to specific mathematical models have been carried out. The DDDAS infrastructure for instantiating programs conforming to instances of computational models has been developed and applied to linear elasticity problems. However, the strategy is applicable to any multi-physics/multi-dimensional problems. By using a language P-COM 2 and associated compiler, the viability of all the elements of the approach has been established and preliminary integration has been demonstrated. The impact of the demonstrated capability is not merely in realization of automatic DDDAS process, but also in creation of new DDDAS applications only bounded by pre-defined attributes associated with each component in a DDDAS infrastructure.
Future research will extend and apply the characterizations of experiments and mathematical models and automate the mappings between them. A richer set of components for composing computational models of various 3D elastic structures will be generated and the infrastructure for instantiating programs conforming to specific computational models will be further tested.
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