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NAZAROV–WENZL ALGEBRAS, COIDEAL SUBALGEBRAS
AND CATEGORIFIED SKEW HOWE DUALITY
MICHAEL EHRIG AND CATHARINA STROPPEL
Abstract. We describe how certain cyclotomic Nazarov–Wenzl algebras
occur as endomorphism rings of projective modules in a parabolic version of
BGG category O of type D. Furthermore we study a family of subalgebras
of these endomorphism rings which exhibit similar behaviour to the family
of Brauer algebras even when they are not semisimple. The translation
functors on this parabolic category O are studied and proven to yield a
categorification of a coideal subalgebra of the general linear Lie algebra.
Finally this is put into the context of categorifying skew Howe duality for
these subalgebras.
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Introduction
In [18] a remarkable connection between the representation theory of Hecke
algebras and Lusztig’s canonical bases was established by showing that cyclo-
tomic Hecke algebras are isomorphic to cyclotomic quotients of quiver Hecke
algebras introduced in [46], [47], where also a connection between the rep-
resentation theory of these algebras and Lusztig’s geometric construction of
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canonical bases was predicted. This prediction was verified, [81], and there-
fore a connection between representations of cyclotomic Hecke algebras and
canonical bases was established. As a result cyclotomic Hecke algebras in-
herit an interesting grading which in type A can also be obtained from the
graded versions of parabolic category O’s and hence be described in terms
of type A Kazhdan-Lusztig polynomials, see [20], [42]. In other types how-
ever, Schur–Weyl duality connects the Lie algebra with a centralizer algebra
(Brauer algebra) different from the group algebra of any Weyl group. In this
paper we investigate relations between parabolic category Op(so2n), Brauer
algebras and their degenerate affine versions ⩔d = ⩔d(Ξ), depending on a pa-
rameter set Ξ, and their cyclotomic quotients, [6]. The algebras ⩔d(Ξ) were
introduced in [65], we call them affine VW-algebras.1 These families are the
Brauer algebra analogues of the cyclotomic Hecke algebras, but in contrast to
the latter, they are not well understood and so far slightly neglected; mostly
due to a lack of a good combinatorial description and geometric realization.
The main goal of the paper is to connect these algebras to category O and
its Kazhdan-Lusztig combinatorics, and in this way obtain canonical bases of
certain representations for coideal subalgebras in quantum groups.
We start with a type D analogue of the Arakawa-Suzuki theorem from [5]:
Theorem A. Let M be a highest weight module in O(so2n). With an appro-
priate choice of Ξ there is an algebra homomorphism
ΨM ∶ ⩔d Ð→ Endg(M ⊗ (C2n)⊗d)opp.
In general, this morphism is not surjective and it is hard to fully describe
the kernel. We study in detail the case of a certain class of parabolic Verma
modules, i.e M = Mp(λ) ∈ Op(so2n) for a maximal parabolic subalgebra p
of type A inside type D. We show that cyclotomic quotients ⩔d(α,β) of
level 2 occur as endomorphism rings for the special choice of λ = δω0, i.e. an
appropriate multiple of a fundamental weight (the one corresponding to the
simple root not attached to p):
Theorem B (see Theorem 3.1). If n ≥ 2d and δ ∈ Z then
⩔d(α,β) ≅ Endg(Mp(δ) ⊗ (C2n)⊗d)opp.
We deduce that the ⩔d(α,β)’s inherit a positive Koszul grading from the
graded version Oˆ of category O, hence a geometric interpretation; in terms of
first perverse sheaves on isotropic Grassmannians, [31], and second topological
Springer fibres, [30], [85] via the Khovanov algebra of type D. This Khovanov
algebra also allows us, [32], to mimic (with some effort) the approach from [21]
to construct a graded version of the Brauer algebra Brd(δ) for an arbitrary
integral parameter δ. This requires quite involved computations which can
be found in [32]. The crucial player hereby is a subalgebra zd⩔d(α,β)zd ⊂⩔d(α,β) of which we show that it shares properties with the Brauer algebra:
Theorem C (see Proposition 5.4 and Theorem 5.5).
(1) The algebra zd⩔d(α,β)zd has dimension (2d − 1)!!.
1Keeping in mind that (affine) VW can be seen as a degeneration of (affine) BMW, the
affine Birman-Murakawi-Wenzl algebras, [27].
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(2) The algebra zd⩔d(α,β)zd is semisimple if and only if δ /= 0 and δ ≥ d−1
or δ = 0 and d = 1,3,5.
In [32] it is then proved that this algebra is isomorphic to the Brauer algebra
Brd(δ) providing a conceptual explanation for the fact, [26] and [25], that the
decomposition numbers of Brauer algebras are given by type D Weyl group
combinatorics, and branching rules relate to the set Ad(δ) of Verma paths.
Theorems A and B rely on a good understanding of (a graded version of)
taking successive tensor products with the natural representation C2n on cate-
gory Op. Since C2n is self-dual and hence ⊗C2n self-adjoint, we do not obtain
an action of a quantum group on our categories, but rather of certain coideal
subalgebras H and H of Uq(glZ). These are quantum group analogues of the
symmetric pair glN × gl−N ⊂ glZ. The construction goes back to Noumi, Sug-
itani, and Dijkhuizen, [67], [66], who used explicit solutions of the reflection
equation to obtain analogues of all classical symmetric pairs; for a thorough
study from the quantum group point of view see [55], [54], [48].
Since the integral weights of so2n can be partitioned into integer or half-
integer weights in the standard ǫ-basis, the integral part, Op(so2n), of par-
abolic category O can be decomposed into two subcategories Op1(so2n) andOp

(so2n) stable under taking tensor products with the natural representation.
We obtain (as a special case) two categorifications:
Theorem D (see Theorems 8.6 and Theorem 10.15).
(1) The H-module ⋀nq Q(q)Z is categorified by Oˆp1(so2n).
(2) The H-module ⋀nq Q(q)Z+1/2 is categorified by Oˆp (so2n).
The classes of Verma modules correspond hereby to the standard tensor
product basis. The involved categories have a contravariant duality, hence the
categorification equips the modules on the left with a bar-involution. Mimick-
ing Lusztig’s approach for quantum groups, we can define canonical bases on
the above modules and show that the classes of simple modules correspond to
the dual canonical basis (in the sense of [20, Section 2]). Although we formu-
lated it here only in the q = 1 setting, a large part of the paper will deal with
the quantum version.
Theorem E (see Theorem 8.11 and more generally Theorem 10.17). There
exists a duality d on Oˆp1(n) respectively on Oˆp (n) inducing a compatible bar-
involution on ⋀nq Q(q)Z respectively on ⋀nq Q(q)Z+1/2. The classes of simple
modules correspond via Theorem C to the associated dual canonical basis.
Theorem E gives a new instance of based categorifications in the context
of category O, but now connecting canonical bases of Hecke algebras with
canonical bases of quantum symmetric pairs instead of quantum groups as for
instance in [19], [36], [72], [83], see [58] for an overview. The base change ma-
trix is here given by parabolic type D Kazhdan-Lusztig polynomials, see [53]
for explicit formulas, in the Grassmannian case corresponding to p. Indepen-
dently, and maybe motivated by our results, Balagovic and Kolb introduced an
analogue of Lusztig’s bar involution in much more generality for the quantum
symmetric pairs themselves (instead of focusing on based representations), see
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[8] establishing a very elegant general theory. Up to an obvious renormalisa-
tion, our special case of bar involution for the type (AIII) coideal agrees with
theirs, and was also studied in detail in [11]. In neither of these two approaches
a categorification is given, and we expect that generalizations to other types
require a substantially new approach.
In the final part of the paper we investigate generalizations of these mod-
ules from the viewpoint of skew Howe duality, [41], and its categorification.
For this we consider more general parabolic category O’s and their block de-
compositions for Levi subalgebras isomorphic to products of glk’s. Denote the
sum of these blocks by ⊕ΓOΓ(n). Considering analogous projective functors
in this setup we first categorify the two actions of glm×glm and glr×glr on the
vector space ⋀(n,m, r) = ⋀n(Cm ⊗C2 ⊗Cr) separately. Using gradings we in
fact categorify a quantized version of this involving coideal subalgebras. Then
we finally show that the two actions are graded derived equivalent via Koszul
duality. Under this identification given by Koszul duality we can finally realize
both commuting actions on the same category. The projective functors turn
into derived Zuckerman functors under this identification. As far as we know
this is the first instance, where both commuting actions involved in a skew
Howe duality were categorified simultaneously in a common framework.
Theorem F (see Theorems 9.10 and 10.18). The bimodule ⋀(n,m, r) is cat-
egorified by ⊕κOκ(n). The graded version of this category categorifies the
quantization. Furthermore, the two categorifications for the left and right ac-
tion are then Koszul dual to each other.
This skew Howe duality can be squeezed in between two type A skew Howe
dualities as follows. For an integer m let Vm be the natural glm-module. Fix
integers n,m, r and consider the glm×glr-module ⋀n(Vm⊗Vr). By skew Howe
duality, [41], the weight spaces of the glm-action are representations of glr and
vice versa; and the decomposition is the following
⊕
α
α1
⋀Vm ⊗⋯⊗ αr⋀Vm ≅ n⋀(Vm ⊗ Vr) ≅ ⊕
β
β1
⋀Vr ⊗⋯⊗ βm⋀ Vr
where the first isomorphism is as glm-module and the second as glr-module.
The sums run over all compositions (possibly with zero parts) of n with r
respectively m parts. Now consider the restriction V2m = Vm ⊕ Vm to glm,
where glm is embedded diagonally into glm × glm ⊂ gl2m. Theorem F gives a
categorification of the middle piece of the diagram
gl2m ↷ ⊕
α
α1
⋀V2m ⊗
α2
⋀V2m ⊗⋯⊗ αr⋀V2m ↶ glr
∪ ∩
glm × glm ↷ ⋀(n,m, r) ↶ glr × glr∪ ∩(0.1)
glm ↷ ⊕
γ
γ1
⋀Vm ⊗ γ2⋀Vm ⊗⋯⊗ γ2r⋀ Vm ↶ gl2r
The top and bottom parts can be quantized, [52]. They were already categori-
fied using parabolic-singular category O’s in [62] in a way which also fits into
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the framework of [51], [57]. In our categorification of the middle part the com-
muting actions of the two Lie algebras, viewed as specializations of the coideal
subalgebras from above, are again given by translation and derived Zuckerman
functors respectively but now on category O for Lie algebras of type D. Since
this construction has a graded lift using Oˆ there is a quantized version of skew
Howe duality with the commuting actions of the coideal subalgebras:
Theorem G (see Theorem 10.32). Fix the equivalence
K ∶ ⊕
k∈C(n,r)
Db (Oˆqk≤m(n)) ∼ÐÐÐ→ ⊕
k∈C(n,m)
Db (Oˆqk≤r(n)) .
given by Koszul duality. Then the coideal algebra actions from Theorem 10.15
on the two sides turn into commuting actions on the same space, one given by
Theorem 10.15, the other by Proposition 10.30.
As in the type A case, skew Howe duality contains in fact some Schur–Weyl
duality version (see Theorem 10.4) pairing the action of the coideal subalgebra
with the action of the Hecke algebra corresponding to the Weyl groups of type
B (and also D). This in fact explains the occurrence of the Kazdhan-Lusztig
combinatorics and was the starting point of our construction.
On the uncategorified level this duality can also be found for instance in [11],
[82] and implicitly in [9]. It is the coideal version of the well-known duality
for wreath products, [63]. We present a categorified version:
Theorem H (see Theorem 10.4). The commuting actions of H and Hn(B)
on Vm
⊗n
are each others centralizers.
It is related to for instance [9] or [35] by using instead of convolution algebras
of functions on partial flag varieties over finite fields the corresponding (graded
version of) categories of perverse sheaves on partial flag varieties defined over
the complex numbers, that is the uncategorified version can be obtained by
the usual passage from sheaves to functions.
Combinatorially there is only a small difference between the type B and
type D version, see [31, 9.7] and [9] versus [35] for a more precise statements.
We prefer here to work with type D, since it is simply laced and in particular
its own Langlands dual, a crucial fact for the Koszul self-duality statement
in Theorem G. The corresponding Hecke algebra of type D is realized as a
subalgebra of a certain specialisation H1,q of the 2-parameter Hecke algebra of
type B, see Section 10.2 for more details.
Our categorification is in reality an action of a certain 2-category, where
1-morphisms are graded translation functors and 2-morphisms are natural
transformations. By construction, these natural transformations are given
by the affine VW-algebras. These algebras do however not see explicitly the
grading, and can also not single out the natural transformations of projective
functors passing between two fixed integral blocks of the underlying categoryO. This phenomenon is analogous to the role of the degenerate affine Hecke
algebra in the type A situation, and very much in contrast to the KLR algebra
which carries exactly this extra information. For the special case of the coidealH from Section 7, a definition of the KLR analogue and the attached graded
2-category was recently given in [10].
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1. Basics
1.1. Lie theory. Throughout this paper we denote by g the Lie algebra
so2n(C), by U(g) its enveloping algebra, and by Z(U(g)) the center of U(g).
In Section 2 we will fix a specific presentation for so2n.
Fix a basis {ǫi ∣ 1 ≤ i ≤ n} of the dual of the Cartan h∗ with simple roots
αi = ǫi+1 − ǫi, for 1 ≤ i ≤ n− 1, and α0 = ǫ1 + ǫ2 and the set of all roots given by
R(so2n) = {±ǫi ± ǫj ∣ i ≠ j}.
We denote by O the BGG-category O of g, [43]. For the set of simple roots
α1, . . . , αn−1 we denote the associated parabolic subalgebra of g by p and byOp the subcategory of O of all p-finite modules, the parabolic category of O.
A weight λ = (λ1, . . . , λn) ∈ h∗ of so2n is integral if it is in the Z-span or the(Z+ 1/2)-span of the ǫi’s. In the former case we say the weight is supported on
the integers, in the latter that it is supported on the half-integers.
We will focus on modules in O that have integral weights only. These form
a direct summand of O, the sum of integral blocks of O, which we denote
by O(n). Similarly we denote by Op(n) the subcategory of Op having only
modules with integral weights. The combinatorics of Op(n) were studied in
[31] and we recall some of the notations used therein below.
For λ ∈ h∗ letMp(λ) denote the parabolic Verma module of highest weight λ,
i.e. the maximal locally p-finite quotient of the ordinary Verma moduleM(λ).
Explicitly, Mp(λ) = 0 if λ is not p-dominant, i.e. dominant with respect to the
sub root system generated by α1, . . . , αn−1 and otherwise
Mp(λ) = U(g) ⊗U(p) E(λ)(1.1)
where E(λ) is the finite dimensional l-module of highest weight λ for the Levi
subalgebra l of p inflated trivially to a p-module. If no confusion can arise, we
call parabolic Verma modules simply Verma modules.
The set of p-dominant (integral) weights will be denoted by
Λ = {λ ∈ h∗ integral ∣ λ = n∑
i=1
λiǫi where λ1 ≤ λ2 ≤ ⋯ ≤ λn}
= {λ ∈ h∗ integral ∣ λ + ρ = n∑
i=1
λ′iǫi where λ
′
1 < λ′2 < ⋯ < λ′n}
(1.2)
where ρ denotes the half-sum of positive roots, i.e. ρ = (0,1,2, . . . , n−1) in the
chosen basis. It decomposes into a disjoint union Λ1∪Λ, the weights supported
on the integers, denoted Λ1, and those supported on half-integers, denoted Λ.
The decomposition into generalized common eigenspaces for Z(U(g)) induces
O(n) = ⊕
χ
Oχ(n)
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a decomposition of O(n) indexed (via the Harish-Chandra isomorphism) by
orbits of integral weights under the dot action w ⋅ λ = w(λ + ρ)− ρ of the Weyl
group Wn of g. The decomposition of O(n) induces a decomposition of the
subcategory Op(n). We denote by Op
λ
(n) the summand containingMp(λ), i.e.
the summand corresponding combinatorially to the (ordinary) orbit through
λ + ρ. Note that the ordinary action and the dot-action of Wn on integral
weights preserve the lattices of weights supported on integers resp. on half-
integers. Hence, we have a decomposition
Op(n) = Op1(n)⊕Op (n),(1.3)
where Op1(n), respectively Op (n), is the direct sum of all Opλ(n), such that
λ is supported on the integers, respectively half-integers. We will equip the
Grothendieck groups of Op1(n) and Op (n) with the structure of a represen-
tation of a quantum symmetric pair, see Section 7, induced by the action of
translation functors.
Given an abelian category A, we denote by K0(A) the scalar extension
by Q of the Grothendieck group of A, and call it by abuse of language just
Grothendieck group. For an object M ∈ A let [M] ∈ K0(A) its class, and
for an exact functor F let [F ] denote the induced Q-linear map between the
Grothendieck groups. If A is additionally graded, its Grothendieck group is
naturally a Z[q, q−1]-module where q corresponds to the grading shift ⟨1⟩ up
by 1 and K0(A) is the Q(q)-module obtained by scalar extension.
1.2. Diagrammatics. To make the action on the Grothendieck groups ex-
plicit we use the combinatorics from [31, Section 2.2] to identify Λ with di-
agrammatic weights, allowing us to describe the blocks of category Op(n)
combinatorially. Since we want to distinguish the combinatorics for the two
subcategories in (1.3) we slightly modify the indexing sets for diagrammatic
weights from [31].
Definition 1.1. We denote by Xn the set of sequences a = (ai)i∈Z≥0 such that
ai ∈ {∧,∨,×,○,⧫}, ai ≠ ⧫ for i ≠ 0, a0 ∈ {○,⧫}, and
#{ai ∣ ai ∈ {∧,∨,⧫}} + 2#{ai ∣ ai = ×} = n.
Elements of Xn are called diagrammatic weights supported on the integers.
Remark 1.2. The translation from a diagrammatic weight a ∈ X to a dia-
grammatic weight ã in the sense of [31] is done by setting ãi = ai−1, except for
i = 1 and a0 = ⧫ where we choose ã1 ∈ {∧,∨} such that the total number of ∨’s
is even. In the language of [31] we have thus always fixed the even parity for
these blocks where a0 = ⧫.
Similarly we have a set-up for half-integers.
Definition 1.3. We denote by Xn the set of sequences a = (ai)i∈Z≥0+1/2 such
that ai ∈ {∧,∨,×,○} and #{ai ∣ ai ∈ {∧,∨}}+ 2#{ai ∣ ai = ×} = n. We call these
elements diagrammatic weights supported on the half-integers.
Remark 1.4. Translating a diagrammatic weight a ∈ X to a diagrammatic
weight ã in the sense of [31] is done by putting ãi = ai−1/2. The shift in the
index is just convenient for later use.
8 M. EHRIG AND C. STROPPEL
Obviously a diagrammatic weight a is uniquely determined by the sets
P?(a) = {i ∣ ai =?},
for ? ∈ {∧,∨,×,○,⧫}. For λ = (λ1, . . . , λn) ∈ Λ, let λ′ = (λ′1, . . . , λ′n) = λ + ρ and
denote by aλ the diagrammatic weight defined by
P∨(λ) ={λ′i ∣ λ′i > 0 and − λ′i does not appear in λ′},
P∧(λ) ={−λ′i ∣ λ′i < 0 and − λ′i does not appear in λ′},
P×(λ) ={λ′i ∣ λ′i > 0 and − λ′i appears in λ′},
P⧫(λ) ={λ′i ∣ λ′i = 0},
P○(λ) =
⎧⎪⎪⎨⎪⎪⎩
Z≥0 ∖ (P∨ ∪P∧ ∪P× ∪P⧫) if λ is supported on integers,(Z≥0 + 1/2) ∖ (P∨ ∪P∧ ∪P×) if λ is supported on half-integers.
The assignment λ ↦ aλ defines a bijection Λ ≅ Xn ∪ Xn between p-dominant
weights and diagrammatic weights. In the following we will not distinguish
between a weight and a diagrammatic weight and denote both by λ. We use
the following identifications
K0 (Op1(n)) ≅ ⟨Xn⟩Q and K0 (Op (n)) ≅ ⟨Xn⟩Q ,(1.4)
between the Q-vector spaces on basis Xn resp. X

n and the Grothendieck group
scalar extended to Q by identifying the class of a parabolic Verma module of
highest weight λ with the weight λ.
Our weight dictionary induces an action of the Weyl group Wn on diagram-
matic weights corresponding to the dot-action on weights for g. Two dia-
grammatic weights are in the same orbit (and thus the corresponding Verma
modules have the same central character) if and only if one is obtained from
the other by a finite sequence of changes of the following form: swapping a ∨
with an ∧ or replacing two ∨’s with two ∧’s or two ∧’s with two ∨’s (keeping
all ×’s and ○’s untouched), respectively interchanging an ∧ and a ∨ at position
1 if a diamond ⧫ is present, see [31]. Orbits of diagrammatic weights, called
diagrammatic blocks are given by fixing the positions of the ×’s and ○’s and the
parity of # ∨ +#× of any of its weights. They are indexed by block diagrams,
see [31, Section 2.2], using the symbol ● in place of all ∧, ∨ and ⧫ as well as the
afore mentioned parity. Moving ∨’s to the left or turning two ∧’s into two ∨’s
makes the weight bigger (with respect to the standard ordering on weights) as
well as changing an ∧ at position 1 into a ∨ if a diamond ⧫ is present.
Note that diagrammatic blocks correspond precisely to blocks of Op(n) by
sending Γ to the summand OpΓ(n) containing all Verma modules with highest
weight in Γ which is indeed a block of the category.
2. Affine VW-algebras
The main purpose of this section is a generalization of the Arakawa-Suzuki
action, [5], to the Lie algebra of type Dn. The replacement of the degenerate
affine Hecke algebra is the following affine VW-algebra ⩔d(Ξ).
Definition 2.1. Let d ∈ N and fix a set Ξ = (wk)k≥0 of complex parameters.
Then the affine Nazarov–Wenzl algebra ⩔d =⩔d(Ξ), short affine V W -algebra,
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is generated by si, ei, yj 1 ≤ i ≤ d − 1,1 ≤ i ≤ d, k ∈ N, subject to the following
relations (for 1 ≤ a, b ≤ d − 1, 1 ≤ c < d − 1, and 1 ≤ i, j ≤ d):
(VW.1) s2a = 1
(VW.2) (a) sasb = sbsa for ∣ a − b ∣> 1
(b) scsc+1sc = sc+1scsc+1
(c) sayi = yisa for i /∈ {a, a + 1}
(VW.3) e2a = w0ea
(VW.4) e1y
k
1e1 = wke1 for k ∈ N
(VW.5) (a) saeb = ebsa and eaeb = ebea for ∣ a − b ∣> 1
(b) eayi = yiea for i /∈ {a, a + 1}
(c) yiyj = yjyi
(VW.6) (a) easa = ea = saea
(b) scec+1ec = sc+1ec and ecec+1sc = ecsc+1
(c) ec+1ecsc+1 = ec+1sc and sc+1ecec+1 = scec+1
(d) ec+1ecec+1 = ec+1 and ecec+1ec = ec
(VW.7) saya − ya+1sa = ea − 1 and yasa − saya+1 = ea − 1
(VW.8) (a) ea(ya + ya+1) = 0
(b) (ya + ya+1)ea = 0
Remark 2.2. Relations (6b), (6c), (6d), (7) come in pairs and it is in fact
sufficient to either require the first set of relations or the second, the other is
then satisfied automatically. All relations are symmetric or come in symmetric
pairs, thus we have a canonical isomorphism ⩔d(Ξ) ≅⩔d(Ξ)opp.
2.1. Centralisers. Fix an integer n ≥ 4 and set N = 2n. Let I+ = {1, . . . , n},
I− = −I+, and I = I+∪I−. We denote by V the vector space with basis {vi ∣ i ∈ I}
and by gl(I) its corresponding Lie algebra of endomorphisms, viewed as the
matrices with respect to the chosen basis. Let J be the matrix such that
Jkl = δk,−l for k, l ∈ I with respect to the chosen basis. If we order columns and
rows decreasing from top to bottom and left to right this is the matrix with
ones on the anti-diagonal and zeros elsewhere.
Definition 2.3. The Lie algebra g = so2n is the Lie subalgebra of gl(V ) of
all matrices A satisfying JA + AtJ = 0; that is all matrices which are skew-
symmetric with respect to the anti-diagonal, Ai,j = −A−j,−i. In terms of the
bilinear form ⟨−,−⟩ on V defined by J we thus have ⟨Xv,w⟩ + ⟨v,Xw⟩ = 0.
Fix the Cartan subalgebra h ⊂ g given by all diagonal matrices and a basis{ǫi ∣ i ∈ I+} for h∗ such that the weight of vi is ǫi if i ∈ I+ and the weight of vi
is −ǫ−i if i ∈ I−. For every α ∈ R(so2n) fix a root vector Xα of weight α and for
i ∈ I+ let Xi be the element in h dual to ǫi.
Then {Xγ ∣ γ ∈ B(so2n)} with B(so2n) = R(so2n) ∪ I+ forms a basis of
so2n. We set n
+ = ⟨Xǫi±ǫj ∣ i > j⟩, and n− = ⟨X−(ǫi±ǫj) ∣ i > j⟩ and fix the Borel
subalgebra b = n+⊕h. In this notation the natural representation V is the irre-
ducible representation L(ǫn) with highest weight ǫn, the fundamental weight
corresponding to αn−1 = ǫn− ǫn−1. Furthermore, the {X±(ǫi−ǫj) ∣ i > j} together
with h form a Levi subalgebra l isomorphic to gln with corresponding standard
parabolic subalgebra p = l + n+ from Section 1.
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For i ∈ I denote by v∗i = v−i the basis element dual to vi with respect to⟨−,−⟩ and for Xγ denote by X∗γ the element dual to Xγ with respect to the
Killing form of so2n.
Definition 2.4. Let M be a g-module. For d ≥ 0 consider M ⊗ V ⊗d. The
linear endomorphisms τ, σ ∶ V ⊗ V Ð→ V ⊗ V defined as
(2.1) τ ∶ v ⊗w ↦ ⟨v,w⟩∑
i∈I
vi ⊗ v∗i (2.2) σ ∶ v ⊗w ↦ w ⊗ v
induce the following endomorphisms si, ei of M ⊗ V ⊗d for 1 ≤ i ≤ d − 1
ei = Id⊗ Id⊗(i−1)⊗τ ⊗ Id⊗(d−i−3) and si = Id⊗ Id⊗(i−1) ⊗σ ⊗ Id⊗(d−i−3) .
By definition of the comultiplication it is obvious that si is a g-homomorphism
and using the compatibility of g and the bilinear form it immediately follows
that ei is as well (see also Remark 2.6), hence both are in Endg (M ⊗ V ⊗d).
Definition 2.5. The pseudo Casimir element in U(g)⊗ U(g) is defined as
Ω = ∑
γ∈B(so2n)
Xγ ⊗X∗γ .(2.3)
It is connected to the ordinary Casimir element C = ∑γ∈B(so2n)XγX∗γ via
Ω = 1
2
(∆(C) −C ⊗ 1 − 1⊗C),
where ∆ denotes the comultiplication of g. For 0 ≤ i < j ≤ d we define
Ωij = ∑
γ∈Bn
1⊗ . . . ⊗Xγ ⊗ 1⊗ . . .⊗ 1⊗X∗γ ⊗ 1⊗ . . . ⊗ 1,(2.4)
where Xγ is at position i and X
∗
γ is at position j. Multiplication with Ωij
defines an element Ωij ∈ Endg(M ⊗ V ⊗d) and we finally set for 1 ≤ i ≤ d
yi = ∑
0≤k<i
Ωki + (2n − 1
2
) Id,(2.5)
By definition of Ω it is clear that yi is a g-endomorphism on M ⊗ V ⊗d.
Recall that a highest weight module for g is a g-moduleM which is generated
by a non-zero vector m ∈M satisfying n+m = 0 and hm ⊆ Cm. We say that M
is highest weight for short. Note that it satisfies Endg(M) = C. Denote by cλ
the value by which C acts on a module of highest weight λ.
Remark 2.6. The representation V ⊗V decomposes as a g-module into the ir-
reducible representations L(0), L(2ǫn), and L(ǫn+ǫn−1). A small computation
shows that on V ⊗ V the following equation holds
Ω = −prL(0)(cǫn id + σ) + σ.
Note that τ from (2.1) is a quasi-projection from V ⊗ V onto the copy of
the trivial representation L(0) inside V ⊗ V . A quick computation using the
explicit form of Ω given above shows that multiplication with Ω on V ⊗ V is
equal to the morphism σ − τ .
Associated with λ ∈ h∗ and the corresponding 1-dimensional module Cλ we
have the (ordinary) Verma module M(λ) = U(g)⊗U(b)Cλ of highest weight λ
and its irreducible quotient L(λ). For any highest weight module M we have:
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Lemma 2.7. There exist complex numbers (al(M))l≥0 such that e1yl1e1 =
al(M)e1 for l ≥ 0 in Endg(M ⊗ V ⊗d).
Proof. The case k = 0 follows directly from the definitions. Recalling Re-
mark 2.6, we first let d = 2 and consider the composition
f ∶M =M ⊗L(0) Ð→M ⊗ V ⊗ V yk1Ð→M ⊗ V ⊗ V e1Ð→M ⊗L(0) =M,
where the first map is the canonical inclusion. Now f is an endomorphism of
M , hence must be a multiple, say ak(M), of the identity. By pre-composing
with e1 we obtain e1y
k
1e1 = ak(M)e1. This identity also holds for d > 2 since
we just act by identities on the following tensor factors. 
Theorem 2.8. Let M be highest weight and ΞM = {ak(M) ∣ k ≥ 0} as in
Lemma 2.7. Then there is a well-defined right action of ⩔d(2n) on M ⊗ V ⊗d
defined by w.si = si(w), w.ei = ei(w), w.yj = yj(w), for w ∈M ⊗ V ⊗d, 1 ≤ i ≤
r − 1, 1 ≤ j ≤ r and k ∈ Z. In particular, we obtain an algebra homomorphism
ΨM = Ψd,nM ∶ ⩔d(ΞM) Ð→ Endg(M ⊗ V ⊗d)opp.(2.6)
Proof. We need to show that the assignment respects the relations of the
affine ⩔-algebra. This will be done in separate Lemmas in the Appendix.
Relation (1) is obvious, as are relations (2a) and (2b), while (2c) follows from
Lemma 11.1. Relation (3) is obvious as well and (4) follows from Lemma 2.7.
The relations (6a)-(6d) follow from Lemma 11.2, relation (5a) is trivial, while
(5b)) follows from Lemma 11.4 and (5c) from Lemma 11.5. Finally relation
(7) follows from Lemma 11.3 and relations (8a)-(8b) from Lemma 11.6. 
Remark 2.9. As seen in the proof of Theorem 2.8 the parameters ΞM of
⩔d(ΞM) depend on n and the highest weight of M . This is a substantial
difference to the type A situation. There, the degenerate affine Hecke algebra
acts on the endofunctor ⊗V ⊗r of O(gln) for any n, with V being the natural
representation of gln. This property plays an important role in the context of
categorification of modules over quantum groups, [70], [17], [20]. To achieve a
similar situation one needs to enlarge the algebra ⩔d(ΞM) to include the wk
for k ≥ 0 as central generators. Similar actions are described in [28, 2.2] and
for Birman-Murakawi-Wenzl algebras in [68].
Remark 2.10. The action defined here can also be modified to give an action
of ⩔d(ΞM) for a highest weight module M for a Lie algebra of types B or C
and their respective defining representation as V .
2.2. Cyclotomic quotients and admissibility. Recall from [6, Definition
2.10] that the parameters wa, a ≥ 0 are admissible if they satisfy the following
w2a+1 + 12w2a −
1
2
2a
∑
b=1
(−1)b−1wb−1w2a−b+1 = 0.(2.7)
We will call this recursion relation the admissibility conditions.
Definition 2.11. Given u = (u1, u2, . . . , ul) ∈ Cl we denote
⩔d(Ξ,u) =⩔d(Ξ)/∏li=1(y1−ui)
and call it the cyclotomic VW-algebra of level l with parameters u.
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Example 2.12. IfM = L(0) is the trivial representation, then the action from
Theorem 2.8 factors through the cyclotomic quotient
Brd(N) = ⩔d(ΞL(0))/(y1− (N−1)
2
)
,
with the notation already indicating that this is the usual Brauer algebra
Brd(N) introduced in [15], see [65, (2.2)]. In this case wa = N (N−12 )a for a ≥ 0
and they form an admissible sequence.
More generally, for δ ∈ C, the cyclotomic quotient
Brd(δ) = ⩔d(Ξ)/(y1− (δ−1)
2
)
(for Ξ = (δ ( δ−1
2
)a)
a≥0)
is the Brauer algebra of rank d with parameter δ, see e.g. [38], [50]. It has a
description as a diagram algebra with basis B(Brd) consisting of the Brauer di-
agrams which display partitions of 2d ordered elements into precisely d subsets
of order 2 (see e.g. (3.1) ignoring the decorations), with a diagrammatic multi-
plication rule involving δ. It obviously has dimension (2d−1)!! = 1⋅3⋅. . .⋅(2d−1).
As an algebra it is generated by the following Brauer diagrams for 1 ≤ i ≤ d−1.
si =
i i+1
ei =
i i+1
(2.8)
In fact, any Brauer diagram is a monomial in these generators.
Remark 2.13. In case M = L(0), N ≥ r, Theorem 2.8 turns then into the
classical faitful action of the Brauer algebra on tensor space, see e.g. [38],
in particular Brd(N) is semisimple. In fact, Brd(δ) is generically semisimple,
[84]; for δ ≥ 0 it is semisimple in precisely the following cases, see [16] or [71],
[4]: δ /= 0, and δ ≥ d − 1 or δ = 0, and d = 1,3,5.
Admissibility ensures the existence of a nice basis of ⩔d as follows: For
each Brauer diagram b ∈ B(Brd) we fix a monomial presentation in (2.8) and
consider the corresponding expression b in the affine VW-algebra. Then given
γ, η ∈ Zr≥0 and b ∈ B(Brd) we have the element yγ11 yγ22 ⋯yγdd byη11 yη22 ⋯yηdd ∈ ⩔d.
A monomial of this form (in the generators of ⩔d) is regular if γi /= 0 implies
that i is the left endpoint of a horizontal arc in b, and ηi = 0 if i∗ is the left
endpoint of a horizontal arc in b, see (3.1). These monomials form a basis for
⩔d by [65, Theorem 4.6] in case the parameters are admissible. Under some
additional admissibility condition, [6, Theorem A, Prop. 2.15], cyclotomic
quotients inherit a basis:
Proposition 2.14. If the wa, a ≥ 0 are u-admissible then ⩔d(Ξ,u) has di-
mension ld(2d − 1)!!. The regular monomials with 0 ≤ γi, ηi < l for 1 ≤ i ≤ r
form a basis B(⩔d(Ξ,u)).
For the definition of u-admissibility see [6, Def. 3.6]. We only need the
special example from [6, Lemma 3.5]:
Example 2.15. Assume the entries of u are pairwise distinct and non-zero.
Then the wa = ∑li=1(2ui − (−1)l)uai ∏1≤j/=i≤l ui+ujui−uj for a ≥ 0 form a u-admissible
sequence.
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2.3. A special case. In the following we study Theorem 2.8 for special choices
forM , namely certain parabolic Verma modules. Recall our choice of parabolic
p from Section 1. To δ ∈ Z we associate the weight
δ = δω0 = δ/2 n∑
i=1
ǫi,
with ω0 the fundamental weight of g corresponding to α0. In particular, δ ∈ Λ
and we have the Verma module Mp(δ).
Proposition 2.16. For λ ∈ Λ, Mp(λ) ⊗ V has a filtration with sections iso-
morphic to Mp(λ ± ǫj) for all j ∈ I+ such that λ ± ǫj ∈ Λ and each of these
Verma modules appearing exactly once.
Proof. This is a standard consequence of (1.1) and the tensor identity, see [43,
Theorem 3.6], using that V has weights ±ǫj for j ∈ I+ with multiplicity 1. 
Applying Proposition 2.16 iteratively, we obtain a bijection between Verma
modulesMp(µ) appearing as subquotients in a Verma filtration ofMp(δ)⊗V ⊗d
and d-admissible weight sequences or Verma paths ending at µ where the latter
is defined as follows: For fixed d ≥ 1 and δ ≥ 0 a weight µ ∈ Λ is called
d-admissible for δ if there is a sequence
δ = λ1 → λ2 → ⋯→ λd = µ(2.9)
of length d, starting at δ and ending at µ, of weights in Λ such that λi+1 differs
from λi by adding precisely one weight of V , i.e. λi+1 = λi ± ǫj for some j ∈ I+.
For instance, there are eight 2-admissible weight sequences for δ.
δ → δ − ǫ1 → δ − 2ǫ1, δ → δ − ǫ1 → δ − ǫ1 − ǫ2,
δ → δ − ǫ1 → δ, δ → δ − ǫ1 → δ − ǫ1 + ǫn,
δ → δ + ǫn → δ + 2ǫn, δ → δ + ǫn → δ + ǫn + ǫn−1,
δ → δ + ǫn → δ, δ → δ + ǫn → δ + ǫn − ǫ1.
Let Ad(δ) (resp, Ad(δ)(µ) ) be the set of all such Verma paths (ending at µ).
Proposition 2.17. As g-modules M(δ) ⊗ V ≅ M(δ − ǫ1) ⊕M(δ + ǫn) and
this is an eigenspace decomposition for the action of y1. The eigenvalues are
α = 1/2(1 − δ) and β = 1/2(δ +N − 1).
Proof. By Proposition 2.16, Mp(δ) ⊗ V has a Verma flag of length two with
the asserted Verma modules appearing. The filtration obviously splits since
they have different central character. The Casimir C acts on a highest weight
module with highest weight λ by cλ = ⟨λ,λ + 2ρ⟩, see e.g. [64, Lemma 8.5.3]
and on the tensor product Mp(δ)⊗ V as ∆(C) = C ⊗ 1 + 1⊗C + 2Ω0,1. Hence
y1 − N−12 acts on the summands M
p(δ + ν) of Mp(δ)⊗ V by
1/2 (⟨δ + ν, δ + ν + 2ρ⟩ − ⟨δ, δ + 2ρ⟩ − ⟨ǫn, ǫn + 2ρ⟩) =
⎧⎪⎪⎨⎪⎪⎩
−δ/2 − (n − 1) if ν = −ǫ1
δ/2 if ν = ǫn
The statement follows now from the definition of α and β. 
Definition 2.18. From now on set α = 1/2(1 − δ) and β = 1/2(δ +N − 1) and
abbreviate ⩔d =⩔d(ΞMp(δ)) and ⩔d(α,β) =⩔d(ΞMp(δ);α,β) in the notation
from Theorem 2.8.
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Corollary 2.19. For M =Mp(δ), the action (2.6) factors through the cyclo-
tomic quotient with parameters (α,β) inducing an algebra homomorphism
Ψd,n
Mp(δ) ∶ ⩔d(α,β) Ð→ Endg(Mp(δ)⊗ V ⊗d)opp.
Lemma 2.20. The elements wa of ΞMp(δ), a ≥ 0, satisfy the recursion formula
w0 = N , w1 = N (N−12 ), and for a ≥ 2
wa = (α + β)wa−1 − αβwa−2.(2.10)
Proof. By definition we have e1y
0
1e1 = e21 = Ne1, hence w0 = N . On the other
hand for any j ∈ I+ we have
e1y1e1(m⊗ vj ⊗ v∗j ) = ∑
k∈I
e1y1(m⊗ vk ⊗ v∗k)
Recalling (2.3), (2.5) this is equal to
e1∑
k∈I
⎛
⎝∑i∈I+X
∗
i m⊗Xivk ⊗ v
∗
k + ∑
α∈R(so2n)
Xαm⊗X∗αvk ⊗ v
∗
k
⎞
⎠ + N(N−1)2 e1m⊗ vj ⊗ v∗j
= e1∑
i∈I+
(∑
k∈I+
X∗i m⊗ ǫk(Xi)vk ⊗ v∗k − ∑
k∈I−
X∗i m⊗ ǫk(Xi)vk ⊗ v∗k)
+
N(N − 1)
2
e1m⊗ vj ⊗ v∗j .
We obtain w1 = N (N−12 ). Finally, y21 = (α+β)y1 −αβ by Proposition 2.17, and
hence e1y
n
1 e1 = (α + β)e1yn−11 e1 − αβe1yn−21 e1. 
Lemma 2.21. The wa from Lemma 2.20 are explicitly given as
wa = N a∑
k=0
αa−k (N/2 − α)k − N/2 a−1∑
k=0
αa−1−k (N/2 − α)k(2.11)
Proof. For a = 0,1 the claim follows immediately. Note that the recursion for-
mula (2.10) has the general solution wa = Aαa+Bβa with boundary conditions
A +B = N and Aα +Bβ = N/2(N − 1), see e.g. [56, Theorem 33.10]. Hence
A = 1
α−β
(N/2(N − 1) −Nβ) = 1
α−β
(Nα − N/2)
and therefore
wa = N(α − 1/2)αa − βa
α − β
+Nβa = N(α − 1/2) a−1∑
k=0
αa−1−kβk +Nβa.(2.12)
The lemma follows then by substituting β = N/2 − α. 
For convenience we give a direct proof of the following result (which could
alternatively be deduced from Lemma 2.24 using [6, Corollary 3.9]).
Proposition 2.22. The wa from (2.11) are admissible, i.e. satisfy (2.7).
Proof. Set Q(a) = N ∑ak=0αa−k (N/2 − α)k. Then wa = Q(a) − 1/2Q(a − 1) and
the admissibility condition (2.7) is for m = 2a + 1 equivalent to
0 = 2Q(m) − 1/2Q(m − 2) +R
−
m−1
∑
b=1
(−1)b−1 (Q(b − 1)Q(m − b) + 1/4Q(b − 2)Q(m − b − 1))(2.13)
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where R = ∑m−1b=1 (−1)b−1(Q(b − 2)Q(m − b) +Q(b − 1)Q(m − b − 1)) = 0, since
Q(−1) = 0 by definition and then
R = m−1∑
b=0
(−1)bQ(b − 1)Q(m − b − 1) + m∑
b=1
(−1)b−1Q(b − 1)Q(m − b − 1)
= (−1)m−1Q(m − 1)Q(−1) +Q(−1)Q(m − 1) = 0.
By the right hand side of (2.13), it is enough to show that S(t) = 2Q(t) −
∑tb=1(−1)b−1Q(b − 1)Q(t − b) = 0 for t =m,m − 1. For this we consider S(t) as
a polynomial in N and show that all the coefficients vanish. First note that
2Q(t) = 2N t∑
k=0
αt−k
k
∑
r=0
(k
r
)1/2rN r(−α)k−r = t∑
k=0
k
∑
r=0
(k
r
)1/2r−1(−1)k−rαt−rN r+1.
Hence the coefficient in front of N s+1 equals
cs+1 = 1/2s−1(−1)sαt−s t∑
k=0
(−1)k(k
s
).(2.14)
On the other hand
t
∑
b=1
(−1)b−1Q(b − 1)Q(t − b) = N2 t∑
b=1
(−1)b−1 b−1∑
r=0
t−b
∑
j=0
αb−1−r+t−b−j (N/2 − α)r+j ,
hence the coefficient in front of N s+1 equals
ds+1 = 1/2s−1(−1)sαt−s t∑
b=1
b−1
∑
r=0
t−b
∑
j=0
(−1)b+r+j(r + j
s − 1
).(2.15)
Clearly c0 = 0 = d0 and then cs+1 = ds+1 for all s ≥ 0 by Lemma 2.23 below. 
Lemma 2.23. Let m ≥ 0 be odd and s ≥ 1. Then
m
∑
k=0
(−1)k(k
s
) = m∑
b=1
b−1
∑
r=0
m−b
∑
j=0
(−1)b+r+j(r + j
s − 1
).(2.16)
Proof. For m = 1 the statement is clear. Let L(m) and R(m) be the left and
right side of (2.16). We assume L(m) = R(m) and want to deduce L(m+ 2) =
R(m+ 2) for which it is enough to show R(m+ 2)−R(m) = L(m+ 2)−L(m).
Since m is odd, the latter is equivalent to verifying
(m + 1
s
) − (m + 2
s
) = R(m + 2) −R(m)
Now by definition R(m + 2) −R(m) equals
m+1
∑
r=0
0
∑
j=0
(−1)m+r+j(r + j
s − 1
) + m∑
r=0
1
∑
j=0
(−1)m+r+j+1(r + j
s − 1
)
+
m
∑
b=1
b−1
∑
r=0
(−1)m+r+1(r +m + 1 − b
s − 1
) + m∑
b=1
b−1
∑
r=0
(−1)m+r(r +m + 2 − b
s − 1
)
=(−1)2m+1(m + 1
s − 1
) + m∑
r=0
(−1)m+r+2(r + 1
s − 1
) +m−1∑
r=0
(−1)m+r+1(r + 1
s − 1
)
+
0
∑
r=0
(−1)m(m + 1
s − 1
) +m−1∑
b=1
(−1)m+b(m + 1
s − 1
)
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= − (m + 1
s − 1
) + (m + 1
s − 1
) − (m + 1
s − 1
) − (m + 1
s − 1
) = (m + 1
s
) − (m + 2
s
).

Lemma 2.24. The sequence wa, a ≥ 0 from Lemma 2.21 is (α,β)-admissible.
Proof. Substituting N in (2.12) we obtain wa = α+βα−β (2αa+1 − 2βa+1 −αa + βa)
which is easy to see to agree with the formula for wa in Example 2.15. 
Corollary 2.25. The level l = 2 cyclotomic quotients ⩔d(α,β) are of dimen-
sion 2d(2d − 1)!! with basis B(⩔d(α,β)) given by the regular monomials from
Proposition 2.14.
3. Isomorphism theorem and special projective functors
3.1. The Isomorphism Theorem.
Theorem 3.1 (The Isomorphism Theorem). If n ≥ 2d and δ ∈ Z then the map
Ψd,n
Mp(δ) from Theorem 2.8 induces an isomorphism of algebras
Ψ(δ) ∶ ⩔d(α,β) Ð→ Endg(Mp(δ)⊗ V ⊗d)opp.
Proof. By definition it is an algebra homomorphism. It is injective by Propo-
sition 3.2 below and surjective since the dimensions agree, Corollary 3.9. 
Proposition 3.2. If n ≥ 2d and δ ∈ Z then Ψd,n
Mp(δ) from Theorem 2.8 induces
an injective map of algebras
Ψ(δ) ∶ ⩔d(α,β) Ð→ Endg(Mp(δ)⊗ V ⊗d)opp.
Proof. By Corollary 2.25 it is enough to show that the regular monomials
y
γ1
1 y
γ2
2 ⋯y
γd
d
by
η1
1 y
η2
2 ⋯y
ηd
d
for b ∈ B(Brd) and 0 ≤ γi, ηi < 2 are mapped to linearly
independent morphisms. It might help to see basis elements diagrammatically
by drawing the Brauer diagram with small decorations indicating the yi’s, e.g.
(3.1)
stands for y4by1y10y11 ∈ B(⩔d(α,β)) where b corresponds to the Brauer di-
agram in B(Brd) without the decorations. Sliding a decoration through an
arc produces a linear combination of basis vectors according to Definition 2.1,
(VW.7), (VW.8).
By Remark 2.6 and (2.3) we have yi = Ω0,i + x, where x is some Brauer
algebra element. Let now m ∈Mp(δ) be a highest weight vector. Then Xγm =
0 for Xγ ∈ n+ and furthermore X−(ǫi+ǫj)m = 0 for all i > j because of our
specific choice of δ. (Note that E(δ) is one dimensional in the description of
Mp(δ) from (1.1).) Applying (2.3) we obtain for any a ∈ I+
Ω0,1m⊗ va = δ2m⊗ va, Ω0,1m⊗ v−a = δ2m⊗ va +∑
i/=a
aiX−(ǫi+ǫj)m⊗ vi
for some ai ∈ C∗. The pm ⊗ vi1 ⊗ vi2 ⊗⋯ ⊗ vid−1 ⊗ vid , where p runs through
all monomials in the variables X−(ǫi+ǫj) for i, j ∈ I+ with i > j form a basis
B(Mp(δ)⊗ V ⊗d) of Mp(δ)⊗ V ⊗d. (Note that the X−(ǫi+ǫj)’s commute due to
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the structure of the root system). In particular, yrm⊗ va equals⎧⎪⎪⎨⎪⎪⎩
∑i/=ir airX−(ǫi+ǫir )vi1 ⊗⋯⊗ vir−1 ⊗ vi ⊗ vir+1 ⊗ vid + (†) if −a ∈ I+,(†) if a ∈ I+,(3.2)
where (†) stands for some linear combination of basis vectors where the above
mentioned monomials have degree zero.
Now consider a standard basis vector γ ∈ B(⩔d(α,β)). Take its diagram
(3.1) and label the vertices with numbers from {i,−i ∣ 1 ≤ i ≤ 2d} as follows:
Label all vertices at the top from left to right by d+1 to 2d and at the bottom
from left to right by −1 to −d. In case there is a vertical arc without decoration
connecting two vertices replace the label at the top endpoint with the label at
the bottom endpoint. If there is a horizontal arc without decoration change
the label at the right endpoint to the negative of the left endpoint. In the
resulting diagram the labels, say a and b, at the endpoints of arcs satisfy the
following: ∣a∣ /= ∣b∣ and negative at the bottom and positive at the top if the
arc is decorated; a = b < 0 if the arc is undecorated and vertical; and a = −b
if the arc is undecorated and horizontal. Moreover, no number appears more
than twice. In the example (3.1) we get 12,−3,−2,15,−5,−15,−6,−8, 20, 21,22
at the top and −1,−2,−3,−4,−5,−6,−7,−8,−9, 9,−11 at the bottom.
Let now S = ∑γ∈B(⩔d(α,β)) rγΨ(δ)(γ) = 0 with rγ ∈ C. Pick γ ∈ B(⩔d(α,β))
corresponding to a diagram with all arcs decorated. and let (−ai, bi), 1 ≤ i ≤ d,
ai, bi > 0 be the pairs of labels attached to each arc. Then, by (3.2) the
coefficient of X−(ǫa1+ǫb1)⋯X−(ǫad+ǫbd)m⊗v1⊗⋯⊗vd when expressing Sm⊗v−1⊗
⋯⊗v−d in our basis is precisely rγ , hence rγ = 0. Repeating this argument gives
cγ = 0 for all diagrams with all strands decorated. Next pick γ′ ∈ B(⩔d(α,β))
which corresponds to a diagram with all arcs except one decorated and let
j1, . . . jd and j
′
1, . . . j
′
d be the associated labels at the bottom respectively top
of the diagram read from left to right. Let (−ai, bi), 1 ≤ i ≤ d − 1, ai, bi >
0 be the pairs of labels attached to each arc. By (3.2), the coefficient of
X−(ǫa1+ǫb1)⋯X−(ǫad−1+ǫbd−1)m⊗ vi1 ⊗⋯vid when expressing Sm⊗ vj1 ⊗⋯vjd in
our basis is then precisely rγ′ . Hence rγ′ = 0 for all diagrams with only one
undecorated arc. Proceeding like this gives finally rγ = 0 for all γ. Hence
linear independence follows. 
3.2. Bitableaux and Verma paths. Based on [6] we introduce a labelling
set for a basis in the cyclotomic quotients and connect it with the counting of
Verma modules from Proposition 2.16 via the diagrammatic weights.
A partition of d is a sequence λ = (λ1, λ2, . . .) of weakly decreasing non-
negative integers with size ∣λ∣ = ∑i≥1 λi = d. We identify a partition with its
Young diagram containing λi boxes in the i-th row and call its top left vertex
the origin. The set of all partitions will be denoted by P1, respectively P1d if
we fix the size to be d. A bipartition of d is an ordered pair λ = (λ(1), λ(2)) of
partitions with size ∣λ∣ = ∣(λ(1), λ(2))∣ = ∣λ(1)∣ + ∣λ(2)∣ = d. We denote the set of
bipartitions by P2, respectively P2d if we fix the size to be d.
An up-down-bitableau of length d (or up-down-d-bitableau) is a sequence(λ(0) = (∅,∅), λ(1),⋯, λ(d)) of bipartitions such that consecutive elements,
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λ(i + 1) and λ(i), differ by removing or adding a single box. We denote by
T 2 ⊃ T 2d ⊃ T 2d (λ) and T 1 ⊃ T 1d ⊃ T 1d (λ)
the set of all up-down-bitableaux, respectively those with a fixed length and
those with fixed length and final bitableaux λ and similarly for tableaux. From
[6] it follows in particular that for l = 1,2
∑
λ
∣T ld (λ)∣2 = ld(2d − 1)!!.(3.3)
Recall the diagrammatic weights from Section 1.2. We will abuse notation and
denote the diagrammatic weight aλ by λ as well for λ ∈ Λ. The diagrammatic
weight δ is then (The first and third are in Xn, the second in X

n).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
○
0
○ ○ ○
δ−2
2
∨
δ
2
∨ ∨ ∨ ∨
δ+N−2
2
○ ⋯ if δ > 0 even,
○
1
2
○ ○ ○
δ−2
2
∨
δ
2
∨ ∨ ∨ ∨
δ+N−2
2
○ ⋯ if δ > 0 odd,
⧫
0
∨ ∨ ∨ ∨ ∨ ∨ ∨ ∨
n
○ ⋯ if δ = 0.
In light of Corollary 3.9 we stick here to the case δ ≥ 0.
Suppose we are given a d-admissible weight sequence as in (2.9)
δ = λ1 → λ2 → . . . → λd.(3.4)
We are going to represent this diagrammatically by what we call a Verma path
of length d (depending on the parameter δ ∈ Z≥0), similar to the diagrams in
[20], [21]. Note that, since the weights λi and λi+1 differ only by some ±ǫj and
let ri = ∣λij ∣ and si = ∣λij ± 1∣, the associated weight diagrams differ precisely at
the coordinates ri and si.
Definition 3.3. The Verma path associated with a weight sequence (3.4) is
given as follows: first draw the corresponding sequence of weight diagrams
from bottom to top.
0 0 0 0 0 0 0 0
1/2 1/2
(3.5)
Then for each i = 1, . . . , d − 1, we insert vertical line segments connecting all
coordinates strictly smaller or strictly larger than ri and si that are labelled
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∨ or ∧ in λi and λi+1 and connect the remaining coordinates ri and si of λi
and λi+1 as in the appropriate one from (3.5).
Note that in the third row of (3.5) any strand might need to be decorated
with a ● as in the fourth row. To determine this, replace ⧫ by either ∧ or ∨
such that the diagram has an even number of ∨’s in that row. If the strand is
not oriented as in the first or second row, then a decoration ● must be added.
Example 3.4. The first eight pictures in (3.6) display the Verma paths for
d = 2 and δ > 1, representing the eight Verma modules appearing in a Verma
filtration of Mp(δ)⊗V ⊗d. In case δ = 1, the first picture has to be replaced by
the last one. Note the ● in the last Verma path that indicates that the symbol
⧫ at position 0 in the second row would need to be substituted with a ∧ to
obtain an even number of ∨’s.
(3.6)
Definition 3.5. To a weight λ appearing in a Verma path of length d ≤ n we
assign a bipartition ϕ(λ) = (λ(1), λ(2)) with λ(1)i = −mi and λ(2)i =ms+i, where
s is such that λ − δ = ∑ni=1miǫi with mi ≤ 0 for 1 ≤ i ≤ s and mi > 0 for i > s.
It is convenient to draw here the bipartition ϕ(λ) ∈ T 2(d), d ≤ n, by first
transposing both diagrams, then rotating the second by 180 and then arranging
them in the plane such that their origins are positioned at the coordinates (0,0)
and (0, n) respectively. The i-th column contains then mi boxes arranged
below the x-axis if mi < 0 and above if mi > 0. Let (λt, tµ) denote the
resulting diagram. For example, the bipartition (3,2,1,1), (2,2,1) is displayed
as follows:
⎛⎜⎜⎝
λ = , µ =
⎞⎟⎟⎠
⋮
−2
−1
1
2
⋮
0(3.7)
Definition 3.6. We label columns from left to right by 0,1,2, . . . and the
rows increasing from top to bottom such that the λt has rows 1,2, . . . and tµ
has rows −1,−2,⋯ (with a ”ground state line” counted 0, horizontally between
the two diagrams). The content c(b) of a box b is its column number minus its
row number, c(b) = col(b) − row(b) and the content with charge δ/2 is defined
as cδ(b) = δ/2 + c(b).
20 M. EHRIG AND C. STROPPEL
For (3.7) we have the contents:
δ
2
−1
δ
2
−2
δ
2
−3
δ
2
δ
2
−1
δ
2
+1
δ
2
+2
δ
2
+n−2
δ
2
+n
δ
2
+n−1
δ
2
+n+1
δ
2
+n
(3.8)
Then we can read off the corresponding diagrammatic weight λ ∈ Λ by set-
ting I(λ) = {contδ(λ,µ)} = {cδ(bi) ∣ 1 ≤ i ≤ n}, where the bi are the boundary
boxes of the columns. In the above example (with the relevant boxes shaded
grey) we obtain I(λ) = δ
2
+ {−3,−1,1,2, . . . , n − 4, n − 2, n,n + 1}. In particu-
lar, δ corresponds to the bipartition (∅,∅). In this way, any t ∈ Td defines a
sequence cont(t) of diagrammatic weights.
Proposition 3.7. Let n, δ ∈ Z≥0. Assume n ≥ δ. Then the assignment t ↦
cont(t) defines a bijection, with inverse map λ↦ ϕ(λ),
Td = {up-down bitableaux of length d}
↕
Ad(δ) = {Verma paths of length d starting at δ}
inducing also a bijection between ⋃0≤k≤⌊d
2
⌋P2d−2k and the set of weights appear-
ing at the end of a path in Ad(δ).
Proof. The empty bipartition (∅,∅) corresponds to the weight δ + ρ. Adding
(resp. removing) a box in the j-th column of the first partition corresponds
to subtracting ǫj from (resp. adding ǫj to) the weight. On the other hand,
adding (resp. removing) a box in the (n−j)-th column of the second partition
corresponds to adding ǫj to (resp. subtracting ǫn−j from) the weight. The
result is then an allowed weight if and only if adding (resp. removing) the box
produces a new bipartition. Then the claim follows from the definitions. 
For Mp(λ) ∈ Op(n) we denote by L(λ) its irreducible quotient and by
P p(λ) ∈ Op(n) its projective cover. For a module M in category Op(n) with
Verma flag (i.e with a filtration with subquotients isomorphic to parabolic
Verma modules) we denote by νM = (M ∶Mp(ν)) the multiplicity of Mp(ν) in
such a flag. By BGG reciprocity we have (P p(µ) ∶ Mp(ν)) = [Mp(ν) ∶ L(µ)]
where the latter denotes the Jordan-Ho¨lder multiplicity of L(µ) in Mp(ν).
Proposition 3.8. The following holds in Op(n):
(1) dimHomg(P p(λ), P p(µ)) = ∑ν∈Λ νP p(λ)νP p(µ), the number of Verma
modules which appear at the same time in P p(λ) and in P p(µ).
(2) If P is a projective object then dimEndg(P ) = ∑ν∈Λ(νP )2.
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Proof. Let Λλ,µ = {ν ∈ Λ ∣ νP p(λ) /= 0, νP p(µ) /= 0}. Then
dimHomg(P p(λ), P p(µ)) = [P p(µ) ∶ L(λ)]
= ∑
ν∈Λ
(P p(µ) ∶Mp(ν))[Mp(ν) ∶ L(λ)] =∑
ν∈Λ
νP p(µ)νP p(λ) = ∑
ν∈Λλ,µ
1 ⋅ 1,
where for the last equality we used that the multiplicities are at most 1. This
follows for regular weights for instance from [53, Theorem 2.1] and for singular
weights from Lemma 4.4 below. Part (1) follows. Recall that P decomposes
into a direct sum of indecomposable projective modules P = ⊕µ aµP p(µ),
where aµ is the multiplicity of P
p(µ). Then
dimEndg(P ) = ∑
λ,µ∈Λ
aλaµ dimHomg(P p(λ), P p(µ))
= ∑
λ,µ∈Λ
aλaµ∑
ν∈Λ
νP p(µ)νP p(λ) = ∑
λ,µ∈Λ
aλaµ∑
ν∈Λ
νP p(µ)νP p(λ).
The proposition follows. 
The main result of this section is the following:
Corollary 3.9. We have dimEndg(Mp(δ)⊗V ⊗d)opp = 2d(2d−1)!!. Moreover,
Endg(Mp(δ)⊗ V ⊗d)opp ≅ Endg(Mp(−δ)⊗ V ⊗d) as algebras.
Proof. Let first δ ≥ 0. Since then Mp(δ) is projective in Op(n), so is Mp(δ)⊗
V ⊗d and therefore it has a Verma filtration. By Proposition 2.16 and the para-
graph afterwards νMp(δ)⊗V ⊗d equals the number of elements in Ad(δ) ending at
ν. Then the statement follows from Propositions 3.7 and 3.8 and the equality
(3.3). If δ < 0 then Mp(−δ) is a tilting module and the algebra isomorphism
follows from Ringel self-duality [61, Proposition 4.4] of Op(n). 
We want to stress that the reader familiar with branching graphs or cellular
bases should view our Verma paths as a generalization of tableaux adapted to
the case where the algebras are not semisimple.
4. Special projective functors and cup diagram combinatorics
In analogy to [20] we introduce special translation functors which will later
categorify the actions of the coideal subalgebras H and H in Section 7.
For this let Γ be a diagrammatic block, i.e. given by a block sequence and
a parity for the number of ∨’s and ×’s. Furthermore fix i ∈ Z≥0 + 1/2 if Γ is
supported on the integers and i ∈ Z≥0 if Γ is supported on half-integers.
Case i ≥ 1: We denote by Γi,+ and Γi,− the blocks, whose corresponding
block diagram differs from Γ diagrammatically only at the vertices i − 1/2 and
i + 1/2 as displayed in the following list (note that it has the same type of
integrality and the same parity):
Γi,+ ×○ ●● ●○ ×●
Γi,− ○× ●● ○● ●×
Γ ●● ×○ ○× ●○ ×● ○● ●×
(4.1)
Case i = 1/2: We denote by Γ1/2,+ and Γ1/2,− the blocks or in one instance
the sum of two blocks, whose corresponding block diagram differs from Γ
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diagrammatically only at the vertices 0 and 1 as displayed in the following list
(note that it has the same type of integrality):
Γ1/2,+ ⧫● ⧫○
Γ1/2,− ○× ○ ● +○●
Γ ⧫● ⧫○ ○× ○●
(4.2)
Here the entry ○ ● +○● means that we take the direct sum of the two blocks
with the same underlying block diagram but the two possible choices of parity.
Case i = 0: Let Γ0 be given by the same block diagram as Γ but with the
opposite parity.
4.1. Special projective functors.
Definition 4.1. Denote the projections onto Op
Γ
(n) by
pr1Γ ∶ Op1(n)Ð→ OpΓ(n) prΓ ∶ Op (n)Ð→ OpΓ(n).
We define special projective functors for i ∈ Z≥0 + 1/2 by
Fi,− = ⊕Γ (pr1Γi,− ○(?⊗ V ) ○ pr1Γ) ∶ Op1(n) Ð→ Op1(n),
Fi,+ = ⊕Γ (pr1Γi,+ ○(?⊗ V ) ○ pr1Γ) ∶ Op1(n) Ð→ Op1(n),
and for i ∈ Z≥1 by
Fi,− = ⊕Γ (prΓi,− ○(?⊗ V ) ○ prΓ) ∶ Op (n) Ð→ Op (n),
Fi,+ = ⊕Γ (prΓi,+ ○(?⊗ V ) ○ prΓ) ∶ Op (n) Ð→ Op (n),
F0 = ⊕Γ (prΓ0 ○(?⊗ V ) ○ prΓ) ∶ Op (n) Ð→ Op (n).
In each case the direct sums are over all blocks Γ, where Γi,−, resp. Γi,+, resp.
Γ0 are defined.
Note that Fi,− and Fi,+ are biadjoint and F0 is selfadjoint, since V is self-
dual. Hence they are exact and send projective modules to projectives mod-
ules. The following Proposition (see Section 11.2 for the proof), describes the
acton of special projective functors on indecomposable projective, Verma and
simple modules. In Section 4.2 we give the diagrammatic interpretation.
The symbols ⟨i⟩ in Proposition 4.2 refer to a grading shift which should, for
now, be ignored. It only makes sense in the graded setup of Proposition 6.3.
Proposition 4.2. There are isomorphisms of functors
F = (?⊗ V ) ≅ ⊕
i ∈Z≥0+1/2
(Fi,− ⊕Fi,+) ∶ Op1(n)Ð→ Op1(n), and
F  = (?⊗ V ) ≅ ⊕
i ∈Z>0
(Fi,− ⊕Fi,+)⊕F0 ∶ Op (n)Ð→ Op (n).
Let λ ∈ Xn and i ∈ Z≥1 + 1/2 or λ ∈ Xn and i ∈ Z≥1. For x, y ∈ {○,∧,∨, ×}, let
λxy denote the diagrammatic weight obtained by relabelling λ(i−1/2) to x and
λ(i+1/2) to y. Then we have
(a) λ = λ∨○ ∶ Fi,−P p(λ) ≅ P p(λ○∨), Fi,−Mp(λ) ≅Mp(λ○∨), Fi,−L(λ) ≅ L(λ○∨).
(b) λ = λ∧○ ∶ Fi,−P p(λ) ≅ P p(λ○∧), Fi,−Mp(λ) ≅Mp(λ○∧), Fi,−L(λ) ≅ L(λ○∧).
(c) λ = λ×∨ ∶ Fi,−P p(λ) ≅ P p(λ∨×), Fi,−Mp(λ) ≅Mp(λ∨×), Fi,−L(λ) ≅ L(λ∨×).
(d) λ = λ×∧ ∶ Fi,−P p(λ) ≅ P p(λ∧×), Fi,−Mp(λ) ≅Mp(λ∧×), Fi,−L(λ) ≅ L(λ∧×).
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(e) λ = λ∨∧ ∶ Fi,−P p(λ) ≅ P p(λ○×)⊕P p(λ○×)⟨2⟩, Fi,−Mp(λ) ≅Mp(λ○×),Fi,−L(λ) ≅ L(λ○×).
(f) λ = λ∧∨ ∶ Fi,−Mp(λ) ≅Mp(λ○×) ⟨1⟩ and Fi,−L(λ) = {0}.
(g) λ = λ×○ ∶
(1) Fi,−P p(λ) ≅ P p(λ∨∧)⟨−1⟩;
(2) there is a short exact sequence
0→Mp(λ∧∨)→ Fi,−Mp(λ)→Mp(λ∨∧) ⟨−1⟩→ 0;
(3) [Fi,−L(λ) ∶ L(λ∨∧)⟨±1⟩] = 1 and all other composition factors are of
the form L(µ) for µ with µ = µ∨∨, µ = µ∧∧ or µ = µ∧∨;
(4) Fi,−L(λ) has irreducible socle and head isomorphic to L(λ∨∧).
(h) λ = λ∨∨ ∶ Fi,−Mp(λ) = Fi,−L(λ) = {0}.
(i) λ = λ∧∧ ∶ Fi,−Mp(λ) = Fi,−L(λ) = {0}.
(j) For the statements with Fi,+, interchange all occurrences of ○ and ×.
Let λ ∈ Xn. For x, y ∈ {○,∧,∨, ×,⧫} let λxy denote the diagrammatic weight
obtained by relabelling λ0 to x and λ1 to y. Then we have
(k) λ = λ⧫∨ ∶ F1/2,−P p(λ) ≅ P p(λ○×) ⟨1⟩ , F1/2,−Mp(λ) ≅Mp(λ○×) ⟨1⟩ ,F1/2,−L(λ) ≅ L(λ○×) ⟨1⟩.
(l) λ = λ⧫∧ ∶ F1/2,−P p(λ) ≅ P p(λ○×), F1/2,−Mp(λ) ≅Mp(λ○×),F1/2,−L(λ) ≅ L(λ○×).
(m) λ = λ⧫○ ∶ F1/2,−P p(λ) ≅ P p(λ○∧)⊕ P p(λ○∨),F1/2,−Mp(λ) ≅Mp(λ○∧)⊕Mp(λ○∨),F1/2,−L(λ) ≅ L(λ○∧)⊕L(λ○∨).
(n) λ = λ○∨ ∶ F1/2,+P p(λ) ≅ P p(λ⧫○), F1/2,+Mp(λ) ≅Mp(λ⧫○), F1/2,+L(λ) = {0}.
(o) λ = λ○∧ ∶ F1/2,+P p(λ) ≅ P p(λ⧫○), F1/2,+Mp(λ) ≅Mp(λ⧫○), F1/2,+L(λ) = {0}.
(p) λ = λ○× ∶
(1) F1/2,+P p(λ) ≅ P p(λ⧫∧) ⟨−1⟩;
(2) there is a short exact sequence
0→Mp(λ⧫∨)→ F1/2,+Mp(λ)→Mp(λ⧫∧) ⟨−1⟩→ 0;
(3) [F1/2,+L(λ) ∶ L(λ⧫∧) ⟨±1⟩] = 1 and all other composition factors are of
the form L(µ) for µ with µ = µ⧫∨,
(q) λ = λ⧫× ∶ F1/2,−P p(λ) = F1/2,−Mp(λ) = F1/2,−L(λ) = {0}.
(r) λ = λ○○ ∶ F1/2,−P p(λ) = F1/2,−Mp(λ) = F1/2,−L(λ) = {0}.
Let λ ∈ Xn. For symbols y ∈ {○,∧,∨, ×} let λy denote the diagrammatic
weight obtained by relabelling λ1/2 to y. Then we have
(s) λ = λ∧ ∶ F0P p(λ) ≅ P p(λ∨), F0Mp(λ) ≅Mp(λ∨), F0L(λ) ≅ L(λ∨).
(t) λ = λ∨ ∶ F0P p(λ) ≅ P p(λ∧), F0Mp(λ) ≅Mp(λ∧), F0L(λ) ≅ L(λ∧).
Remark 4.3. Note that each of the Fi,+, Fi,−, F0 is a translation functor in
the sense of [43]. It is either an equivalence of categories, a translation functor
to the wall, a translation functor out of the wall or, in the special case of F1/2,−
and the choice of a specific block diagram a direct sum of two translation
functors out of the wall. In contrast to the type A situation from [20] not all
translations to walls appear however as summands.
4.2. Projective modules and cup diagrams. In this section we indicate
how to make explicit calculations related to projective modules using decorated
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cup diagrams following [53]. We summarise how to associate a (decorated) cup
diagram λ to a diagrammatic weight λ, for details see [31, Definition 3.5].
Let λi for i ∈ Z ∪ (Z + 1/2) be the symbol at position i on the real positive
line. If λ0 = ⧫ treat this as either ∧ if the number of ∨ is even and as ∨
otherwise. Successively connect neighboured symbols on the line labelled ∨∧
by arcs (ignoring already joint symbols and symbols ○ or ×). If none of these
are left, successively connect from left to right pairs of two neighboured ∧’s
by an arc decorated with a ●. If a single ∧ remains, attach a vertical ray
decorated with a ● to it and finally attach a vertical ray to all remaining ∨.
Finally forget all symbols except ○ and ×. The result is denoted λ. Drawing a
weight µ on the real line above λ we say that the result is oriented if the labels
○ and × in µ and λ match up, undecorated rays are labelled with ∨, decorated
rays with ∧, undecorated cups with two distinct symbols, and decorated cups
with two equal symbols. The multiplicities µP (λ) are then easily calculated:
Proposition 4.4. For λ,µ ∈ Λ it holds
µP (λ) =
⎧⎪⎪⎨⎪⎪⎩
1 if µλ is oriented,
0 if µλ is not oriented.
Proof. For regular weights, i.e. weights which do not contain ×’s or ○’s this
was proved is [53, Theorem 2.1]. (Lemma 4.3 therein and the paragraph
afterwards makes the translation into our setup.) For singular weights observe
that diagrammatically the numbers stay the same if we remove the ×’s and
○’s. This corresponds Lie theoretically to the Enright-Shelton equivalence [33]
between singular blocks and regular blocks for smaller rank Lie algebras, and
hence the multiplicities agree. 
The action of the special projective functors on projectives can be calculated
easily in terms of yet another diagram calculus inside the Temperley-Lieb
category of type D, [40]. Let C be the free abelian group generated by λ,
λ ∈ Λ, and Fdiag ∶ C → C the Z-linear endomorphism defined as follows: Given
a basis vector λ pick a diagram ◻ from (4.3) which can be put on top of λ such
that the all symbols ○, ×, and ⧫ match. Note that whether a strand involving
⧫ has to carry a ● or not depends on how ⧫ needs to be interpreted to have an
even number of ∨ symbols.
1/2
(4.3)
The result is (up to isotopy) a digram with possibly some, say c(◻, λ), internal
circles and possibly more than one ● per strand. In case a circle has an odd
number of ● symbols on it, we set Fdiag◻ (λ) = 0. Otherwise let Fdiag◻ (λ) be
the decorated cup diagram obtained by cancelling pairs of ●’s on the same line
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and removing internal circles and define
Fdiag(λ) =∑
◻
(q + q−1)c(◻,λ)Fdiag◻ (λ),
where the sum runs over all possible diagrams ◻.
Theorem 4.5 (Diagrammatic translation of projectives). Let
Φ ∶K0(Op(n)) ∼ÐÐÐ→ C,
be the isomorphism of abelian groups, determined by Φ([P (λ)]) = λ. Then
Fdiag(Φ([P ])) = Φ([P ⊗ V ]) for any projective module P ∈Op(n).
Proof. In the case of columns 4-7 in (4.1), the group homomorphismK0(Fi,−) ∶
K0(OpΓ(n))→K0(OpΓi,−(n)) induced by Fi,− is an isomorphism when expressed
in the basis of the isomorphism classes of Verma modules; it has an inverse,
the morphism induced by Fi,+. They both agree with the morphism induced
from the restriction of F to these blocks. Hence indecomposable projectives
are sent to the corresponding indecomposable projectives. The corresponding
statement on the diagram side is obvious, involving the first four diagrams
from (4.3) only. In the case of column 2 or 3 in (4.1) we can apply to a
cup diagram λ exactly one of the first two diagrams from the second line of
(4.3). In each case the result is λ with an extra cup and we are done by
Proposition 4.2 (vii). Column 1 is the most involved situation. In this case λ
looks locally as one of the 18 diagrams in (4.4) drawn in thick black lines or
the same picture with ○ and × swapped. Together with the dashed lines they
indicate the result after applying the diagrammatic functor (the first two in
the second line give zero).
P (λ∧∨)
P (λ○×)
P (λ∧∨∧)
P (λ○×∧)
P (λ∨∨∧)
P (λ○×∧)
P (λ∨∧∨)
P (λ∨○×)
P (λ∧∧∨)
P (λ∧○×)
P (λ∨∧∧)
P (λ∨○×)
P (λ∧∧∧)
P (λ∨○×)
P (λ∨∨)
0
P (λ∧∧)
0
P (λ∨∧)
P (○×)⊕2
P (λ∨∧∨∧)
P (λ∨○×∧)
P (λ∧∧∨∧)
P (λ∧○×∧)
P (λ∨∧∧∧)
P (λ∧○×∧)
P (λ∧∧∧∧)
P (λ∨○×∧)
P (λ∨∨∧∧)
P (λ○×∧∧)
P (λ∨∨∧∧)
P (λ∨∨○×)
P (λ∧∨∧∧)
P (λ○×∧∧)
P (λ∧∨∧∧)
P (λ∧∨○×)
(4.4)
In the first seven non-zero pictures, we have only one possible orientation for
the displayed resulting diagram. On the other hand, there are at most two
orientations, for each choice of a diagram, of which exactly one corresponds to
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a Verma module which is not annihilated by F with the image in our chosen
blocks except of the last and penultimate diagram where none of the two is
annihilated. Similar arguments can be used for the functors F1/2,+, F1/2,−,
and F0. Comparing with Proposition 4.2 using Proposition 4.4, we see that
Fdiag(Φ([P ])) = Φ([P ⊗ V ]) in the basis of Verma modules. 
As a special case we obtain the following:
Corollary 4.6. Assume we are in case (f) of Proposition 4.2 and assume
there is no ∨ to the left of our fixed ∧∨ pair then Fi,−P p(λ) ≅ P p(λ○×).
Proof. By assumption and construction, the cup diagram λ looks locally at
our two fixed vertices as displayed in one of the pictures in the top line of the
following diagram. Applying Fdiag gives for each diagram precisely one new
diagram in the required block as displayed. Hence the statement follows by
applying Φ−1 and the definition of Fi,−. 
5. The cyclotomic quotient ⩔d(α,β)
For this whole section we will always assume n ≥ 2d. This is crucial
for all statements involving the idempotent zd from Definition 5.3.
The action of the commuting yi’s decomposes M
p(δ) ⊗ V ⊗d and ⩔d(α,β)
into generalized eigenspaces. Fix the sets J = δ/2 + Z and J< = δ/2 + Z<(n−1).
Definition 5.1. We identify ⩔d(α,β) with Endg(Mp(δ) ⊗ V ⊗d) via Theo-
rem 3.1. Define the orthogonal weight idempotents e(i), i ∈ Jd characterized
by the property that
e(i)(yr − ir)m = (yr − ir)m e(i) = 0
for each 1 ≤ r ≤ d and m≫ 0 (for instance m ≥ d is enough).
Then we have the generalized eigenspace decompositions
Mp(δ)⊗ V ⊗d =∑
i∈JdM
p(δ)⊗ V ⊗d e(i),
⩔d(α,β) =∑i∈Jd⩔d(α,β) e(i) and ⩔d(α,β) =∑i∈Jd e(i)⩔d(α,β)
as right respectively left modules. The quasi-idempotents ek only acts between
certain generalized eigenspaces:
Lemma 5.2. Let 1 ≤ k ≤ d − 1. If p = ∑i∈Jd,ik+1=−ik e(i) then we have ek =
pek = ekp = pekp. In particular e(i)ek = 0 = ek e(i) if ik+1 /= −ik.
Proof. Let m ∈ ⩔d(α,β) or Mp(δ) ⊗ V ⊗d be contained in the generalized
eigenspace for e(i), hencem e(i) /= 0. We claim that ifmek /= 0 then ir+1+ir = 0.
First note that for (yk+yk+1−ik+1−ik)rm = ∑ra=0(yk−ik)a(yk+1−ik+1)r−am = 0
for r ≫ 0. Hence m is in the µ = ik+1 + ik-generalized eigenspace for yk+1 + yk.
Then 0 = m(yk + yk+1 − µ)rek = mek(−µ)k by (8a). Hence µ = 0 and the
claim follows. Since the modules have a generalized eigenspace decomposition
pek = 0 = ekp. The rest follows analogously. 
5.1. The Brauer algebra idempotent. In this section we establish the
technical tools which allow us in [32] to identify the Brauer algebra Bd(δ)
as an idempotent truncation of ⩔d(α,β) and hence connect it with Lie theory.
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Definition 5.3. The Brauer algebra idempotent is defined as
zd = ∑
i∈(J<)d
e(i).
Multiplication by e(i) projects any⩔d(α,β)-module onto its i-weight space,
that is, the simultaneous generalised eigenspace for the commuting operators
y1, . . . , yr with respective eigenvalues i1, . . . , ir. By (3.8), Proposition 3.7 and
our assumption on n being large, the element zd is just the projection onto the
blocks containing Verma modules indexed by bipartitions of the form (λ,∅)
where λ is an up-down-tableau. (The corresponding weights are precisely those
λ which satisfy I(λ) ⊂ [−(δ/2 + n − 1), δ/2 + n − 1].)
Proposition 5.4. The algebra zd⩔d(α,β)zd has dimension (2d − 1)!!.
Proof. Using Proposition 3.7 and that the algebra has a basis given by Verma
paths that correspond to bipartitions of the form (λ,∅) gives the result. 
Theorem 5.5 (Semisimplicity theorem).
(1) The algebra ⩔d(α,β) is semisimple if and only if ∣δ∣ ≥ d − 1.
(2) The algebra zd⩔d(α,β)zd is semisimple if and only if δ /= 0 and ∣δ∣ ≥
d − 1 or δ = 0 and d = 1,3,5.
Proof. We first assume δ ≥ 0. Note that Endg(Mp(δ) ⊗ V ⊗d) is semisimple
if and only if Mp(δ) ⊗ V ⊗d is a direct sum of projective Verma modules. Or
equivalently if all occurring Verma modules have highest weight λ such that
λ + ρ is dominant. This is equivalent to the statement that the corresponding
diagrammatic weights do not contain two ∧’s, an ordered pair ∨∧ or a pair ⧫∧.
Starting from the diagrammatic weight δ we need precisely δ steps to create
an ∧ left to a ∨, hence δ+2 steps to create a ∨, ∧; we also need 2(δ/2+1) steps
to create a pair of two ∧’s and δ + 2 steps to create ⧫, ∧. Hence both algebras
are semisimple at least if d < δ + 2. Now in case (1), we always can add ǫn
without changing those pairs, an hence the algebra is not semisimple for all
d ≥ δ + 2. In case (2) with δ /= 0,1 we can always find some ○ at some position
< n and hence add or subtract some appropriate ǫj without changing the pair.
That means the truncated algebra is not semisimple for d ≥ δ + 2. For δ = 1
we need 3 steps to create a weight starting with ⧫ ∧ ○∨. Hence the algebra
is not semisimple and stays not semisimple, since we can always repeatedly
swap the ○ with the ∨ without changing the ⧫∧ pair. Hence (2) holds for any
δ > 0. In case δ = 0 one can calculate directly that it is semisimple in the cases
d = 1, d = 3, d = 5, but not in the cases d = 2,4,6 and for = 7 we obtain a weight
starting with ⧫∧∧∨. Since we can change the last two symbols ∧∨ into ○× and
back again without loosing the ⧫∧-pair, the algebra stays not semisimple for
d ≥ 7 and δ = 0.
For the case δ < 0 we use Corollary 3.9. The theorem follows. 
5.2. The basic algebra. Our next goal is to determine for δ ≥ 0 the projective
modules appearing in Mp(δ) ⊗ V ⊗d and hence the basic algebra underlying
Endg(Mp(δ)⊗ V ⊗d) for δ ∈ Z. Our main tool here is the notion of htδ which
measures the minimal length of a Verma path needed to create a Verma module
of a given weight.
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Definition 5.6. Let δ, d ∈ Z, δ ≥ 0, d ≥ 1 and µ ∈ Λ. The δ-height of µ is
defined as htδ(µ) = ∑ni=1 ∣(δ + ρ)i − (µ + ρ)i∣ = ∑ni=1 ∣δi − µi∣.
Note that, by Proposition 2.16, the highest weights λ occurring in a Verma
filtration of Mp(δ)⊗V ⊗d satisfy htδ(λ) ≤ d and htδ(λ) is precisely the number
of boxes in ϕ(λ), see (3.7), (3.8). The proof of the following two Propositions
is given in Section 11.3
Proposition 5.7. Let δ, d ∈ Z, δ ≥ 0, d ≥ 1. Then
Mp(δ)⊗ V ⊗d ≅⊕µ∈ΛaµP (µ)
with multiplicities aµ and aµ /= 0 if and only if htδ ≤ d and d − htδ is even.
Proposition 5.8. Let δ, d ∈ Z, δ ≥ 0, d ≥ 1. The set
S = S(δ, d) = {µ ∈ Λ ∣ htδ(µ) ≤ d,htδ(µ) ≡ d mod 2}(5.1)
is saturated in the following sense: if µ ∈ S and ν ∈ Λ such that µ and ν are
in the same block and ν ≥ λ then ν ∈ S.
5.3. Quasi-hereditaryness. The category Op(n) is a highest weight cate-
gory in the sense of [24], i.e. it is a category C with a poset (S,≤) satisfying
● C is a C-linear Artinian category equipped with a duality, that is, a
contravariant involutive equivalence of categories ⊛ ∶ C → C;
● for each λ ∈ S there is a given object L(λ) ≅ L(λ)⊛ ∈ C such that{L(λ)∣λ ∈ S} is a complete set of representatives for the isomorphism
classes of irreducible objects in C;
● each L(λ) has a projective cover P (λ) ∈ C such that all composition
factors of P (λ) are isomorphic to L(µ)’s for µ ∈ S;
● writing V (λ) for the largest quotient of P (λ) with the property that all
composition factors of its radical are isomorphic to L(µ)’s for µ > λ,
the object P (λ) has a filtration with V (λ) at the top and all other
factors isomorphic to V (ν)’s for ν < λ.
The poset S is hereby the set Λ of highest weights for irreducible modules with
the reversed Bruhat ordering ≤rBruhat; V (λ) is the parabolic Verma module of
highest weight λ and the duality is the standard duality from Op(n), [43].
The category ⩔d(α,β)opp − mod of finite dimensional (right) ⩔d(α,β)-
modules is also a highest weight category, by [6, Corollary 8.6], with poset
the set of bipartitions of d − 2t for 1 ≤ t ≤ ⌊d
2
⌋ equipped with the dominance
ordering defined below, V (λ) the cell module from [6, Section 6], and ⊛ the
ordinary vector space duality using Remark 2.2.
The category of finite dimensional Brd(δ)-modules with δ /= 0 is by [49,
Theorem 1.3], [25, Corollary 2.3] a highest weight category, with poset the set
of partitions of d − 2t for 1 ≤ t ≤ ⌊d
2
⌋ with the dominance ordering, V (λ) the
cell module from [25, Lemma 2.4] and ⊛, the ordinary vector space duality
using the analogue of Remark 2.2 for the Brauer algebra. In case δ = 0 it is a
highest weight category if and only if d odd.
For the following result recall the bijection from Proposition 3.7.
Theorem 5.9 (Highest weight structure). For fixed δ, d and S = S(δ, d) as in
(5.1) let Op(n, δ, d) be the full subategory of Op(n) given by all modules with
composition factors L(µ) with µ ∈ S. Then
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(1) Op(n, δ, d) inherits the structure of a highest weight category from
Op(n) with poset (S,≤rBruhat) and the V (λ) for λ ∈ S. The duality
on Op(n) restricts to the duality on the subcategory.
(2) The functor E = Homg(Mp(δ)⊗ V ⊗d,?) defines an equivalence
E ∶ Op(n, δ, d) ∼ÐÐÐ→⩔d(α,β)opp −mod
of highest weight categories, i.e. EP (λ) ≅ P (ϕ(λ)), EV (λ) ≅ V (ϕ(λ)),
EL(λ) ≅ L(ϕ(λ)) for any λ ∈ S(δ,λ) and E interchanges the dualities.
Proof. The first statement follows directly from Propositions 5.7 and 5.8, see
[29, Appendix]. The functor E is an equivalence of categories, hence induces
a highest weight structure on ⩔d(α,β)opp − mod and it is enough to show
that it agrees with the one defined in [6]. Using Remark 2.2 we can find
an isomorphism ⩔d(α,β)opp ≅ ⩔d(α,β) which we fix. Theorem 3.1 induces
an isomorphism Endg(Mp(δ) ⊗ V ⊗d)opp ≅ Endg(Mp(δ) ⊗ V ⊗d). Under the
identifications Op(n, δ, d) = Endg(Mp(δ) ⊗ V ⊗d)opp − mod = Endg(Mp(δ) ⊗
V ⊗d) − mod, the duality on Op(n, δ, d) corresponds to the ordinary duality
HomEndg(Mp(δ)⊗V ⊗d)(?,C) and hence our equivalence intertwines the dualities.
Since ϕ induces a bijection between the labelling sets of the two highest weight
structures, it is enough to show that one ordering refines the other which is
done in Lemma 5.12 below. 
Remark 5.10. Due to the fact that a Verma path only include diagrammatic
weights with the same integrality as δ, Op(n, δ, d) is either a subcategory of
Op1(n) or Op (n) depending on whether δ is even or odd.
Definition 5.11. The dominance ordering on P1 is defined by
λunrhd µ if ∣λ∣ > ∣µ∣ or ∣λ∣ = ∣µ∣ and k∑
j=1
λj ≥
k
∑
j=1
µj for any k ≥ 1;
and on P2 by λ = (λ1, λ2)unrhd µ = (µ1, µ2) if
∣λ∣ > ∣µ∣ or { ∣λ∣ = ∣µ∣ , λ(1) unrhd µ(1) and∣λ(1)∣ +∑kj=1 λ(2)j ≥ ∣µ(1)∣ +∑kj=1 µ(2)j for all k ≥ 0 } .
This order refines the reversed partial ordering on S via the bijection ϕ:
Lemma 5.12. For any λ,µ ∈ S(δ, d) we have, with ϕ as in Definition 3.5,
λ ≤rBruhat µ ⇒ ϕ(λ)unrhd ϕ(µ).
Proof. Recall that the Bruhat ordering is generated by basic swaps, turning
two symbols ∧∨ (in this order with only ○’s and ×’s between them) into a ∨∧
or two ∧’s into two ∨’s making the weight smaller. In the first case, the ∧
moves to the right and a ∨ moves to the left. The ∧ increases the number of
boxes in the first partition, whereas the ∨ increases the number of boxes in
the first partition or decreases the number of boxes in the second partition.
In any case however, the total number of boxes removed is at most the total
number of boxes added. Similarly, in case two if two ∧’s turn into two ∨’s, the
total number of boxes increases or stays the same, but the number of boxes
in the first partition increases. In both cases, the newly created bipartition is
larger in the dominance order. 
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Due to our assumptions on n ≥ 2d and thus the simple structure of the
idempotent zd, the category zdEndg(Mp(δ) ⊗ V ⊗d)oppzd −mod is equivalent
to a quotient category of Op(n, δ, d).
For Op1(n), resp. Op (n), we denote by prδ the projection onto those blocks
of diagrammatic weights λ satisfying λi = ○ for i ≥ δ/2 + n. For even δ we put
F̃ = prδ F prδ, otherwise F̃ = prδ F
 prδ. Let Pd = F̃
d(Mp(δ)). Then
Endg(Pd) = zdEndg(Mp(δ)⊗ V ⊗d)zd ≅ zd⩔d(α,β)oppzd,
with the latter isomorphism due to Theorem 3.1. We have the quotient functor
Homg(Pd,?) ∶ O(n, δ, d) Ð→ zd⩔d(α,β)zd −mod .
We will denote the corresponding quotient category by Op(n, δ, d)′. The proof
of the following result is standard and can be found Section 11.4.
Theorem 5.13. The highest weight structure on Op(n, δ, d) induces a highest
weight structure on Op(n, δ, d)′ iff δ /= 0 or δ = 0 and d odd or d = 0.
Remark 5.14. The truncated algebra zd⩔d(α,β)zd inherits always a cellular
algebra structure in the sense of [39] from⩔d(α,β), see [49]. By Theorem 5.13,
zd⩔d(α,β)zd is quasi-hereditary if and only if δ /= 0 or δ = 0 and d odd.
6. Koszulity and Gradings
We now deduce the existence of a hidden grading on the cyclotomic VW-
algebras. Recall that any block B of ordinary or parabolic category O for
g is equivalent to the category of modules over the endomorphism algebra
A = Endg(PB) of a minimal projective generator PB. By [12], A has a natural
Koszul grading which we fix. The category of finite dimensional graded A-
modules is called the graded version of B and denoted Bˆ. In case of Op(n),
the algebra A is the Khovanov algebra from [31] attached to the block.
Theorem 6.1 (Koszulity). Let d, δ ∈ Z≥0.
(1) The algebra ⩔d(α,β) is Morita equivalent to a Koszul algebra.
(2) The algebra zd⩔d(α,β)zd is Morita equivalent to a Koszul algebra if
and only if δ /= 0 or δ = 0 and d odd or d = 0.
Proof. The category Op(n) is a highest weight category and each block is
equivalent to a category of finite dimensional modules over a Koszul algebra
A = Endg(P ), [12]. Then A is standard Koszul by [1, Corollary 3.8]. Since
the set S is saturated, the algebra ⩔d(α,β) is again standard Koszul by [1,
Proposition 1.11]. Since it is standard Koszul and quasi-hereditary it is Koszul
by [1, Theorem 1]. The second statement follows by the same arguments using
Theorem 5.13. 
Any indecomposable projective, Verma or simple module in B as above has
a graded lift in Bˆ by [80, Theorem 2.1] and this lift is unique up to isomorphism
and overall shift in the grading, [78, Lemma 1.5]. We choose a lift such that
the head is concentrated in degree zero and call it the standard lift.
Remark 6.2. The Koszul grading on the basic algebra underlying ⩔d(α,β)
or zd⩔d(α,β)zd is unique up to isomorphism [12, Proposition 2.5.1]. Then, by
[75], Proposition 4.4 can be refined to graded decomposition numbers given by
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parabolic Kazhdan-Lusztig polynomials of type (Dn,An−1), see [53] for explicit
formulas and [31, Section 2.1] for an explicit description of the underlying basic
Koszul algebra.
Proposition 6.3. The special projective functors from Definition 4.1 lift to
Fˆ ≅ ⊕
i∈Z≥0+1/2
(Fˆi,− ⊕ Fˆi,+) ∶ Oˆp1(n)→ Oˆp1(n) and
Fˆ  ≅ ⊕
i∈Z>0
(Fˆi,− ⊕ Fˆi,+)⊕ Fˆ0 ∶ Oˆp (n)→ Oˆp (n)
satisfying the properties of Proposition 4.2 by replacing the F by Fˆ and in-
cluding the degree shifts ⟨i⟩.
Proof. By Remark 4.3 each summand is a translation functor to or out of
a wall or an equivalence of categories, hence the existence of graded lifts is
given by [78, Theorems 8.1 and 8.2]. (More precisely we first consider the
graded version of the non-parabolic category O where the graded lifts of the
translation functors exist and then observe that they induce also graded lifts
for the parabolic version as in [80, Section 2.1]. To deduce the formulas note
that our normalization is slightly different here, since we shift the translation
functor to the wall in [78] by ⟨1⟩ and the translation functor out of the wall
by ⟨−1⟩. Alternatively one could also mimic the arguments in [20] for the
Khovanov algebra of type D from [31]. 
Given a graded abelian category A, the Grothendieck group is a Z[q, q−1]-
module where qr acts by shifting the grading up by r. The Q(q)-vector space
obtained by extension of scalars is denoted K0(A). In particular, we have
K0 (Oˆp(n)) with the induced action of the graded special projective functors.
We describe this now in detail and generalize it to more general parabolics.
7. Coideal subalgebras and categorification theorems
7.1. Quantum groups. Our next goal is to introduce certain quantum sym-
metric pairs that is coideals of quantum groups. From now we work over the
ground field Q(q) of rational functions. The following constructions fall again
into two families, the even/half-integer family and the odd/integer family. To
be able to treat these cases simultaneously as much as possible we introduce
the following indexing sets:
I =Z + 1/2, I++ ={i ∈ I ∣ i ≥ 3/2}, J =Z, J+ ={j ∈ J ∣ j ≥ 1},
I =Z, I,++ ={i ∈ I ∣ i ≥ 1}, J =Z + 1/2, J,+ ={j ∈ J ∣ j ≥ 1/2}.
Definition 7.1. Let U = Uq(glZ) be the (generic) quantized universal envelop-
ing algebra for glZ. That means U is the associative unital algebra over Q(q)
in an indeterminate q with generators D±1j for j ∈ J and Ei, Fi for i ∈ I subject
to the following relations:
(i) all D±1j commute and DjD
−1
j = 1 for j ∈ J,
(ii) For i ∈ I and j ∈ J:
DjEiD
−1
j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
qEi for j = i − 1/2
q−1Ei for j = i + 1/2
Ei otherwise
DjFiD
−1
j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
qFi for j = i + 1/2
q−1Fi for j = i − 1/2
Fi otherwise
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(iii) Ei and Fi′ commute unless i = i
′ and in this case
EiFi − FiEi =
Di−1/2D−1i+1/2 −Di+1/2D
−1
i−1/2
q − q−1
.
(iv) If ∣i − i′∣ = 1 then
E2i Ei′ − (q + q−1)EiEi′Ei +Ei′E2i = 0
in all other cases EiEi′ = Ei′Ei.
(v) Analogously, if ∣i − i′∣ = 1 then
F 2i Fi′ − (q + q−1)FiFi′Fi +Fi′F 2i = 0
in all other cases FiFi′ = Fi′Fi.
The quantized enveloping algebra U  = Uq(glZ) is defined in exactly the
same way by replacing I with I and J with J in the definitions.
In U , respectively U , let Ki =Di−1/2D−1i+1/2 for i ∈ I, respectively i ∈ I. From
this definition it follows immediately that
KiEiK
−1
i = q
2Ei and KiFiK
−1
i = q
−2Fi.
Both U and U  are Hopf algebras with comultiplication ∆ defined by
∆(Ei) =Ki ⊗Ei +Ei ⊗ 1, ∆(Fi) = Fi ⊗K−1i + 1⊗ Fi, ∆(D±1j ) =D±1j ⊗D±1j .
Definition 7.2. Let V be the vector space on basis {vl ∣ l ∈ J}. The natural
representation of U is the representation on V given by the rules
Eivl = δi+1/2,lvl−1 Fivl = δi−1/2,lvl+1 D
±1
j vl = q
±δj,lvl
for i ∈ I and j ∈ J. The natural representation V of U  is defined analogously
using J as the indexing set for the basis; all formulas stay the same.
Remark 7.3. The action on V, respectively on V, can be illustrated as fol-
lows, showing how the Fi’s and Ei’s move between weight spaces and on which
weight space Dj acts by multiplication with q:
⋯ −2
F−5/2
E−5/2
D−2
−1
F−3/2
E−3/2
D−1
0
F−1/2
E−1/2
D0
1
F1/2
E1/2
D1
2
F3/2
E3/2
D2
⋯
F5/2
E5/2
⋯ −5/2
F−3
E−3
D−5/2
−3/2
F−2
E−2
D−3/2
−1/2
F−1
E−1
D−1/2
1/2
F0
E0
D1/2
3/2
F1
E1
D3/2
5/2
F2
E2
D5/2
⋯
F3
E3
The modules we are interested in are the quantum analogues of the funda-
mental representations of glZ.
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Definition 7.4. The k-th quantum exterior power ⋀kq V is the U-submodule
of ⊗kV with basis given by the vectors
vi = vi1 ∧⋯ ∧ vik = ∑
w∈Sk
(−q)ℓ(w)viw(1) ⊗⋯⊗ viw(k)(7.1)
for all i1 < ⋯ < ik from the index set J. Here, ℓ(w) denotes the usual length of
a permutation w in the symmetric group Sk.
The corresponding module ⋀kq V
 for U  is defined in the same way by again
just changing the indexing set for the basis.
Definition 7.5. The quantized universal enveloping algebra Uq(glN) is defined
as the associative unital algebra over the field of rational functions Q(q) with
the sets of generators
{Ei ∣ i ∈ I++} ∪ {Fi ∣ i ∈ I++} ∪ {D±1j ∣ j ∈ J+},
which satisfy the same relations as the generators of U by identifying Xi ∈
Uq(glN) with Xi in U for X ∈ {E,F,D}.
Definition 7.6. LetW denote the natural representation of Uq(glN) with basis{wj ∣ j ∈ J+} and consider the Uq(glN)-module ⋀rqW⊗⋀k−rq W, with monomial
basis
{(wi1 ∧⋯∧wir)⊗ (wj1 ∧⋯∧wjk−r) ∣ i1, . . . , ir, j1, . . . , jk−r ∈ J
+,
i1 < ⋯ < ir, j1 < ⋯ < jk−r
} .(7.2)
As before we can use I,++ and J,+ instead to define Uq(glN) with corresponding
natural representation W.
Remark 7.7. Although the definition of Uq(glN) gives a natural embedding
of Hopf algebras into both, U and U , we will be interested in another copy ofUq(glN) inside U and U  given by certain involution invariant generators.
7.2. Coideal subalgebra. We are interested in the quantization of the fixed
point Lie algebra gθ for a certain involution θ. This involution does not lift
to an embedding of Uq(gθ) into Uq(g) in any obvious way. A way around this
is to study coideal subalgebras (instead of Hopf subalgebras) of Uq(g) which
specialize to gθ. This was studied in [55] and [54], see also [48].
Definition 7.8. We fix the following elements in U
Bi = EiK
−1
−i + F−i (for i ∈ I ∖ {±1/2}),
B1/2 = E1/2K
−1
−1/2 +F−1/2, and B−1/2 = qE−1/2K
−1
1/2 + F1/2
and in U  we fix
Bi = EiK
−1
−i + F−i (for i ∈ I ∖ {0}) and B0 = q−1E0K−10 +F0.
Definition 7.9. Let R denote the commutative subalgebra of U generated by
the elements of the form (DjD−j)±1 for all j ∈ J. Analogously we have R the
commutative subalgebra of U  generated by all (DjD−j)±1 for all j ∈ J.
Definition 7.10. Let H be the subalgebra of U generated by the Bi for i ∈ I
and the subalgebra R. In analogy, let H be the subalgebra of U  generated
by the Bi for i ∈ I
 and the subalgebra R. We call H and H the coideal
subalgebras of U respectively U .
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The following lemma is straight-forward and justifies the name coideal.
Lemma 7.11. We have ∆(H) ⊂ H ⊗ U and ∆(H) ⊂ H ⊗ U , hence H ⊂ U
and H ⊂ U  are right coideal subalgebras of U respectively U .
Although H and H are not quantum groups, they each contain a copy of
the quantum group Uq(glN):
Lemma 7.12. The assignment
Ei ↦ Bi, Fi ↦ B−i, D±1j ↦ (DjD−j)±1 ,
for i ∈ I++ and j ∈ J+ extends to an injective map of algebras from Uq(glN) toH. We denote the image of this embedding by Uˇ.
Proof. Obviously the images of the Dˇ±1j ’s are pairwise inverse elements that
form a commutative subalgebra. Furthermore one checks that
DjD−jBi(DjD−j)−1 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
qBi if j = i − 1/2,
q−1Bi if j = i + 1/2,
Bi otherwise.
and that the analogous statement for B−i with inverse q’s holds as well. Com-
puting the commutator we obtain that [Bi,B−i] equals
[EiK−1−i , Fi] + [F−i,E−iK−1i ] = KiK
−1
−i −K−iK
−1
i
q − q−1
,
while [Bi,B−j] = 0 if i ≠ j. It remains to verify the quantum Serre relations,
which is a long, but straight-forward calculation and therefore omitted. 
Remark 7.13. By using the indexing set I,++ and J,+ for Uq(glN) we obtain
the same embedding for H and denote its image by Uˇ .
7.3. Quantized fixed points subalgebras. If we truncate our indexing set
at m, we obtain the coideal subalgebra of type (AIII) discussed in [55, Section
7] specializing to the Lie subalgebra glm × glm ⊂ gl2m (resp. glm × glm+1) of
fixed points under a certain involution Θ discussed in detail in Section 9.2.
The above embeddings from Lemma 7.12 and Remark 7.13 quantize what we
call the diagonally embedded glm there. To make the precise connection to
[55] and [48] we consider the following quantization of Θ.
Lemma 7.14. The assignments
Ei ↦ qK−iF−i, Fi ↦ q−1E−iK−1−i , Dj ↦D
−1
−j , Ki ↦K−i, q ↦ q
−1
define a q-antilinear involution θ on both U and U .
Proof. This is a straightforward calculation left to the reader. 
To match [55], we enlarge the quantum group U by including elements d±1j
for j ∈ J, satisfying d2j = Dj and similarly ki for i ∈ I. The relations for these
are the same as for their squares, with powers of q divided by two. Hence, for
this, we use Q(q1/2) as a base field. We call this algebra Ũ and construct Ũ 
analogously and fix the obvious extension of θ to these algebras.
Proposition 7.15. The involution θ ∶ Ũ → Ũ fixes the elements
B̃i = q
−1/2Bi k−ik−1i (for i ∈ I ∖ {±1/2}),
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B̃1/2 = q
−1/2B1/2 k−1/2k
−1
1/2, and B̃−1/2 = qB−1/2 k1/2k
−1
−1/2.
The involution θ ∶ Ũ  → Ũ  fixes the elements
B̃i = q
−1/2Bi k−ik−1i (for i ∈ I ∖ {0}) and B̃0 = B0.
Proof. This is just a straight-forward calculation. For example one checks
θ (q−1/2Eik−1i k−1−i ) = q3/2K−iF−ik−1−i k−1i = q−1/2F−ik−ik−1i . 
Remark 7.16. Note that elements k−ik−1i are in subalgebras R̃ respectivelyR̃ generated by the (did−1)±1. Thus together with these subalgebras, the Bi’s
and B̃i’s generate the same subalgebra of Ũ respectively Ũ .
The coideal subalgebras have a Serre type presentation very similar to the
quantum groups except that the Serre relations involving the generators B±1/2
and B0 are slightly modified (see [55, Theorem 7.1] for a general statement):
Proposition 7.17. The coideal subalgebra H is (as abstract algebra) isomor-
phic to the Q(q)-algebra Hˇ with generators
{Eˇi, Fˇi ∣ i ∈ I++} ∪ {Bˇ+, Bˇ−} ∪ {Dˇ±1j ∣ j ∈ J+} ∪ {Dˇ±10 },
subject to the following relations
(1) The Dˇ±1i generate a subalgebra isomorphic to R.
(2) The Eˇi, Fˇi, and Dˇ
±1
j for i ∈ I
++ and j ∈ J+ generate a subalgebra
isomorphic to Uq(glN).
(3) Dˇ0 commutes with Eˇi and Fˇi for all i ∈ I
++, while Bˇ+ and Bˇ− commute
with all other generators except for the following relations
(a) Commutation relations:
Dˇ1Bˇ+Dˇ−11 = q
−1Bˇ+, Dˇ1Bˇ−Dˇ−11 = qBˇ−,
Dˇ0Bˇ+Dˇ−10 = q
2Bˇ+, Dˇ0Bˇ−Dˇ−10 = q
−2Bˇ−,
(b) Quantum Serre relations:
Bˇ2+Eˇ3/2 − (q + q−1)Bˇ+Eˇ3/2Bˇ+ + Eˇ3/2Bˇ2+ =0,
Bˇ2−Fˇ3/2 − (q + q−1)Bˇ−Fˇ3/2Bˇ− + Fˇ3/2Bˇ2− =0,
Eˇ23/2Bˇ+ − (q + q−1)Eˇ3/2Bˇ+Eˇ3/2 + Bˇ+Eˇ23/2 =0,
Fˇ 23/2Bˇ− − (q + q−1)Fˇ3/2Bˇ−Fˇ3/2 + Bˇ−Fˇ 23/2 =0,
(c) Modified quantum Serre relations:
Bˇ2+Bˇ−−(q + q−1)Bˇ+Bˇ−Bˇ+ + Bˇ−Bˇ2+
= − (q + q−1)Bˇ+(qDˇ−11 Dˇ0 + q−1Dˇ1Dˇ−10 ),
Bˇ2−Bˇ+−(q + q−1)Bˇ−Bˇ+Bˇ− + Bˇ+Bˇ2−
= − (q + q−1)Bˇ−(q2Dˇ1Dˇ−10 + q−2Dˇ−11 Dˇ0).
Proof. Up to the renormalization analogous to passing from Bi to B̃i these
are the relations from [55] for the coideal subalgebra of type (AIII). The
isomorphism is then given by Eˇi ↦ Bi, Fˇi ↦ B−i, Dˇ±1j ↦ (DjD−j)±1 , and
Bˇ+ ↦ B1/2, Bˇ− ↦ B−1/2, Dˇ0 ↦D20 . 
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An analogous statement also holds for H.
Proposition 7.18. The coideal subalgebra H is isomorphic to the Q(q)-
algebra Hˇ with generators
{Eˇi, Fˇi ∣ i ∈ I,++} ∪ {Bˇ} ∪ {Dˇ±1j ∣ j ∈ J,+},
subject to the following relations
(1) The Dˇ±1i generate a subalgebra isomorphic to R.
(2) The Eˇi, Fˇi, and Dˇ
±1
j for i ∈ I
,++ and j ∈ J,+ generate a subalgebra
isomorphic to Uq(glN).
(3) The generator Bˇ commutes with all other generators except for the
following relations:
Eˇ21Bˇ − (q + q−1)Eˇ1BˇEˇ1 + BˇEˇ21 =0,
Fˇ 21 Bˇ − (q + q−1)Fˇ1BˇFˇ1 + BˇFˇ 21 =0,
Bˇ2Eˇ1 − (q + q−1)BˇEˇ1Bˇ + Eˇ1Bˇ2 = Eˇ1,
Bˇ2Fˇ1 − (q + q−1)BˇFˇ1Bˇ + Fˇ1Bˇ2 = Fˇ1.
8. Categorification and Bar involution on ⋀nq V
We start by describing explicitly one of the easiest representations of H
and H, obtained by restricting representations of U and U . In general the
representation theory of H, respectively H, is not yet understood.
8.1. Action on ⋀nq V and categorification theorem. The first step is to
decompose specific U-modules with respect to Uˇ as defined in Lemma 7.12.
For a sequence i = (i1 < . . . < ir) of strictly decreasing integers we denote by
i+, i−, i0 respectively the subsequences of strictly positive numbers, of strictly
negative numbers and of entries equal to 0, and set −i = (−ir < . . . < −i1).
Recall the notation from Definitions 7.2-7.6.
Proposition 8.1. There is an isomorphism of Uq(glN)-modules
Φ ∶
n
⋀qVÐ→
n
⊕
r=0
( r⋀qW⊗
n−r
⋀ qW)⊕
n−1
⊕
r=0
( r⋀qW⊗Q(q)⊗
n−1−r
⋀ qW)
vi z→
⎧⎪⎪⎨⎪⎪⎩
w−i− ⊗wi0 ⊗wi+ if i0 ≠ ∅,
w−i− ⊗wi+ otherwise,
where Uq(glN) acts via the identification with Uˇ from the left, with Q(q) being
the trivial representation with basis {w0}. Similarly, there is an isomorphism
of Uq(glN)-modules
Φ ∶
n
⋀qV
 Ð→
n
⊕
r=0
( r⋀qW ⊗
n−r
⋀qW
) , Φ(vi) = w−i− ⊗wi+,
where Uq(glN) acts on the left via the isomorphism with Uˇ .
Proof. We will omit the proof since the second isomorphism is a special case
of Proposition 8.2 below, and the first completely analogous. 
The following more general decomposition will be used in Section 9.
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Proposition 8.2. Let r ∈ Z≥1 and k1, . . . , kr ∈ Z≥1. We have an isomorphism
Φ ∶
k1
⋀qV
 ⊗ . . . ⊗
kr
⋀qV
 → ⊕
0≤si≤ki
(kr−sr⋀ qW ⊗ . . .⊗
k1−s1
⋀ qW
 ⊗
s1
⋀qW
 ⊗ . . . ⊗
sr
⋀qW
) ,
vi1 ⊗ . . .⊗ vir ↦ w−ir,− ⊗ . . .⊗w−i1,− ⊗wi1,+ ⊗ . . .⊗wir,+ .
of Uq(glN)-modules, where Uq(glN) acts on the left via the isomorphism withUˇ  followed by the comultiplication of U .
Proof. The map is an isomorphism of vector spaces since it sends a basis to a
basis and both spaces have the same dimension. We need to verify that it isUq(glN)-linear. We will only check the linearity on generators Ea for a ∈ I,++,
since the arguments for the others are parallel. On the left hand side, Ea acts
via the isomorphism, which maps Ea to Ba followed by successive application
of the comultiplication. Hence, Ea acts by multiplication with
r−1
∑
l=0
(KaK−1−a)⊗l ⊗EaK−1−a ⊗ (K−1−a)⊗(r−1−l) +
r−1
∑
l=0
1⊗l ⊗ F−a ⊗ (K−1−a)⊗(r−1−l).
If we denote by d(i, a) and d(i,−a) the integers such that Kavi = qd(i,a)vi,
K−avi = q−d(i,−a)vi. for a vector v = vi = vi1 ⊗ . . .⊗ vir , then we get
Ea.v =
r−1
∑
l=0
1⊗l ⊗Ea ⊗ 1⊗(r−1−l).v ⋅ qd(i1,−a)+...+d(ir ,−a)qd(i1,a)+...+d(il,a)
+
r−1
∑
l=0
1⊗l ⊗F−a ⊗ 1⊗(r−1−l).v ⋅ qd(il+2,−a)+...+d(ir ,−a).
On the other hand let w = Φ(v) = w−ir,− ⊗ . . .⊗w−i1,− ⊗wi1,+ ⊗ . . .⊗wir,+ . Since
Kawi+ = q
d(i,a)wi+, Kaw−ii = q
d(i,−a)w−i− for Ka ∈ Uq(glZ) and any i, we obtain
Ea.w =
r−1
∑
l=0
1⊗l ⊗Ea ⊗ 1⊗(2r−1−l).w ⋅ qd(ir,−a)+...+d(ir−l+1,−a)
+
2r−1
∑
l=r
1⊗l ⊗Ea ⊗ 1⊗(2r−1−l).w ⋅ qd(ir ,−a)+...+d(i1,−a)qd(i1,a)+...+d(il−r ,a)
=
r−1
∑
l=0
1⊗(r−1−l) ⊗Ea ⊗ 1⊗(r+l).w ⋅ qd(ir ,−a)+...+d(il+2,−a)
+
r−1
∑
l=0
1⊗(r+l) ⊗Ea ⊗ 1⊗(r−1−l).w ⋅ qd(ir ,−a)+...+d(i1,−a)qd(i1,a)+...+d(il,a).
In the last step we just reordered the first sum and shifted the indexing of the
second. In particular, Φ commutes with the action of Ea. Similar calculations
for the other generators imply that Φ is a Uq(glN)-module homomorphism. 
Consider first again the Uq(glN)-modules ⋀nq V and ⋀nq V. To extend theUq(glN)-action explicitly to the action of the coideal subalgebra we pass to
weight diagrams as indexing set of our basis. To a standard basis vector vi in
either we assign a diagrammatic weight in Xn respectively X

n by defining the
sets P∨(i) = {ij ∣ ij > 0}, P∧(i) = {−ij ∣ ij < 0} and P⧫(i) = {ij ∣ ij = 0}. Then
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the maps
wt ∶
n
⋀qV Ð→ ⟨Xn⟩Q(q) and wt ∶
n
⋀qV
 Ð→ ⟨Xn⟩Q(q)(8.1)
are defined on basis vectors by setting wt(vi)l respectively wt(vi)l to be
∨ if l ∈ P∨(i) ∖P∧(i), ∧ if l ∈ P∧(i) ∖P∨(i), ⧫ if l ∈ P⧫(i),
× if l ∈ P∧(i) ∩P∨(i), ○ if l /∈ P∧(i) ∪P∨(i) ∪P⧫(i).
These are isomorphism of vector spaces and we denote the basis vector corre-
sponding to a diagrammatic weight λ by vλ.
The proofs of the following Lemmas are straightforward and thus omitted.
Lemma 8.3. Let λ be a diagrammatic weight, then
DjD−jλ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ if λj = ○,
qλ if λj ∈ {∨,∧},
q2λ if λj = ×.
Lemma 8.4. Let λ ∈ Xn and i ∈ I
++. For x, y ∈ {○,∧,∨,×} we write λxy for
the diagrammatic weight obtained by relabelling λ(i−1/2) to x and λ(i+1/2) to y.
Consider the action of Bi:
(a) λ = λ○∨ ∶ Bi.λ = λ∨○.
(b) λ = λ○∧ ∶ Bi.λ = λ∧○.
(c) λ = λ∧× ∶ Bi.λ = λ×∧.
(d) λ = λ∨× ∶ Bi.λ = λ×∨.
(e) λ = λ∧∨ ∶ Bi.λ = qλ×○.
(f) λ = λ∨∧ ∶ Bi.λ = λ×○.
(g) λ = λ○× ∶ Bi.λ = q−1λ∨∧ + λ∧∨.
(h) Otherwise Bi.λ = 0.
Consider the action of B−i:
(i) λ = λ∧○ ∶ B−i.λ = λ○∧.
(j) λ = λ∨○ ∶ B−i.λ = λ○∨.
(k) λ = λ×∨ ∶ B−i.λ = λ∨×.
(l) λ = λ×∧ ∶ B−i.λ = λ∧×.
(m) λ = λ∧∨ ∶ B−i.λ = qλ○×.
(n) λ = λ∨∧ ∶ B−i.λ = λ○×.
(o) λ = λ×○ ∶ B−i.λ = q−1λ∨∧+λ∧∨.
(p) Otherwise B−i.λ = 0.
The statements also holds if we replace Xn by X

n and I
++ by I,++.
With Lemmas 8.3 and 8.4 we know the action of the generators Eˇi, Fˇi, and
Dˇ±1i of H and H for i ∈ I++ and i ∈ I,++. We consider the action of the special
generators B0, B−1/2.
Lemma 8.5. Let λ ∈ Xn. For x, y ∈ {○,∧,∨,×,⧫} we write λxy for the dia-
grammatic weight obtained by relabelling λ0 to x and λ1 to y.
Consider the action of B1/2:
(a) λ = λ○∨ ∶ B1/2.λ = λ⧫○.
(b) λ = λ○∧ ∶ B1/2.λ = λ⧫○.
(c) λ = λ○× ∶ B1/2.λ = q−1λ⧫∧ + λ⧫∨.
(d) Otherwise B1/2.λ = 0.
Consider the action of B−1/2:
(e) λ = λ⧫○ ∶ B−1/2.λ = λ○∧ + λ○∨.
(f) λ = λ⧫∨ ∶ B−1/2.λ = qλ○×.
(g) λ = λ⧫∧ ∶ B−1/2.λ = λ○×.
(h) Otherwise B−1/2.λ = 0.
The element B0 acts by zero on λ ∈ X

n unless λ1/2 ∈ {∧,∨}. If λ = λ∨ then
B0.λ = λ∧ and if λ = λ∧ then B0.λ = λ∨.
Identifying now ⟨Xn⟩Q(q) with K0 (Oˆp1(n)) and ⟨Xn⟩Q(q) with K0 (Oˆp (n)),
as in (1.4), the induced action of Bi can be compared with the induced action
of the of the special projective functors to obtain the following result.
Theorem 8.6 (Categorification Theorem). The action of B±i and B±1/2 on
K0 (Oˆp1(n)) coincides with the action of [Fi,±] and [F1/2,±] respectively.
NAZAROV–WENZL ALGEBRAS AND SKEW HOWE DUALITY 39
The action of B±i and B0 on K0 (Oˆp (n)) coincides with the action of [Fi,±]
and [F0] respectively.
Proof. This follows by comparing the action as described in Lemma 8.4 and
Lemma 8.5 with the description of the action of the special translation functorsFi,± on Verma modules in Lemma 4.2. 
8.2. Bar involution and dual canonical basis. We start by defining an
involution on H and H. It generalizes Lusztig’s bar involution and should be
compared with the bar involution in [11]. Both are special cases of [8].
Proposition 8.7. There is a unique Q(q)-antilinear bar-involution − ∶H → H
such that Bi = Bi and DjD−j =D−1j D
−1
−j ; similar for H.
Proof. Using Proposition 7.17 one checks easily that such an assignment ex-
tends to an algebra involution. 
Definition 8.8. By a compatible bar-involution on an H-module M we mean
an anti-linear involution ∶M →M such that uv = uv for each u ∈ H, v ∈M
and analogously for a H-module.
Note that as a U-module V has one-dimensional weight spaces with all
standard basis vectors being weight vectors. The next lemma shows that the
module ⋀nq V possesses a compatible bar-involution. As our identification of
the action of H and the translation functors already indicates, we will need to
focus on vectors wλ that correspond to a diagrammatic weight λ. Recall that
for two diagrammatic weights in the same block ΛǫΘ we have the Bruhat order
which gives a unique minimal element in each block. As usual, we start with
the case of diagrammatic weights supported on the integers.
Proposition 8.9. There is a unique compatible bar-involution w ↦ w on theH-module ⋀nq V such that wλ = wλ for each diagrammatic weight λ ∈ X that is
minimal in its block with respect to the reversed Bruhat order. For λ ∈ X,
wλ ∈ wλ + ∑
µ<λ
q−1Z[q−1]wµ.
Proof. We prove uniqueness, existence will follow from Theorem 8.11. For
λ ∈ X, denote by l(λ) its height in the reversed Bruhat order, i.e. the minimal
number of changes that need to made to obtain the minimal element as de-
scribed in [31, Lemma 2.3]. It suffices to show that wλ is uniquely determined
by the claim. For λ minimal wλ = wλ, hence it is determined. Fix λ non-
minimal and assume that wµ is uniquely determined for all µ with l(µ) < l(λ).
Note that this includes diagrammatic weights in other blocks.
Assume there exists i < j such that λi = ∧, λj = ∨ and λs ∈ {○,×} for
i < s < j. Let λ′ ∈ X coincide with λ except for λ′i+1 = ∨ and λ
′
s = λs−1 for
i + 1 < s ≤ j, i.e. we move the ∨ at j to the right of ∧ at i. By Lemma 8.4
there exists B ∈ H such that Bwλ′ = wλ. Furthermore let µ ∈ X coincide with
λ′ except that positions i and i + 1 are swapped, then l(µ) < l(λ′) = l(λ).
Then, again by Lemma 8.4, we have B−i−1/2Bi+1/2.wµ = q−1wµ +wλ′ and thus
wλ = BB−i−1/2Bi+1/2.wµ − qBwµ. Hence wλ is uniquely determined.
Assume no pair i < j as above exists. Then choose i < j minimal such that
λi ∈ {∨,⧫} and λj = ∨. As before, assume j = i+1 since there are no ∧’s between
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i and j by assumption. If i = 0, let µ ∈W coincide with λ except µ1 = ∧. Then,
by Lemma 8.5, B1/2B−1/2(wµ) = q−1wµ+wλ, implying wλ = B1/2B−1/2(wµ)−qwµ.
If i ≠ 0, obtain η ∈ X by moving the symbols at i and i+ 1 to 0 and 1. Then
wη = B1/2B−1/2(wµ)−qwµ, where µ ∈W coincides with η except that µ1 = ∧. We
can now use the element B′ ∈H that first moves the symbols at position 1 back
to position i+1 and afterwards the symbol at position 0 back to position i and
obtain B′wη = B′B1/2B−1/2(wµ) − qB′wµ, since l(µ) < l(λ) the right hand side
is known, but B′wη = wλ +wλ′ , where λ′ coincides with λ except λ′i = ∧. But
l(λ′) = l(λ) and includes a pair ∧∨, so is already determined by the previous
arguments. Hence wλ is uniquely determined. 
Proposition 8.10. There is a unique compatible bar-involution w ↦ w on theH-module ⋀nq V such that wλ = wλ for each diagrammatic weight λ ∈ X that
is minimal in its block with respect to the Bruhat order. Moreover, for λ ∈ X,
wλ ∈ wλ + ∑
µ<λ
q−1Z[q−1]wµ.
Proof. The uniqueness of a bar-involution on the H-module ⋀nq V follows as
in Proposition 8.9, although the arguments are slightly simpler because the
special generator B0 behaves nicer. The details are left to the reader. 
For the existence of a bar-involution with these properties we use that
⋀nq V ≅K0 (Oˆp1(n)) and that there is an exact graded duality functor d, see [78,
6.1.2], on Oˆp1(n) satisfying these properties. (Note the typo in the definition
of M∗ in [78], which should just denote the vector space dual.)
Theorem 8.11 (Categorified bar involution). The graded duality d on Oˆp1(n),
sending a module M to M⍟, induces a compatible bar-involution on ⋀nqV,
satisfying the properties of Proposition 8.9. The same also holds for the graded
duality on Oˆp

(n) and the induced involution on ⋀nqV.
Proof. Let Mp(λ) be a parabolic Verma module corresponding to a diagram-
matic weight being minimal in its block. Then Mp(λ) = L(λ) and hence
dMp(λ) = dL(λ) = L(λ) =Mp(λ).
If on the other hand Mp(λ) is a Verma module corresponding to an arbitrary
diagrammatic weight, we have that dMp(λ) = Mp(λ)⍟ = ∇p(λ), the dual
parabolic Verma module by definition. It is known, see [78] that
[∇p(λ)] ∈ [Mp(λ)] +∑µ<λq−1Z[q−1][Mp(µ)].
It remains to show that d is compatible with the action of H. Since the simple
modules form a basis of the Grothendieck group it is enough to check the
compatibility on those, i.e. we need to show that for a functor Fˆ corresponding
to a generator of H respectively H and any simple module L(λ) we have
[FˆL(λ)] = [FˆdL(λ)] = [dFˆL(λ)],(8.2)
where the first equality is due to the fact that simple modules are self-dual.
Thus we need to show that [FˆL(λ)] is self-dual as well. We will focus on Fˆi,+
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and leave the other cases to the reader. Using Proposition 4.2 we know that
Fˆi,+L(λ○∨) = L(λ∨○), Fˆi,+L(λ∧×) = L(λ×∧), Fˆi,+L(λ∨∧) = L(λ×○),
Fˆi,+L(λ○∧) = 0, Fˆi,+L(λ∨×) = 0, Fˆi,+L(λ∧∨) = 0.
All of these are obviously self-dual and we are left with the case where Fˆi,+
is applied to L(λ) = L(λ○×). The resulting module N is by (8.2) self-dual
if we forget the grading thanks to Remark 4.3 and the fact that translation
functors commute with duality [43, Proposition 7.1]. By Propositon 4.2(g4), N
is indecomposable with simple socle and simple head. In particular, a graded
lift is unique up to an overall shift and the grading filtration agrees with the
socle and the radical filtration by [12, Propositions 2.5.1 and 2.4.1]. Then by
Propositon 4.2(g3), we obtain [Fˆi,+L(λ○×)] = q[L(λ∨∧)] + [Q] + q−1[L(λ∨∧)],
with q semisimple and concentrated in degree zero, and so Fˆi,+L(λ○×) is self-
dual. In fact one can even show combinatorially that
[Fˆi,+L(λ○×)] = q[L(λ∨∧)] + [L(λ∧∨)] + q−1[L(λ∨∧)].
For this let Y be a set of diagrammatic weights and rµ, sµ integers such that
[L(λ○×)] = ∑
µ∈Y
(−1)rµqsµ[M(µ)].
Then for all these µ we have µ = µ○×. Applying Lemma 8.4 we obtain
[Fˆi,+L(λ○×)] = ∑
µ∈Y
(−1)rµqsµ−1[Mp(µ∨∧)] + (−1)rµqsµ[Mp(µ∧∨)]
= (q−1+q)∑µ∈Y (−1)rµqsµ[Mp(µ∨∧)] +∑
µ∈Y
(−1)rµ (qsµ [Mp(µ∧∨)]−qsµ+1[Mp(µ∨∧)])
Expressing [L(λ∨∧)], and [L(λ∧∨)] in terms of Verma modules using the
type D analogue of [19, Lemma 5.2] from [74], [75] one checks that this is
equal to (q + q−1)[L(λ∨∧)] + [L(λ∧∨)]. 
Remark 8.12. Note that the isomorphism classes of simple modules concen-
trated in degree zero form a dual canonical basis of ⋀nq V ≅ K0 (Oˆp1(n)), that
is they are bar-invariant and the transformation matrix to the standard basis
is lower diagonal with 1’s in the diagonal and elements in Z[q] below the di-
agonal. These entries are the dual parabolic Kazhdan-Lusztig polynomials of
type (Dn,An−1) which are studied and described in detail in [74] and [75].
9. Skew Howe duality: classical case
In the following we want to look at more general versions of parabolic cate-
gory O of type D and correspondingly categorifications of tensor products as
in Proposition 8.2 for Uq(glZ) and H. Since the quantum parameter in these
cases is very technical we will work first in the classical case and consider cat-
egorifications of glr × glr-modules, instead of H-modules. For simplicitly we
stick hereby to the case of glr × glr instead of glr+1 × glr, but this is just to
simplify the treatment.
9.1. The module ⋀(n,m, r) in the classical case. For a positive integer
t we denote by Wt the vector space of dimension t with basis v1/2, . . . , vt−1/2,
with basis elements labelled by half-integers. Similarly we denote by V2k the
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vector space of dimension 2t with basis v−t+1/2, . . . , vt−1/2. Finally denote by
M the 2-dimensional vector space with basis v+ and v−. All of these will be
considered as complex vector spaces.
In the following fix m and r positive integers. We want to consider module
structures on the vector space
⋀(n,m, r) = n⋀ (Wm ⊗M⊗Wr) .
Since one can identifyWm⊗M ≃ V

2m andM⊗W

r ≃ V

2r we can view ⋀(n,m, r)
naturally both as a (gl2m,glr)-bimodule and as a (glm,gl2r)-bimodule.
9.2. Fixed point subalgebras. We first identify the fixed point subalgebra
of gl2m which is the non-quantized analogue of H. The classical analogue
of the involution from Lemma 7.14 is Θ ∶ gl2m → gl2m defined as X ↦ J̃XJ̃,
where J̃ = ( 0 J
J 0
) with J as in Section 2. i.e has 1’s on the anti-diagonal
and zeros elsewhere. Then
gΘ = {X ∈ gl2m ∣ J̃XJ̃ =X} .
We have gΘ ≅ glm × glm, since it is the image of the involution
TA ∶ gl2m Ð→ gl2m, X ↦AXA
−1 with A = ( 1 J
J −1 ) ,
where 1 is the m×m identity matrix. Restricted to glm ×glm, let gl
+
m and gl
−
m
denote the images of the first respectively second factor. One easily verifies,
using J̃A =A( 1 0
0 −1 ) and AJ̃ = ( 1 00 −1 )J, that
gl+m = {( X XJJX JXJ ) X ∈ glm} and gl−m = {( X −XJ−JX JXJ ) X ∈ glm} .
Fix the identification Wm ⊗M ≃ V

2m, vi ⊗ v+ ↦ vi and vi ⊗ v− ↦ v−i as vector
spaces. Twisting with TA gives the decomposition
V2m =W

m ⊗ ⟨v+ + v−⟩⊕Wm ⊗ ⟨v+ − v−⟩ ,(9.1)
as a gΘ = gl+m × gl
−
m-module. One should note that gl
+
m acts as zero on the
second summand, while gl−m acts as zero on the first summand. The diagonally
embedded glm in glm×glm with its Chevalley generators normalized by
1
2
maps
via TA to an isomorphic subalgebra of gl2m with generators Ei = Ei+1,i+E−i−1,−i
and Fi = Ei,i+1 +E−i,−i−1 for 0 < i <m. These are exactly the specialization of
the generators Bi andB−i from Definition 7.8. Together with the specialization
of R they generate the diagonally embedded glm in gl+m × gl−m. The special
generator B0 specializes to the element G = E1,−1+E−1,1 and generates together
with the diagonal embedded Lie algebra the whole fixed point Lie algebra gΘ.
9.3. Classical skew Howe duality. All the identifications made above can
of course also be done for gl2r and we will use the same notations for them.
NAZAROV–WENZL ALGEBRAS AND SKEW HOWE DUALITY 43
Using the decomposition from (9.1) we obtain
⋀(n,m, r) = n⋀ (Wm ⊗ ⟨v++v−⟩⊗Wr ⊕Wm ⊗ ⟨v+−v−⟩⊗Wr)
≃
n
⊕
i=0
i
⋀ (Wm ⊗ ⟨v++v−⟩⊗Wr)⊗ n−i⋀ (Wm ⊗ ⟨v+−v−⟩⊗Wr)
≃
n
⊕
i=0
i
⋀ (Wm ⊗ ⟨v++v−⟩⊗Wr) ⊠ n−i⋀ (Wm ⊗ ⟨v+−v−⟩⊗Wr) ,
(9.2)
where ⊠ means that we regard the first factor as a (gl+m,gl+r )-bimodule and
the second as a (gl−m,gl−r )-bimodule and take the outer tensor product of these
two bimodules in each summand. From the usual skew Howe duality of glm
and glr on ⋀
n(Wm⊗Wr) we can deduce that on each summand the gl+m×gl−m-
endomorphisms are generated by gl+r×gl
−
r and that there are no such morphisms
between different summands. We obtain
Theorem 9.1 (Classical skew Howe duality). The actions of U(gl+m × gl−m)
and U(gl+r ×gl−r ) on ⋀(n,m, r) commute and generate each others commutant.
9.4. Categorified classical skew Howe duality. In the following we will
need certain sets of non-negative integers.
Definition 9.2. For a positive integer t we denote by C(n, t) the set of t-
tuples k = (k1, . . . , kt) of non-negative integers that sum up to n. It will be
convenient to also allow indexing the entries of k ∈ C(n, t) by half-integers
1/2, . . . , t − 1/2, i.e. ki−1/2 = ki for 1 ≤ i ≤ t.
Similarly we denote by C(n) the set of Z≥1-tuples k = (k1, k2, . . .) of non-
negative integers that sum up to n. As before, we also allow indexing the
entries by half-integers.
To categorify the bimodule ⋀(n,m, r) we first use classical skew Howe du-
ality for the pair (gl2m,glr) to obtain a decomposition as gl2m-module
⋀(n,m, r) ≅ ⊕
k∈C(n,r)
k
⋀Vm,(9.3)
where ⋀kVm = ⋀
k1 Vm⊗ . . .⊗⋀
kr Vm. Each summand is also a module for the
subalgebra gl+m×gl
−
m. To identify each summand with the Grothendieck group
of certain blocks of parabolic category O we denote by qk, for k ∈ C(n, r),
the standard parabolic of so2n corresponding to the root subsystem where we
omit the simple roots α0, αk1 , αk1+k2 , αk1+k2+k3 , . . . , αk1+...+kr−1 . Thus in gln this
corresponds to a parabolic subalgebra with diagonal blocks of sizes k1, . . . , kr.
Our original parabolic is then p = q(n,0r−1).
As in Section 1 we have the corresponding parabolic category Oqk(n) insideO(n) containing the simple modules whose highest weights are qk-dominant.
Definition 9.3. An integral weight λ is qk-dominant if it is of the form
λ = (λ1 ≤ . . . ≤ λk1 , λk1+1 ≤ . . . ≤ λk1+k2 , . . . , λk1+...+kr−1+1 ≤ . . . ≤ λn).
Let Λk denote the set of all qk-dominant weights, decomposing as usual into
Λk = Λ
1
k ∪Λ

k, depending on whether the λi’s are integers or half-integers.
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Remark 9.4. Note that two qk-dominant weights give rise to parabolic Verma
modules with the same central character iff they are in the same Weyl group
orbit with respect to the dot-action. After adding ρ this corresponds to usual
Weyl group orbits. Then two weights lie in the same orbit iff the multiplicity
for each half-integer 1/2, . . . ,m − 1/2, up to sign, agrees in the two weights and
the multiplicities of negative entries have the same parity.
Consider the Serre subcategory Oqk≤m(n) of O(n) generated by simple mod-
ules with highest weight in
Λ≤mk = {λ ∈ Λk ∣ ∣λi + ρi∣ ≤m − 1/2} .
This is obviously a finite set and stable under the dot-action of the Weyl group,
thus Oqk≤m(n) is a finite sum of blocks in Oqk≤m(n). Generalizing (8.1) and (1.4),
we associate to λ ∈ Λ≤m
k
a vector vλ ∈ ⋀kVm as follows. Take λ
′ = λ+ρ, consider
the sequence ij
λ
= (λ′k1+...+kj > λ′k1+...+kj−1 > . . . > λ′k1+...+kj−1+1), and then define
the corresponding standard basis vector as vλ = vi1
λ
⊗ . . . ⊗ virλ . Then there is
an isomorphism of vector spaces
⋏k ∶ K0 (Oqk≤m(n))Ð→
k
⋀Vm, [M qk(λ)] ↦ vλ.
Taking (direct) sums we obtain two Q-isomorphisms ⋏m and ⋏r:
K0
⎛
⎝ ⊕k∈C(n,r)O
qk
≤m(n)⎞⎠
⋏mÐ→⋀(n,m, r) ⋏r←ÐK0 ⎛⎝ ⊕k∈C(n,m)O
qk
≤r(n)⎞⎠ .(9.4)
Next, we decompose the categories Oqk≤m(n). Although we will refer to this
as a block decomposition and to the summands as blocks, this is not completely
correct as the subcategories might decompose further, but it is a decomposition
by central character.
Definition 9.5. Fix (k, d, ǫ) with k ∈ C(n, r), d ∈ C(n) and ǫ ∈ Z/2Z. ThenO(k,µ,ǫ)(n) denotes the block ofOqk(n) containing those parabolic Verma mod-
ules of highest weights λ satisfying
di =#{j ∣ ∣ λj + ρj ∣= i} , for i ∈ Z≥0 + 1/2, and ǫ =#{j ∣λj + ρi < 0} + 1.
Such a triple (k, d, ǫ) is called a block triple. We denote by Bl(n, r) the set
of all such triples. For a block triple κ we denote by prκ the projection ontoOκ(n) in any sum of blocks.
By abuse of notations we can use d ∈ C(n,m), which will result in a block
contained in Oqk≤m(n). This subset of Bl(n, r) will be denoted by Bl(n, r,m)
Remark 9.6. Note that Definition 9.5 is only indexing blocks with weights
supported on the half integers. The notations for blocks with weights sup-
ported on the integers will be given in Definition 10.8 and is more technical.
Note that, while for a fixed k a block triple κ = (k, d, ǫ) uniquely determines
a block Oκ(n) of Oqk(n), there might be more than one choice of k to obtain
the same parabolic subalgebra. This also means that prκ only projects onto
a block labelled by κ, not some other κ′ even if they are the same category.
This is important for our categorification of skew Howe duality.
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Definition 9.7. Let d ∈ C(n) and i ∈ Z≥1. Then we define
d+i = (..., di−1/2,1, di+1/2 − 1, di+3/2, ...), +id = (..., di−1/2 + 1, di+1/2 − 1, di+3/2, ...),
d−i = (..., di−1/2 − 1,1, di+1/2, di+3/2, ...), −id = (..., di−1/2 − 1, di+1/2 + 1, di+3/2, ...).
Furthermore for a given block triple κ = (k, d, ǫ) we define block triples:
+iκ = (k, +id, ǫ), −iκ = (k, −id, ǫ), for i ∈ Z≥1, and κ0 = (k, d, ǫ + 1).
Remark 9.8. In case that qk = p, passing from d to +id can be interpreted
in the weight combinatorics and corresponds to moving a symbol ∧ or ∨ from
position i + 1/2 to position i − 1/2, see Γi,+ in (4.1). The symbol × counts as a
union of ∧ and ∨ for this. Similarly for the passage from d to −id.
We define now special translation functors generalizing Definition 4.1.
Definition 9.9. We have the special projective functors Fi,+, Fi,− for i ∈ Z>0
and F0 defined byFi,+ = ⊕
κ
pr
+iκ
(?⊗ V ) prκ ∶ ⊕
κ
Oκ(n)→⊕
κ
Oκ(n),
Fi,− = ⊕
κ
pr
+iκ
(?⊗ V ) prκ ∶ ⊕
κ
Oκ(n)→⊕
κ
Oκ(n),
F0 = ⊕
κ
prκ0 (?⊗ V ) prκ ∶ ⊕
κ
Oκ(n)→⊕
κ
Oκ(n),
with all sums running over κ ∈ Bl(n, r).
Theorem 9.10 (Categorification of ⋀(n,m, r)). Under the identification
⋏m ∶ K0 (⊕κ∈Bl(n,r,m)Oκ(n)) Ð→ ⋀(n,m, r)
from (9.4), the action of [Fi,−], [Fi,+], [F0] on the left coincide with the action
of Fi, Ei, G respectively on the right, for 1 ≤ i ≤ m − 1. Hence this gives a
categorification of the action of gl+m × gl
−
m on ⋀(n,m, r).
Proof. We show the claim for Fi,+ and leave the rest to the reader. Let κ =(k,µ, ǫ) be a block triple and M qk(λ) be a parabolic Verma module in the
corresponding block. Then
[M qk(λ)⊗ V ] = ∑
l∶λ+ǫl∈Λk
[M qk(λ + ǫl)] + ∑
l∶λ−ǫl∈Λk
[M qk(λ − ǫl)].
Checking now when a parabolic Verma module of the form M qk(λ − ǫl) lies
in the block corresponding to κi,+ we see that this is the case if and only if
λl + ρl = i + 1/2, and similarly with M qk(λ + ǫl). Under our identification this
coincides exactly with the way Ei acts on the exterior power (9.3). 
Remark 9.11. Using ⋏r, we can also identify K0 (⊕κ∈Bl(n,m,r)Oκ(n)) with
⋀(n,m, r) and use analogous functors to obtain an action of gl+r × gl−r .
10. Skew Howe duality: quantum case
We will now go back to the quantum case, hence the ground field is again
Q(q), but will use often the same notations as in the last section. In particular
we consider truncations of the spaces W and V we had in Section 7.
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10.1. The module ⋀q(n,m, r) in the quantum case. In general it is not
obvious how to lift exterior powers to the quantum setting, see [13] for a
detailed treatment of this problem. In particular a quantization of (9.2) is
non-trivial, since we had to deal with exterior powers of triple tensor products.
Here we take an easier route and quantize our space ⋀(n,m, r) as
⋀q(n,m, r) = ⊕
k∈C(n,r)
k
⋀qV

m,
and define on this space explicitly two commuting coideal actions. We start
with a part of it which is already interesting on its own.
10.2. Schur–Weyl duality and its categorification. We restrict to the
half-integer case and consider k = (1,1, . . . ,1) and n = r, hence ⋀kq Vm = Vm⊗n.
Recall the Hecke algebras with unequal parameters from [37, 2.1].
Definition 10.1. The Hecke algebra Hn(D) corresponding to the Weyl group
Wn = ⟨si ∣ 0 ≤ i ≤ n − 1⟩ of so2n is the unital Q(q)-algebra with generators Hi,
for 0 ≤ i ≤ n−1, subject to the quadratic relation H2i = 1+ (q−1− q)Hi, and the
type D braid relations, for 1 ≤ i, j ≤ n − 1:
HiHj =HjHi if sisj = sjsi and HiHjHi =HjHiHj if sisjsi = sjsisj.
Let Hn(B) be the 2-parameter Hecke algebra specialised at (1, q) corresponding
to the Weyl group of so2n+1, that is the algebra with generators Hi, for 0 ≤ i ≤
n−1, subject to the same defining relations not involving H0 and the relations
H20 = 1, H0H1H0H1 =H1H0H1H0, and H0Hi =HiH0 for i > 1.
The following straight-forward fact realizes Hn(D) as a subalgebra ofHn(B).
Lemma 10.2. There is an inclusion of Q(q)-algebras Hn(D)↪ Hn(B) given
on generators by Hi ↦Hi for i /= 0 and H0 ↦H0H1H0.
Lemma 10.3. There is a right action of the Hecke algebra Hn(D) on Vm⊗n
commuting with the action of H. The generator Hi for 1 ≤ i ≤ n − 1 acts on
the i-th and i + 1-st tensor factor by the formula
va ⊗ vb.Hi =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vb ⊗ va if a < b,
vb ⊗ va + (q−1 − q)va ⊗ vb if a > b,
q−1vb ⊗ va if a = b.
(10.1)
and H0 acts on the first and second tensor factor by
va ⊗ vb.H0 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v−b ⊗ v−a if a + b > 0,
v−b ⊗ v−a + (q−1 − q)va ⊗ vb if a + b < 0,
q−1v−b ⊗ v−a if a = −b.
(10.2)
It extends to an action of Hn(B) by setting va⊗vb.H0 = v−a⊗vb for H0 ∈ Hn(B).
Proof. One directly verifies that this gives a well-defined action of both Hn(D)
and Hn(B). To see that they commute with the action of H, note that the
generators Hi commute with the action of all of U . Thus it is left to show that
H0 for Hn(B) commutes with the action of H, which is straight-forward. 
Theorem 10.4 (Schur-Weyl duality). The actions of H and Hn(B) on Vm⊗n
are each others centralizers.
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Proof. Since both actions commute, the image in EndQ(q)(Vm⊗n) is contained
in the respective centralizer algebra, and it suffices to compare the dimensions
over Q(q). For this we apply a general deformation argument reducing it to
the q = 1 case. We abbreviate K = Q(q), M = Vm⊗n and consider the Laurent
polynomial rings A = Q[q, q−1], which acts on C via q ↦ 1. Let HA, Hn(B)A,
and MA be the respective integral forms. The integral versions
HA αÐÐ→ EndA(MA) β←ÐÐ Hr(B)A
of the actions still commute and induce, via base change − ⊗A K, the actions
αK , βK , and, via − ⊗A C, the classical action αC, βC. In the latter case it
follows from the classical Schur–Weyl duality for wreath products, see e.g. [63,
Theorem 9] that the two actions centralize each other, that is C(imαC) = imβC
and C(imβC) = imαC where C denotes the centralizer. To obtain the lemma
it suffices then to show
dimK C(imαK) ≤ dimK imβK and dimK C(imβK) ≤ dimK imαK .(10.3)
We prove the first part, the second is done analogous. Since MA is a freeA-module EndA(MA) is free over A. Moreover, imαA is torsionfree, hence
free since A is PID, and thus rkA imαA = dimK imαK . On the other hand,
rkA imαA ≥ dimC imαC and therefore
dimK imαK ≥ dimC imαC.
This implies dimK C(imαK) ≤ dimCC(imαC) by definition of C. On the
other hand we have rkAC(imαA) = dimK C(imαK), again by definition of C.
Thus altogether dimK C(imαK) ≤ dimCC(imαC) = dimC imβC ≤ dimK imβK.
This proves Claim (10.3) and we are done. 
Remark 10.5. The above Lemma gives a simultaneous treatment of the type
D and specialised type B Hecke algebras. Similar commuting actions where
already defined for affine Hecke algebras in [44], [23] quantising the original
construction of [34]. A Schur–Weyl duality statement analogous to Theo-
rem 10.4 for the ordinary type B Hecke algebra was recently also obtained in
[11, Section 5.1], [82] and implicitly in [9].
Consider the graded version Oˆqk≤m(n) of Oqk≤m(n) as described in Section 6.
We again have the corresponding identification of Q(q)-vector spaces
⋏ˆk ∶ K0 (Oˆqk≤m(n)) Ð→
k
⋀qV

m.(10.4)
by sending the class [Mˆ qk(λ)] of the standard graded lift of the parabolic
Verma module M qk(λ) to vλ with head concentrated in degree zero. (The
multiplication with q corresponds to the grading shift ⟨1⟩).
Recall the right exact twisting endofunctors Ti = Tsαi , from [2], [3], of O(n)
attached to sαi . Their left derived functors define auto-equivalences of the
derived category. The Hecke algebra action has a categorification given by
graded lifts of these derived functors:
Theorem 10.6 (Categorified Schur–Weyl duality). Let k = (1,1, . . . ,1). Then
the derived functor LTi, 0 ≤ i ≤ n − 1 has a graded lift,
LTˆi ∶ Db(Oˆqk≤m(n)) Ð→ Db(Oˆqk≤m(n)),
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an automorphism of the bounded derived category Db(Oˆqk≤m(n)), such that the
induced action of LˆTi on K0(Db(Oˆqk≤m(n))) = K0(Oˆqk≤m(n)) agrees with the
action of the Hecke algebra generator Hi ∈ Hn(D) under the identification ⋏ˆk.
For the extension to Hn(B), the element H0 ∈ Hn(B) acts by the corre-
sponding equivalence changing the parity of the block.
Proof. Consider first Hn(D). If we forget the grading this is [2, 2.1]. The
graded version is [36, Propositions 5.1 and 5.2], see also [59, Proposition 7].
The extension to Hn(B) is then straight-forward, since the additional functor
is an equivalence of categories just changing the parity of the block. 
Remark 10.7. The analogous statement of Theorem 10.6 using category O
for type B decategorifies by definition to the construction in [9], [35]. The
twisting functors naturally commute, in the sense of [5], with the translation
functors, decategorifying to commuting actions on the Grothendieck group.
10.3. Soergel bimodules and graded lifts of special projective func-
tors. We now extend the categorification from Theorem 9.10 to the quantum
case. We first have to give an alternative description of the special functors.
To also include blocks containing parabolic Verma modules with highest
weights supported on the integers, we have to introduce a more technical
version of block triples from Definition 9.5.
Definition 10.8. Fix (k, d, ǫ) with k ∈ C(n, r), d ∈ C(n) and ǫ ∈ {0,1,01,∅},
such that ǫ ∈ {0,1} if d1 = 0, ǫ = ∅ if d1 = 1 and ǫ = 01 otherwise.
Then O(k,d,ǫ)(n) denotes the block of Oqk(n) containing those parabolic
Verma modules of highest weights λ satisfying
di =#{j ∣ ∣ λj + ρj ∣= i − 1} , for i ∈ Z≥1
and if d1 = 0, then ǫ = 1 if the parity of negative entries in λ + ρ is even and
ǫ = 0 otherwise. Again we call such triples block triple (supported on integers).
For a block triple κ we denote by prκ the projection onto Oκ(n) in any sum
of blocks.
We allow d ∈ C(n,m + 1), which results in a block contained in Oqk≤m(n).
Definition 10.9. To a block triple κ = (k, d, ǫ) we associate a corresponding
parabolic Weyl group as the subgroup of the Weyl group Wn of the form
Wκ = W
ǫ
d′
1
×Wd′
2
× . . . ×Wd′
l
,
where d′1, . . . , d
′
l are the non-zero entries in d in order and where W
ǫ
d′
1
is gen-
erated by s2, . . . , sd′
1
−1 together with s1 (respectively s0) if ǫ = 1 (respectively
ǫ = 0), respectively together with s0, s1 if ǫ = 01; and Wd′
k
is generated by
sd′
1
+...+d′
k−1
+1, . . . , sd′
1
+...+d′
k
−1 for k > 1.
Recall from [14], [43] the definition and classification of translation on and
out of walls. Let Oκ(n) and Oκ′(n) be blocks in O(n) for κ = ((1, . . . 1), d, ǫ)
and κ′ = ((1, . . . 1), d′, ǫ).
Definition 10.10. Then we denote by Θκ
′
κ ∶ Oκ → Oκ′ the translation functor
off the walls respectively onto the walls in case Wκ′ ⊆ Wκ respectively Wκ ⊆
Wκ′ . (The doubled usage of the letter Θ for totally different objects is hopefully
not causing confusions.)
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Lemma 10.11. The special projective functors from Definition 9.9 are the
following compositions of translation functors (see Section 11.5 for a proof):
pr
+iκ
Fi,+ prκ ≅ Θ+iκκ+i Θκ+iκ and pr−iκ Fi,− prκ ≅ Θ−iκκ−i Θκ−iκ .
Moreover, F0 is an equivalence of categories changing the parity in the block
triple.
Definition 10.12. Given a block triple κ, we let R = S(h) and Rκ = RWκ
the associated ring of invariants given by the invariants of Wκ viewed as a
subgroup of Wn acting in the obvious way on R.
To each functor Θ+iκ
κ+i
Θκ
+i
κ respectively Θ
−iκ
κ−i
Θκ
−i
κ we associate a singular So-
ergel bimodule in the sense of [79], [86] that is a certain (R+iκ,Rκ) respectively(R−iκ,Rκ)-bimodule, as follows.
Definition 10.13. Assume we are given a block triple κ = (k, d, ǫ).
If i > 1/2: We have the block triples κ+i = (k, d+i, ǫ), κ−i = (k, d−i, ǫ), +iκ =(k, +id, ǫ), and −iκ = (k, −id, ǫ) and take the (R+iκ,Rκ)-bimodule
R(i,+, κ) =
⎧⎪⎪⎨⎪⎪⎩
{0} if di+1/2 = 0,
Rκ
+i
if di+1/2 > 0,
and the (R−iκ,Rκ)-bimodule
R(i,−, κ) =
⎧⎪⎪⎨⎪⎪⎩
{0} if di−1/2 = 0,
Rκ
−i
if di−1/2 > 0.
If i = 1/2: We set κ+i = (k, d+i, ǫ) as above, but +iκ = (k, +id, ǫ′) where ǫ′ = ∅
if ǫ ∈ {0,1} and ǫ′ = 01 if ǫ ∈ {01,∅}. The (R+iκ,Rκ)-bimodule is
R(i,+, κ) =
⎧⎪⎪⎨⎪⎪⎩
{0} if di+1/2 = 0,
Rκ
+i
if di+1/2 > 0.
If i = −1/2 and d1 > 1: Then define κ−i = (k, d−i, ǫ′) and −iκ = (k, −id, ǫ′),
with ǫ′ = ∅ if d1 = 1 and ǫ′ = 01 otherwise, and the (R−iκ,Rκ)-bimodule
R(i,−, κ) = Rκ−i .
If i = −1/2 and d1 ≤ 1: Then define κ−i0 = (k, d−i, ǫ0), κ−i1 = (k, d−i, ǫ1),
−iκ0 = (k, −id, ǫ0), and −iκ1 = (k, −id, ǫ1), with ǫ0 = 0 and ǫ1 = 1. Then we take
the (R−iκ0 ,Rκ)-bimodule
R(i,−, κ)0 =
⎧⎪⎪⎨⎪⎪⎩
{0} if di−1/2 = 0,
Rκ
−i
0 if di−1/2 > 0,
and the (R−iκ1 ,Rκ)-bimodule
R(i,−, κ)1 =
⎧⎪⎪⎨⎪⎪⎩
{0} if di−1/2 = 0,
Rκ
−i
1 if di−1/2 > 0.
If i = 0: We have κ+i = (k, d+i, ǫ) as above, but +iκ = (k, d, ǫ′) where ǫ′ = ǫ + 1.
The (R+iκ,Rκ)-bimodule is given by
R(0, κ) = ⎧⎪⎪⎨⎪⎪⎩
{0} if d1/2 = 0,
Rκ
+i
if d1/2 > 0.
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Let Coinvκ = RWκ/ Inv be the algebra of partial coinvariants, where Inv is
the ideal generated by all Wn-invariant polynomials without constant term.
Then we have, [76, 1.2], Soergel’s functor VSoergel “into combinatorics”
VSoergel ∶ Oκ(n) Ð→ Coinvκ −mod.(10.5)
Each of the above Soergel bimodules X defines an exact functor X⊗R? be-
tween the corresponding categories of finitely generated modules of the form
Coinvκ −mod. Note that each Soergel bimodule from Definition 10.13 is an(R3,R1)-bimodule of the form R2, that is free from each side, where the Ri
are certain rings of invariants in R such that R3 ⊆ R2 ⊇ R1. In particular,
the functors X⊗R? are always a composition of an induction and a restriction
functor. By [76, Theorem 10], these then lift to functors between the corre-
sponding categories Oκ(n), since VSoergel is a well-behaved quotient functor.
These lifts can be chosen to be exactly the corresponding functor Θ+iκ
κ+i
Θκ
+i
κ
respectively Θ−iκ
κ−i
Θκ
−i
κ we started with.
10.4. Graded translation functors. Using the functor (10.5) and the grad-
ing on R, [78, 3.2] shows that translation functors Θκ
′
κ ∶ Oκ → Oκ′ off or onto
the walls have graded lifts, that means can be lifted to graded functors
Θˆκ
′
κ ∶ Oˆκ(n)Ð→ Oˆκ′(n)(10.6)
(Strictly speaking, the arguments in [78] about the existence of graded lifts
are only formulated for the principal block, but generalize directly to arbi-
trary integral blocks in the obvious way by taking invariants of the coinvari-
ants.) Translation to the wall sends Verma modules to Verma modules [43,
7.6], translation off walls sends indecomposable projectives to indecomposable
projectives [43, adjunction formulas 7.2 and 7.7]. Thus by the classification
theorem of translation functors from [14], see [80, Theorem 3.1] for an explicit
formulation, these functors are indecomposable, hence a graded lift is unique
up to isomorphism and overall shift in the grading, [78, Lemma 1.5]. For the
functors Θˆκ
′
κ , graded lifts (10.6) therefore exists and are unique up to isomor-
phism and overall grading shift. We choose such graded lifts such that the
graded version of the Verma module with maximal weight in the orbit is sent
to a projective module with head concentrated in degree zero.
Definition 10.14. Define graded lifts of the functors from Lemma 10.11 as
pr
+iκ
Fi,+ prκ ≅ Θ+iκκ+i Θκ+iκ ⟨di − di+1 + 1⟩
pr
−iκ
Fi,− prκ ≅ Θ−iκκ−i Θκ−iκ ⟨di+1 − di + 1⟩.
(10.7)
where ⟨r⟩, r ∈ Z, means the grading is shifted by adding r to the degree. Let
Fˆ0 be the graded equivalence which changes the parity in the block triple (if
possible) and is zero otherwise. Finally for i ∈ Z>0 we set
Bˆ±i =⊕
κ
pr
±iκ
Fˆi,± prκ and Bˆ0 =⊕
κ
prκ0 Fˆ0 prκ .(10.8)
These functors induce functors on Oˆqk≤m(n) and then via the identification
(10.4) Q(q)-linear endomorphisms on the Q(q)-vector space ⋀q(n,m, r). Our
main result here is the following categorification theorem.
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Theorem 10.15 (Categorified quantum wedge products). When identifying
K0
⎛
⎝ ⊕κ∈Bl(n,r,m) Oˆκ(n)
⎞
⎠ = ⋀q(n,m, r),(10.9)
as Q(q)-vector spaces, the action induced from the exact functor Bˆi coincides
with the action of Bi ∈H for any i ∈ Z.
We start with the following main insight:
Proposition 10.16. Theorem 10.15 is true when restricted to Vm
⊗r
.
Proof. It is enough to verify that the action of [Bˆi] agrees with the action of
Bi ∈H on the standard basis corresponding to isomorphism classes of graded
lifts of Verma modules. Recall the commuting action of the Hecke algebra
from Lemma 10.3 and note that twisting functors commute with translation
functors, [3, Theorem 3.2]. Hence by Theorem 10.6 it is enough to compare the
action for Verma modules whose highest weight λ is maximal in their dot-orbit.
Moreover by linearity we can restrict ourselves to the case of standard graded
lifts Mˆ(λ). We follow the proof of Lemma ??. Consider first the functors
Bˆi for i > 0. The equivalence η lifts to the graded setting and just renames
the highest weight of Mˆ(λ). The translation out of the wall produces an
indecomposable projective module P , [43, Section 7.11] with a graded Verma
flag. The Verma subquotients are, up to some grading shifts, the Mˆ(ν − ρ)
with the same weights ν as before. Amongst them let ν(r) be the weight
where the r-th i + 2 from the left has been changed. By our normalization,
Mˆ(ν(rmax)−ρ) with r = rmax maximal occurs without grading shift and hence
P ≅ Pˆ (ν(rmax) − ρ). By [12, Theorem 3.11.4], the graded multiplicities are
encoded in parabolic Kazhdan-Lusztig polynomials. Our case corresponds to
the explicit formula [77, Proposition 2.9] and we obtain that P has a filtration
with subquotients Mˆ(ν(r) − ρ)⟨rmax−r⟩.
In our example we get
[Mˆ(1/2(3,3,3,7,7,5, 9,9) − ρ)] + q[Mˆ(1/2(3,3,3,7,5,7, 9,9) − ρ)]
+ q2[Mˆ(1/2(3,3,3,5,7,7, 9, 9) − ρ)]
in the Grothendieck group. Now translation to the wall just changes the
numbers i+1 appearing in the weights to i without any extra grading shift by
[78, Theorem 8.1]. The last step is a graded equivalence renaming the weights.
In our example we obtain
[Mˆ(1/2(3,3,3,5,5,3,7, 7) − ρ)] + q[Mˆ(1/2(3,3,3,5,3,5,7, 7) − ρ)]
+ q2[Mˆ(1/2(3,3,3,3,5, 5, 7, 7) − ρ)].
In any case, the result agrees with the action of Bi up to an overall grading
shift by ⟨µi − µi+1 + 1⟩. In case i = 0 the arguments are completely parallel
except of the grading shift at the end. As above, the lowest grading shift
appearing for Verma modules is zero. Expressing B0vλ in the standard basis,
the smallest q power appearing equals (−1)+n1−n−1+(n−1−n1+1) = 0, where
nj is the number of j’s appearing in the weight λ. Hence the claim of the
Lemma follows for B0. For B−i, i > 0 the arguments are analogous. 
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Proof of Theorem 10.15. Let i > 0. Recall from (7.1) that the action of Bi
on some standard basis vector v = vi1 ⊗ . . . ⊗ vir ∈ ⋀
k1
q V
 ⊗ . . . ⊗⋀krq V
 from
(7.2) can be obtained by viewing v as a vector inside ⊗k1 V⊗ . . .⊗⊗kr V and
compute the action there. Let [Mˆ qk(µ)] be the class of the standard graded
lift Mˆ qk(µ) of the parabolic Verma module attached to v. Assume first that
the stabilizer of µ is trivial under the dot-action and write µ = x ⋅ λ with λ
maximal in the same dot-orbit and x ∈Wn. Recall that by definition the Levi
subalgebra of qk is of type A with Weyl group isomorphic to the product Sk
of symmetric groups. Then
[Mˆ qk(µ)] = [Mˆ qk(x ⋅ λ)] = ∑
y∈Sk
(−q)ℓ(w)[Mˆ(yx ⋅ λ)](10.10)
by the formula [77, Proposition 3.4] for parabolic Kazhdan-Lusztig polyno-
mials together with [80, Corollary 2.5]. This however fits precisely with the
formula (7.1) and the claim follows. Assume now that the stabilizer W (µ)
of µ is not trivial under the dot-action. Then choose λ′ an integral weight,
maximal in its dot-orbit and with W (λ′) trivial. Let κ respectively κ′ be the
non-parabolic block triples corresponding to λ′ and λ. Then Θˆκ
′
κ Mˆ(λ′) ≅ Mˆ(λ)
by definition. We claim that
Θˆκ
′
κ Mˆ(x ⋅ λ′) ≅ Mˆ(x ⋅ λ)(10.11)
for any shortest coset representative x ∈ Wn/W (λ). Since this is true if we
forget the grading and M(x ⋅ λ) is indecomposable we only have to figure
out possible overall grading shifts, [78, Lemma 1.5]. If x is the identity we
are done by convention. Otherwise we find a simple reflection sαi such that
ℓ(sαix) < ℓ(x) and use again that twisting functors, even graded, commute
with translation functors. From Lemma 10.3 and Theorem 10.6 the result
follows then by induction on ℓ(x). This implies Θˆκ′κ Mˆ qk(x ⋅ λ′) ≅ Mˆ qk(x ⋅ λ),
since this is again true up to a possible overall shift in the grading which
is however zero by (10.11). Moreover, we can choose λ′ such that yx is of
minimal length in its coset for any y ∈ Sk. (In practice we consider λ + ρ and
replace its entries by a strictly increasing sequence of positive integers. We do
this by replacing first the lowest numbers from the left to right, then replace
the second lowest from the left to right etc.) Now we apply [Θˆκ′κ ] to (10.10)
and obtain with (10.11)
[Mˆ qk(x ⋅ λ)] = ∑
y∈Sk
(−q)ℓ(w)[Mˆ(yx ⋅ λ)](10.12)
The claim follows then from (7.1) and Proposition 10.16. 
10.5. (Categorified) Bar involution. Recall, from (10.9), the identifica-
tion K0 (⊕κ∈Bl(n,r,m) Oˆκ(n)) = ⋀q(n,m, r), then the following generalization
of Proposition 8.10 holds.
Theorem 10.17. There is a unique compatible bar-involution w ↦ w on theH-module ⋀q(n,m, r) which fixes the standard basis vectors corresponding to
classes of graded lifts of simple Verma modules concentrated in degree zero.
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Proof. The existence of an involution fixing the classes formulated in the
proposition is again clear from the existence of an exact graded duality func-
tor d, [78, 6.1.2]. To see that it is a compatible involution, it is enough to
show that dF and Fd induce the same map on the Grothendieck group where
F is any of the functors from (10.8). This is clear in the nongraded setting,
since the duality commutes with the translation functors, in particular with
the functors Θκ
′
κ . Since these functors are indecomposable and gradable, we
know that Θˆκ
′
κ and then also the functors in (10.7) commute (even as functors)
with d up to an overall grading shift, [78, Lemma 1.5].
To check the grading shift it is enough to verify it on the basis given by the
classes of simple modules concentrated in degree zero. The result of applying
F will be a tilting module and it suffices to see that its grading is symmetric
around zero. This can be verified keeping in mind the shifts in (10.7) by an
explicit direct standard calculation using Definition 10.13 and their adjunction
properties, see e.g. [86, Lemma 7.2.1] which we omit.
In contrast to the situation of Proposition 8.11 we could not find a man-
ageable direct combinatorial proof of the uniqueness property. Instead we
therefore use a representation theoretic argument involving the basis of the
classes of graded lifts of tilting modules (which exist by [59, Corollary 5].
Assume τ is another compatible bar involution as in the proposition. Note
that the graded lifts of simple Verma modules concentrated in degree zero are
graded self-dual titling modules, and each block contains such a module, see
[43, Chapter 11].
Assume first that we have a regular block triple κ such that there exists
integers a < b with dj = 1 for a ≤ j ≤ b and dj = 0 otherwise, and let T be such a
corresponding simple tilting module with graded lift Tˆ concentrated in degree
zero. Then pr
+iκ
Fi,+ prκ for a ≤ i < b is a translation functor to one wall, and
prκ Fi,− pr+iκ translates back out again, in particular their composition is the
translation functor through this wall and sends therefore T to a tilting module
in the same block Oˆκ(n). If Fˆ is the composition of the graded lifts (10.8) of
such endofunctors, the compatibility implies τ([Fˆ Tˆ ]) = [Fˆ ](τ([Tˆ ]) = [Fˆ Tˆ ] =
[dFˆ Tˆ ]. By the classification theorem of tilting modules we can chose such
functors Fˆ such that the elements [Fˆ Tˆ ] generate the Grothendieck group of
Oˆκ(n) and hence the two involutions agree there.
Assume now that we have an arbitrary regular block triple κ′. Then we
can find a composition of functors of the form (10.8) to pass from some κ as
above to κ′, passing only regular block triples on the way, and hence defining an
equivalence of categories from Oˆκ(n) to Oˆκ′(n), and hence the two involutions
also agree on these Grothendieck groups.
Finally any other block triple κ′ can be obtained from a regular one by
again functors of the form (10.8). Although they are not equivalences, they
can be chosen to induce surjections on the Grothendieck groups, and again
the compatibility implies that the two involutions agree. All the constructions
can be done inside the blocks from Bl(n, r,m) and directly also transfer to the
parabolic setting as long as there exists a regular block triple κ. In case there
is no such regukar block triple, we should chose instead a block with minimal
possible singularity and then proceed as above. 
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Theorem E in the introduction is proved exactly as Theorem 10.17.
10.6. Koszul duality. For the block triple Γ = (k,µ, ǫ) ∈ Bl(n, r,m) we asso-
ciate the transposed block triple Γ∨ = (µ,k,nǫ) ∈ Bl(n,m, r). In other words,
the parabolic type is flipped with the type of the singularity and the parity is
kept if n is even and swapped if n is odd.
Theorem 10.18. Let Γ ∈ Bl(n, r,m) then OˆΓ(n) is Koszul dual to OˆΓ∨(n).
Proof. We first recall the description of the Koszul dual block in general.
Assume we have a block OIJ of category O for any complex semisimple Lie
algebra, where the parabolic is given by a subset I of the simple roots and the
stabilizer of the highest weights of the parabolic Verma modules are generated
by simple reflections given by a subset J of simple roots. Then the Koszul
dual is the block OJI ′ , where I ′ = −w0(I) with w0 the longest element in the
Weyl group, [7, Theorem 1.1]. In case of type Dn, we have −w0(I) = I if n
is even, whereas if n is odd −w0(I) is the set obtained from I by applying
the unique non-trivial diagram automorphism of the Dynkin diagram. Hence
the Koszul dual of Γ = (k,µ,0) is the block (µ,k,0) if n is even and equal to
(µ,k,1) if n is odd; and the Koszul dual of Γ = (k,µ,1) is the block (µ,k,1)
if n is even and equal to (µ,k,0) if n is odd. 
Koszul duality, [12], [60] in the generalization of [7], defines an equivalence
of categories
Db(OˆΓ(n)) ≅ Db(OˆΓ∨(n))(10.13)
This duality and its connection to the quantum exterior powers can be nicely
encoded in terms of box diagrams which we introduce next.
10.7. Combinatorial Koszul duality. Let r, m be positive integers.
Definition 10.19. An r×m box diagram ⊞ is a filling of r rows andm columns
of boxes such that each box is either empty, filled with one of the symbols +,−
or filled with both, i.e. with ±; for an Example see (10.21) below.
We denote by ⊞i,j the box in row i and column j. We say ⊞ is of type
κ = (k, d, ǫ) if there are a total of ki symbols in row i, a total of dj symbols
in column j, and the parity of the number of − is ǫ. Given Mˆ qk(µ), let
µ+ρ = (µ′1, µ′2, . . . , µ′n). This is a sequence of integers, strictly increasing in the
r parts given by k. Assign to this weight an r×m box diagram ⊞ = ⊞(Mˆ qk(µ))
where ⊞i,j is filled with:
● the symbol + if j − 1/2, but not −(j − 1/2), occurs in the i-th part of k,
● the symbol − if −(j − 1/2), but not j − 1/2, occurs,
● both symbols, i.e. ±, if both occur.
Lemma 10.20. Fix a block Oκ(n) with block triple κ. Then M ↦ ⊞(M)
defines a bijection between the set of parabolic Verma modules in Oκ(n) and
the set of box diagrams of type κ.
Proof. This follows directly from the definitions, the inverse map is given by
reading the rows in ⊞ from top to bottom and ordering the entries for each
row in increasing order. 
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We denote by ⊞∨ the transposed box diagram of ⊞ with additionally all
symbols (+ and −) swapped and by λT the weight giving rise to the box-
diagram ⊞∨. corresponding weight.
Example 10.21. Let n = 9, r = 5, m = 4 and k = (2,2,2,2,1). The box
diagram ⊞ corresponding to w ⋅ µ + ρ = (−5/2, 3/2,−1/2, 1/2,−7/2, 3/2,−1/2, 5/2, 3/2)
and its transposed are (with ○ indicating the empty boxes)
⊞ =
○ + − ○
∓ ○ ○ ○
○ + ○ −
− ○ + ○
○ + ○ ○
⊞∨ =
○ ∓ ○ + ○
− ○ − ○ −
+ ○ ○ − ○
○ ○ + ○ ○
(10.14)
and thus w−1w0 ⋅λ+ρ = (−3/2, 3/2, 7/2,−9/2,−5/2,−1/2,−7/2, 1/2, 5/2).More generally
we have
Proposition 10.22 (Combinatorial Koszul duality). Let ⊞ be the box diagram
corresponding toM qk(w⋅µ) in the block OΓ(n). ThenM qk(w−1w0 ⋅λ) ∈ OˆΓ∨(n)
corresponds to the box diagram ⊞∨. Here µ and λ are maximal elements in
their respective orbits for the dot action of the Weyl group.
Proof. Transposing the box diagram corresponds to passing from x to x−1,
and swapping the signs corresponds to right multiplication with w0. If n is
even, then this procedure keeps the parity of − symbols, whereas if n is odd
then the parity gets swapped. The claim follows. 
Encoding basis vectors by box diagrams using (10.9) allows to give explicit
formulae for the actions of Hm on ⋀q(n,m, r) using the following notation.
Definition 10.23. We define for any box ⊞i,j as above the statistics
c+i,j(⊞,→) =#{l ∣ l > j ∶ ⊞i,l = + or ⊞i,l = ±},
i.e., the number of symbols + to the right of the box ⊞i,j; analogously for the
arrows ←, ↑, and ↓ and for the symbol −. Similarly we define
c+i (⊞,↔) =#{l ∣ ⊞i,l = + or ⊞i,l = ±},
i.e., the number of symbols + in row i; analogously for ↕ and the symbol −.
For an r ×m box diagram ⊞ and 1 ≤ j <m set
(10.15) Bj.⊞ =∑
⊞′
qm(⊞
′)⊞′, B−j.⊞ =∑
⊞′′
qm(⊞
′′)⊞′′, B0.⊞ =∑
⊞′′′
qm(⊞
′′′)⊞′′′,
where the first sum runs over all box diagrams ⊞′ obtained from ⊞ by moving
a symbol from column j+1 to column j. Let ⊞i,j+1 be the box with the symbol
that is moved to the left, then the power of q is given by
m(⊞′) =
⎧⎪⎪⎨⎪⎪⎩
c+i,j(⊞, ↑) − c+i,j+1(⊞, ↑) + c−j (⊞, ↕) − c−j+1(⊞, ↕) for +
c−i,j(⊞, ↓) − c−i,j+1(⊞, ↓) for − .
The second sum runs over all ⊞′′ obtained from ⊞ by moving a symbol from
column j to column j + 1 and
m(⊞′′) = ⎧⎪⎪⎨⎪⎪⎩
c+i,j+1(⊞, ↓) − c+i,j(⊞, ↓) for +
c−i,j+1(⊞, ↑) − c−i,j(⊞, ↑) + c+j+1(⊞, ↕) − c+j (⊞, ↕) for − .
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The third sum runs over all ⊞′′′ obtained from ⊞ by swapping a symbol in the
first column from − to + or vice versa. In this case the power of q is independent
of the symbol and only depends on the position m(⊞′′′) = c+i,1(⊞, ↓)− c−i,1(⊞, ↓).
10.8. Quantum skew Howe duality. For the commuting action of Hr on
⋀q(n,m, r) we need special morphisms between the summands of the form
⋀kqVm. Let k ∈ C(n, r) with ki+1 > 0 and consider k+i, k−i ∈ C(n, r + 1) and
+ik, −ik ∈ C(n, r) as in Definition 9.7.
Then let Bˇi,+,k and Bˇi,−,k be the following composition of the standardUq(gl2m)-morphisms, see [62, Section 2.1] for explicit formulas, multiplied with
the indicated power of −q,
Bˇi,k = (−q)1−ki+1 ⎛⎝
k
⋀qV

m Ð→
k+i
⋀qV

m Ð→
+ik
⋀qV

m
⎞
⎠ .(10.16)
Bˇ−i,k = (−q)1−ki ⎛⎝
k
⋀qV

m Ð→
k−i
⋀qV

m Ð→
+ik
⋀qV

m
⎞
⎠(10.17)
For k with ki+1 = 0 we put Bˇi,k = 0 and finally Bˇi =⊕k∈C(n,r) Bˇi,k.
Remark 10.24. The maps in (10.16), (10.17) are quantized versions of the
canonical inclusion maps ⋀l+1Vm → ⋀
lVm ⊗V

m and ⋀
l+1Vm → V

m ⊗⋀
lVm,
and of the projection maps ⋀lVm ⊗ V

m Ð→ ⋀
l+1Vm and V

m ⊗ ⋀
lVm Ð→
⋀l+1Vm, see e.g. [62] for more details.
By construction the following is automatic.
Lemma 10.25. Let 1 ≤ i < r. The maps Bˇi and Bˇ−i are Uq(gl2m)-equivariant,
hence also Hm-equivariant.
For k ∈ C(n, r) with k1 > 0 define a composition k′ ∈ C(n, r + 1) by setting
k′1 = 1, k
′
2 = k1 − 1 and k
′
i = ki−1 for i > 2.
Bˇ0,k = (−q)1−k1 ⎛⎝
k
⋀qV

m Ð→
k′
⋀qV

m Ð→
k′
⋀qV

m Ð→
k
⋀qV

m
⎞
⎠ ,(10.18)
where the first and third map are as before the standard maps, while the one
in the middle changes the sign of the index in the very first tensor factor of
⋀k
′
Vm, i.e. it send a vector vi1 ⊗ (Rest) to v−i1 ⊗ (Rest). As before, for k with
k1 = 0 we put Bˇ0,k = 0 and finally Bˇ0 =⊕k∈C(n,r) Bˇ0,k.
Lemma 10.26. The map Bˇ0 is Hm-equivariant.
Proof. We have to show that the action commutes with the action of all Bi.
We give the arguments for i ≥ 0 only, since the others are similar. Fix a box
diagram ⊞. Since it is obvious that Bˇ0(Bi.⊞) and Bi.Bˇ0(⊞) contain the same
summands it remains to compare the powers of q involved. Choose boxes ⊞j,i+1
and ⊞1,l containing symbols that can be moved resp. flipped by the action of
Bi resp. Bˇ0.
If l ∉ {i, i + 1} and j ≠ 1: The powers of q are independent of the action of
the other operator and hence the results will be the same.
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If l ∈ {i, i + 1} and j ≠ 1: The box modified by Bˇ0 is in the same column
as the one modified by Bi. The formulas for Bi imply that a symbol + means
we count the symbols above in column i and i + 1 either all as q or q−1. So it
does not matter if we apply Bˇ0 before or after, the power remains the same.
In case of a −, the symbols above are not counted at all.
If l ∉ {i, i+1} and j = 1: Then the box modified by Bˇ0 is in the first row but
far enough away from the one for Bˇ0. In this case the powers of q given by Bi
do not involve the box ⊞1,l at all, and the powers given by Bˇ0 are obviously
the same, no matter if we apply Bi before or after.
If l ∈ {i, i + 1} and j = 1: The box ⊞1,l is either directly to the left of ⊞j,i+1
or they coincide. It is easy to see that for Bˇ0 the q-powers are the same or the
two compositions are zero anyway. Similarly for Bi, because the q-powers do
not depend on the sign if our box is in the first row. 
Using the definition of the box diagrams and of the intertwiner maps (10.16)-
(10.18) we obtain the following explicit formulas ”dual” to (10.15).
Proposition 10.27. Let ⊞ be a box diagram of type (k,µ, ǫ). Then
Bˇi(⊞) =∑
⊞′
(−q)m(⊞′)⊞′, Bˇ−i(⊞) =∑
⊞′′
(−q)m(⊞′′)⊞′′,
Bˇ0(⊞) =∑
⊞′′′
(−q)m(⊞′′′)⊞′′′,(10.19)
for 1 − r ≤ i ≤ r − 1, where the first sum runs over all box diagrams obtained
from ⊞ by moving a symbol from row i+1 to the one directly above, the second
sum over those where a symbol in row i is moved to the box directly below and
the third sum over those where a symbol in the first row is swapped from − to
= or vice versa, and the exponents are given below.
Assume that for ⊞′ (respectively ⊞′′) the symbol in ⊞i+1,j (respectively in
⊞i,j) gets moved, and for ⊞′′′ the swapped symbol is in ⊞1,j, then
m(⊞′) =
⎧⎪⎪⎨⎪⎪⎩
c+i,j(⊞,→) − c+i+1,j(⊞,→) for +
c−i+1,j(⊞,→) − c−i,j(⊞,→) + ki − ki+1 + 1 for − .
m(⊞′′) = ⎧⎪⎪⎨⎪⎪⎩
c+i,j(⊞,→) − c+i+1,j(⊞,→) + ki+1 − ki + 1 for +
c−i+1,j(⊞,→) − c−i,j(⊞,→) for − .
m(⊞′′′) = c−1,j(⊞,→) − c+1,j(⊞,→).
Denote by Hm the coideal subalgebra corresponding to the quantum groupUq(gl2m), i.e. the truncation ofH, and consider the two actions on ⋀q(n,m, r):
Theorem 10.28 (Quantum skew Howe duality). Lemmas 10.25 and 10.26
define commuting actions of Hm and Hr on ⋀q(n,m, r). They are in fact
each others centralizers.
Proof. We have seen that the actions commute. Then we argue as in the proof
of Theorem 10.4 using Theorem 9.1 for the specialization q = 1. 
10.9. Categorified quantum skew Howe duality and Koszul duality.
Theorem 10.18 and then (10.13) implies that the Koszul duality functor from
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[12], [60] defines a contravariant equivalence of triangulated categories
K ∶ ⊕
k∈C(n,r)
Db (Oˆqk≤m(n)) Ð→ ⊕
k∈C(n,m)
Db (Oˆqk≤r(n)) .(10.20)
sending the standard lift of the parabolic Verma module of highest weight ν−ρ
to the standard lift of the parabolic Verma module of highest weight ν∨ − ρ,
see [7] with Proposition 10.22. The grading shift on the left corresponds to a
homological and grading shift on the right, K⟨j⟩ = ⟨j⟩[j]K. Since the functors
are triangulated they induce homomorphisms on the Grothendieck group of
the categories from (10.20) which we identify with the Grothendieck group of
the underlying abelian category. Note that [Bi] is q-linear, whereas [K], [K−1]
are q-antilinear, that means q is sent to −q.
Proposition 10.29. On the Grothendieck group we have for 1 − r ≤ i ≤ r − 1
[K−1] ○ [Bi] ○ [K] = Bˇi.
Proof. It is enough to compare their values on standard basis vectors, hence on
the classes of the standard graded lifts of parabolic Verma modules (concen-
trated in homological degree zero). For the left hand side of the first equation
we take therefore the class of a parabolic Verma module and identify it with
its box diagram ⊞. Applying [K−1] ○ [Bi] ○ [K] means that we first take the
transpose ⊞∨, secondly apply Bi thanks to Theorem 10.15 and finally substi-
tute in the resulting Z[q, q−1]-linear combination of box diagrams q ↝ −q in
all the coefficients and transpose all the occurring box diagrams. Comparing
the final result with the formulas from Proposition 10.27 gives the claim. The
other two equalities are checked analogously. 
Since the functors Bi are exact and K is a graded triangulated equivalence
with inverse K−1 we directly obtain:
Corollary 10.30. The endofunctors Bˆ∨i = K−1 Bi K with 1−r ≤ i ≤ r−1 induce
the action of Bˇi on the Grothendieck group, that is Bˇi = [Bˆ∨i ].
Remark 10.31. The functors Bˆ∨i have a more direct description as graded
lifts of so-called Zuckermann functors precomposed with inclusion functors
between graded version of different parabolic category O’s). This follows di-
rectly from the fact, [60, Theorem 35] and its straight- forward generalization
to more general parabolics, that graded lifts of Zuckerman respectively in-
clusion functors are Koszul dual to the graded graded lifts of translation to
respectively translation functors out off the walls.
From the definitions, Proposition 10.29 and Theorem 10.28 we obtain
Theorem 10.32 (Categorified quantum skew Howe duality). Fix the equiva-
lence given by Koszul duality,
K ∶ ⊕
k∈C(n,r)
Db (Oˆqk≤m(n)) ≅ ⊕
k∈C(n,m)
Db (Oˆqk≤r(n)) .(10.21)
Then the coideal algebra actions from Theorem 10.15 on the two sides turn
into commuting actions on the same space, one given by Theorem 10.15, the
other by Proposition 10.30.
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More concretely this means that on
K0
⎛
⎝ ⊕k∈C(n,r)D
b (Oˆqk≤m(n))⎞⎠ =⋀q(N,m,r),
the action of [Bˇi] commutes with the one of [Bj] for −r < i < r and −m < j <m.
Remark 10.33. With some technical arguments generalizing [45] one can
actually show that the family of functors Bˇi commutes naturally (in the sense
of [45, Definition 2] or [3, Lemma 2.1, Theorem 3.2] with the action of the
family Bj for −r < i < r and −m < j <m.
Totally analogous (but in fact combinatorially much easier) arguments ap-
plied to the Lie algebra gln instead of son give rise to the quantum and cate-
gorified quantum skew Howe duality of type A mentioned in the introduction.
The quantum (but non-categorified) version can be found in [52], see also [22],
and a partial categorification (with only one of the two commuting actions)
can be found in [69], [51].
Passing to coideals of other types gives a different phenomenon, since skew
Howe dualities could then pair quantum groups with coideals and not as in
our case coideals with the same type of coideals. For first results see [73].
11. Appendix
11.1. Proof of Theorem 2.8. This subsection is devoted to the proof of the
auxiliary lemmas for Theorem 2.8.
Lemma 11.1. For 1 ≤ i ≤ d − 1 and j /∈ {i, i + 1} we have siyj = yjsi.
Proof. The case j < i is obvious by definition. For the case j > i+ 1, the claim
follow from (v ∈M ⊗ V ⊗d):
siyj(v) = si ⎛⎝
⎛
⎝ ∑0≤k<jΩkj +
2n−1
2
⎞
⎠ v
⎞
⎠ =
⎛
⎝ ∑0≤k<jΩkj
⎞
⎠ si(v) + 2n−12 si(v) = yjsi(v).

The following are the Brauer algebra relations, see [38, Lemma 10.1.5]:
Lemma 11.2. For 1 ≤ i ≤ d − 2, the relations eisi = ei = siei, siei+1ei = si+1ei,
ei+1eisi+1 = ei+1si, and ei+1eiei+1 = ei+1 hold.
Proof. The first equality is obvious by definition of τ . We will prove the second
one, the final two are shown analogously. To simplify notations we assume
that si, ei, and ei+1 only act on a threefold tensor product, with factors being
the position i, i + 1, and i + 2 in order. Let a, b, c ∈ I and v = va ⊗ vb ⊗ vc,
then the claim follows by comparing (si+1ei).v = ⟨va, vb⟩∑k∈Ivk ⊗ vc ⊗ vk with(siei+1ei).v = (siei+1) (⟨va, vb⟩∑k∈Ivk ⊗ v∗k ⊗ vc) = ⟨va, vb⟩∑k∈Ivk ⊗ vc ⊗ v∗k . 
Lemma 11.3. For 1 ≤ i ≤ d − 1 we have siyi − yi+1si = ei − 1.
Proof. The claim is equivalent to showing yi − siyi+1si = ei − si by Lemma11.2.
Note that siyi+1si equals
si ( ∑
0≤k<i+1
Ωki + ( 2n−12 Id)) si = ( ∑
0≤k<i
Ωki + siΩi(i+1)si + ( 2n−12 Id))
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Therefore, yi−siyi+1si = −siΩi(i+1)si = −Ωi(i+1) = ei−si, where the last equality
follows from Remark 2.6. 
The proofs of the following identities rely on the explicit form of Ω and its
action on V ⊗ V .
Lemma 11.4. For 1 ≤ i, j ≤ d − 1 and j /∈ {i, i + 1} we have eiyj = yjei.
Proof. As in Lemma 11.1 the case j < i is obvious by definition and we are left
with the case j > i + 1. The essential part that we need to prove is
(Ωij +Ω(i+1)j) ei = ei (Ωij +Ω(i+1)j) ,(11.1)
since ei naturally commutes with all other summands of yj. Again, we pretend
that Ωij, Ω(i+1)j , and ei act on a threefold tensor product, corresponding to
the factors at position i, i + 1 and j, in order.
Consider first the left hand side of (11.1). Since we first apply ei, the
element eiyj kills all basis vectors except the ones of the form x = va ⊗ v∗a ⊗ vc
for some a, c ∈ I, in which case x.ei = ∑k∈I vk⊗v∗k⊗vc. and applying Ωij+Ω(i+1)j
gives
∑
α∈B(so2n)
∑
k∈I
(Xαvk ⊗ v∗k + v∗k ⊗Xαvk)⊗X∗αvc
= ∑
α∈B(so2n)
∑
k∈I
∑
l∈I
(⟨Xαvk, vl⟩ v∗l ⊗ v∗k + v∗k ⊗ ⟨Xαvk, vl⟩ v∗l )⊗X∗αvc
= ∑
α∈B(so2n)
∑
k,l∈I
(⟨Xαvk, vl⟩ v∗l ⊗ v∗k − ⟨Xαvl, vk⟩ v∗k ⊗ v∗l )⊗X∗αvc = 0
Thus (Ωij +Ω(i+1)j) ei = 0 on M ⊗ V ⊗d.
Consider the right hand side of (11.1), let x = va⊗ vb⊗ vc for a, b, c ∈ I, then
x.(Ωij +Ω(i+1)j) = ∑
α∈B(so2n)
(Xαva ⊗ vb + va ⊗Xαvb)⊗X∗αvc
= ∑
α∈B(so2n),k∈I
(⟨Xαva, vk⟩v∗k ⊗ vb + ⟨Xαvb, vk⟩va ⊗ v∗k)⊗X∗αvc
Applying ei kills, for fixed α, all except one summand and we obtain
∑l∈I (⟨Xαva, vb⟩ vl ⊗ v∗l + ⟨Xαvb, va⟩ vl ⊗ v∗l )⊗X∗αvc
=∑l∈I (⟨Xαva, vb⟩ vl ⊗ v∗l − ⟨Xαva, vb⟩ vl ⊗ v∗l )⊗X∗αvc = 0.
Thus, ei (Ωij +Ω(i+1)j) = 0 on M ⊗ V ⊗d and the lemma follows. 
Lemma 11.5. For 1 ≤ i, j ≤ d we have yiyj = yjyi.
Proof. We show this by using the following statements:
(i) [Ωij ,Ωkl] = 0 for pairwise different i, j, k, l,
(ii) [Ωij +Ωjk,Ωik] = 0 for pairwise different i, j, k.
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Equality (i) is obvious. For (ii) we consider factors i, j, and k to obtain
[Ωij +Ωjk,Ωik] = ∑
α,β,γ
[Xα ⊗X∗α ⊗ 1 + 1⊗Xβ ⊗X∗β ,Xγ ⊗ 1⊗X∗γ ]
= ∑
α,β,γ
[Xα,Xγ]⊗X∗α ⊗X∗γ +Xγ ⊗Xβ ⊗ [X∗β ,X∗γ ]
= ∑
α,β,γ,µ
(([Xα,Xγ],X∗µ)Xµ ⊗X∗α ⊗X∗γ +Xγ ⊗Xβ ⊗ ([X∗β ,X∗γ ],Xµ)X∗µ)
(1)
= ∑
α,β,γ,µ
(([Xα,Xγ],X∗µ)Xµ ⊗X∗α ⊗X∗γ + ([X∗α,X∗µ],Xγ)Xµ ⊗Xα ⊗X∗γ )
(2)
= ∑
α,β,γ,µ
(([Xα,Xγ],X∗µ)Xµ ⊗X∗α ⊗X∗γ − ([Xα,Xγ],X∗µ)Xµ ⊗X∗α ⊗X∗γ ) = 0.
Here equality (1) is relabelling the second summand and extracting a scalar
factor, while equality (2) is due to the invariance of the Killing form, i.e.
∑
α∈B(so2n)
([X∗α,X∗µ],Xγ)Xα = ∑
α∈B(so2n)
(X∗α, [X∗µ ,Xγ])Xα = ∑
α∈B(so2n)
(Xα, [X∗µ ,Xγ])X∗α
which however equals −∑α∈B(so2n)([Xα,Xγ],X∗µ)X∗α and so we are done. 
Lemma 11.6. For 1 ≤ 1 < d we have ei(yi + yi+1) = 0 = (yi + yi+1)ei.
Proof. We start with the first relation and expand the left hand side.
ei(yi + yi+1) = ei ( ∑
0≤k<i
(Ωki +Ωk(i+1)) +Ωi(i+1) +N − 1)
= ei ( ∑
0≤k<i
(Ωki +Ωk(i+1)) + si − ei +N − 1) = ei ∑
0≤k<i
(Ωki +Ωk(i+1))
We have seen in the proof of Lemma 11.4 that ei (Ωki +Ωk(i+1)) acts as zero
if k > 0. Thus we are left to show that ei (Ω0i +Ω0(i+1)) acts as zero. Let
x = m ⊗ va ⊗ vb for m ∈ M and a, b ∈ I, again these should be thought of
positions 0, i, and i + 1. Applying (Ω0i +Ω0(i+1)) gives us
x. (Ω0i +Ω0(i+1)) = ∑
α∈B(so2n)
Xαm⊗X∗αva ⊗ vb +Xαm⊗ va ⊗X
∗
αvb
= ∑
α∈B(so2n)
∑
k∈I
⟨X∗αva, vk⟩Xαm⊗ v∗k ⊗ vb + ⟨X∗αvb, vk⟩Xαm⊗ va ⊗ v∗k .
Now applying ei to each summand for α ∈ B(so2n) we obtain
∑
l∈I
⟨X∗αva, vb⟩Xαm⊗ vl ⊗ v∗l + ⟨X∗αvb, va⟩Xαm⊗ vl ⊗ v∗l
=∑
l∈I
⟨X∗αva, vb⟩Xαm⊗ vl ⊗ v∗l − ⟨X∗αva, vb⟩Xαm⊗ vl ⊗ v∗l = 0.
Thus we have ei(yi + yi+1) = 0 on M ⊗ V ⊗d.
For the second equality with start with the same x as above and apply ei,
then the result will be either zero or equal to ∑l∈Im⊗vl⊗v∗l = ∑l∈Im⊗v
∗
l ⊗vl.
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Applying (Ω0i +Ω0(i+1)) to this, we obtain
∑
α∈B(so2n)
∑
l∈I
Xαm⊗X∗αv
∗
l ⊗ vl +Xαm⊗ vl ⊗X
∗
αv
∗
l
= ∑
α∈B(so2n)
∑
k,l∈I
⟨X∗αv∗l , v∗k ⟩Xαm⊗ vk ⊗ vl + ⟨X∗αv∗l , v∗k ⟩Xαm⊗ vl ⊗ vk
= ∑
α∈B(so2n)
∑
k,l∈I
⟨X∗αv∗l , v∗k ⟩Xαm⊗ vk ⊗ vl − ⟨X∗αv∗k , v∗l ⟩Xαm⊗ vl ⊗ vk = 0.
For the last equality one just switches k and l in the second sum. Hence we
also have (yi + yi+1)ei = 0 on M ⊗ V ⊗d. 
11.2. Proof of Proposition 4.2.
Proof of Proposition 4.2. Let us first ignore the grading. Statements (a) and
(b) follow directly from Definition 4.1, since we sum over all possible blocks.
The statements about Verma modules follow directly from Proposition 2.16
and the definition of our functors. We now consider the action on the modules
L(λ).
For cases (h) and (i) we know that Fi,−Mp(λ) = {0}, hence Fi,−L(λ) = {0},
since L(λ) is a quotient of Mp(λ) and Fi,− is exact.
The proofs of (a) - (d) are not much harder. For example, if λ = λ∨○ as in
(a), then Fi,−L(λ) is a quotient of Fi,−Mp(λ) ≅Mp(λ○∨). Moreover it is self-
dual. This is because L(λ) is self-dual with respect to the duality on categoryO, and F commutes with this duality [5], and hence so does Fi,−. Thus we
either have Fi−L(λ) = {0} or Fi−L(λ) ≅ L(λ○∨), as these are the only self-
dual quotients of Mp(λ○∨). To rule out the possibility that it is zero, consider
the group homomorphism K0(Fi,−) ∶ K0(OpΓ(n)) → K0(OpΓi,−(n)) induced byFi,−. Expressed in the basis of classes of parabolic Verma modules, it has
an inverse, the morphism induced by Fi,+. Hence Fi,− is non-zero on every
non-zero module. This proves (a), and the proofs of (b) - (d) are similar.
Next we check (e) and (f) for L(λ), i.e. we show that Fi,−L(λ∨∧) ≅ L(λ○×)
and Fi,−L(λ∧∨) = {0}. We know that Fi,−Mp(λ∨∧) ≅ Fi,−Mp(λ∧∨) ≅Mp(λ○×).
By self-duality, we either have Fi−L(λ∨∧) ≅ L(λ○×) or Fi,−L(λ∨∧) = {0}, as well
as Fi,−L(λ∧∨) ≅ L(λ○×) or Fi,−L(λ∧∨) = {0}. As [Fi,−Mp(λ∨∧) ∶L(λ○×)] = 1, we
have a composition factor L(µ) of Mp(λ∨∧) with [Fi,−L(µ) ∶L(λ○×)] = 1. The
facts proved so far imply either that µ = λ∨∧ or that µ = λ∧∨. But the latter
case cannot occur as λ∧∨ is strictly bigger than λ∨∧ in the Bruhat ordering.
Hence µ = λ∨∧ and we have proved [Fi,−L(λ∨∧) ∶ L(λ○×)] = 1. This proves (e),
since Fi,−L(λ∨∧) ≅ L(λ○×). It remains for (f) to show that Fi,−L(λ∧∨) = {0}.
Suppose for a contradiction that it is non-zero, hence Fi,−L(λ∧∨) ≅ L(λ○×). By
Proposition 4.4 and BGG-reciprocity we know that Mp(λ∧∨) has both L(λ∧∨)
and L(λ∨∧) as composition factors, so we deduce that [Fi,−Mp(λ∧∨) ∶L(λ○×)] ≥
2, which is the desired contradiction.
In this paragraph, we check (g3). Take λ with λ = λ×○. Let Γ be the
block containing λ and Γi,−, Γi,−− the domains of the functors Fi,− respec-
tively F2i,− restricted to Γ. We know F2i,−Mp(ν) ≅Mp(ν○×)⊕Mp(ν○×) for any
ν ∈ Γ. Hence F2i,− induces a Z-module isomorphism between [OpΓ(n)] and
2[Op
Γi,−−
(n)]. Thus for non-zero M ∈ Op(n), F2i,−M ≠ 0 with class divisible by
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two in [Op
Γi,−−
(n)]. In particular, F2i,−L(λ) is a non-zero self-dual quotient of
Mp(λ○×)⊕Mp(λ○×) whose class is divisible by two. This implies
F2i,−L(λ) ≅ L(λ○×)⊕L(λ○×).(11.2)
Now take any µ ∈ Γi,−. We know already that Fi,−L(µ) ≅ L(µ○×) if µ = µ∨∧,
and Fi,−L(µ) = {0} otherwise. Assuming now that µ = µ∨∧, we deduce from
this that [Fi,−L(λ) ∶L(µ)] = [F2i,−L(λ) ∶L(µ○×)]. Using (11.2), we conclude for
µ = µ∨∧ that [Fi,−L(λ) ∶L(µ)] = 0 unless µ = λ∨∧, and [Fi,−L(λ) ∶L(λ∨∧)] = 2.
It is easy to see that the analogous statements hold for Fi,+.
Now we deduce all the statements (a) - (i) for P p(λ) by using the fact
that (Fi,−,Fi,+) is an adjoint pair of functors. We just explain the argument
in case of (e), since the other cases are similar (actually, easier). As Fi,−
sends projectives to projectives, Fi,−P p(λ) is a direct sum of indecomposable
projectives. To compute the multiplicity of P p(µ) we calculate
Homg(Fi,−P p(λ),L(µ)) ≅ Homg(P p(λ),Fi,+L(µ)) = [Fi,+L(µ) ∶ L(λ)].
By the analogue of (g3) for Fi,+ this multiplicity is zero unless µ = λ○×, when
it is two. Hence Fi,−P p(λ) ≅ P p(λ○×)⊕ P p(λ○×).
We still need to verify (g4). By (g1), (g3) and exactness of Fi,−, we get thatFi,−L(λ) is a non-zero quotient of P (λ∨∧), hence it has irreducible head iso-
morphic to L(λ∨∧). Since it is self-dual it also has irreducible socle isomorphic
to L(λ∨∧).
Now consider the case i = 1/2. The statement for the Verma modules is
again clear and for the simple modules we argue as above. For the projective
modules we consider again each case. Part (m) is proved as (a) or (b), whereas
(o) is proved as the dual version (j) of (c). Now for (n) and (r) each Verma
module occurring in a filtration of the projective module has highest weight
ν and ν equals λ at the places 0 and 1, hence the whole module get killed by
the functor. Case(p) is proved as case (n) whereas (q) is proved as the dual
(j)of (g). Hence it remains to show (k) and (l) which however can be proved
with the arguments from (e).
Finally (s) and (t) can be proved as (a)-(d). 
11.3. Proof of Proposition 5.7 and Proposition 5.8.
Proof of Proposition 5.7. Starting with d = 0 there is only one weight with
δ-height zero, namely δ and the statement is clear. For d = 1 there are two
weights, δ − ǫ1 and δ + ǫn. The statement then follows from both parabolic
Verma modules being projective. Assume now that the statement is true for
0 ≤ d′ ≤ d − 1. Note that aµ /= 0 implies that Mp(µ) appears in a Verma flag
of Mp(δ) ⊗ V ⊗d, and hence htδ(µ) ≤ d. Moreover, the highest weights of all
occurring parabolic Verma modules change each step by ±ǫj, changing the
δ-height by ±1, thus d − htδ(µ) is even.
Conversely, assume µ is a weight with d−htδ(µ) = 2k for some k ≥ 0. If k > 0
then by induction hypothesis P (µ) appears in M(δ) ⊗ V ⊗d−2. The weight µ
contains at least one neighboured ∧○, ∨○, or ×○ pair (since only finitely many
vertices are labelled ∧, ∨ or ×). Hence we are in (a), (b) or (g) of Proposition 4.2
thus P (µ) is a summand of F2P (µ) and therefore also of Mp(δ)⊗ V ⊗d. Now
we have to proceed via a case-by case analysis for k = 0:
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(1) Assume first that there exist i ∈ I(µ), −i /∈ I(µ) with i = (µ+ρ)a > 0 and
δa − µa > 0 for some a. (In the diagram picture this means that the a-th ∨ in
δ was moved to the left and gives a ∨ in µ at position i). We assume that a
was chosen to be maximal amongst these (that is the rightmost ∨ which got
moved to the left to create some ∨). Locally at the positions i and i + 1 the
diagram for µ could look as follows
(a) ∨○. In this case set ν = ○∨
(b) ∨∧. In this case set ν = ○×
(c) ∨×. In this case set ν = ×∨
(d) ∨∨. Since a was maximal, this means that the ∨ at position i+1 forces i+1 =(µ + ρ)a+1 and at the same time δa+1 − µa+1 ≤ 0 which is a contradiction.
In each of the first three cases P (µ) appears as a summand in FP (ν) (by
Proposition 4.2 (c), (g), and (j)) and htδ(ν) = htδ(µ)− 1. By hypothesis P (ν)
appears as summand in Fd−1Mp(δ) and we are done.
(2) Assume (1) does not hold and moreover that if i = (µ+ ρ)a > 0 for some
a and −i ∉ I then δa−µa = 0. (Diagrammatically this means that ∨
′s did either
not move or turned into ∧′s, creating possibly some ×’s). Choose, if it exists,
−j ∈ I maximal such that −j < 0. (Diagrammatically we look at the ∧’s and ×’s
and choose the leftmost. It sits at position j). Locally at the positions j − 1
and j, for j > 1
2
, the diagram for µ could look as follows
(a) ⧫∧. In this case set ν = ○×.
(b) ∨∧. In this case set ν = ×○.
(c) ○∧. In this case set ν = ∧○.
(d) ∨×. In this case set ν = ×∨.
(e) ○×. In this case set ν = ∧∨. The ∨ in δ at place j − 1 got moved, hence
turned into an ∧ or created a ×. But then the same happened to all the
∨’s further to the left. In particular, ν has no ∨ left of the ∧ at position j
and hence we can apply Corollary 4.6 to P (ν).
Again, in each of the last four cases P (µ) appears as a summand in FP (ν) by
Proposition 4.2 and by hypothesis P (ν) appears as summand in Fd−1Mp(δ).
In case no ∧ or × exists we either have µ = δ and there is nothing to do or
µ has a ○∨ or ∨○ pair which we swap to create a new weight ν and argue as
above using Proposition 4.2 (a), (c) or (j).
(3) Finally, assume that neither (1) nor (2) holds. The arguments are
completely analogous to (2) except for the case
(e’) ○×. In case there is no ∨ to the left of the cross we set ν = ∧∨ and argue as
before using Corollary 4.6. Otherwise such a ∨ did not get moved or got
moved to the right, since we excluded case (1). Since it is separated from
our × at position j by a ○, our × is created from a ∨ which got moved to
the right. Hence changing ○× to ∨∧ decreases the height by 1. Then we
can argue again using Proposition 4.2, this time part (e).

Proof of Proposition 5.8. Assume µ is in the same block as ν and µ < ν. Then
ν is obtained from µ by applying a finite sequence of changes from ∧∧ to ∨∨ or
NAZAROV–WENZL ALGEBRAS AND SKEW HOWE DUALITY 65
from ∨∧ to ∧∨ at positions only separated by ○’s and ×’s. Hence it is enough
to consider these basic changes.
Changing from ∨∧ to ∧∨: Let 0 ≤ i ≤ i + j be the positions of the two
symbols. In the ǫ-basis µ + ρ and ν + ρ are then of the form
(ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−x1, . . . − xa,−(i + j),ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−y1, . . . − yb,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightz1, . . . , zc,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightu1, . . . ur, i,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightv1, . . . , vs,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightw1, . . . wt)
(ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−x1, . . . − xa,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−y1, . . . − yb,−iucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightz1, . . . , zc,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightu1, . . . ur,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightv1, . . . , vb, i + j,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightw1, . . . wt)
where a, b, c, r, t ≥ 0 with the xk > 0 indicating the ∧’s to the right of position
i + j, the yk > 0 indicating the ∧’s as part of the crosses between positions i
and i + j, the zk > 0 indicating the ∧’s to the left of position i, the uk > 0
indicating the ∨’s to the left of position i, the vk > 0 indicating the ∨’s as part
of the crosses between positions i and i+j and the wk > 0 indicating the ∨’s to
the right of position i+ j. Hence to determine htδ(µ)− htδ(ν) we can without
loss of generality assume that the x, z, u and w’s are zero. Recall that δ + ρ is
an increasing sequence of consecutive numbers, so we are left with
htδ(µ) − htδ(ν)
= (∣m + i + j∣ +∑bk=1∣m + k + yk ∣ −∑bk=1∣m + k − 1 + yk∣ − ∣m + b + i∣)
+ (∣p − i∣ +∑bk=1∣p + k − vk ∣ −∑bk=1∣p + k − 1 − vk ∣ − ∣p + b − i − j∣)
for some non-negative m, p which are (half-)integers i, j in case i,j are (half-
)integers. The absolute values in the first summand can be removed and hence
gives j in total. Set v0 = i and vb+1 = i+ j, and choose −1 ≤ k0 ≤ b+ 1 such that
p + k − vk > 0 for 0 ≤ k ≤ k0 and p + k − vk ≤ 0 for b + 1 ≥ k > k0.
htδ(µ) − htδ(ν)
= j + ∣p − v0∣ − ∣p + b − vb+1∣ + ∑
1≤k≤k0,b
((p + k − vk) − (p + k − 1 − vk))
+ ∑
k0+1≤k≤b
((vk − p − k) − (vk − p − k + 1))
= j + ∣p − v0∣ − ∣p + b − vb+1∣ + k0 − (b − k0) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2j if k0 = b + 1,
2(p − i + k0) if 0 ≤ k0 ≤ b,
0 if k0 = −1.
In any case htδ(µ) ≥ htδ(ν) and their difference is even, since j, k0, p − i ∈ Z.
Change from ∧∧ to ∨∨: It is easy to check that the difference of the heights
is even. We claim that if µ and ν are weights such that ν is obtained from
µ just by changing an ∧ at some position i which has no other ∧ or ∨ to its
left into a ∨ then htδ(ν) ≤ htδ(µ). Together with the previous paragraph this
claim proves the lemma. In the ǫ-basis, the weights µ + ρ and ν + ρ are of the
form
(ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−x1, . . . − xa,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−y1, . . . − yb,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightz1, . . . , zb, i,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightw1, . . . wc)
(ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−x1, . . . − xa,−i,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright−y1, . . . − yb,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightz1, . . . , zb,ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightw1, . . . wc)
where a, b, c ≥ 0 with the xk > 0 indicating the ∧’s to the right of position i,
the yk > 0 indicating the ∧’s as part of the crosses to the left of i, the zk > 0
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indicating the ∨’s as part of the crosses to the left of i and the wk > 0 indicating
the ∨’s to the right of position i. Again, the x’s and w’s are irrelevant for the
difference of the heights. Note that the number of y’s equals the number of
z’s. With the arguments from above we get
htδ(µ) − htδ(ν) = (∣m + i∣ +∑bk=1(m + k + yk) −∑bk=1(m + k − 1 + yk))
+ (∑bk=1(∣p + k − zk ∣ −∑bk=1∣p + k − 1 − zk ∣) − ∣p + b − i∣)
with p =m+ b+ 1. The first sum equals b, the second ≥ −b and hence htδ(µ)−
htδ(ν) ≥ m + i − ∣m + b + 1 − i∣. This is obviously positive if m + b + 1 − i < 0
and equals −2b + 2i − 1 otherwise. On the other hand, b < i and our claim
follows. 
11.4. Proof of Theorem 5.13.
Proof of Theorem 5.13. We assume here δ ≥ 0, the case δ < 0 is again obtained
via Corollary 3.9. Let S ′ denote the set λ ∈ S(δ, d) which appear as endpoints
of λ ∈ Ad(δ) such that any two consecutive steps of λ only differ by ±ǫj for
j < n.
Via Proposition 3.7, such a path correspond to an up-down-d-bitableaux
with second component being the empty partition. Thus, ignoring the second
component, we identify such paths with up-down-d-tableaux. To show that
zd⩔d(α,β)zd is quasi-hereditary it suffices to show that all indecomposable
projective modules indexed by weights in S ′ are summands in Pd.
For d = 0 there is nothing to check and for d = 1 the partition with one box
corresponds to P (λ...○∧○∧) =Mp(δ − ǫ1).
Now assume the claim is true for d − 2. Hence all partitions in S ′ with
d − 2k (k ≥ 1) boxes arise as labels of indecomposable projectives in Pd−2 =
F̃d−2Mp(δ). Let now λ be such a partition of d − 2k boxes. If δ > 0 then the
associated weight diagram has at least one ○ and hence there is i < δ/2+n such
that at position i and i + 1, λ looks locally like
µ ∧○ ∨○ ∨∧ ○∧ ○∨ ∨∧
λ ○∧ ○∨ ○× ∧○ ∨○ ×○(11.3)
Then there is a weight µ only differing from λ at the positions i, i + 1, as
shown in (11.3). Then F̃P (λ) contains P (µ) as direct summand and F̃2P (λ)
contains P (λ) again as summand. Hence P (λ) appears as a summand in Pd.
Assume now, that λ is a partition d and δ > 0. If d > 0 then there is at least
one box which can be removed from the partition, hence there exists i < δ/2+n
such that locally at positions i and i + 1, λ looks as follows (with special case
of i = 1/2 in the last column)
λ ○∧ ∨∧ ○× ∨× ∨○ ×○ ∨∧ ×∧ ⧫○ ∧
µ ∧○ ×○ ∧∨ ×∨ ○∨ ∧∨ ○× ∧× ○∨ ∨
In this case, we use Lemma 4.5, (4.4) and Corollary 4.6 to obtain a weight
µ whose partition has d − 1 boxes such that F̃P (µ) contains P (λ) as direct
summand and we are done by induction.
It remains to consider the case δ = 0. For d = 0, d = 1 the assertion is clear.
For d = 2 we have P2 = P (a)⊕P (b), where a and b correspond to the partitions(2) and (1,1) respectively and Endg(P2) ≅ C[x]/(x2) ⊕ C which has infinite
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global dimension and hence is not quasi-hereditary. In case δ = 0 and d even
then every weight contains at east one ○ and we can argue as in the case δ > 0.
For d odd observe that the occurring weights λ always contain at least one ∧
or ×, and Pd contains a summand isomorphic to P2. Hence the algebra is not
quasi-hereditary. 
11.5. Proof of Lemma 10.11.
Proof of Lemma 10.11. Recall from [14] that projective functors, i.e. direct
summands of endofunctors on O(n) given by taking the tensor product with
finite dimensional modules, are determined up to isomorphism already by
their value on the Verma modules whose weight is maximal in their dot-orbit
of Wn. Hence to prove the lemma it is enough to compare the value on
these Verma modules. Since such a Verma module is a projective object it is
enough to compare their values in the Grothendieck group. We explain this
for Bi and B0, the case B−i is similar. Consider a block κ = ((1,1, . . . ,1), d, ǫ)
with corresponding maximal weight λ such that
λ + ρ = (1/2, . . . , 1/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
d1
, . . . , n − 1/2, . . . , n − 1/2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
dn
)
in case ǫ = 0 and with the first number negated if ǫ = 1. Examples are
(3/2, 3/2, 3/2, 5/2, 5/2, 5/2, 7/2, 7/2) respectively (−3/2, 3/2, 3/2, 5/2, 5/2, 5/2, 7/2, 7/2).
Now fix first i > 0 and consider Bi. Applying the translation out of the wall
Θκ
+i
κ to M
p(λ) yields a module with a Verma flag having subquotients with
precisely those Mp(ν) such that ν + ρ is obtained from λ+ ρ by first changing
all entries with absolute value strictly larger than i+ 1/2 by 1 if positive and by
−1 if negative and then doing the same to all but one entry with absolute value
equal to i + 1/2. In the running example one obtains the following ρ-shifted
highest weights of parabolic Verma modules appearing in Θ
d+i
d
Mp(λ)
(3/2, 3/2, 3/2, 7/2, 7/2, 5/2, 9/2, 9/2), (3/2, 3/2, 3/2, 7/2, 5/2, 7/2, 9/2, 9/2),
(3/2, 3/2, 3/2, 5/2, 7/2, 7/2, 9/2, 9/2)
in case ǫ = 0 and with a sign switch for the first entry if ǫ = 1.
Applying then the translation functor Θ+iκ
κ+i
to a parabolic Verma module
appearing in the flag, we get a parabolic Verma module with a highest weight
µ that is obtained from ν by changing the unique entry with absolute value
i + 1/2 to absolute value i − 1/2, while keeping the sign. And then changing all
entries with absolute value strictly bigger than i + 1/2 by −1 if positive and
by 1 if negative. In the running example we thus obtain the parabolic Verma
modules having highest ρ-shifted weights
(3/2, 3/2, 3/2, 5/2, 5/2, 3/2, 7/2, 7/2), (3/2, 3/2, 3/2, 5/2, 3/2, 5/2, 7/2, 7/2),
(3/2, 3/2, 3/2, 3/2, 5/2, 5/2, 7/2, 7/2)
for ǫ = 0 and with a sign switch for the first entry if ǫ = 1.
Comparing with Theorem 9.10 we see this agrees with the values for Fi,±,
hence Fi,+ ≅ Bi.
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In case i = 0 we obtain all highest ρ-shifted weights obtained from λ by
changing the sign of one entry with absolute value equal to 1/2. For in-
stance (1/2, 1/2, 1/2, 3/2, 3/2) gives (−1/2, 1/2, 1/2, 3/2, 3/2), (1/2,−1/2, 1/2, 3/2, 3/2), and(1/2, 1/2,−1/2, 3/2, 3/2). Thus, by comparison with Theorem 9.10, B0 ≅ F0. 
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