We analyze the equivalence between discrete-time coined quantum walks and Szegedy's quantum walks. We characterize a class of flip-flop coined models with generalized Grover coin on a graph Γ that can be directly converted into Szegedy's model on the subdivision graph of Γ and we describe a method to convert one model into the other. This method improves previous results in literature that need to use the staggered model and the concept of line graph, which are avoided here.
Introduction
Coined quantum walks (QWs) on graphs were defined in Ref. [1] and have been extensively analyzed in literature [2, 3, 4, 5, 6 ]. The coined model has an internal space, which determines the direction that a particle would take. The model's Hilbert space in this case is the tensor product of the internal space and the space associated with the graph. Szegedy's model [7] , on the other hand, does not have an internal state. This model provides a recipe to generate coinless discrete-time QWs on bipartite graphs using a Hilbert space associated with the graph only. Szegedy's model was used for the spatial search problem, that is, for finding the location of a marked vertex in a graph [8, 9, 10] , and for searching triangles [11] .
The detailed connection between the coined and Szegedy's model has remained elusive for many years until Ref. [12] used the staggered QW model [13] as a bridge to describe under which conditions Szegedy's and coined QWs are equivalent. The method described in Ref. [12] employs the line graph of the graph on which the Szegedy's model is defined. In this work we describe a simpler method of obtaining the equivalence between Szegedy's and coined QWs using neither the staggered QW model nor the concept of line graphs. We characterize a class of flip-flop coined QWs on graph Γ with generalized Grover coin that is equivalent to Szegedy's QWs on the subdivision graph of Γ and describe how those coined QWs can be converted into Szegedy's model. The structure of this paper is as follows. In Sec. 2, we give the definition of the main concepts used in this work. In Sec. 3, we present our main result which is the method to convert coined QWs into Szegedy's QWs. In Sec. 4, we draw our conclusions.
Main Definitions
Let Γ(V, E) be a multigraph with vertex set V = V (Γ) and edge set E = E(Γ) with cardinalities |V | and |E|, respectively. We set H 2|E| as the Hilbert space whose computational basis is v, j : v ∈ V, 0 ≤ j < d v . We take a decomposition of H 2|E| by
where d v is the degree of vertex v.
Definition 2.1
The flip-flop coined QW on a multigraph Γ(V, E) associated with Hilbert space H 2 |E| is driven by a unitary operator the form of which is
where C is a direct sum of |V | matrices under the decomposition of (1) with dimensions d 1 , ..., d |V | , and S is the shift operator which permutes the vectors of the computational basis of
where vertices v and v are adjacent, label j points from v to v , and label j points from v to v and j, j lie on the same edge.
Notice that v, j is a notation for the basis vectors that cannot be written as v ⊗ j unless the multigraph is regular. We take the order of the basis vectors as
, so that C will have a block diagonal form with |V | matrices. We set A = A(Γ) as the set of symmetric arcs induced by E(Γ), that is, E(Γ) = {{a,ā} : a ∈ A}. Here we denote the origin and terminal vertices of a ∈ A(Γ) by o(a), t(a) ∈ V , and the inverse arc of a byā. Theorem 2.1 It holds that |A| = | v∈V {(v, j) : j ∈ {1, . . . , d v }}| since a one-to-one correspondence between them is (v, j) ↔ a, where o(a) = v with e := {a,ā} ∈ E, and j lies on e. We define bijection ξ :
, where j lies on {a,ā}.
Let H A be the Hilbert space whose computational basis is {|a : a ∈ A}. We define the unitary map V ξ :
where j lies on {a,ā}. The shift operator is expressed by V −1
Let us define the QW model known as Szegedy's model [7] . Consider a connected bipartite graph Γ(X, Y, E ), where X, Y are disjoint sets of vertices and E is the set of non-directed edges. Let 0
Here T is the transpose operator. Using M , define P as a probabilistic map from X to Y with entries
If P is an m × n matrix, Q will be an n × m matrix. Both are right-stochastic, that is, each row sums to 1. Let H mn = H m ⊗ H n be the Hilbert space whose canonical basis is {|x, y := |x ⊗ |y ; x ∈ X, y ∈ Y }. Using P and Q, it is possible to define unit vectors on H mn for given x ∈ X and y ∈ Y ,
that have the following properties: φ x φ x = δ xx and ψ y ψ y = δ yy . Here θ xy , θ xy ∈ R. In Szegedy's original definition, θ xy = θ xy = 0. We call extended Szegedy's QW the version that allows nonzero angles. 1 Definition 2.2 Szegedy's QW on a bipartite graph Γ(X, Y, E) with biadjacent matrix (5) is defined on a Hilbert space H mn = H m ⊗H n , where m = |X| and n = |Y |, the computational basis of which is x, y : x ∈ X, y ∈ Y . The QW is driven by the unitary operator
where
Notice that operators R 0 and R 1 are unitary and Hermitian (R 2 0 = R 2 1 = I). Let us define the notion of generalized Grover operator.
where ψ v ∈ H dv is a unit vector.
The Grover operator is obtained when v,
The subdivision graph S(Γ) of a multigraph Γ = (V, E) is defined as follows:
That means that S(Γ) is the graph obtained from Γ by adding a vertex in the middle of each edge of Γ. Proposition 7.2.2 of Ref. [15] shows that the subdivision graph S(Γ) of a multigraph Γ is a bipartite graph Γ = (X, Y, E ). Set X comprises the vertices v ∈ V and set Y comprises the new vertices so that |Y | = |E|. The cardinality of E is 2|E|.
Main Results
Consider the following lemma. Lemma 3.1 Let H E ⊂ H nm be the subset whose computational set is { x ⊗ y : {x, y} ∈ E(Γ)}. It holds that
Proof Let Π be the orthogonal projection onto H E . Put ψ = ψ 1 + ψ 2 with ψ 1 ∈ H E and
On the other hand, since W is a bijection onto H nm , for any f ∈ H nm , there uniquely exists g ∈ H nm such that f = W g . Using this Π f = ΠW g = W Π g ∈ W (H E ). Due to the isomorphism between H A and H 2|E| in (4), from now on we identify H 2|E| with H A , V ξ C V 
Theorem 3.2 Let U η : H A(Γ) → H E(S(Γ)) be the unitary representation of the bijection map η : A(Γ) → E(S(Γ)) in Remark 2.2, that is,
A flip-flop coined QW on a multigraph Γ = (V, E) such that C = v∈V C v and each C v is a generalized Grover operator can be cast into the extended Szegedy's model on the subdivision graph S(Γ), that is,
is the time evolution of a flip-flop coined QW on Γ with the generalized Grover coin and W :
the time evolution of an extended Szegedy walk on S(Γ).
Proof Since C v is a generalized Grover operator, it can be written as
where H v is the subspace spanned by { a : o(a) = v} and α (v) is a unit vector on H v . We put
with a:o(a)=v |α a | 2 = 1. By the assumption of a generalized Grover operator, we have α a := a|α (v) = 0 for every a ∈ A(Γ) with o(a) = v. Since the coin C is the direct sum of generalized Grover operators {C v } v∈V (Γ) , then the coin C is rewritten as
Therefore spec(C ) = {±1} and
We call the above LHS (+1)-eigenspace of C . Since S|a = |ā and S|ā = |a , then span{|a , |ā } ⊂ H A is invariant under the action of S, and S acts as
in this invariant subspace. Therefore spec(S) = {±1}, and ker(1 − S) = span{|β (e) : e ∈ E},
Here
where e = {a,ā} ∈ E(Γ). The ker(1 − S) is the (+1)-eigenspace of S. Thus S is expressed by 
Consider the subdivision graph S(Γ). S(Γ)
is obtained from Γ by adding a new vertex in the middle of each edge e ∈ E. If e contains arcs a andā as depicted in Fig. 2 , the label for the new vertex is {a,ā} or equivalently {ā, a}. We consider identical the labels {a,ā} and {ā, a}. The new vertex is depicted in Fig. 3 
. Remark 2.2 implies H
The goal now is to define a Szegedy model on the subdivision graph S(Γ). To this end, consider Hilbert space H |V (Γ)| ⊗ H |E(Γ)| as the total state space of our desired Szegedy's model. The computational basis uses the following notation: The first 2|E| vectors are given by v ⊗ e , where v ∈ V (Γ) is in the end of e ∈ E(Γ). We will consider identical {a,ā}
Vectors α (v) are given in terms of the computational basis { a :
given by (15) and the one-to-one map given by (13); we replace a ∈ H A(Γ) by o(a) ⊗ {a,ā } ∈ H E(S(Γ)) obtaining
and the same for vectors a in β (e) given by (17), they are also replaced by o(a) ⊗ {a,ā} obtaining vectors ψ (e) , which are defined as
where e = {a,ā}. Notice that ψ (e) can be factorized because the {a,ā} and {ā, a} are identical. Now we define an operator on H |V (Γ)| ⊗ H |E(Γ)| that is expected to be a well defined evolution operator of the Szegedy's model by W = R 1 R 0 , where
Using (13), we obtain U η α (v) = φ (v) and U η β (e) = ψ (e) . Thus
and
.
Thus we obtain U = U −1 η W | H E(S(Γ)) U η . Next, let us show that this operator W is a well-defined Szegedy evolution operator. First we check that W is restricted to H E(S(Γ)) , which is spanned by the first 2|E| computational vectors of H |V | ⊗ H |E| . Using φ (v) and ψ (e) , we define matrices P and Q, whose entries are p v,e = |α e | 2 and q e,v = q e,v = 1/2, respectively. P and Q are right transition matrices.
In fact, e p v,e = 1, ∀v ∈ V because α (v) has unit 2 -norm and q e,v + q e,v = 1, ∀e ∈ E. Let P , Q be the matrices obtained from P, Q by replacing the nonzero entries by 1. We also have to show that Q T = P (see Definition 2.2), or equivalently p v,e = 1 ⇔ q e,v = 1. We have the following equivalent relations :
The first equivalence of "⇐" follows from α a = 0 for all a ∈ {a ∈ A(Γ) : o(a ) = v}, which is our assumption. The second follows from the last equivalence and the definition of ψ (e) presented in (20). Thus we obtain Q T = P . Finally, we check the well-definedness of the remaining space H ⊥ E(S(Γ)) spanned by the |V ||E| − 2|E| vectors. For any f ∈ H ⊥ E(S(Γ)) , φ (v) and ψ (e) are orthogonal to f since all the computational basis of H ⊥ E(S(Γ)) are orthogonal to φ (v) and ψ (e) by the definition.
. By Lemma 3.1, the walk restricted to H ⊥ E(S(Γ)) is well-defined. Taken all together, the walk, whose time evolution is driven by W , is a well-defined Szegedy walk.
In Theorem 3.2, if C v for some vertex v has more the one (+1)-eigenvector, C v is similar to the direct sum of smaller matrices. In this case, the graph on which Szegedy's model takes place is not the subdivision graph of the graph on which the coined model takes place. This case was addressed in Ref. [12] .
Finally, we provide an example in Figure 4 , which shows an application of Theorem 3.2. In this figure we take 
Conclusions
We have described a method to convert discrete-time coined QWs that employ the generalized Grover coin on a graph Γ into Szegedy's QWs on the subdivision graph of Γ. This method shows that the internal space of the coined model can be eliminated by including extra vertices into the graph. If the graph on which the coined model is defined is not the complete graph, then the dimension of the Hilbert space of the equivalent Szegedy's model is larger than the one employed by the coined model. This is consequence of the following fact: If Szegedy's model is defined on a bipartite graph with m vertices in the first set and n vertices in the second set, the Hilbert space of Szegedy's model is spanned by mn vectors, but the dynamics takes place in the subspace spanned by the edges of the graph. The number of edges is smaller than mn if the bipartite graph is not complete. Szegedy's model has an idle subspace when defined on non-complete bipartite graphs.
