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Redes de satélites farão parte das futuras redes integradas de comunicações, propor-
cionando cobertura ubíqua e grande resiliência. Estas redes complementam a infraestru-
tura celular terrestre, suportando serviços ubíquos de dados e multimédia com garantias
de qualidade de serviço (QoS). A simples retransmissão de pacotes perdidos, devido ao
descarte dos mesmos em caso de colisão, leva à degradação do desempenho do sistema.
De forma a cumprir os elevados requisitos de QoS e de débito, foram desenvolvidos di-
versos métodos de retransmissão e de combinação de pacotes.
Esta dissertação analisa um novo protocolo, chamado Satellite - NDMA (S-NDMA),
em que os princípios do protocolo H-ARQ - NDMA (H-NDMA) são utilizados num ce-
nário de satélites Demand Assigned Multiple Access (DAMA). O S-NDMA adapta a abor-
dagem H-ARQ (retransmissão a pedido híbrida) de forma a funcionar com um número
limitado de pacotes de confirmação. Nesta dissertação são propostos modelos analíticos
para o desempenho do S-NDMA. É feita uma comparação entre as abordagens H-NDMA
e S-NDMA, para sistemas de satélites, em termos de taxas de erro, débito do sistema e
atrasos nas transmissões. Numa outra contribuição original, é definida uma otimização
para o S-NDMA de modo a minimizar o consumo de energia, satisfazendo um conjunto
de requisitos de QoS num cenário DAMA, em que o número de TMs a transmitir é co-
nhecido a priori. Para finalizar, é ainda desenvolvido um simulador de modo a validar e
testar a capacidade deste protocolo. Neste simulador, são testados diversos cenários de
transmissão, com e sem requisitos de QoS, de modo a verificar a capacidade do protocolo
S-NDMA relativamente ao H-NDMA.




Satellite networks will be part of future integrated communications networks, pro-
viding ubiquitous coverage and high resiliency. These networks complement terrestrial
cellular infrastructure, supporting ubiquitous data services and multimedia with guar-
anteed QoS. A simple retransmission process of lost packets, leads to the degradation of
system performance due to discarding the ones transmitted with errors. In order to meet
the high requirements of Quality of Service (QoS) and debit, several packet combining and
retransmission methods where researched.
This paper analyses a new protocol, called Satellite - NDMA (S-NDMA), in which the
principles of the H-ARQ - NDMA (H-NDMA) protocol are used in a Demand Assigned
Multiple Access (DAMA) satellite scenario. S-NDMA adapts Hybrid Automatic Repeat re-
Quest (H-ARQ) to work with a bounded number of acknowledgement packets. This
dissertation proposes analytical models for the performance of the S-NDMA. Ii is per-
formed a comparison between H-NDMA and S-NDMA, for satellite network, in terms
of error rates, throughput and transmission system delay. In another relevant original
contribution, the papers defines an optimization approach for S-NDMA to minimize the
energy consumption satisfying a set of QoS requirements on a DAMA scenario, where
the number of mobile terminals transmitting is known a priori.
Finally, in order to validate and test the protocol’s capacity, a simulator was imple-
mented. Several transmission scenarios, with or without QoS requirements, are tested in
order to compare the S-NDMA and H-NDMA protocols capabilities.
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Nos últimos anos, as comunicações sem fios têm sido uma das áreas no campo das comu-
nicações, com maior crescimento. Apesar do estudo da comunicação através de satélites
ter sido iniciado no início dos anos 60, apenas nas últimas décadas a indústria aplicou
este tipo de tecnologia no mercado para terminais pessoais de bolso. No seguimento do
desenvolvimento de projetos que englobam redes de satélites, a tecnologia LightSquared
tenciona fornecer serviços de transmissão de dados 4G através da combinação de uma
rede terrestre Long Term Evolution (LTE) e uma rede de satélites permitindo uma cober-
tura global do planeta. Das diversas redes sem fios existentes, são as redes de satélites
que permitem sistemas de telecomunicações com conetividade permanente e indepen-
dentes da localização. Comparando estas redes de satélites com as redes terrestres, as
primeiras, devido à distância a que se econtram os satélites, apresentam atrasos conside-
ravelmente maiores que as redes terrestres e necessitam de maiores valores de potência
de transmissão para garantir que a comunicação entre o satélite (que opera como Estação
Base (BS)) e o Terminal Móvel (TM) seja possível. No entanto, as redes satélites permi-
tem transmissões ubiquas de dados e de serviços multimédia com garantias de Quality of
Service (QoS).
Num mundo em constante luta por novas tecnologias, com constante necessidade
por parte dos utilizadores de estarem sempre comunicáveis e em que a eficiência energé-
tica é cada vez mais importante, torna-se mandatório que os TMs sejam leves, tenham a
máxima eficiência possível a nível energético e que consigam operar com pouca potên-
cia. Como tal, a eficiência energética tem um papel fundamental para estes sistemas e o
desenvolvimento de mecanismos e técnicas para a aumentar é de extrema importância.
1
1. INTRODUÇÃO 1.2. Objetivos e Contribuições
1.2 Objetivos e Contribuições
Nesta dissertação foi focado o projeto de um protocolo de transmissão para redes de
satélites de órbita baixa (Low Earth Orbit (LEO)) em que é utilizado um esquema Sin-
gle Carrier with Frequency-Domain Equalization (SC-FDE). Considerou-se como referência
a rede de satélites Iridium da nova geração, com ritmos de transmissão no canal de 1.5
Mbps para a banda L, e em que cada slot tem aproximadamente uma duração de 0.17
ms, tendo em conta a distância mínima entre um satélite LEO e o solo (aproximada-
mente 781 Km). O desenvolvimento desta dissertação visou adaptar um protocolo recen-
temente criado, H-ARQ - NDMA (H-NDMA), proposto por Ganhão [1] para aumentar
a capacidade de resiliência ao erro do Network Diversity Multiple Access (NDMA). Este
protocolo (H-NDMA) não é aplicável em situações em que o tempo de atraso é muito
grande, devido à constante necessidade de transmissão de pacotes de controlo para so-
licitar retransmissões e reportar confirmações. Nesta dissertação é proposto um proto-
colo que visa colmatar os problemas do H-NDMA para redes de satélites, o Satellite -
NDMA (S-NDMA). O S-NDMA, estende os princípios do H-NDMA num cenário DAMA
em satélites e adapta o H-ARQ para trabalhar com um número limitado de pacotes de
confirmação.
No Capítulo 3 é feita uma apresentação do S-NDMA e é proposto um modelo ana-
lítico para a obtenção dos valores de consumo energético, débito e tempo de atraso do
S-NDMA. Em mais uma contribuição original, esta dissertação define uma otimização
ao nível do consumo energético do S-NDMA de modo a garantir requisitos de QoS num
cenário DAMA, onde o número de TMs é conhecido a priori.
Nesta dissertação, é ainda criado um algoritmo de agendamento de tráfego que é
apresentado detalhadamente no Capítulo 4. É também descrita a sua realização no si-
mulador desenvolvido, que é usado para validar e medir o desempenho do protocolo
proposto.
No contexto do trabalho foi publicado um artigo na conferência IEEE ICCCN’12 [2].
1.3 Estrutura do Documento
A estrutura desta dissertação é a seguinte: no Capítulo 2 é feito um estudo teórico sobre
o trabalho relacionado, indispensável para o desenvolvimento desta dissertação; No Ca-
pítulo 3 é apresentado o protocolo S-NDMA e é feita uma comparação entre o S-NDMA e
o H-NDMA. Além desta comparação, é feito um estudo teórico relativo ao desempenho
do S-NDMA relativamente ao gasto energético, débito e tempo de atraso; no Capítulo 4 é
apresentado o algoritmo de agendamento de tráfego e descrita a sua realização no simu-
lador desenvolvido. neste capítulo é ainda apresentado e discutido o conjunto de resul-
tados obtidos deste simulador; finalmente, no Capítulo 5 são apresentadas as conclusões





Os canais de comunicação sem fios constituem, para os projetistas de redes, um desafio
constante devido às elevadas taxas de ruído que podem apresentar. Múltiplas réplicas
do mesmo pacote surgem no recetor devido à refração, reflexão ou deflexão das ondas
em edifícios, chuva, folhas de árvores, etc. criando problemas no reconhecimento do
pacote no recetor. Além deste fenómeno de múltiplos caminhos, existe o problema da
atenuação do sinal devido à distância entre as antenas emissora e recetora. Para combater
estes fenómenos, inúmeras técnicas foram e continuam a ser projetadas e desenvolvidas.
Neste capítulo é apresentado um conjunto de técnicas que, ao longo dos anos, foram
surgindo e ditaram a evolução, até aos dias de hoje, das transmissões de dados sem fios
e das técnicas existentes de agendamento nas transmissões de dados sem fios.
2.2 Esquemas de Transmissão com Diversidade
De modo a combater os erros provocados pela atenuação do sinal, quando a distância
entre o emissor e o recetor é muito grande, múltiplas réplicas do mesmo sinal podem
ser processadas, ou combinadas no recetor. Este envio de informação redundante para o
recetor é designado de diversidade e surge como complemento às técnicas de correção de
erros existentes. Devido à existência de, por exemplo, múltiplas antenas, múltiplos canais
com diferentes frequências, diferentes tempos de slot ou diferentes ângulos de chegada ao
recetor, várias réplicas do mesmo sinal podem chegar ao recetor. Beaulieu [3] afirma que
se for possível separar os diversos canais (no espaço, frequência, polarização cruzada,
ângulo, ou tempo), as atenuações serão independentes ou quase independentes e, assim,
a probabilidade de os pacotes chegarem com erros, devido à atenuação, é minimizada.
Brennan [4] introduz os conceitos fundamentais e os princípios envolvidos nas técnicas
3
2. TRABALHO RELACIONADO 2.2. Esquemas de Transmissão com Diversidade
de diversidade e explica como se podem processar diferentes réplicas do mesmo sinal.
O conceito de diversidade pode ser dividido em três classes que serão explicadas nas
subsecções seguintes: diversidade espacial (subsecção 2.2.1); diversidade na frequência
(subsecção 2.2.2); diversidade temporal (subsecção 2.2.3).
2.2.1 Transmissão com Diversidade Espacial
O conceito de diversidade espacial, também conhecido por diversidade de antenas, tem
sido fortemente usado e desenvolvido pelos investigadores nos últimos anos [5]. O seu
funcionamento consiste no envio de sinais ao longo de diferentes caminhos. Diversidade
espacial implica que múltiplas antenas sejam usadas tanto no transmissor (Figura 2.1(a))
como no recetor (Figura 2.1(b)). Um exemplo muito conhecido deste esquema é a técnica
Multiple Input Multiple Output (MIMO) [6]. Esta técnica tira partido dos múltiplos ca-
(a) Diversidade na transmissão (b) Diversidade na receção
Figura 2.1: Tipos de Diversidade Espacial
minhos percorridos pelos sinais, onde antenas se encontram espaçadas o suficiente para
que a correlação entre os sinais recebidos seja mínima ou nenhuma. Geralmente este es-
paçamento entre as antenas tem de ser igual ou superior a 10λ, onde λ corresponde ao
comprimento de onda das portadoras do sinal [7]. Este espaçamento mínimo depende
no entanto, do fator de dispersão do local e da frequência da portadora. Tse e Viswa-
nath explicam que podem ocorrer dois tipos de diversidade: micro-diversidade e macro-
diversidade [5]. A micro-diversidade ocorre quando um terminal móvel se encontra num
local repleto de objetos que provocam a dispersão do sinal, e neste caso, uma separação
de apenas λ/2 seria suficiente. Por outro lado, a macro-diversidade ocorre quando o fator
de dispersão é mínimo (se, por exemplo, as estações base se encontram em locais eleva-
dos). Neste caso poderá ser necessário uma separação de dezenas de comprimentos de
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onda. A grande vantagem destas técnicas de diversidade espacial é o aumento do al-
cance do sinal e, além disso, tiram vantagem dos sinais gerados por múltiplos caminhos
em vez de os interpretarem como ruído. O problema é a complexidade da arquitetura
devido ao aumento do número de antenas [6].
Outra abordagem neste tipo de diversidade [8] consiste na diversidade de satélites, ou
seja, em vez de se tirar partido dos componentes resultantes dos múltiplos caminhos, o
TM recebe os sinais através dos diversos satélites que se encontram no seu alcance. Com
isto a capacidade do sistema aumenta consideravelmente, sendo no entanto necessária
uma alocação eficiente dos recursos [9].
2.2.2 Transmissão com Diversidade na Frequência
Nos métodos de transmissão com diversidade na frequência, múltiplas réplicas do mesmo
pacote são enviadas em diversas portadoras, cada uma com uma frequência diferente.
Esta diferença tem de ser tão grande quanto necessária para garantir que têm fatores
de desvanecimento independentes, ou seja, tem de ser maior que a largura de banda
de coerência1 do sistema. Existe então um problema quando réplicas, que se encon-
tram atrasadas, chegam ao recetor e colidem de forma destrutiva com outras cópias que
chegam mais avançadas, denominada de interferência inter-simbólica. Para tratar a in-
terferência inter-simbólica existem três abordagens: sistemas de uma só portadora com
equalização (p.e. usada em Global System for Mobile communication (GSM)); métodos que
usam uma vasta quantidade do espetro como Direct Sequence - Code Division Multiple Ac-
cess (DS-CDMA) [10] (CDMA é explicado em detalhe na subsecção 2.3.3); sistemas de
multi-portadora como Orthogonal Frequency Division Multiplexing (OFDM) onde são usa-
das sub-portadoras sem interferência mútua e cada uma com largura de banda inferior
à largura de banda de coerência do canal [10]. Este método apresenta um substancial
aumento da complexidade, tanto no transmissor como no recetor, e torna-se difícil de
implementar em sistemas com largura de banda limitada. Contrariamente às técnicas
de diversidade temporal, não existem problemas de aumento do atraso para transmitir
com sucesso um bloco de dados. No entanto, requer uma alocação eficiente do espetro
para cada cópia do bloco de dados. Estas técnicas de transmissão com diversidade de
frequência são bastante usadas em tecnologias sem fios de banda larga [5].
2.2.3 Transmissão com Diversidade Temporal
Devido ao facto de as condições do canal variarem no tempo (interferências entre canais
de outras transmissões, desvanecimento provocado pelo transmissor ou os recetores não
se encontrarem estáticos) rajadas de erros podem ocorrer nas transmissões. A diversi-
dade temporal consiste no envio de múltiplas réplicas do mesmo pacote de dados em
instantes diferentes, presumivelmente com condições de canais independentes. Quando
1corresponde ao intervalo máximo entre duas frequências de modo a que a atenuação possa ser correla-
cionada ou comparada
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a BS deteta erros nos símbolos presentes no pacote, requer ao emissor que este retrans-
mita o pacote em instantes temporais diferentes. Um tipo de esquema que pertence à
classe de diversidade temporal é o Hybrid Automatic Repeat reQuest (H-ARQ) do tipo-II
explicada detalhadamente na secção 2.4.2. Esta tese é desenvolvida com base nesta téc-
nica de diversidade temporal.
2.3 Esquemas de Controlo de Acesso ao Meio
Na área das telecomunicações, múltiplos dispositivos comunicam entre si, enviando men-
sagens para um meio de difusão para serem descodificadas no recetor. Para que a men-
sagem seja entregue sem erros é necessário que o canal de transmissão permita o seu
envio quase sem interferências. Uma analogia a este problema pode ser feita pensando
numa sala cheia de indivíduos que desejam falar uns com os outros. Se todos quise-
rem falar ao mesmo tempo, a mensagem não chega corretamente ao recetor devido ao
elevado ruído. Existem vários métodos que podem ser utilizados de modo a que estes
indivíduos consigam falar entre si sem que a mensagem seja deturpada. O primeiro mé-
todo é o da divisão temporal e consiste na afetação a cada indivíduo de um tempo para
comunicar pré-definido. Assim que o seu tempo de comunicação se esgota este para, co-
meçando outro a falar. Outro método é o de divisão por frequência e consiste na alocação
de diferentes bandas de frequência a cada indivíduo que comunica; cada pessoa pode
ainda comunicar utilizando diferentes códigos, sendo chamado o método de divisão por
códigos. Nas subsecções seguintes estas técnicas são explicadas mais detalhadamente:
divisão temporal (Time Division Multiple Access (TDMA)) em 2.3.1; divisão por frequência
(Frequency Division Multiple Access (FDMA)) em 2.3.2; divisão por códigos (Code Division
Multiple Access (CDMA)) na subsecção 2.3.3.
2.3.1 TDMA
Time Division Multiple Access (TDMA) consiste no envio de mensagens, por parte de múl-
tiplos utilizadores, em portadoras com a mesma frequência e largura de banda, mas em
tempos de slot distintos, ou seja, cada utilizador tem um intervalo pré-definido de tempo
para enviar a sua mensagem. Para que seja possível a utilização deste esquema, é ne-
cessário um agendamento prévio2 dos terminais por slots de tempo, de modo a que cada
terminal saiba ao certo qual o instante de tempo que lhe é permitido utilizar, para enviar
as suas mensagens. Este sistema de divisão temporal adiciona overhead3 às mensagens
devido à informação de sincronização que é introduzida na mensagem de modo a que
os tempos de slot se mantenham sincronizados. Esta informação é extremamente impor-
tante pois os terminais podem-se deslocar de um local para o outro, e consequentemente
2caso o RTT seja curto é também possível efetuar um agendamento dinâmico
3Relação entre a mensagem que realmente interessa chegar ao utilizador final e a informação introduzida
nessa mensagem para fins de deteção e correção de falhas.
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o Round-Trip Time (RTT)4 variar. Estas alterações que ocorrem nos sistemas móveis têm
de ser constantemente observadas e o sistema tem de se adaptar de modo a que todos os
dispositivos estejam sincronizados.
2.3.2 FDMA
Os esquemas Frequency Division Multiple Access (FDMA) dividem o espetro em várias
bandas de frequência e cada utilizador possui exclusividade nas suas bandas de modo
a transmitir os seus dados. Desta forma, cada utilizador envia os seus dados em ondas
portadoras com frequências dentro da banda que lhe foi atribuída.
Este esquema foi usado durante muitos anos em diversos sistemas de telefonia mas,
devido à sua elevada complexidade e à possibilidade de interferências entre frequências,
sistemas que combinam OFDM (baseados em frequências com múltiplas portadoras) ou
SC-FDE (com equalização na frequência, em vez do modelo clássico) com TDMA são
agora os preferidos. No entanto, estes esquemas FDMA são ainda usados em redes te-
lefónicas, redes celulares terrestres sem fios e redes de satélites com elevada granulari-
dade5. Um exemplo de um sistema FDMA (no caso OFDM e SC-FDE) são os sistemas
Long Term Evolution (LTE).
2.3.3 CDMA
Utilizando esquemas CDMA cada estação pode transmitir ao longo de todo o espetro de
frequências e quando quiser. Ou seja, sempre que uma estação pretenda transmitir, não
precisa esperar pela sua vez para o fazer nem tem restrições relativamente à frequência
que usa. Para tal, cada utilizador (ou grupo de utilizadores) possui um código único
de modo a que possa ser reconhecido no recetor. Deste modo, quando todos os sinais
chegam ao recetor, este apenas aceita as mensagens com determinado código e rejeita
todas as outras, tratando-as como ruído.
Um dos maiores problemas neste tipo de sistemas é o problema de near-far [5, 11].
Este problema consiste na impossibilidade de um recetor detetar um sinal fraco depois
de ter captado um sinal mais forte. Consideremos a Figura 2.2 em que dois transmissores
enviam sinais para apenas um recetor e encontram-se a distâncias diferentes do mesmo.
Se ambos os transmissores enviarem informação em simultâneo e com a mesma potência,
o recetor irá receber do transmissor mais próximo, um sinal mais potente, comparativa-
mente ao sinal proveniente do que se encontra mais longe. Como a transmissão de um
é o ruído de outro, a relação sinal-ruído (Signal-to-Noise Ratio (SNR)) do mais longínquo
é muito maior, tornando quase, ou mesmo impossível, a receção do sinal por parte deste
transmissor. Uma solução possível é ajustar dinamicamente a potência de transmissão
dependendo da distância a que os transmissores se encontram do recetor. Assim, um
4Intervalo de tempo que leva um sinal a viajar desde o emissor até ao recetor mais o intervalo de tempo
que o o sinal de confirmação de recepção demora a chegar de volta ao emissor.
5Representa o quão subdividida é uma rede.
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Figura 2.2: Esquema Problema de near-far
transmissor que se encontre perto do recetor envia sinais com menor potência do que o
transmissor que se encontra mais longe. Deste modo o SNR de todos os transmissores, no
recetor, seria semelhante. Este método de acesso ao canal é utilizado em diversas tecno-
logias de transmissão de rádio como, por exemplo, o Universal Mobile Telecommunication
System (UMTS). Além disso, é usado em redes celulares e redes por cabo e de satélites.
Mais informação sobre os esquemas CDMA pode ser lida em [12] e [13].
2.3.4 NDMA
Nos esquemas de acesso aleatório, os pacotes com erros são descartados e retransmitidos
levando a que haja uma diminuição no débito do sistema. De maneira a minimizar esta
penalização, foi proposta uma solução que permite reutilizar os pacotes recebidos com fa-
lhas. Esta solução chama-se Network Diversity Multiple Access (NDMA) e foi proposta por
Tsatsanis et al. [14]. Nos protocolos NDMA os pacotes colididos são armazenados e são
mais tarde combinados com as retransmissões futuras de modo a facilitar a sua receção.
Para tal é necessário o uso de técnicas de diversidade para separar os pacotes colididos,
no entanto, esta diversidade é criada através de uma funcionalidade da camada MAC em
vez de ser criada devido ao facto de existirem diversas antenas recetoras.
Neste método, em teoria, não existem penalizações no débito pois apenas são neces-
sárias Q slots de tempo para transmitir Q pacotes colididos. Por exemplo, se Q pacotes
colidirem num determinado slot de tempo, eles repetem a transmissão durante Q slots de
modo a que Q cópias dos pacotes colididos sejam recebidas.
Como tal, os esquemas NDMA são uma boa proposta para maximizar a capacidade
do canal. Em sistemas com carga reduzida ou média, estes esquemas de acesso são uma
boa solução quando múltiplos TMs acedem em simultâneo ao meio sem fios. No entanto,
para valores elevados de carga, o NDMA não funcionam da melhor maneira caso os TMs
não tenham um mecanismo apropriado de contenção (backoff ). Uma combinação entre
H-ARQ e NDMA pode ser uma solução para sistemas em que a comunicação entre o
TM e o satélite é demorada. Assim, retransmissões adicionais melhoram o desempenho
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global do sistema enquanto que os requisitos de QoS e energia são atendidos. A com-
binação de H-ARQ e NDMA é denominada H-ARQ - NDMA (H-NDMA) e foi proposta
por Ganhão et al [1]. Neste protocolo, os pacotes são transmitidos em épocas que podem
envolver diversos TMs e ser distribuídos ao longo de R+ 1 épocas. O vetor de transmis-
são é n = [0, 1, 1, . . . , 1], em que na primeira tentativa o número de pacotes redundantes
é igual ao número de utilizadores a enviar na slot. Caso haja uma falha, é enviada uma
cópia de cada pacote falhado até que este chegue corretamente à BS ou até que o número
de retransmissões seja superior ao máximo.
O H-NDMA permite obter excelentes resultados em sistemas em que o tempo de
atraso não é grande, pois necessita de pacotes de controlo constantes para verificar o
funcionamento do sitema.
2.4 Métodos de Deteção e Controlo de Erros
Vários métodos foram propostos, ao longo dos anos, para tentar minimizar ou elimi-
nar os erros nas transmissões de dados. A utilização de esquemas Automatic Repeat
reQuest (ARQ) na deteção e correção destes erros, além de ser simples, apresenta ele-
vada fiabilidade e tem sido usada ao longo dos anos nos sistemas de comunicação de
dados. Como grande parte do trabalho desenvolvido nesta tese se baseia na arquitetura
de H-ARQ tipo-II, é efetuado um estudo extensivo sobre este tema.
2.4.1 Explicação dos Métodos
Os erros de transmissão têm sido dos maiores problemas desde o início das comunicações
de dados, com e sem fios. Estas falhas podem ser minimizadas, ou até mesmo eliminadas,
através do uso de esquemas de deteção e controlo de erros em comunicações de dados
[15, 16, 17]: esquemas ARQ e esquemas Forward Error Correction (FEC), respetivamente.
Num sistema de deteção de erros ARQ, o recetor, ao detetar um erro, pede ao emissor
que lhe envie uma retransmissão do pacote que falhou. Este processo é repetido até que
o pacote seja enviado sem qualquer erro, ou até que um tempo máximo de tentativas de
reenvio tenha sido atingido e a falha persista.
A deteção de erros por parte do recetor é possível devido à existência de bits redun-
dantes (que são formados através do código usado pelo sistema de deteção de erros) no
pacote que podem ser testados. Ao receber a mensagem, o recetor verifica se os bits re-
cebidos na palavra-chave correspondem aos bits que espera receber. Caso correspondam
o recetor assume que a mensagem foi recebida sem erros e envia-a, sem os bits redun-
dantes, ao utilizador. Caso os bits difiram é detetado um erro e os dados recebidos são
descartados, sendo pedido ao emissor uma nova retransmissão dos mesmos dados. Deste
modo, apenas são entregues pacotes com erros ao utilizador se estes não forem deteta-
dos. Como tal, é necessário que o código do sistema seja adequado à taxa de erros do
canal, de modo a que a probabilidade de não deteção de erros nos dados recebidos seja
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mínima.
As principais vantagens dos esquemas ARQ são a simplicidade e a elevada confia-
bilidade que se conseguem obter. No entanto, à medida que as taxas de erro no canal
aumentam, o débito útil desce consideravelmente devido à necessidade de introduzir
mais bits redundantes, e ao aumento do número de pedidos de retransmissão.
Uma alternativa ao ARQ é a utilização de um esquema FEC, em que um código de
correção de falhas é usado quando é detetado um erro na recepção dos dados. O pro-
cesso inicial é semelhante ao utilizado pelo esquema ARQ, em que bits redundantes são
introduzidos na mensagem a transmitir, lidos no recetor e comparados com o código es-
perado. A diferença é que quando o recetor deteta erros nos dados transmitidos, em vez
de pedir uma retransmissão ao emissor, ele tenta localizar as falhas e corrigi-las. De-
pois de ter efetuado este processo, a mensagem descodificada e corrigida é enviada ao
utilizador, independentemente de esta ainda conter ou não erros.
Os esquemas FEC permitem que a carga no sistema seja constante e influenciada ape-
nas pela taxa do código usado. Além disso, eliminam a necessidade de pedir retransmis-
sões dos mesmos dados ao emissor. No entanto, apresentam uma maior probabilidade
de serem enviadas mensagens com erros ao utilizador devido ao facto de a mensagem
ser sempre enviada, mesmo que o descodificador não consiga detetar ou reparar a falha.
Como a probabilidade de o descodificador não conseguir retificar a falha é muito supe-
rior à probabilidade de a falha não ser detetada, a fiabilidade destes sistemas é muito
inferior aos sistemas ARQ. Seria possível a introdução de longos e poderosos códigos
de correção de erros para diminuir a probabilidade de existência de erros na mensagem
final, mas este processo iria introduzir uma redução no débito na rede e a nível de tem-
pos de atraso na transmissão da mensagem, devido ao processamento, não esquecendo
o aumento da complexidade e do custo do descodificador.
Estas razões tornaram os esquemas ARQ a solução comummente utilizada nas trans-
missões de dados, em que é possível pedir aos emissores retransmissões das mensagens
com erros.
2.4.1.1 Tipos de Esquemas ARQ
Para aperfeiçoar os esquemas ARQ podem ser aplicadas algumas estratégias de retrans-
missão dos dados. Existem três métodos diferentes para este fim: Stop-and-wait ARQ;
Go-Back-N ARQ; Selective Repeat ARQ [18].
O método Stop-and-Wait ARQ garante que nenhuma informação é perdida por des-
carte de pacotes e que estes são recebidos, pelo recetor, pela ordem correta. O funcio-
namento deste método é ilustrado na Figura 2.3. O emissor envia um pacote e espera
que o recetor confirme a sua correta recepção, através de um pacote de confirmação (Ack-
nowledgement (ACK)). Caso receba um ACK o emissor envia o pacote seguinte na lista
de espera. Contrariamente, caso o emissor receba um pacote de confirmação negativa (
Negative Acknowledgement (NACK)) ou expire o tempo de espera máximo, o pacote que
10
2. TRABALHO RELACIONADO 2.4. Métodos de Deteção e Controlo de Erros
falhou é retransmitido e espera novamente pela confirmação. Esta operação é repetida
até que o emissor receba um ACK do emissor, enviando então o pacote seguinte.
Figura 2.3: Esquema Stop and Wait ARQ
Este é o método ARQ mais simples dos três, no entanto apresenta diversos problemas
inerentes. O principal problema diz respeito à extrema ineficiência devido ao tempo de
ócio enquanto se espera pela confirmação de cada pacote transmitido.
O problema da ineficiência é amplificado para redes com tempos de propagação de
ida e volta (RTT elevados), por exemplo, as comunicações por satélite cada vez com taxas
de transmissão de dados mais elevadas. Os sistemas de Go-Back-N ARQ e de retransmis-
são seletiva (Selective Repeat) foram propostos para lidar com este problema, permitindo
existirem vários pacotes com confirmação pendente (pertencentes à janela de transmis-
são). O sistema Go-Back-N está ilustrado na Figura 2.4. A principal diferença entre uma
Figura 2.4: Esquema Go-Back-N ARQ
estratégia de Go-Back-N e uma de Stop-and-Wait é que o emissor transmite continuamente
pacotes durante um período de tempo, independentemente do facto de receber ou não
ACKs por parte do recetor. Como o ACK chega após o tempo de RTT, o transmissor envia
os seguintesN−1 pacotes. Sempre que o transmissor recebe um NACK, que é indicativo
de que, por exemplo, o pacote k teve erro, para de transmitir novos pacotes. Volta então
ao pacote k, retransmite-o e retransmite os N − 1 pacotes seguintes, que já tinham sido
enviados no período de RTT. No lado do recetor, quando é detetado um pacote com erro,
k, este e os N − 1 pacotes seguintes são descartados, independentemente da existência
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ou não de erros. As retransmissões, tal como acontece no Stop-and-Wait, continuam até
que um ACK relativo ao pacote com erro seja recebido. Deste modo, durante o tempo em
que a ligação está a ser utilizada os pacotes continuam a ser transmitidos, não havendo
situações de idle time6.
Para evitar as retransmissões desnecessárias devido ao descarte de pacotes com e sem
erros, que é severamente agravado com o aumento das taxas de envio de dados, pode ser
usado Selective-Repeat ARQ. Com este método, apenas são repetidos os envios dos pacotes
que ultrapassem um tempo de expiração ou que apresentem erros. A Figura 2.5 ilustra
o funcionamento de um esquema de Selective-Repeat ARQ. Como se pode ver na figura,
Figura 2.5: Esquema Selective-Repeat ARQ
após uma retransmissão, o emissor continua a enviar os pacotes pela ordem existente na
fila de transmissões, não enviando os N − 1 pacotes já transmitidos como acontece no
Go-Back-N ARQ. Após receber com sucesso uma retransmissão de um pacote, os pacotes
sucessivos sem erros da fila são enviados ao recetor final pela ordem correta [16].
Existem duas técnicas para ultrapassar o problema da saturação da lista de pacotes
no sistema Selective-Repeat ARQ com lista de pacotes finita. 1) criar uma estratégia de
retransmissões de modo a que a saturação seja prevenida [19]; implementar no transmis-
sor um mecanismo de deteção de saturação de modo a que os pacotes que são perdidos
devido a esta saturação possam ser retransmitidos [20]. Apesar de o primeiro método ser
mais simples, o segundo oferece melhor desempenho a nível do débito [16].
2.4.2 Esquemas H-ARQ
Analisando os sistemas ARQ e FEC verificamos que existem vantagens na sua utilização
em diversas situações. No entanto, alguns dos problemas referidos na secção anterior
impossibilitam a sua implementação, devido ao facto de as redes apresentarem grandes
taxas de erros (no caso do ARQ), ou devido à reduzida fiabilidade por existir a possibili-
dade de pacotes com erros poderem chegar ao recetor final (no caso do FEC).
Para ultrapassar os problemas dos sistemas ARQ e FEC foi proposta uma combinação
dos dois, chamada ARQ híbrido (Hybrid Automatic Repeat reQuest (H-ARQ)) [15, 16], que
6Tempo de espera, em que existe uma ligação entre o recetor e o emissor, sem que o emissor transmita
dados para o emissor.
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consiste basicamente num subsistema FEC integrado num sistema ARQ. O objetivo desta
junção é o de reduzir o número e a frequência das retransmissões corrigindo alguns erros
que ocorrem com maior frequência. Como tal, quando alguns dos erros são corrigidos, o
débito do sistema aumenta consideravelmente. Além disso, quando um erro não é corri-
gido, é pedida uma retransmissão, não sendo enviada informação errónea ao utilizador
final. Em modo geral, uma correta combinação de esquemas ARQ e FEC permitem uma
melhoria, em simultâneo, no débito e na fiabilidade do sistema.
Ao longo dos anos, os esquemas H-ARQ foram sendo desenvolvidos e melhorados
de modo a responderem o melhor possível aos problemas advindos do aumento das ta-
xas de transmissão de dados. Como tal, duas categorias diferentes de H-ARQ surgiram:
tipo-I H-ARQ e tipo-II H-ARQ [15]. Um sistema tipo-I foi pela primeira vez proposto
em [21] e o seu funcionamento consiste na introdução de bits redundantes, tanto para
deteção como para correção de erros, em todos os pacotes transmitidos. Se o número
de bits com erro se encontra dentro da capacidade do algoritmo de correção de erros, os
erros são corrigidos e a mensagem é aceite pelo recetor, enviando-a para o destinatário
final. Caso um padrão de erros seja incorrigível, o pacote é descartado pelo recetor e este
pede uma nova retransmissão do pacote. O emissor envia novamente o pacote original
como se fosse a primeira vez. Um esquema de correção de erros possibilita a correção
de pacotes com erros, diminuindo com isso o número de retransmissões e melhorando o
débito do sistema, comparativamente a um sistema puramente ARQ em que apenas de-
teta falhas. No entanto, como requer um maior número de bits redundantes acrescenta
overhead a cada pacote transmitido [16]. Além disso os pacotes que não foram corrigidos
com sucesso são descartados, mesmo quando podiam conter informação relevante para
as futuras retransmissões. Esquemas ARQ do tipo-I são mais adequados a sistemas de
comunicação em que os níveis de ruído e interferência no canal podem ser antecipados.
Neste caso, é possível introduzir um sistema de correção de erros adequado e corrigir
com sucesso a maioria dos pacotes com erros, diminuindo assim o número de retrans-
missões e melhorando significativamente o desempenho do sistema. No entanto, para
canais não estacionários, o esquema de ARQ do tipo-I denota grandes problemas devido
à mudança substancial da taxa de erros por bit (Bit Error Rate (BER)), levando a escolhas
difíceis e erróneas dos parâmetros do sistema de correção de erros. Vejamos o caso de, por
exemplo, um canal de satélite em que as condições atmosféricas são sub-ótimas7. Neste
caso, a BER no canal é baixa e a transmissão ocorre quase sem erros. Consequentemente,
não seriam precisos muitos bits redundantes nas mensagens, pois nenhuma ou quase ne-
nhuma correção de erros seria necessária. Como resultado, qualquer bit redundante em
excesso representaria desperdício de largura de banda. Por outro lado, quando o canal
apresenta muito ruído, sucede-se precisamente o oposto, ou seja, se fossem usados pou-
cos bits redundantes, estes seriam insuficientes para corrigir os erros e a frequência das
retransmissões aumentaria, diminuindo consequentemente o débito.
7Céu limpo.
13
2. TRABALHO RELACIONADO 2.4. Métodos de Deteção e Controlo de Erros
Esquemas de controlo de erros baseados em códigos algébricos por blocos (p.e., có-
digos Reed-Solomon (RS) e BCH) e esquemas de descodificação representam os esquemas
de H-ARQ tipo-I [22]. Os protocolos de transmissão sem fios de dados, Cellular Digi-
tal Packet Data (CDPD), são uma aplicação que usa estas estratégias [17]. Ao longo dos
anos vários estudos sobre os esquemas H-ARQ do tipo-I, usando códigos por blocos ou
códigos convolucionais, foram propostos e analisados [23, 24].
Tendo visto as vantagens e as desvantagens dos esquemas H-ARQ do tipo-I e o seu
funcionamento, é fácil perceber o quão interessante seria se se implementasse um sistema
H-ARQ adaptativo, para canais com BER não estacionário, em que fosse possível adaptar
o código de correção de erros dependendo da BER atual no canal. Ou seja, para um canal
com pouco ruído, o sistema comportar-se-ia como um sistema de ARQ puro8, apenas
com bits redundantes para deteção de erros em cada transmissão. Caso o ruído fosse
elevado, mais bits redundantes seriam incluídos. Este conceito é a base para os esquemas
de H-ARQ tipo-II [16].
Apesar de ter sido Mandelbaum o primeiro a introduzir o conceito de esquemas de
correção de erros adaptativos [25], foi Sindhu, em 1977, o primeiro a sugerir a utiliza-
ção da informação de todas as transmissões dos pacotes, com e sem erros, no receptor
[26]. A ideia básica desta técnica é ilustrada na Figura 2.6 e representa a base para os
esquemas H-ARQ tipo-II. Neste tipo de esquemas os pacotes recebidos com erros não






Figura 2.6: Esquema H-ARQ tipo-II
são descartados pois podem conter informação útil e, esta informação, ser utilizada na
correção das retransmissões seguintes destes mesmos pacotes. Sendo assim, quando um
pacote é enviado pela primeira vez, é incluído um bloco de bits redundantes na men-
sagem que servirá apenas para deteção de erros, como nos esquemas ARQ puros. Ao
chegar ao recetor, este bloco é analisado e, se for detetada uma falha, o recetor guarda-o e
pede uma nova retransmissão. Contrariamente ao que se sucede nos esquemas ARQ do
tipo-I, nesta retransmissão, os bits redundantes serão diferentes dos da primeira trans-
missão. Agora, é incorporado no pacote de retransmissão, um bloco de bits redundantes
composto pelo conjunto de bits redundantes existentes na primeira transmissão e um có-
digo de correção de erros. Depois de ser recebida a retransmissão, o recetor usa este novo
bloco de bits redundantes para tentar corrigir os erros existentes no primeiro conjunto de
bits redundantes. Se conseguir corrigir a falha o recetor envia a mensagem, sem os bits
8Sistema ARQ original.
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redundantes, para o recetor final. Caso contrário, o recetor pede mais uma retransmissão
e, esta nova retransmissão, é composta, ou pelo conjunto de bits redundantes existente
na primeira transmissão, ou por um novo bloco de bits redundantes, dependendo da es-
tratégia de retransmissão e de correção de erros utilizada. Este processo repete-se até as
falhas serem todas reparadas e a mensagem poder ser encaminhada para o recetor final.
Após esta primeira proposta de estratégia de retransmissão e de códigos de correção
de erros, foram propostos vários sistemas que envolvem combinação de pacotes, entre
elas: Code Combining (CC) [27, 28, 29, 30] e Diversity Combining (DC) [31].
2.5 Estratégias de Transmissão e Agendamento
A proliferação da Internet e das comunicações sem fios contribuíram em grande escala
para o aumento das transmissões de dados. Os métodos de transmissão, com canais par-
tilhados e canais dedicados, referidos nas secções anteriores são utilizados nestas trans-
missões de dados. No caso dos canais partilhados, existe o problema da partilha de
recursos, ou seja, a alocação de recursos a utilizadores individuais. Como tal, surgiu o
conceito de algoritmo de agendamento, que define como os recursos (slots, frequências,
potências de transmissão, etc.) no sistema de comunicação são alocados.
Para sistemas sem fios em que o sucesso das transmissões é incerto e em que o ca-
nal de transmissão é assimétrico9, o escalonamento e a difusão dos dados encontram
enormes desafios. Para este tipo de ambientes assimétricos, três tipos de técnicas de dis-
seminação de informação prevalecem: comunicação um para um (unicast); comunicação n
para um, em que os dados de um conjunto de utilizadores são transmitidos para um único
recetor (convergecast); comunicação um para n em que, ou os dados são transmitidos para
utilizadores específicos (multicast), ou são transmitidos para o meio onde um conjunto de
clientes ouve o canal (broadcast).
Com unicast os dados são transmitidos, individualmente, para cada um dos clientes.
Como tal, a carga no servidor e na rede varia proporcionalmente com o número de uti-
lizadores, havendo portanto problemas de escalabilidade em sistemas de difusão. Por
outro lado, as técnicas de broadcast apresentam boa escalabilidade visto que enviam os
dados para um conjunto de utilizadores em vez de os enviarem para cada um individu-
almente.
Os sistemas de convergecast típicos no uplink das redes sem fios, apresenta requisi-
tos semelhanetes, com a complexidade acrescida da transmissão ser realizada de forma
distribuída por vários terminais, de forma coordenada.
A chave para o bom funcionamento dos sistemas de broadcast é o algoritmo de agen-
damento usado. A maioria das transmissões de dados por difusão seguem um dos dois
9A assimetria do canal deve-se a fatores como a largura de banda do servidor para o cliente (Downlink)
ser muito superior à largura de banda do cliente para o servidor (Uplink) ou devido ao número de clientes
ser muito superior ao número de servidores ou ainda devido ao facto de as mensagens que são enviadas
pelo servidor para o cliente serem muito maiores que as enviadas no sentido contrário
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seguintes princípios básicos ou combinam-nos criando um sistema híbrido: sistemas de
agendamento por push e sistemas de agendamento por pull.
2.5.1 Sistemas de Agendamento por Push
Nos sistemas de agendamento por push os servidores difundem os dados ao longo do
tempo, em períodos escalonados pelos mesmos, independentemente do interesse dos
clientes nesses mesmos dados. Assim que um cliente esteja interessado na informação
que está a passar no canal ele captura-a. Este tipo de esquemas representam um desper-
dício de recursos devido ao tempo perdido pelos utilizadores enquanto esperam pelos
pacotes que lhes interessam e, caso o número de pacotes de dados seja elevado, este
tempo de espera aumenta proporcionalmente. Vários desenvolvimentos nas técnicas de
agendamento de broadcast foram feitos ao longo dos anos sendo a sua maioria basea-
das em broadcast por push. Foram desenvolvidas estratégias de cooperação entre cliente
e servidor, através da técnicas de indexação de dados, de modo a minimizar o dispên-
dio de energia pelos clientes [32, 33]; Wong realizou um estudo sobre vários algoritmos
de escalonamento como First-Come-First-Served (FCFS), Longest-Wait-Time (LWT) e Most-
Requests-First (MRF) para ambientes de transmissão por difusão [34];Su e Tassiulas oti-
mizaram o agendamento do envio de pacotes num sistema por push e propuseram uma
solução sub-ótima em que a latência média no acesso está perto do limite mínimo [35];
em [36] foram usados algoritmos já existentes, baseados em listas de espera justas, no
agendamento dos dados de difusão. Quase todos os desenvolvimentos relativos às téc-
nicas de agendamento de envio de dados por difusão foram feitos com base em técnicas
de push.
2.5.2 Sistemas de Agendamento por Pull
Contrariamente aos sistemas por push, nos sistemas de escalonamento por pull são os cli-
entes que iniciam a transferência dos dados, enviando pacotes de pedidos de dados ao
servidor. Este, ao receber os pedidos, agenda o envio dos mesmos através de critérios
especificados pelo sistema (por ordem de quantidade de pedidos (MRF), por ordem de
prioridades ou através duma combinação destes critérios). O problema deste tipo de es-
quema surge quando um determinado item de dados é muito requisitado demonstrando-
se muito pouco eficiente. Aksoy e Franklin iniciaram o estudo do tipo de esquemas por
demanda (pull) [37], propondo um algoritmo de agendamento R ×W resultando num
bom desempenho global do sistema. Este algoritmo combina FCFS e MRF e usa uma
técnica inovadora de poda que reduz o overhead computacional. No entanto, este algo-
ritmo assume que o tamanho dos dados não varia. Como tal Acharya e Muthukrishnan
focaram-se no problema de agendamento para ambientes heterogéneos, em que o tama-
nho dos dados varia [38]. Propuseram um novo algoritmo chamado Longest Total Stretch
First (LTSF) baseado numa métrica denominada Stretch e que é definida pela razão entre
o tempo de resposta de um pedido e o seu tempo de serviço. No entanto, para sistemas
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grandes, esta técnica não é aplicável, pois o servidor tem de recalcular o valor total de
Stretch para cada pacote de dados que apresenta pedidos em espera de modo a decidir
que pacote difunde a seguir.
2.5.3 Sistemas de Agendamento Híbridos
Como ambos os esquemas, push e pull, apresentam graves problemas no seu desempe-
nho, quando aplicados sozinhos, os investigadores começaram a abordar p modo de os
juntar formando um sistema híbrido, de modo a obter os benefícios de ambos ao mesmo
tempo. Vários sistemas híbridos foram sendo desenvolvidos [39, 40] e baseiam-se na
divisão dos pacotes de dados em duas partes: pacotes populares e pacotes menos popu-
lares. O sistema de agendamento envia para a rede, em intervalos regulares, os pacotes
populares enquanto que ao mesmo tempo vai acumulando na lista de espera os pacotes
menos populares que vão sendo pedidos pelos utilizadores. Consoante o critério de se-
leção usado no sistema de agendamento, este envia os pacotes menos populares pedidos
pelos utilizadores em determinada altura. Deste modo, com uma boa seleção do tempo
de envio de pacotes menos populares, o tempo de espera total é diminuído considera-
velmente. No entanto, a maioria dos sistemas híbridos de agendamento são baseados
em ambientes em que o tamanho dos pacotes se mantém constante. Quando o tamanho
dos pacotes é heterogéneo é necessário uma estratégia apropriada de modo a manter um
bom nível de eficiência para estes sistemas assimétricos.
2.5.4 Qualidade de Serviço (QoS)
A utilização da Internet varia desde simples pesquisas ou trocas de mensagens por correio
eletrónico para tarefas que requerem maior fluxo de dados e maiores garantias no serviço
como jogos online, e-commerce ou visualização de vídeos em tempo real. Cada utilizador
requer serviços diferentes e, como tal, exige da rede recursos diferentes. Devido a este
aspeto surgiu a necessidade de introduzir o conceito de qualidade de serviço (QoS). Os
vários níveis de QoS variam consoante a necessidade que um utilizador tem de receber
elevadas taxas de informação com tempos de atraso mínimos e com fiabilidade elevada.
Nos dias de hoje, as operadoras apresentam vários níveis de QoS. Por exemplo, nas com-
panhias fornecedoras de Internet e televisão existem vários pacotes de canais em conjunto
com uma ligação à Internet com determinada velocidade mínima garantida. Serviços
mais caros garantem velocidades mais elevadas ou mais canais disponíveis para visu-
laização. A aplicação destes e outros requisitos de QoS, requere o desenvolvimento de
arquiteturas QoS IP e mecanismos capazes de englobar as diversas camadas do modelo
OSI, de modo a fazer face a novos e mais exigentes requisitos, existentes nas aplicações e
serviços, dos sistemas de comunicação sem fios 3rd Generation Partnership Project (3GPP)
e Beyond 3rd Generation (B3G).
Em [41] é apresentado um resumo das normas que definem as classes de QoS para
as redes móveis B3G (latência, taxa de erro por bit (BER) e taxa de envio de dados) e as
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características de cada classe.
Através deste estudo, foram estabelecidas diversas gamas de valores para os parâme-
tros que permitem garantir os requisitos de QoS para os diferentes tipos de tráfego de
dados. Nesta dissertação foram tidos em conta os parâmetros que permitem a QoS para





Esta tese apresenta um novo protocolo, chamado Satellite - NDMA (S-NDMA), em que os
princípios do H-NDMA [1] são aplicados num cenário DAMA em satélites. O S-NDMA
adapta o H-ARQ para trabalhar com um número limitado de pacotes de confirmação.
Como visão global deste sistema, é incluída uma técnica de deteção multi-pacote e é
apresentado um protocolo MAC na secção 3.2. O desempenho do sistema é analisado na
secção 3.3. Na secção 3.4 é apresentado um conjunto de resultados de desempenho e os
pontos ótimos teóricos de funcionamento são referidos na secção 3.5.
3.2 Caraterização do Sistema
Um conjunto de Terminal Móvel (TM)s envia dados para o satélite (Uplink). Nesta dis-
sertação a BS será um satélite e como tal, os dois termos (BS e satélite) serão usados
indiscriminadamente. Os TMs são dispositivos de baixo custo com baterias de fraca ca-
pacidade, enquanto que o satélite é um dispositivo com recursos elevados que corre os
algoritmos de deteção multi-pacote com controlo de erros por H-ARQ em tempo real. Os
TMs enviam pacotes de dados usando os slots de tempo definidos pelo satélite (para sim-
plificar, é assumido que os pacotes associados a cada utilizador têm a mesma duração).
Esta dissertação considera uma abordagem DAMA pura: antes de transmitir no canal de
Uplink, o TM envia um pedido de transmissão pelo canal de controlo de Uplink. Além
de definir os slots de tempo, o agendamento também define quais os TMs que enviam
em cada slot (pode existir mais do que um TM por slot) e qual a potência de transmissão
a usar. O agendamento de Uplink é selecionado utilizando os algoritmos de otimização
propostos nas seguintes secções.
19
3. METODOLOGIA DO DESENVOLVIMENTO 3.2. Caraterização do Sistema
(A) Protocolo de Controlo de Acesso ao Meio
No S-NDMA, os slots no canal de dados de Uplink, desde os TMs até ao satélite,
são organizadas como uma sequência de super-tramas. As transmissões dos TMs
são precedidas de agendamento. Os pacotes são transmitidos ao longo de épocas,
que podem incluir a transmissão concorrente de vários TMs. No entanto, devido a
erros no canal, alguns dos pacotes podem não ser recebidos com sucesso, havendo a
necessidade de agendar slots adicionais em super-tramas futuras, até um máximo de
R + 1 super-tramas. A época termina quando todos os pacotes forem corretamente
transmitidos ou após R+ 1 super-tramas.
Além da informação de agendamento, o canal de controlo de Downlink suporta a
troca de informações de confirmação sobre os pacotes recebidos em cada slot. O nú-
mero de transmissões de um pacote na super-trama s é representado como ns, onde
s ≥ R, e o vetor com todos os valores de ns é representado como n = [n0, n1, . . . , nR].
O intervalo de tempo entre duas super-tramas sucessivas de uma época (usadas para
transmitir um determinado pacote), T , é no mínimo maior do que o maior RTT me-
dido para o TM mais distante, que está a transmitir durante a época. Como tal, R é
limitado pelos requisitos de atraso definidos pela classe de QoS do tráfego que está a
ser transmitido durante essa época. Pacotes individuais são agendados primeiro com
P + n0 slots na super-trama inicial quando P TMs transmitem em simultâneo, onde
n0 ≥ 0 define o número de retransmissões redundantes (acima do número mínimo
necessário para separar os pacotes transmitidos concorrentemente) usadas para au-
mentar a resiliência a erros. É assumido que o satélite é capaz de distinguir todos os
pacotes de dados que colidem usando sequências ortogonais de ID’s específicas por
utilizador definidas no agendamento. O número inicial de transmissões dos pacotes
permite a separação de todos os P pacotes que transmitem em simultâneo [14].
No H-NDMA [1], a distância entre o TM e o satélite é um aspeto minimizador do
desempenho deste sistema. No H-NDMA, o vetor de transmissões equivalente é
n = [0, 1, 1, . . . , 1], ou seja, na primeira transmissão apenas P pacotes são transmi-
tidos, em que P representa o número de utilizadores a enviar em simultâneo e, em
cada retransmissão, apenas um pacote é transmitido. Este processo de retransmis-
sões repete-se até que o pacote seja recebido com sucesso, ou até um número de
retransmissões máximo definido. Assim, em sistemas de satélites, o RTT torna-se
um problema grave pois o número de retransmissões pode ser elevado, levando a
um elevado tempo de atraso nas transmissões. O S-NDMA agrupa várias transmis-
sões de H-NDMA, de forma a reduzir o atraso global. Devido a este agrupamento,
o S-NDMA transmite mais pacotes do que o número mínimo para ter sucesso, au-
mentando o consumo de energia. Como tal, o S-NDMA troca valores mais baixos de
atraso por um maior consumo energético. Deste modo, os problemas derivados da
elevada distância entre os TMs e o satélite, existentes no H-NDMA, são minimiza-
dos.
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Figura 3.1: Esquema de acesso com agendamento por S-NDMA.
A Figura 3.1 ilustra uma época no esquema de acesso por slots no S-NDMA, onde
P = 2 TMs são agendados para R = 2 e n = [n0, n1, n2]. Os TMs A e B transmitem
os pacotes em 2 + n0 slots da primeira super-trama e em n1 slots da segunda. O TM
B não transmite na terceira super-trama da época, pois o pacote foi recebido com
sucesso após a segunda super-trama.
É justo diferenciar o acesso às slots de tempo para transmissão de pacotes, conso-
ante um utilizador pague por esse serviço e outro não. Como tal, no algoritmo de
agendamento desenvolvido para esta dissertação, o escalonamento é efetuado atra-
vés de políticas de acesso com prioridades, dependendo do nível de QoS requerido
por cada utilizador. Estas políticas são descritas detalhadamente no Capítulo 4.
(B) Estrutura Recetora de Deteção Multi-Pacote
Esta dissertação considera a transmissão no Uplink de um sistema de satélite com
uma portadora única com equalização no domínio da frequência (SC-FDE). Foi ado-
tado um esquema de deteção multi-pacote não codificado [42] para sistemas SC-FDE.
Uma expressão analítica para o PER é derivada lá e brevemente descrita nesta secção.
Em cada época os TMs acedem ao meio podendo existir vários TMs a transmitir em
simultâneo. Um bloco de dados, de N símbolos, transmitido por um utilizador p
e sofrendo múltiplas colisões, pode ser representado, no domínio do tempo, como
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{sn,p;n = 0, . . . , N − 1}, e correspondentemente, no domínio da frequência, como
{Sk,p; k = 0, . . . , N − 1}. No recetor, no domínio da frequência, o sinal recebido de











ondeH(r)k,p é a resposta do canal para o TM p, na transmissão r. N
(r)
k é o ruído do canal
para a transmissão r. Como referido atrás, os TM transmitem cópias redundantes
do mesmo pacote em cada época, ao longo de vários slots de tempo, respeitando o
vetor de transmissões n = [n0, n1, n2]. O número total de slots de tempo alocados
numa época até à super-trama l + 1 é dado por ζl, ou seja, ζl contém a soma dos
valores da posição do vetor n respeitante ao número de transmissões já efetuadas
pelo pacote, até à super-trama l, i.e. ζl =
∑l
n=0 ni. Como tal, considerando que P
TMs transmitem P + ζl vezes e 0 ≥ l ≥ R, então as P + ζl transmissões recebidas são














































A matriz Fk,p contém os coeficientes de alimentação direta (feedforward) no sistema
proposto e são escolhidos para minimizar o erro médio quadrático 2σ2Ek,p para um
TM p. Considerando que Γp = [Γp,1 = 0, . . . ,Γp,p = 1, . . . ,Γp,P = 0]







































= 2σ2N , o Fk,p é obtido aplicando o método dos
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Para uma constelação QPSK e sendo Q(x) a tão conhecida função de erro Gaussiana,







Para um sistema não codificado com erros independentes e isolados, o PER para um
tamanho de pacote fixo de M bits é
PERp ' 1− (1−BERp)M . (3.8)
3.3 Modelo Analítico
Nesta secção é realizado um estudo analítico sobre a influência que o PER, a potência
de transmissão e a distância ao satélite têm sobre o débito, atraso e consumo de energia
num sistema S-NDMA por agendamento. Foram consideradas as seguintes condições de
modelação:
(a) O número de TMs que transmitem num slot de tempo, P , é conhecido e respeita
o agendamento definido pelo satélite;
(b) Não ocorrem erros no canal de controlo onde se realiza a transferência de dados
do satélite para o TM (Downlink);
(c) É usado controlo perfeito da energia que leva a que o valor médio de Eb/N0 para
todos os TM no satélite seja uniforme.
(I) Transmissão de Pacotes
Um pacote é transmitido numa época e o comportamento do sistema pode ser mo-
delado consoante o seu estado durante a sequência de super-tramas que perten-
cem a esta época. O agendamento de Uplink é definido por um vector de slots
n = [n0, n1, . . . , nR], que especifica quantos slots redundantes são alocados para
cada TM que transmite durante uma época (além dos P slots iniciais), até um má-
ximo de R+ 1 super-tramas.
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Para um cenário de controlo perfeito da energia média, torna-se irrelevante qual
dos TMs parou de transmitir, durante cada super-trama de retransmissão, mas
não o número de TMs que parou de transmitir no fim da super-trama devido aos





k , k = 0 . . . l
}
, pode ser definido pelo número de TMs cujos pacotes fo-
ram bem sucedidos e pararam de transmitir no fim da super-trama de retransmis-
são k = 0 . . . l (assumindo que durante uma época existem l ≤ R super-tramas de





k = P, (3.9)
para qualquer valor de l ∈ [0, R], desde que o número total de TMs que transmitem
durante a época seja igual a P .
O espaço de estados de Ψ(l) é um simplex de Pascal com l + 1 dimensões e é repre-
sentado pelo conjunto Ω(l)P que contém um número finito de valores para um vector
K(l) ∈ Ω(l)P que satisfazem a equação 3.9.












define um conjunto de sequên-
cias de transmissão , ς(Ψ(l) = K(l)), onde K(l)0 TMs pararam de transmitir após os
P + n0 slots iniciais, K
(l)
1 TMs pararam de transmitir após a primeira super-trama
de retransmissão, e assim sucessivamente até que K(l)l TMs pararam de transmi-
tir na última super-trama de retransmissão considerada, l ≤ R. A cardinalidade
de ς(Ψ(l) = K(l)) é determinada por 3.10 e corresponde a um coeficiente de uma





A época termina quando todos os pacotes são corretamente recebidos pelo satélite,
ou após R super-tramas de retransmissão. Como tal, a época é definida por Ψ(R).
A função densidade de probabilidade para Ψ(R) pode ser definida recursivamente
pelas funções de probabilidades de Ψ(l) para l = 0, . . . , R − 1. Como todos os TMs
transmitem na primeira super-trama, Ψ(0) = P é constante.
A taxa média de erros dos pacotes na (l + 1)a super-trama com P TMs é repre-
sentada por PERp(Ψ(l)), e para o recetor proposto é calculada usando as equações
(5)-(8), ondeHk é uma matriz (P +ζl)×P que contém a resposta do canal. A matriz
contém coeficientes nulos para os slots da época em que os TMs não transmitiram.
Para um dado valor de Eb/N0, o PER pode ser reduzido aumentando o número de
retransmissões do pacote. Para o mesmo número de retransmissões, o PER diminui
quando o número de transmissões concorrentes é também diminuído. Portanto,
quando um TM transmite P + ζl cópias de um pacote, o PER real (PERl(Ψ(l))) fica
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compreendido por









≤ PERl (Ψ = [0, 0, . . . , P ]), (3.11)
onde PERl corresponde ao PER médio dos utilizadores que transmitem na super-
trama (l + 1).
No fim da super-trama l + 1, os TMs com pacotes não recebidos pela estação base
(BS) retransmitem-nos na próxima super-trama; os TMs que transmitiram com su-
cesso, na super-trama l + 1, são contados pelo ψ(x)l para x = l + 1, . . . , R. A função
































onde bi(J, k, p) = CJk p





representa o número pacotes recebidos com sucesso durante a super-trama
de retransmissão l. A equação 3.12 pode ser usada para gerar todos os valores
possíveis de K(R) em Ψ(R)P , através da combinação de todos os valores de l e n. A











































k k = i > l
(3.14)
O número médio de slots usados por um TM para transmitir um pacote durante














3. METODOLOGIA DO DESENVOLVIMENTO 3.3. Modelo Analítico
O número esperado de slots pode ser calculado usando uma aproximação Bayesi-





















O pacote não é recebido com sucesso se for transmitido durante todos os slots da
época e a sua recepção falhar após o último slot. Consequentemente, o número














Assumindo que as falhas de pacotes são independentes, a probabilidade de erro de























Pode-se majorar a probabilidade de erro do pacote numa época com R super-













O débito pode ser calculado usando 3.20, onde é calculado o rácio entre o número



















(III) Atraso da Transmissão
O tempo de serviço do pacote, representado por τs, depende principalmente da
super-trama da época em que o pacote foi recebido corretamente, mas também
é afetado pelo atraso do agendamento, relativamente aos slots anteriores. O valor
esperado para este tempo de serviço do pacote, quando P TMs transmitem durante
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uma época pode ser definido por


















































+ E [ε] , (3.21)
onde εr representa o atraso do agendamento na super-trama r e δ representa o
tempo de duração da slot. É assumido, para simplificação, que as estatísticas do
atraso do agendamento não dependem do índice da super-trama, de modo a que
possam ser modeladas através de uma única variável aleatória ε.
(IV) Consumo de Energia
Múltiplos TMs transmitem pacotes para o canal de uplink, que chega à BS com uma
potência média de recepção Pr devido a se assumir um controlo perfeito da po-
tência média. Nesta secção é proposto um modelo energético simplificado, onde é
considerada apenas a energia da transmissão e é desprezado o consumo de energia
nos circuitos elétricos e o consumo devido à complexidade do algoritmo [43].
A potência de transmissão por pacote, Pp, para cada TM inclui a potência de trans-
missão do sinal Pt e o consumo da potência de amplificação Pamp = βPt. A po-
tência de transmissão por pacote pode então ser definida por Pp = (1 + β)Pt. β é
dado por β = ξ/η− 1, sendo η a eficiência do amplificador de potência de um sinal
de radio frequência e ξ a variância do sinal. Foi considerado um valor constante
η = 0.35. Para uma constelação com Modulação por Quadratura de Fase (QPSK),
ξ ≈ 15/2, considerando que a eficiência da largura de banda é aproximadamente
igual ao número de bits por símbolo para uma constelação com Modulação de Am-
plitude por Quadratura com múltiplas camadas (M-QAM) [43]. Assumindo um
modelo de perdas de propagação com fator k e com distância d (metros), a potência
de transmissão é representada por
Pt = PrG1d
kMl, (3.22)
onde Ml é uma margem de compensação das variações dos processos do hardware
e de outros ruídos aditivos ao sinal, e G1 é o fator de ganho quando d = 1 m.
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G1 depende da eficiência, orientação e frequência do sinal das antenas. Conside-
rando que Eb/N0 é o rácio da energia do bit, Eb, relativamente ao ruído N0, então
a potência da densidade da potência espetral do Ruído Branco Gaussiano Aditivo
(AWGN) é σ2N =
N0
2 = − 174 dBm/Hz para uma determinada largura de banda B;
de 3.22, a energia de transmissão por cada pacote Ep é




assumindo Pr = MEbTon e Ep = PpTon, onde Ton é o tempo de transmissão para um
total de M bits.
A energia por pacote útil (EPUP) mede a energia média transmitida para cada pa-
cote corretamente recebido pela BS. Esta depende do número esperado de épocas
necessárias para que a BS receba um pacote com sucesso, do consumo médio de
energia durante cada época, E [Nε], e da taxa de sucesso no fim da última época.
Considerando que as transmissões dos pacotes ocorrem, no máximo, durante ME
épocas sucessivas, a taxa de sucesso é dada por 1 −(Perr)ME , onde Perr representa
a média da probabilidade de erro no pacote durante uma época, dado pela equação
3.18. No entanto, o número médio de épocas necessárias para que um pacote seja










O número médio de slots onde o TM transmite durante a época, E [Txε], pode ser
calculado usando 3.16. Finalmente, a EPUP é dada por




(V) Restrições de QoS
O tempo que o TM leva a transmitir um pacote para o satélite e receber o respetivo
ACK (RTT) nas redes por satélite apresenta grandes desafios quando a QoS tem de
ser garantida para tráfego multimédia. Para uma dada classe de QoS são tipica-
mente especificados [41]: limites máximos de PER (PERmax), de atraso (Dmax) e
de jitter (que não será tratado nesta dissertação). O objetivo é minimizar a EPUP e
28
3. METODOLOGIA DO DESENVOLVIMENTO 3.3. Modelo Analítico





que compreende toda a carga proveniente de todos os P TMs conectados ao saté-
lite. As diferentes distâncias entre o satélite e cada um dos TMs é o aspecto a ter
em conta, pois quanto mais distante estiver o TM, maior será a potência necessária
para a transmissão, que por sua vez poderá originar diferentes áreas de cobertura
do satélite dependendo na classe de QoS. Na análise desta dissertação é assumido
que apenas os TMs que se encontram a distâncias similares do satélite são agrupa-
dos na mesma época. Como tal, a otimização da EPUP da época apenas tem em
consideração o número de TMs a transmitir e não a distância ao satélite.
O desempenho do sistema é influenciado pelo número P de TMs agendados na
época e pela medida de Eb/N0 no satélite. Usando o modelo proposto acima, é
possível prever como o sistema se comporta para todos os valores possíveis de
P e Eb/N0, e definir os valores dos parâmetros do S-NDMA tendo em conta os
requisitos de QoS.
Quando se define um valor máximo para a taxa de erros nos pacotes recebidos,
PERmax, é necessário calcular o número mínimo de transmissões do pacote, ζR+P ,
para o obter. Torna-se claro que HTk em 3.3 não é afetado quandoR é definido como
zero ou acima de zero, enquanto o número total de slots com transmissões (ζ ′0 + P
para uma única super-trama) não muda, isto é, ζ ′0 = ζR. De 3.19, ζR pode ser obtido
como o valor mínimo de ζ ′0 = n
′














Um limite máximo de atraso Dmax introduz uma limitação no número de super-
tramas que podem fazer parte de uma época. O componente dominante de 3.21
corresponde ao produto RT , onde T depende da altitude da órbita do satélite (p.e.
T ≈ 154.8 ms para um satélite de órbita média (MEO) com uma altitude de 23222
Km e T ≈ 5, 2 ms para um satélite de órbita baixa (LEO) com altitude de 781 Km,
considerando um ângulo de 00). Assumindo que não é efetuada nenhuma tentativa
de correção de erros depois da época, i.e. ME = 1, R tem de satisfazer
R ≤ 1 + bDmax/T c, (3.28)
onde bxc define a operação de arredondamento inteiro, que retorna o máximo valor
inteiro igual ou inferior a x. Dado R, é necessário definir o vector n, que especifica
como os ζR slots são distribuídos ao longo das R super-tramas. Este problema pode
ser definido como um problema de minimização da EPUP, visto que a condição
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acima já garante o limite de atraso,
n∗ = min
n
{EPUP (P,R, 1, Eb/N0)} . (3.29)
Por outro lado, para as classes de QoS que não definem um limite de atraso, é
trivial provar que o menor valor de EPUP é conseguido quando n = [0, 1, 1, ..., 1],
que corresponde ao padrão de transmissão usado no H-NDMA. Neste caso, ME
pode ser maior que um, de modo a permitir assegurar transmissões de pacotes
com duração de épocas limitada.
Este conjunto de equações pode ser usado para definir os parâmetros ótimos para
transmissões S-NDMA, que serão formuladas de modo a:
Minimizar : EPUP (P ∗, E∗b /N0)
Sujeito a : S < 1,
S ≥ Jλ,
E [τS ] ≤ Dmax.
Esta dissertação pretende avaliar a viabilidade de realizar um algoritmo com esta
seleção de parâmetros. A próxima secção, analisa o desempenho analítico do pro-
tocolo S-NDMA para diferentes requisitos de QoS, para diferentes valores de P ,
Eb/N0 e n, e compara-os com o desempenho do H-NDMA.
3.4 Análise de Desempenho
Nesta secção, é analisado o desempenho do sistema para o H-NDMA e para o S-NDMA,
considerando os valores de PER, débito, EPUP e atraso. É modelada uma constelação de
satélites LEO, com órbitas circulares e uma altitude de 781 Km (como no Iridium). Nestas
condições, definiu-se T baseado no RTT do TM mais distante do satélite, com um raio
de cobertura de 1720 Km (correspondente a 30º do perímetro da Terra, requerendo um
mínimo de seis satélites por órbita e seis planos de órbitas diferentes). Foi considerado
T = 24 ms para uma distância máxima de 3580.4 Kms.
Foi considerado um canal fortemente dispersivo no tempo, com elevada propagação
por múltiplos caminhos e desvanecimento de Rayleigh para cada caminho e utilizador,
não correlacionados (resultados similares foram obtidos com outros modelos de desva-
necimento). Para lidar com a correlação dos canais para diferentes retransmissões, foi
considerada a técnica de Shifted Packet [44], onde cada bloco retransmitido apresenta um
cyclic shift diferente. Os TMs transmitem blocos de dados não codificados com N = 256
símbolos selecionados por uma constelação QPSK com mapeamento Gray de tempo de
transmissão de 4µs.
Nesta dissertação, considera-se o tráfego de dados de uma chamada telefónica com
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vídeo e com requisitos de QoS [41] em que, para este tipo de tráfego, o PER não poderá
ser igual ou superior a 1%, enquanto que a latência varia entre os 50 ms e os 150 ms.
Como tal, foi definido que o PERmax ≤ 1% e Dmax ≤ 100ms. Devido à complexidade de
calcular 3.4 e 3.5 em tempo real, a capacidade de recepção multi-pacote (MPR) é limitada
a um valor máximo de P + ζR. Para esta análise é considerado um número máximo de 5
TMs a transmitir em simultâneo e um valor de ζR ≤ 6.
A configuração do S-NDMA segue o que foi especificado no ponto V da secção 3.3.
Primeiro, é determinado o valor mínimo de ζR que satisfaz a equação 3.27 para um va-
lor médio de PER ≤PERmax, ilustrado na Figura 3.2 como ζR máximo para P =5 TMs
quando Eb/N0 se encontra entre -3 dB e 12 dB. A figura representa também o valor mí-
nimo de ζR que permite um valor médio de PER ≤ 0.99, que foi considerado como limite
para definir o valor que n0 deve ter (valores mais baixos levam a falhas quase certas na
receção). A figura mostra que é possível satisfazer a condição de PER para Eb/N0 ≥
-2dB com 5 TMs a transmitir (P = 5). Valores inferiores de TMs requerem valores su-
periores de Eb/N0 para satisfazer o requisito de PER. Dada a condição de Dmax, R foi
Figura 3.2: ζR máximo (satisfazendo PERmax) e mínimo (satisfazendo PER ≤ 99%) por
Eb/N0 com P = 5 TMs
definido com valor 3, garantindo assim que o atraso máximo para cada pacote é inferior
ao definido pelo valor máximoDmax, mesmo quando um RTT adicional é necessário para
agendar a transmissão do pacote. De modo a descobrir o valor ótimo de n que minimiza
a EPUP, todos os valores possíveis de n foram testados para satisfazer n0 ≥ ζR mínimo.
A Figura 3.3 descreve os valores de (EPUP/Ep)(Eb/N0) para S-NDMA ao longo de
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n1 e n2 para P = 5 e Eb/N0 = -2dB. Para cada TM individual, (1/Ep)(Eb/N0) é constante,
dado por (3.23). Como tal, (EPUP/Ep)(Eb/N0) mostra a variação da EPUP, ignorando
todos os valores específicos de cada TM (modelo de perdas de propagação, etc.). A Fi-
gura 3.3 apresenta ainda o valor mínimo atingível para H-NDMA. A figura mostra que a
EPUP para n∗ é apenas ligeiramente maior do que a EPUP mínima que se pode conseguir
com H-NDMA. Os resultados restantes representados em baixo mostram o desempenho
do S-NDMA para n = n∗, que foi calculado para todos os valores inteiros de Eb/N0 entre
-3 dB e 12 dB e para entre um e cinco TMs a transmitir.
Figura 3.3: (EPUP/Ep)(Eb/N0) ao variar n ao longo de n1 para Eb/N0 = -2dB e P = 5
TMs
A Figura 3.4 representa o PER médio ao longo de Eb/N0 e P para os protocolos
S-NDMA e H-NDMA, usando o valor de ζR definido por 3.27. Mostra que a condi-
ção PER médio é satisfeita em todos os cenários testados para Eb/N0 > 0dB, e para
Eb/N0 > −2dB quando P = 5 TMs. O padrão irregular do PER médio deve-se à va-
riação do número máximo total de slots usados na transmissão do pacote, representada
pelo ζR máximo na Figura 3.2.
A Figura 3.5 mostra o débito em saturação, calculado usando 3.20, para valores di-
ferentes de P e Eb/N0 e para S-NDMA e H-NDMA. A figura mostra que o débito do
sistema aumenta com o aumento de P (i.e. com mais TMs a transmitir). Também mostra
que o débito do S-NDMA, comparativamente com o H-NDMA, se degrada para valores
altos de P e baixos de Eb/N0. Para valores altos de Eb/N0 o débito do S-NDMA segue
o H-NDMA visto que ambos os sistemas são equivalentes quando o S-NDMA apresenta
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Figura 3.4: (EPUP/Ep)(Eb/N0) ao variar n ao longo de n1 para Eb/N0 = -2dB e P = 5
TMs
ζ ≤ 2 e n∗ = [011]. A Figura 3.6 representa o (EPUP/EP )(EB/n0) calculado usando 3.25,
com as condições da Figura 3.5. Mostra que um número elevado de TMs a transmitir
requer valores mais elevados de EPUP para cada pacote transmitido, confirmando que
o S-NDMA também degrada ligeiramente a EPUP comparativamente com o H-NDMA.
No entanto, como o incremento do débito é mais significativo que esta degradação na
EPUP, um número superior de TMs diminui a EPUP média medida para um dado nível
de débito, representado na Figura 3.7. Esta figura mostra que o valor mínimo de EPUP
para o S-NDMA é atingido quando P = 5 TMs e S ≈ 53%, e que cresce para valores
mais elevados de débito. É de notar que esta configuração também é aplicável para va-
lores mais baixos de débito, devido ao facto de se poderem introduzir na super-trama
slots vazios, para forçar um débito maior nos slots restantes, desde que o número de TMs
agendados seja no mínimo cinco.
A Figura 3.8 mostra os valores de Eb/N0 que correspondem aos valores de EPUP re-
presentados na Figura 3.7. Os valores representados podem ser usados para definir o
valor de Eb/N0 no satélite para um dado conjunto de pacotes agendados para transmis-
são num determinado slot. Usando as equações 3.22 e 3.23, o valor calculado de Eb/N0
pode ser convertido no valor individual de Pt que cada TM deve usar, individualmente.
A introdução de requisitos de QoS no S-NDMA força a um aumento, que pode chegar aos
1 dB, no Eb/N0 comparativamente a uma abordagem de best effort para EPUP mínimo,
usada no H-NDMA.
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Figura 3.5: Débito em saturação ao longo de Eb/N0 com P = 5 TMs para S-NDMA e
H-NDMA.
Figura 3.6: (EPUP/EP )(EB/n0) ao longo de Eb/N0 e consoante P para S-NDMA e
H-NDMA.
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Figura 3.7: (EPUP/EP )(EB/n0) ao longo do débito (S) e consoante P para S-NDMA e
H-NDMA.
Figura 3.8: Eb/N0 ao longo do débito (S) e consoante P para S-NDMA e H-NDMA.
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A Figura 3.9 representa o atraso médio do pacote dependendo do valor de Eb/N0
para P = 5 TMs no S-NDMA e no H-NDMA. É observável que no S-NDMA, compara-
tivamente com o que se passa no H-NDMA, o atraso máximo é eficazmente controlado,
produzindo apenas uma pequena degradação na energia por pacote, ilustrado na Fi-
gura 3.6 como a configuração de rede mais eficiente do ponto de vista energético. Como
tal, o S-NDMA pode ser usado numa rede de satélite de modo a permitir garantias de
QoS com notórias poupanças de energia.
Figura 3.9: Atraso médio do pacote ao longo de Eb/N0 para P = 5 TMs.
3.5 Pontos Ótimos de Funcionamento
De modo a ser possível obter o menor valor de EPUP para cada transmissão é necessário
determinar os valores ótimos para cada conjunto de pacotes a enviar em cada slot, para
cada nível de carga. Desse modo, foram determinados dois tipos de valores a usar em
cada agendamento de pacotes.
Como foi referenciado na subsecção 3.2, em cada época, os utilizadores que preten-
dem enviar dados, concorrem aos slots de tempo existentes em cada super-trama. Como
tal, é necessário determinar o valor ótimo de utilizadores a enviar em simultâneo em cada
slot de tempo e, caso o número de utilizadores a concorrer seja superior ao limite máximo
imposto no sistema (definido para esta dissertação com o valor de cinco), torna-se neces-
sário determinar como é feita a distribuição destes utilizadores pelos slots de tempo da
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super-trama. De modo a escolher o número ótimo de utilizadores a transmitir em simul-
tâneo são analisados em conjunto os gráficos das figuras 3.4 e 3.6. Do primeiro gráfico são
recolhidos todos os valores de Eb/N0, para cada número distinto de utilizadores, para os
quais o valor de PER < 10−2. Para cada valor de Eb/N0 recolhido, é analisado o respe-
tivo valor de EPUP no gráfico 3.6. Deste gráfico é escolhido o número de utilizadores que
apresenta o menor valor de EPUP. Observe-se que cada configuração também introduz
uma carga na rede adicional resultante do número extra de retransmissões. Portanto, o
valor ótimo depende ainda dos limites à carga total na rede que existam.
Tendo em conta que o número máximo de transmissões em simultâneo é cinco, fo-
ram divididos em três casos distintos os procedimentos de otimização do valor de TMs a
transmitir em simultâneo, sendo eles: quando o número total de utilizadores com pedido
de agendamento é inferior ou igual a cinco; é entre cinco e dez; e quando é superior a dez.
i Número total de utilizadores com pedido de agendamento inferior ou igual a cinco
Selecionou-se o valor mínimo de Eb/N0, que é utilizado por cada utilizador no slot
de tempo, que minimiza a EPUP (Figura 3.6) da transmissão e que garante que o
PER seja inferior a 1% (Figura 3.4). Sendo assim, analizando o gráfico 3.6 torna-se
percetível que, para valores de Eb/N0 baixos (Eb/N0 < 0), quanto maior o número
de utilizadores a transmitir em simultâneo, menor a EPUP. No entanto, para valores
superiores o valor de utilizadores ótimo a transmitir em simultâneo é o oposto, ou
seja, quanto menos utilizadores melhor a EPUP. Contudo, o débito toma um papel
fundamental na decisão deste processo de otimização pois, analizando o gráfico 3.8
verifica-se que para se atingir valores de débito iguais para, por exemplo, um utiliza-
dor e cinco, o valor de Eb/N0 a utilizar terá de ser bastante superior quando só um
utilizador transmite. Como tal, fazendo a comparação das EPUPs entre quantidades
de utilizadores a transmitir em simultâneo, para o mesmo valor de débito no sistema,
constata-se que quanto maior o número de utilizadores a transmitir em simultâneo,
melhor a EPUP.
ii Número total de utilizadores com pedido de agendamento entre cinco e dez
Devido ao facto de o número de utilizadores ser superior ao limite máximo de trans-
missões simultâneas imposto, surge a necessidade de os separar em duas épocas dis-
tintas. Como tal, numa primeira fase, é feita a análise das possíveis combinações do
número de utilizadores por época. Para exemplificar este processo, tomemos como
exemplo a situação onde seis utilizadores pretendem transmitir no mesmo instante.
Este número de utilizadores supera o número máximo de transmissões simultâneas
por época, podendo ser usadas três combinações: em duas épocas, tendo em conta as
possíveis somas que decompõem este número: 5 + 1, 4 + 2 e 3 + 3. Cada membro da
soma é agora menor que o valor máximo de transmissões simultâneas por época.
Depois de geradas as combinações possíveis de grupos utilizadores a transmitir em
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simultâneo é necessário decidir qual a combinação que apresenta menor EPUP com-
binado. De modo a calcular a EPUP de cada combinação é preciso decidir, à priori,
qual a potência de transmissão usada pelos TMs e o número de cópias redundantes
por pacote. O valor total de cópias de todos os utilizadores a enviar nesta super-
trama, não pode exceder a largura de banda do canal pois levaria à saturação. Como
tal, caso o valor ótimo de cópias de redundantes exceda a capacidade do canal, é
necessário fazer um ajuste no valor de Eb/N0 usado na transmissão dos pacotes de
modo a diminuir o número de cópias transmitidas para cada época que vai decorrer
em paralelo no tempo, levando a uma menor utilização total (no conjunto das duas
épocas) da largura de banda no canal. Assim sendo, inicialmente é calculado a EPUP
ótima do grupo com menos utilizadores e o valor de Eb/N0 respetivo (retirado da fi-
gura 3.6). De seguida, o mesmo valor de Eb/N0 é usado no grupo com maior número
de TMs. Este valor pode exceder o valor ótimo de Eb/N0, calculado no ponto i, para
este valor de utilizadores a transmitir em simultâneo. Este aumento do Eb/N0 deve-
se à necessidade de diminuir o número de cópias redundantes por pacote, de modo
a não ultrapassar a capacidade do canal. Finalmente, através do número de cópias
por pacote e do valor de Eb/N0 utilizado na transmissão, é calculado a EPUP deste
conjunto de utilizadores. Este valor de EPUP é somado ao valor da EPUP do outro
grupo, considerando uma média pesada pelo número de TMs a transmitir em cada
grupo. Este processo é repetido para todas as combinações possíveis, sendo escolhida
a combinação que apresenta a menor EPUP médio.
iii Número total de utilizadores com pedido de agendamento superior a dez
Quando o número total de utilizadores com pedido de agendamento é superior a dez,
a separação dos grupos feita no ponto ii não é suficiente pois, mesmo dividindo os
utilizadores em dois subgrupos distintos, o número de transmissões em simultâneo
seria superior ao limite máximo imposto (cinco). Analisando o gráfico 3.6 é percetível
que quanto maior o número de utilizadores, melhor a EPUP. Consequentemente, o
número ótimo de utilizadores a enviar em simultâneo é, para este sistema, cinco.
Desta forma, os utilizadores que concorrem ao mesmo canal são separados em di-
versos grupos de, no máximo, cinco elementos. Os n − 2 primeiros grupos serão
compostos por cinco utilizadores, correspondendo ao número de utilizadores ótimo
a enviar em simultâneo. Resta no final um conjunto de utilizadores (entre seis e dez)
a agendar. Este conjunto é divido pelo método explicado no ponto ii.
Na tabela 3.1 são apresentados os valores ótimos, de utilizadores em simultâneo por
slot de tempo, obtidos utilizando o critério de otimização proposto. Como é referido
no ponto i, caso o número de utilizadores a transmitir em simultâneo não seja superior
a cinco (valor máximo de TMs a partilhar o canal, para este sistema), quanto maior o
número de TMs a transmitir em simultâneo menor a EPUP. No entanto pode surgir a
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necessidade de separar os utilizadores em diferentes grupos, como explicado nos pon-
tos ii e iii. Como tal, foram obtidos os valores ótimos, dos grupos de utilizadores, para
cada um dos casos possíveis. A tabela 3.1 ilustra a separação em grupos de utilizadores
quando o número de utilizadores a querer transmitir em simultâneo é superior a cinco.
Cada célula é representada por algarismos separados com o operador de soma (A + B).
O algarismo A representa o número de utilizadores a transmitir no primeiro conjunto de
slots e o B representa o número de utilizadores a transmitir no segundo conjunto de slots
de tempo. Como os valores da EPUP variam consoante a carga na rede, a tabela mostra
todas as combinações ótimas de TMs, para vários níveis de carga na rede e para valores
entre seis e dez utilizadores a tentar transmitir em simultâneo.
Divisão dos Grupos por Carga na Rede 
Carga 6 Uilizadores 7 Utilizadores 8 Utilizadores 9 Utilizadores 10 Utilizadores 
S=10% 5+1 4+3 5+3 5+4 5+5 
S=20% 5+1 4+3 5+3 5+4 5+5 
S=30% 5+1 4+3 5+3 5+4 5+5 
S=40% 5+1 5+2 5+3 5+4 5+5 
S=50% 5+1 5+2 5+3 5+4 5+5 
S=60% 5+1 5+2 5+3 5+4 5+5 
S=70% 5+1 5+2 5+3 5+4 5+5 
S=80% 4+2 5+2 5+3 5+4 5+5 
S=90% 4+2 5+2 5+3 5+4 5+5 
 
Tabela 3.1: Divisão dos grupos de utilizadores dependendo da carga na rede e do número
de TMs a querer transmitir em simultâneo.
Sabendo o número de utilizadores a enviar em simultâneo, em cada super-trama
decide-se, com base no gráfico 3.6, a potência de transmissão ótima utilizada por cada
utilizador para enviar o seu pacote. Este valor de potência de transmissão depende do
número de utilizadores a enviar no mesmo slot de tempo e da carga na rede, e os seus
valores ótimos estão ilustrados na tabela 3.2. É visível que quanto maior a carga na rede,
maior é a potência de transmissão necessária para se conseguir atingir os níveis de PER
propostos.
Sabendo os valores ótimos de potência de transmissão dos pacotes e do número de
utilizadores a partilhar o canal, determina-se o número cópias por retransmissão neces-
sário para que o pacote chegue ao destino com PER menor que 1%. A tabela 3.3 mostra
o número ótimo de cópias por retransmissão (nj) para os diferentes valores de carga na
rede e para os diferentes valores de utilizadores a enviar em simultâneo. É notório que
quanto maior for a carga na rede menor o número de retransmissões e menor o número
de cópias redundantes necessárias por pacote.
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Valores de Eb/N0 Consoante Carga na Rede e o Número de Utilizadores a Partilhar o Canal 
Nº Utilizadores S=10% S=20% S=30% S=40% S=50% S=60% S=70% S=80% S=90% S=100% 
1 0 1 4 6 9 11 12 12 12 12 
2 -1 -1 -1 1 3 5 8 9 11 12 
3 -1 -1 -1 -1 1 2 4 6 9 12 
4 -2 -2 -2 -2 -2 0 2 4 7 12 
5 -2 -2 -2 -2 -2 -1 0 3 5 12 
Tabela 3.2: Potência de transmissão dos pacotes (em dBs) dependendo do número de
TMs a transmitir em simultâneo e da carga na rede.
 
Vetor de Transmissões n_j Consoante a Carga na Rede e o Número de Utilizadores a Partilhar o Canal 
Nº Utilizadores S=10% S=20% S=30% S=40% S=50% S=60% S=70% S=80% S=90% S=100% 
1 [4,1,1] [3,1,1] [1,1,1] [1,1] [0,1] [0,1] [0,1] [0,1] [0,1] [0,1] 
2 [3,1,2] [3,1,2] [3,1,2] [2,1,2] [1,1,1] [0,1,1] [0,1,1] [0,1] [0,1] [0,1] 
3 [3,1,2] [3,1,2] [3,1,2] [3,1,2] [2,1,1] [1,1,1] [1,1,1] [0,1,1] [0,1] [0,1] 
4 [3,1,2] [3,1,2] [3,1,2] [3,1,2] [3,1,2] [2,1,2] [1,1,1] [0,1,1] [0,1] [0,1] 
5 [2,2,2] [2,2,2] [2,2,2] [2,2,2] [2,2,2] [2,1,2] [1,1,2] [0,1,1] [0,1] [0,1] 
Tabela 3.3: Vetor de transmissões dependendo do número de TMs a transmitir em simul-





No capítulo anterior mostrou-se que é possível otimizar a utilização de energia, conti-
nuando a satisfazer um conjunto de requisitos de QoS. Neste capítulo é apresentado
detalhadamente o algoritmo de agendamento de tráfego. É também descrita a sua rea-
lização no simulador desenvolvido em Matlab, que foi usado para validar e medir o de-
sempenho do protocolo proposto. Finalmente, é apresentado um conjunto de resultados
experimentais de modo a validar o modelo teórico proposto no Capítulo 3.
4.2 Características do Sistema
Os utilizadores que pretendam enviar os seus pacotes têm de concorrer a priori a slots
de tempo presentes em cada super-trama. Este pedido de envio de pacotes é recebido
pelo satélite, através de um canal de controlo partilhado. Considerando a utilização de
satélites Iridium da nova geração, com ritmos de transmissão no canal de 1.5 Mbps para
a banda L, cada slot tem aproximadamente uma duração de 0.17 ms, tendo em conta a
distância mínima entre um satélite LEO e o solo (aproximadamente 781 Km). Como a
distância entre o satélite e o utilizador varia, o RTT associado a cada utilizador também
difere. Para esta dissertação foi considerado um valor constante de RTT de referência
para efeitos do atraso na confirmação de recepção de um pacote no satélite, correspon-
dente ao valor máximo de RTT de todos os utilizadores, de 0.24 ms (64 slots). Os slots no
canal de dados de Uplink estão organizados como uma sequência de super-tramas, cada
uma é composta por 16 slots. Desta forma, o RTT considerado corresponde à duração de
4 super-tramas.
A transmissão dos dados nos slots de uplink é efetuada através de uma abordagem
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DAMA. Antes de transmitir no canal de Uplink, os TMs enviam um pedido de trans-
missão pelo canal de controlo de Uplink. O satélite, ao receber estes pedidos, agenda
os pacotes em slots de tempo, decidindo qual a potência de transmissão necessária para
os transmitir e qual o número de cópias por transmissão, necessárias para cumprir os
requisitos de PER do sistema para a carga total agendada.
Como foi referido no Capítulo 3, quando um utilizador pretende enviar um pacote,
é enviado ao longo de vários slots, um número de cópias definido por um vetor de slots,
n = [n0, n1, . . . , nR] que especifica quantos slots redundantes são alocados em cada super-
trama para cada TM, até um máximo de R + 1 super-tramas. Ao enviar o primeiro con-
junto de cópias do pacote (primeira transmissão), o TM envia P + n0 cópias do mesmo
pacote, em que P representa o número de utilizadores a partilharem o mesmo canal na
mesma época. Finda esta transmissão, o utilizador aguarda a confirmação de receção do
pacote no satélite. Caso tenha sido recebido com sucesso, o pacote é dado como finali-
zado e entregue por parte do utilizador. Caso tenha havido um erro, o satélite requere
uma nova retransmissão do pacote, com o envio de n1 cópias do mesmo. Este processo
repete-se até que o pacote seja entregue sem erros ou casoR+1 transmissões tenham sido
efetuadas. O pacote é descartado caso não tenha sido recebido com sucesso pelo satélite,
após R+ 1 tentativas de transmissão.
Foram implementados vários níveis de prioridade no acesso ao canal de Uplink, que
dependem do nível de QoS pretendido pelos utilizadores. Quanto maior o nível de QoS
pretendido pelo TM, maior a prioridade na alocação de slots de tempo, para a transferên-
cia de dados, do mesmo.
4.2.1 Políticas de Justiça no Agendamento e Prioridades
Nesta dissertação foram definidos dois níveis de prioridade distintos: nível 1 - prioritá-
rios; nível 2 - não prioritários. O agendamento é feito por ordem de prioridades, ou seja,
todos os pacotes de utilizadores prioritários são agendados primeiro do que os dos não
prioritários. Além disso, caso ambos os pacotes apresentem o mesmo nível de prioridade,
os pacotes com um número de tentativas de transmissão (L) maior são agendados antes
de outros com menor número de tentativas. Desta forma, reduz-se o atraso máximo e a
ocupação da fila de espera. Finalmente, caso os pacotes apresentem o mesmo nível de
prioridade (K) e o mesmo valor de L, então é preferido o pacote que se encontra há mais
tempo à espera (t) para ser alocado, reduzindo o atraso máximo. O processo de agenda-
mento é aplicado a nível de cada super-trama e para quando se esgota a sua capacidade.
Os pacotes não agendados vão ter um tempo de espera superior aos mais recentes da
mesma prioridade, tendo precedência face aos novos que cheguem posteriormente. A
Figura 4.1 ilustra o processo de decisão da ordem pela qual são alocados os pacotes.
Para concluir as políticas de agendamento dos pacotes, resta referir que este algoritmo
de agendamento não favorece os utilizadores que queiram sobrecarregar a rede com pe-
didos de transmissão, sendo justo no número médio de pacotes enviados por utilizador.
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Figura 4.1: Ordem de Preferência na Alocação dos Pacotes nas Slots
Caso um utilizador P pretenda enviar muitos mais pacotes que todos os outros (e.g. o
utilizador P pretende enviar dezenas de pacotes e os outros apenas um número n muito
inferior), o utilizador P não tem mais slots do que os outros para enviar. Como tal, ele
envia os seus primeiros n pacotes ao mesmo tempo que os outros utilizadores, e só de-
pois é que os outros pacotes são alocados. Esta justiça é feita no momento de criação dos
grupos de pacotes que pretendem enviar em cada super-trama. Quando os utilizadores
pretendem enviar os pacotes, concorrem aos slots disponíveis na super-trama. Este algo-
ritmo de agendamento define grupos constituídos por todos os utilizadores a quererem
enviar, mas apenas agrega um pacote por utilizador em cada grupo (Figura 4.2).
Os grupos demasiado grandes são divididos, tal como foi referido na subsecção 3.5. O
processo de divisão de grupos e a ordem pela qual estes novos subgrupos são agendados
está ilustrado na Figura 4.3. Nesta figura tomam-se como exemplo os grupos gerados
e ilustrados na Figura 4.2, os valores ótimos de utilizadores a transmitir em simultâneo
(σ) da tabela 3.1 considerando uma carga na rede de 40%. O primeiro grupo é composto
por oito utilizadores a querer transmitir em simultâneo. Pela tabela 3.1, a divisão ótima
em subgrupos é de 5 utilizadores no primeiro subgrupo e 3 no segundo subgrupo; mas
como ambos os subgrupos pertencem ao grupo 1, eles são agendados primeiro do que
qualquer um dos pacotes presentes nos outros grupos seguintes. Este processo repete-se
para todos os grupos que precisem de ser divididos.
No fim de serem feitas todas as divisões necessária, os grupos (e, caso existam, sub-
grupos) são colocados por ordem num vetor de agendamento. O preenchimento deste
vetor encontra-se ilustrado na Figura 4.4. Nesta figura, as divisões necessárias dos gru-
pos da figura 4.2 foram feitas e os grupos foram colocados no vetor de agendamento pela
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Figura 4.2: Criação dos grupos de agendamento de modo a obter justiça no número de
pacotes agendados por utilizador.
Figura 4.3: Método de Divisão e Ordem de Agendamento dos Grupos.
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Figura 4.4: Método de Divisão e Ordem de Agendamento dos Grupos.
ordem de preferência definida atrás. Deste modo, todos os utilizadores, com o mesmo
nível de preferência, têm a mesma probabilidade de transmitir, não dando vantagem a
utilizadores que pretendam enviar enormes quantidades de pacotes ao mesmo tempo.
A alocação é feita sobre uma política final: o número médio de pacotes pedidos para
transmissão com a mesma prioridade, é semelhante para todos os utilizadores.
4.2.2 Estruturas de Dados Usadas no Simulador
No simulador criado para esta dissertação, cada slot de tempo é numerado com um nú-
mero fixo de bits e é identificado pelo número de slot dentro da super-trama mais o nú-
mero da super-trama. Esta numeração permite obter a posição do slot na sequência global
de slots e pode ser usado para medir tempos de atraso no sistema e indexar os slots no
simulador.
Foram definidas duas estruturas de dados (Utilizadores e Super-Tramas) de modo a
guardar os dados das simulações ao longo do tempo, que são usadas para o cálculo de
toda a informação que é apresentada abaixo.
A primeira estrutura de dados, Utilizadores é referente aos utilizadores que estão ins-
critos na base de dados e está ilustrada na Figura 4.5. Esta estrutura contém informação
detalhada de cada utilizador individual: o nível de prioridade e o número de pacotes en-
viados com sucesso de cada utilizador; uma sub-estrutura composta por todos os pacotes
terminados, agendados e por agendar de cada utilizador. Esta sub-estrutura apresenta
detalhadamente toda a informação referente a cada pacote de cada utilizador:
• O slot de tempo em que o pacote foi agendado;
• O slot de tempo em que o pacote foi recebido com sucesso (caso assim se verifique);
• O vetor nj do pacote;
• Uma flag indicadora do estado de transmissão do pacote, ou seja, se o pacote foi
recebido ou não com sucesso ou se ainda se encontra em transmissão;
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Figura 4.5: Estruturas para armazenamento da informação dos pacotes de cada utiliza-
dor.
• Qual o número de retransmissão em que o pacote se encontra (valor igual a zero
caso o pacote esteja a ser transmitido pela primeira vez);
• Os slots de tempo em que o pacote foi agendado;
• O número total de cópias agendadas;
• Uma tabela com o(s) identificador(es) do(s) utilizador(es) e o identificador dos res-
petivos pacotes que estão a partilhar o slot de tempo que ele;
• Valor de Eb/N0 da transmissão do pacote.
A segunda estrutura de dados, Super-Trama, é referente à informação em cada super-
trama e está ilustrada na Figura 4.6. Cada estrutura Super-Trama contém a informação so-
bre os utilizadores que nela estão agendados e quais os slots de tempo ocupados. Como
cada super-trama é composta por vários slots de tempo, dentro desta estrutura é guar-
dada, numa sub-estrutura, a informação detalhada de cada slot de tempo:
• Identificador(es) do(s) utilizador(es) e do(s) respetivo(s) pacote(s) que transmite(m)
neste slot de tempo;
• Qual o Eb/N0 usado pelo(s) utilizador(es) no slot de tempo;
• O vetor vec que informa o número de utilizadores que transmitem em simultâneo
em cada retransmissão.
Apesar destas duas estruturas de dados (Utilizadores e Super-Trama) serem referentes
a entidades diferentes, elas são dependentes uma da outra, de modo a que não haja in-
formação ambígua no sistema. A estrutura de dados referente aos utilizadores e os seus
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Super-Tramas
PK Id Supertrama








Figura 4.6: Estruturas para armazenamento da informação dos slots de tempo de cada
super-trama.
respetivos pacotes, é atualizada durante e no fim de todo o processo de agendamento e
transmissão das cópias dos pacotes.
4.3 Módulos do Simulador
O processo global de inscrição de utilizadores na BS, geração de tráfego, agendamento
dos pacotes pelas slots, verificação da receção dos pacotes por parte do satélite e atualiza-
ção das estruturas de dados é ilustrado na Figura 4.7. Uma breve descrição de cada um
destes processos é feita nos pontos que se seguem.
Figura 4.7: Método de Divisão e Ordem de Agendamento dos Grupos.
(A) Inscrições na BS
Os utilizadores, antes de poderem fazer pedidos de transferência de dados, têm de
estar previamente inscritos numa base de dados existente no satélite (BS). A BS ape-
nas aceita pedidos de transferência de dados que venham de utilizadores inscritos,
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ignorando todos os outros. Neste simulador foi definido que o número de utilizado-
res inscritos não varia ao longo das super-tramas e, como tal, findado este processo
de inscrição mais nenhum utilizador se poderá inscrever.
(B) Inicialização e Atualização das Estruturas de Dados
O processo de inicialização das estruturas de dados dos utilizadores inscritos na BS
e a estrutura de dados da primeira super-trama só ocorre uma vez, logo após as
inscrições na BS terminarem. Neste caso, todos os parâmetros das estruturas estão
vazios e sem qualquer informação pois ainda não foi iniciado o ciclo de super-tramas.
Em cada super-trama, os pacotes enviados para o satélite são agendados e são con-
firmadas as suas receções no satélite; como tal, as estruturas são atualizadas sempre
que termina uma destas operações.
Durante a fase de agendamento, a informação guardada na estrutura de dados dos
utilizadores, referente ao número de cópias já agendado por pacote, é atualizada. As
informações relativas ao Eb/N0 da transmissão e do número de cópias que o pacote
irá enviar na sua transmissão atual são armazenadas logo após o agendamento ser
feito e mesmo antes da transmissão ser feita e testada; No fim de cada transmissão,
a informação relativa ao sucesso ou insucesso da mesma é atualizada. Caso tenha
sido bem recebido, o pacote é terminado e é referenciado como bem sucedido, sendo
em simultâneo, atualizada a estrutura de super-tramas, incrementando o número de
utilizadores que conseguiram enviar com sucesso a sua mensagem. Caso o pacote
tenha sido recebido com erros, o número de tentativas de transmissão do mesmo
é incrementado e, caso o número máximo de tentativas de transmissão tenha sido
atingido, o pacote é marcado como falhado e não é transmitido de novo. A estrutura
de dados de super-tramas é atualizada tanto no início como no fim de cada super-
trama. No início, as slots são preenchidas com os identificadores dos pacotes dos
utilizadores agendados e com o Eb/N0 escolhido no processo de otimização referido
na subsecção 3.5. No fim da super-trama, é contabilizado o número de pacotes que
chegaram com sucesso ao satélite.
(C) Gerador de Tráfego
A simulação dos pedidos de envio de pacotes dos utilizadores, é feita a partir de
um gerador de tráfego de Poisson. Este gerador é acionado no início de cada super-
trama, para cada um dos utilizadores inscritos na BS. Cada valor gerado por ele,
corresponde ao slot de tempo em que o utilizador vai enviar um pacote. Este valor
é comparado com os identificadores dos slots de tempo que formam a super-trama
seguinte. Caso o número gerado esteja compreendido entre os identificadores do
primeiro e do último slot da próxima super-trama, um novo número é gerado e so-
mado ao anterior. A comparação é feita novamente e este processo é repetido até que
o número seja superior ao identificador da última slot da super-trama, guardando o
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valor do próximo slot de tempo em que o utilizador pretende enviar, na sua tabela
Pacotes da estrutura Utilizadores.
(D) Algoritmo de Agendamento
Após a geração de tráfego na super-trama, o processo de agendamento é iniciado.
Este processo consiste na colocação dos diversos pacotes dos vários utilizadores que
pretendem transmitir em slots de tempo da super-trama. Caso não haja espaço na
super-trama para agendar a totalidade destes pacotes, é feita uma escolha de quais
os que vão ser transmitidos nesta super-trama e quais ficaram em lista de espera,
para serem enviados numa super-trama futura. A lista de espera é dinâmica e é
sempre ordenada pelo critério de prioridades referido na subsecção 4.2.1.
Caso as cópias de todos os pacotes no vetor de agendamento seja superior ao número
de slots na super-trama, alguns deles ficam em espera para a super-trama seguinte.
Sendo assim, é no fim desta decisão e deste agendamento que uma lista de pacotes é
preenchida e guardada para a super-trama seguinte.
(E) Verificação de receção de pacotes
No fim de agendados, os pacotes são enviados para o satélite nos slots de tempo em
que foram colocados. Num sistema real, o satélite, no fim de metade de um RTT,
verifica se os pacotes foram recebidos com sucesso. No simulador desenvolvido
nesta dissertação, a verificação é efetuada no final da super-trama onde os pacotes
foram agendados. Caso a receção tenha sido bem sucedida, a tabela referente a esse
utilizador é atualizada e a transmissão deste pacote é terminada. Caso exista um
erro, a tabela é atualizada sendo colocada a informação de que uma transmissão já
ocorreu e é necessária nova retransmissão. De modo a simular o tempo que leva o
pacote a ser transmitido para o satélite, ser verificada a existência de erros e voltar
a confirmação para o utilizador, que ocorre num sistema real, o pacote com erro
só volta a ser retransmitido após o tempo de RTT especificado no simulador, que
corresponde ao RTT máximo de todos os TMs inscritos na BS.
4.4 Resultados Experimentais
A partir do simulador desenvolvido obteve-se um conjunto de dados que permite con-
cluir sobre a capacidade do protocolo S-NDMA. Foram desenvolvidos testes ao desem-
penho do sistema; para situações de saturação foram medidos o débito e a energia média
dispendida nas transmissões, de modo a aferir a capacidade do canal. Para situações sem
saturação foram medidos os tempos de atraso, a energia e o débito. De modo a simular a
justiça nas transmissões, quando existem requisitos de QoS, teria sido possível comparar
os tempos de atraso entre os utilizadores que apresentam maior e menor prioridade.
O simulador realiza a abordagem proposta acima, com a regulação dinâmica deEb/N0
e de agrupamento de pacotes. Para realizar a validação do simulador desenvolvido, foi
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considerado um cenário onde o número máximo de retransmissões por pacote é 3. Em
todos os cenários simulados, foi considerado tráfego de dados com vídeo e com requi-
sitos de QoS, em que se define um PERmax≤ 1% e tempo de atraso máximo (Dmax)
≤ 100ms. O valor mínimo de Eb/N0 considerado no algoritmo para a transmissão dos
pacotes foi de−3 dB e o máximo foi 12 dB. A capacidade de recepção multi-pacote(MPR)
foi limitada a um valor máximo de P + ζR, comζR ≤ 6. Neste simulador foi considerado
um número máximo de 5 utilizadores a transmitir em simultâneo.
I Sistema em Saturação
De modo a determinar a capacidade do canal, foi medido o débito da rede, para valo-
res diferentes de utilizadores a transmitir, quando todos os utilizadores têm sempre
pacotes para transmitir. Neste cenário, a carga na rede é de 100% (todos os slots estão
ocupados), mas o débito útil é inferior devido a erros na recepção dos pacotes. Como
se pode verificar na Figura 4.8, à medida que o número de utilizadores aumenta o
débito na rede diminui ligeiramente. Este facto deve-se ao ajuste do valor de Eb/N0
para cada valor de utilizadores a transmitir. Este valor de Eb/N0 é dinâmico e é re-
gulado a partir da Tabela 3.2. Excecionalmente, quando apenas se tem um utilizador
a transmitir, a capacidade do canal é de aproximadamente 74%. Este valor máximo
de carga, para um utilizador, é semelhante ao obtido no gráfico 3.5 do Capítulo 3. A
explicação do seu baixo valor, comparativamente com os outros, deve-se ao facto de
se ter limitado o Eb/N0 a um máximo de 12 dB. Pode-se concluir que mantendo pra-
ticamente o mesmo débito, o consumo de energia é muito inferior devido ao facto de
o Eb/N0 ser dinâmico e, à medida que o número de utilizadores aumenta, o Eb/N0
usado ser menor.

























1 Utilizador Modelo Teórico
Figura 4.8: Capacidade do canal para valores de utilizadores a transmitir, entre um e
cinco.
Através da Figura 4.9 comprova-se o que foi dito no ponto anterior, ou seja, quanto
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maior o número de utilizadores a transmitir, melhor o desempenho energético do
sistema em saturação, pois à medida que se aumenta o número de utilizadores pode-
se diminuir a potência de transmissão, levando a uma menor EPUP dispendida nas
transmissões. Nesta figura, a EPUP medida é referente a um sistema em saturação.
Para um utilizador, o EPUP não é comparável porque o débito máximo está limitado.
Para um valor de Eb/N0 que tornasse o débito comparável, o valor de EPUP seria
superior ao representado para 2 utilizadores. Desta forma, o gráfico de EPUP não
inclui os resultados para 1 utilizador.


























Figura 4.9: EPUP em saturação para valores de utilizadores a transmitir, entre dois e
cinco.
II Sistema sem Saturação
O Gráfico 4.10 mostra a variação da EPUP com a variação da carga induzida no sis-
tema, para diferentes valores de utilizadores. Neste cenário, o canal não se encontra
saturado e verifica-se que à medida que a carga no sistema aumenta a EPUP também
aumenta.
Fazendo a comparação das EPUPs para diferentes números de transmissores, pode-
se concluir que para valores baixos de carga, a energia média gasta é semelhante.
Observando a Figura 4.11 e a Tabela 3.2, verifica-se que para valores baixos de carga
os valores de Eb/N0 utilizados para transmitir os pacotes não são muito diferentes.
Estas diferenças no Eb/N0 não influenciam grandemente a EPUP pois o número de
cópias por pacote também varia, levando a uma EPUP semelhante nos diferentes
valores de utilizadores a transmitir. Para valores elevados de carga o cenário com
menos utilizadores (3) é o que apresenta piores resultados energéticos devido ao
aumento do valor de Eb/N0 necessário para responder ao aumento da carga.
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3 Users: EPUP média=24.2881
5 Users: EPUP média=20.5403
8 Users: EPUP média=21.4691
12 Users: EPUP média=20.7834
Figura 4.10: Variação da EPUP com a variação da carga induzida no sistema, para dife-
rentes valores de utilizadores.

































Figura 4.11: Variação da média de slots utilizadas por cada pacote consoante a carga
induzida no sistema, para diferentes valores de utilizadores.
Como foi referido na Secção 3.5, o melhor cenário de funcionamento ocorre quando
se coloca o maior número de utilizadores a transmitir em simultâneo. Caso o número
de utilizadores total exceda este valor máximo é necessário efetuar agrupamentos,
conforme foi especificado nesta secção. Os resultados obtidos na Figura 4.10 com-
provam que quando se tem cinco utilizadores a transmitir a EPUP média é menor
que nos outros casos em que se têm de fazer agrupamentos com menos utilizadores
a transmitir do que cinco. Na Figura 4.12 é possível verificar que no cenário para
3 utilizadores, o número médio de utilizadores por slot é muito inferior ao restante
conjunto de cenários. Este número médio está longe do valor ótimo de utilizadores
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a transmitir em simultâneo, levando a um aumento da EPUP , relativamente aos
outros cenários.






























Figura 4.12: Variação da média de utilizadores agendados em cada slot consoante a carga
induzida no sistema, para diferentes valores de utilizadores.
Na Figura 4.13 pode-se verificar que para valores baixos de carga, o atraso não difere
muito entre os diferentes casos com valores diferentes de utilizadores e sofre poucas
alterações com a subida da carga. A partir dos 40% de carga as variações nos valo-
res de atraso tornam-se praticamente aleatórias, devido aos ajustes nas potências de
transmissão para poupar energia.
























Figura 4.13: Tempo de atraso com a variação da carga induzida no sistema, para diferen-
tes valores de utilizadores.
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Esta dissertação descreveu um novo protocolo NDMA, S-NDMA, que pode ser visto
como um protocolo H-NDMA especialmente projetado para permitir garantias de QoS
para cenários com elevado RTT, como é o caso das redes por satélite. Propusemos um
modelo analítico para o débito na rede, o consumo de energia e o atraso do pacote para
S-NDMA. Foi também proposto um método para configurar S-NDMA de forma a ofe-
recer determinados nível de QoS. O desempenho do S-NDMA foi comparado com o
H-NDMA, mostrando que uma configuração apropriada do sistema S-NDMA permite
satisfazer todos os requisitos de QoS de tráfego de tempo real com vídeo apenas com
uma ligeira degradação na eficiência energética relativamente ao H-NDMA.
A otimização proposta relativamente ao dinamismo na potência de transmissão dos
dados foi um sucesso, diminuindo o consumo energético, garantindo os requisitos de
QoS e o tempo de atraso máximo requerido.
Como tal, o S-NDMA pode ser uma boa opção para a transmissão de dados com
requisitos de QoS de tempo real em redes híbridas satélite-telemóvel, melhorando a ex-
periência de utilização dos utilizadores com terminais móveis de baixo custo nas redes
de satélites.
No decorrer desta dissertação foi desenvolvido um simulador que realiza o protocolo
S-NDMA. O relatório apresentado ilustra apenas parte das funcionalidades desenvolvi-
das, omitindo o desempenho de algumas funcionalidades realizadas (e.g. separação de
tráfego por classes, utilização de geradores de tráfego genéricos, etc.).
Desta forma, este trabalho constitui uma boa base de partida para futuros trabalhos
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