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Abstracts
Kurzzusammenfassung
Weyl Quantisierung und semiklassische Techniken können benutzt werden, um Lei-
tungseigenschaften von kristallinen Festkörpern zu verstehen, die externen, langsam
variierenden elektromagnetischen Feldern ausgesetzt werden. Der Fall, in dem das
Magnetfeld schwach, aber konstant ist, wird von bisherigen mathematischen Ergeb-
nissen nicht abgedeckt. Genau das ist das Regime des Quanten-Hall-Effekts und es
gilt zu verstehen, wieso die transversale Leitfähigkeit quantisiert ist. Möchte man für
diesen Fall semiklassische Bewegungsgleichungen rigoros herleiten, muss man den
konventionellen Weyl-Kalkül durch einen magnetischen ersetzen, der einen semiklas-
sischen Parameter enthält.
Mathematisch gesehen hat man es mit magnetischen Pseudodifferentialoperatoren
zu tun, die auch für sich gesehen von Interesse sind. Daher widmen wir diesen zwei
weitere Kapitel, die sich mit deren Eigenschaften befassen.
Abstract
Weyl quantization and related semiclassical techniques can be used to study conduc-
tion properties of crystalline solids subjected to slowly-varying, external electromag-
netic fields. The case where the external magnetic field is constant, is not covered
by existing theory as proofs involving usual Weyl calculus break down. This is the
regime of the so-called quantum Hall effect where quantization of transverse conduc-
tance is observed. To rigorously derive semiclassical equations of motion, one needs
to systematically develop a magnetic Weyl calculus which contains a semiclassical pa-
rameter.
Mathematically, the operators involved in the analysis are magnetic pseudodiffer-
ential operators, a topic which by itself is of interest for the mathematics and math-
ematical physics community alike. Hence, we will devote two additional chapters to
further understanding of properties of those operators.
v
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1 Chapter 1Introduction
Initially, the word quantization referred to the fact that in some physical systems,
atoms could only absorb or emit light of certain frequencies, for instance, i. e. that en-
ergy could only be exchanged in certain chunks of fixed size called quanta. Nowadays,
it refers to the task of associating quantum analogs to all parts of a classical system,
i. e. to find a set of procedures that associates quantum observables to classical ob-
servables, (quasi-)classical states to quantum states and an evolution equation that
governs the dynamics of quantum states and quantum observables. Historically, this
happened rather quickly after the inception of modern quantum mechanics around
1926 when the forefathers such as Bohr, Dirac, Heisenberg and Schrödinger have
tried – and eventually succeeded – to conceptually ‘derive’ quantum mechanics for a
particle moving in Rd by analogy from classical mechanics.
In contrast to Chapter 2 where I will give a modern introduction to the subject of
quantization, let me sketch the task from the perspective of early quantum mechan-
ics: to the co-founders of modern quantum mechanics, the keys to understanding
quantum mechanics were the commutation relations [Dir30, pp. 100] [Hei30, Chap-
ter IV.1]
qkq j − q jqk = 0
pkp j − p jpk = 0
pkq j − q jpk = iħh
of position q and momentum p as well as a vague intuition that the classical Poisson
bracket {·, ·} needed to be replaced by the quantum commutator i
ħh
[·, ·]. Both are bi-
linear and antisymmetric in their arguments, act as derivations and satisfy the Jacobi
identity [Dir30, p. 99, eq. (7)–(9)]. These similarities suggested them to propose
∂t F(t) =
i
ħh
[H, F(t)]
1
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as the equations of motion for a quantum observable F in lieu of
∂t f (t) = {h, f (t)}
for a classical observable f .
In the first edition of ‘The Principles of Quantum Mechanics,’ Dirac somewhat hap-
hazardly explains the link between the ‘non-commutative observables’ q and p and
the operators multiplication by q and −iħh∇q.1 Furthermore, Dirac [Dir30, p. 109],
Schrödinger [Sch26b; Sch26d; Sch26a; Sch26c] and Heisenberg [Hei30, p. 86] pro-
posed f (q,−iħh∇q) as the quantization of the classical observable f (q, p). Dirac no-
ticed an inherent ambiguity in this procedure: one needs to make a choice of operator
ordering [Dir30, p. 103]:
Es darf nicht übersehen werden, daß die Reihenfolge der Faktoren in Pro-
dukten, die im Ausdruck für H vorkommen, von Bedeutung sein kann, da
unsere Variablen nicht alle vertauschbar sind.
Hence, there may be more than one candidate as the quantization of a classical ob-
servable and the prescription ‘in position representation, replace q by multiplication
with q and p by −iħh∇q ’ is incomplete.
The first step in the right direction was taken by Weyl in 1927 [Wey27] who wrote
down a consistent quantization formula: if f : T ∗Rd −→ R is a suitable physical
observable on phase space T ∗Rd ∼= Rd ×Rd ∗, then he defined its quantization to be2
Op( f ) := f (Q,P) :=
1
(2π)d
∫
Rd
dx
∫
Rd
∗
dξ (Fσ f )(x ,ξ) e
−i(ξ·Q−x ·P)
where q and p are elevated to operators Q = qˆ and P = −iħh∇q on L2(Rd) and Fσ
denotes a symmetrized Fourier transform on Rd ×Rd ∗ defined as
(Fσ f )(x ,ξ) :=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη ei(η·x−y ·ξ) f (y,η). (1.0.1)
Thus it seems appropriate that the calculus which emerged from this point of view
bears his name.
With seemingly no connection to Weyl’s work, Wigner [Wig32] showed how quan-
tum statesψ ∈ L2(Rd) can be written as pseudo probability measures on phase space.
It is truly remarkable and an indication of Wigner’s genius that he had found the cor-
rect formula just by ‘staring at the problem.’
1Compared to the first edition of Dirac’s book, the presentation of Chapter IV in the third edition has been
much improved.
2For consistency with the remainder of this thesis, we choose a different sign convention compared to
[Wey27].
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It took until 1947 to put all pieces of the puzzle together: in a seminal work by
Moyal [Moy49], the relation between Weyl quantization, Wigner transform and the
Moyal product (also known as Weyl product) has been worded out systematically and
it is justified to say that this marked the birth of Weyl calculus as we know it today.
1.1 Physical aspects: quantization of magnetic systems
Let us consider a single classical particle without spin moving in Rd . In the frame-
work of hamiltonian mechanics, the state of the particle is represented by a point
in phase space Ξ := (T ∗Rd ,ω) where T ∗Rd ∼= Rd × Rd ∗ is the cotangent bundle of
configuration space Rd and ω the so-called symplectic form. Points in phase space
will be denoted by capital letters X = (x ,ξ),Y = (y,η), Z = (z,ζ) ∈ Ξ with space
components x , y, z ∈ Rd and momentum components ξ,η,ζ ∈ Rd ∗. The symplectic
form ω is a two-form, i. e. a skew-symmetric bilinear form on the space of vector
fields on Rd ×Rd ∗ whose representation matrix  ωk j1≤k, j≤d in terms of coordinates
is invertible. Its purpose is to associate vector fields Xh to functions h : Ξ −→ R on
phase space via
ω(Xh, ·) := dh. (1.1.1)
In the absence of a magnetic field, the canonical symplectic form ω0 =
∑d
j=1 dx j ∧ dξ j
with matrix representation
 
ω0k j

1≤k, j≤d =

0 −id
+id 0

relates the gradient of the energy function to the hamiltonian vector field associated
to the energy function h via
Xh =

0 −id
+id 0
−1∇xh
∇ξh

.
This vector field determines the hamiltonian flow φt through Hamilton’s equations of
motion 
x˙
ξ˙

= Xh =

0 −id
+id 0
−1∇xh
∇ξh

.
The flow φt tracks the trajectory
 
x(t),ξ(t)

= φt(x0,ξ0) for the initial conditions
(x0,ξ0) ∈ Ξ. Instead of looking at the special observables position and momentum,
3
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we can write down equations of motion for an arbitrary observable f ∈ C∞(Ξ,R): the
symplectic form ω0 induces a Poisson bracket via
{ f , g} := −ω0 X f ,X g = d∑
j=1
 
∂ξ j f ∂x j g − ∂x j f ∂ξ j g

where f , g ∈ C∞(Ξ,R) are observables and X f ,X g are the associated vector fields (see
equation (1.1.1)). Now one can show that the equations of motion for a time-evolved
observable f (t) := f ◦φt are given by
∂t f (t) = {h, f (t)}.
If the particle is subjected to a magnetic field, B, we have two options to integrate it
into the classical formalism: (i) we use minimal substitution or (ii) we incorporate
B into the symplectic form. First of all, the magnetic field can be seen as a closed
two-form B ∈
∧2
(Rd), dB = 0. Since Rd is star-shaped, a k-form ω ∈
∧k
(Rd) is
closed if and only if it is exact, i. e. there exists a k − 1-form α such that ω = dα.
Hence, to each B there exist vector potentials A ∈
∧1
(Rd) such that B = dA. The
components of B (with respect to an orthonormal basis of Rd) are related to those of
the vector potential via Bk j = ∂xkA j − ∂x jAk. Vector potentials are highly non-unique
and worse-behaved than the magnetic field they represent.
If A is a vector potential to B, then only kinetic momentum ξkin := ξ− A(x) is a
physically relevant observable that does not depend on the choice of gauge. This
follows from the Lagrangian approach to magnetic systems [MR99, Chapter 7.6].
Minimal coupling is the recipe to replace f (x ,ξ) by f
 
x ,ξ − A(x) =: fA(x ,ξ) as
observables and to consider the equations of motion given by
∂t fA(t) = {hA, fA(t)}, fA(0) = fA, (1.1.2)
where fA and hA are the minimally substituted observables and {·, ·} the usual, non-
magnetic Poisson bracket. If one considers only minimally substituted observables,
then the corresponding equations of motion essentially do not depend on the choice
of vector potential A, but only on the magnetic field B.
Alternatively, the geometry of phase space Ξ can be changed: we equip T ∗Rd with
the magnetic symplectic form
ωB =
d∑
j=1
dx j ∧ dξ j +
1
2
d∑
k, j=1
Bk jdxk ∧ dx j (1.1.3)
which induces the magnetic Poisson bracket
{ f , g}B =
d∑
j=1
 
∂ξ j f ∂x j g − ∂x j f ∂ξ j g
− d∑
k, j=1
Bk j ∂xk f ∂x j g. (1.1.4)
4
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The hamiltonian vector field now depends on B,
X Bh =

B −id
+id 0
−1∇xh
∇ξh

.
By a simple calculation, we get { fA, gA}(x ,ξ) = { f , g}B
 
x ,ξ − A(x) and thus the
solution f (t) of
∂t f (t) = {h, f (t)}B, f (0) = f ,
and fA(t) which solves equation (1.1.2) are the same, written down in different co-
ordinates. In this more geometric formulation, we are simply working with kinetic
momentum all along. Both descriptions of a classical magnetic system are equiva-
lent.
As we will see, this is not the case for quantum systems. Let us start with the usual
recipe: since both classical descriptions of magnetic systems are equivalent (and min-
imal substitution being the more popular choice), it is quite sensible to define the
magnetic quantization of an observable f as the usual Weyl quantization of the mini-
mally substituted observable fA,
OpA( f ) :=Op( fA) =
1
(2π)d
∫
Ξ
dx dξ (Fσ fA)(x ,ξ) e
−i(ξ·Q−x ·P). (1.1.5)
Although we will elaborate on the drawbacks of this prescription in detail in Chap-
ter 2.2.1, let us sketch the origin of the flaws: in magnetic quantum systems on Rd ,
the building block observables position and momentum are position and kinetic mo-
mentum,
Q = xˆ ,
PA =−iǫ∇x − A( xˆ),
where A is a vector potential representing B = dA and ǫ ≤ 1 a dimensionless parame-
ter that sits in the same place as ħh. Formally, these operators satisfy the commutation
relations
i[Ql ,Q j] = 0 i[PAl ,Q j] = ǫδl j i[P
A
l ,P
A
j ] =−ǫBl j(Q) (1.1.6)
which should be encoded into the composition law
W (X )W(Y ) = ei
ǫ
2
σ(X ,Y )W (X + Y ) ∈ B L2(Rd)
of the so-called Weyl system W (X ) := e−i(ξ·Q−x ·P). However, since the magnetic field
does not appear in the definition of W (X ), the presence of the magnetic field is not
5
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properly taken into account. This is the reason why OpA is in general not gauge-
covariant: if A′ = A+ dχ is an equivalent gauge, then OpA′( f ) and OpA( f ) are in
general not unitarily equivalent. On the other hand, physical properties such as the
spectrum of the system must not depend on the choice of gauge!
Even though bits and pieces of the correct solution were used as early as 1951
[Lut51], it was not until 1999 that a gauge-covariant Weyl calculus was first writ-
ten down in its entirety by Müller [Mül99]. The idea is to replace translations by
magnetic translations and to put the magnetic vector potential into the Weyl system
W A(X ) := e−iσ(X ,(Q,P
A)). A simple trotterization shows that W A(Y ) acts on u ∈ L2(Rd)
by  
W A(Y )u

(x) = e−
i
ǫ
ΓA([x ,x+ǫ y])e−iη·(x+
ǫ
2
y) u(x + ǫ y)
where
ΓA([x , x + ǫ y]) :=
∫
[x ,x+ǫ y]
A
is the circulation along the line segment connecting x and x + ǫ y . If A′ = A+ dχ is
an equivalent gauge, then∫
[x ,x+ǫ y]
A′ =
∫
[x ,x+ǫ y]
A+
∫
∂ [x ,x+ǫ y]
χ =
∫
[x ,x+ǫ y]
A+χ(x + ǫ y)−χ(x)
holds by Stokes theorem and W A
′
(X ) = e+
i
ǫ
χ(Q)W A(X )e−
i
ǫ
χ(Q) is unitarily equivalent
to W A(X ). Hence, magnetic Weyl quantization
OpA( f ) :=
1
(2π)d
∫
Ξ
dX (Fσ f )(X )W
A(X ). (1.1.7)
inherits the gauge-covariance of the Weyl system and the quantizations with respect
to equivalent gauges define unitarily equivalent operators. The composition law of
W A now contains an additional magnetic contribution,
WA(X )WA(Y ) = ei
ǫ
2
σ(X ,Y ) e−iΓ
B
ǫ (〈Q,Q+ǫx ,Q+ǫx+ǫ y〉)W A(X + Y ), ∀X ,Y ∈ Ξ, (1.1.8)
which is the exponential of the scaled magnetic flux ΓBǫ through the triangle with
corners Q, Q+ǫx and Q+ǫx+ǫ y (see Theorem 3.5.1). Associated to OpA, there is a
magnetic Wigner transform WA which connects quantum expectation values to phase
space averages,


u,OpA( f )v

=
1
(2π)d/2
∫
Ξ
dX f (X )
 
WA(v,u)

(X ),
6
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as well as a non-commutative product ♯B on the level of functions on phase space
which emulates the operator product, i. e.
OpA( f ♯B g) :=OpA( f )OpA(g).
By covariance of OpA, the product only depends on the magnetic field and after some
effort, one arrives at an explicit integral expression for ♯B:
( f ♯B g)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ e+iσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) ·
· e− iǫ ΓB(〈x− ǫ2 (y+z),x+ ǫ2 (y−z),x+ ǫ2 (y+z))〉  Fσ f (Y ) Fσ g(Z)
(1.1.9)
If ǫ≪ 1, the product ♯B can be expanded asymptotically in ǫ and we get an expansion
of the operator product,
OpA( f ♯B g)≍OpA
∑∞
n=1ǫ
n ( f ♯B g)(n)

=
∞∑
n=0
ǫnOpA
 
( f ♯B g)(n)

.
This idea has been put to good use when studying perturbation expansions and semi-
classical limits (see e. g. [LW93; PST03b] for ordinary Weyl calculus and Chapter 4
and [Mül99; DL11; FL13] for applications of magnetic Weyl calculus).
1.2 Mathematical aspects: magnetic ΨDOs
Motivated by problems in mathematical physics, mathematicians and mathematical
physicists sought to apply and generalize pseudodifferential techniques to magnetic
problems. We start by example: let HA be a covariant selfadjoint magnetic operator,
e. g.
HA = 1
2
PA2 + V (Q)
on L2(Rd) where A is a vector potential to the magnetic field B. Functions of HA
inherit its gauge-covariance, i. e. for any equivalent gauge A′ = A+ dχ ,
f (HA
′
) = e+iχ(Q) f (HA) e−iχ(Q)
holds true. Particular examples are resolvents (HA− ζ)−1, ζ 6∈ σ(HA), and the semi-
group e−tH
A
(if HA is bounded from below). The Green function GA(x , y;ζ), i. e. the
operator kernel of the resolvent (HA−ζ)−1, contains many of the operator’s properties
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and often occurs in the analysis of magnetic systems. Since GA(·, ·;ζ) depends explic-
itly on the choice of vector potential and thus a convenient choice of vector potential
may be necessary (e. g. the symmetric gauge in case of a constant magnetic field for
d = 2,3). Physical properties such as the spectrum and the conductivity tensor to
name just two, however, should only depend on the magnetic field B and not on the
vector potential A. The components of the conductivity tensor and other expectation
values can be written as trace (per volume) of covariant operators,
σB := Tr f (HA),
which are independent of the choice of gauge since the trace is invariant under con-
jugation with unitary operators. Hence, the idea was to somehow get rid of the
dependence on the vector potential A and to start the analysis with an expression that
only depends on the magnetic field B. Eventually, it was noticed that the dependence
of the kernel KAH of a covariant operator T
A on the vector potential is relatively simple:
the function
K˜BT := e
+iΓA([x ,y]) KAT (x , y)
no longer depends on the choice of vector potential (as can be checked explicitly by
noting that the extra phase factor cancels a phase factor that stems from replacing
translations with magnetic translations). This was noticed early on in articles by
Peierls [Pei33], Luttinger [Lut51] and Schwinger [Sch51], and used extensively later
on in rigorous works as well, see e. g. [CNP06]. Magnetic fields B are always better-
behaved than vector potentials A representing them and thus it is easier to analyze
K˜BT than the original operator kernel. For instance, if one wants to show exponential
decay of the Green function GA(·, ·;ζ) for ζ 6∈ σ(HA) in x − y , then equivalently, one
can prove exponential decay of G˜B(x , y;ζ) := e+iΓ
A([x ,y]) GA(x , y;ζ).
The dependence of products of two gauge-covariant operators TA and SA also con-
tain characteristic magnetic phase factors: let FA := TASA be the product of two
bounded gauge-covariant operators with kernels KAT and K
A
S . Then
K˜BF (x , y) = e
+iΓA([x ,y])
∫
Rd
dz KAT (x , z)K
A
S (z, y)
=
∫
Rd
dz e+iΓ
A([x ,y])e−iΓ
A([x ,z])e−iΓ
A([z,y]) K˜BT (x , z) K˜
B
S (z, y)
=
∫
Rd
dz e−iΓ
B(〈x ,y,z〉) K˜BT (x , z) K˜
B
S (z, y)
contains the exponential of the magnetic flux through the triangle with corners x ,
y and z. In view of equations (1.1.9) and (1.1.7), these additional magnetic phase
factors are hardly surprising.
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Their universality suggests a more systematic approach to magnetic pseudodiffer-
ential operators which gives access to a rich toolbox of results that can be re-used
and exploit the structure of magnetic problems. Ma˘ntoiu and Purice have laid the
foundation in [MP04] and transcribed the most fundamental results of pseudodiffer-
ential theory to the magnetic context (e. g. [IMP07; IMP10]). In addition, an alge-
braic approach in the spirit of [Ma˘n02] and [AMG96] was proposed in [MPR05] so
that pseudodifferential and algebraic techniques may be combined to one’s advantage
[LMR10; AMP10].
1.3 Structure and main results
This thesis is based on four publications by the author [Lei10], Lein, Ma˘ntoiu and
Richard [LMR10], De Nittis and Lein [DL11] and Belmonte, Lein and Ma˘ntoiu [BLM13].
A fifth article with Fürst is in preparation [FL13].
Chapter 2 outlines the basic formalism of magnetic Weyl calculus. It starts with a
pedagogical introduction to usual Weyl calculus that sets the stage for developing a
magnetic version. This is done in Chapters 2.2 and 2.3. A list of important results that
are needed in the remainder of this thesis is given in Chapter 2.4. Among them are
L2-boundedness of operators in OpA(S0
ρ,δ), basic facts on selfadjointness, Beals and
Bony commutator criteria and results on inversion. The material is mostly taken from
publications by Ma˘ntoiu and Purice [MP04] and Iftimie, Ma˘ntoiu and Purice [IMP07;
IMP10].
Chapter 3 which is based on [Lei10] is devoted to the development of a functional
calculus for observables Q and PA that satisfy the following commutation relations:
i[Ql ,Q j] = 0 i[PAl ,Q j] = ǫδl j i[P
A
l ,P
A
j ] =−ǫλBl j(Q) (1.3.1)
Here, ǫ ≪ 1 is a semiclassical parameter and λ ≤ 1 quantifies the coupling to the
magnetic field. We start with a brief discussion concerning the realization of the above
commutation relations as operators on Hilbert spaces H ∼= L2(Rd): the results in the
remainder of Chapter 3 – in particular the form of the product ♯B and its asymptotic
expansions as well as the semiclassical limit – hold true as long as Q and PA are
unitarily equivalent to
Q′ := xˆ (1.3.2)
P′A := −iǫ∇x −λA( xˆ)
equipped with the usual domains as operators on L2(Rd). This will be of impor-
tance in Chapter 4. We reiterate formulas for magnetic Weyl quantization and Wigner
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transform in Chapters 3.2–3.4 where the two parameter ǫ and λ are put in the right
places.
The first main result of this thesis is contained in Chapter 3.5. We prove asymp-
totic expansions for the magnetic Weyl product f ♯B g of two Hörmander class symbols
f ∈ Sm1ρ and g ∈ Sm2ρ using oscillatory integral techniques: a two-parameter expansion
in ǫ and λ (Theorem 3.5.2) is shown first, a one-parameter expansion in ǫ is an im-
mediate corollary (Corollary 3.5.4) and finally, an expansion in the coupling constant
λ (Theorem 3.5.5) is proven as well. This makes the formal derivation by Müller
rigorous [Mül99]. The expansion of ♯B in terms of the semiclassical parameter is im-
mediately put to good use in the proof of an Egorov-type theorem, Theorem 3.6.1,
which connects quantum and classical time evolution.
The last section establishes that to first order, perturbation expansions in ǫ derived
with the help of usual Weyl calculus and magnetic Weyl calculus must agree up to
errors of order O(ǫ2). This explains why usual Weyl calculus reproduces the correct
results in applications, although typically, stronger assumptions need to be placed on
the magnetic field.
Chapter 4 deals with an application which stimulated the author’s interest in magnetic
pseudodifferential operators in the first place: the derivation for effective dynamics
for the magnetic Bloch electron. Here, a single particle is subjected to a periodic
potential and a slowly varying electromagnetic field. The results which have been
obtained in collaboration with G. De Nittis in [DL11] generalize the work by Panati,
Spohn and Teufel [PST03a].
After introducing the model in Chapter 4.1 and rewriting it in a suitable form in
Chapter 4.2.1, an equivariant version of magnetic Weyl calculus is introduced in Chap-
ter 4.2.2. Since magnetic Weyl calculus incorporates the magnetic field in a natural
manner, some points in the original publication can be simplified. For instance, it
is not necessary to work with weighted symbol classes Sw , traditional Hörmander
symbols are here used instead.
The next section explains the physical content behind the philosophy of space-
adiabatic perturbation theory [PST03b], the main tool employed in the derivation
of effective quantum and semiclassical dynamics in Chapter 4.4. Only the necessary
modifications are mentioned since the proofs carry over from [PST03a] mutadis mu-
tandis.
Chapter 5 introduces magnetic quantization and magnetic pseudodifferential theory
from an algebraic point of view and serves as preparation for Chapter 6. The first
two sections draw heavily from [MPR05; MPR07] while the last relies on [AMG96]
and [Ma˘n02]. Properties of resolvents and spectra of magnetic ΨDOs can be linked
to special C∗-subalgebras of B
 
L2(Rd)

. They are representations of so-called twisted
crossed products A⋊ωθ ,τX which are the topic of Chapter 5.1. After we recall Gelfand
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theory, crossed products are introduced as completions of L1(X ;A) where X is an
abelian Polish group acting on an abelian C∗-algebra A via θ : X −→ Aut(A). Typi-
cally, A consists of bounded, uniformly continuous functions on X = Rd ,Td ,Zd and
this ‘anisotropy algebra’ characterizes the behavior of the magnetic field B as well
as that of functions on phase space Ξ = X × Xˆ in the position variable, i. e. x 7→
h(x ,ξ) ∈ A. Next, a magnetic twist ω(q; x , y) := e−iΓB(〈q,q+x ,q+x+y〉) is introduced
in Chapter 5.1.3. It enters in the twisted convolution ⋆ωθ ,τ which serves as a product
on L1(X ;A) and A ⋊ω
θ ,τ X and is related to the magnetic Weyl product ♯
B by par-
tial Fourier transform. The associativity of ⋆ωθ ,τ is ensured by the so-called 2-cocycle
property of ω. In case A is a C∗-subalgebra of BCu(X ), more can be said about
the structure of the twisted crossed products and their representations: there exists
a natural representation on L2(X ) called Schrödinger representation. The twisted
crossed product C∞ ⋊
ω
θ ,τ X plays a special role since it is mapped onto the compact
operators K
 
L2(X )

by the Schrödinger representation. This characterization of the
compact operators enters in the analysis of essential spectra in Chapter 6.4.3. Gauge-
covariance of representations is explained in terms of cohomology. The connex to
Weyl calculus is made in Chapter 5.2.
The last section introduces the concept of affiliation which is the abstract analog of
a functional calculus for selfadjoint operators, i. e. it is a morphism Φ : C∞(R) −→ C
mapping to a C∗-algebra C. However, C need not be the algebra of bounded operators
on a Hilbert space B(H). Spectra and essential spectra as sets can be recovered
in this formalism as well: if π : C −→ C′ is a morphism between C∗-algebras and
Φ : C∞(R) −→ C an observable affiliated to C, then π ◦ Φ : C∞(R) −→ C′ is an
observable affiliated to C′. The spectrum of π ◦ Φ tends to be smaller as that of Φ
since morphisms are norm-decreasing. Two particular examples of morphisms π are
representations and projections onto C/I where I ⊆ C is a two-sided ideal. The latter
is used in the characterization of essential spectra of pseudodifferential operators. The
chapter finishes with a short discussion on tensor products of C∗-algebras which can
be used to treat observables which are ‘direct integrals’ or sequences of observables
within algebraic framework.
Chapter 6 combines algebraic and pseudodifferential methods to analyze properties
of Moyal resolvents and essential spectra of magnetic pseudodifferential operators
with certain behavior in the x variable. It is based on a joint work with Ma˘ntoiu
and Richard [LMR10]. This part of the thesis is dedicated to the study of magnetic
pseudodifferential operators whose behavior in the position variable is characterized
by some algebra A composed of bounded, uniformly continuous functions on Rd . In
other words, these operators are magnetic quantizations of functions f : Ξ −→ C for
which x 7→ f (x ,ξ) ∈ A holds for all ξ ∈ Rd ∗, and the components of the magnetic
field B are also elements of A. This algebra is called anisotropy. After introducing the
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smooth elements of A, anisotropic Hörmander classes are defined in Chapter 6.1.1.
The task of showing that the anisotropy is preserved under the Moyal product ♯B is
taken up in Chapter 6.1.2. It is also shown that the asymptotic expansions obtained
in Chapter 3.5 are compatible with the anisotropy.
Chapter 6.2 introduces a few C∗-algebras that are relevant for the results on inver-
sion and affiliation in Chapter 6.3. The first main result is that the anisotropy is pre-
served under inversion: if f is a real-valued, elliptic anisotropic Hörmander symbol
Smρ (R
d ∗;A∞) of positive order m, then Moyal resolvents ( f − z)(−1)B ∈ S−mρ (Rd
∗
;A∞)
are – if they exist – also anisotropicHörmander symbols of order−m (Theorem 6.3.7).
The elegant proof is not based on a parametrix construction, but rather on a combi-
nation of an analytic result, Proposition 6.31 in [IMP10], and a fact from the inter-
section of analysis and algebra [Lau98, Corollary 2.5]. The existence of the family of
Moyal resolvents yields a principle of affiliation of f to the twisted crossed product
F
 
A⋊ω
B
θ
Rd

(Theorem 6.3.8).
Chapter 6.4 is dedicated to the spectral analysis of magnetic pseudodifferential
operators. Affiliating suitable functions on phase space to twisted crossed products
allows the treatment of potentially unbounded pseudodifferential operators. For these
observables, it is shown how the spectrum and the essential spectrum as sets can be
recovered. Assume the anisotropy algebra is unital and contains C∞(R
d), the func-
tions on Rd vanishing at infinity. Then, the intuitive notion that the behavior of the
potentials and magnetic fields at infinity is responsible for the essential spectrum is
made rigorous in Theorem 6.4.12: the essential spectrum of a magnetic pseudodif-
ferential operator is written as the union of spectra of magnetic ΨDOs that ‘live on
orbits at infinity.’ This notion is made precise by borrowing tools from Gelfand theory
and C∗-dynamical systems. Although the link between the Calkin algebra, the quo-
tient of bounded operators by the ideal of the compact operators, and the essential
spectrum is well-known [citation], we have obtained much more detailed informa-
tion: depending on the anisotropy algebra A, we may even be able to calculate the
essential spectrum from the spectrum of a few simpler pseudodifferential operators.
The fact that there is no Hilbert space analog of this decomposition highlights the
usefulness of the combination of abstract algebraic and pseudodifferential methods.
A brief outlook is given in the last chapter. An Appendix contains some additional
information and auxiliary results needed in some of the proofs.
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The problem of ‘consistently’ assigning operators on a Hilbert space to classical func-
tions on phase space has seen quite a few attempts. As one of the basic questions,
a coherent answer first written up in its entirety by Moyal in 1949 [Moy49] who
proposed to use
 
Op( f )u

(x) =
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·η f
  1
2
(x + y),η

u(y) (2.0.1)
for suitable functions f : T ∗Rd −→ C and u ∈ H where the Hilbert space H is typi-
cally L2(Rd) or some Sobolev space, for instance. The problem is how to extend this
definition to the case of a particle subjected to a magnetic field. Up until very late in
the game, the standard recipe has been to utilize minimal coupling, i. e. apply equa-
tion (2.0.1) to f ◦ ϑA(x ,ξ) := f  x ,ξ− A(x). Before we explain why this is not the
correct solution, let us review standard Weyl calculus first.
2.1 Standard Weyl calculus
There are many texts on standard Weyl calculus, e. g. [Fol89; Hör79; Hör83; Ste93],
and although we will not stick to any of them in particular, we do not make any
claims of originality. Our presentation emphasizes the structural aspects and intro-
duces the paradigms which make the generalization to magnetic Weyl calculus logical
and intuitive.
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2.1.1 Comparison of classical and quantum mechanical frameworks
Understanding of quantization requires knowledge of classical and quantum mechan-
ics. A quantization procedure is not merely a method to ‘consistently assign operators
on L2(Rd) to functions on phase space,’ but rather a collection of procedures. A nice
overview of the two frameworks can be found in the first few sections of chapter 5 in
[Wal08] and we will give a condensed account here: physical theories consist roughly
of three parts:
(i) State space: states describe the current configuration of the system and need to
be encoded in a mathematical structure.
(ii) Observables: they represent quantities physicists would like to measure. Related
to this is the idea of spectrum as the set of possible outcomes of measurements
as well as expectation values (if ones deals with distributions of states).
(iii) Evolution equation: usually, one is interested in the time evolution of states
as well as observables. As energy is the observable conjugate to time, energy
functions generate time evolution.
2.1.1.1 Hamiltonian framework of classical mechanics
Pure states in classical mechanics are simply points on phase space Ξ := (T ∗Rd ,ω),
i. e. the cotangent bundle T ∗Rd ∼= Rd ×Rd ∗ endowed with a symplectic form ω that
is usually taken to be ω0 = dx ∧ dξ. This symplectic form determines the form of
the evolution equation associated to the energy function h called the hamiltonian.
Mixed states are merely probability measures µ on Ξ, i. e. positive Borel measures
normalized to 1. An observable f is a smooth function on Ξ with values in R. Then
the expectation value of f with respect to the state µ is given by the phase space
average
Eµ( f ) :=
∫
T ∗Rd
dµ(X ) f (X ).
The symplectic structure on T ∗Rd induces a Poisson structure on C∞(T ∗Rd ): with
pointwise addition, multiplication and complex conjugation as involution, C∞(T ∗Rd)
forms a Poisson-∗-algebra. The Poisson bracket defined via the symplectic form as
{ f , g}ω :=−ω(X f ,X g) (2.1.1)
where X f and X g satisfy ω(X f , ·) = d f and ω(X g , ·) = dg, respectively. The evolution
of observables is generated by
d
dt
f (t) =

h, f (t)
	
ω (2.1.2)
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with f (t) := f ◦φt where φt is the hamiltonian flow generated by h. Equivalently,
pure or mixed states can be time-evolved instead of the observables. Put in quan-
tum mechanical terms, evolving observables corresponds to the Heisenberg picture,
evolving states corresponds to the Schrödinger picture.
2.1.1.2 Quantum mechanics
Here, pure states are rays in a Hilbert space H, or, equivalently, orthogonal projec-
tions onto a state ψ ∈ H. Mixed states are density operators ρ that are positive
trace-class operators normalized to 1. Physical observables are selfadjoint, densely
defined operators on H. With the adjoint as involution and addition and multiplica-
tion defined as usual, they form a ∗-algebra. The role of the Poisson bracket is played
by the commutator [A,B] := AB− BA. Expectation values are computed via the trace
Eρ(A) := tr
 
ρA

. (2.1.3)
The dynamics of the observables in the Heisenberg picture are generated by
d
dt
A(t) =
i
ħh

H,A(t)

(2.1.4)
which is structurally equivalent to equation (2.1.2). The unitary time-evolution group
U(t) = e−i
t
ħh
H satisfies the Schrödinger equation
iħh
d
dt
U(t) = H U(t). (2.1.5)
Then the time-evolved observable is given by
A(t) = ad
 
U(t)
 
A

:= U(t)∗ AU(t) = e+i
t
ħh
H Ae−i
i
ħh
H . (2.1.6)
The spectrum of an observable spec(A) defined in the usual functional analytic sense
gives the possible outcomes of measurements in experiments while the projection-
valued measure contains the statistics.
2.1.1.3 Comparison of the two frameworks
Now that we have an understanding of the mathematical structures which we have
juxtaposed in Table 2.1.1, what can we deduce from this? First of all, what is usu-
ally considered a quantization only gives a third of the total answer: a map Op from
suitable functions on phase space to operators on the Hilbert space L2(Rd). However,
it is clear that Op cannot simply map ‘functions onto operators:’ the quantum alge-
bra of observables Aqm is significantly different from the classical algebra Acl – it is
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noncommutative. If we ‘map back’ from Aqm to Acl, assuming that is possible, then
we get a modified, noncommutative product ♯ of functions (that is the point of view of
deformation quantization, see e. g. [Wal08]) which satisfies
Op( f )Op(g) =Op( f ♯g).
The associated dequantization mapOp−1 should also connect quantum states (written
as projections or, more generally, density operators) with measures on phase space.
So let ρu := |u〉〈u| be a pure state, ‖u‖L2 = 1, and consider the expectation value of
Op( f ) with respect to ρu, Eρu
 
Op( f )

= Tr
 
ρuOp( f )

= 〈u,Op( f )u〉. Does there
exist a measure µu on T
∗Rd such that
Eρu
 
Op( f )

= 〈u,Op( f )u〉 ?=
∫
T ∗Rd
dµu(X ) f (X ) = Eµu( f )?
If so, what properties does µu = (2π)
−d/2 W(ρu) have? It is clear that the properties of
W should follow from the properties ofOp. Quite naturally, we demand the following
from a ‘good’ quantization procedure:
Linearity The map Op should be linear, i. e. for two classical observables f , g ∈ Acl
taken from the algebra of classical observables and α,β ∈ C, we should have
Op
 
α f +β g

= αOp( f ) +βOp(g) ∈ Aqm.
Here, Aqm is an algebra of quantum observables.
Compatibility with involution Op should intertwine complex conjugation and taking
adjoints, i. e. for all f ∈ Acl
Op( f ∗) =Op( f )∗ ∈ Aqm.
Products The two products cannot be equivalent: the operator product is noncom-
mutative and hence for general f , g ∈ Acl
Op( f · g) 6=Op( f ) ·Op(g).
Instead, for suitable functions f , g, we can define a non-commutative product ♯ on the
level of functions on phase space such that
Op( f ♯g) :=Op( f ) ·Op(g) ∈ Aqm.
A priori it is not at all clear whether f ♯g ∈ Acl.
16
2.1 Standard Weyl calculus
Classical Quantum
States positive normalized Borel
measures µ on phase space Ξ
density operators on L2(Rd)
Observables commutative
Poisson-∗-algebra Acl of
functions on Ξ
noncommutative ∗-algebra
Aqm of operators acting on the
Hilbert space L2(Rd)
Building block
observables
position x and momentum p position Q and momentum P
Possible results of
measurements
im( f ) spec(A)
Generator of evolution hamiltonian function
h : Ξ−→ R
hamiltonian operator
H :D(H)−→ L2(Rd)
Infinitesimal time
evolution equation
d
dt
f (t) =

h, f (t)
	 d
dt
A(t) = i
ħh

H,A(t)

Integrated time
evolution
hamiltonian flow φt as
one-parameter group of
automorphisms
ad
 
e−i
t
ħhH
 · = e+i tħhH · e−i tħhH
as one-parameter group of
automorphisms
Table 2.1.1: Comparison of classical and quantum framework
Poisson bracket and commutator The classical Poisson bracket and the quantum
commutator play similar roles: they are both derivations, satisfy the Jacobi identity,
and, in some sense, should be analogs of one another,
f , g
	
¡
i
ħh

Op( f ),Op(g)

.
Just like with the product, the quantization of the Poisson bracket usually does not
coincide with with i/ħh times the commutator.
2.1.2 The Weyl system
In position representation, the ‘building block operators’ of quantum mechanics on
Rd , position Q = xˆ which acts as multiplication by x , (Qu)(x) = x u(x), and mo-
mentum P = −i∇x , (Pu)(x) = −i(∇xu)(x), are characterized by their commutation
relations
i[Ql ,Q j] = 0 i[Pl ,P j] = 0 i[Pl ,Q j] = δl j . (2.1.7)
Since commutators of unbounded operators are problematic [RS72, Chapter VIII.5],
it is technically more convenient to encode the commutation relations into the so-
called Weyl system which is a collection of unitary operators {W(X )}X∈Ξ defined via
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the non-magnetic symplectic form σ(X ,Y ) := ξ · y − x ·η as
W (X ) := e−iσ(X ,(Q,P)) = e−i(ξ·Q−x ·P). (2.1.8)
Here X ≡ (x ,ξ), Y ≡ (y,η) and Z ≡ (z,ζ) are points on phase space Ξ := T ∗Rd ∼=
Rd ×Rd ∗. Greek letters ξ, η and ζ denote the momenta associated to x , y and z. A
simple Trotter argument shows that W (Y ) acts on u ∈ L2(Rd) as 
W (Y )u

(x) = e−i(x+
y
2
)·ηu(x + y). (2.1.9)
W : Ξ −→ U L2(Rd), X 7→ W (X ), forms a strongly continuous projective represen-
tation of the group Ξ ∼= Rd×Rd∗: for any X ,Y ∈ Ξ, the product of two Weyl operators
gives another Weyl operator times a phase,
W (X )W (Y ) = e
i
2
σ(X ,Y )W(X + Y ). (2.1.10)
This will be the key ingredient when determining the product formula.
2.1.3 Weyl quantization
We can define a convenient variant of the Fourier transform on Ξ via the symplectic
form σ: for f ∈ S(Ξ), we define
 
Fσ f

(X ) :=
1
(2π)d
∫
Ξ
dX ′ eiσ(X ,X
′) f (X ′). (2.1.11)
One easily checks that Fσ is an involution, F
2
σ = idS , and thus F
−1
σ = Fσ. For Schwartz
functions, we can now replace one exponential factor in
f (Y ) =
1
(2π)2d
∫
Ξ
dX
∫
Ξ
dX ′ eiσ(Y,X )eiσ(X ,X
′) f (X ′)
by W (X ) and get the Weyl quantization of f ,
Op( f ) :=
1
(2π)d
∫
Ξ
dX (Fσ f )(X )W(X ). (2.1.12)
The fact that W (X ) is a projective group representation and the definition of the
symplectic Fourier transform imply
 
(Fσ f )(X )W(X )
∗
= (Fσ f
∗)(−X )W(−X ) and
thus Weyl quantization corresponds to symmetric operator ordering,
Op( f )∗ =
1
(2π)d
∫
Ξ
dX (Fσ f )
∗(X )W (X )∗ =
1
(2π)d
∫
Ξ
dX (Fσ f
∗)(−X )W(−X )
=Op( f ∗).
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Morally, the right-hand side of the above definition reduces to f (Q,P):
1
(2π)d
∫
Ξ
dX e−iσ(X ,(Q,P))
1
(2π)d
∫
Ξ
dX ′eiσ(X ,X
′) f (X ′) =
=
1
(2π)2d
∫
Ξ
dX ′
∫
Ξ
dX eiσ(X ,X
′−(Q,P))

f (X ′)
=
∫
Ξ
dX ′ δ
 
X ′ − (Q,P) f (X ′) = f (Q,P)
Obviously, the reader should add quotation marks to the above. We can write down
the action of a Weyl quantized operator on a wave function explicitly:
Lemma 2.1.1 The Weyl quantization of h ∈ S(Ξ) defines a bounded operator on L2(Rd)
whose operator norm is bounded byOp(h)
B(L2(Rd ))
≤ (2π)−d
FσhL1(Ξ) <∞
and for all u ∈ L2(Rd), we have 
Op(h)u

(x) =
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·η h
  1
2
(x + y),η

u(y) (2.1.13)
=:
1
(2π)d/2
∫
Rd
dy Kh(x , y)u(y). (2.1.14)
Proof We can interpretOp(h) as a Bochner integral with respect to the operator norm
on L2(Rd) which immediately leads to the desired bound:OpA(h)
B(L2(Rd ))
≤ 1
(2π)d
∫
Ξ
dX
(Fσ)(X )W (X )B(L2(Rd ))
=
1
(2π)d
∫
Ξ
dX
(Fσ)(X )= (2π)−d Fσ f L1(Ξ)
Elementary manipulations using equation (2.1.9) yield equation (2.1.14). 
Remark 2.1.2 The kernel map h 7→ Kh is an isomorphism between S(Ξ) and S(Rd ×
Rd) and thus extends to tempered distributions. This is the starting point for defining
Weyl calculus on distributions.
To be able to treat the prefactor in a coherent manner, we will add one more defintion:
Int is just the regular integral modulo a factor of (2π)−d/2.
Definition 2.1.3 (Integral map) Let h ∈ S(Ξ) be a function and Kh be the integral
kernel defined via equation (2.1.14). Then we define
Op(h) =: Int(Kh).
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2.1.4 The Wigner transform
If we look at the definition of Op( f ), equation (2.1.12), then it is quite natural to see
how the expectation values of the form


v,Op( f )u

can be rewritten as phase space
averages of f : rewriting the expectation value as
〈v,Op( f )u〉 = 1
(2π)d/2
∫
Ξ
dX (Fσ f )(X )


v,W (X )u

(2.1.15)
=
1
(2π)d
∫
Ξ
dX f (X )Fσ
 

v,W (·)u(−X ),
suggests to look at the symplectic Fourier transform of the expectation value of the
Weyl system. Let us start with the first building block:
Definition 2.1.4 (Fourier-Wigner transform) Let u, v ∈ S(Rd). Then we define the
magnetic Fourier-Wigner transform ρ(u, v) to be 
ρ(u, v)

(X ) := (2π)−d/2


v,W (X )u

(2.1.16)
Remark 2.1.5 Our choice not to include the factor of (2π)−d/2 in the definition of
the Fourier-Wigner transform will lead to a ‘missing’ factor of (2π)−d/2 in the Wigner
transform. This way, the Wigner transform is unitary and the inverse of the kernel
map as defined in Remark 2.1.2.
Lemma 2.1.6 Let u, v ∈ S(Rd). Then it holds
 
ρ(u, v)

(X ) = (2π)−d/2


v,W (X )u

=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ v∗
 
y − x
2

u
 
y + x
2

and ρ(u, v) ∈ S(Ξ)
Proof Plugging equation (2.1.9) into the scalar product, we get
 
ρ(u, v)

(X ) = (2π)−d/2


v,W (X )u

=
1
(2π)d/2
∫
dy v∗(y)
 
W (X )u

(y)
=
1
(2π)d/2
∫
Rd
dy v∗(y) e−i(y+
x
2
)·ξ u(y + x)
=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ v∗
 
y − x
2

u
 
y + x
2

.
Since ρ(u, v) is the partial Fourier transform of a Schwartz function, ρ(u, v) exists in
S(Ξ). 
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To write the quantum expectation value as a phase space averate, we still have to
push over the Fourier transform.
Definition 2.1.7 (Wigner transform) Let u, v ∈ S(Rd). The Wigner transformW (u, v)
is defined as the symplectic Fourier transform of ρ(u, v), 
W(u, v)

(X ) :=
 
Fσρ(u, v)

(−X ).
Remark 2.1.8 There is a reason why we need to use W (−X ) and not W(+X ): the
symplectic Fourier transform is unitary on L2(Ξ) and

f , g

L2(Ξ) =


Fσ f ,Fσ g

L2(Ξ) =
 
(Fσ f )
∗,Fσ g

=
 
(Fσ f
∗)(−·),Fσg

holds. The extra sign stems from the fact that we are missing complex conjugation in
integral (2.1.15).
Lemma 2.1.9 The Wigner transformW(u, v) with respect to u, v ∈ S(Rd) is an element
of S(Ξ) and given by
 
W(u, v)

(X ) =
1
(2π)d/2
∫
Rd
dy e−i y ·ξ v∗
 
x − y
2

u
 
x + y
2

.
Proof As a symplectic Fourier transform of the Schwartz function
 
ρ(u, v)

(−·) (see
Lemma 2.1.6), the Wigner transform W(u, v) is again in S(Ξ). Hence, the following
integrals exist and we compute
 
W(u, v)

(X ) =
1
(2π)d
∫
Ξ
dY eiσ(−X ,Y )ρ(u, v)(Y )
=
1
(2π)3d/2
∫
Ξ
dY
∫
Rd
dz e−i(ξ·y−x ·η)e−iz·η v∗
 
z − y
2

u
 
z + y
2

=
1
(2π)3d/2
∫
Rd
dy
∫
Rd
dz
∫
Rd
∗
dη ei(x−z)·ηe−i y ·ξ v∗
 
z − y
2

u
 
z + y
2

=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ v∗
 
x − y
2

u
 
x + y
2

.
This concludes the proof. 
Remark 2.1.10 We can easily extend the Wigner transform of operator kernels: if KT
is the kernel of the operator T = Int(KT ), then we define
WKT (x ,ξ) :=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ KT
 
x + y
2
, x − y
2

(2.1.17)
and W is a bijection between S(Rd ×Rd) and S(Ξ).
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TheWigner transform of even a pure state in general does not define a true probability
measure:
Example Take d = 1 and consider u(x) = x e−
x2
4 , for instance, the first excited state
of the harmonic oscillator. Then we calculate the Wigner transform to be
 
W(u,u)

(x ,ξ) =
1p
2π
∫
R
dy e−i y ·ξ u∗
 
x − y
2

u
 
x + y
2

=
1p
2π
∫
Rd
dy e−i y ·ξ
 
x − y
2
 
x + y
2

e−
1
4
[(x− y
2
)2+(x+ y
2
)2]
= 2e−
x2
2
1p
2π
∫
R
dy e−i y ·2ξ (x2 − y2) e− y
2
2
= 2e−
x2
2

x2e−2ξ
2
+ 1
2
∂ 2ξ
 
e−2ξ
2
= 2

x2 + 1
2
(4ξ)2− 2

e−2x
2
e−2ξ
2
.
Hence W(u,u) 6≥ 0 and W(u,u)dX is not a probability measure.
For convenience of the reader, we list some properties of the Wigner transform which
are easy to prove:
Theorem 2.1.11 (Properties of the Wigner transform) Let u, v ∈ S(Rd), x ∈ Rd
and ξ ∈ Rd ∗.
(i) W(v, v) is a real-valued function, but not necessarily positive.
(ii) The marginals of the Wigner transform of u, v ∈ S(Rd ) with respect to x and ξ are
1
(2π)d/2
∫
Rd
dxW(v,u)(x ,ξ) = (Fu)∗(ξ) (Fv)(ξ),
1
(2π)d/2
∫
Rd
∗
dξW(v,u)(x ,ξ) = u∗(x) v(x).
(iii)
∫
Ξ
dX W(v,u)(X ) = (2π)d/2 〈u, v〉
(iv)
W(u, v)
L2(Ξ)
= ‖u‖L2(Rd) ‖v‖L2(Rd )
(v) Let R be the reflection operator defined by (Ru)(x) := u(−x). ThenW(Rv,Ru)(X ) =
W(v,u)(−X ) holds.
(vi) W(v∗,u∗)(x ,ξ) =W(u, v)(x ,−ξ)
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(vii) W
 
U(y)v,U(y)u

(x ,ξ) =W(v,u)(x − y,ξ) for all y ∈ Rdx
Proof (i) We have to showW(u,u)∗ =W(u,u): plugging in the complex conjugate
of W(u,u), we get
W(u,u)∗(x ,ξ) =

1
(2π)d/2
∫
Rd
dy e−i y ·ξ u∗
 
x − y
2

u
 
x + y
2
∗
=
1
(2π)d/2
∫
Rd
dy e+i y ·ξ u
 
x − y
2

u∗
 
x + y
2

=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ u
 
x + y
2

u∗
 
x − y
2

=W(u,u)(x ,ξ).
We have already given an example where W(u,u) is not positive.
(ii) If we take the marginals with respect to x , then up to a factor of (2π)d/2 that is
due to the choice of convention in Definition 2.1.4, we get
∫
Rd
dxW(v,u)(x ,ξ) =
1
(2π)d/2
∫
Rd
dx
∫
Rd
dy e−i y ·ξ u
 
x − y
2
∗
v
 
x + y
2

=
1
(2π)d/2
∫
Rd
dx ′
∫
Rd
dy e−i y ·ξ u(x ′)∗ v(x ′ + y)
=
1
(2π)d/2
∫
Rd
dx ′
∫
Rd
dy ′ e−i(y
′−x ′)·ξ u(x ′)∗ v(y ′)
= (2π)d/2 (Fu)∗(ξ) (Fv)(ξ).
The other marginal can be obtained analogously.
(iii) This follows immediately from (ii), the fact that u and v are square integrable
and the Plancherel theorem.
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(iv) We plug in the definition of the Wigner transform and computeW(v,u)2
L2(Ξ)
=
∫
Rd
dx
∫
Rd
∗
dξ
W(v,u)(x ,ξ)2
=
1
(2π)d
∫
Rd
dx
∫
Rd
∗
dξ
∫
Rd
dy
∫
Rd
dy ′ e+i y ·ξe−i y
′·ξ·
· u∗ x − y
2

v
 
x + y
2

u
 
x − y ′
2

v∗
 
x + y
′
2

=
1
(2π)d
∫
Rd
dx
∫
Rd
dy
∫
Rd
dy ′
∫
Rd
∗
dξ e+i(y−y
′)·ξ

·
· u∗ x − y
2

v
 
x + y
2

u
 
x − y ′
2

v∗
 
x + y
′
2

=
∫
Rd
dx
∫
Rd
dy u∗
 
x − y
2

v
 
x + y
2

u
 
x − y
2

v∗
 
x + y
2

.
After two changes of variables, this simplifies to
. . . =
∫
Rd
dx u∗(x)u(x)
∫
Rd
dy v(y) v∗(y)

= ‖u‖2L2(Rd ) ‖v‖
2
L2(Rd ) .
(v) This is a direct consequence of the definition,
W
 
Rv,Ru

(x ,ξ) =
1
(2π)d/2
∫
Rd
dy e−i y ·ξ (Ru)∗
 
x − y
2

(Rv)
 
x + y
2

=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ u∗
 −x + y
2

v
 −x − y
2

=
1
(2π)d/2
∫
Rd
dy ′ e−i y
′·(−ξ) u∗
 
(−x)− y ′
2

v
 
(−x) + y ′
2

=W(v,u)(−x ,−ξ).
(vi) Follows directly from the definition of the Wigner transform.
(vii) Follows directly from the definition of the Wigner transform. 
Some other classical results concerning Wigner functions and Wigner measures can
be found in [LP93] and [MH97].
Corrolary 2.1.12 For u, v ∈ S(Rd) and f ∈ S(Ξ) we have

v,Op( f )u

=
1
(2π)d/2
∫
Ξ
dX f (X )
 
W(u, v)

(X ).
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The Wigner transform is essentially the inverse of Weyl quantization:
Proposition 2.1.13 Let T ∈ Op S(Ξ) ⊂ B L2(Rd) be an operator with operator
kernel KT . The map Op
−1 :Op
 
S(Ξ)
−→ S(Ξ) defined by
Op−1(T ) :=WKT
is the inverse to Weyl quantization, i. e. we have T =Op
 
WKT

for all T ∈Op S(Ξ).
Conversely, if we take any f ∈ S(Ξ) with Weyl kernel K f , thenOp−1
 
Op( f )

=WK f =
f holds.
Proof Let KT be the operator kernel associated to the operator T ∈Op
 
S(Ξ)

. Then
KT has to be in S(R
d × Rd): as T is an operator that has been obtained by Weyl
quantization, there is a unique preimage fT ∈ S(Ξ) and its Weyl kernel K fT has to be
in S(Rd ×Rd).
We have to confirm thatOp
 
Op−1(T )

= T andOp−1
 
Op( f )

= K f hold. Plugging
in the definition and making a change of variables, we get
 
Op
 
Op−1(T )

ϕ

(x) =
1
(2π)d
∫
Rdx
dy
∫
Rd
ξ
dη e−i(y−x)·η
 
WKT
  1
2
(x + y),η

ϕ(y)
=
1
(2π)d/2
∫
Rdx
dy KT
  1
2
(x + y + (x − y)), 1
2
(x + y − (x − y))ϕ(y)
=
1
(2π)d/2
∫
Rdx
dy KT (x , y)ϕ(y) =
 
Tϕ

(x).
On the other hand, let T = Op( f ) be the Weyl quantization of f ∈ S(Ξ). Then
Op−1T = f follows from direct calculation: using
K f
 
x + y
2
, x − y
2

= (F2 f )(x ,−y) = (F−12 f )(x , y),
we get
Op−1
 
Op( f )

=WK f (x ,ξ) =
1
(2π)d/2
∫
Rdx
dy e−i y ·ξ K f
 
x − 1
2
y, x + 1
2
y

=
1
(2π)d
∫
Rdx
dy
∫
Rd
ξ
dη e−i y ·ξe+i y ·η f (x ,η) = f (x ,ξ).
To show that the dequantization Op−1 maps Op(S(Ξ)) onto S(Ξ), we invoke Re-
mark 2.1.2 and Lemma 2.1.9 which state that the kernel map K : S(Ξ) −→ S(Rd ×
Rd), f 7→ K f , and theWigner transformW : S(Rd×Rd)−→ S(Ξ) are bijective. Hence
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the composition of the kernel map K and the Wigner transform W is a bijection as
well. In fact,
W ◦ K : S(Ξ)−→ S(Ξ)
is the identity map by the above calculation. 
2.1.5 The Weyl product
The Weyl product emulates the operator product on the level of functions (or later:
tempered distributions) on phase space: for two Schwartz functions f , g ∈ S(Ξ),
there is a Schwartz function f ♯g ∈ S(Ξ) such that
Op( f ♯g) =Op( f )Op(g)
holds. Obviously, ♯ inherits the noncommutativity of the operator product.
Theorem 2.1.14 For two Schwartz functions f , g ∈ S(Ξ), the tempered distribution
f ♯g which satisfies Op
 
f ♯g

=Op( f )Op(g) is the Schwartz function given by
( f ♯g)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) e
i
2
σ(Y,Z) (Fσ f )(Y ) (Fσg)(Z) (2.1.18)
=
1
π2d
∫
Ξ
dY
∫
Ξ
dZ e−i2σ(X−Y
′ ,X−Z ′) f (Y ′) g(Z ′).
Proof (Sketch) Using the definition of Op and the composition law of the Weyl sys-
tem (equation (2.1.10)), we get
Op( f )Op(g)u=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ (Fσ f )(Y ) (Fσ g)(Z)W (Y )W(Z)u
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ (Fσ f )(Y ) (Fσg)(Z) e
i
2
σ(Y,Z)W (Y + Z)u
=
1
(2π)d
∫
Ξ
dZ

1
(2π)d
∫
Ξ
dY e
i
2
σ(Y,Z−Y ) (Fσ f )(Y ) (Fσ g)(Z − Y )

W(Z)u
for any u ∈ S(Rd ). We recognize the inner integral as  Fσ( f ♯g)(Z) and thus we
add a Fourier transform to obtain the first of the two equivalent forms of the product
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formula:
( f ♯g)(X ) = Fσ

1
(2π)d
∫
Ξ
dY e
i
2
σ(Y,·−Y ) (Fσ f )(Y ) (Fσg)(· − Y )

(X )
=
1
(2π)2d
∫
Ξ
dZ
∫
Ξ
dY eiσ(X ,Z) e
i
2
σ(Y,Z−Y ) (Fσ f )(Y ) (Fσg)(Z − Y )
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) e
i
2
σ(Y,Z) (Fσ f )(Y ) (Fσg)(Z).
One can derive the second form of f ♯g from elementary manipulations which we
will detail only for the magnetic case. We postpone the proof that f ♯g ∈ S(Ξ) to
Chapter 2.2.4 where we consider the magnetic Weyl product. 
2.1.6 Quantization of Hörmander symbols
So we have a nice quantization procedure, but we are still missing something up
to now: we cannot quantize h(x ,ξ) = 1
2
ξ2 + V (x) yet, because even for rapidly
decaying potentials, h 6∈ S(Ξ). We will show how to use duality techniques derived
from two papers by Gracia-Bondìa and Várilly [GV88a; GV88b] to extend magnetic
Weyl calculus from S(Ξ) to S ′(Ξ) in Chapter 2.3. Thus, we content ourselves stating
facts at this point.
Definition 2.1.15 (Hörmander class symbol Sm
ρ,δ
) The Hörmander symbols of order
m and type (ρ,δ), 0≤ δ ≤ ρ ≤ 1, are defined as
Smρ,δ :=
n
f ∈ C∞(Ξ) | ∀a,α ∈ Nd0∃Caα > 0 :
∂ ax ∂ αξ f (x ,ξ)≤ Caα 〈ξ〉m−ρ|α|+δ|a|o.
The Fréchet topology is generated by the following family of seminorms: f 
m,aα := sup
(x ,ξ)∈Ξ
〈ξ〉−m+ρ|α|−δ|a|
∂ ax ∂ αξ f (x ,ξ) (2.1.19)
The following fact is proven in [IMP07], for instance:
Theorem 2.1.16 Let f ∈ Sm
ρ,δ, 0 ≤ δ < ρ ≤ 1 or ρ = 0 = δ, regarded as a tempered
distribution on Ξ. Then Op( f ) is a continuous map from S(Rd) to S ′(Rd).
Hörmander class symbols have nice composition properties.
Theorem 2.1.17 For 0≤ δ < ρ ≤ 1 or ρ = 0= δ, we have Sm1
ρ,δ♯S
m2
ρ,δ ⊆ S
m1+m2
ρ,δ .
The proofs rely on oscillatory integral techniques (see Chapter 2.3.3 and Appendix A)
and we postpone them until we treat the magnetic case.
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2.2 Magnetic Weyl calculus
Now we would like to quantize a particle in Rd subjected to a magnetic field B. The
correct building block operators are position and kinetic momentum,
Q = xˆ
PA = P− A(Q) =−i∇x − A( xˆ).
Different components of kinetic momentum no longer commute,
i[PAl ,P
A
j ] = −Bl j(Q),
and we expect this to complicate things considerably. We would like a quantization
procedure that maps momenta onto the kinetic momentum operator. The quantiza-
tion formula,
Op( f ) =
1
(2π)d
∫
Ξ
dX (Fσ f )(X )W(X ),
has only two slots where the magnetic field could enter: (i) We could use minimal
substitution and quantize f
 
x ,ξ − A(x) =: f ◦ ϑA(x ,ξ) where dA = B. The Weyl
system is not touched. (ii) We could alter the Weyl system, but leave f unchanged.
The standard recipe is (i) which comes from the observation that classicallyminimal
substitution gives an accurate description of the physics and is equivalent to putting
the magnetic field into the symplectic form [MR99, Chapters 6.7 and 7.6]. Before we
demonstrate the shortcomings of this attempt, we will state two common assumptions
on the magnetic fields B and associated vector potentials A for brevity.
Assumption 2.2.1 (Polynomially bounded fields) We assume that the components
of the magnetic fields B and associated vector potentials A have components in C∞pol(R
d).
In many instances, we need to work with a more restricted class of magnetic fields:
Assumption 2.2.2 (Bounded magnetic fields) We assume that the components of the
magnetic fields B are BC∞(Rd) functions, i. e. smooth, bounded functions with bounded
derivatives to any order. Associated vector potentials A, i. e. dA= B, are always assumed
to have components in C∞pol(R
d).
Whenever we say bounded or polynomially bounded magnetic field, we actually invoke
one of these two assumptions.
Remark 2.2.3 If a magnetic field B is bounded or polynomially bounded, it is always
possible to choose a polynomially bounded vector potential, e. g. we may use the
transversal gauge (equation (C.1.2)).
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2.2.1 Standard ansatz: minimal coupling
The standard recipe used throughout most of the literature is to combine minimal
coupling with usual Weyl quantization: if A is a vector potential associated to a poly-
nomially bounded B, then we define
OpA(h) :=Op(h ◦ ϑA) =
1
(2π)d
∫
Ξ
dX
 
Fσ(h ◦ ϑA)

(X )W (X )
as magnetic Weyl quantization of h. For suitable functions, e. g. h ∈ S(Ξ) and u ∈
S(Rd), we easily convince ourselves that
 
OpA(h)u

(x) =
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·η h
  1
2
(x + y),η− A  1
2
(x + y)

u(y)
=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·(η+A(
1
2
(x+y))) h
  1
2
(x + y),η

u(y).
By hand, one can check that indeed, we get
OpA(ξ) = PA
and
OpA
  1
2
ξ2+ V

= 1
2
PA2 + V (Q).
The operators on the right-hand side are gauge-covariant, i. e. if A′ = A+ dχ is an
equivalent gauge, thenOpA+dχ
  1
2
ξ2+V

= e+iχ(Q)OpA
  1
2
ξ2+V

e−iχ(Q), for instance.
The unitary operator Uχ = e
+iχ(Q) relates wave functions and operators in the gauges
A and A′ = A+ dχ . The quadratic hamiltonian 1
2
ξ2 + V is the most frequently stud-
ied and thus the lack of gauge-covariance of the OpA for generic suitable functions
(e. g. those in C∞pol u(Ξ)) was not discovered until 1999 by Müller [Mül99]: if we
choose another, equivalent gauge A′ = A+ dχ , then OpA(h) and OpA+dχ(h) generally
fail to be unitarily equivalent, i. e. the physical and mathematical properties would
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depend on the choice of gauge. To see this, let us calculate the difference explicitly: 
OpA+dχ(h)− e+iχ(Q)OpA(h) e−iχ(Q)

u

(x) =
=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη

e−i(y−x)·(η+A(
1
2
(x+y))+∇xχ( 12 (x+y))) h
  1
2
(x + y),η

+
−e+iχ(x)e−i(y−x)·(η+A( 12 (x+y))) h  1
2
(x + y),η

e−iχ(y)

u(y)
=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·(η+A(
1
2
(x+y))) h
  1
2
(x + y),η
 ·
·

e−i(y−x)·∇xχ(
1
2
(x+y))− e−i(χ(y)−χ(x))

u(y)
In case OpA(h) transforms covariantly, then the above expression equals 0. This is the
case if and only if 
F2(h ◦ ϑA)
  1
2
(x + y), y − xe−i(y−x)·∇xχ( 12 (x+y))− e−i(χ(y)−χ(x))= 0
vanishes in the distributional sense. We can check by hand that this is the case if h is
a polynomial of degree ≤ 2 in ξ. In all other cases, this expression has no reason to
vanish as one can check by plugging in h= ξlξ jξk, for instance.
2.2.2 Covariant quantization formula
The second approach, a modification of the Weyl system, does not suffer from this
defect. If the fields are polynomially bounded, then we define the
Definition 2.2.4 (Magnetic Weyl system) Assume B is polynomially bounded. Then
the Weyl system associated to Ξ ∼= T ∗Rd is the strongly continuous map
WA : Ξ−→ U L2(Rd) (2.2.1)
which for each X ∈ Ξ is defined as
WA(X ) := e−iσ(X ,(Q,P
A)).
The map W A : X 7→ WA(X ) is a strongly continuous projective representation of the
group Ξ ∼= Rd × Rd ∗ and acts on wave functions as magnetic translations times a
phase.
Lemma 2.2.5 For u ∈ S(Rd), we have 
W A(Y )u

(x) = e−i(x+
y
2
)·ηe−iΓ
A([x ,x+y])u(x + y) =: e−i(x+
y
2
)·ηλA(x; y)u(x + y)
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where λA(x; y) := e−i
∫
[x ,x+y]
A is the exponential of the magnetic circulation through the
line segment connecting x and x + y. In particular, W A(Y ) is a covariant operator, i. e.
W A+dχ(Y ) = e+iχ(Q)W A(Y ) e−iχ(Q).
Proof Equation (2.2.5) follows from a simple Trotter argument. The covariance is a
direct consequence as well if one takes∫
[x ,x+y]
(A+ dχ) =
∫
[x ,x+y]
A+
 
χ(x + y)− χ(x)
into account. 
Remark 2.2.6 As S(Rd) ⊂ L2(Rd) is dense, all of these statements extend immedi-
ately to u ∈ L2(Rd) and W A(X ) is a unitary operator for each X ∈ Ξ. We will show
later on in Corollary 2.3.4 that {W A(X )}X∈Ξ is irreducible.
Just as in the non-magnetic case, the composition properties of the Weyl system en-
capsulate the commutation relations of the building block operators Q and PA. Com-
pared to the non-magnetic Weyl system, we get an extra phase factor, the exponential
of a magnetic flux through a triangle.
Lemma 2.2.7 For all X ,Y ∈ Ξ the following holds:
W A(X )WA(Y ) = e
i
2
σ(X ,Y )ωB(Q; x , y)W A(X + Y ) (2.2.2)
where
ωB(q; x , y) := e−i
∫
〈q,q+x ,q+x+y〉 B =: e−iΓ
B(〈q,q+x ,q+x+y〉) (2.2.3)
is the exponential of the magnetic flux through the triangle with corners q, q + x and
q+ x + y.
Proof Let u ∈ S(Rd). Then we have 
W A(X )W A(Y )u

(q) = e−i(q+
x
2
)·ξλA(q; x)
 
W A(Y )u

(q+ x)
= e−i(q+
x
2
)·ξλA(q; x) e−i(q+x+
y
2
)·ηλA(q+ x; y)u(q+ x + y)
= e−i(q+
x
2
)·ξe−i(q+x+
y
2
)·ηei(q+
1
2
(x+y))·(ξ+η)·
·λA(q; x)λA(q+ x; y)λA(q; x + y)−1·
· e−i(q+ 12 (x+y))·(ξ+η)λA(q; x + y)u(q+ x + y)
= e
i
2
σ(X ,Y )ωB(Q; x , y)
 
WA(X + Y )u

(q).
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We have used that λA(q; x) is the exponential of ΓA([q,q+x]) =
∫
[q,q+x]
A and applied
Stoke’s Theorem to rewrite the sum of the circulations along the edges of the triangle
as magnetic flux through the enclosed area. 
Since we have proven in Lemma 2.2.5 that the magnetic Weyl system transforms co-
variantly under a change of gauge, magnetic Weyl quantization inherits this property:
Definition 2.2.8 (Magnetic Weyl quantization) For all functions h ∈ S(Ξ) and poly-
nomially bounded magnetic fields, we define
OpA(h) :=
1
(2π)d
∫
Ξ
dX (Fσh)(X )W
A(X ) (2.2.4)
in the weak sense.
Lemma 2.2.9 Assume the magnetic field is polynomially bounded. Then the magnetic
Weyl quantization of h ∈ S(Ξ) defines a bounded operator on L2(Rd) whose operator
norm is bounded by OpA(h)
B(L2(Rd ))
≤ (2π)−d
FσhL1(Ξ) <∞
and acts on u ∈ S(Rd ) as
 
OpA(h)u

(x) =
1
(2π)d
∫
Ξ
dY e−i(y−x)·η e−iΓ
A([x ,y]) h
  1
2
(x + y),η

u(y) (2.2.5)
=
1
(2π)d/2
∫
Rd
dy λA(x; y − x) (F2h)
  1
2
(x + y), y − xu(y)
=:
1
(2π)d/2
∫
Rd
dy KAh (x , y)u(y)
where F2h is the Fourier transform in the second argument of h. The magnetic Weyl
quantization is OpA covariant: for an equivalent gauge A′ = A+ dχ , we have
OpA+dχ(h) = e+iχ(Q)OpA(h) e−iχ(Q). (2.2.6)
Proof The L2 operator norm bound follows just as in the non-magnetic case (see
proof of Lemma 2.1.1).
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We use Lemma 2.2.5 and write out the symplectic Fourier transform: 
OpA(h)u

(x) =
1
(2π)d
∫
Ξ
dY
 
Fσh

(Y )
 
W A(Y )u

(x)
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(Y,Z) h(Z) e−i(x+
y
2
)·ηλA(x; y)u(x + y)
=
1
(2π)2d
∫
Rd
dy
∫
Rd
∗
dζ
∫
Rd
dz
∫
Rd
∗
dη ei(z−
1
2
(x+y))·η e−i(y−x)·ζ·
· h(z,ζ)λA(x; y − x)u(y)
=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dζ e−i(y−x)·ζλA(x; y − x)h  1
2
(x + y),ζ

u(y)
The covariance ofOpA(h) follows immediately from the covariance of the Weyl system
proven in Lemma 2.2.5. 
Remark 2.2.10 Also here, the kernel map KA : h 7→ KAh which associates to each
h ∈ S(Ξ) the operator kernel of OpA(h) = Int(KAh ) is an isomorphism between S(Ξ)
and S(Rd ×Rd).
Remark 2.2.11 Just as usual Weyl quantization, the magnetic quantization rule de-
fined via equation (2.2.4) orders operators symmetrically and real-valued functions
f ∈ S(Ξ) are mapped onto bounded, selfadjoint operators. If the function takes val-
ues in the complex numbers, the operator adjoint of the magnetic Weyl quantization
of f is equal to the quantization of the complex conjugated function,
OpA( f )∗ =OpA( f ∗).
We could opt for a different operator ordering by modifying equation (2.2.5): if τ ∈
[0,1], then we could equally well set 
OpAτ( f )u

(x) :=
1
(2π)d
∫
Ξ
dY e−i(y−x)·η e−iΓ
A([x ,y]) h
 
(1− τ)x + τy,ηu(y)
as magnetic Weyl quantization of f . Then taking adjoints on the level of operators
no longer reduces to complex conjugation, it has to be replaced by f ♯
B
defined in
equation (5.2.5).
2.2.3 The Magnetic Wigner transform
The magnetic Wigner transform is the ‘inverse’ of OpA and can be used to connect
quantum states (projections and density operators) with signed probability measures
on phase space Ξ.
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Definition 2.2.12 (Magnetic Wigner transform) Let u, v ∈ S(Rd). Then the mag-
netic Wigner transform WA(u, v) for polynomially bounded B is defined as
WA(u, v)(X ) := (2π)−d/2
 
Fσ


v,W A(·)u(−X ).
Lemma 2.2.13 For a polynomially bounded magnetic field B and associated vector po-
tential A, the magnetic Wigner transform WA(u, v) of u, v ∈ S(Rd) calculates to be
WA(u, v)(X ) =
1
(2π)d/2
∫
Rd
dy e−i y ·ξe−iΓ
A([x− y
2
,x+ y
2
]) v∗
 
x − y
2

u
 
x + y
2

(2.2.7)
and maps S(Rd)⊗S(Rd )∼= S(Rd ×Rd) bijectively onto S(Ξ).
Proof Formally, the result follows from direct calculation. The second claim,
S(Rd ×Rd)×S(Rd ×Rd) ∋ (u, v) 7→WA(u, v) ∈ S(Ξ)
follows from e−iΓ
A([x− y
2
,x+ y
2
]) v∗
 
x − y
2

u
 
x + y
2
 ∈ S(Rd ×Rd) and the fact that the
partial Fourier transformation is an isomorphism on S. 
Remark 2.2.14 The Wigner transform can be easily extended to a map from L2(Rd×
Rd) to L2(Ξ)∩C∞(Ξ)where C∞(Ξ) is the space of continuous functions on phase space
which decay at∞. For more details, see [Fol89, Proposition 1.92], for example.
Lemma 2.2.15 For polynomially bounded B, u, v ∈ S(Rd) and h ∈ S(Ξ) the quantum
expectation value of OpA(h) with respect to u and v can be expressed as the phase space
average of f with respect to the Wigner transform of |u〉〈v|,

v,OpA(h)u

=
1
(2π)d/2
∫
Ξ
dX h(X )WA(u, v)(X ).
Proof The claim follows from direct computation. 
The Wigner transform can also be used to ‘dequantize’ operators: if the operator
kernel KT of an operator T is of class S(R
d × Rd), then it is the quantization of an
h ∈ S(Ξ). That is, WA is the inverse of h 7→ KAh : 
WAKAh

(x ,ξ) =
1
(2π)d/2
∫
Rd
dy e−i y ·ξ e−iΓ
A([x− y
2
,x+ y
2
]) KAh
 
x + y
2
, x − y
2

=
1
(2π)d
∫
Rd
dy e−i y ·ξ e−iΓ
A([x− y
2
,x+ y
2
])
∫
Rd
∗
dη e−i((x−
y
2
)−(x+ y
2
))·η·
· e−iΓA([x+ y2 ,x− y2 ]) h  1
2
 
x + y
2

+ 1
2
 
x − y
2

,η

=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i y ·ξ e+i y ·η h(x ,η) = h(x ,ξ)
Hence, we have just proven
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Lemma 2.2.16 Assume T = Int(KT ) ∈ B
 
L2(Rd)

is an operator whose operator ker-
nel KT is a Schwartz function. Then the inverse magnetic quantization is in S(Ξ) given
by
OpA
−1
(T )(x ,ξ) =WAKT (x ,ξ)
=
1
(2π)d/2
∫
Rd
dy e−i y ·ξ e−iΓ
A([x− y
2
,x+ y
2
]) KT
 
x + y
2
, x − y
2

. (2.2.8)
2.2.4 The magnetic Weyl product
The derivation of the product formula is slightly more involved than in the non-mag-
netic case and we need to use the magnetic Wigner transform. By covariance, the
magnetic Weyl product ♯B only depends on the magnetic field rather than the vector
potential,
OpA( f )OpA(g) =OpA( f ♯B g).
Theorem 2.2.17 ([Mül99; IMP07]) Assume the magnetic field B is polynomially bounded.
Then for two symbols f , g ∈ S(Ξ), the magnetic composition law is given by
( f ♯B g)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ e+iσ(X ,Y+Z) e
i
2
σ(Y,Z) ·
·ωB x − 1
2
(y + z), x + 1
2
(y − z), x + 1
2
(y + z)
·
·  Fσ f (Y ) Fσ g(Z) (2.2.9)
=
1
π2d
∫
Ξ
dY˜
∫
Ξ
dZ˜ e−i2σ(Y˜−X ,Z˜−X )·
·ωB x − y˜ + z˜,−x + y˜ + z˜, x + y˜ + z˜ f (Y˜ ) g(Z˜)
and the product f ♯B g ∈ S(Rd ) is also a Schwartz function.
Before we can prove this statement, we need an auxiliary result: take two operators
T and S whose operator kernels KT and KS are in S(R
d × Rd). Then the operator
kernel of TS is given by
(KT ⋄ KS)(x , y) :=
1
(2π)d/2
∫
Rd
dz KT (x , z)KS(z, y).
Lemma 2.2.18 For any KT ,KS ∈ S(Rd×Rd), the product KT ⋄KS is also in S(Rd×Rd),
i. e. ⋄ : S(Rd ×Rd)× S(Rd ×Rd)−→ S(Rd ×Rd ).
35
2 Magnetic Weyl Calculus
The proof can be found in Appendix A.
Proof (Theorem 2.2.17) The Weyl product is implicitly defined through
OpA( f )OpA(g) =:OpA( f ♯B g).
The integral kernels ofOpA( f ) andOpA(g) are of Schwartz class, KAf ,K
A
g ∈ S(Rd×Rd),
and hence, by Lemma 2.2.18, the integral kernel of OpA( f )OpA(g) is also an element
of S(Rd ×Rd). If we combine this with Lemmas 2.2.13 and 2.2.16, we conclude
f ♯B g =WAKOpA( f )OpA(g) ∈ S(Ξ)
where KOpA( f )OpA(g) ∈ S(Rd ×Rd) is the kernel of OpA( f )OpA(g).
Step 1: Rewrite in terms of Weyl system. Plugging in the definition of OpA, we get
OpA( f )OpA(g) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ
 
Fσ f

(Y )
 
Fσ g

(Z)W A(Y )W A(Z)
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ
 
Fσ f

(Y )
 
Fσ g

(Z) e
i
2
σ(Y,Z)·
·ωB(Q,Q+ y,Q+ y + z)WA(Y + Z)
=
1
(2π)2d
∫
Ξ
dZ
∫
Ξ
dY
 
Fσ f

(Y )
 
Fσ g

(Z − Y ) e i2σ(Y,Z)·
·ωB(Q,Q+ y,Q+ z)

W A(Z).
In order to find the kernel of this operator, we need to find the kernel for Lˆ(y, Z) :=
ωB(Q,Q+ y,Q+ z)WA(Z) which parametrically depends on y and Z = (z,ζ).
Step 2: Find the operator kernel for Lˆ(y, Z). Let ϕ ∈ L2(Rd). Then we have 
Lˆ(y, Z)u

(q) =ωB(q,q+ y,q+ z) e−i(q+
z
2
)·η e−iΓ
A([q,q+z]) u(q+ z)
=
∫
Rd
dq′ e−i(q
′− z
2
)·η e−iΓ
A([q′−z,q′])·
·ωB(q′− z,q′ + y − z,q′)δ q′− (q+ z)u(q′)
=: (2π)−d/2
∫
Rd
dq′ KL(y, Z;q,q
′)u(q′),
and we need to find WAKL(y, Z; ·, ·)(X ),
WAKL(y, Z; ·, ·)(X ) =
∫
Rd
dq e−iq·ξ e−iΓ
A([x− q
2
,x+ q
2
]) KL
 
y, Z; x + q
2
, x − q
2

= eiσ(X ,Z)ωB
 
x − z
2
, x − z
2
+ y, x + z
2

=: L(y, Z;X ).
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Step 3: Magnetic composition law. Now we plug L(y, Z;X ) back into the operator
equation and obtain
( f ♯B g)(X ) =
1
(2π)2d
∫
Ξ
dZ
∫
Ξ
dY
 
Fσ f

(Y )
 
Fσ g

(Z − Y ) e i2σ(Y,Z) L(y, Z;X )
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) e
i
2
σ(Y,Z)· (2.2.10)
·ωB x − 1
2
(y + z), x + 1
2
(y − z), x + 1
2
(y + z)
 
Fσ f

(Y )
 
Fσg

(Z).
This formula is the starting point for Müller’s and our derivation of the asymptotic
expansion of the product. However, we can show the equivalence to the product
formula obtained by two of the authors in [MP04] by writing out the symplectic
Fourier transforms,
RHS of (2.2.10) =
1
(2π)4d
∫
Ξ
dY
∫
Ξ
dY˜
∫
Ξ
dZ
∫
Ξ
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜,Z) e
i
2
σ(Y,Z) ·
·ωB x − 1
2
(y + z), x + 1
2
(y − z), x + 1
2
(y + z)

f (Y˜ ) g(Z˜).
If one writes out the exponential prefactors explicitly, sorts all terms containing ξ and
η and then integrates over those variables, one obtains
1
π2d
∫
Ξ
dY˜
∫
Ξ
dZ˜ e−i2σ(X−Y˜ ,X−Z˜)·
·ωB  y˜ − z˜ + x , y˜ + z˜ − x ,− y˜ + z˜ + x f (Y˜ ) g(Z˜).
This concludes the proof. 
2.3 Extension to larger classes of functions
Up to now, we only know how to quantize and compose Schwartz functions on phase
space. This is certainly not satisfactory, not only does that exclude functions depend-
ing only on one variable x or ξ, but also the most common hamiltonian function,
h(x ,ξ) = 1
2
ξ2 + V (x). A rather straightforward, but implicit approach to extend
magnetic Weyl calculus is to proceed as in [GV88a; GV88b] and employ duality tech-
niques. However, if one wants to show that a certain class of functions is contained
in the magnetic Moyal algebra (an algebra composed of tempered distributions with
‘nice’ composition properties, see Definition 2.3.11), one has to employ hands-on os-
cillatory integral techniques [Hör79] (see also Appendix A). Our presentation here
follows [MP04].
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Assumption 2.3.1 Throughout this section, we will assume the fields to be polynomially
bounded, i. e. the components of B and A are C∞pol functions.
2.3.1 Extension via duality
The first step is to extend OpA for polynomially bounded magnetic fields B from
Schwartz functions to tempered distributions. It is helpful to think in terms of in-
tegral kernels: if h ∈ S(Ξ), then the integral kernel KAh of OpA(h) reads
KAh (x , y) =
1
(2π)d/2
e−iΓ
A([x ,y])
∫
Rd
∗
dη e−i(y−x)·η h
  1
2
(x + y),η

= λA(x; y − x) F2h  12 (x + y), y − x. (2.3.1)
Hence, we can define KA : S(Ξ) −→ S(Rd×Rd), h 7→ KAh , as the map which associates
to any h ∈ S(Ξ) the operator kernel of OpA(h). Since KA decomposes into a partial
Fourier transform, a linear coordinate transform and a multiplication with a C∞pol(R
d)
function, it defines a linear topological isomorphism between S(Ξ) and S(Rd × Rd)
which extends to an isomorphism between S ′(Ξ) and S ′(Rd ×Rd). If we define Int
in the obvious way, OpA(h) =: Int(KAh ), and use that Int induces two isomorphisms
[Tre67, Section 50, Theorem 51.6],
Int : S(Rd ×Rd )−→ L S ′(Rd),S(Rd)
Int : S ′(Rd ×Rd)−→ L S(Rd ),S ′(Rd),
we conclude we can write any continuous map from S(Rd) to S ′(Rd) as the Weyl
quantization of a tempered distribution S ′(Ξ). If we endow L
 
S ′(Rd),S(Rd)

and
L
 
S(Rd ),S ′(Rd)

with the topology of uniform convergence on bounded subsets, we
have two linear, continuous injections
L
 
S ′(Rd),S(Rd)

,−→ B L2(Rd) ,−→ L S(Rd ),S ′(Rd).
In particular, these embeddings imply that any bounded operator T on L2(Rd) has a
distributional operator kernel. Putting all this together, we have proven
Proposition 2.3.2 If the magnetic field B is polynomially bounded with vector potential
A, then OpA defines topological linear isomorphisms
OpA : S(Ξ) −→ L S ′(Rd),S(Rd )
OpA : S ′(Ξ)−→ L S(Rd),S ′(Rd).
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If A′ is an equivalent polynomially bounded vector potential, i. e. dA′ = B = dA, then
there exists χ ∈ C∞pol(Rd) such that A′ = A+ dχ and for all h ∈ S ′(Ξ), the operators
OpA(h) and OpA+dχ(h) are unitarily equivalent as maps in L
 
S(Rd),S ′(Rd)

,
e+iχ(Q)OpA(h) e−iχ(Q) =OpA+dχ(h).
Similarly, the Wigner transform also admits an extension to S ′:
Proposition 2.3.3 For polynomially bounded fields B, the magnetic Fourier transform
extends from WA : S(Rd ×Rd)−→ S(Ξ) to an isomorphism between distributions,
WA : S ′(Rd ×Rd) −→ S ′(Ξ).
Proof From the explicit formula, equation (2.2.13), we again see thatWA is a combi-
nation of Fourier transform, linear change of variables and multiplication by a phase
(a C∞pol function). Thus, it extends to tempered distributions by duality. 
An important consequence is the irreducibility of the Weyl system:
Corrolary 2.3.4 The magnetic Weyl system W A : Ξ −→ U L2(Rd) for polynomially
bounded fields is irreducible, i. e. there are no nontrivial subspaces of L2(Rd) invariant
under {WA(X )}X∈Ξ.
Proof Assume there exists a nontrivial invariant subspace K. Let u ∈ K \ {0} and
u⊥ ∈ K⊥ \ {0}. Then for all X ∈ Ξ

u⊥,W
A(X )u

= 0
holds by assumption. This also implies Fσ
 

u⊥,W
A(·)u(−X ) = WA(u⊥,u)(X ) = 0
and by Proposition 2.3.3
u⊥,W A(·)uL2(Ξ) = Fσ 
u⊥,W A(·)uL2(Ξ) = 0.
On the other hand, we can calculate the norm of


u⊥,W
A(X )u

explicitly,
u⊥,W A(·)uL2(Ξ) = ‖u⊥‖L2(Rd ) ‖u‖L2(Rd ) 6= 0,
and we have arrived at a contradiction. 
We can also characterize the space of compact and Hilbert-Schmidt operators with
functions on phase space. This result should be compared to Propositions 5.1.19,
6.2.4 and 6.2.7 which basically say that the ‘missing’ elements are those which lack
smoothness and perhaps even continuity, but can be approximated by smooth func-
tions.
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Proposition 2.3.5 (i) OpA induces a unitary map from L2(Ξ) to B2
 
L2(Rd)

, the
ideal of Hilbert-Schmidt operators.
(ii) The familyOpA
 
FσL
1(Ξ)

is dense in the closed ideal of compact operatorsK
 
L2(Rd)

.
Proof (i) As KAS(Ξ) = S(Rd×Rd) is dense in L2(Rd×Rd), we can approximate any
L2 function by a sequence of Schwartz functions. Furthermore, Int : L2(Rd ×
Rd) −→ B2
 
L2(Rd)

is unitary and thus also the composition OpA = Int ◦ KA is
a unitary map between L2(Rd ×Rd) and B2
 
L2(Rd)

.
(ii) All operators with kernels in FσL
1(Ξ)∩ L2(Ξ) are Hilbert-Schmidt and thus also
compact andOpA
 
FσL
1(Ξ)∩L2(Ξ) are dense in B2 L2(Rd)with respect to the
Hilbert-Schmidt as well as the operator norm. Hence, OpA
 
FσL
1(Ξ)∩ L2(Ξ) is
also dense in K
 
L2(Rd)

. 
Now that we have successfully extended OpA and WA to tempered distributions, we
turn attention to the product ♯B . To be able to invoke duality, we crucially need the
next Lemma:
Lemma 2.3.6 For any f , g ∈ S(Ξ), we have∫
Ξ
dX ( f ♯B g)(X ) =
∫
Ξ
dX f (X ) g(X ) =


f ∗, g

L2(Ξ) =
 
f , g

.
Proof Formally, we obtain the result by some easy manipulations which can be made
rigorous by regularizing the integral, Fubini’s theorem and dominated convergence:∫
Ξ
dX ( f ♯B g)(X ) =
1
(2π)2d
∫
Ξ
dX
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) e
i
2
σ(Y,Z)·
·ωB x − 1
2
(y + z); x + 1
2
(y − z), x + 1
2
(y + z)
·
·  Fσ f (Y ) Fσg(Z)
=
∫
Ξ
dY e
i
2
σ(Y,−Y )ωB
 
x − 1
2
(y − y); x + 1
2
(y + y), x + 1
2
(y − y)·
·  Fσ f (Y ) Fσ g(−Y )
=
∫
Ξ
dY
 
Fσ f

(Y )
 
Fσ g

(−Y ) =
∫
Ξ
dY f (Y ) g(Y ) =
 
f , g

=


f ∗, g

The magnetic flux is 0 as the area of the collapsed triangle vanishes. 
The basis for the extension of ♯B to tempered distributions is the following Lemma:
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Corrolary 2.3.7 For f , g,h ∈ S(Ξ), we have 
f ♯B g,h

=
 
f , g♯Bh

=
 
g,h♯B f

.
Starting from the above equality, we can define the Weyl product of a tempered dis-
tribution F and a Schwartz function f .
Definition 2.3.8 (Extension of ♯B via duality) For F ∈ S ′(Ξ) and g ∈ S(Ξ), we de-
fine the Weyl product F♯B g by duality as 
F♯B g,h

:=
 
F, g♯Bh
 
g♯BF,h

:=
 
F,h♯B g

for all h ∈ S(Ξ).
Proposition 2.3.9 Defintion 2.3.8 extends the magnetic Weyl product to the case where
one factor is a tempered distribution and we get two continuous bilinear maps
♯B : S ′(Ξ)× S(Ξ)−→ S ′(Ξ)
♯B : S(Ξ)×S ′(Ξ)−→ S ′(Ξ).
Proof Associativity and compatibility with the involution can be checked easily by di-
rect computation and using the 2-cocycle property of the exponential of the magnetic
flux. Lemma 2.3.6 also yields 1♯B f = f = f ♯B1 for 1 ∈ S ′(Ξ) and f ∈ S(Ξ). 
Proposition 2.3.10 Assume the magnetic field is polynomially bounded. ThenOpA is an
involutive linear continuous map S ′(Ξ)−→ L S(Rd ),S ′(Rd) satisfying OpA(F♯B g) =
OpA(F)OpA(g) and OpA(g♯BF) =OpA(g)OpA(F) for all F ∈ S ′(Ξ) and g ∈ S(Ξ).
Proof In Proposition 2.3.2, it has been established thatOpA is a linear topological iso-
morphism between S ′(Ξ) and L
 
S(Rd),S ′(Rd)

. The involution is defined as usual
via the scalar product (which is an antiduality) and we conclude OpA(F)∗ =OpA(F∗)
for F ∈ S ′(Ξ). In other words, the adjoint in the sense of operators becomes complex
conjugation. The equality involving the products follows from a simple approximation
argument. 
2.3.2 The magnetic Moyal algebra
The next step is to isolate a class of distributions with ‘good’ composition proper-
ties. The ideas in [MP04] stem from Gracia-Bondía and Várilly [GV88a; GV88b]. In
essence, we would like to be able to multiply two distributions. However, so far, we
have only achieved to replace one of the factors in
f1♯
B · · · ♯B fn f j ∈ S(Ξ), j = 1, . . . ,n
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by a tempered distribution. The distributions with good composition properties are
in the
Definition 2.3.11 (Magnetic Moyal algebra MB(Ξ)) The spaces of distributions
MBL(Ξ) :=

F ∈ S ′(Ξ) | F♯B g ∈ S(Ξ) ∀g ∈ S(Ξ)	
MBR(Ξ) :=

F ∈ S ′(Ξ) | g♯BF ∈ S(Ξ) ∀g ∈ S(Ξ)	
are left and right magnetic Moyal algebra. Their intersection
MB(Ξ) :=MBL(Ξ)∩MBR(Ξ)
is called the magnetic Moyal algebra.
Left- and right Moyal algebra are related by involution ∗. Later on, we will see that
OpA
 
MBL(Ξ)

= L
 
S(Rd)

and
OpA
 
MBR(Ξ)

= L
 
S ′(Rd)

= L
 
S(Rd)
∗
.
Elements of the magnetic Moyal algebra are elements of L
 
S(Rd)

that can be con-
tinuously extended to L
 
S ′(Rd)

.
A quick verification of the claims verifies that MB(Ξ) really deserves to be called
an algebra. The product of F,G ∈MB(Ξ) is defined via duality, 
F♯BG,h

:=
 
F,G♯Bh
 ∀h ∈ S(Ξ), (2.3.2)
and the involution is the extension of complex conjugation to distributions.
Proposition 2.3.12 The triple
 
MB(Ξ), ♯B , ∗

forms a unital ∗-algebra of tempered dis-
tributions that contains S(Ξ) as a selfadjoint two-sided ideal.
Furthermore, the image of the Moyal algebra under OpA has a concise characteriza-
tion in terms of continuous operators.
Proposition 2.3.13 OpA : MB(Ξ) −→ L S(Rd)∩L S ′(Rd) is an isomorphism be-
tween ∗-algebras.
Proof First of all, we can view L
 
S(Rd )

as a subspace of L
 
S(Rd),S ′(Rd)

. The
closed graph theorem ensures that any T ∈ L S(Rd),S ′(Rd) with TS(Rd) ⊆ S(Rd)
is also continuous as a map in L
 
S(Rd)

.
Similarly, elements in L
 
S ′(Rd)

can be thought of as being composed of those
T ∈ L S(Rd),S ′(Rd) that admit a continuous extension to S ′(Rd). As the involution
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∗ is defined via the antiduality 〈·, ·〉, once we write out the definition of the adjoint,
we see that L
 
S(Rd )
∗
= L
 
S ′(Rd)

as well as L
 
S ′(Rd)
∗
= L
 
S(Rd)

. Hence,
L
 
S(Rd)
∩L S ′(Rd) is a ∗-algebra.
Now let T ∈OpA MB(Ξ). Then, by definition, we have
TL
 
S ′(Rd),S(Rd)
⊆ L S ′(Rd),S(Rd ),
L
 
S ′(Rd),S(Rd)

T ⊆ L S ′(Rd),S(Rd ),
where the latter is equivalent to
T ∗L
 
S ′(Rd),S(Rd)
⊆ L S ′(Rd),S(Rd).
However, these implications are only satisfied if and only if T ∈ L S(Rd). This
again follows from the closed graph theorem and the fact that to each u ∈ S(Rd ),
there exists a distribution U ∈ S ′(Rd) and a map T ∈ L S ′(Rd),S(Rd) such that
u= TU .
The relations involving T ∗ completes the argument and we conclude OpA
 
MB(Ξ)

coincides with L
 
S(Rd)
∩L S ′(Rd).
It remains to show that ♯B is the counterpart of operator multiplication on the level of
the magnetic Moyal algebra. Let F,G ∈MB(Ξ), h ∈ S(Ξ) and U ∈ S ′(Rd). Then
OpA(F♯BG)
 
OpA(h)U

=OpA(F♯BG♯Bh)U =OpA(F)
 
OpA(G♯Bh)U

=
 
OpA(F)OpA(G)

OpA(h)U
by Proposition 2.3.10. As any u ∈ S(Rd ) can be written as a product of the form
OpA(h)U with h ∈ S(Ξ) and U ∈ S ′(Rd), the product F♯BG maps u ∈ S(Rd) onto
another Schwartz function. This concludes the proof. 
The next proposition gives an idea what kind of elements are contained in MB(Ξ):
Proposition 2.3.14 For polynomially bounded magnetic fields, one has S ′(Ξ)♯BS(Ξ)(
MBR(Ξ) and S(Ξ)♯
BS ′(Ξ)(MBL(Ξ).
Proof This follows from the previous Proposition and Proposition 2.3.2:
OpA
 
S ′(Ξ)♯BS(Ξ)

=OpA
 
S ′(Rd)

OpA
 
S(Rd)

= L
 
S(Rd ),S ′(Rd)

L
 
S ′(Rd),S(Rd)

( L
 
S ′(Rd)

=OpA
 
MBR(Ξ)

Thus, S ′(Ξ)♯BS(Ξ) (MBR(Ξ). The other claim is proven in the same manner. 
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2.3.3 Important subclasses
In this subsection, we quote results from [MP04] and [IMP07] regarding important
classes of functions which are contained in the magnetic Moyal algebra. For proofs,
we refer to the original publications.
Definition 2.3.15 (Uniformly polynomially bounded functions) The space C∞pol u(Ξ)
consists of smooth functions with uniform polynomial growth at infinity, i. e. for each
f ∈ C∞polu(Ξ) we can find m ∈ R, m ≥ 0, such that for all multiindices a,α ∈ Nd0 there is
a Caα > 0 with∂ αξ ∂ ax f (x ,ξ)< Caα 〈x〉m 〈ξ〉m , ∀(x ,ξ) ∈ Ξ.
Theorem 2.3.16 ([MP04]) For polynomially bounded magnetic fields, C∞pol u(Ξ) func-
tions are in the magnetic Moyal algebra MB(Ξ).
Proof Since the proof is rather technical, we refer to [MP04] for details. One uses a
family of Fréchet spaces {Rm0 }m∈R whose family of seminorms is defined in terms of
L1 rather than L∞ norms. The space of functions S˜m0 which is uniformly bounded by
a polynomial of mth degree in x and ξ is sandwiched between Rm0 and R
m+2N+ǫ
0 . 
In case δ > 0, Hörmander class symbols Sm
ρ,δ may not be uniformly polynomially
bounded and something remains to be proven. We refer to [IMP07] for details.
Theorem 2.3.17 ([IMP07]) For bounded magnetic fields B and 0 ≤ δ < ρ ≤ 1 or
δ = 0= ρ, Sm
ρ,δ ⊂MB(Ξ).
Remark 2.3.18 This theorem does not ensure that the product of two Hörmander
symbols of order m1 and m2 is again a symbol of order m1 +m2.
Remark 2.3.19 There are many operators which are not in the magnetic Moyal alge-
bra, e. g. the rank-one operator |u〉〈u| for u ∈ L2(Rd) \S(Rd).
For practical applications, the next theorem on the composition of Hörmander sym-
bols is essential.
Theorem 2.3.20 ([IMP07]) Assume the components of the magnetic field B are of class
BC∞. Then Sm1
ρ,δ♯
BSm2
ρ,δ ⊂ S
m1+m2
ρ,δ holds.
We will give an independent proof in Chapter 3.5 for the case δ = 0.
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2.4 Important results
Most of the standard results of usual Weyl calculus have been transcribed to the mag-
netic context, most of which can be found in [IMP07] and [IMP10]. For convenience
of the reader, we quickly present some of them here. The properties of the opera-
tors usually only depend on properties of the magnetic field rather than the vector
potential which is highly arbitrary.
2.4.1 L2-continuity and selfadjointness
Properties of certain pseudodifferential operators can be related to properties of the
functions. One of the most basic theorems of this sort is the Caldéron-Vaillancourt
theorem which ensures the boundedness of the quantizations of BC∞(Ξ) functions
(among others).
Theorem 2.4.1 (Magnetic Caldéron-Vaillancourt theorem [IMP07]) Assume B is a
bounded magnetic field and A is a polynomially bounded vector potential. Then the
magnetic quantization of f ∈ S0
ρ,δ, 0 ≤ ρ = δ < 1 or 0 ≤ δ < ρ ≤ 1, is bounded,
OpA( f ) ∈ B L2(Rd) and the operator norm can be bounded byOpA( f )
B(L2(Rd ))
≤ C(d) sup
|a|,|α|≤p(d)
sup
(x ,ξ)∈Ξ
〈ξ〉ρ|α|−δ|a|
∂ ax ∂ αξ f (x ,ξ)
where C(d) and p(d) are constants that only depend on the dimension d and can be
determined explicitly.
An impportant property of symbols is ellipticity which characterizes the behavior of
the functions in momentum at infinity.
Definition 2.4.2 (Elliptic symbol) A symbol f ∈ Smρ,δ is called elliptic if there exist two
positive constants R and C such that
C 〈ξ〉m ≤
 f (x ,ξ) ∀x ∈ Rd , |ξ| ≥ R.
We also call the associated operator OpA( f ) elliptic.
Natural domains for quantizations of elliptic symbols are (magnetic) Sobolev spaces:
Definition 2.4.3 (Magnetic Sobolev space Hm
A
(Rd)) For m > 0, we define the mag-
netic Sobolev space associated to the magnetic field B and vector potential A to be
HmA (R
d) :=
n
u ∈ L2(Rd)
OpA(〈ξ〉m)u ∈ L2(Rd)o.
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The associated scalar product on HmA (R
d) is defined as

u, v

HmA
:=


u, v

L2 +


OpA(〈ξ〉m)u,OpA(〈ξ〉m)vL2 .
We define H−mA (R
d) as the anti-dual to HmA (R
d) with norm
‖u‖H−mA := sup
v∈HmA (Rd )\{0}
|〈v,u〉|
‖v‖HmA
.
The scalar product is obtained by polarization. We also define H∞A (R
d) :=
⋂
m∈R H
m
A (R
d)
and H−∞A (R
d) :=
⋃
m∈R H
m
A (R
d) endowed with the projective limit and inductive limit
topology, respectively.
Remark 2.4.4 One can show that this definition is in fact equivalent to the usual one
(which can be found in [LL01], for instance).
This allows one to characterize magnetic pseudodifferential operators that are not
necessarily bounded in the L2(Rd) sense.
Proposition 2.4.5 (Boundedness of pseudodifferential operators) If B is a bounded
magnetic field, then for any f ∈ Smρ,δ, m ≥ 0, 0 ≤ δ < ρ ≤ 1, OpA( f ) : HmA (Rd) −→
L2(Rd) is bounded. More generally, if m ≤ s, then OpA( f ) defines a bounded operator
from H sA(R
d) to H s−mA (R
d).
If in addition to being elliptic, the symbol is real-valued, then the associated operator
will be selfadjoint.
Theorem 2.4.6 (Selfadjointness of elliptic symbols) Assume B is a bounded mag-
netic field and f ∈ Sm
ρ,δ, 0 ≤ δ < ρ ≤ 1 and m ≥ 0, a real-valued symbol. If m > 0, in
addition, we assume f to be elliptic. Then OpA( f ) defines a selfadjoint operator on the
domain D = HmA (R
d) and S(Rd) is a core.
Also, lower semiboundedness is preserved for certain types of symbols:
Theorem 2.4.7 (Gårding inequality) Let B be a bounded magnetic field and f ∈ Sm
ρ,δ,
m ∈ R, 0 ≤ δ < ρ ≤ 1. Assume there exist two constants R > 0 and C > 0 such that
Re f (x ,ξ) ≥ C |ξ|m for |ξ| ≥ R. Then for all s ∈ R, there exist two finite constants
K1,K2 ∈ R+ such that
Re


u,OpA( f )u
≥ K1 ‖u‖2Hm/2A − K2 ‖u‖2HsA
for all u ∈ H∞A (Rd).
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An immediate consequence is that real-valued elliptic symbols which are bounded
from below in the sense of functions are quantized to selfadjoint operators which are
bounded from below.
Corrolary 2.4.8 Under the assumptions of Theorem 2.4.7, if the real-valued elliptic
symbol f is bounded from below, then so is its quantization OpA( f ).
2.4.2 Commutator criteria
So far, we have only presented results connecting properties of the function or distri-
bution f with properties of its magnetic quantization OpA( f ). Can we say something
in the reverse direction: if OpA( f ) has certain properties, can we deduce some prop-
erties of f ?
In the context of usual Weyl calculus, two standard results are the commutator
criteria of Beals [Bea77] and Bony [Bon96]. For any two operators S, T ∈ B L2(Rd),
let us define
adS(T ) := [S, T] = ST − TS.
adS acts as a derivation. If S and T are unbounded operators, then one needs to be
careful as to how to define the above expression. Then the Beals criterion reads as
follows:
Theorem 2.4.9 (Beals criterion [Bea77]) An operator T ∈ B L2(Rd) is the (usual)
Weyl quantization of f ∈ BC∞(Ξ) = S00,0 if and only if for all a,α ∈ Nd0 the commutators
ad
a1
Q1 · · ·ad
ad
Qd ad
α1
P1
· · · adαdPd (T ) (2.4.1)
define bounded operators on L2(Rd).
For operators of the form f (P) and g(Q) where f and g are sufficiently regular, a
formal calculation yields
adP j
 
g(Q)

= [P j , g(Q)] = −i∂x j g(Q)
adQ j
 
g(Q)

= [Q j , g(Q)] = 0.
Multiplication operators g(Q) (after Fourier transform f (P) also becomes a multipli-
cation operator) are bounded if and only if g ∈ L∞(Rd). Hence, if g(Q) and the
commutator are also bounded, then g,∂x j g ∈ L∞(Rd) holds true. Similarly, if ar-
bitrary commutators with P and Q are bounded, then g should be bounded with
bounded derivatives to any order, i. e. g ∈ BC∞(Rd) ⊂ BC∞(Ξ). The argument for f
is analogous. The Beals criterion extends this formal argument to operators that are
not necessarily multiplication operators.
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Later on, we will also need
adX (T ) :=

σ
 
X , (Q,P)

, T

=

ξ ·Q− x ·P, T]
as a mixed commutator with respect to a linear combination of Q and P. Since com-
mutators are often difficult to treat for technical reasons, it is necessary to introduce
the associated unitary one-parameter groups as well: the operator
AdX (T ) := e
+iσ(X ,(Q,P))Te−iσ(X ,(Q,P))
is well-defined for all T ∈ B L2(Rd). Clearly,
i
∂
∂ t
AdtX (T ) = i lim
t→0
AdtX (T )− T
t
= adX (T )
holds whenever the right-hand side makes sense as a suitable bounded operator on
L2(Rd).1
Now, a first attempt at writing a Beals theorem for magnetic pseudodifferential
operators reads
Theorem 2.4.10 (Magnetic Beals criterion, Theorem 1.1 in [IMP10]) Assume B is
a bounded magnetic field. Choose an associated vector potential A∈ C∞pol(Rd ,Rd). A lin-
ear continuous operator T : S(Rd)−→ S ′(Rd) is a magnetic pseudodifferential operator
with symbol of class BC∞(Ξ) = S00,0 if and only if the commutators
ad
a1
Q1 · · ·ad
ad
Qdad
α1
PA1
· · · adαd
PAd
(T )
define bounded operators on L2(Rd) for all multiindices a,α ∈ Nd0 .
For several reasons, this result is more involved than Theorem 2.4.9: first of all,
there is a family of magnetic pseudodifferential operators {OpA( f )}dA=B associated
to a suitable tempered distribution f which are labeled by possible choices of vector
potentials A associated to the magnetic field B = dA. Certainly, conditions that should
be placed on the magnetic field have to be extracted from an operator that depends on
the choice of gauge. Secondly, different components of momenta no longer commute,
but produce terms containing components of B as well as derivatives thereof. This
makes proofs and derivations rather tedious.
Hence, it turns out that it is advantageous to rephrase the problem: [IMP10] have
suggested to look at more fundamental C∗-algebras that depend only on the mag-
netic field and are by construction independent of the choice of vector potential: we
1adX can be seen as a selfadjoint operator on a dense subspace of the Hilbert space T
2 L2(Rd ), the
Hilbert-Schmidt operators on L2(Rd ). By Stone’s theorem, AdtX is the associated strongly-continuous
one-parameter group.
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consider
AB :=OpA
−1
B
 
L2(Rd)

, (2.4.2)
a C∗-algebra composed of tempered distributions, with transported product ♯B and
involution ∗,
f ♯B g :=OpA
−1 
OpA( f )OpA(g)

f ∗ :=OpA
−1 
OpA( f )∗

,
as well as transported norm
 f B := OpA( f )B(L2(Rd )). As the notation suggests,
CB depends only on the magnetic field by covariance of OpA. Furthermore, f ♯B g
coincides with equation (2.2.9) for two suitable tempered distributions f and g, and
f ∗ is the complex conjugate of the distribution f , i. e. 
f ∗,ϕ

:=
 
f ,ϕ∗
∗ ∀ϕ ∈ S(Ξ).
CB is a ∗-subalgebra of S ′(Ξ) with respect to ♯B and ∗ as well as a vector subspace. In
Chapter 2.3.2, we have seen how to extend ♯B by duality to
♯B :MB(Ξ)×S ′(Ξ)−→ S ′(Ξ)
♯B : S ′(Ξ)×MB(Ξ)−→ S ′(Ξ)
where MB(Ξ) is the magnetic Moyal algebra as by Definition 2.3.11. Since for each
X ∈ Ξ, the function lX : Y 7→ σ(X ,Y ) is linear and thus uniformly polynomially
bounded, we can make sense of the expression
adBX (F) := [lX , F]♯B = lX ♯
BF − F♯B lX ∈ S ′(Ξ)
for any X ∈ Ξ and F ∈ CB . The associated exponential eX := e−ilX ∈ BC∞(Ξ), X ∈ Ξ, is
again an element of the magnetic Moyal algebra MB(Ξ) which is the algebraic analog
of the Weyl system. In fact, one can define the usual Weyl system as quantization of
eX , W
A(X ) := OpA(eX ). This implies eX ∈ CB is a Moyal unitary and thus bounded.
Hence, the family of magnetic phase space translations

τBX
	
X∈Ξ,
τBX (F) := e−X ♯
BF♯BeX , F ∈ S ′(Ξ),
is a collection of automorphisms on CB. In other words, τBX substitutes for conju-
gating with the magnetic Weyl system which is composed of translations in real and
reciprocal space as well as multiplication by a phase (which contains a magnetic con-
tribution). Not surprisingly, eX obeys essentially the same composition law as W
A(X ),
i. e.
eX ♯
BeY = e
i
2
σ(X ,Y ) e−iΓ
B(〈x− 1
2
(y+z),x+ 1
2
(y−z),x+ 1
2
(y+z)〉) eX+Y
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holds for all X ,Y ∈ Ξ (compared to equation (2.2.7), the exponential of the magnetic
flux through different corners enters). In the non-magnetic case, τX := τ
0
X reducles to
the usual translations, 
τX ( f )

(Y ) := f (Y − X ) ∀X ,Y ∈ Ξ.
Hence, we can define the Fréchet space suggested by the Beals criterion, namely
C∞(τB,CB) :=
n
F ∈ CB
 X 7→ τBX (F) ∈ C∞ in X = 0o
endowed with the family of seminormsn
‖·‖τBU1 ,...,Un
 n ∈ N0, U j ∈ Ξ, |U j |= 1∀ j = 1, . . . ,no,
each of which being defined asFτB
U1 ,...,Un
:=
adBU1 · · ·adBUn(F)CB .
Observe that in the non-magnetic case, C∞(τ,C0) coincides with BC∞(Ξ) by the non-
magnetic Beals criterion, Theorem 2.4.9. Written in this language, the magnetic ver-
sion reads
Theorem 2.4.11 (Magnetic Beals criterion [IMP10]) If B is of class BC∞, then f ∈
S00,0 = BC
∞(Ξ) if and only if for all n ∈ N0 and U1, . . . ,Un ∈ Ξ with |U1|= . . . = |Un|= 1
adBU1 · · · ad
B
Un
( f ) ∈ CB
holds.
The proof is tedious and technical, and it amounts to showing that BC∞(Ξ) = S00,0
and C∞(τB,CB) agree as spaces and have isomorphic Fréchet structures.
In practical situations, it is often more useful to replace Moyal commutators adBX =
[lX , ·]♯B with commutators with more general functions.
Definition 2.4.12 (S+ρ ) Let ρ ∈ [0,1]. We define the class of symbols S+ρ as
S+ρ :=
n
ϕ ∈ C∞(Ξ)
 ∂ ax ∂ αξ ϕ(X )≤ Caα〈ξ〉(1−|α|)ρ ∀ |a|+ |α| ≥ 1o.
For any ϕ ∈ S+ρ ⊂MB(Ξ), we define the derivation
adBϕ(F) := [ϕ, F]♯B ∀F ∈ S ′(Ξ).
Then the magnetic Bony criterion reads
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Theorem 2.4.13 (Magnetic Bony criterion [IMP10]) Assume the components of B
are of class BC∞. A distribution F ∈ S ′(Ξ) is a symbol of type S0ρ, ρ ∈ [0,1], if and only
if for any n ∈ N0 and any family {ϕ1, . . .ϕn} ⊂ S+ρ
adBϕ1 · · · ad
B
ϕn
(F) ∈ CB
holds true.
The Beals and Bony criteria can be extended to probe whether a distribution is really
a Hörmander symbol of type m ∈ R: for any m > 0, we define
pm,λ(X ) := 〈ξ〉m + λ.
It has been proven in [MPR07, Thm. 1.8] that for λ large enough, pm,λ is invertible
with respect to the composition law ♯B and that its inverse p(−1)Bm,λ belongs to S
−m
1 . So
for any m > 0 we can fix λ = λ(m) such that pm,λ(m) is invertible. Then, for arbitrary
m ∈ R we set
rm :=

pm,λ(m) for m > 0
1 for m = 0
p
(−1)B
|m|,λ(|m|) for m < 0
.
By construction, relation r(−1)Bm = r−m holds for all m ∈ R. The straight-forward
generalizations of the Beals and Bony criteria read
Theorem 2.4.14 (Theorem 5.21 in [IMP10]) Assume the components of B are of class
BC∞. A distribution F ∈ S ′(Ξ) is a symbol of type Smρ , m ∈ R, ρ ∈ [0,1], if and only
if for any n, k ∈ N0 and any collection of vectors x1, . . . , xn ∈ Rd , ξ1, . . .ξk ∈ Rd
∗
the
following holds true:
r−(m−kρ)♯
BadBx1 · · · ad
B
xn
adBξ1 · · ·ad
B
ξk
(F) ∈ CB
The two families of seminorms r−(m−|α|ρ)∂ ax ∂ αξ F∞
indexed by a,α ∈ Nd0 andr−(m−kρ)♯BadBx1 · · · adBxnadBξ1 · · · adBξk (F)CB
indexed by n, k ∈ N0 and sets of vectors in Ξ define equivalent topologies on Smρ .
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Theorem 2.4.15 (Theorem 5.24 in [IMP10]) Assume the components of B are of class
BC∞. A distribution F ∈ S ′(Ξ) is a symbol of type Smρ , m ∈ R, ρ ∈ [0,1], if and only if
for any n ∈ N0 and any family {ϕ1, . . .ϕn} ⊂ S+ρ
r−m♯
BadBϕ1 · · ·ad
B
ϕn
(F) ∈ CB
holds true.
In the next section, we will see how the Beals and Bony criterion can be applied.
2.4.3 Inversion and holomorphic functional calculus
Usually, the theory of pseudodifferential operators is seen either from an analytic or
an algebraic point of view. It turns out that one can benefit from making a connection
between the two and use them simultaneously to one’s advantage. One such notion
from the intersection of the two topics is that of a Ψ∗-algebra:
Definition 2.4.16 (Ψ∗-algebra) Let Ψ be a unital C∗-subalgebra of a C∗-algebra A.
We say that Ψ is a Ψ∗-algebra if it is spectrally invariant (or full), i. e.
Ψ∩A−1 =Ψ−1
where A−1 and Ψ−1 are the groups of invertible elements of A and Ψ, repsectively, and
if Ψ can be endowed with a Fréchet topology τΨ such that Ψ ,→ A can be continuously
embedded in A.
In Chapter 6.3, we will explore this connection in more detail.
An easy to prove consequence of the magnetic Bony criterion is that resolvents of
magnetic pseudodifferential operators – should they exist – are again pseudodifferen-
tial operators. In Chapter 6, we will show that even anisotropies are preserved under
inversion.
Theorem 2.4.17 (Propositions 6.28 and 6.29 in [IMP10]) Assume ρ ∈ [0,1].
(i) For m ≥ 0 if F ∈ Smρ is invertible in MB(Ξ) with rm♯BF (−1)B ∈ CB , then F (−1)B ∈
S−mρ holds.
(ii) For m< 0 if F ∈ Smρ is such that 1+ F invertible in CB , then (1+ F)(−1)B − 1 ∈ Smρ
holds.
Put another way, it was just shown that
Theorem 2.4.18 S0ρ ,→ CB is a Ψ∗-algebra for ρ ∈ [0,1].
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2.4 Important results
Some results on Ψ∗-algebras will prove very useful in Chapter 6:
Theorem 2.4.19 (Corollary 2.5 in [Lau98]) Let Ψ ⊆A be a Ψ∗-algebra and Ψ′ ⊆ Ψ
be a closed, symmetric subalgebra of Ψ with unit. Then Ψ′ ,→ A endowed with the
restricted topology τΨ′ := τΨ|Ψ′ is again a Ψ∗-algebra.
Hence, if one wants to check whether a symmetric subalgebra Ψ′ ⊆ Ψ ⊆ A of a
Ψ∗-algebra is spectrally invariant, all that is left to prove is closedness under multi-
plication and taking limits. One is freed from showing spectral invariance in addition
which is often technically much more challenging than showing closedness. In Chap-
ter 6.3, we will use this fact to prove that under certain conditions, Moyal resolvents
( f − z)(−1)B retain the x-dependence of the original symbol f .
Ψ∗-algebras also have a nice holomorphic functional calculus: let f ∈ Ψ ⊆ A be
an element of a Ψ∗-algebra and ϕ : C −→ C be a function which is holomorphic in a
neighborhood of the spectrum σ( f ) :=

z ∈ C | f − z id is invertible	. Then
ϕ( f ) :=
1
2πi
∫
Γ
dzϕ(z)
 
f − z id−1 ∈ Ψ
is well-defined and again an element of the Ψ∗-algebra (Γ is a contour surrounding
σ( f )). Since only the behavior of ϕ on the real axis, i. e. ϕ|R, is important for
the functional calculus of selfadjoint elements of our algebra, one is interested in
extensions beyond holomorphic functions. Helffer and Sjöstrand have suggested a
formula that initially holds for ϕ ∈ C∞c (R) since these functions have quasianalytic
extensions.
Definition 2.4.20 (Quasianalytic extension) Let ϕ ∈ C∞c (R). Then ϕ˜ ∈ C∞c (C) is
called a quasianalytic extension of ϕ iff
(i) ϕ˜ and ϕ agree on the real axis, ϕ˜|R = ϕ, and
(ii) for all N ∈ N0 there exists CN > 0 such that
∂z¯ϕ˜(z)≤ CN Im zN holds.
Remark 2.4.21 Quasianalytic extensions for ϕ ∈ C∞c (R) are by no means unique: let
χ ∈ C∞c (R, [0,1]) be such that χ(x) = 1 for all |x | ≤ 1 and χ(x) = 0 for all |x | ≥ 2.
In [Dav95], it was shown that for each n ∈ N0
ϕ˜(x + i y) :=
n∑
k=0
ϕ(k)(x)
k!
(i y)k χ
  y
〈x〉

, x , y ∈ R,
defines a quasianalytic extension of ϕ. It was shown that the later construction does
not depend on the particular choice of n or χ . Alternatively, one could follow Di-
massi’s and Sjöstrand’s suggestion [DS99] use
ϕ˜(x + i y) :=
ψ(x)p
2π
∫
R
dξ ei(x+i y)·ξχ(yξ) (Fϕ)(ξ)
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where ψ ∈ C∞c (R, [0,1]) is 1 in a neighborhood of supp (ϕ).
If we are interested in extending the functional calculus to functions which are not
necessarily holomorphic, but, say smooth and compactly supported, we can use the
Helffer-Sjöstrand formula [HS89, Proposition 7.2]: for any ϕ ∈ C∞c (R) and f ∈ Smρ ,
one sets
ϕB( f ) :=
1
π
∫
C
dz ∂z¯ϕ˜(z) ( f − z)(−1)B (2.4.3)
where dz denotes the usual Lebesgue measure on the complex plane C ∼= R2. This
formula can be extended to more general classes of functions. Now Iftimie, Ma˘ntoiu
and Purice have proven
Theorem 2.4.22 (Proposition 6.33 in [IMP10]) Assume the components of the mag-
netic field B are of class BC∞. Let ϕ ∈ C∞c (R) and f ∈ Smρ , m ∈ R, ρ ∈ [0,1]. If m > 0,
assume in addition that g is real-valued and elliptic. Then ϕB( f ) ∈ S−mρ holds and for
any A representing the magnetic field B = dA, we have
OpA
 
ϕB( f )

= ϕ
 
OpA( f )

.
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3 Chapter 3Asymptotic Expansions and
Semiclassical Limit
In many situations, the commutator of position and momentum operator is small, i. e.
i

PAl ,Q j

= ǫδl j .
Usually the small parameter is denoted by ħh, although we shall use ǫ instead to in-
dicate that this parameter can have a multitude of physical interpretations. Further-
more, we insist that ǫ be dimensionless, so the natural constant ħh is actually not a
good small parameter.
Just like in the case of non-magnetic Weyl calculus, one can expand the magnetic
Weyl product asymptotically in the small parameter ǫ,
f ♯B g ≍
∞∑
n=0
ǫn( f ♯B g)(n),
which can be used to prove a semiclassical limit (Chapter 3.6) and derive effective
hamiltonians in multiscale systems (Chapter 4). Asymptotic expansions of the product
and ramifications in other part of the theory of magnetic pseudodifferential operators
will be the main focus of this chapter, applications will be postponed to the next. This
chapter is based on the publication [Lei10].
3.1 Scalings
In the context of magnetic pseudodifferential operators, an additional small parame-
ter may be of interest, namely small coupling to the magnetic field quantified by λ. If
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there is no small coupling, we simply set λ = 1. Thus, we are interested in position
and momentum operators that satisfy the following commutation relations:
i

Ql ,Q j

= 0 i

PAl ,Q j

= ǫδl j i

PAl ,P
A
j

=−ǫλBl j(Q) (3.1.1)
In one opens any standard textbook on quantum mechanics, e. g. [Sak94], then one
proposes
Q˜ := xˆ (3.1.2)
P˜A ≡ P˜Aǫ,λ := − iǫ∇x −λA( xˆ)
as position and kinetic momentum operators in the usual scaling on L2(Rdx) where A
is some vector potential associated to the magnetic field B = dA. Formally, these op-
erators satisfy (3.1.1). Here, position is measured in macroscopic units and potentials
vary on the scale O(1).
Alternatively, we may measure distances inmicroscopic unitswhere external, macro-
scopic potentials vary slowly on the scale O(ǫ). Here, one uses position and kinetic
momentum operators in the adiabatic scaling on L2(Rdx),
Q≡ Qǫ := ǫ xˆ (3.1.3)
PA ≡ PA
ǫ,λ := −i∇x −λA(ǫ xˆ).
This choice of scaling is used to analyze the Bloch electron subjected to a slowly vary-
ing electromagnetic field (see Chapter 4). Here, the relevant hamiltonian operator
is
Hˆ = 1
2
 −i∇x − λA(ǫ xˆ)2 + VΓ( xˆ) + Φ(ǫ xˆ)
where VΓ is a periodic potential and A and Φ are potentials associated to the external
electromagnetic field. Obviously, these two choices of scalings are unitarily equivalent
and thus, according to Proposition 3.1.2 below, the two Weyl calculi are unitarily
equivalent and lead to the same magnetic Weyl product.
Lemma 3.1.1 The adiabatic scaling and the usual scaling are related by the unitary Uǫ , 
Uǫϕ

(x) := ǫ−d/2ϕ
  x
ǫ

, ϕ ∈ L2(Rd), i. e. we have
Q˜ = Uǫ QU−1ǫ
P˜A = Uǫ PAU−1ǫ .
Proof Let ϕ ∈ L2(Rd). Then we have for Q
(Uǫ QU−1ǫ Uǫϕ)(x) =
 
UǫQϕ

(x) = ǫ−d/2
 
Qϕ
  x
ǫ

= ǫ−d/2 ǫ x
ǫ
ϕ
  x
ǫ

= Q˜
 
Uǫϕ

(x).
Similarly, we get for the momentum operators
(Uǫ PAU−1ǫ Uǫϕ)(x) =
 
UǫΠ
A
ǫ,λϕ

(x) = ǫ−d/2
 
ΠAǫ,λϕ
  x
ǫ

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= ǫ−d/2
 −i(∇xϕ)  xǫ − λA ǫ xǫ ϕ  xǫ 
=
 −iǫ∇x − λA(Q˜) Uǫϕ(x) =  P˜AUǫϕ(x).
Hence the building block operators in the two scalings are unitarily equivalent. 
Next, we will prove that unitarily equivalent building block observables lead to unitar-
ily equivalent quantizations and the same product formula. In view of Chapters 5 and
6, this is not at all surprising, the two ‘Weyl quantizations’ can be seen as equivalent
representations of the same fundamental C∗-algebra.
Proposition 3.1.2 Let 0 < ǫ ≤ 1 and 0 ≤ λ ≤ 1. Assume (Q,P) and (Q′,P′) are
position and momentum operators on the separable Hilbert spaces H and H′ that are
selfadjoint, satisfy the commutation relations
i

Q(′)l ,Q
(′)
j

= 0 i

P(′)l ,Q
(′)
j

= ǫδl j i

P(′)l ,P
(′)
j

= −ǫλBl j(Q(′)), (3.1.4)
and are related by some unitary operator U :H −→H′ via
Q′ = UQU−1 (3.1.5)
P′ = UPU−1.
Then for all h ∈ S(Ξ), the operator Op(h) := 1
(2π)d
∫
Ξ
dX (Fσh)(X ) e
−iσ(X ,(Q,P)) on H is
unitarily equivalent to Op′(h) := 1
(2π)d
∫
Ξ
dX (Fσh)(X ) e
−iσ(X ,(Q′,P′)) on H′,
Op′(h) = UOp(h)U−1.
Furthermore, the Weyl products which emulate the operator product are in fact identical:
let ♯(′) be such that for any f , g ∈ S(Ξ) be the product on S(Ξ) such that
Op(′)( f )Op(′)(g) =:Op(′)( f ♯(′)g)
holds. Then we have ♯= ♯′ : S(Ξ)×S(Ξ) −→ S(Ξ).
Remark 3.1.3 The unitary operator most relevant to this section is clearly the scaling
operator Uǫ : L
2(Rd) −→ L2(Rd). However, other unitary operators which immedi-
ately come to mind are changes of gauge where U = e+iλχ(Q) and the Fourier trans-
form F : L2(Rd) −→ L2(Rd ∗). If we quantize with respect to the latter, we get the
momentum representation.
Proof First of all, by the spectral theorem, equation (3.1.5) implies the unitary equiv-
alence of the Weyl systems, e−iσ(X ,(Q
′,P′)) = Ue−iσ(X ,(Q,P))U−1, and thus the unitary
equivalence of Op and Op′,
Op′(h) = UOp(h)U−1 ∀h ∈ S(Ξ).
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Now let ♯(′) be the Weyl product associated to Op(′). Then for any f , g ∈ S(Ξ), we
have
Op′( f ♯′g) =Op′( f )Op′(g) = UOp( f )U−1UOp(g)U−1 = UOp( f ♯g)U−1
=Op′( f ♯g),
and the two Weyl products are in fact identical. 
Remark 3.1.4 This equivalence immediately extends to larger classes of functions
and tempered distributions whenever one can make sense of the above relations.
This means once we know ♯ in one of the realizations, we know it in all other unitarily
equivalent realizations. The same holds for asymptotic expansions of ♯ and we need
not worry about the particular realization to pick.
Now let us state some conventions we will use throughout this chapter. First of all,
without loss of generality, we will work in the adiabatic scaling. Furthermore, for
simplicity, we will use Einstein’s summation convention, i. e. repeated indices in
a product are always summed over from 1 to d. And we will always make the
following assumptions on the magnetic field and associated vector potentials:
Assumption 3.1.5 We assume that the components of the magnetic field B = dA and as-
sociated vector potentials A satisfy Bkl ∈ BC∞(Rd ,R) and Al ∈ C∞pol(Rd ,R), respectively,
for all 1≤ k, l ≤ d.
Remark 3.1.6 If a magnetic field B satisfies the above assumption, it is always possi-
ble to choose a polynomially bounded vector potential, e. g. we may use the transver-
sal gauge (equation (C.1.2)). It is also clear that if B and A satisfy this assump-
tion, then so do the scaled field Bǫ,λ(x) := dAǫ,λ(x) = ǫλB(ǫx) and scaled potential
Aǫ,λ(x) := λA(ǫx).
3.2 Magnetic Weyl quantization
Now that we have decided on our building block operators, we can introduce the
associated Weyl system
W Aǫ,λ(X ) := e
−iσ(X ,(Q,PA)), X ∈ Ξ,
which contains the small parameters ǫ and λ. A simple modification of the proof of
Lemma 2.2.5 shows that it acts on u ∈ L2(Rdx) via 
W Aǫ,λ(Y )u

(x) = e−i
λ
ǫ
ΓA([ǫx ,ǫx+ǫ y])e−iη·ǫ(x+y/2) u(x + y)
=: e−iλΓ
A
ǫ ([x ,x+y])e−iη·(x+
ǫ
2
y) u(x + y).
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Then, as usual, we define the Weyl quantization of f ∈ S(Ξ) in the strong sense as
OpAǫ,λ( f )u≡OpA( f )u :=
1
(2π)d
∫
Ξ
dX (Fσ f )(X )W
A
ǫ,λ(X )u ∀u ∈ S(Rd ).
Revisiting the arguments found in Chapter 2.2.2, we find that the action of OpAǫ,λ( f )
on u ∈ S(Rd) is explicitly given by
 
OpAǫ,λ( f )u

(x) =
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·η e−iλΓ
A
ǫ ([x ,y]) f
  ǫ
2
(x + y),η

u(y)
(3.2.1)
=
1
(2π)d/2
∫
Rd
dy e−iλΓ
A
ǫ ([x ,y]) (F2 f )
  ǫ
2
(x + y), y − xu(y)
=:
1
(2π)d/2
∫
Rd
dy KAf (x , y)u(y).
All results on magnetic Weyl calculus found in the literature (see Chapter 2.4 for
a small selection) hold in this context as well since proofs carry over after obvious
modifications due to the presence of ǫ and λ.
For convenience, we give the composition law of the magnetic Weyl system, because
it enters into the proof of the product formula: for any X ,Y ∈ Ξ,
W Aǫ,λ(X )W
A
ǫ,λ(Y ) = e
i ǫ
2
σ(X ,Y )ωBǫ,λ(Q; x , y)W
A
ǫ,λ(X + Y ) (3.2.2)
holds where ωB
ǫ,λ(q; x , y) := e
−i λ
ǫ
ΓB(〈q,q+ǫx ,q+ǫx+ǫ y〉) is the exponential of the scaled
magnetic flux.
3.3 Semiclassical symbols and precision
The Hörmander symbol classes Smρ,0 are Fréchet spaces whose topology can be defined
by the usual family of seminorms f 
maα
:= sup
(x ,ξ)∈T ∗Rd
〈ξ〉−m+|α|ρ
∂ ax ∂ αξ f (x ,ξ), a,α ∈ Nd0 .
One important notion is that of a semiclassical symbol [PST03b], i. e. it is a symbol
which admits an expansion in ǫ and λ which is in some sense uniform.
Definition 3.3.1 (Semiclassical two-parameter symbol) A map
f : [0,ǫ0)× [0,λ0) −→ Smρ,0, (ǫ,λ) 7→ f ǫ,λ
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is called semiclassical two-parameter symbol of order m with weight ρ ∈ [0,1], i. e. f ∈
ASmρ,0, if there exists a sequence { fn,k}n,k∈N0 , fn,k ∈ S
m−(n+k)ρ
ρ,0 for all n, k ∈ N0, such that
f ǫ,λ −
N∑
l=0
∑
n+k=l
ǫnλk fn,k ∈ Sm−(N+1)ρρ,0 ∀N ∈ N0
uniformly in the following sense: for each j ∈ N0 there exists a constant CN ,m, j > 0
(independent of ǫ and λ) such that f ǫ,λ − N∑
l=0
∑
n+k=l
ǫnλk fn,k

m, j
< CN ,m, j max{ǫ,λ}N+1.
holds for all ǫ ∈ [0,ǫ0) and λ ∈ [0,λ0).
Since ǫ and λ vary independently, we also have to introduce a more sophisticated
concept of precision. This is a technicality, but a definition is necessary to prove that
expanding f ♯Bǫ,λg first with respect to ǫ and then λ yields the same asymptotics as
when the product is expanded with respect to λ and then with respect to ǫ (Theo-
rem 3.5.6). If there were only one small parameter, say ǫ, then f − g = O(ǫn) for
symbols f , g ∈ Smρ,0 implies two things: (i) the difference between f and g is ‘numer-
ically small’ and (ii) we have associated a symbol class Sm−nρρ,0 to the ‘number’ ǫ
n. In
case of two independent parameters, such a simple concept will not do and we have
to introduce an association between a third number ε≪ 1 and a certain symbol class.
Although it seems artificial at first to introduce yet another small parameter, in physi-
cal applications, this is quite natural: say, we are interested in the dynamics generated
by a two-parameter symbol Hǫ,λ on times of order O(1/ε), i. e. e−i
t
ε
Hǫ,λ . Then we need
to include all terms in our expansion for which ǫnλk ≤ ε. Even if we choose ε = ǫ,
for instance, we still cannot avoid this abstract definition as λ is independent of ǫ.
Definition 3.3.2 (Precision O(ε+)) Let ǫ ≪ 1, λ≪ 1. For ε≪ 1, we define critical
exponents nc , kc ,N ∈ N0 such that
ǫnc+1 < ε ≤ ǫnc , λkc+1 < ε ≤ λkc
and N ≡ N(ǫ,λ,ε) := max{nc , kc} as maximum of these two critical exponents. We say
that a finite resummation
∑Nǫ
n=0
∑Nλ
k=0 ǫ
nλk fn,k of a semiclassical symbol f
ǫ,λ ∈ ASmρ,0 is
O(ε+)-close,
f ǫ,λ −
Nǫ∑
n=0
Nλ∑
k=0
ǫnλk fn,k =O(ε+),
iff f ǫ,λ −
∑Nǫ
n=0
∑Nλ
k=0 ǫ
nλk fn,k ∈ Sm−(N+1)ρρ,0 and Nǫ,Nλ ≥ N.
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3.4 The Magnetic Wigner transform
The Wigner transform plays a central role because it can be used to relate states
(density operators) to pseudo-probability measures on phase space. We will need it
to show the equivalence of two integral formulas for the magnetic Weyl product ♯B
ǫ,λ.
Definition 3.4.1 (Magnetic Wigner transform) For any ϕ,ψ ∈ S(Rd ), the magnetic
Wigner transform WA(ϕ,ψ) is defined as
WAǫ,λ(ϕ,ψ)(X ) := ǫ
d  Fσ
ϕ,W Aǫ,λ(·)ψ(−X ).
Lemma 3.4.2 The Wigner transform WA
ǫ,λ(ϕ,ψ) with respect to ϕ,ψ ∈ S(Rd) is given
by
WAǫ,λ(ϕ,ψ)(X ) =
∫
Rd
dy e−i y ·ξe−iλΓ
A
ǫ ([
x/ǫ−y/2,x/ǫ+y/2])ϕ∗
  x
ǫ
− y
2

ψ
  x
ǫ
+
y
2

and maps S(Rd)× S(Rd) unitarily onto S(Ξ).
Proof Formally, the result follows from direct calculation. The existence is part of the
second claim, WAǫ,λ(ϕ,ψ) ∈ S(Ξ) follows from e−iλΓ
A
ǫ ([
x/ǫ−y/2,x/ǫ+y/2]) ϕ∗
  x
ǫ
− y
2

ψ
  x
ǫ
+
y
2
 ∈ S(Rd ×Rd) and the fact that the partial Fourier transformation is a unitary on
S(Ξ). 
Remark 3.4.3 The Wigner transform can be easily extended to a map from L2(Rd ×
Rd) into L2(Ξ)∩C∞(Ξ)where C∞(Ξ) is the space of continuous functions which decay
at∞. For more details, see [Fol89, Proposition 1.92], for example.
Let C∞polu(Ξ) be the space of smooth functions with uniform polynomial growth at
infinity, i. e. for each f ∈ C∞polu(Ξ) we can find m ∈ R, m ≥ 0, such that for all
multiindices a,α ∈ Nd0 there is a Caα > 0 with∂ ax ∂ αξ f (x ,ξ)< Caα 〈ξ〉m , ∀(x ,ξ) ∈ Ξ.
Lemma 3.4.4 For ϕ,ψ ∈ S(Rd) and f ∈ C∞polu(Ξ)⊂ S ′(Ξ) we have

ϕ,OpAǫ,λ( f )ψ

=
1
(2π)d
∫
Ξ
dX f (X )WAǫ,λ(ϕ,ψ)(X ).
Proof Since f ∈ C∞polu(Ξ)⊆ S ′(Ξ), it is in the magnetic Moyal algebraMB(Ξ) defined
in [MP04, Section V.D.] and thus its quantization is a continuous operator S(Rd)−→
S(Rd). Hence, the integral exists and we get the claim by direct computation. 
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The Wigner transform also leads to a ‘magnetic dequantization’ – once we know the
operator kernel, we can reconstruct the distribution. We do not strive for full general-
ity here. In particular, unless the operator has special properties, we cannot conclude
that f is in any Hörmander class. More sophisticated techniques are needed, e. g. a
Beals-type criterion [IMP10].
Lemma 3.4.5 Assume B and A satisfy Assumption 3.1.5 and T ∈ B L2(Rd) is a
bounded linear operator whose operator kernel KT is in S(R
d ×Rd ). Then the inverse
magnetic quantization is given by
OpAǫ,λ
−1
(T )(X ) :=WAǫ,λKT (X )
=
∫
Rd
dy e−i y ·ξ e−iλΓ
A
ǫ([
x/ǫ−y/2,x/ǫ+y/2]) KT
  x
ǫ
− y
2
, x
ǫ
+
y
2

. (3.4.1)
This formula extends to operators with distributional kernels KT ∈ S ′(Rd ×Rd), i. e. the
kernels associated to continuous maps S(Rd )−→ S ′(Rd).
Proof If T = OpAǫ,λ( fT ) is the magnetic quantization of fT ∈ S(Ξ), then WAǫ,λKT =
fT ∈ S(Ξ) follows from direct calculation, using the explicit form of the Wigner trans-
form, Lemma 3.4.2. Similarly, we confirm that T = OpA
ǫ,λ
 
WA
ǫ,λ(KT )

holds and
WA
ǫ,λKT ∈ S(Ξ) follows from KT ∈ S(Rd ×Rd).
If the kernel of T is a tempered distribution, then we can extend the formulas for
OpAǫ,λ and W
A
ǫ,λ to S
′(Ξ): Fourier transform, multiplication by a phase factor whose
phase function is of tempered growth and a linear change of variables can all be ex-
tended to S ′(Ξ) and thus it makes sense to write WA
ǫ,λKT after a suitable reinterpre-
tation. Then WA
ǫ,λKT = fT ∈ S ′(Ξ) is such that OpAǫ,λ( fT ) = T : S(Rd )−→ S ′(Rd). 
3.5 Asymptotic expansions of the product
It turns out that the integral formula for the product found in [MP04; IMP07] is
not amenable to the derivation of an asymptotic expansion in ǫ and λ. Although an
asymptotic expansion for ǫ = 1 = λ has been derived in [IMP07], calculating each
term has proven to be very tedious and it is not obvious how to collect terms of the
same power in ǫ and λ. Thus, we will use an equivalent formula for the magnetic
Weyl product. From this, we derive closed formulas for the (n, k) term by expanding
the ‘twister’ of the convolution. This result is an extension of Theorem 2.2.17 and
has first been proven by Iftimie, Ma˘ntoiu and Purice for ǫ = 1 and λ = 1. We only
mention it here to have a formula with ǫ and λ in the proper places that serves as a
starting point for the derivation of the asymptotic expansion.
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Theorem 3.5.1 ([IMP07]) Assume the magnetic field B satisfies Assumption 3.1.5.
Then for two symbols f ∈ Sm1ρ,0 and g ∈ S
m2
ρ,0, the magnetic Weyl product f ♯
B
ǫ,λg is in
symbol class Sm1+m2ρ,0 and given by the oscillatory integral
( f ♯B
ǫ,λg)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ e+iσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) ·
·ωB
ǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
 ·
·  Fσ f (Y ) Fσ g(Z) (3.5.1)
=
1
(πǫ)2d
∫
Ξ
dY˜
∫
Ξ
dZ˜ e−i
2
ǫ
σ(Y˜−X ,Z˜−X ) ·
·ωBǫ,λ
 
x − y˜ + z˜,−x + y˜ + z˜, x + y˜ + z˜ f (Y˜ ) g(Z˜)
where ωB
ǫ,λ(x , y, z) := e
−i λ
ǫ
ΓB(〈x ,y,z〉) is the exponential of the magnetic flux through the
triangle with corners x, y and z.
Proof The Weyl product is defined implicitly by
OpAǫ,λ( f )Op
A
ǫ,λ(g) =: Op
A
ǫ,λ( f ♯
B
ǫ,λg)
and its quantization maps S(Rd ) to itself [MP04, Proposition 21]. Combined with
Theorem 3.4.5, this immediately yields
( f ♯B
ǫ,λg)(X ) =W
A
ǫ,λ
 
KOpA
ǫ,λ( f )Op
A
ǫ,λ(g)

(X )
where KOpA
ǫ,λ( f )Op
A
ǫ,λ(g)
is the kernel of OpA
ǫ,λ( f )Op
A
ǫ,λ(g). Here, we have chosen a vec-
tor potential Awhich is associated to B that also satisfies Assumption 3.1.5. Although
it is a priori not clear that there must exist a symbol f ♯B
ǫ,λg, we will start with formal
calculations and then use Corollary C.3.3 to show that integral (3.5.1) exists and is in
the correct symbol class.
For the computation of the product formula, one has to revisit the proof of Theo-
rem 2.2.17 and add ǫ and λ to the right places. One then arrives at
( f ♯Bǫ,λg)(X ) =
=
1
(2π)2d
∫
Ξ
dZ
∫
Ξ
dY
 
Fσ f

(Y )
 
Fσ g

(Z − Y ) ei ǫ2 σ(Y,Z) Lǫ,λ(y, Z;X )
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) ·
·ωBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
 
Fσ f

(Y )
 
Fσg

(Z).
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The integral on the right-hand side satisfies the assumptions of Lemma C.3.3 with τ=
1 = τ′ (keeping in mind that ωBǫ,λ satisfies the assumptions on Gτ′ by Lemma C.2.2).
Thus, the oscillatory integral exists and is in symbol class Sm1+m2ρ,0 . 
Equation (3.5.1) is the starting point for an asymptotic expansion of the product in
small parameters ǫ and λ.
Theorem 3.5.2 (Asymptotic expansion of the magnetic Moyal product) Assume B
is a magnetic field whose components are BC∞ functions and f ∈ Sm1ρ,0 as well as g ∈ S
m2
ρ,0.
Then the magnetic Moyal product can be expanded asymptotically in ǫ≪ 1 and λ≪ 1:
for every ε≪ 1 we can choose N ≡ N(ε,ǫ,λ) ∈ N0 such that
f ♯Bǫ,λg =
N∑
n=0
n∑
k=0
ǫnλk ( f ♯Bǫ,λg)(n,k) + R˜N (3.5.2)
where the (n, k) term ( f ♯Bǫ,λg)(n,k) is in symbol class S
m1+m2−(n+k)ρ
ρ,0 and we have explicit
control over the remainder: R˜N as given by equation (3.5.9) is numerically small and
in the correct symbol class, Sm1+m2−(N+1)ρρ,0 , i. e. it is of order O(ε+) in the sense of
Definition 3.3.2. The (n, k) term of the expansion,
( f ♯Bǫ,λg)(n,k)(X ) =
∑
k0+
∑n
j=1 jk j=n∑n
j=1 k j=k
ik+k0
k0! k1! · · · kn!
L
k0
0
 
(∂η,∂y), (∂ζ,∂z)
·
·
n∏
j=1
L
k j
j (x ,−i∂η,−i∂ζ)

f (Y )g(Z)

Y=X=Z
,
is defined in terms of a family of differential operators L j , j ∈ N0,
L0(Y, Z) :=
1
2
σ(Y, Z) = 1
2
 
η · z − y · ζ (3.5.3)
L j(x , y, z) :=−
1
j!
d∑
m1 ,...,m j−1=1
∂xm1
· · ·∂xmj−1 Bkl(x) yk zl

−1
2
 j+1 1
( j+ 1)2
·
·
j∑
c=1

j+ 1
c
 
(1− (−1) j+1)c− (1− (−1)c)( j+ 1) ym1 · · · ymc−1zmc · · · zm j−1
=:−
∑
|α|+|β|= j−1
C j,α,β ∂
α
x ∂
β
x Bkl(x) ykzl y
α zβ . (3.5.4)
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To obtain an asymptotic expansion, we adapt an idea by Folland to the present case
[Fol89, p 108 f.]: we expand the exponential of the twister
ei
ǫ
2
σ(Y,Z)−iλγBǫ (x ,y,z) = eiTǫ,λ(x ,Y,Z)
≍
∞∑
n=0
∞∑
k=0
ǫnλk
∑
Cn,k,a,α,b,β(x) y
aηα zbζβ
as a polynomial in y , η, z and ζ with coefficients Cn,k,a,α,b,β ∈ BC∞(Rd) that are
bounded functions in x with bounded derivatives to all orders. Here, γBǫ stands for
the scaled magnetic flux
γB
ǫ
(x , y, z) := 1
ǫ
ΓB
 

x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)

. (3.5.5)
Then we can rewrite equation (3.5.1) as a convolution of derivatives of f and g.
Furthermore, we can show that there are always sufficiently many derivatives with
respect to momenta so that each of the terms has the correct decay properties.
The difficult part of the proof is to show the existence of certain oscillatory integrals.
To clean up the presentation of the proof, we have moved these parts to Appendix C.3.
For simplicity, we also introduce the following nomenclature:
Definition 3.5.3 (Number of qs and ps) Let B ∈ BC∞ Rdx ,C∞pol(ΞY ×ΞZ) be a func-
tion which can be decomposed into a finite sum of the form
B(x ,Y, Z) =
∑
|a|+|b|=n
|α|+|β |=k
baαbβ (x ,Y, Z) y
a ηα zb ζβ
where all baαbβ smooth bounded functions that depend on the multiindices a,α, b,β ∈
Nd0 . We then say that B has n qs (total number of factors in y and z) and k ps (total
number of factors in η and ζ).
In the appendix we show how to convert qs into derivatives with respect tomomentum
and ps into derivatives with respect to position. Monomials of x and ξmultiplied with
the symplectic Fourier transform of a Schwarz function ϕ ∈ S(Ξ) can be written as
the symplectic Fourier transform of derivatives of ϕ in ξ and x:
xaξα(Fσϕ)(X ) = Fσ
 
(−i∂ξ)a(i∂x)αϕ

(X )
This manipulation can be made rigorous for symbols of class m with weight ρ. We
see that derivatives with respect to momentum improve decay by ρ while those with
respect to position do not alter the decay. In this sense, the decay properties of the
integrals are determined by the number of qs and ps.
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Proof (Theorem 3.5.2) Let ε≪ 1. Then we take N ≡ N(ε,ǫ,λ) ∈ N0 to be as in the
first part of Definition 3.3.2, i. e. ǫN+1 < ε and λN+1 < ε hold. We will show that
f ♯B
ǫ,λg −
∑N
n=0
∑n
k=0 ǫ
nλk ( f ♯B
ǫ,λg)(n,k) =O(ε+).
Step 1: Formal expansion of the twister. We expand the exponential of the twister
ei
ǫ
2
σ(Y,Z)e−iλγ
B
ǫ (x ,y,z) = eiTǫ,λ(x ,Y,Z) up to the N th term,
eiTǫ,λ(x ,Y,Z) =
N∑
n=0
in
n!
 
Tǫ,λ(x ,Y, Z)
n
+ RN (x ,Y, Z).
The remainder
RN (x ,Y, Z) :=
1
N !
∫ 1
0
dτ (1− τ)N∂ N+1τ eτu

u=iTǫ,λ(x ,Y,Z)
=
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1 ∫ 1
0
dτ (1−τ)N eiτTǫ,λ(x ,Y,Z) (3.5.6)
is treated in Step 3, right now we are only concerned with the first term. If we plug
in the asymptotic expansion of the flux γBǫ derived in Lemma C.1.1 up to N
′th order
with N ′ ≥ N , then we obtain
 
Tǫ,λ(x ,Y, Z)
n
=

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z) +λRN ′[γ
B
ǫ ](x , y, z)
n
=
n∑
l=0

n
l

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n−l 
λRN ′[γ
B
ǫ ](x , y, z)
l
=:

ǫ
2
σ(Y, Z) +λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
+ RN ′ n[Tǫ,λ](x ,Y, Z). (3.5.7)
Again, we focus on the first term of the expansion and treat the remainder separately
in Step 3:

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
=
n∑
k=0
∑
∑N′
j=1 k j=k
ǫ(n−k)+
∑N′
j=1 jk jλk·
· n!
(n− k)! k1! · · · kN ′!

1
2
σ(Y, Z)
n−k N ′∏
j=1
L
k j
j (x , y, z)
Now we define L0(Y, Z) :=
1
2
σ(Y, Z) to clean up the presentation, include the sum
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over n again and sort by powers of ǫ and λ,
N∑
n=0
in
n!

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n
=
=
N∑
n=0
in
n!
∑
∑N′
j=0 k j=n
ǫk0+
∑N′
j=1 jk jλn−k0
n!
k0! k1! · · · kN ′!
L
k0
0 (Y, Z)
N ′∏
j=1
L
k j
j (x ,Y, Z)
=
N N ′∑
n=0
n∑
k=0
ǫnλk
∑
k0+
∑N′
j=1 jk j=n∑N′
j=1 k j=k
ik+k0
k0! k1! · · · kN ′!
L
k0
0 (Y, Z)
N ′∏
j=1
L
k j
j (x ,Y, Z)
=:
N N ′∑
n=0
n∑
k=0
ǫnλkTn,k(x ,Y, Z).
Step 2: Existence of the (n, k) term. The properties of the (n, k)th term of the
product
( f ♯B
ǫ,λg)(n,k)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) Tn,k(x ,Y, Z)·
· (Fσ f )(Y ) (Fσ g)(Z) (3.5.8)
can be deduced from the properties of Tn,k: we proceed by showing that Tn,k is a
polynomial with x-dependent prefactors that contains n+ k qs (powers of y and z)
and at most n− k ps (powers of η and ζ). L0 is the non-magnetic symplectic form
and contains 1 q and 1 p. Hence, the k0th power of L0 contributes k0 qs and an equal
amount of ps. By Lemma C.1.1, the magnetic terms L j , j ≥ 1, contribute j+1 qs and
no ps. In this sense, magnetic terms improve decay. By conditions imposed on the
indices appearing in the definition of Tn,k, we deduce there are
k0 +
N ′∑
j=1
( j+ 1)k j = k0 +
N ′∑
j=1
jk j +
N ′∑
j=1
k j = n+ k
qs and k0 ps. As 0≤ k0 ≤ n−k, Lemma C.3.2 implies the existence of integral (3.5.8)
and that it belongs to the correct symbol class, i. e. ( f ♯B
ǫ,λg)(n,k) ∈ S
m1+m2−(n+k)ρ
ρ,0 .
Step 3: Existence of remainders. There are two remainders we need to control,
equations (3.5.6) and (3.5.7): the first one stems from the Taylor expansion of the
exponential, the second one has its origins in the expansion of the magnetic flux,
RΣN (x ,Y, Z) := RN (x ,Y, Z) +
N∑
n=1
in
n!
RN ′ n[Tǫ,λ](x ,Y, Z).
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The remainder of the product is obtained after integration,
R˜N (X ) :=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) RΣN (x ,Y, Z)·
· (Fσ f )(Y ) (Fσg)(Z). (3.5.9)
We have to show that (i) the integral exists, (ii) it is in the correct symbol class
and (iii) it is of the right order in ǫ and λ. Points (i) and (ii) are the content of
Lemma C.3.3 and we have to show that each of the two contributions to the remainder
satisfies the assumptions.
The first contribution to R˜N stems from the Taylor expansion of the exponential,
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ·
· 1
N !
∫ 1
0
dτ (1− τ)N∂ N+1τ eτu

u=iTǫ,λ(x ,Y,Z)
(Fσ f )(Y ) (Fσg)(Z) =
=
1
(2π)2d
∫ 1
0
dτ (1−τ)N
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z)
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1·
· eiτ ǫ2σ(Y,Z)e−iτλγBǫ (x ,y,z) (Fσ f )(Y ) (Fσg)(Z).
The first factor containing ǫ and λ,
 
Tǫ,λ(x ,Y, Z)
N+1, can be expanded in powers of
σ(Y, Z) and γBǫ (x , y, z):
 
Tǫ,λ(x ,Y, Z)
N+1
= ǫN+1
N+1∑
l=0

N + 1
l

λl
  1
2
σ(Y, Z)
N+1−l  1
ǫ
γBǫ (x , y, z)︸ ︷︷ ︸
=O(1)
l
As ǫN+1 < ε holds by definition of N , the first term of the remainder is of the correct
order. The decay properties are dominated by
 
σ(Y, Z)
N+1 with N + 1 ps and N + 1
qs. All other terms contribute less than N + 1 ps and more than N + 1 qs since
by Lemma C.1.1, γBǫ is of order ǫ and contributes 2 qs and no ps. Furthermore,
Lemma C.2.1 gives polynomial bounds of derivatives of γBǫ :∂ ax γBǫ (x , y, z) ≤ Ca  〈y〉+ 〈z〉|a|
A similar bound holds for the exponential of the flux (Corollary C.2.2):∂ ax e−iλγBǫ (x ,y,z)(x , y, z)≤ Ca 〈y〉|a|〈z〉|a| ∀a ∈ Nd0
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Altogether,
 
Tǫ,λ(x ,Y, Z)
N+1
e−iτλγ
B
ǫ (x ,y,z) satisfies the conditions placed on Gτ′ in
Lemma C.3.3 (with τ= τ′) which implies
1
(2π)2d
∫ 1
0
dτ (1−τ)N
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z)
iN+1
N !
 
Tǫ,λ(x ,Y, Z)
N+1·
· e−iτλγBǫ (x ,y,z) eiτ ǫ2σ(Y,Z) (Fσ f )(Y ) (Fσg)(Z)
exists as an oscillatory integral and belongs to symbol class Sm1+m2−(N+1)ρρ,0 .
The second contribution which involves
RN ′ n[Tǫ,λ](x ,Y, Z) =
=
n∑
l=1

n
l

ǫ
2
σ(Y, Z) + λ
∑N ′
n′=1ǫ
n′Ln′(x , y, z)
n−l  
λRN ′[γ
B
ǫ ](x , y, z)
l
can be estimated analogously: by Lemma C.1.1, RN ′[γ
B
ǫ ] is of order O(ǫ
N ′+1) (the
largest prefactor is ǫN
′+1λ < ε) and contains N ′ + 2 qs. So the terms in the above
sum contain at least N ′ + 1 ≥ N + 1 more qs than ps and another application of
Lemma C.3.3 (with τ = 0) implies that the second contribution to R˜N exists as an
oscillator integral and is of symbol class Sm1+m2−(N
′+1)ρ
ρ,0 ⊆ S
m1+m2−(N+1)ρ
ρ,0 .
Altogether, we conclude that R˜N exists pointwise, is of symbol class S
m1+m2−(N+1)ρ
ρ,0
as long as N ′ ≥ N and hence f ♯B
ǫ,λg −
∑N
n=0
∑n
k=0 ǫ
nλk ( f ♯B
ǫ,λg)(n,k) = O(ε+). This
concludes the proof. 
Since for fixed power of ǫ, the sum in powers of λ is finite, one immediately has the
following
Corrolary 3.5.4 (Asymptotic expansion in ǫ) If the assumptions of Theorem 3.5.2
are modified by taking λ = 1, then the ǫ expansion of the product f ♯Bǫ,λg of two Hör-
mander symbols can be recovered from the two-parameter expansion: the nth order term
in ǫ then reads
( f ♯B
ǫ,λg)(n) =
n∑
k=0
( f ♯B
ǫ,λg)(n,k) ∈ S
m1+m2−nρ
ρ,δ
where the ( f ♯B
ǫ,λg)(n,k) are taken from Theorem 3.5.2.
If we do not have a separation of spatial scales, i. e. ǫ = 1, but weak coupling to the
magnetic field, we can still expand the product ♯B
ǫ,λ as a power series in λ. This is also
the starting point of the λ-ǫ expansion which coincides with the ǫ-λ expansion.
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Theorem 3.5.5 (Asymptotic expansion in λ) Assume the magnetic field B satisfies
Assumption 3.1.5; then for λ ≪ 1 and ǫ ≤ 1, we can expand the λ Weyl product of
f ∈ Sm1ρ,0 and g ∈ S
m2
ρ,0 asymptotically in λ such that
f ♯Bǫ,λg −
N∑
k=0
λk( f ♯Bǫ,λg)(k) ∈ S
m1+m2−2(N+1)ρ
ρ,0
where ( f ♯Bǫ,λg)(k) ∈ S
m1+m2−2kρ
ρ,0 is given by equation (3.5.10). In particular, the zeroth-
order term reduces to the non-magnetic Weyl product, ( f ♯B
ǫ,λg)(0) = f ♯ǫ g. We have
explicit control over the remainder (equation (3.5.11)): if we expand the product up to
Nth order in λ, the remainder is of order O(λN+1) and in symbol class Sm1+m2−2(N+1)ρρ,0 .
Proof Assume we want to expand up to N th order in λ. We will show
f ♯B
ǫ,λg −
N∑
k=0
λk( f ♯B
ǫ,λg)(k) =O(λ
N+1)
and that the difference is in Sm1+m2−2(N+1)ρρ,0 .
Step 1: Expansion of exponential flux. If ǫ is not necessarily small, we cannot
expand the magnetic flux integral γBǫ in powers of ǫ anymore. However, we will keep
ǫ as a bookkeeping device. Expanding the exponential of the magnetic flux, we get
eiTǫ,λ(x ,Y,Z) = ei
ǫ
2
σ(Y,Z)e−iλγ
B
ǫ (x ,y,z)
= ei
ǫ
2
σ(Y,Z)
∑N
k=0λ
k (−i)k
k!
 
γBǫ (x , y, z)
k
+ RN (x , y, z)

.
The remainder is of order λN+1 and has 2(N + 1) qs,
RN (x , y, z) =
1
N !
 −iλγBǫ (x , y, z)N+1 ∫ 1
0
dτ′ (1− τ′)N e−iλτ′γBǫ (x ,y,z).
This can be seen more readily once we define −ǫB˜ǫl j(x , y, z) ylz j := γBǫ (x , y, z) to
emphasize that γBǫ contains ǫ as a prefactor and 2 qs. Using the antisymmetry of Bl j ,
there is a simple explicit expression for B˜ǫl j (see proof of Lemma C.1.1):
B˜ǫl j(x , y, z) =
1
2
∫ +1/2
−1/2
dt
∫ 1
0
ds s

Bl j
 
x + ǫs(t y − z/2)+ Bl j x + ǫs(y/2+ tz)
=O(1)
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Step 2: Existence of kth-order term. Then the expansion can be rewritten so that
we can separate off factors of y , z and ǫ. The kth order term contains 2k qs and no
ps,
(−i)k
k!
 
γBǫ (x , y, z)
k
= ǫk
ik
k!
k∏
m=1
B˜ǫlm jm(x , y, z) ylmz jm .
By Lemma C.3.3 (with τ= 1= τ′) the kth order term of the product
( f ♯Bǫ,λg)(k)(X ) :=
ǫk
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)·
·

ik
k!
k∏
m=1
B˜ǫlm jm(x , y, z) ylmz jm

(Fσ f )(Y ) (Fσ g)(Z)
=
ǫk
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)

i3k
k!
k∏
m=1
B˜ǫlm jm(x , y, z)

·
·  Fσ(∂η˜ j1 · · ·∂η˜ jk f )(Y ) Fσ(∂ζ˜ j1 · · · ∂ζ˜ jk g)(Z) (3.5.10)
exists and is of symbol class Sm1+m2−2kρρ,0 .
Step 3: Existence of remainder. The remainder is of order λN+1 and has 2(N + 1)
qs. It contains ǫN+1 as a prefactor as well which will be of importance in the proof
of the next theorem. By Lemma C.2.1 and Corollary C.2.2, the integral in RN over
the exponential of the magnetic flux is bounded and its derivatives can be bounded
polynomially in y and z,
RN (x , y, z) = λ
N+1 ǫ
N+1
N !
 
B˜ǫl j(x , y, z) ylz j
N+1 ∫ 1
0
dτ′ (1− τ′)N e−iλτ′γBǫ (x ,y,z).
This means RN satisfies the conditions on Gτ′ in Lemma C.3.3 (with τ = 1) and we
conclude that
R˜N (X ) :=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z) RN (x , y, z) (Fσ f )(Y ) (Fσg)(Z)
(3.5.11)
exists and is in symbol class Sm1+m2−2(N+1)ρρ,0 . 
The next statement is central to this paper, because it tells us we can speak of the
two-parameter expansion of the product.
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Theorem 3.5.6 Assume that the magnetic field B satisfies Assumption 3.1.5 and ǫ≪ 1
in addition to λ≪ 1. Then we can expand each term of the λ expansion of f ♯Bǫ,λg in ǫ,
f ∈ Sm1ρ,0, g ∈ S
m2
ρ,0, and obtain the same as in Theorem 3.5.2. Hence we can speak of the
two-parameter expansion of the product ♯Bǫ,λ.
Proof Step 1: Precision of expansion. Assume we have expanded the magnetic
product ♯B
ǫ,λ up to N0th power in λ. Then for the remainder of the proof, we fix
N ≡ N(ε,ǫ,λ) ∈ N0 as in Definition 3.3.2 for ε= λN0 .
Step 2: Equality of (n, k) terms of expansion. Now to the expansion itself. The two
terms we need to expand are the non-magnetic twister ei
ǫ
2
σ(Y,Z) and the kth power of
the magnetic flux integral γBǫ in ǫ≪ 1: we choose N ′,N ′′ ≥ N and write the kth order
of the λ expansion as
( f ♯Bǫ,λg)(k)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)·
· (−i)
k
k!
 
γB
ǫ
(x , y, z)
k
(Fσ f )(Y ) (Fσg)(Z)
=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) (Fσ f )(Y ) (Fσg)(Z)·
·
∑N ′
n=0ǫ
n in
n!
  1
2
σ(Y, Z)
n
+ RN ′[σ](Y, Z)

·
· (−i)
k
k!
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k
+ RN ′′ k[LR](x , y, z)

.
The remainders are given explicitly in Step 3, equations (3.5.12) and (3.5.13). The
(n, k) terms of the expansion originate from the first of these terms, i. e. we need to
look at
N ′∑
n=0
ǫn
in
n!

1
2
σ(Y, Z)
n ∑N ′′
j=1 ǫ
jL j(x , y, z)
k
=
=
N ′∑
n=0
∑
∑N′′
j=1 k j=k
ǫn+
∑N′′
j=1 jk j
in+k
n!k1! · · · kN ′′!
  1
2
σ(Y, Z)
n N ′′∏
j=1
L
k j
j (x , y, z)
to obtain the (n, k) term of this expansion. The remaining three terms define the
remainder which will be treated in the last step. We define L0(Y, Z) :=
1
2
σ(Y, Z),
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k0 := n and recognize the result from Theorem 3.5.2, the terms match:
N ′ N ′′∑
n=k
∑
k0+
∑N′′
j=1 jk j=n∑N′′
j=1 k j=k
ǫn
ik+k0
k0!k1! · · · kN ′′ !
L
k0
0 (Y, Z)
N ′′∏
j=1
L
k j
j (x , y, z)
Obviously, the arguments made in the proof of Theorem 3.5.2 can be applied here as
well, and we conclude that the (n, k) term exists and is in the correct symbol class,
Sm1+m2−(n+k)ρρ,0 .
Step 3: Existence of remainders. The remainders of the expansions of ei
ǫ
2
σ(Y,Z) and 
γBǫ (x , y, z)
k
,
RN ′[σ](Y, Z) = ǫ
N ′+1 i
N ′+1
N ′!
  1
2
σ(Y, Z)
N ′+1 ∫ 1
0
dτ(1− τ)N ′ei
ǫ
2
τσ(Y,Z)
(3.5.12)
and
RN ′′ k[LR](x , y, z) =
k∑
l=1

k
l
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k−l  RN ′′[γBǫ ](x , y, z)l (3.5.13)
with RN ′′[γ
B
ǫ ](x , y, z) as in Lemma C.1.1, lead to three terms in the total remainder:
RΣNN ′N ′′ k(x ,Y, Z) = RN ′[σ](Y, Z)
 ∑N ′′
j=1 ǫ
jL j(x , y, z)
k
+ RN ′′ k[LR](x , y, z)

+
+
∑N ′
n=0ǫ
n in
n!
  1
2
σ(Y, Z)
nRN ′′ k[LR](x , y, z)
Going through the motions of the proof to Theorem 3.5.2, we count ps and qs, and
then apply Lemma C.3.3. The first remainder, RN ′[σ](Y, Z), is of order ǫ
N ′+1 < ε in
ǫ and contributes N ′ + 1 qs and ps. By Lemma C.1.1, RN ′′[γ
B
ǫ ] contributes at least
N ′′ + 2 qs and all prefactors are less than or equal to ǫN
′′+1 < ε. Thus the terms in
RN ′′ k[LR] contain at least N
′′ + 2 qs (for all k ≤ N) and prefactors that are at most
ǫN
′′+1 < ε. Hence, the total remainder exists as an oscillatory integral, is O(ε+) small
and in symbol class Sm1+m2−(N+1)ρρ,0 . 
Remark 3.5.7 The asymptotic expansion of ♯B
ǫ,λ can be immediately extended to an
expansion of products of semiclassical two-parameter symbols (see Definition 3.3.1).
3.6 Semiclassical limit
An immediate application of the asymptotic expansions of the magnetic Weyl product
is the proof of an Egorov-type theorem which connects the quantization of a classi-
cally evolved observable with the quantum mechanical Heisenberg observable. The
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premise which magnetic Weyl calculus is based on is that the magnetic field modi-
fies the geometry of phase space, namely it enters into the magnetic symplectic form
ωB = dx j ∧ dξ j − λBk j dxk ∧ dx j . On the other hand, there is no need to modify
observables – regardless of whether or not there is a magnetic field, the observables
position and momentum are still x and ξ. Also from a technical perspective, this ap-
proach is simpler than minimal substitution, because at not point do worse-behaved
vector potentials enter into the discussion. In this sense, our point of view is not just
more natural, but also technically less involved.
We do not strive for a formulation in its utmost generality, but instead try to give a
proof under rather simple and straightforward assumptions. Later on, we will indicate
what obstacles need to be overcome if this result is to be generalized to more general
hamiltonian symbols and observables. For simplicity, we set λ= 1 in this section and
focus on the behavior of the dynamics as the semiclassical parameter ǫ tends to 0.
Theorem 3.6.1 (Semiclassical limit for observables) Assume the components of B
are of class BC∞. Let h ∈ S20 be a real-valued symbol such that ∂ ax ∂ αξ h ∈ S00 = BC∞(Ξ) for
all |a|+|α| ≥ 2 and assumeOpA(h) defines a selfadjoint operator onDA := D OpA(h)⊆
L2(Rd). Furthermore, let f ∈ S00 = BC∞(Ξ) a real-valued symbol and that the flow φt
associated to the hamiltonian equations of motion
B −id
+id 0

x˙
ξ˙

=

∇xh
∇ξh

. (3.6.1)
has bounded derivatives to any order for all t ∈ R.
Then φt exists globally in time and for any T > 0 and all |t| ≤ T, the quantization of
the classically evolved observable
Fcl(t) :=Op
A  f (t)=OpA  f ◦φt (3.6.2)
is O(ǫ2)-close in the operator norm to the Heisenberg observable
Fqm(t) := e
+i t
ǫ
OpA(h)OpA( f )e−i
t
ǫ
OpA(h) (3.6.3)
in the sense that there exists a CT > 0 such that for all t ∈ [−T,+T], we haveFqm(t)− Fcl(t)B(L2(Rd )) ≤ CTǫ2. (3.6.4)
Remark 3.6.2 The implicit assumption on the flow φt is necessary in the magnetic
case, because under the remaining assumptions, its derivatives need not be bounded.
In case B = 0, the boundedness of the derivatives of the flow φt [Rob87, Lemma IV.9]
follows from writing down the equations of motion for its first-order derivatives
∂t
 ∇Txφt |∇Tξφt= A ∇Txφt |∇Tξφt
74
3.6 Semiclassical limit
where the matrix-valued function A contains only second-order derivatives of h and
applying Gronwall’s Lemma. Then one proceeds by induction to ensure that higher-
order derivatives are also bounded.
If one tries to imitate Robert’s proof in the magnetic case, however, one term ap-
pearing in A is of the form
∑d
j=1 ∂xkBl j ∂ξ jh, i. e. it contains first-order derivatives of
h. The right-hand side is not necessarily in BC∞(Ξ) – unless the magnetic field is
constant or first-order derivatives of the hamiltonian symbol h are already bounded.
From a physical perspective, the formulation of Theorem 3.6.1 is not satisfactory:
even the simplest physically relevant case, h(x ,ξ) = 1
2
ξ2 and non-constant B ∈ BC∞,
is not covered automatically. Certainly, this topic deserves more attention.
It turns out the proof can be written down a little more tidily if we separate off this
little lemma and prove it first:
Lemma 3.6.3 Assume that all the derivatives of the diffeormorphism φ ∈ C∞(Ξ,Ξ) are
bounded, i. e. for all a,α ∈ Nd0 with |a|+ |α| ≥ 1, we have∂ ax ∂ αξ φ j(x ,ξ)∞ <∞
for all j ∈ {1, . . . , 2d}, and let f ∈ Sm0 , m ∈ R. Then f ◦φ ∈ Sm0 and for all a,α ∈ Nd0 ,
the aαth seminorm for f ◦φ can be estimated from above by f ◦φ
m,aα ≤
∑
|b|≤|a|
|β|≤|α|
ϕbβ∞  f m,bβ <∞ (3.6.5)
where ϕbβ is a product of derivatives of φ.
Proof We have to show that all seminorms {‖·‖m,aα}a,α∈Nd0 of f ◦φ are bounded. Since
φ : Ξ−→ Ξ is a diffeomorphism, we have
‖ f ◦φ‖00 = sup
(x ,ξ)∈Ξ
 f ◦φ(x ,ξ)= sup
(x ,ξ)∈Ξ
 f (x ,ξ)= ‖ f ‖00.
For terms involving derivatives, we proceed by induction: consider a = 0 ∈ Nd0 and
αk := (δ1k, . . . ,δdk) ∈ Nd0 , for instance. Then by the chain rule, we can calculate the
first-order derivative:
∂ξk
 
f ◦φ= d∑
j=1

∂x j f ◦φ ∂ξkφ j + ∂ξ j f ◦φ ∂ξkφd+ j

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Hence, we can estimate the 0αkth seminorm by f ◦φ0αk = sup
(x ,ξ)∈Ξ
〈ξ〉−m ∂ξk  f ◦φ(x ,ξ)
≤
d∑
j=1
〈ξ〉−m ∂x j f ◦φ∞ ∂ξkφ j∞+
+
〈ξ〉−m ∂ξ j f ◦φ∞ ∂ξkφd+ j∞
≤
d∑
j=1
〈ξ〉−m ∂x j f ∞ ∂ξkφ j∞ + 〈ξ〉−m ∂ξ j f ∞ ∂ξkφd+ j∞
≤
d∑
j=1
 f 
m,a j0
∂ξkφ j∞ +  f m,0α j ∂ξkφd+ j∞<∞
Here a j = (δ1 j, . . . ,δd j) and α
j = (δ1 j, . . . ,δd j) are the multiindices whose entries are
all 0 except for the jth which is 1.
Similarly, we can estimate the seminorm of f ◦φ associated to ak = (δ1k, . . . ,δdk) ∈
Nd0 and α = 0 ∈ Nd0 by
 f ◦φ
m,ak0 ≤
d∑
j=1
 f 
m,a j0
∂xkφ j∞ +  f m,0α j ∂xkφd+ j∞ <∞.
Now we proceed by induction: let |a|+ |α| ≥ 1. Then ∂ ax ∂ αξ
 
f ◦φ is a sum of terms
of the type
ϕbβ ∂ bx ∂
β
ξ
f ◦φ
where ϕbβ is a product of derivatives of φ and |b| ≤ |a|,
β  ≤ |α|. Thus, the aα
seminorm of f ◦φ can be estimated by f ◦φm,aα ≤ ∑
|b|≤|a|
|β|≤|α|
ϕbβ∞  f m,bβ <∞
and f ◦φ ∈ Sm0 . 
Proof (Theorem 3.6.1) Let T > 0. By the assumptions on h and B, the hamiltonian
vector field
X Bh :=

0 +id
−id B

∇xh
∇ξh

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satisfies a global Lipschitz condition. Thus, by the Picard-Lindelöf theorem the hamil-
tonian flow φt exists globally in time and inherits the smoothness of X
B
h in (x ,ξ) ∈ Ξ
and t ∈ R [Arn06].
Since we have assumed all derivatives ofφt to be bounded, we can apply Lemma 3.6.3
to conclude f (t) = f ◦φt ∈ S00 = BC∞(Ξ) for all t ∈ R. Then its quantization Fcl(t) =
OpA
 
f (t)

defines a bounded selfadjoint operator on L2(Rd) (Theorem 2.4.1) whose
norm can be estimated from above by a finite number of seminorms of f (t).
The selfadjoint operator OpA(h) generates the strongly continuous one-parameter
evolution group e−i
t
ǫ
OpA(h) [RS72, Theorem VIII.8]. Thus, the quantum observable
Fqm(t) = e
+i t
ǫ
OpA(h)OpA( f ) e−i
t
ǫ
OpA(h) as composition of bounded linear maps on L2(Rd)
is also bounded.
Both, Fqm(t), Fcl(t) : S(R
d)⊂ L2(Rd)−→ L2(Rd)⊂ S ′(Rd) can be seen as elements
of L
 
S(Rd),S ′(Rd)

, the linear continuous operators between S(Rd) and S ′(Rd).
This point of view allows us to make the following formal manipulations rigorous: we
rewrite the difference Fqm(t)− Fcl(t) as an integral over a derivative (the Duahmel
trick),
Fqm(t)− Fcl(t) =
∫ t
0
ds
d
ds

e+i
s
ǫ
OpA(h)OpA
 
f (t − s) e−i sǫOpA(h)
=
∫ t
0
ds e+i
s
ǫ
OpA(h)

i
ǫ

OpA(h),OpA
 
f (t − s)+ d
ds
OpA
 
f (t − s) e−i sǫOpA(h)
=
∫ t
0
ds e+i
s
ǫ
OpA(h)OpA

i
ǫ
[h, f (t − s)]♯B −{h, f (t − s)}B

e−i
s
ǫ
OpA(h)
=O(ǫ2 |t|).
The integrand is the derivative of
I(t, s) := e+i
s
ǫ
OpA(h)OpA
 
f (t − s) e−i sǫOpA(h) ∈ L S(Rd),S ′(Rd).
This operator is also a bounded as a map from L2(Rd) to itself. We need to establish
that s 7→ I(t, s) is in C1 in the sense of L S(Rd),S ′(Rd), i. e. for all u, v ∈ S(Rd ), the
map
[−T,+T] ∋ s 7→  I(s, t)v,u∗= 〈u, I(s, t)v〉 ∈ C (3.6.6)
is in C1. Here, (·, ·) denotes the duality bracket on S ′(Rd) and 〈·, ·〉 the scalar product
on L2(Rd).
Combining the magnetic Caldéron-Vaillancourt theorem (Theorem 2.4.1) with in-
equality (3.6.5) of Lemma 3.6.3 and the smoothness of t 7→ φt , we find a bound of
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the operator norm of OpA
 
f (t− s) where the constants depend ϕbβt−s smoothly on
s, OpA  f (t − s)
B(L2(Rd ))
≤ C(d) max
|a|,|α|≤p(d)
∑
|b|≤|a|
|β|≤|α|
ϕbβt−s∞  f 0,bβ .
Since h ∈ S20 and f (t−s) ∈ S00 are in the magnetic Moyal algebra, they are continuous
as operators in L
 
S(Rd)

by Proposition 2.3.13. This means S(Rd) ⊂ D OpA(h) is
a core and s 7→ e−i sǫOpA(h) is strongly C1 on S(Rd). This establishes the continuity of
expression (3.6.6).
For notational simplicity, let us define u(s) := e−i
s
ǫ
OpA(h)u ∈D OpA(h) and v(s) :=
e−i
s
ǫ
OpA(h)v ∈ D OpA(h). We need to regularize expression (3.6.6) before differenti-
ating it with respect to s. For κ > 0, define
RAκ :=
 
iκOpA(h) + 1
−1
= 1
iκ
 
OpA(h) + i
κ
−1
which maps L2(Rd) onto D
 
OpA(h)

. The operators OpA(h), e−i
s
ǫ
OpA(h) and RAκ all
commute amongst each other by definition and from standard arguments, we con-
clude RAκ converges strongly to the identity as κ → 0. Since RAκ is essentially the
resolvent of a Hörmander class symbol, the Moyal resolvent exists and is a Hörman-
der symbol as well (Theorem 2.4.17),
rBκ :=
1
iκ
 
h− i
κ
(−1)B ∈ S−20 .
The Moyal resolvent inherits the commutativity properties of RAκ = Op
A(rBκ ), and us-
ing the composition law of Hörmander symbols (Theorems 3.5.1) and the magnetic
Caldéron-Vaillancourt theorem (Theorem 2.4.1), the Weyl quantization of rBκ ♯
Bh =
h♯B rBκ ∈ S00 of the product is bounded on L2(Rd). Thus, using u, v ∈ S(Rd) ⊂
D
 
OpA(h)

, we compute
d
ds
D
RAκu(s),Op
A  f (t − s)RAκv(s)E =
=
D
RAκ
d
ds
u(s),OpA
 
f (t − s)RAκv(s)E+
+
D
RAκu(s),

d
ds
OpA
 
f (t − s)RAκv(s)E+
+
D
RAκu(s),Op
A  f (t − s)RAκ dds v(s)E
=
i
ǫ
D
OpA(rBκ ♯
Bh)u(s),OpA
 
f (t − s)♯B rBκ

v(s)
E
+
− i
ǫ
D
OpA(rBκ )u(s),Op
A  f (t − s)OpA(rBκ ♯Bh)v(s)E+
+
D
u(s),

d
ds
OpA
 
rBκ
∗
♯B f (t − s)♯B rBκ

v(s)
E
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=
D
u(s),OpA

rBκ
∗
♯B
 
h♯B f (t − s)− f (t − s)♯Bh♯B rBκv(s)E+
+
D
u(s),

d
ds
OpA
 
rBκ
∗
♯B f (t − s)♯B rBκ

v(s)
E
. (3.6.7)
In the last step, we were able to shove OpA(rBκ ♯
Bh) into the other argument of the
scalar product since it defines a bounded operator.
Now we compute the remaining derivative in equation (3.6.7): for any u, v ∈
S(Rd), the magnetic Wigner transformWA(v,u) is an element of S(Ξ) (Lemma 2.2.13)
and rewriting the quantum expectation value as a phase space average (Lemma 2.2.15),
we can define the magnetic Weyl quantization for any F ∈ S ′(Ξ) via 
OpA(F)v,u∗

:=
 
F,WA(v,u)

S ′(Ξ)
where the right-hand side is the duality bracket on S ′(Ξ). For F ≡ f (t − s), the
time-derivative with respect to s is of tempered growth, i. e. we have the estimate{h, f (t − s)}B(x ,ξ)≤ C(s)〈ξ〉2 ≤ C〈ξ〉2,
with a constant C < ∞ that is independent of s due to equation (3.6.5) and the
smoothness of t 7→ φt . Hence, the integrand implicit in{h, f (t − s)}B,WA(v,u)
S ′(Ξ)
 ≤ ∫
Ξ
dX C〈ξ〉2
 WA(v,u)(X )<∞
can be bounded by something integrable independent of s ∈ [−T,+T] and we can
interchange differentiation with respect to s and integration by Dominated Conver-
gence,
d
ds

OpA
 
f (t − s)v,u∗= d
ds

f (t − s),WA(v,u)

S ′(Ξ)
=

d
ds
f (t − s),WA(v,u)

S ′(Ξ)
=−

{h, f (t − s)}B,WA(v,u)

S ′(Ξ)
=

−OpA {h, f (t − s)}Bv,u∗.
Finally, we will show that the difference
i
ǫ

OpA(h),OpA
 
f (t − s)+ d
ds
OpA
 
f (t − s) =
=OpA

i
ǫ
[h, f (t − s)]♯B −{h, f (t − s)}B

actually defines a bounded operator on L2(Rd): we use Theorem 3.5.2 to expand the
Moyal commutator asymptotically,
i
ǫ
[h, f (t − s)]♯B = {h, f (t − s)}B +O(ǫ2).
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Under the assumptions on h and f , we can show that the remainder (which is the
symmetrized version of the remainder in Theorem 3.5.2) is in BC∞(Ξ) and thus its
quantization is a bounded operator on L2(Rd) (Theorem 2.4.1): in the language of
the last section, the remainder as given by equation (3.5.9) is comprised of two terms:
the first contribution to the remainder, R2(x , ·, ·) (see equation (3.5.6)), contributes
3 qs and 3 ps in total. These are converted into third-order derivatives of both f
and h – which are by assumption BC∞(Ξ) functions. According to Lemma C.3.3, the
corresponding oscillatory integral yields a BC∞(Ξ) function.
The second contribution contains at least (1)+(2+2) = 5 qs (which are converted
into derivatives with respect to momentum), and at least 1 p. Of those derivatives, at
least 2 act on h and at least 2 act on f . Hence, by assumption on f and g, the second
contribution to the remainder is in symbol class BC∞(Ξ).
Hence, we have shown that i
ǫ
[h, f (t − s)]♯B − {h, f (t − s)}B = O(ǫ2) ∈ BC∞(Ξ).
Finishing the regularization argument above by letting κ→ 0 in equation (3.6.7) and
using magnetic Caldéron-Vaillancourt theorem (Theorem 2.4.1), we then get that
d
ds
D
u, e+i
s
ǫ
OpA(h)OpA
 
f (t − s) e−i sǫOpA(h)vE =
=
D
u, e+i
s
ǫ
OpA(h)OpA

i
ǫ
[h, f (t − s)]♯B − {h, f (t − s)}B

e−i
s
ǫ
OpA(h)v
E
=O(ǫ2).
Plugged into the original equation and invoking Theorem 2.4.1 once more, we can
estimate the operator norm of the difference Fqm(t)− Fcl(t) byFqm(t)− Fcl(t)B(L2(Rd )) ≤
≤
∫ t
0
ds
OpA i
ǫ
[h, f (t − s)]♯B − {h, f (t − s)}B

B(L2(Rd ))
≤ ǫ2 K |t| sup
|s|≤|t |
max
|a|,|α|≤p(d)
 i
ǫ
[h, f (t − s)]♯B − {h, f (t − s)}B

aα
≤ Cǫ2 |t|
for some finite constants K and C . This concludes the proof. 
A simple corollary is a semiclassical limit for states:
Corrolary 3.6.4 (Semiclassical limit for states) In addition to the assumptions on h
and B made in Theorem 3.6.1, let u ∈ L2(Rd). Then the classically evolved signed
probability measure
µcl(t) := (2π)
−d/2 WA(u,u) ◦φ−t (3.6.8)
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approximates the quantum mechanically evolved state
µqm(t) := (2π)
−d/2 WA
 
u(t),u(t)

(3.6.9)
with u(t) := e−i
t
ǫ
OpA(h)u up to errors of O(ǫ2) in the sense that∫
Ξ
dX f (X )
 
µqm(t)

(X )−  µcl(t)(X ) =O(ǫ2) ∀ f ∈ S(Ξ) (3.6.10)
holds for any t ∈ [−T,+T].
Proof The proof rests on a simple extension of Lemma 2.2.15 to include u ∈ L2(Rd),
Liouville’s theorem [MR99, Propositions 5.2.2 and 5.4.2] and the semiclassical limit
for observables (Theorem 3.6.1). 
3.7 Relation between magnetic and ordinary Weyl calculus
In a previous work [IMP07], Iftimie et al have investigated the relation between mag-
netic Weyl quantization and regular Weyl quantization combined with minimal sub-
stitution, the ‘usual’ recipe to couple a quantum system to a magnetic field. However,
since there were no small parameters ǫ and λ, we have to revisit their statements and
adapt them to the present case.
Let us define ϑAλ(X ) := ξ− λA(x) as coordinate transformation which relates mo-
mentum and kinetic momentum. With a little abuse of notation, we will also use
f ◦ ϑA
λ
(X ) := f (x ,ϑA
λ
(X )) to transform functions. In general, OpA
ǫ,λ( f ) 6= Opǫ( f ◦ ϑAλ)
since the latter is not manifestly covariant. However, we would like to be able to
compare results obtained with magnetic Weyl calculus to those obtained with usual
Weyl calculus and minimal substitution. To show how the two calculi are connected,
we need to make slightly stronger assumptions on the magnetic vector potential. This
may appear contrary to the spirit of the rest of the paper where it has been empha-
sized that restrictions should be placed on the magnetic field. The necessity arises,
because usual, non-magnetic Weyl calculus is used in this section.
Assumption 3.7.1 We assume that the magnetic field B is such that we can find a vector
potential A whose components satisfy∂ ax Al (x)≤ Ca , ∀1≤ l ≤ d, |a| ≥ 1, a ∈ Nd0 .
In particular, this implies that the magnetic field B = dA satisfies Assumption 3.1.5,
i. e. its components are BC∞ functions. It is conceptually useful to introduce the line
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integral
ΓA(x , y) :=
∫ 1
0
ds A
 
x + s(y − x) (3.7.1)
which is related to the circulation ΓA([x , y]) = (y− x) ·ΓA(x , y); similarly, the scaled
line integral is defined as ΓA
ǫ
([x , y]) =: (y − x) · ΓA
ǫ
(x , y). This allows us to rewrite
the integral kernel of a magnetic pseudodifferential operator OpA
ǫ,λ( f ) for f ∈ Smρ,0 as
K f ,ǫ,λ(x , y) =
∫
Rd
∗
dη e−i y ·η f
  ǫ
2
(x + y),η−λΓAǫ(x , y)

. (3.7.2)
If we had used minimal substitution instead, then we would have to replace the line
integral ΓAǫ(x , y) by its mid-point value A
  ǫ
2
(x + y)).
Theorem 3.7.2 ([IMP07]) Assume the magnetic field satisfies Assumption 3.7.1. Then
for any f ∈ Smρ,0 there exists a unique g ∈ Smρ,0 such that OpAǫ,λ( f ) = Opǫ(g ◦ϑAλ). g can
be expressed as an asymptotic series g ≍
∑∞
n=0
∑n
k=1 ǫ
nλk gn,k, where gn,k ∈ Sm−(n+k)ρρ,0
for all n≥ 1, and
n∑
k=1
λk gn,k(x ,ξ) = (3.7.3)
= ǫ−n
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ−λΓA(x + ǫ
2
y, x − ǫ
2
y) +λA(x)

y=0
.
Only terms with even powers of ǫ contribute, i. e. gn,k = 0 for all n ∈ 2N0+1, 1≤ k ≤ n.
In particular we have g0,0 = f , g1,0 = 0, g1,1 = 0 and f − g ∈ Sm−3ρρ,0 .
Remark 3.7.3 The reason that only even powers of ǫ contribute can be traced back
to the symmetry of ΓAǫ(x , y) = +Γ
A
ǫ(y, x). Note that this is consistent with what was
said in the introduction, ΓAǫ([x , y]) = (y − x) ·ΓAǫ([x , y]) is indeed odd.
Proof The proof is virtually identical to the proof of Proposition 6.7 in [IMP07]; we
will only specialize the formal part to the present case, the rigorous justification can
be found in the reference.
For a symbol f ∈ Smρ,0, the integral kernel of its magnetic quantization is given by
equation (3.7.2). On the other hand, it is clear how to invert OpA
ǫ,λ for λ = 0, A≡ 0:
we apply the non-magnetic Wigner transform Wǫ :=W
A≡0
ǫ,λ=0 to the magnetic integral
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kernel of OpA
ǫ,λ( f ):
WǫK f ,ǫ,λ(X ) =
∫
Rd
dy e−i y ·ξ K f ,ǫ,λ
  x
ǫ
+
y
2
, x
ǫ
− y
2

=
∫
Rd
dy
∫
Rd
∗
dη ei y ·η f
 
x ,η+ξ−λΓA x + ǫ
2
y, x − ǫ
2
y

Since we have a separation of scales, we can expand ΓA
 
x + ǫ
2
y, x − ǫ
2
y

in powers
of ǫ up to some even N . We will find that only even powers of ǫ survive – which
immediately explains the absence of the first-order correction,
ΓA
 
x + ǫ
2
y,x − ǫ
2
y

=
∫ +1/2
−1/2
ds
 N∑
n=0
ǫnsn
∑
|a|=n
∂ ax A(x) y
a + RN (s, x , y)

=
N/2∑
n=0
ǫ2n

1
2
2n 1
2n+ 1
∑
|a|=2n
∂ ax A(x) y
a +
∫ +1/2
−1/2
ds RN (s, x , y).
The remainder is bounded since it is the integral of a C∞pol function over the compact
set [−1/2,+1/2]× [0,1]. In any event, The exact value will not matter if we choose N
large enough as we set y = 0 in the end.
A Taylor expansion of f
 
x ,η+ξ−λΓA x+ ǫ
2
y, x− ǫ
2
y

around η−λΓA and some
elementary integral manipulations formally yield for the nth term of the expansion
ǫn
n∑
k=1
λk gn,k(x ,ξ− λA(x)) (3.7.4)
=
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ−λΓA(x + ǫ
2
y, x − ǫ
2
y)

y=0
where we substitute the expansion above for ΓA. Each derivative in y will give one
factor of ǫ, i. e. we will have n altogether. On the other hand, we have at least 1 and
at most n factors of λ. Only even powers in ǫ contribute, because the expansion of
ΓA
 
x + ǫ
2
y, x − ǫ
2
y

contains only even powers of y . Furthermore, all terms in this
sum are bounded functions in x , because derivatives of A are bounded by assumption.
To show that gn,k is in symbol class S
m−(n+k)ρ
ρ,0 , we need to have a closer look at
equation (3.7.4): the only possibility to get k factors of λ is to derive ∂ a
ξ
f
 
x ,ξ −
λΓA(x+ ǫ
2
y, x− ǫ
2
y)

k times with respect to y . Each of these y derivatives becomes
an additional derivative of ∂ a
ξ
f with respect to momentum. Hence, there is a total of
|a|+ k = n+ k derivatives with respect to ξ.
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The rigorous justification that these integrals exist can be found in [IMP07, Proposi-
tion 6.7]. 
Remark 3.7.4 If we are interested in a one-parameter expansion in ǫ only, then
gn(X ) := ǫ
−n
∑
|a|=n
1
a!
 
i∂y
a
∂ aξ f
 
x ,ξ−λΓA(x + ǫ
2
y, x − ǫ
2
y) + λA(x)

y=0
gives the nth order correction in ǫ.
Proposition 3.7.5 ([IMP07]) The converse statement also holds: if the magnetic field
satisfies Assumption 3.7.1, then for each g ∈ Smρ,0 there exists a unique f ∈ Smρ,0 such that
Opǫ(g ◦ ϑAλ) = OpAǫ,λ( f ), f ≍
∑∞
n=0
∑n
k=1 ǫ
nλk fn,k, fn,k ∈ Sm−(n+k)ρρ,0 , can be expressed
as a formal power series in ǫ where the nth term is given by
n∑
k=1
λk fn,k(x ,ξ) = (3.7.5)
= ǫ−n
∑
|a|=n
1
a!
(i∂y)
a ∂ aξ f  x ,ξ+ λΓAǫ(x − y/2, x + y/2)−λA(x)y=0
In particular we have f0,0 = g, f1,0 = 0, f1,1 = 0 and g − f ∈ Sm−3ρρ,0 .
Proof This proof works along the same lines: one magnetically Wigner-transforms
the kernel of the operator Opǫ( f ◦ ϑAλ), we refer to [IMP07, Proposition 6.9] for de-
tails. 
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4 Chapter 4Magnetic Space-adiabatic
Perturbation Theory
The motivation to rigorously derive an asymptotic expansion of the magnetic Weyl
product came from the side of applications: in 2002, Panati, Spohn and Teufel have
presented a generic recipe to derive effective dynamics for systems with two inher-
ent scales [PST03b]. Their technique, space-adiabatic perturbation theory, has been
successfully applied to numerous physical problems, e. g. Born-Oppenheimer systems
[PST03b; PST07], the non- and semirelativistic limit of the Dirac equation [Teu03;
Lei10; FL13] and piezoelectricity [Lei05; PST09].
The derivation uses usual, non-magnetic Weyl calculus to derive an effective hamil-
tonian order-by-order in an adiabatic parameter ǫ via recursion relations and the
asymptotic expansion of the Weyl product. This effective hamiltonian then generates
the effective dynamics on some smaller reference Hilbert space. In many cases, the
electromagnetic field is the perturbation and usual Weyl calculus is not well-adapted
to this situation since its formalism is oblivious to the magnetic field. In order to
make derivations into theorems, additional technical conditions have to be placed on
B: one often assumes that the magnetic field is such that there exists a vector poten-
tial A whose components are of class BC∞(Rd). If one tries a little harder, one can
weaken this assumption: B must be such that there exists a smooth vector potential
whose derivatives are all bounded, i. e. for all a ∈ Nd0 , |a| ≥ 1, there exists Ca > 0
such that
∂ ax A j(x) ≤ Ca holds for all x ∈ Rd . This allows the vector potential to
grow linearly and one can cover the case of constant magnetic field. These conditions
imposed on A are unnecessary and – from the point of view of magnetic Weyl calculus
– unnatural.
Replacing usual Weyl calculus with its magnetic variant solves this problem. The
pseudodifferential parts of the proofs in [PST03b] hinge on the following facts:
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(i) The ability to quantize Hörmander-class symbols [MP04].
(ii) A magnetic version of the Caldéron-Vaillancourt theorem [IMP07].
(iii) An asymptotic expansion of the magnetic Weyl product for Hörmander-class
symbols (Chapter 3 and [Lei10]).
The application of magnetic pseudodifferential techniques to space-adiabatic pertur-
bation theory has been worked out in detail for two particular cases: the non- and
semirelativistic limit of the Dirac equation was the first example. Expanding upon
Fürst’s diploma thesis [Für08] where traditional Weyl calculus was still used, Fürst
and I have shown how one can derive the non- and semirelativistic limit of the Dirac
equation from first principles [FL13]. A choice of scaling in the momentum operator
determines which limit one obtains in the end.
The second application which I want to present here in detail is a joint work with
Giuseppe De Nittis [DL11]. It is concerned with a standard model of a crystalline
solid: if one neglects electron-electron interactions, one can start with a simple single-
particle model where an electron moves in the electric field that is generated by the
ionic cores and all other electrons. This interaction is subsumed by a lattice-periodic
potential. One is then interested in the currents induced by external, macroscopic
electromagnetic fields.
4.1 The model
The model hamiltonian we are considering is given by
Hˆ ≡ Hˆ(ǫ,λ) := 1
2
 −i∇x −λA(ǫ xˆ)2 + VΓ( xˆ) +φ(ǫ xˆ) (4.1.1)
and acts on L2(Rdx). Just as in Chapter 3, ǫ is the semiclassical parameter and λ
quantifies the coupling to the magnetic field. We will always make the following
assumptions on the external fields:
Assumption 4.1.1 (Electromagnetic fields) We assume that the components of the
external (macroscopic) magnetic field B and the electric potential φ are BC∞(Rd) func-
tions, i. e. smooth, bounded functions with bounded derivatives to any order.
Remark 4.1.2 All vector potentials A associated to magnetic fields B = dA with com-
ponents in BC∞(Rd) are always assumed to have components in C∞pol(R
d). This is
always possible as one could pick the transversal gauge,
Ak(x) :=−
n∑
j=1
∫ 1
0
ds Bk j(sx) sx j .
4.1 The model
This is to be contrasted with the original work of Panati, Spohn and Teufel [PST03a]
where the vector potential had to have components in BC∞(Rd).
The potential generated by the nuclei and all other electrons VΓ is periodic with re-
spect to the crystal lattice [CDL08a; CDL08b]
Γ :=
n
γ ∈ Rd | γ =
∑d
j=1α je j, α j ∈ Z
o
(4.1.2)
and assumed to be infinitesimally bounded with respect to− 1
2
∆x . By Theorem XIII.96
in [RS78], this is ensured by the following
Assumption 4.1.3 (Periodic potential) We assume that VΓ is Γ-periodic, i. e. VΓ(·+
γ) = VΓ for all γ ∈ Γ, and
∫
M
dy
VΓ(y)<∞.
Under these assumptions, Hˆ defines an essentially selfadjoint operator on C∞0 (R
d
x) ⊂
L2(Rdx).
The dual lattice Γ∗ is spanned by the dual basis {e∗1, . . . , e∗d}, i. e. the set of vectors
which satisfy e j · e∗k = 2πδk j. The assumption on VΓ ensures the unperturbed periodic
hamiltonian
Hˆper =
1
2
(−i∇x)2 + VΓ (4.1.3)
defines a selfadjoint operator on the second Sobolev space H2(Rd) and gives rise to
Bloch bands in the usual manner (see Chapter 4.2.1): the Bloch-Floquet-Zak trans-
form (Zak transform) fibers Hˆper into
Z HˆperZ
−1 =: HˆZper =
∫ ⊕
M ∗
dk HZper(k) :=
∫ ⊕
M ∗
dk

1
2
 −i∇y + k2 + VΓ(y)
where we have introduced the Brillouin zone
M∗ :=
n
k ∈ Rd | k =
∑d
j=1α je
∗
j , α j ∈ [−1/2,+1/2]
o
(4.1.4)
as fundamental cell in reciprocal space. For each k ∈ M∗, the eigenvalue equation
Hper(k)ϕn(k) = En(k)ϕn(k), ϕn(k) ∈ L2(Tdy) := L2(Rd/Γ),
is solved by the Bloch function associated to the nth band. Assume for simplicity we
are given a band E∗ which does not intersect or merge with other bands (i. e. there is
a local gap in the sense of Assumption 4.3.1). Then common lore is that transitions
to other bands are exponentially suppressed and the effective dynamics for an initial
state localized in the eigenspace associated to E∗ is generated by E∗(−i∇x) [GP03;
AM01].
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If we switch on a constant magnetic field, no matter how weak, the Bloch bands are
gone as there is no Zak decomposition with respect to Γ for hamiltonian (4.1.1). As
a matter of fact, the spectrum of Hˆ is a Cantor set [Gru01] if the flux through the
Wigner-Seitz cell
M :=
n
y ∈ Rd | y =
∑d
j=1α je j , α j ∈ [−1/2,+1/2]
o
(4.1.5)
is irrational. Even if the flux through the unit cell is rational, we recover only magnetic
Bloch bands that are associated to a larger lattice Γ′ ⊃ Γ. A natural question is if it
is at all possible to see signatures of nonmagnetic Bloch bands if the applied magnetic
field is weak?
Our main result, Theorem 4.4.1, answers this question in the positive in the follow-
ing sense: if the electromagnetic field varies on the macroscopic level, i. e. ǫ≪ 1, then
to leading order the dynamics is still generated by E∗
 −i∇x −λA(ǫ xˆ)+φ ǫ xˆ (de-
fined as the magnetic Weyl quantization of E∗(k)+Φ(r) via equation (4.2.8)). Hence,
the dynamics are dominated by the Bloch bands even in the presence of a weak mag-
netic field. Furthermore, we can derive corrections to any order in ǫ in terms of Bloch
bands, Bloch functions, the magnetic field and the electric potential. We do not need
to choose a ‘nice’ vector potential for B, in fact, in all of the calculations only the
magnetic field B enters.
Let us now explain why we have chosen to include three expansion parameters
in the initial hamiltonian Hˆ ≡ Hˆ(ǫ,λ). Our goal is to model an experimental setup
that applies an external, i. e. macroscopic electric and magnetic field. The parameter
ǫ ≪ 1 relates the microscopic scale as given by the crystal lattice to the scale on
which the external fields vary. We always assume ǫ to be small. It is quite easy to
fathom an apparaturs where electric and magnetic field can be regulated separately
by, say, two dials. We are interested in the case where we can selectively switch off the
magnetic field. Assume, we can regulate the strength of the magnetic field by varying
the relative amplitude λ≤ 1,
Bǫ,λ(x) :=ǫλB(ǫx)
Eǫ(x) :=ǫE(ǫx).
Then we can take the limit Bǫ,λ → 0 without changing the external electric field Eǫ.
4.2 Rewriting the problem
As a preliminary step, we will rewrite the problem: first, we extract the Bloch band
picture via the Zak transform and then we reinterpret the Zak -transformed hamil-
tonian as magnetic quantization of an operator-valued symbol. We insist we only
rephrase the problem, no additional assumptions are introduced.
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4.2.1 The Bloch-Floquet-Zak transform
Usually, one would exploit lattice periodicity by going to the Fourier basis: each Ψ ∈
S(Rdx) ⊂ L2(Rdx) is mapped onto
(FΨ)(k, y) :=
∑
γ∈Γ
e−ik·y Ψ(y + γ)
and the corresponding representation is usually called Bloch-Floquet representation.
It is easily checked that
(FΨ)(k− γ∗, y) = (FΨ)(k, y) ∀γ∗ ∈ Γ∗
(FΨ)(k, y − γ) = e−ik·γ(FΨ)(k, y) ∀γ ∈ Γ
holds and FΨ can be written as
(FΨ)(k, y) = eik·y u(k, y)
where u(k, y) is Γ-periodic in y and Γ∗-periodic up to a phase in k. For technical
reasons, we prefer to use a variant of the Bloch-Floquet transform introduced by Zak
[Zak68] which maps Ψ ∈ S(Rdx ) onto u,
(ZΨ)(k, y) :=
∑
γ∈Γ
e−ik·(y+γ)Ψ(y + γ). (4.2.1)
The Zak transform has the following periodicity properties:
(ZΨ)(k− γ∗, y) = e+iγ∗ ·y (ZΨ)(k, y) =: τ(γ∗) (ZΨ)(k, y) ∀γ∗ ∈ Γ∗ (4.2.2)
(ZΨ)(k, y − γ) = (ZΨ)(k, y) ∀γ ∈ Γ
τ is a unitary representation of the group of dual lattice translations Γ∗. By density,
Z immediately extends to L2(Rdx) and it maps it unitarily onto
Hτ :=
n
ψ ∈ L2loc
 
Rdk , L
2(Tdy)
 ψ(k− γ∗) = τ(γ∗)ψ(k) a. e. ∀γ∗ ∈ Γ∗o, (4.2.3)
which is equipped with the scalar product


ϕ,ψ

τ :=
∫
M ∗
dk


ϕ(k),ψ(k)

L2(Tdy )
.
It is obvious from the definition that the left-hand side does not depend on the choice
of the unit cell M∗ in reciprocal space. The Zak representation of momentum and
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position operator on L2(Rdx), equipped with the obvious domains, can be computed
directly,
Z(−i∇x)Z−1 = idL2(M ∗) ⊗ (−i∇y) + kˆ⊗ idL2(Tdy ) ≡−i∇y + k (4.2.4)
Z xˆZ−1 = i∇τk ,
where we have used the identification Hτ ∼= L2(M∗) ⊗ L2(Tdy). The superscript τ
on i∇τk indicates that the operator’s domain Hτ ∩ H1loc
 
Rd , L2(Tdy)

consists of τ-
equivariant functions (see equation (4.2.3)). The Zak transformed domain for mo-
mentum −i∇y + k is L2(M∗)⊗ H1(Tdy). Since the phase factor τ depends on y , the
Zak transform of xˆ does not factor — unless we consider Γ-periodic functions, then
we have
ZVΓ( xˆ)Z
−1 = idL2(M ∗) ⊗ VΓ( yˆ)≡ VΓ( yˆ).
Equations (4.2.4) immediately give us the Zak transform of Hˆ, namely
HˆZ := Z HˆZ−1 = 1
2
 −i∇y + k−λA(iǫ∇τk )2 + VΓ( yˆ) +φ(iǫ∇τk), (4.2.5)
which defines an essentially selfadjoint operator on ZC∞0 (R
d
x). If the external electro-
magnetic field vanishes, the hamiltonian
HˆZper := Z HˆperZ
−1 =
∫ ⊕
M ∗
dk HZper(k) (4.2.6)
fibers into a family of operators on L2(Tdy) indexed by crystal momentum k ∈ M∗.
τ-equivariance relates HZper(k− γ∗) and HZper(k) via
HZper(k− γ∗) = τ(γ∗)HZper(k)τ(γ∗)−1 ∀γ∗ ∈ Γ∗
which, among other things, ensures that Bloch bands {En}n∈N, i. e. the solutions to
the eigenvalue equation
HZper(k)ϕn(k) = En(k)ϕn(k), ϕn(k) ∈ L2(Tdy),
are Γ∗-periodic functions. Standard arguments show that HZper(k) has purely discrete
spectrum for all k ∈ M∗ and if Bloch bands are ordered by magnitude, they are
smooth functions away from band crossings. Similarly, the Bloch functions k 7→ ϕn(k)
are smooth if the associated energy band En does not intersect with or touch others
[RS78].
The next subsection shows that the effect of introducing an external electromag-
netic field can be interpreted as “replacing” the direct integral with themagnetic quan-
tization of HZper+φ.
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4.2.2 Equivariant magnetic Weyl calculus
For technical reasons, we must adapt magnetic Weyl calculus to deal with equivari-
ant, unbounded operator-valued functions. We follow the general strategy outlined
in [PST03a], but we need to be more careful as the roles of Q and PA are not inter-
changeable if B 6= 0. We would like to reuse results for Weyl calculus on T ∗Rd – in
particular, the two-parameter expansion of the product (equation (3.5.1)). Consider
the building block kinetic operators macroscopic position R and crystal momentum
KA,
R= iǫ∇k ⊗ idL2(Tdy ) ≡ iǫ∇k (4.2.7)
KA = kˆ− λA(R),
in momentum representation: they define selfadjoint operators whose domains are
dense in L2
τ′
 
Rdk , L
2(Tdy)

where τ′ stands for either τ : γ∗ 7→ e−iγ∗· yˆ or 1 : γ∗ 7→ 1.
The elements of this Hilbert space can be considered as vector-valued tempered dis-
tributions with special properties as L2
τ′
 
Rdk , L
2(Tdy)

can be continuously embedded
into S ′
 
Rdk , L
2(Tdy)

. For simplicity, let us ignore questions of domains and assume
that h ∈ BC∞ T ∗Rdx ,B L2(Tdy) is a bounded operator-valued function. Then its
magnetic Weyl quantization
OpA(h) :=
1
(2π)d
∫
dr
∫
dk (Fσh)(r, k)W
A(r, k) (4.2.8)
defines a continuous operator from S
 
Rdk , L
2(Tdy)

to itself which has a continuous
extension as an operator from S ′
 
Rdk , L
2(Tdy)

to itself [MP04, Proposition 21]. Here,
the corresponding Weyl system
WA(r, k) := e−iσ((r,k),(R,K
A)) ⊗ idL2(Tdy ) ≡ e
−i(k·R−r·KA)
is defined in terms of the building block operators KA and R and acts trivially on
L2(Tdy). The Weyl product f ♯
B g of two suitable distributions associated to the quan-
tization OpA is also given by a suitable reinterpretation of equation (3.5.1) as f
and g are now operator-valued functions. Furthermore, we can also develop f ♯B g
asymptotically in ǫ and λ, see Theorem 3.5.2. To see this, we remark that the dif-
ference between the products associated to OpA and OpA is two-fold: first of all,
OpA is a position representation while OpA is a momentum representation. Let Op′A
be the magnetic Weyl quantization defined with respect to R′ := F−1RF = ǫ rˆ and
K′A := F−1KAF = −i∇r − λA(ǫ rˆ), i. e. the position representation. By Proposi-
tion 3.1.2, these two are unitarily equivalent representations of the same algebra
of observables and thus have the same Weyl product.
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Secondly, the functions which are to be quantized by OpA and OpA take values in C
and the bounded operators on L2(Tdy), respectively. The interested reader may check
the proofs regarding the various properties of the product ♯B in [MP04; IMP07] and
Chapter 3 can be generalized to accommodate operator-valued functions, including
Hörmander symbols.
Definition 4.2.1 (Hörmander symbols Sm
ρ,0
 
B(H1,H2)

) Let m ∈ R, ρ ∈ [0,1] and
H1, H2 be separable Hilbert spaces. Then a function f is said to be in S
m
ρ,0
 
B(H1,H2)

if and only if for all a,α ∈ Nd0 the seminorms f 
m,aα := sup
(x ,ξ)∈T ∗Rd
p
1+ ξ2
−(m−|α|ρ)∂ ax ∂ αξ f (x ,ξ)B(H1 ,H2) <∞
are finite where ‖·‖B(H1 ,H2) denotes the operator norm on B(H1,H2). In case ρ = 1,
one also writes Sm := Sm1
Hörmander symbols which have an expansion in ǫ that is uniform in the small param-
eter are called semiclassical.
Definition 4.2.2 (Semiclassical symbols ASmρ
 
B(H1,H2)

) A map f : [0,ǫ0) −→
Smρ,0, ǫ 7→ fǫ is called a semiclassical symbol of order m ∈ R and weight ρ ∈ [0,1], that
is f ∈ ASm
ρ
, if there exists a sequence { fn}n∈N0 , fn ∈ S
m−nρ
ρ,0 ρ, such that for all N ∈ N0,
one has
ǫ−N
 
fǫ −
N−1∑
n=0
ǫn fn
!
∈ Sm−Nρρ,0 ρ
uniformly in ǫ in the sense that for any N ∈ N0 and a,α ∈ Nd0 , there exist constants
CNaα > 0 such that  fǫ −
N−1∑
n=0
ǫn fn

m−Nρ,aα
≤ CNaα ǫN
holds for all ǫ ∈ [0,ǫ0). If ρ = 1, then one abbreviates ASm1 with ASm.
Lastly, in applications, we τ-equivariant symbols are of particular importance.
Definition 4.2.3 (τ-equivariant symbols AC∞τ
 
B(H1,H2)

) Assume τ j : Γ
∗ −→ U(H j),
j = 1,2, are unitary ∗-representations of the group Γ∗. Then f ∈ AS00 is τ-equivariant,
i. e. an element of AC∞
τ
 
B(H1,H2)

, if and only if
f (k− γ∗, r) = τ2(γ∗) f (k, r)τ1(γ∗)−1
holds for all k ∈ Rd , r ∈ Rd and γ∗ ∈ Γ∗.
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Now the reader is in a position to translate the results derived in Appendix B of
[Teu03] to the context of magnetic Weyl calculus. These results are essential for the
rigorous derivation of effective dynamics. We caution that we do not need to have
position and momentum switch roles (see Warning in the reference), thus simplifying
some of the arguments.
4.3 The magnetic Bloch electron as a
space-adiabatic problem
Our tool of choice to derive effective dynamics is space-adiabatic perturbation theory
[PST03b; PST03a; Teu03] which uses pseudodifferential techniques to derive pertur-
bation expansions order-by-order in a systematic fashion. We adapt their results by
replacing ordinary Weyl calculus with magnetic Weyl calculus. Adiabatic decoupling
only hinges on ǫ≪ 1 and does not rely on λ to be small.
4.3.1 Slow variation: the adiabatic point of view
The insight of [PST03a] was that the slow variation of the external electromagnetic
field (quantified by ǫ ≪ 1) leads to a decoupling into slow (macroscopic) and fast
(microscopic) degrees of freedom. This is characteristic of adiabatic systems whose
three main features are
(i) A distinction between slow and fast degrees of freedom: the original (physical)
Hilbert spaceH = L2(Rdx) is decomposed unitarily into a slow and a fast compo-
nent, Hslow ⊗Hfast := L2(M∗)⊗ L2(Tdy), in which the unperturbed hamiltonian
is block diagonal (see diagram (4.3.1)). The fast dynamics happen within a unit
cell M whereas the slow dynamics describe the motion across unit cells.
(ii) A small, dimensionless parameter ǫ that quantifies the separation of spatial scales.
In our situation, ǫ≪ 1 relates the variation of the external electromagnetic field
to the microscopic scale as given by the lattice constant. In addition, we have
an additional parameter λ which quantifies the coupling to the magnetic field.
However, only the semiclassical parameter ǫ is crucial for adiabatic decoupling
and λ may even be set equal to 1.
(iii) A relevant part of the spectrum, i. e. a subset of the spectrum which is separated
from the remainder by a gap. We are interested in the dynamics associated to a
family of Bloch bands {En}n∈I that does not intersect or merge with bands from
the remainder of the spectrum.
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Assumption 4.3.1 (Gap condition) The spectrum of HˆZper satisfies the gap condition,
i. e.
there exists a family of Bloch bands {En}n∈I , I = [I−, I+]∩N0 such that
inf
k∈M ∗
dist
⋃
n∈I
{En(k)},
⋃
j 6∈I
{E j(k)}

=: Cg > 0.
The spectral gap ensures that transitions from and to the relevant part of the spectrum
are exponentially suppressed. Band crossings within the relevant part of the spectrum
are admissible, though.
In the original publication, an additional assumption was made on the existence of a
smooth, τ-equivariant basis, a condition that is equivalent to the triviality of a certain
U(N) bundle over the torus Tdk where N := |I| is the number of bands including
multiplicity. At least for the physically relevant cases, i. e. d ≤ 3, Panati has shown
that this is always possible for nonmagnetic Bloch bands [Pan07]. For d ≥ 4, our
results still hold if we add
Assumption 4.3.2 (Smooth frame (d ≥ 4)) If d ≥ 4, we assume there exists an ortho-
normal basis (called smooth frame) {ϕ j(·)} j=1,...,|I| of whose elements are smooth and
τ-equivariant with respect to k, i. e. ϕ j(· − γ∗) = τ(γ∗)ϕ j(·) for all γ∗ ∈ Γ∗ and for all
j ∈ {1, . . . , |I|}.
Let us consider the unperturbed case, i. e. in the absence of an external electromag-
netic field. Then the dynamics on Hτ is generated by Hˆ
Z
per =
∫ ⊕
M ∗
dk HZper(k). Each
fiber hamiltonian HZper(k) is an operator on the fast Hilbert space Hfast = L
2(Tdy).
Then πˆ0 =
∫ ⊕
M ∗
dkπ0(k) is the projection onto the relevant part of the spectrum, i. e.
π0(k) :=
∑
n∈I
|ϕn(k)〉〈ϕn(k)|.
Even though the ϕn(k) may not be continuous at eigenvalue crossings, the projection
k 7→ π0(k) is due to the spectral gap. Associated to the relevant band is a (non-
unique) unitary uˆ0 =
∫ ⊕
M ∗
dk u0(k) which “straightens” Hτ into L
2(M∗k )⊗ L2(Tdy): for
each k ∈ M∗, we define
u0(k) :=
∑
n∈I
|χn〉〈ϕn(k)|+ u⊥0 (k)
where χn ∈ L2(Tdy), n ∈ I, are fixed vectors independent of k and u⊥0 (k) (also non-
unique) acts on the complement of ranπ0(k) and is such that uˆ0 is a proper unitary.
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Even though this means u0 is not unique, the specific choices of the {χn}n∈I and u⊥0
will not enter the derivation. Then we can put all parts of the puzzle into a diagram:
L2(Rdx) Hτ
Z //
Z−1πˆ0Z L
2(Rdx)
Z−1πˆ0Z
✤
✤
✤
✤
πˆ0Hτ
//❴❴❴❴
πˆ0

L2(M∗)⊗ L2(Tdy)
uˆ0 //
L2(M∗)⊗CN
Πref

//❴❴❴❴❴
e−i
t
ǫ Hˆ

e−i
t
ǫ Hˆ
Z

e−i
t
ǫ hˆeff0
GG
(4.3.1)
The reference projection Πref = idL2(M ∗)⊗πref acts trivially on the first factor, L2(M∗),
and projects via πref =
∑N
j=1 |χ j〉〈χ j |= u0(k)π0(k)u∗0(k) onto an N -dimensional sub-
space of L2(Tdy). We will identify πrefL
2(Tdy) with C
N when convenient.
The dynamics in the lower-right corner is generated by the effective hamiltonian
hˆeff 0 := Πref uˆ0 Hˆper uˆ
∗
0Πref
which reduces to En(kˆ) if the relevant part of the spectrum consists of an isolated
Bloch band.
4.3.2 Effective quantum dynamics to any order
Now the question is whether a similar diagram exists in the presence of the perturba-
tion, i. e. whether there exist a projection Π, a unitary U and an effective hamiltonian
hˆeff that take the place of πˆ0, uˆ0 and hˆeff 0? This has been answered in the positive for
magnetic fields that admit BC∞(Rd ,Rd ) vector potentials in [PST03a] where these
objects are explicitly constructed by recursion. We replace standard Weyl calculus
used in the original publication with its magnetic variant (see Chapter 4.2.2) and
use the two-parameter asymptotic expansion of the magnetic Weyl product recently
derived in Chapter 3. This technique naturally allows for the treatment of magnetic
fields with components in BC∞ and lifts the previous restriction that the magnetic
vector potential must have components in BC∞.
The construction is a “defect construction” where recursion relations derived from
Π2 = Π

Π, HˆZ

= 0
U∗ U = idHτ , U U
∗ = idL2per(M ∗)⊗L2per(M) U ΠU
∗ = Πref
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relate the nth term to all previous terms. These four conditions merely character-
ize that Π and U are still a projection and a unitary (first column) and adapted to
the problem (second column). These equations can be translated via magnetic Weyl
calculus to
π♯Bπ= π+O(ǫ∞)

π,HZ

♯B =O(ǫ
∞) (4.3.2)
u♯Bu∗ = 1+O(ǫ∞) = u∗♯Bu u♯Bπ♯Bu∗ = πeff +O(ǫ
∞).
For technical reasons, OpA(u) and U , for instance, agree only up to an error that is
arbitrarily small in ǫ with respect to the operator norm,
U =OpA(u) +O‖·‖(ǫ
∞).
Let us now state the main result of the paper:
4.4 Adiabatic decoupling
We now consider case 1 in detail: here, the strength of the magnetic field can be
changed by varying the coupling constant λ≤ 1. The hamiltonian we start with is the
Zak transform of Hˆ , i. e. equation (4.2.5).
The aforementioned “defect construction” yields the tilted projection π and the
intertwining unitary u as asymptotic expansion in ǫ and λ. It is important that the de-
coupling is solely due to the separation of spatial scales quantified by ǫ and independent
of λ which regulates the strength of the magnetic field. The limits λ→ 0 and ǫ → 0
are physically very different: λ → 0 (with ǫ ≪ 1 small, but non-zero) corresponds
to selectively switching off the magnetic field, ǫ → 0 implies that both, the magnetic
and the electric field go to 0.
4.4.1 Effective quantum dynamics
We will quickly explain how the corrections are computed order-by-order in ǫ and
λ. We adapt the general recipe explained in [Teu03] to incorporate two parameters:
since the decoupling is due to the separation of spatial scales quantified by ǫ≪ 1, we
will order corrections in power of ǫ. Expanding the magnetic Weyl product to zeroth
order, we can check
π0♯
Bπ0 = π0 +O(ǫ)

π0,H
Z

♯B =O(ǫ)
u0♯
Bu0
∗ = 1+O(ǫ) = u0
∗♯Bu0 u0♯
Bπ0♯
Bu∗0 = πeff +O(ǫ).
Here,

π0,H
Z

♯B := π0♯
BHZ −HZ♯Bπ0 denotes the magnetic Weyl commutator. The
asymptotic expansion of the product is key to deriving corrections in a systematic
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manner: the O(ǫ) terms can be used to infer π1 and u1, the subprincipal symbols.
Then, one proceeds by recursion: if π(n) :=
∑n
l=0 ǫ
lπl and u
(n) :=
∑n
l=0 ǫ
lul satisfy
equations (4.3.2) up to errors of order ǫn+1, then we can compute πn+1 and un+1. The
construction of π and u follows exactly from Lemma 3.8 and Lemma 3.15 of [Teu03];
it is purely algeraic and only uses that we have a recipe to expand the Moyal product
in terms of the semiclassical parameter ǫ. Let us define
π(n)♯Bπ(n) −π(n) =: ǫn+1Gn+1 +O(ǫn+2) (4.4.1)
HZ ,π(n) + ǫn+1πdn+1

♯B =: ǫ
n+1Fn+1+O(ǫ
n+2)
as projection and commutation defects and
u(n)♯Bu(n)
∗ − 1=: ǫn+1An+1 +O(ǫn+2) (4.4.2) 
u(n) + ǫn+1an+1u0

♯Bπ(n+1)♯B
 
u(n) + ǫn+1an+1u0
∗
=: ǫn+1Bn+1 +O(ǫ
n+2)
as unitarity and intertwining defects. The diagonal part of the projection πdn+1 can be
computed from Gn+1 via
πDn+1 :=−π0Gn+1π0 + (1−π0)Gn+1(1−π0). (4.4.3)
The term
an+1 =− 12An+1 (4.4.4)
stems from the ansatz un+1 = (an+1 + bn+1)u0 where an+1 and bn+1 are symmetric
and antisymmetric, respectively. One can solve the second equation for
bn+1 =

πref,Bn+1

. (4.4.5)
This equation fixes only the off-diagonal part of bn+1 as πrefBn+1πref = 0 = (1 −
πref)Bn+1(1− πref) and in principle one is free to choose the diagonal part of bn+1.
This means, there is a freedom that allows arbitrary unitary transformations within
πrefL
2(Tdy) as well as its orthogonal complement. In general, it is not possible to solve
HZ ,πODn+1

=−Fn+1 (4.4.6)
explicitly since Bloch functions at band crossings within the relevant part of the spec-
trum (which are admissible) are no longer differentiable. In that case, one has to
construct
π=
i
2π
∫
C(k0,r0)
dz (HZ − z)(−1)B +O(ǫ∞) (4.4.7)
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in the vicinity of the point (r0, k0) by asymptotically expanding the Moyal resolvent
(HZ − z)(−1)B , i. e. the symbol which satisfies
(HZ − z)♯B(HZ − z)(−1)B = 1= (HZ − z)(−1)B ♯B(HZ − z).
A recent result by Iftime, Ma˘ntoiu and Purice [IMP10] suggests that under these
circumstances (HZ is elliptic and selfadjoint operator-valued) (HZ − z)(−1)B always
exists and is a Hörmander symbol even in the presence of a magnetic field. We reckon
their result extends to the case of operator-valued symbols, but seeing how tedious the
proof is, we simply stick to the procedure used by Panati, Spohn and Teufel [Teu03,
Lemma 5.17]. This construction uniquely fixes the tilted Moyal projection π uniquely,
but not the Moyal unitary u.
As the two-parameter expansion of the product
f ♯B g ≍
∞∑
n=0
n∑
k=0
ǫnλk ( f ♯B g)(n,k),
contributes only finitely many terms in λ for fixed power of n of ǫ [Lei10], we can
order the terms of the expansion of π and u in powers of λ, e. g.
πn =
n∑
k=0
λkπ(n,k).
The magnetic Weyl product as well as its asymptotic expansion are defined in terms of
oscillatory integrals, i. e. integrals which exist in the distributional sense. If we take the
limit λ→ 0 of f ♯B g, we can interchange oscillatory integration and limit procedure
[Hör71, p. 90] and conclude limλ→0 f ♯
B g = f ♯g where ♯ is the usual Moyal product.
Similarly, we can apply this reasoning to the asymptotic expansion: for any fixed
N ∈ N0, we may write the product as
f ♯B g =
N∑
n=0
ǫn
 n∑
k=0
λk ( f ♯B g)(n,k)

+ ǫN+1 RBN+1( f , g)
and taking the limit λ → 0 means only the nonmagnetic terms ( f ♯B g)(n,0) survive.
The remainder also behaves nicely when taking the limit as it is also just another
oscillatory integral and limλ→0 R
B
N+1( f , g) is exactly the remainder of the nonmagnetic
Weyl product.
Hence, we can now prove the main result of this paper:
Theorem 4.4.1 Let Assumptions 4.1.3, 4.1.1 and 4.3.1 be satisfied. Furthermore, if
d ≥ 4, we add Assumption 4.3.2. Then there exist
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(i) an orthogonal projection Π ∈ B(Hτ),
(ii) a unitary map U which intertwines Hτ and L
2(M∗)⊗ L2(Tdy), and
(iii) a selfadjoint operator OpA(heff) ∈ B
 
L2(M∗)⊗CN, N := |I|
such that HˆZ ,Π=O(ǫ∞)
and  e−i t HˆZ − U∗e−i tOpA(heff)UΠ
B(Hτ)
=O
 
ǫ∞(1+ |t|). (4.4.8)
The effective hamiltonian is the magnetic quantization of the Γ∗-periodic function
heff := πref u♯
BHZ♯Bu∗πref ≍
∞∑
n=0
ǫn heffn ∈ AS0
 
B(CN )

(4.4.9)
whose asymptotic expansion can be computed to any order in ǫ and λ. To each order in
ǫ, only finitely many terms in λ contribute, heffn =
∑n
k=0 λ
k heff(n,k).
The proof of this result amounts to showing (i)-(iii) separately.
Proposition 4.4.2 Under the assumptions of Theorem 4.4.1 there exists and orthogonal
projection Π ∈ B(Hτ) such that 
HˆZ ,Π

=O‖·‖(ǫ
∞) (4.4.10)
and Π = OpA(π) + O‖·‖(ǫ
∞) where OpA(π) is the magnetic Weyl quantization of a
τ-equivariant semiclassical symbol
π≍
∞∑
n=0
ǫnπn ∈ AC∞τ
 
B(Hfast)

whose principal part π0(k, r) coincides with the spectral projection of H
Z(k, r) onto the
subspace corresponding to the given isolated family of Bloch bands {En}n∈I . Each term
in the expansion can be written as a finite sum
πn =
n∑
k=0
λkπ(n,k) ∈ AC∞τ
 
B(Hfast)

ordered by powers of λ. For λ→ 0, i. e. letting Bǫ,λ → 0 while keeping the electric field
fixed, the projection π reduces to the nonmagnetic projection π0 ≍
∑∞
n=0 ǫ
nπ(n,0).
99
4 Magnetic Space-adiabatic Perturbation Theory
Proof (Sketch) The proof relies on a well-developed magnetic Weyl calculus and the
gap condition. In particular, one needs a magnetic Caldéron-Vaillancourt theorem,
composition and quantization of Hörmander symbols [IMP07] and finally, an asymp-
totic two-parameter expansion of the magnetic Weyl product ♯B [Lei10]. The inter-
ested reader may check line-by-line that the original proof can be transliterated to
the magnetic context with obvious modifications. If we were using standard Weyl
calculus, the major obstacle would be to control derivatives of π since vector po-
tentials may be unbounded. In magnetic Weyl calculus the vector potential at no
point enters the calculuations and the assumptions on the magnetic field assure that
π ∈ AC∞
τ
 
B(Hfast)

is a proper τ-equivariant semiclassical Hörmander-class symbol.
The fact that we can write all of the πn as finite sum of terms ordered by powers of
λ stems from the fact that calculating πn involves the expansion of the product up to
nth power in ǫ, e. g. for the projection defect, we find
π(n−1)♯Bπ(n−1) −π(n−1) = ǫn
∑
a+b+c=n
(πa♯
Bπb

(c) +O(ǫ
n+1)
= ǫn
∑
a+b+c=n
a∑
a′=0
b∑
b′=0
c∑
c′=0
λa
′+b′+c′ (π(a,a′)♯
Bπ(b,b′)

(c,c′) +O(ǫ
n+1).
Certainly, the exponent of λ is always bounded by n≥ a′+b′+c′. And since the sum is
finite, this clearly defines a semiclassical symbol in ǫ (see Definition 4.2.2) is shown.
Similar arguments for the commutation defect in conjunction with the comments in
the beginning of this section show π to be a semiclassical two-parameter symbol. It
is well-behaved under the λ→ 0 limit and reduces to the projection associated to the
case B = 0.
Lastly, to make the almost projection OpA(π) into a true projection, we define Π to be
the spectral projection onto the spectrum in the vicinity of 1,
Π :=
∫
|z−1/2|=1
dz
 
OpA(π)− z−1.
This concludes the proof. 
Similarly, one can modify the proof found in [Teu03] to show the existence of the
unitary.
Proposition 4.4.3 Let {En}n∈I be a family of bands separated by a gap from the others
and let Assumption 4.1.3 be satisfied. If d > 3, assume u0 ∈ S00
 
B(Hfast)

. Then there
exists a unitary operator U :Hτ −→ L2(M∗)⊗ L2(Tdy) such that U =OpA(u)+O‖·‖(ǫ∞)
where
u≍
∞∑
n=0
ǫnun ∈ AS0
 
B(Hfast)

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is right-τ-covariant at any order and has principal symbol u0. Each term in the expan-
sion can be written as a finite sum
un =
n∑
k=0
λku(n,k)
ordered by powers of λ. For λ→ 0, i. e. letting Bǫ,λ → 0 while keeping the electric field
fixed, the unitary u reduces to the nonmagnetic unitary u0 ≍
∑∞
n=0 ǫ
n u(n,0).
Proof (Sketch) Equations (4.4.4) and (4.4.5) give us an+1 and bn+1 which combine
to un+1 = (an+1+bn+1)u0; by Theorem 1.1 from [Lei10] it is also in the correct symbol
class, namely S00
 
B(Hfast)

. The right τ-covariance is also obvious from the ansatz.
Lastly, the true unitary U is obtained via the Nagy formula as described in [Teu03].
Proof (Theorem 4.4.1 (Sketch)) The existence of Π and U have been the subject of
Propositions 4.4.2 and 4.4.3. By right-τ-covariance of u, heff is a Γ
∗-periodic func-
tion and since it is the magnetic Weyl product of BC∞
 
T ∗Rd ,B
 
L2(Tdy)

functions,
Theorem 1.1 from [Lei10] ensures that the product and the terms of its asymptotic
two-parameter expansion are in BC∞
 
T ∗Rd ,B
 
L2(Tdy)

as well. 
4.4.2 Effective dynamics for a single band
In case the relevant part of the spectrum consists of a single non-degenerate band E∗,
we can calculate the first-order correction to heff explicitly: the magnetic Weyl product
reduces to the pointwise product to zeroth order in ǫ. Thus, we can directly compute
heff0 = πref u0 H0 u
∗
0πref =: πref h0πref = E∗ +φ.
For the first order, we use the recursion formula [Teu03, eq. (3.35)] and the fact that
heff0 is a scalar-valued symbol:
heff1 =

u1 H0− h0 u1 + (u0♯BH0)(1) − (h0♯Bu0)(1)

u∗0
= πref

u1u
∗
0,h0

πref + (u0♯
BH0)(1)u
∗
0 − (h0♯Bu0)(1)u∗0
=− i
2
πref

u0,H0
	
λB −

h0,u0
	
λB

πref
The term with the magnetic Poisson bracket can be easily computed:
πref

u0,H0
	
λB −

h0,u0
	
λB

u∗0πref =
= πref

∂klu0 ∂rlH0 −λBl j ∂klu0 u∗0
 
∂k jh0 u0 − ∂k ju0 u∗0 h0 − h0 u0 ∂k ju∗0

+
+ ∂rlh0 ∂klu0 +λBl j ∂klh0 ∂k ju0

u∗0πref
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= 2i
 
∂rlφ −λBl j ∂k j E∗

Al+
+ λBl j πref ∂klu0 u
∗
0
 
∂k ju0 u
∗
0 h0 + h0 u0 ∂k ju
∗
0

πref
= 2i
 
∂rlφ −λBl j ∂k j E∗

Al + λBl j


∂klϕb,
 
Hper − E∗

∂k jϕb

The first term combines to a Lorentz force term, the second one – which is purely
imaginary – yields the Rammal-Wilkinson term. The components of the magnetic
field are BC∞(Rd) functions and hence, principal and subprincipal symbol are in
BC∞(T ∗Rd) as well.
This means, we have proven the following corollary to Theorem 4.4.1:
Corrolary 4.4.4 Under the assumptions of Theorem 4.4.1, the principal and subprin-
cipal symbol of the effective hamiltonian for a single non-degenerate Bloch band E∗ are
given by
heff0 = E∗+φ (4.4.11)
heff1 = −
 −∂rlφ + λBl j ∂k j E∗Al −λBl j Ml j
=:−FLor l Al −λBl j Ml j .
where
Al (k) := i


ϕb(k),∇kϕb(k)

and
Ml j(k) = Re

i
2


∂klϕb,
 
Hper(k)− E∗(k)

∂k jϕb

are the Berry connection and the so-called Rammal-Wilkinson term, respectively.
4.4.3 Semiclassical equations of motion
Now that we have approximated the full quantum evolution by an effective quantum
evolution on a smaller reference space, namely L2(M∗) ⊗ CN , we will further sim-
plify the problem of finding approximate dynamics by taking the semiclassical limit.
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Conceptually, this is a two-step process: if we reconsider the diagram of spaces,
L2(Rdx) Hτ
Z //
Z−1ΠZ L2(Rdx)
Z−1ΠZ
✤
✤
✤
✤
ΠHτ
//❴❴❴❴
Π

L2(M∗)⊗ L2(Tdy)
U //
L2(M∗)⊗CN
Πref

//❴❴❴❴❴
e−i
t
ǫ Hˆ

e−i
t
ǫ Hˆ
Z

e−i
t
ǫ Op
A(heff)
GG
(4.4.12)
we notice that our physical observables live on the upper-left space L2(Rdx) – or equiv-
alently onHτ. The effective evolution generated by heff approximates the dynamics if
the initial states are localized in the tilted eigenspace associated to the relevant bands.
In this section, we always assume the relevant part of the spectrum consists of a single
non-degenerate band E∗ and thus L
2(M∗)⊗C1 ∼= L2(M∗).
In a first step, we need to connect the semiclassical dynamics in the left column of
the diagram with those in the lower-right corner. The second, much simpler step is to
establish an Egorov-type theorem on the reference space.
4.4.3.1 Connection of the effective dynamics with the original dynamics
Since we are concerned with the semiclassical dynamics of a particle in an electro-
magnetic field, the magnetic field must enter in the classical equations of motion.
There are two ways: either one uses minimal coupling, i. e. one writes down the
equations of motion for position r and momentum k−λA(r) with respect to the usual
symplectic form. Or alternatively, the classical flow which enters the Egorov theorem
is generated by 
λB(r) −id
+id 0

r˙
k˙

=

∇r
∇k

HZ(k, r) (4.4.13)
where the appearance of B in the matrix representation of the symplectic form is due
to the fact that k is kineticmomentum. What constitutes a suitable observable? Physi-
cally, we are interested in measurements on the macroscopic scale, i. e. the observable
should be independent of the microscopic degrees of freedom. On the level of sym-
bols, this means f (k, r) has to commute pointwise with the hamiltonian HZ(k, r) for
all k and r. Hence, such an observable is a constant of motion with respect to the fast
dynamics. In the simplest case, the observables are scalar-valued. This also ensures
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we are able to “separate” the contributions to the full dynamics band-by-band. Note
that this by no means implies OpA( f ) commutes with OpA(HZ), but rather that all of
the non-commutativity is contained in the slow variables (k, r).
Definition 4.4.5 (Macroscopic semiclassical observable) Amacropscopic observable
f is a scalar-valued semiclassical symbol (see Definition 4.2.2) AS00 (C) which is Γ
∗-
periodic in k, f (k+ γ∗, r) = f (k, r) for all (k, r) ∈ T ∗Rd , γ∗ ∈ Γ∗.
Our assumption that our dynamics lives on the almost-invariant subspace ΠHτ mod-
ifies the classical dynamics to first order in ǫ as well: instead of using KA and R as
building block observables, the proper observables should be ΠKAΠ and ΠRΠ. Equiv-
alently, we can switch to the reference space representation and use the magnetic
quantization of
keff := πref u♯
Bk♯Bu∗πref = k+ ǫλB(r)A(k) +O(ǫ
2) (4.4.14)
reff := πref u♯
B r♯Bu∗πref = r + ǫA(k) +O(ǫ
2)
The crucial proposition we will prove next says that for suitable observables f , the
effect of going to the effective representation is, up to errors of order ǫ2 at least,
equivalent to replacing the arguments k and r by keff and reff,
ΠrefUOp
A( f )U∗Πref =Op
A πref u♯B f ♯Bu∗πref+O‖·‖(ǫ∞)
=:OpA( feff) +O‖·‖(ǫ
∞).
Then it follows that the effective observable feff coincides with the original observable
f after a change of variables up to errors of order O(ǫ2),
feff :=πref u♯
B f ♯Bu∗πref = f ◦ Teff +O(ǫ2), (4.4.15)
where the map Teff : (k, r) 7→ (keff, reff)maps the observables k and r onto the effective
observables keff and reff defined via equations (4.4.14) .
Proposition 4.4.6 Let f be a macroscopic semiclassical observable. Then up to errors
of order ǫ2 equation (4.4.15) holds, i. e.
Πref UOp
A( f )U∗Πref =Op
A  feff+O‖·‖(ǫ∞) =OpA  f ◦ Teff+O‖·‖(ǫ2). (4.4.16)
Proof The equivalence of the left-hand sides of equations (4.4.16) and (4.4.15) fol-
lows from U = OpA(u) + O‖·‖(ǫ
∞) and the fct that we only need ot consider the
first two terms in the ǫ expansion. With the help of Theorem 1.1 from [Lei10], we
conclude feff ∈ AS0 is also a semiclassical symbol of order 0. The left-hand side of
(4.4.15) can be computed explicitly: to zeroth order, nothing changes as f commutes
pointwise with u and u∗,
feff 0 = πref u0 f u
∗
0πref = f0.
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To first order, we have
feff 1 = πref

u0 f1 + u1 f0 − feff 0u1 + (u0♯B f0)(1) − ( feff 0♯Bu0)(1)

u∗0πref
= πref u0 f1u
∗
0πref − i2

u0, f0
	
λB −

feff 0,u0
	
λB

= f1 − i
 
∂r j f0 +λBl j(r)∂kl f0

πref ∂k ju0 u
∗
0πref
= f1 +
 
∂r j f0 + λBl j(r)∂kl f0

A j .
On the other hand, if we Taylor expand f ◦Teff = f
 
keff, reff

to first order in ǫ, we get
f
 
keff, reff

= f0
 
k+ ǫλB(r)A(k) +O(ǫ2), r + ǫA(k) +O(ǫ2)

+
+ ǫ f1
 
k+ ǫλB(r)A(k)+O(ǫ2), r + ǫA(k) +O(ǫ2)

+O(ǫ2)
= f0(k, r)+
+ ǫ

f1(k, r) +λ∂kl f0(k, r)Bl j(r)A j(k) + ∂r j f0(k, r)A j(k)

+O(ǫ2)
which coincides with feff up to O(ǫ
2). 
Now if the equations of motion (4.4.13) are an approximation of the full quantum
dynamics, what are the equations of motion with respect to the effective variables?
The classical evolution generated by heff with respect to the magnetic symplectic form
(equation (4.4.13)) can be rewritten in terms of effective variables,
Φmacrot = Teff ◦Φefft ◦ T−1eff +O(ǫ2). (4.4.17)
The right-hand side does not serve as a definition for the flow of the macroscopic
observables, but it is a consequence: Φmacrot is the flow associated to a modified sym-
plectic form and a modified hamiltonian. The modified symplectic form includes the
Berry curvature associated to E∗ acting as a pseudo-magnetic field on the position
variables.
Proposition 4.4.7 Let Φmacrot be the flow on T
∗Rd generated by
λB(reff) −id
+id ǫΩ(keff)

r˙eff
k˙eff

=

∇reff
∇keff

hsc(keff, reff) (4.4.18)
where the semiclassical hamiltonian is given by
hsc(reff, keff) :=heff ◦ T−1eff (reff, keff)
=
 
E∗(keff) +φ(reff)
− ǫλB(reff) ·M(keff) +O(ǫ2). (4.4.19)
Then equation (4.4.17) holds, ie Φmacrot and Teff ◦ Φefft ◦ T−1eff agree up to errors of order
ǫ2.
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Proof We express k and r in terms of keff and reff in (4.4.13) since, for ǫ small enough,
Teff : (k, r) 7→ (keff, reff) is a bijection. For instance, the semiclassical hamiltonian
heff ◦ T−1eff simplifies to
hsc(keff, reff) :=heff
 
keff − ǫλB(reff)A(keff), reff− ǫA(keff)

+O(ǫ2)
=
 
E∗(keff) +φ(reff)
− ǫλB(reff) ·M(keff) +O(ǫ2).
The symplectic form can be easily expanded to
λB(reff− ǫA(keff)) −id
+id 0

=

λB(reff) −id
+id 0

− ǫ

λ∂reff lB(reff)A(keff) 0
0 0

+
+O(ǫ2).
The other two terms, the time derivatives and gradients of keff and reff have slightly
more complicated expansions, but they can be worked out explicitly. Then if we put
all of them together, we arrive at the modified symplectic form (4.4.18). This proves
the first claim.
Hence, the hamiltonian vector fields agree up toO(ǫ2) and Lemma 5.24 in [Teu03]
implies that also the flows differ only by O(ǫ2). 
Remark 4.4.8 These equations of motion have first been proposed in the appendix of
[PST03a] and we have derived them in a more systematic fashion. The effective co-
ordinates reff and keff are associated to the noncommutative manifold T
∗Rd [DFR03]:
from equation (4.4.18), one can read off that the Poisson bracket with respect to reff
and keff is given by
f , g
	
λB,ǫΩ =
 
∂ξl f ∂x l g − ∂x l f ∂ξl g
−  λBl j ∂ξl f ∂ξ j g − ǫΩl j ∂x l f ∂x j g
and thus different components of position reff no longer commute,
reff l , reff j
	
λB,ǫΩ =−ǫΩl j .
Hence, Ω acts as a pseudomagnetic field that is due to quantum effects.
Now we proceed and prove the semiclassical limit.
4.4.3.2 An Egorov-type theorem
The semiclassical approximation hinges on an Egorov-type theorem which we first
prove on the level of effective dynamics:
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Theorem 4.4.9 Let heff be the effective hamiltonian as given by Theorem 4.4.1 associ-
ated to an isolated, non-degenerate Bloch band E∗. Then for any Γ
∗-periodic semiclas-
sical observable f ∈ AS0, f = f0 + ǫ f1, the flow Φefft generated by heff with respect to
the magnetic symplectic form (equation (4.4.13)) approximates the quantum evolution
uniformly for all t ∈ [−T,+T],e+i tǫOpA(heff)OpA( f ) e−i tǫOpA(heff) −OpA  f ◦Φefft 
B(L2(M ∗))
≤ Cǫ2. (4.4.20)
Proof Since heff ∈ BC∞(T ∗Rd ), the flow inherits the smoothness and f ◦ Φefft , ddt
 
f ◦
Φefft
 ∈ AS0(C) remain also Γ∗-periodic in the momentum variable. To compare the
two time-evlutions, we use the usual Duhammel trick which yields
e+i
t
ǫ
OpA(heff)OpA( f ) e−i
t
ǫ
OpA(heff) −OpA  f ◦Φefft =
=
∫ t
0
ds
d
ds

e+i
s
ǫ
OpA(heff)OpA
 
f ◦Φefft−s

e−i
s
ǫ
OpA(heff)

=
∫ t
0
ds e+i
s
ǫ
OpA(heff) ·

i
ǫ

OpA(heff),Op
A  f ◦Φefft−s+
−OpA  d
ds
 
f ◦Φefft−s

e−i
s
ǫ
OpA(heff)
=
∫ t
0
ds e+i
s
ǫ
OpA(heff)OpA

i
ǫ

heff, f ◦Φefft−s

♯B+
− heff, f ◦Φefft−s	λB e−i sǫOpA(heff). (4.4.21)
The magnetic Moyal commutator – to first order – agrees with the magnetic Poisson
bracket,
i
ǫ

heff, f ◦Φefft−s

♯B =

heff, f ◦Φefft−s
	
λB +O(ǫ
2)
=
 
∂klheff ∂rl f − ∂rlheff ∂kl f
−λBl j ∂klheff ∂k j f +O(ǫ2).
Hence, the term to be quantized in equation (4.4.21) vanishes up to first order in ǫ,
r.h.s. of (4.4.21) =
∫ t
0
ds e+i
s
ǫ
OpA(heff)OpA
 
0+O(ǫ2)

e−i
s
ǫ
OpA(heff) =O‖·‖(ǫ
2).
This finishes the proof. 
The main result combines Proposition 4.4.6 with the Egorov theorem we have just
proven:
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Theorem 4.4.10 (Semiclassical limit) Let Hˆ satisfy Assumptions 4.1.3, 4.1.1, 4.3.1
and if d ≥ 4 also Assumption 4.3.2. Furthermore, let us assume the relevant part of the
spectrum consists of a single non-degenerate Bloch band E∗. Then for all macroscopic
semiclassical observables f (Definition 4.4.5) the full quantum evolution can be approx-
imated by the hamiltonian flow Φmacrot as given in Proposition 4.4.7 if the initial state is
localized in the corresponding tilted eigenspace Z−1ΠZ L2(Rdx),Z−1ΠZ e+i tǫ Hˆ OpA( f ) e−i tǫ Hˆ −OpA  f ◦Φmacrot Z−1ΠZ
B(L2(Rdx ))
≤ CTǫ2.
(4.4.22)
Proof We now combine all of these results to approximate the dynamics: let f be a
macroscopic observable. Then if we start with a state in the tilted eigenspace Z−1ΠZ ,
the time-evolved observable can be written as
Z−1ΠZe−i
t
ǫ
Hˆǫ Z−1OpA( f )Z e+i
t
ǫ
HˆǫZ−1ΠZ =
= Z−1Πe−i
t
ǫ
HˆZOpA( f )e+i
t
ǫ
HˆZΠZ
= Z−1 U−1ΠrefUU
−1e−i
t
ǫ
hˆUOpA( f )U−1e+i
t
ǫ
hˆUU−1ΠrefU Z +O‖·‖(ǫ
∞)
= Z−1 U−1Πrefe
−i t
ǫ
hˆUOpA( f )U−1e+i
t
ǫ
hˆΠrefU Z +O‖·‖(ǫ
∞)
= Z−1 U−1Πrefe
−i t
ǫ
hˆeffΠrefUOp
A( f )U−1Πrefe
+i t
ǫ
hˆeffΠrefU Z +O‖·‖(ǫ
∞).
After replacing U with OpA(u) (which adds another O‖·‖(ǫ
∞) error) and Πref with
OpA(πref), the term in the middle combines to the quantization of the effective ob-
servable feff = πref u♯
B f ♯Bu∗πref. We apply Proposition 4.4.6 and the Egorov theorem
involving heff and obtain
. . . = Z−1 U−1Πrefe
−i t
ǫ
hˆeff OpA
 
πref u♯
B f ♯Bu∗πref

e+i
t
ǫ
hˆeffΠrefU Z +O‖·‖(ǫ
∞)
= Z−1 U−1Πrefe
−i t
ǫ
hˆeff OpA
 
feff

e+i
t
ǫ
hˆeffΠrefU Z +O‖·‖(ǫ
∞)
= Z−1ΠU−1OpA
 
f ◦ Teff ◦Φefft

U ΠZ +O‖·‖(ǫ
2).
Since two flows are O(ǫ2) close if the corresponding hamiltonian vector fields are
[Teu03, Lemma 5.24], we conclude
. . . = Z−1ΠU−1OpA
 
f ◦ Teff ◦Φefft ◦ T−1eff ◦ Teff

U ΠZ +O‖·‖(ǫ
2)
= Z−1ΠU−1OpA
 
f ◦Φmacrot ◦ Teff

U ΠZ +O‖·‖(ǫ
∞)
= Z−1ΠOpA
 
f ◦Φmacrot

ΠZ +O‖·‖(ǫ
2).
This finishes the proof. 
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4.5 Physical relevance for the quantum Hall effect
Theorem 4.4.9 relates the quantum dynamics associated to initial conditions in a
relevant band to the semiclassical equations of motion
r˙eff =+∇keffheff − ǫΩ k˙eff +O(ǫ2) (4.5.1)
k˙eff =−∇reffheff +λB r˙eff+O(ǫ2). (4.5.2)
Since our main contribution is an extension of [PST03a] to magnetic fields with com-
ponents in BC∞, it includes the setting of the quantum Hall effect where a uniform
field B is applied to a quasi-two-dimensional sample. Can we explain the quantization
of the Hall current?
To put things into perspective, let us start with a few experimental facts: first of all,
in the experimental setting of the quantum Hall effect, the magnetic fields are very
weak. Typical crystals have lattice constants of 3.5 ∼ 11 [GP03] while the magnetic
fields range from 1 ∼ 12T [vDP80]. Thus, the magnetic flux is in silicon (lattice
constant ≈ 5 ]) is typically smaller than
Φ≃ 52 · 10T2 ≈ 2.5 · 10−18 Tm2,
i. e. it is roughly 10−3 times the flux quantum Φ0 ≈ 2 · 10−15 Tm2, and we are always
in the weak field regime. The magnetic flux scales with ǫ in the relevant equations
(e. g. the magnetic Weyl product, equation (3.5.1)), this means ǫλ ≃ 10−3 and thus,
our mathematical description of the model is consistent with the physics. To be clear:
we need not assume that the magnetic flux through the unit cell M is rational.
Unfortunately, our result predicts no quantization of the Hall current: in our model,
the Hall quantization is linked to the Chern number which is associated to the rele-
vant bands and propotional to
∫
M ∗
dkΩ(k). To see that, we plug (4.5.2) into equa-
tion (4.5.1) and solve for r˙eff,
(1+ ǫλΩB)r˙eff =∇keffheff + ǫΩ∇reffφ +O(ǫ2).
If ǫλ is small enough, then the factor left-hand side (which is really a scalar-multiple
of the identity) is invertible and using the geometric series, we can obtain an explicit
expression for
r˙eff = (1+ ǫλΩB)
−1 ∇keffheff + ǫΩ∇reffφ+O(ǫ2)
=∇keffheff − ǫ
 −Ω∇reffφ +λΩB∇keffE∗+O(ǫ2).
Assuming the band E∗ is completely filled
1 we need to integrate with respect to the
1The materials used in the quantum Hall effect are semiconductors. If they are gapped, the Fermi level
EF lies in the gap and all bands below EF are completely filled.
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constant density |M∗|−1 in crystal momentum to get an averaged current,
j(reff) :=
1
ǫ
1
|M∗|
∫
M ∗
dkeff r˙eff(reff, keff)
=
1
ǫ
1
|M∗|
∫
M ∗
dkeff

∇keffheff − ǫ
 −Ω∇reffφ + λΩB∇keffE∗+O(ǫ)
=
1
|M∗|
∫
M ∗
dkeffΩ

︸ ︷︷ ︸
=0
∇reffφ −
λ
|M∗|
∫
M ∗
dkeffΩB∇keffE∗ +O(ǫ). (4.5.3)
The terms involving the gradient of heff are Γ
∗-periodic and thus their integral over
the Brillouin zone vanishes. We are left with two terms: the first one is a multiple of
the first Chern class. Since the Berry curvature Ω involves Bloch functions associated
to the non-magnetic hamiltonian, the first Chern class always vanishes [Pan07]. The
second term is independent of reff and grows linearly in the strength of the magnetic
field as Ω and E∗ are determined by the unperturbed hamiltonian where the external
fields vanish and thus independent of λ.
The space-adiabatic point of view interprets the quantum Hall system as a small
perturbation of the field-free case. Unfortunately, the predictions based on this model
do not agree with experimental facts. This suggests that impurities and defects are
indeed crucial to explain the quantization of transverse conductance: according to
experiment, the quantum Hall effect is very robust and independent of sample size,
sample geometry and details of the defect distribution [THL+98]. In fact, impurities
are necessary to observe the effect [KHK+91; Stö98; Kli04].
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Magnetic pseudodifferential theory on Rd and Td ⊂ Rd can be recast in the language
of twisted crossed products. These twisted crossed products are C∗-algebras whose
elements are preimages of certain magnetic ΨDO on L2(Rd) under quantization and
encapsulate many of the features of the corresponding operator algebras. It concep-
tually separates the algebraic object from the representation on Hilbert spaces. In
this language, OpA is a representation of more fundamental algebra of quantum ob-
servables – more fundamental, because no reference is made to a Hilbert space or a
vector potential A associated to the magnetic field B = dA. This fundamental algebra
depends only on the magnetic field B; the necessity to choose a vector potential as-
sociated to B arises when one wants to represent this abstract algebra on a Hilbert
space.
In the algebraic approach, the behavior of the ‘potentials’ is encoded in a C∗-algebra
A ⊆ BCu(Rd). This algebra needs to be stable under translations, i. e. for all ϕ ∈ A
and x ∈ Rd the translated function ϕ(·+ x) ∈ A is still in the algebra. For instance,
periodicity or decay properties can be encoded in A. We shall henceforth call this
algebra ‘anisotropy.’
So let us present the general setup in the next two sections following [MPR05]: let
A be a separable, abelian C∗-algebra with a group action θ : X −→ Aut(A). Here,
X is an abelian, second countable, locally compact group. The idea is to start with
a crossed product similar to that in group theory and then to introduce a magnetic
twist. The a priori justification for this procedure is that we recover the usual pseu-
dodifferential theory for X = Rd . The theory of twisted crossed products can be
stated in much more generality, see [PR89; PR90], for instance. In particular, neither
X nor A need to be commutative. However, if A is commutative, we can completely
characterize it by Gelfand theory.
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5.1 Twisted crossed products
Let us start with standard, non-magnetic pseudodifferential theory: the Weyl quanti-
zation
 
Op( f )u

(x) :=
1
(2π)d
∫
Rd
dy
∫
Rd
∗
dη e−iη·(y−x) f
  1
2
(x + y),η

u(y)
=
1
(2π)d/2
∫
Rd
dy (F f )
  1
2
(x + y), y − xu(y)
of suitable functions f : Rd ×Rd ∗ −→ C is a representation of a ‘quantum algebra’ on
L2(Rd). If F f ∈ L1(Rd ;BCu(Rd)) and u ∈ L2(Rd), for instance, the above integral is
absolutely convergent and we do not need oscillatory integral techniques as in Chap-
ters 2 and 3. However, as there is no simple characterization of F−1L1(Rd ;BCu(R
d))⊂
C∞(R
d ∗;BCu(R
d)), we introduce another representation
 
Rep( f )u

(x) :=
∫
Rd
dy f
  1
2
(x + y), y − xu(y) (5.1.1)
where f ∈ L1(Rd ;BCu(Rd)) now and (2π)−d/2 has been absorbed into the measure
for convenience. The representations Op andRep are related by partial Fourier trans-
form, Op=Rep◦F. Similar to the Weyl product ♯, there is an induced product ⋆ such
that
Rep( f )Rep(g) =Rep( f ⋆ g)
( f ⋆ g)(x , y) =
∫
Rd
dx ′ f
 
y + 1
2
(x − x ′), x ′ g y + 1
2
x ′, x − x ′. (5.1.2)
This composition law is a sort of twisted convolution and it is easily proven that
⋆ : L1(Rd ;BCu(R
d))× L1(Rd ;BCu(Rd))−→ L1(Rd ;BCu(Rd)).
If we add f ⋆(x) := f (−x)∗ as involution, (L1(Rd ;BCu(Rd)),⋆, ⋆) forms a Banach-
∗ algebra. Completions of Banach-∗ algebras of this type with respect to a natural
C∗-norm are called crossed products A⋊θ R
d .
Before we continue, let us quickly recall some basic facts of Gelfand theory first.
5.1.1 Gelfand theory
Abelian C∗-algebras A are completely classified by Gelfand theory: simply put, the Gel-
fand-Naimark theorem says that they are always isomorphic to C∞(Ω), the space of
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continuous complex-valued functions which decay at infinity, where Ω is a suitable
locally convex space. With multiplication and involution declared pointwise in the
usual manner and sup norm, this space is indeed a commutative C∗-algebra.
For a C∗-algebra A, which we always take to be separable, we define the Gelfand
spectrum
SA :=

h :A −→ C | h(ϕψ) = h(ϕ)h(ψ) ∀ϕ,ψ ∈A	 (5.1.3)
as the set of all morphisms. They are in one-to-one correspondence with the set
of maximal ideals. Endowed with the topology of simple convergence (the weak-∗
topology), SA is a locally convex space. It is compact if and only if A is unital; in that
case C∞(SA) coincides with BC(SA).
The Gelfand isomorphism GA : A −→ C∞(SA), (GA(ϕ))(κ) := κ(ϕ), establishes
the equivalence between abstract abelian C∗-algebras A and C∗-algebras of the form
C∞(Ω) for some locally compact Ω. The Gelfand map GA is really an isomorphism: the
weak-∗ topology separates points in SA and hence we can apply the Stone-Weierstrass
theorem.
If A is not unital, then we need to define the multiplier algebra M(A) as the
class of all double centralizers [Dix77]. M(A) contains A densely with respect to the
strict topology, i. e. the locally convex topology induced by the family of seminorms‖·‖ϕ	ϕ∈A, ‖m‖ϕ := ‖mϕ‖A. In case A does not have a unit, we define the set of
unitary elements of A as U(A) := U
 
M(A)

.
In view of the Gelfand isomorphism, we can view the multiplier algebra M(A) as
BC(SA) [RW08] and the unitary group U(A) can be seen as C(SA;T) where T :=
z ∈ C | |z|= 1	 is the unit circle. On C(SA;T), the strict topology coincides with the
topology of uniform convergence on compact subsets.
Of particular importance are ∗-subalgebras of BCu(X ), the bounded, uniformly
continuous functions, A ⊆ BCu(X ). We will always assume that A is translation-
invariant: for all ϕ ∈ A and x ∈ X , ϕ(·+ x) is in A. For such algebras, we may
include X into SA via ıA : X −→ SA, x 7→ ıA(x) := δx , although in general ıA is
neither injective nor surjective. The Gelfand isomorphism GA : A −→ C∞(SA) maps
each ϕ ∈ A onto ϕ˜ ∈ C∞(SA) which are related via ϕ = ϕ˜ ◦ ıA. As a matter of
fact, ıA is injective if and only if C∞(X ) ⊆A, a consequence of the Stone-Weierstrass
theorem. We can say even more:
Lemma 5.1.1 ([LMR10]) Let A be C∗-subalgebra of BC(X ) which is stable under
translations. Then C∞(X )∩A is either {0} or C∞(X ).
Proof Assume there exists a non-zero ϕ ∈ C∞(X )∩A. Since both, C∞(X ) and A are
stable under translations, the ∗-subalgebra generated by {θx[ϕ] | x ∈ X } is dense
in C∞(X ) ∩A and separates points. By the Stone-Weierstrass theorem, this family is
dense in C∞(X ), and by taking the closure, it follows that C∞(X ) is contained in A.
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In case A is unital and contains C∞(X ), we can view SA as compactification of X .
The points SA \ ıA(X ) =: FA are then the points ‘located at infinity’ which encode the
asymptotic behavior of ϕ.
5.1.2 Crossed Products
Assume X is an abelian, locally compact, second countable group. Then we can
naturally associate a C∗-algebra to it, namely
C∗(X ) :=
 
L1(X )
‖·‖
,∗, ∗.
Here ‖·‖ denotes the closure of the space of absolutely integrable complex-valued
functions with respect to some suitable C∗-norm (given by equation (5.1.7)), f ∗(x) :=
f (−x)∗ is the involution and the convolution
( f ∗ g)(x) :=
∫
X
dy f (x − y) g(y) (5.1.4)
as product. We always integrate with respect to the Haar measure of X . From stan-
dard theory, we know ∗ : L1(X ) × L1(X ) −→ L1(X ) and thus the convolution ∗
extends nicely to all of C∗(X ). This C∗-algebra is in one-to-one correspondence with
C∞(Xˆ ) equipped with the pointwise product and sup norm. Xˆ is the dual group of X
(see Definition 5.2.1) and the C∗-isomorphism is given by the Fourier transform.
This definition can be generalized to C∗-dynamical systems which are the building
blocks for ‘quantum algebras.’
Definition 5.1.2 (C ∗-dynamical system) A C∗-dynamical system is a triple (A,θ ,X )
formed by
(i) an abelian, second countable locally compact group X ,
(ii) an abelian, separable C∗-algebra A, and
(iii) a group morphism θ : X −→ Aut(A) of X into the group of automorphisms on A
such that for any ϕ ∈A and x ∈ X , the map x 7→ θx[ϕ] is (norm-)continuous.
The crossed product is once again the completion of an L1-space with a θ -dependent
product. The space L1(X ;A) is the space of Bochner-integrable functions with norm
‖ f ‖L1 :=
∫
X
dx ‖ f (x)‖A. (5.1.5)
114
5.1 Twisted crossed products
For any endomorphism τ ∈ End(X ), we define
( f ⋆θ ,τ g)(x) :=
∫
X
dy θτ(y−x)

f (y)

θ(id−τ)(y)

g(x − y) ∈A. (5.1.6)
In case of X = Rd , a choice of τ corresponds to a choice in ‘operator ordering:’
τ = 1/2 gives the symmetric Weyl ordering. It can be checked that this ‘twisted’
convolution maps L1(X ;A)× L1(X ;A) onto L1(X ;A); hence L1(X ;A) together with
f ⋆θ ,τ(x) := θ(id−2τ)(x)

f (−x)∗ as involution, the triple  L1(X ;A),⋆θ ,τ, ⋆θ ,τ forms a
Banach-∗ algebra. We will show later on for the twisted case that different choices of
τ ∈ End(X ) will lead to isomorphic algebras (Lemma 5.1.10) and hence we will often
suppress the τ-dependence. L1(X ;A) is also an A∗-algebra, meaning we can make it
into a C∗-algebra by taking the completion with respect to the C∗-norm
‖ f ‖CA := sup
nπ( f )
B(H)
 π non-degenerate representation on Ho. (5.1.7)
Thus we define the
Definition 5.1.3 (Crossed product) The envelopping C∗-algebra A ⋊θ ,τ X ≡ CA of
the Banach-∗ algebra  L1(X ;A),⋆θ ,τ, ⋆θ ,τ will be called the crossed product of A by X
associated with the action θ and the endomorphism τ.
Certainly, by definition L1(X ;A) is dense in A⋊θ ,τ X as are all dense subspaces of
L1(X ;A).
In principle, these crossed products are, in a suitable sense, prototypical, because
twisted crossed products that will be the topic of the next section can be written
as untwisted crossed products of suitably enlarged algebras via a stabilization trick
[PR89].
Crossed products can be covariantly represented on a Hilbert spacesH: the representa-
tion r :A −→ B(H) of the algebra A and the unitary representation T : X −→ U(H)
of the group X , need to intertwine correctly:
Definition 5.1.4 (Covariant representation) A covariant representation of a C∗-dyna-
mical system (A,θ ,X ) is a triple (H, r, T ) where H is a separable Hilbert space and
r :A −→ B(H) and T : X −→ U(H) are maps with the following properties:
(i) r is a non-degenerate ∗-representation,
(ii) T is a strongly continuous unitary representation of X in H, and
(iii) T (x) r(ϕ) T (x)∗ = r
 
θx[ϕ]

for all x ∈ X and ϕ ∈ A, i. e. T and θ are inter-
twined via r.
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Lemma 5.1.5 If the triple (H, r, T ) is a covariant representation of the C∗-dynamical
system (A,θ ,X ) and τ ∈ End(X ), then r ⋊τ T defined on L1(X ;A) by
r ⋊τ T ( f ) :=
∫
X
dx θτ(x)

f (x)

T (x) (5.1.8)
extends to a representation of A⋊θ ,τX , called the integrated form of (r, T ).
Commonly, A is a C∗-subalgebra of BCu(X ); then a particularly important represen-
tation Repτ is that on H = L
2(X ): for any u ∈ L2(X ), it reads
 
Repτ( f )u

(x) :=
∫
X
dy f
 
(id−τ)(x)− τ(y); y − xu(y). (5.1.9)
One can directly check that in case of X = Rd , we recover Weyl quantization if we
set τ = 1/2; τ = 0 and τ = 1 correspond to standard and anti-standard ordering
(all derivatives to the right or left, respectively). Lastly, we would like to point out
that by definition of the various norms, we can estimate the norm of any covariant
representation r ⋊τ T of f ∈A⋊θ ,τ X byr ⋊τ T ( f )≤  f CA ≤  f L1
where the right-most norm may be infinite.
5.1.3 Twisted crossed products
If we compare the product formula for crossed products, equation (5.1.6), and the
magnetic product as in the introduction, we see that we can insert a factor of modulus
1 that twists the product even more,
( f ⋆ωθ ,τ g)(x) :=
∫
X
dy θτ(y−x)

f (y)

θ(id−τ)(y)

g(x − y)θ−τ(x)ωB(y, x − y).
From Chapters 2 and 3, we remember that ωB(q; x , y) := e−iΓ
B(〈q,q+x ,q+x+y〉) is the
exponential of the flux through the triangle with corners q, q + x and q + x + y .
However, mathematically, this is not the only admissible choice of a twist, ωB is just
a special case of a so-called 2-cocycle. Nevertheless, let us review the magnetic case
in detail: Stoke’s theorem allows us to rewrite the flux as a sum of circulations along
the edges with respect to a vector potential,
ΓB(


q,q+ x ,q+ x + y

) =
= ΓA([q,q+ x]) + ΓA([q+ x ,q+ x + y])+ ΓA([q+ x + y,q]),
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and hence
ωB(q; x , y) = e−iΓ
A([q,q+x]) e−iΓ
A([q+x ,q+x+y]) e+iΓ
A([q,q+x+y])
=: λA(q; x)θx[λ
A(q; y)]λA(q; x + y)
−1
. (5.1.10)
Furthermore, products of ωB can be interpreted as summing up the fluxes through
the various triangles, e. g.
ωB(q; x , y)ωB(q; x + y, z) =ωB(q+ x; y, z)ωB(q; x , y + z)
⇔ωB(x , y)ωB(x + y, z) = θx[ωB(y, z)]ωB(x , y + z) (5.1.11)
has a simple geometric interpretation: there are exactly two ways to bisect the quad-
rangle with corners q, q + x , q + x + y and q + x + y + z, but either way, the total
magnetic flux is the same. This so-called cocycle condition also ensures that the twisted
composition law is associative. We call λA a pseudotrivialization ofωB as we can write
the latter as a product of circulations. If we interpret the magnetic field B as 2-form
and A as 1-form (in the sense of alternating differential forms), then on X = Rd ,
we know that every closed 2-form (dB = 0) is also exact and there always exists a
(highly non-unique) 1-form A with dA = B. This fact is encoded in the second coho-
mology group which is defined as the quotient of closed 2-forms and exact 2-forms. As
the name already suggests, the theory of twisted crossed products also has a coholo-
mogical flavor. We will only give a brief introduction and refer the interested reader
to [MPR05, Section 2.3]. Just like the exterior derivative maps 1-forms onto 2-forms,
the coboundary map 
δ1(λA)

(x , y) := λA(x)θx[λ
A(y)]λA(x + y)
−1
(5.1.12)
maps 1-coboundaries onto 2-cocycles (the equivalent of closed 2-forms in differential
geometry). The coboundary map δ2 which maps 2-cochains onto 3-cocycles satisfies
δ2 ◦δ1 = 1 and hence any ωB = δ1(λA) satisfies the 2-cocycle condition 
δ2(ωB)

(x , y, z) = θx[ω
B(y, z)]ωB(x + y, z)
−1
ωB(x , y + z)ωB(x , y)
−1
= 1.
We recognize this equation to be equivalent to (5.1.11). In addition, we also see that
the magnetic 2-cocycle is normalized, i. e.
ωB(0, x) = 1=ωB(x , 0).
Let us now consider the general case and we shall drop B in all equations to indicate
that this construction is much more general.
Definition 5.1.6 (Twisted abelian C ∗-dynamical system) A twisted C∗-dynamical
system is a quadruplet (A,θ ,ω,X ) where
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(i) X is an abelian, second countable locally compact group,
(ii) A is an abelian, separable C∗-algebra,
(iii) θ : X −→ Aut(A) is a group morphism from X to the group of automorphisms of
A such that x 7→ θx[ϕ] is (norm-)continuous for all ϕ ∈A, and
(iv) ω is a strictly continuous, normalized 2-cocycle with values in U(A), the unitary
group of the multiplier algebra of A.
Twisted dynamical systems can also be covariantly represented:
Definition 5.1.7 (Covariant representation of a twisted C ∗-dynamical system)
For a given twisted C∗-dynamical system, a covariant representation consists of a Hilbert
space H and two maps r :A −→ B(H), T : X −→ U(H) with the following properties:
(i) r is a non-degenerate representation of A,
(ii) T is strongly continuous and T (x) T (y) = r
 
ω(x , y)

T (x + y), and
(iii) T (x) r(ϕ) T (x)∗ = r
 
θx[ϕ]

for all ϕ ∈A and x ∈ X .
Just like in the previous section, the twisted crossed product is the completion of
L1(X ;A) with respect to an abstract C∗-norm.
Definition 5.1.8 (Twisted crossed product) The twisted crossed product A⋊ωθ ,τX ≡
Cω
A
is the completion of
 
L1(X ;A),⋆ω
θ ,τ,
⋆ω
θ ,τ

with product and involution given by
( f ⋆ωθ ,τ g)(x) :=
∫
X
dy θτ(y−x)

f (y)

θ(id−τ)(y)

g(x − y)θ−τ(x)ω(y, x − y)
(5.1.13)
f ⋆
ω
θ ,τ(x) := θ−τ(x)

ω(x ,−x)−1θ(id−2τ)(x) f (−x)∗ (5.1.14)
with respect to the C∗-norm
‖ f ‖ := sup
n
‖π( f )‖B(H)
 π is a non-degenerate representation on Ho.
The fact that twisted crossed products are well-defined follows from the analogous
statement for the underlying Banach-∗ algebras:
Lemma 5.1.9 For two functions f , g ∈ L1(X ;A) and τ ∈ End(X ), the product f ⋆ωθ ,τ g
is again in L1(X ;A). Thus
 
L1(X ;A),⋆ω
θ ,τ,
⋆ω
θ ,τ

forms a Banach-∗ algebra. For different
τ ∈ End(X ), the Banach-∗ algebras are isomorphic.
118
5.1 Twisted crossed products
Proof First, we show ⋆ω
θ ,τ : L
1(X ;A) × L1(X ;A) −→ L1(X ;A): as ‖θx[ϕ]‖A =
‖ϕ‖A, we can estimate the L1-norm explicitly: f ⋆ωθ ,τ gL1 =
∫
X
dx
( f ⋆ωθ ,τ g)(x)A
≤
∫
X
dx
∫
X
dy
θτ(y−x) f (y)θ(id−τ)(y)g(x − y)θ−τ(y)ω(y, x − y)
A
≤
∫
X
dx
∫
X
dy ‖ f (y)‖A ‖g(x − y)‖A = ‖ f ‖L1 ‖g‖L1 .
The associativity of ⋆ω
θ ,τ can be checked explicitly and relies on the 2-cocycle property
of ω. The remaining properties are proven via routine calculations. Finally, we note
that
mτ,τ′ :L
1(X ;A) −→ L1(X ;A),
f (x) 7→  mτ,τ′( f )(x) := θ(τ′−τ)(x)[ f (x)]
defines an isomorphism between
 
L1(X ;A),⋆ωθ ,τ,
⋆ω
θ ,τ

and
 
L1(X ;A),⋆ω
θ ,τ′ ,
⋆ω
θ ,τ′

. 
Corrolary 5.1.10 The twisted crossed product A ⋊ω
θ ,τ X is well-defined and forms a
C∗-algebra. For different τ ∈ End(X ), the twisted crossed products are isomorphic.
Covariant representations admit an integrated form analogously to the untwisted
case; the twist is implicitly contained in T (see property (ii) in Definition 5.1.7).
Lemma 5.1.11 If (H, r, T ) is a covariant representation of the twisted abelian C∗-
dynamical system (A,θ ,ω,X ) and τ ∈ End(X ), then r ⋊τ T defined on L1(X ;A)
by
r ⋊τ T ( f ) :=
∫
X
dx θτ(x)

f (x)

T (x) (5.1.15)
extends to a representation ofA⋊ω
θ ,τX called the integrated form of (r, T ). For any two
τ,τ′ ∈ End(X ), one has r ⋊τ′ T = r ⋊τ T ◦mτ,τ′ where mτ,τ′ is the isomorphism from
the proof of Lemma 5.1.9.
5.1.4 Special case of X -algebras
A particularly important choice for algebrasA are those composed of certain classes of
complex-valued functions on X . They allow one to define derivatives – indispensable
for generalizations of pseudodifferential calculus (Chapter 6).
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Definition 5.1.12 (X -algebra) Let X be an abelian, second countable, locally compact
group. We call a C∗-algebra A composed of bounded, uniformly continuous functions on
X which is stable under translations,
θx[ϕ] = ϕ(·+ x) ∈A, ∀ϕ ∈A, x ∈ X ,
an X -algebra.
Remark 5.1.13 If C∞(X ) ⊆ A, then we can embed X into the Gelfand spectrum SA
via ıA : X −→ SA and ıA(X ) ⊆ SA is dense. If in addition 1 ∈ A, then SA is a
compactification of X . In any case, A ∼= C∞(SA), meaning to any ϕ ∈A there exists a
ϕ˜ such that ϕ = ϕ˜ ◦ ıA.
The notion of equivalence of two cocycles is naturally provided from the framework
of cohomology:
Definition 5.1.14 Let ω,ω′ ∈ C2(X ;U(A)) be two 2-cocycles. They are called co-
homologous if they belong to the same class of cohomology, i. e. if there exists λ ∈
C1(X ;U(A)) with
ω= δ1(λ)ω′.
ω is called trivial if it is cohomologous to the trivial 2-cocycle 1.
Lemma 5.1.15 Ifω andω′ are two cohomologous 2-cocycles, thenA⋊ωθ ,τX andA⋊
ω′
θ ,τ
X are isomorphic.
Proof Assume λ ∈ C1(X ;U(A)) is such that
ω= δ1(λ)ω′.
Then iλτ : L
1(X ;A) −→ L1(X ;A),  iλτ( f )(x) := θ−τ(x)[λ(x)] f (x) extends to an
isomorphism between A⋊ωθ ,τ X and A⋊
ω′
θ ,θ X . The products are intertwined via
f ⋆ω
′
θ ,τ g = i
λ
τ
−1 
iλτ( f )

⋆ωθ ,τ
 
iλτ(g)

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which we confirm by direct calculation: for f , g ∈ L1(X ;A), we calculate 
iλτ( f )

⋆ωθ ,τ
 
iλτ (g)

(x) =
=
∫
X
dy θτ(y−x)
 
iλ
τ
( f )

(y)

θ(id−τ)(y)
 
iλ
τ
(g)

(x − y)θ−τ(x)ω(y, x − y)
=
∫
X
dy θτ(y−x)−τ(y)[λ(y)]θτ(y−x)[ f (y)]·
· θ(id−τ)(y)−τ(x−y)[λ(x − y)]θ(id−τ)(y)[g(x − y)]θ−τ(x)[ω(y, x − y)]
=
∫
X
dy θτ(y−x)[ f (y)]θ(id−τ)(y)[g(x − y)]·
· θy−τ(x)[λ(x − y)]θ−τ(x)[λ(y)]θ−τ(x)[ω(y, x − y)]
=
∫
X
dy θτ(y−x)[ f (y)]θ(id−τ)(y)[g(x − y)]·
· θ−τ(x)

λ(y)θy[λ(x − y)]ω(y, x − y)

= θ−τ(x)

λ(x)−1
 ∫
X
dy θτ(y−x)[ f (y)]θ(id−τ)(y)[g(x − y)]θ−τ(x)

ω′(y, x − y)
= θ−τ(x)

λ(x)−1
 
iλτ( f )

⋆ω
′
θ ,τ
 
iλτ(g)

(x).
By density, this immediately extends to f , g ∈ A ⋊ω
θ ,τ X . It is immediate from the
definitions that
 
iλτ ( f )
⋆ω
θ ,τ = f ⋆
ω′
θ ,τ . 
If A is an X -algebra, it is useful to introduce the notion of pseudotriviality. We need
an abstract non-sense lemma first (which is a corollary of [MPR05, Lemma 2.9]):
Lemma 5.1.16 If C∞(X )⊆A, then every n-cocycle, n≥ 1, is trivial.
First of all, if A′ ⊆ A, then certainly we have U(A′) ⊆ U(A). Hence, if C∞(X ) ⊆ A,
then U(C∞(X )) ∼= C(X ;T) ⊆ U(A). Then every 2-cocycle is trivial, i. e. there exists a
1-cochain λ such that ω= δ1(λ) and ω is cohomologous to 1.
If C∞(X ) ∩ A = {0} (and those are the only two cases by Lemma 5.1.1), then
there still exists λ ∈ C1 X ;U(BCu(X )) ∼= C1(X ;C(X ;T)). However, in general
λ(x) fails to be in U(A) and ω is trivial only if we enlarge A. Hence, the twisted
crossed products associated to two non-cohomologous 2-cocycles ω and ω′ will still
be different, but they can both be embedded in the same, larger and trivially twisted
crossed product,
A⋊ωθ ,τ X ,A⋊
ω′
θ ,τX ⊂ BCu(X )⋊ωθ ,τX ∼= BCu(X )⋊ω
′
θ ,τ X
∼= BCu(X )⋊idθ ,τ X .
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A 1-cochain λ ∈ C1(X ;C(X ;T)) for which ω = δ1(λ) holds in an enlarged algebra is
a pseudotrivialization of ω.
Proposition 5.1.17 Let (A,X ,θ ,ω) be a twisted C∗-dynamical system where A is an
X -algebra. Then ω is pseudotrivial.
Proof We will now make the comment above rigorous, i. e. that we can regard the
unitary group of any non-trivial A ⊆ BCu(X ) as a subgroup of C(X ;T), the group
of unitary elements of the multiplier algebra of C∞(X ). This is mostly a matter of
topologies.
First of all, we will show that the multiplier algebra M(A) can be regarded as a
C∗-subalgebra of M(C∞(X )) = BC(X ). Unless A = {0}, the invariance of A under
translations implies the non-degeneracy of the natural, faithful representation r :
A −→ B L2(X ) of A on L2(X ) as multiplication operators. The double commutant
of r(A) is contained in M(r(A)) ∼= M(A) which, in turn, is contained in L∞(X ).
Continuity of any ϕ ∈ A and translation invariance of A also imply that any m ∈
M(A) ⊆ L∞(X ) needs to be continuous: assume m is not continuous at x0 ∈ X .
Then there exists ϕ ∈ A which does not vanish in an open neighborhood of x0 and
thus mϕ 6∈A would no longer be continuous. Hence, M(A) ⊆ BC(X ) =M(C∞(X ))
is a subset of the bounded continuous functions on X .
Furthermore, U(A) ⊂ M(A) ∼= BC(SA) is a bounded subset of BC(X ) so that
the strict topology on U(A) coincides with the topology of uniform convergence on
compact subsets of X . On the other hand, the strict topology onM(A) coincides with
the topology of uniform convergence on compact subsets of SA. As ıA : X −→ SA is
continuous, the strict topology on M(A) induces a finer topology on U(A) than that
inherited from BC(X ).
Hence, we can identify U(A) with a subgroup of C(X ;T) where the natural topol-
ogy of U(A) inherited from M(A) is finer than the strict topology of C(X ;T). This
means we can consider each 2-cocycle as a function C2(X ;C(X ;T)) and then apply
Lemma 5.1.16. This concludes the proof. 
Example One such example where 2-cocycles can in general only be pseudotrivial-
lized is X = Rd and Aper :=

ϕ ∈ BCu(Rd) | ϕ(· + γ) = ϕ(·) ∀γ ∈ Zd
	
. Here,
magnetically twisted crossed productsAper⋊
ωB
θ ,τR
d for different magnetic fields B and
B′ with components in Aper are only isomorphic if and only if the flux through a unit
cell differs by an integer multiple of 2π. A 2-cocycle ωB is trivial (cohomologous to
1) if and only if B has zero flux modulo 2π through a unit cell. In other words, there
exists a vector potential A with components in Aper.
Example In case of X = Zd and A = C, the twisted crossed product C⋊ωid,τZ
d (which
is independent of the choice of τ) also cannot be trivialized, U(C) ∼= T, and is often
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called the twisted C∗-algebra of Zd associated with ω. If ω is given by a constant
magnetic field B, then C ⋊ω
B
id,τ Z
d ≡ C∗
ωB
(Zd) is commonly called non-commutative
torus.
Another nice aspect of X -algebras is that they have a natural representation that
is large enough to contain all information: the natural Hilbert space is L2(X ), the
space of functions which are square-integrale with respect to the Haar measure of
X . The representation r of the algebra A maps ϕ onto r(ϕ) := ϕ(Q), the operator
of multiplication by ϕ. The non-magnetic translations
 
T (y)u

(x) = u(x + y) are
augumented with a pseudotrivialization of ω = δ1(λ), λ ∈ C1(X ;C(X ;T)). With
respect to the larger algebra, there is only one cohomology class and any 2-cocycle is
trivial. Thus, we define Tλ(y) := r(λ(y)) T (y) which, applied to u ∈ L2(X ), yields 
Tλ(y)u

(x) := λ(x; y)u(x + y). (5.1.16)
The triple (L2(X ), r, Tλ) is a covariant representation of A⋊ω
θ ,τ X and is manifestly
gauge-covariant.
Proposition 5.1.18 (i) (L2(X ), r, Tλ) is a covariant representation of the twisted C∗-
dynamical system (A,X ,θ ,ω) where A is an X -algebra.
(ii) If λ′ ∈ C1(X ;C(X ;T)) is another 1-cochain pseudotrivializing ω = δ1(λ′), then
Repλτ := r ⋊τ T
λ,
 
Repλτ( f )u

(x) =
∫
X
dy f (x +τ(y); y)λ(x; y)u(x + y)
=
∫
X
dy f
 
(id−τ)(x) + τ(y); y − x)λ(x; y − x)u(y),
(5.1.17)
and Repλ
′
τ are unitarily equivalent: if c ∈ C0(X ;C(X ;T)) ≡ C(X ;T) is the 0-
cochain such that λ′ = θx[c] c
−1 λ, then
Repλ
′
τ ( f ) = r(c
−1)Repλτ( f ) r(c) (5.1.18)
for any f ∈A⋊ω
θ ,τX .
Proof (i) The claim follows from direct verification of the properties enumerated
in Definition 5.1.7.
(ii) There always exists a c ∈ C0(X ;C(X ;T)) such that δ1(λ) = ω = δ1(λ′): as
λ and λ′ are cohomologous, λ′/λ is a 1-cocycle and by Lemma 5.1.16 there
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exists c ∈ C0(X ;C(X ;T)) such that δ0(c) = θx[c] c−1 = λ′/λ. In other words,
λ′ = θx[c] c
−1 λ and we conclude Tλ
′
(y) = r(c−1) Tλ(y) r(c) for all y ∈ X , 
Tλ
′
(y)u

(x) = λ′(x; y)u(x + y)
= θy[c(x)] c
−1(x)λ(x; y)u(x + y) = c−1(x)λ(x; y) c(x + y)u(x + y)
=
 
r(c−1) Tλ(y)r(c)

u

(x).
Thus, the representations Repλτ and Rep
λ′
τ are also related by conjugation with
r(c−1). 
Some basic facts of the Schrödinger representation Repλτ on L
2(X ) are proven in the
next proposition:
Proposition 5.1.19 (i) Repλτ
 
C∞(X )⋊
ω
θ ,τX

always coincides with K
 
L2(X )

, the
C∗-algebra of all compact operators on L2(X ).
(ii) If C∞(X )⊆A, then Repλτ is irreducible.
(iii) Repλτ is faithful.
Proof (i) SinceA = C∞(X ), Lemma 5.1.16 tells us that all 2-cocycles are cohomol-
ogous to 1 and hence we can invoke Lemma 5.1.15 to conclude
C∞(X )⋊
ω
θ ,τX
∼= C∞(X )⋊idθ ,0 X .
On the other hand, Proposition 5.1.18 also gives that Repλτ of C∞(X ) ⋊
ω
θ ,τ X
and Repid0 of C∞(X ) ⋊
id
θ ,0 X are unitarily equivalent. However, from standard
theory, we know that Repid0
 
C∞(X )⋊
id
θ ,0 X

= K
 
L2(X )

[GI02] [GI03, Propo-
sition 2.17].
(ii) If C∞(X ) is contained in A, then the irreducibility of
Repλτ
 
A⋊ωθ ,τ X
⊇ K L2(X )
follows from the irreducibility of K
 
L2(X )

.
(iii) We will make use of Theorem 3.11 in [PR89]: as any abelian, locally compact
group is also amenable, there exists a faithful representation (called regular
representation) of A⋊ω
θ ,τ X on L
2 X ; L2(X ). We follow Packer and Raeburn
and set r ′ :A −→ B L2 X ; L2(X ) 
r ′(ϕ)u

(x) := θx[ϕ]u(x) ∈ L2(X ) ∀ϕ ∈A
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as well as T ′ : X −→ U L2 X ; L2(X ) 
T ′(y)u

(x) :=ω(x , y)u(x + y) ∈ L2(X ) ∀x , y ∈ X .
The unitary operator Wλ : L2
 
X ; L2(X )
−→ L2 X ; L2(X ), 
Wλu

(x; y) := λ(x; y)u(x; x + y),
intertwines the usual r ′ and idL2(X ) ⊗ r as well as T ′ and idL2(X )⊗ Tλ: 
Wλ
∗
r ′(ϕ)Wλu

(x; y) = ϕ(y)u(x; y) =
 
idL2(X ) ⊗ r(ϕ)u

(x; y) 
Wλ
∗
T ′(z)Wλu

(x; y) = λ(y; z)u(x; y + z) =
 
idL2(X )⊗ Tλ(z)u

(x; y).
The above follows from calculations as well as 
Wλ
∗
u

(x; y) = λ(x; y − x)−1 u(x; y − x).
Hence, the faithful regular representation of A ⋊ω
θ ,0 X is unitarily equivalent
to the covariant representation
 
L2(X )⊗ L2(X ), idL2(X ) ⊗ r, idL2(X ) ⊗ Tλ

. The
twisted crossed products A⋊ωθ ,τ X for different choices of τ ∈ End(X ) are uni-
tarily equivalent (Lemma 5.1.10), so r⋊τ T
λ ≡Repλτ inherits the faithfulness of
the regular representation. 
Remark 5.1.20 If C∞(X ) 6⊆ A, i. e. C∞(X ) ∩A = {0}, then Repλτ need not be irre-
ducible.
Remark 5.1.21 Lastly, one remark regarding twisted crossed products being isomor-
phic: if C∞(X ) ⊆A, then U(C∞(X )) = C(X ;T) = U(A) and all 2-cocycles are trivial,
i. e. cohomologuous to 1 (Lemma 5.1.16). Then the twisted crossed product is in-
dependent of the particular choice of ω. There are several caveats: physically, this
does not imply that magnetic and non-magnetic theories agree. In fact, instead of
working with f ∈A⋊ω
θ ,τX , one has to use i
λ
τ( f ) ∈A⋊idθ ,τX – which depends on the
trivializing 1-coboundary (A-dependent) – to describe the same object. In particular,
saying that ωB is trivial (cohomologous to 1) does in no way imply B = 0.
Related to this, there is the notion of pseudotriviality that is necessary to find natu-
ral covariant representations on H = L2(X ). The proper way to think about this is to
embedA⋊ω
θ ,τX into a larger C
∗-algebra, e. g. BCu(X )⋊
ω
θ ,τX , which does not depend
on the 2-cocycle. The representation of the larger algebra can then be restricted to
the smaller algebra (Proposition 5.1.18).
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Before we turn to generalized Weyl calculus, let us quote without proof two very
useful results from [PR89; PR90]: these results have been proven for twisted crossed
products from non-abelian C∗-algebras A and groups X , but we will stick to the
abelian framework.1 Assume X admits a closed subgroup N (which is automatically
normal by commutativity) so that
X ∼= N ×X/N .
Then one may suspect that also the twisted crossed product decomposes into
A⋊ω
θ ,τ X
∼=
 
A⋊ω
′
θ ′,τ N

⋊ω
′′
θ ′′ ,τ X/N .
Packer and Raeburn have answered this in the positive:
Theorem 5.1.22 (Theorem 4.1 in [PR89]) Assume (A,X ,θ ,ω) is a separable, abelian
and twisted C∗-dynamical system and N a closed normal subgroup of X . Then the
twisted crossed product is isomorphic to an iterated twisted crossed product,
A⋊ωθ ,τ X
∼=
 
A⋊ω
′
θ ′,τN

⋊ω
′′
θ ′′ ,τ X/N ,
where the actions θ ′ : N −→ Aut(A) and θ ′′ : X/N −→ Aut A ⋊ω′
θ ′,τ N

and the
2-cocycles ω′ : N ×N −→ U(A) and ω′′ : X/N ×X/N −→ U A⋊ω′
θ ′,τ N

involved
in the definition of the right-hand side are known explicitly.
Another important theorem concerns the ‘trivialization’ of the 2-cocycle: Packer and
Raeburn show that it is always possible to enlarge the twisted crossed product by
tensoring the C∗-algebra of compact operators on L2(X ) to it and to ‘straighten out’
the twisted crossed product:
A⋊ωθ ,τ X ⊗K
 
L2(X )
∼=  A⊗K L2(X )⋊ω′θ ′,τ X ∼=  A⊗K L2(X )⋊idθ ′′ ,τ X
Roughly speaking, this works, because the algebra of compact operators on L2(X ) can
be thought of as representation of C∞(X )⋊
ω
θ ,τX – which is isomorphic to C∞⋊
id
θ ,τX .
The significance of this result is that it allows to easily extend existing results per-
taining to untwisted crossed products to twisted ones:
Theorem 5.1.23 (Corollary 3.7 in [PR89]) Let (A,X ,θ ,ω) be a separable twisted
C∗-dynamical system. There there is an action θ ′ of X on A⊗K L2(X ) such that 
A⋊ωθ ,τX
⊗K L2(X )∼=  A⊗K L2(X )⋊idθ ′,τ X .
1Furthermore, they have worked with cohomologies in the category of Borel functions rather than con-
tinuous functions.
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To motivate twisted crossed products, we have done away with the Fourier transform
in the product formula (equation (5.1.2)). To connect pseudodifferential theory with
twisted crossed products, we need to Fourier transform the twisted crossed product
A⋊ωθ ,τ X in the X -variable. In our setting, i. e. X being an abelian, locally compact
group, we can define the
Definition 5.2.1 (Dual group Xˆ ) LetX be a locally compact, second countable, abelian
group. The set of continuous group morphisms ξ : X −→ T equipped with pointwise
multiplication and uniform convergence on compact subsets forms the dual group Xˆ .
Then, for a suitable normalization of the Haar measure, we define the Fourier trans-
form of L1(X ) functions,
FX : L
1(X ) −→ C∞(Xˆ ),
 
FX f

(ξ) :=
∫
X
dx ξ(x)∗ f (x) (5.2.1)
F¯X : L
1(X ) −→ C∞(Xˆ ),
 
F¯X f

(ξ) :=
∫
X
dx ξ(x) f (x).
It induces unitary maps between L2(X ) and L2(Xˆ ). The inverses act on L1(Xˆ )∩L2(Xˆ )
as  
F¯Xˆ f

(ξ) :=
∫
Xˆ
dξξ(x) f (ξ) =
 
F−1
X
f

(x) (5.2.2)
 
FXˆ f

(x) :=
∫
Xˆ
dξξ(x)∗ f (ξ) =
 
F¯−1
X
f

(x). (5.2.3)
We extend this definition to A-valued functions via F := idA ⊗ FX (where we have
identified L1(X ;A) with A⊗ L1(X )),
F : L1(X ;A) −→ C∞(Xˆ ;A).
Thus, we can transcribe all elements of the Banach-∗ algebra  L1(X ;A),⋆ω
θ ,τ,
⋆ω
θ ,τ

onto a subset of C∞(Xˆ ;A) via F
−1. For any two f , g ∈ F−1L1(X ;A), the induced
product ♯ωτ is related to ⋆
ω
θ ,τ by intertwining them with F, 
f ♯ωτ g

(x ,ξ) := F−1
 
(F f ) ⋆ωθ ,τ (Fg)

(x ,ξ), (5.2.4)
f ♯
ω
τ := F−1
 
(F f )⋆
ω
θ ,τ

, (5.2.5)
and the transported norm is likewise defined as f  := F f 
L1
. (5.2.6)
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However, there is no direct characterization of F−1L1(X ;A), so we will usually work
on suitable dense subsets. The canonical extension of the inverse Fourier transform
F−1 relates the enveloping C∗-algebra of
 
F−1L1(X ;A), ♯ωτ ,
♯ωτ

, denoted by F−1Cω
A
, to
the twisted crossed product A⋊ω
θ ,τX andF f 
Cω
A
=
 f 
F−1Cω
A
holds. The space X × Xˆ is interpreted as quantum phase space: the attribute quantum
shall remind the reader that in general X × Xˆ does not coincide with T ∗X , the cotan-
gent bundle over X . If X = Td , then T ∗Td ∼= Td ×Rd whereas Td ×cTd ∼= Td ×Zd . In
a way, the quantum phase space already knows that the spectrum of the momentum
operator is purely discrete. The Fourier transform also induces a covariant represen-
tation of F−1Cω
A
on H = L2(X ).
Proposition 5.2.2 (i) The representation
Opλτ :=Rep
λ
τ ◦ F : F−1CωA −→ B
 
L2(X )

is faithful and acts on f ∈ F−1L1(X ;A) by
 
Opλτ( f )u

(x) =
∫
X
dy
∫
Xˆ
dξξ(y − x)∗ λ(x; y − x)·
· f  (id−τ)(x) + τ(y),ξu(y), (5.2.7)
for all u ∈ L2(X ) and x ∈ X where the right-hand side is viewed as an iterated
integral.
(ii) If λ′ ∈ C1 X ;C(X ;T) is another 1-cochain that pseudotrivializes the 2-cocycle
ω = δ1λ′ ∈ C2 X ;C(X ;T), then λ′ = δ0(c)λ for some c ∈ C(X ;T) and the
representations Opλτ and Op
λ′
τ are unitarily equivalent:
r(c−1)Opλ
τ
( f ) r(c) =Opλ
′
τ
( f ) ∀ f ∈ F−1Cω
A
. (5.2.8)
Remark 5.2.3 The second property is the principle of gauge-covariance of generalized
Weyl calculus.
If we have a look at how we have defined Weyl quantization, we have emphasized
the importance of the Weyl system. What is the relation between the Weyl system
and the covariant representation Opλτ of F
−1Cω
A
? If r is the usual representation of
A ⊆ BCu(X ) on H = L2(X ) mapping ϕ ∈A onto multiplication by ϕ(Q), 
r(ϕ)u

(x) := ϕ(x)u(x),
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then we can define V : Xˆ −→ U L2(X ),
V (ξ) := r(ξ)∗.
Keep in mind that Xˆ ⊆ BC(X ) and hence r(ξ) is a well-defined expression. Now we
can define the
Definition 5.2.4 (Weyl system) The family of operators

Wλτ (x ,ξ) | (x ,ξ) ∈ X × Xˆ
	
,
Wλτ (x ,ξ) := ξ
 
(id− τ)(x) Tλ(x)V (ξ) = ξ −τ(x)V (ξ) Tλ(x), (5.2.9)
is called theWeyl system associated to the pseudotrivialization λ and the endomorphism
τ.
The Weyl system acts on u ∈ L2(X ) as 
Wλτ (x ,ξ)u

(y) = ξ
 
y +τ(x)
∗
λ(y; x)u(y + x), (x ,ξ) ∈ X × Xˆ .
We can now ‘blow up’ the original C∗-dynamical system (X ,A,θ ,ω) to (Ξ,A,Θ,Ωτ)
where Ξ := X × Xˆ is quantum phase space, Θ : Ξ −→ Aut(A), Θ(x ,ξ)[ϕ] := θx[ϕ] is
a trivially extended action and
Ωτ
 
(x ,ξ), (y,η)

:= ξ
 
τ(y)

η
 
(τ− id)(y)ω(x , y)
as 2-cocycle. The Weyl system plays the role of the unitary representation Tλ : X −→
U
 
L2(X )

and it is easy to verify that
 
L2(X ), r,Wλτ

is a covariant representation of
the blown up twisted C∗-dyanmical system (Ξ,A,Θ,Ωτ).
Proposition 5.2.5 (i) If
 
L2(X ), r, Tλ

is a covariant representation of (X ,A,θ ,ω),
then the triple
 
L2(X ), r,Wλτ

is a covariant representation of the enlarged twisted
C∗-dynamical system (Ξ,A,Θ,Ωτ) where
Θ(x ,ξ)[ϕ] := θx[ϕ],
Ωτ
 
(x ,ξ), (y,η)

:= ξ
 
τ(y)

η
 
(τ− id)(y)ω(x , y).
(ii) If λ′ is another element of C1
 
X ;C(X ;T)

which pseudotrivializes δ1(λ′) = ω =
δ1(λ), then there exists c ∈ C(X ;T) such that Wλ′τ (x ,ξ) = r(c−1)Wλτ (x ,ξ) r(c)
for all (x ,ξ) ∈ Ξ.
(iii) For two endomorphisms τ,τ′ ∈ End(X ), the 2-cocycles Ωτ and Ωτ′ on Ξ are co-
homologous and the corresponding Weyl systems are connected by Wλ
τ′(x ,ξ) =
ξ
 
(τ−τ′)(x)Wλτ (x ,ξ) for all (x ,ξ) ∈ Ξ.
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Proof (i) One can directly verify that
 
L2(X ), r,Wλτ

satisfies all the properties in
Definition 5.1.7.
(ii) This follows from the corresponding property of Tλ (Proposition 5.1.18).
(iii) The 1-cochain Λτ,τ′(x ,ξ) := ξ
 
(τ−τ′)(x) links Wλτ and Wλ′τ ,
Ωτ′ = δ
1(Λτ,τ′)Ωτ. 
Analogously to the previous section, we may defined extended twisted crossed prod-
ucts of the form A⋊ΩτΘ,τ Ξ. As a matter of fact, this point of view is used in [KNW09].
In that case, the symplectic Fourier transform Fσ takes the place of ordinary Fourier
transform,
(Fσ f )(x ,ξ) :=
∫
X
dy
∫
Xˆ
dηξ(y)η(x)∗ f (y,η), f ∈ L1(Ξ), (5.2.10)
and can be written as Fσ = S ◦ (F¯X ⊗ FXˆ ) where (S f )(ξ, x) := f (x ,ξ) swaps argu-
ments. As in the case X = Rd , Fσ is its own inverse, F
−1
σ
= Fσ. Armed with these
definitions, we can define in analogy with equation (2.2.4)
ÝOpλ
τ
( f ) :=
∫
Ξ
dX
 
Fσ f

(X )Wλ(X ) (5.2.11)
for f ∈ FσL1(Ξ). If we restrict ourselves to the dense subspace FXˆ L1(Xˆ )⊙ F¯X L1(X )
interpreted as a subspace of C∞(X )⊙ C∞(Xˆ ), we see that ÝOpλτ agrees with Opλτ as
given by equation (5.2.7) for all functions f ∈ FXˆ L1(Xˆ )⊙ F¯X L1(X )⊆A⊙ F¯X L1(X )
as long as C∞(X )⊆A.
Proposition 5.2.6 Assume C∞(X ) ⊆ A. Then both, Opλτ and ÝOpλτ as defined by equa-
tions (5.2.7) and (5.2.11), respectively, are well-defined on FXˆ L
1(Xˆ )⊙ F¯X L1(X ) and
they coincide on this set.
One last thing concerning extensions: we can extend all objects such as ⋆ω
θ ,τ, Rep
λ
τ,
♯ωτ and Op
λ
τ to the multiplier algebras of A ⋊
ω
θ ,τ X and F
−1Cω
A
, respectively. This
construction is particularly illuminating for A = C∞(X ): in that case
Repλτ
 
C∞(X )⋊
ω
θ ,τ X

=K
 
L2(X )

=Opλτ
 
FCω
C∞(X )

and it is immediately clear that Repλτ maps M
 
C∞(X )⋊
ω
θ ,τ X

onto all of B
 
L2(X )

– which is the multiplier algebra of K
 
L2(X )

! For X = Rd , we may use a different
route, duality techniques, to achieve the same thing (Corollary 6.2.10).
Proposition 5.2.7 The space FσM(Ξ) of all symplectic Fourier transforms of bounded,
complex-valued measures is contained in M
 
C∞(X )⋊
ω
θ ,τ X

.
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5.3 The concept of affiliation
Affiliation is a concept that allows us to treat possibly unbounded, possibly not densely
defined operators in an abstract C∗-algebraic setting. The C∗-algebra C does not
have to be A⋊ω
θ ,τ X , F
−1Cω
A
or some C∗-subalgebra of B(H) and it is easier to make
statements in rather broad generality.
The material contained in this section is taken from [AMG96, Chapter 8].
5.3.1 Observables affiliated to C∗-algebras
The inspiration to define affiliated observables comes from considering resolvent fam-
ilies of selfadjoint or normal operators and functional calculus. We will explain this
in the first example right after the definition:
Definition 5.3.1 (Observable affiliated to C) A selfadjoint observable H (also denoted
as ΦH) affiliated to a C
∗-algebra C is a morphism
ΦH : C∞(R)−→ C.
If we choose functions ϕ ∈ C∞(R) whose domain is R, we implicitly restrict ourselves
to selfadjoint observables. Similarly, a morphism ΦH : C∞(C) −→ C defines a normal
observable affiliated to C. Quite generally, observables may be defined via morphisms
Φ : C∞(Y) −→ C where Y is a topological, locally compact, second countable space.
We shall only be concerned with selfadjoint observables, i. e. Y = R, for a more
general setup, we refer to [AMG96]. For this reason, we will frequently omit the
word ‘selfadjoint.’
Example Let H be a Hilbert space, H a densely defined, selfadjoint operator and
C = B(H) the C∗-algebra of bounded operators on H. Then H defines an observable
ΦH via usual functional calculus,
ΦH : C∞(R)−→ B(H), ϕ 7→ ΦH(ϕ) := ϕ(H).
Clearly, this gives the recipe how to define observables affiliated to twisted crossed
products and their Fourier transforms. Also, with a little abuse of notation, we will
often use H to denote the morphism ΦH .
There is a one-to-one correspondence between morphisms Φ : C∞(R) −→ C and ob-
servables affiliated to the algebra of bounded operators on a Hilbert space H which
are defined densely on some closed subspace D(H) :=H′ ⊆H.
One direction is clear: if (H,H′) is an operator which is densely defined on a closed
subspace of H, then we can use functional calculus to define a morphism on ΦH :
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C∞(R) −→ B(H′). If we extend this morphism trivially on H′⊥, i. e. ΦH(ϕ)|H′⊥ := 0,
we get a morphism ΦH : C∞(R)−→ B(H).
Conversely, any morphism Φ : C∞(R) −→ B(H) has an extension to the bounded
Borel functions, eΦ : BO(R) −→ B(H).2 With this morphism, we can extract the
spectral measure – which then uniquely determines the operator. In fact, other well-
known facts of standard operator theory [RS72; RS75] combine nicely with this C∗-
algebraic point of view developed here:
Proposition 5.3.2 Let H0 be a densely defined selfadjoint operator in a Hilbert space H
affiliated to a C∗-subalgebra C of B(H).
(i) If V is a H0-bounded symmetric operator in H with H0-bound strictly less than 1
and if V (H0−z0)−1 ∈ C for some z0 ∈ C\R, then H := H0+V is a densely defined
selfadjoint operator in H affiliated to C.
(ii) Assume that H0 is bounded form below and let V be a symmetric sesquilinear form
onH which is relatively form-bounded with respect to H0 with relative bound stricly
less than 1. If (λ0 + H0)
−1/2 V (λ0 + H0)
−1/2 ∈ C for some λ0 > − infH0, then the
operator associated to the form sum H := H0
.
+ V is a densely defined selfadjoint
operator in H affiliated to C.
Proof (i) With the help of the resolvent identity, we rewrite
V (H0 − z)−1 = V (H0− z0)−1 + (z − z0)V (H0 − z0)−1 (H0 − z)−1
to confirm that V (H0 − z)−1 ∈ C for any z ∈ C \σ(H0). Since V is H0-bounded
with bound less than 1, we can expand (H − z)−1 in terms of (H0 − z)−1 and
V (H0− z)−1 for suitable z ∈ C \σ(H0) [RS75, Theorem X.12].
(ii) Define m := infH0 as the infimum of the spectrum and pick λ,λ0 >−m. If S :=
(λ0−λ) (H0+λ)−1, then S ∈ C and clearly idH+S ≥min

1, (λ0+m)(λ+m)
−1	.
This means we can take the square root of idH + S in the operator sense which
can be written as idH + T for some suitable bounded operator T ∈ C. Thus, we
can rewrite (H0 +λ)
−1/2 V (H0+ λ)
−1/2 in terms of (H0 +λ0)
−1:
(H0 +λ)
−1/2 V (H0+ λ)
−1/2 =
= (idH + T ) (H0+ λ0)
−1/2 V (H0+ λ0)
−1/2 (idH + T ) ∈ C
2This extension implies adding W ∗-algebra structure to the right-hand side. In this case B(H) already is
a W ∗-algebra by definition, but if the morphism maps onto some abstract C∗-algebra, this procedure is
equivalent to choosing a particular representation [Ped79, Chapter 7.4].
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This in turn implies we can express (H +λ)−1 as
(H +λ)−1 = (H0+ λ)
−1/2  idH+ (H0+ λ)−1/2 V (H0 +λ)−1/2 (H0+ λ)−1/2
∈ C.
This concludes the proof. 
Definition 5.3.3 (Resolvent family) A resolvent family is a family of functions indexed
by z ∈ C \R, {R(z)}z∈C\R ⊂ C∞(R), such that
(i) R(z)∗ = R(z∗) and
(ii) R(z)− R(z′) = (z− z′)R(z)R(z′).
Proposition 5.3.4 A selfadjoint observable ΦH : C∞(R)−→ C affiliated to a C∗-algebra
C is uniquely determined by its resolvent family and R(z) := ΦH(rz), rz := (· − z)−1,
holds for z ∈ C \R. In fact, ΦH(rz0) ∈ C for some z0 ∈ C \R suffices.
Proof The translates of {rz}z∈C\R is dense in C∞(R) and a simple approximation ar-
gument suffices to extend ΦH to all functions on R vanishing at infinity (Theorem of
Stone-Weierstrass).
Assume R(z0) = ΦH(rz0) ∈ C. Then for all z in some neighborhood U(z0) of z0, we
can write R(z) as
R(z) =
∞∑
n=0
(z − z0)n R(z0)n+1 ∈ C.
We can then repeat this procedure as often as needed to write the resolvent for an
arbitrary z ∈ C\R which lies in the same half plane as z0. The resolvents for all other
z can be obtained by complex conjugation (property (i) of Definition 5.3.3). 
5.3.2 Spectrum of affiliated observables
The connection of selfadjoint observables affiliated to C∗-algebras and resolvents in-
dicates that there is a way to recover the spectrum of the original observable.
Definition 5.3.5 (Spectrum σ(H)/σ(ΦH)) Let H be a selfadjoint observable affiliated
to a C∗-algebra C, ΦH : C∞(R)−→ C. Then the spectrum of H is defined as
σ(H)≡ σ(ΦH) :=
n
λ ∈ R
 ∀ϕ ∈ C∞(R) : ϕ(λ) 6= 0⇒ ΦH(ϕ)≡ ϕ(H) 6= 0o. (5.3.1)
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Example To make sense of this definition, we remember that if C = B(H), we indeed
recover the usual spectrum: keeping in mind that B(H) is a W ∗-algebra, we can
extend ΦH to bounded Borel functions on R by a suitable approximation argument.
In particular, we can plug in the characteristic function χA of any Borel subset A⊆ R.
If A∩spec (H) = ; (where spec (H) is the spectrum in the the usual functional analytic
sense), then by the spectral theorem ΦH(χA) ≡ χA(H) = 0. Hence, σ(H) coincides
with spec (H).
Remark 5.3.6 The algebraically defined spectrum σ(H) is a closed subset of R. For
consistency with regular spectral theory, we always view R as a subset of C.
Remark 5.3.7 The C∗-algebraic approach has one caveat: we are not able to distin-
guish continuous spectrum from dense point spectrum, because we cannot separate
two infinitesimally close points by a continuous function. Also, spectral information
on the type of spectrum are lost (e. g. absolutely continuous and singularly continu-
ous spectrum). However, it is possible to distinguish essential from discrete spectrum.
In this framework, we can easily transfer some important notions from operator the-
ory. For instance, we say two observables H1 and H2 commute if and only if
ϕ(H1)ϕ(H2) = ϕ(H2)ϕ(H1)
for all ϕ ∈ C∞(R) – which coincides with the standard definition if C = B(H) [RS72,
Theorem VIII.13]. The spectral theorem also has a rather natural translation. Let
f :σ(H) −→ R
be a proper3 continuous function. Then, canonically, we define
f ∗ : C∞(R)−→ C∞(R),ϕ 7→ f ∗(ϕ) := ϕ ◦ f .
By definition, an analog of the spectral theorem holds, i. e. for proper continuous
functions, f (H) is an observable affiliated to C and we have
σ
 
f (H)

= f
 
σ(H)

.
Again, this result is well-known if H is a selfadjoint operator on a Hilbert space. The
next operation has no Hilbert space analog and is the key advantage of the C∗-algebraic
framework.
3A map f : X −→ Y between locally compact spaces is called proper if f −1(K) is compact for any compact
subset K ⊆ Y . Put another way, f (x) must tend to infinity in Y if x tends to infinity in X .
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Definition 5.3.8 (Image of H through π) Let π : C −→ C′ be a morphism between
two C∗-algebras C and C′. If H is an observable affiliated to C via the morphism ΦH :
C∞(R)−→ C, then
π(H)≡ π(ΦH) : C∞(R)−→ C′
defines an observable affiliated to C′ called the image of H through π, 
π(H)

(ϕ) := π
 
ϕ(H)

. (5.3.2)
Since we want to stress the importance of the next fact, which is just a direct conse-
quence of the definition, we have made it into a theorem:
Theorem 5.3.9 Let H be a selfadjoint observable affiliated to the C∗-algebra C and
π : C −→ C′ a morphism between C∗-algebras. Then the spectrum of the image of H
through π is contained in the spectrum of H,
σ
 
π(H)
⊆ σ(H). (5.3.3)
Proof Any morphism is norm-decreasing, i. e. π(H)(ϕ)
C′ ≡
π ϕ(H)
C′ ≤
ϕ(H)
C
≡
ΦH(ϕ)C,
and thus ΦH(ϕ)≡ ϕ(H) = 0 implies
 
π(H)

(ϕ) = 0,
0≤
 π(H)(ϕ)
C′ ≤
ϕ(H)
C
= 0.
Hence, we have shown σ
 
π(H)
⊆ σ(H). 
Furthermore, if f : σ(H) −→ R is a proper, continuous function, then
f
 
π(H)

= π
 
f (H)

.
The most fruitful class of examples comes from two basic ideas:
(i) Faithful representations π : C −→ B(H) of C on some Hilbert spaceH are of this
type. If π is faithful, i. e. injective, then σ(H) = σ
 
π(H)

coincides with the
usual spectrum of π(H) onH in the functional analytic sense. Furthermore, the
norm of f ∈ C can be calculated via π and
 f 
C
= ‖π( f )‖B(H).
(ii) Taking quotients with respect to some two-sided, closed, proper ideal I⊂ C: C/I
is another C∗-algebra with induced C∗-norm, composition law and involution.
In this case
πI : C −→ C/I
is the projection onto equivalence classes. We then define
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Definition 5.3.10 (I-essential spectrum σI(H)) For a selfadjoint observable H affil-
iated to a C∗-algebra C, we define the I-essential spectrum as
σI(H) := σ
 
πI(H)

=
n
λ ∈ R
 ∀ϕ ∈ C∞(R) : ϕ(λ) 6= 0⇒ ϕ(H) 6∈ Io. (5.3.4)
Example If C = B(H) and I=K(H) is the ideal of compact operators, then C(H) :=
B(H)/K(H) is the so-called Calkin algebra. In this case, the K(H)-essential spectrum
coincides with the usual essential spectrum.
5.3.3 Tensor products and families of observables
If C is ‘the’ tensor product of two C∗-algebras A and C′, C ∼= A⊗ C′, then this extra
structure can be exploited in the analysis. We have used quotation marks on purpose
as there usually is no single C∗-norm with respect to which the algebraic tensor prod-
uct A⊙ C′ is to be completed, but rather a family of C∗-norms with a minimal and a
maximal C∗-norm, ϕ⊗ψmin ≤ ϕ⊗ψ≤ ϕ⊗ψmax .
However, if one of the algebras, sayA, is abelian, then there is only one tensor product
(
ϕ⊗ψmin = ϕ⊗ψmax). Furthermore, we can use Gelfand theory to characterize
A, i. e.
A ∼= C∞(SA)
where SA is the Gelfand spectrum (see Chapter 5.1.1). With this, we can identify C
with C∞(SA;C
′), the functions Ψ : SA −→ C′ which take values in C′, are continuous
and vanish at infinity (if SA is not compact). Product, involution and norm are also
defined in the natural manner, e. g.Ψ
C
:= sup
x∈SA
Ψ(x)
C′ , (5.3.5)
(Ψ ·Ψ′)(x) :=Ψ(x) ·Ψ′(x).
Proposition 5.3.11 Let A, C′ be C∗-algebras and A abelian. Then there exists only one
tensor product
C :=A⊗C′ ∼= C∞(SA)⊗ C′ ∼= C∞(SA;C′).
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Proof Abelian C∗-algebras are of type I and hence the smallest and largest C∗-norms
coincide [Dix77]. Thus, there is only one way to complete A⊙ C′ to A⊗C′.
For the second part of the proof, by density, it suffices to consider elements in
A⊙C′ ∼= C∞(SA)⊙C′. Any such element f ∈ C∞(SA)⊙ C′ is of the form
x 7→ f (x) =
n∑
j=1
ϕ j(x)⊗ψ j , ϕ j ∈ C∞(SA), ψ j ∈ C′, j ∈ {1, . . . ,n},
which corresponds to
x 7→
n∑
j=1
ϕ j(x)ψ j ∈ C∞(SA;C′).
It remains to show that the norms of C∞(SA)⊗ C′ and C∞(SA;C′) as given by equa-
tion (5.3.5) coincide. In general, morphisms are norm-decreasing, but faithful repre-
sentations are even norm-preserving. Thus we can calculate the norm of f ∈ C∞(SA)⊙
C′ ⊂ C∞(SA)⊗C′ via a faithful representation. Consider
ℓ2(SA) :=
n
u : SA −→ C
 ∑
x∈SA |u(x)|
2 <∞
o
.
Any ϕ ∈ C∞(SA) acts on u ∈ ℓ2(SA) by multiplication, 
r(ϕ)u

(x) := ϕ(x)u(x), u ∈ ℓ2(SA), x ∈ SA.
Clearly, r : C∞(SA) −→ B
 
ℓ2(SA)

maps any ϕ ∈ C∞(SA) onto a bounded operator
on ℓ2(SA):r(ϕ)
B(ℓ2(SA))
= sup
‖u‖
ℓ2=1

u, r(ϕ)u ≤ sup
‖u‖
ℓ2=1

u,‖ϕ‖∞u= ‖ϕ‖∞
In fact, we even have equality, ‖r(ϕ)‖B(ℓ2(SA)) = ‖ϕ‖∞: as ϕ vanishes at infinity
and is continuous,
ϕ attains its maximum at a point x0 ∈ SA (which need not be
unique). Choosing u0 = δx0 gives us
|〈u0, r(ϕ)u〉|= |ϕ(x0)|= ‖ϕ‖∞
≤ ‖r(ϕ)‖B(ℓ2(SA)) ≤ ‖ϕ‖∞.
This implies r
 
C∞(SA)
 ⊆ B ℓ2(SA). With trivial modifications, we can can adapt
the above argument to treat the case C∞(SA)⊗C′: we faithfully realize it on ℓ2(SA)⊗
H′ ∼= ℓ2(SA;H′); H′ is chosen such that C′ can be represented faithfully on it. By
direct calculation, we confirm f 
C∞(SA)⊗C′ =
r(ϕ)
B(ℓ2(SA)⊗H′) = supx∈SA
 r( f )(x)
B(H′)
= sup
x∈SA
 f (x)
C′
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for any f ∈ C∞(SA)⊙ C′. This means the norms coincide on a dense subspace and
thus the algebras C∞(SA)⊗ C′ and C∞(SA;C′) are isomorphic. 
In this setting, it is useful to view an observable H affiliated to C∞(SA;C
′) as a family
of observables H(x) affiliated to C′ which is continuous in the following sense: for all
ϕ ∈ C∞(R), the map
x 7→ ϕ H(x) (5.3.6)
is continuous in the norm. Continuity of x 7→  H(x) − z0−1 for some z0 ∈ C \ R
suffices. A continuous family of observables is called proper if and only if
lim
x→∞
H(x) =∞⇐⇒ lim
x→∞
ϕ H(x)
C′ = 0 ∀ϕ ∈ C∞(R).
This is only another way of saying that H is affiliated to the C∗-algebra composed
of continuous C′-valued functions which vanish at ∞, C∞(SA;C′). If SA is compact,
i. e. A ∼= C∞(SA) is unital, then the latter condition is empty. In general, H may be
∞ outside of some open set
suppH :=

x ∈ SA | H(x) 6=∞
	
.
This implies ϕ
 
H(x)

= 0 for all ϕ ∈ C∞(R) and x 6∈ suppH.
Sequences of observables affiliated to C′ may be defined by considering SA = N∪
{∞} and C∞(N ∪ {∞};C′) ≡ BC(N;C′). This sense of convergence coincides with
convergence in the norm-resolvent sense if C′ is a subalgebra of B(H) for some Hilbert
space H.
Proposition 5.3.12 Let H be a selfadjoint observable affiliated to C∞(SA;C) such that
x 7→ H(x) is continuous (see equation (5.3.6)) and proper. Then
σ(H) =
⋃
x∈SA
σ
 
H(x)

and σ(H) is a closed subset of R ⊆ C.
We will need an auxiliary Lemma to prove the proposition:
Lemma 5.3.13 Let {H(x)}x∈SA be a proper family of selfadjoint observables affiliated
to C′. Then the spectrum is localized near infinity for large x in the following sense: for
any compact K ⊂ R, there is a compact L ⊆ SA such that σ
 
H(x)
 ∩ K = ; for all
x 6∈ L.
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Proof Pick ϕ ∈ C∞(R) with ϕ(λ) = 1 for all λ ∈ K . As x 7→ H(x) is proper, we knowϕ H(x)
C′ → 0 as x → ∞. Thus, we can find a compact set L ⊆ SA such thatϕ H(x)
C′ < 1 for x ∈ L. On the other hand, the norm can be expressed in terms
of the spectrum, namelyϕ H(x)
C′ = sup
ϕ(λ) | λ ∈ σ H(x)	< 1.
Thus
ϕ(λ)< 1 for all λ ∈ σ H(x) as long as x 6∈ L. 
Proof (Proposition 5.3.12) Let us start by showing that
⋃
x∈SA σ
 
H(x)

is a closed
set. Pick λ ∈
⋃
x∈SA σ
 
H(x)

; then there are sequences λn → λ in R and {xn}n∈N in
SA such that λn ∈ σ
 
H(xn)

for all n ∈ N. By the previous Lemma, for a compact
subset K ⊃ {λn}n∈N of R, there exists a compact set L ⊆ SA such that x 6∈ L implies
σ
 
H(x)
 ∩ K = ;. Hence, there is a subsequence {xnk}k∈N ⊂ L which we may take
to be convergent to some x ∈ L. Then pick ϕ ∈ C∞(R) and N ∈ N large enough with
ϕ(λ) 6= 0 such that ϕ(λn)≥ 12 ϕ(λ)> 0
holds for all n≥ N . Hence,
ϕ H(xn)C′ can be bounded from below by 12 ϕ(λ):ϕ H(xn)C′ = supϕ(λ) | λ ∈ σ H(xn)	
≥
ϕ(λn)≥ 12 ϕ(λ)> 0 ∀n≥ N
By continuity of x 7→
ϕ H(x)
C′ , this implies
ϕ H(x)
C′ > 0, i. e. ϕ
 
H(x)
 6= 0.
Hence λ ∈
⋃
x∈SA σ
 
H(x)

and the union is a closed subset of R.
ϕ
 
H(x)
 6= 0 also trivially implies ϕ(H) 6= 0, and the union of the spectra must be
contained in the spectrum of H,
⋃
x∈SA σ
 
H(x)
⊆ σ(H).
Conversely, let λ 6∈
⋃
x∈SA . As each of the σ
 
H(x)

as well as their union is closed,
there exists a neighborhood V of λ that is disjoint from the spectra of H(x) for all
x ∈ suppH, V ∩σ H(x) = ;. If we then pick ϕV ∈ C∞(R) whose support lies in V ,
then ϕV
 
H(x)

= 0 for all x ∈ suppH, and hence ϕV (H) = 0. This means λ 6∈ σ(H)
and we have shown
⋃
x∈SA σ
 
H(x)
⊇ σ(H). 
An analogous statement holds if we consider I-essential spectra: let I be a two-sided,
closed ideal of C′ and πI : C
′ −→ C′/I the corresponding canonical projection. As we
will see, this induces a canonical projection between C∞(SA;C
′) and C∞
 
SA;C
′/I

.
We can identify the latter with the quotient C∞(SA;C
′)/C∞(SA;I): two functions
f , g ∈ C∞(SA;C′) are equal modulo C∞(SA;I), i. e. f = g+h for some h ∈ C∞(SA;I),
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if and only if x 7→ πI
 
f (x)

equals x 7→ πI
 
g(x)

as functions mapping from SA to
C′/I. This identification leads to an injection
ı : C∞(SA;C
′)/C∞(SA;I)−→ C∞
 
SA;C
′/I

Hence, the projection πI induces a projection between the larger C
∗-algebras
π
SA
I
: C∞(SA;C
′)−→ C∞
 
SA;C
′/I

, f 7→ πSA
I
( f )
that acts as
 
π
SA
I
( f )

(x) := πI
 
f (x)

. Not surprisingly, this immediately leads to
Proposition 5.3.14 Assume I is a two-sided, closed ideal of a C∗-algebra C′ and
πI : C
′ −→ C′/I
the corresponding canonical projection. Then the I-essential spectrum of a proper, con-
tinuous observable affiliated to C∞(SA;C
′) can be written as the union of the I-essential
spectra of H(x),
σI(H)≡ σ
 
π
SA
I
(H)

=
⋃
x∈suppH
σI
 
H(x)

=
⋃
x∈suppH
σ
 
πI
 
H(x)

, (5.3.7)
where πSA
I
: C∞(SA;C
′)−→ C∞
 
SA;C
′/I

is the projection induced by πI.
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6 Chapter 6Pseudodifferential theory
revisited
Magnetic operators onX = Rd have been the subject of Chapters 2 and 3 where rather
hands-on pseudodifferential techniques have been extended to the case of magnetic
Weyl calculus. One of the main results, Theorem 3.5.1, states that the magnetic Weyl
product preserves Hörmander classes and is proven via oscillatory integral techniques
(see Appendix A).
On the other hand, the algebraic point of view outlined in Chapter 5 [MPR05] sheds
light on how algebraic properties translate into spectral properties. If A ⊆ BCu(Rd)
is an Rd -algebra (Definition 5.1.12) and the components of B are in the multiplier
algebraM(A), then the Fourier transform of the twisted crossed productA⋊ω
B
θ ,τR
d ≡
CB
A
can be thought of as being composed of tempered distributions. Some elements
are functions on phase space Ξ = Rd × Rd ∗ and the behavior of x 7→ h(ξ, x) ∈ A is
characterized by the coefficient algebraA. Such functions are calledA-anisotropic and
the product on FCB
A
respects the A-anisotropy by definition. Smoothness properties,
however, are more difficult to extract.
The purpose of this chapter is to show how to combine these two complementary
approaches to one’s advantage. Smoothness properties inferred from the pseudodif-
ferential point of view indeed combine nicely with the anisotropy, i. e. the behavior
in x as encoded in the coefficient algebra A is preserved under multiplication. We
caution the reader that this is by no means an immediate consequence of the various
definitions.
Three main results will be proven in this chapter:
(i) We use the recently proven fact that S0ρ,0 with the magnetic Moyal product ♯
B
and complex conjugation as involution forms a so-called Ψ∗-algebra [IMP10]:
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they are spectrally invariant C∗-subalgebras with Fréchet structure. What makes
Ψ∗-algebras special is the fact that closed, symmetric subalgebras are again
Ψ∗-algebras [Lau98, Cor. 2.5]. This abstract fact automatically guarantees that
Moyal resolvents of real-valued anisotropic Hörmander symbols of positive order
m > 0 are again anisotropic symbols or order −m (Theorem 6.1.7).
(ii) This leads to the second main result, namely a principle of affiliation for real-
valued, elliptic, anisotropic symbols of positive order to the abstract algebra
FCB
A
(Theorem 6.3.8). We also identify C∗-subalgebras composed of smooth
functions on which we can apply pseudodifferential techniques again.
(iii) The principle of affiliation is then the starting point for spectral analysis. We
show how to decompose the spectrum in terms of ‘asymptotic operators’ which
are in some sense located at infinity (Theorem 6.4.12). There is no Hilbert
space analog for this decomposition, though, and even for the non-magnetic
case B = 0, this result is new.
Now we specialize the definitions of the previous chapter to the case X = Rd and
magnetic 2-cocycles ω ≡ ωB again to reap the benefits from the algebraic approach.
Although much of what we state here holds for more general choices of groups X ,
we shall not make this endeavor for the sake of readability. The results presented in
this section are the fruits of a collaboration of Marius Ma˘ntoiu, Serge Richard and the
author [LMR10].
Setting and assumptions Let us revisit the definitions of the last chapter: for sim-
plicity, we will always choose Weyl ordering, i. e. τ = 1/2. The advantages (most
importantly, real-valued functions are mapped onto symmetric operators) have al-
ready been elaborated upon in Chapter 2. Furthermore, for magnetic 2-cocycles we
have ωB(x ,−x) = 1 as the area of the flux triangle vanishes. Hence, the product of
f , g ∈A⋊ωB
θ ,1/2 R
d ∩ L1(Rd ;A) =:A⋊B
θ
Rd ∩ L1(Rd ;A) reads
( f ⋆Bθ g)(x) =
1
(2π)d/2
∫
Rd
dy θ(y−x)/2[ f (y)]θy/2[g(x − y)]θ−x/2[ωB(y, x − y)]
(6.0.1)
where in this chapter A always denotes a unital Rd -algebra in the sense of Defini-
tion 5.1.12 and ωB(q; x , y) := e−iΓ
B(〈q,q+x ,q+x+y〉) is the exponential of magnetic
fluxes through triangles. The involution simplifies to f ⋆
B
θ (x) = f (−x)∗. We have
added a prefactor (2π)−d/2 which has been absorbed into the measure in the last
chapter. The condition that ωB(x , y) is U(A)-valued implies that the components
of B have to be A. The condition that A is unital is rather natural: if h and h′ are
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hamiltonian symbols differ only by a constant E0, then their quantizations will es-
sentially have the same properties. The difference E0 (seen as a constant function)
corresponds to a different choice of zero energy and we would like both, x 7→ h(x ,ξ)
and x 7→ h′(x ,ξ) to be contained in A. It also does not change anything for the mag-
netic fields: if A were not unital, we could admit magnetic fields in the multiplier
algebra of A – which contains the case of constant field.
Naturally, the twisted crossed product is represented on L2(Rd) via RepA where the
superscript A indicates that the pseudotrivialization of the 2-cocycle,
λA(q; x) := e−iΓ
A([q,q+x]),
involves the choice of a vector potential A which represents B = dA,
 
RepA( f )u

(x) =
1
(2π)d/2
∫
Rd
dy λA(x; y − x) f   1
2
(x + y), y − xu(y). (6.0.2)
The above is defined for f ∈ L1(Rd ;A) and u ∈ L2(Rd), although we can immedi-
ately extend RepA to f ∈ A ⋊B
θ
Rd or even further. RepA is called the Schrödinger
representation of A⋊B
θ
Rd .
Equivalently, we may restate this using the physically more natural, Fourier-trans-
formed twisted crossed product FCB
A
. The involution f ♯
B
= f ∗ reduces to complex
conjugation and the product of two suitable functions f , g : Rd ×Rd ∗ −→ C is given
by
( f ♯B g)(X ) =
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) e
i
2
σ(Y,Z)·
·ωB x − 1
2
(y + z); x + 1
2
(y − z), x + 1
2
(y + z)
·
· (F−1
σ
f )(Y ) (F−1
σ
g)(Z).
This has been defined for Hörmander symbols via oscillatory integral techniques in
Chapters 2 and 3. Before we have a detailed look at interesting algebras and sub-
algebras, we need to define anisotropic Hörmander symbols and revisit the product
formula.
6.1 Magnetic composition of anisotropic symbols
6.1.1 Anisotropic symbol spaces
The algebra A encodes the behavior of the configurational part of the symbol (‘the
behavior in x ’) and that of the magnetic field. We will always make the following
assumptions:
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Assumption 6.1.1 (on the anisotropy algebra A) Unless explicitly stated otherwise,
throughout this chapter we will always assume that A is a unital Rd -algebra, i. e. a
C∗-subalgebra of BCu(R
d) that is stable under translations.
Much of the following can be immediately applied or adapted to the case where A is
a general abelian C∗-algebra with an Rd -action:
Definition 6.1.2 Let us define A∞ :=

ϕ ∈ A | Rd ∋ x 7→ θx(ϕ) ∈ A is C∞
	
. For
a ∈ Nd0 we set
(i) δa :A∞ −→A∞, ϕ 7→ δa(ϕ) := ∂ ax
 
θx[ϕ]

x=0,
(ii) sa :A∞ −→ R+, ϕ 7→ sa(ϕ) :=
δa(ϕ)
A
.
It is known that A∞ is a dense ∗-subalgebra of A, as well as a Fréchet ∗-algebra with
the family of semi-norms {sa | a ∈ Nd0}. But our setting is quite special: A is an
abelian C∗-algebra composed of bounded and uniformly continuous complex-valued
functions defined on the group Rd itself.
Lemma 6.1.3 A∞ coincides with A∞0 :=

ϕ ∈ C∞(Rd) | ∂ ax ϕ ∈A, ∀a ∈ Nd0
	
. Further-
more, for any a ∈ Nd0 and ϕ ∈A∞, one has δa(ϕ) = ∂ ax ϕ.
Proof For any ϕ ∈A∞ and j ∈ {1, . . . , d}, there exists δ jϕ ∈A∞ such that1t  θt e j(ϕ)−ϕ− δ jϕ

A
= sup
x∈Rd
1t  ϕ(x + te j)−ϕ(x)− (δ jϕ)(x)
 t→0−−→ 0,
where e1, . . . , ed is the canonical basis in R
d . This implies that ϕ is differentiable and
that δ jϕ = ∂x jϕ. By recurrence, we get δ
a(ϕ) = ∂ ax ϕ, and it clearly follows that
A∞ ⊆A∞0 .
To prove the converse, let ϕ ∈ A∞0 . We know that ϕ ∈ C∞(Rd) and that ∂ aϕ ∈
A ⊆ BC(Rd) for any a ∈ Nd0 . Thus, we simply have to show that the derivatives are
obtained as uniform limits. Indeed, one has for t > 0:1t  ϕ(x + te j)−ϕ(x)− (∂ jϕ)(x)
=
1t
∫ t
0
ds
 
(∂ jϕ)(x + se j)− (∂ jϕ)(x)

=
1t
∫ t
0
ds
∫ s
0
du(∂ 2j ϕ)(x + ue j)
≤ ∂ 2j ϕ∞ 1t
∫ t
0
ds s
=
∂ 2j ϕ∞ t2 t→0−−→ 0,
uniformly in x ∈ Rd , and similarly for t < 0. Then this argument can be applied
iteratively. 
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We now introduce the anisotropic version of the Hörmander classes of symbols, con-
fer also [Baa88a; Baa88b; CMS73; Con80; Shu78]. For any f : Ξ −→ C and (x ,ξ) ∈
Ξ, we will often write f (ξ) for f (·,ξ). In that situation, f will be seen as a function
on Rd
∗
taking values in some space of functions defined on Rd .
Definition 6.1.4 (Anisotropic Hörmander symbols of order m) The space of A-an-
isotropic symbols of order m and type (ρ,δ) is
Smρ,δ(R
d∗;A∞) :=
n
f ∈ C∞(Rd ∗;A∞) | ∀a,α ∈ Nd0 ∃Caα > 0 :
sa

(∂ α
ξ
f )(ξ)
≤ Caα 〈ξ〉m−ρ|α|+δ|a| ∀ξ ∈ Rd ∗o
where the Fréchet structure is generated by the family of seminorms
‖·‖m,aα	a,α∈Nd0 ,
‖ f ‖m,aα := sup
ξ∈Rd ∗

〈ξ〉−(m−|α|ρ+|a|δ) sa(∂ αξ f )(ξ).
Due to the very specific nature of the C∗-algebra A, there are again some simplifica-
tions:
Lemma 6.1.5 The following equality holds:
Smρ,δ(R
d ∗;A∞) =
n
f ∈ Smρ,δ | (∂ ax ∂ αξ f )(ξ) ∈A, ∀ξ ∈ Rd
∗
and a,α ∈ Nd0
o
. (6.1.1)
Proof First we notice that the conditions
sa

(∂ αξ f )(ξ)
≤ Caα 〈ξ〉m−ρ|α|+δ|a| , ∀ξ ∈ Rd ∗,
and (∂ ax ∂ αξ f )(x ,ξ)≤ Caα 〈ξ〉m−ρ|α|+δ|a| , ∀(x ,ξ) ∈ Ξ,
are identical. On the other hand, by Lemma 6.1.3,
(∂ αξ f )(ξ) ∈A∞ ⇐⇒ (∂ ax ∂ αξ f )(ξ) ∈A, ∀a ∈ Nd0 .
It thus follows that Sm
ρ,δ(R
d ∗;A∞) is included in the right-hand side of (6.1.1), and
we are then left with proving that if f ∈ Sm
ρ,δ(Ξ) and (∂
α
ξ
f )(ξ) ∈A∞ for all α and ξ,
then f ∈ C∞(Rd ∗;A∞).
We first show that f : Rd
∗ −→A∞ is differentiable, that is for each a ∈ Nd0
sa

1
t
 
f (ξ+ te j)− f (ξ)
− (∂ξ j f )(ξ) t→0−−→ 0, ∀ j = 1, . . . , d,
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holds where e1, . . . , ed is the canonical basis in R
d ∗ ∼= Rd . Indeed, we have for t > 0:
sup
x∈Rd
1t  (∂ ax f )(x ,ξ+ te j)− (∂ ax f )(x ,ξ)− ∂ ax ∂ξ j f (x ,ξ)
=
= sup
x∈Rd
1t
∫ t
0
ds
∫ s
0
du (∂ ax ∂
2
ξ j
f )(x ,ξ+ ue j)

≤ sup
x∈Rd
1
t
∫ t
0
ds
∫ s
0
duCa
¬
ξ+ te j
¶m−2ρ+δ|a|
≤ C ′a 〈ξ〉m−2ρ+δ|a|
1
t
∫ t
0
ds
∫ s
0
du 〈u〉|m−2ρ+δ|a||
≤ C ′′a 〈ξ〉m−2ρ+δ|a|
1
t
(t2− 0) t→0−−→ 0
and similarly for t < 0. We can continue to apply this procedure to the resulting
derivative ∂ξ j f ∈ S
m−ρ
ρ,δ and finish the proof by recurrence. 
For A = BCu(R
d), it is readily shown that
BCu(R
d)∞ =

ϕ ∈ C∞(Rd) | ∂ ax ϕ ∈ BCu(Rd), ∀a ∈ Nd0
	
=

ϕ ∈ C∞(Rd) | ∂ ax ϕ ∈ BC(Rd), ∀a ∈ Nd0
	
=: BC∞(Rd)
and thus
Smρ,δ
 
Rd
∗
;BCu(R
d)∞
≡ Smρ,δ Rd ∗;BC∞(Rd)= Smρ,δ.
The symbol class associated to subalgebras A ⊆ BCu(Rd) are naturally contained in
Sm
ρ,δ.
Proposition 6.1.6 (i) Sm
ρ,δ(R
d∗;A∞) is a closed subspace of the Fréchet space Sm
ρ,δ.
(ii) For any m1,m2 ∈ R, Sm1ρ,δ(Rd
∗
;A∞) · Sm2
ρ,δ(R
d ∗;A∞) ⊆ Sm1+m2
ρ,δ (R
d ∗;A∞).
(iii) For any a,α ∈ Nd0 , ∂ ax ∂ αξ Smρ,δ(Rd
∗
;A∞)⊆ Sm−ρ|α|+δ|a|
ρ,δ (R
d ∗;A∞).
Proof (i) We have to show that if fn ∈ Smρ,δ(Rd
∗
;A∞) converges to f ∈ Sm
ρ,δ with re-
spect to the family of seminorms of Sm
ρ,δ, ‖ fn− f ‖m,aα
n→∞−−→ 0, then (∂ ax ∂ αξ f )(ξ) ∈
A for all a, α and ξ. But since A is closed, it is enough to show that for any
a,α ∈ Nd0 , the following statement holds: if gn ∈ Smρ,δ and ‖gn‖m,aα tends to 0
as n→∞, then ‖(∂ ax ∂ αξ gn)(ξ)‖A
n→∞−−→ 0 for all ξ ∈ Rd ∗. Hence, gn and all its
derivatives in x and ξ converge uniformly to 0.
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(ii) Statement (ii) follows by applying Lemma 6.1.5, Leibnitz’s rule and the fact that
A is an algebra.
(iii) Statement (iii) is a direct consequence of Lemma 6.1.5. 
6.1.2 Magnetic composition
The definition of twisted crossed products implies that anisotropies, i. e. particular
behaviors in x , are respected. On the other hand, in Chapters 2 and 3, we have seen
that the product of two Hörmander symbols is again a Hörmander symbol. Combining
these two facts leads to
Theorem 6.1.7 Assume that the components B jk of the magnetic field are smooth ele-
ments ofA∞. Then, for any ǫ ≤ 1, λ ≤ 1, m1,m2 ∈ R and 0≤ δ < ρ ≤ 1 or ρ = 0= δ,
one has
Sm1
ρ,δ(R
d ∗;A∞)♯Bǫ,λS
m2
ρ,δ(R
d ∗;A∞) ⊆ Sm1+m2
ρ,δ (R
d ∗;A∞). (6.1.2)
Before proving this theorem, we need a technical lemma. For consistency, we have
included the parameters ǫ and λ as in Chapter 3, but we only need them for the
asymptotic expansions of the product.
Lemma 6.1.8 Assume that the each component B jk of the magnetic field belongs toA
∞.
Then, for all a, b, c ∈ Nd0 and all x , y, z ∈ Rd , one has:
(i)
 
∂ ax ∂
b
y ∂
c
z γ
B
ǫ

(·, y, z) ∈A,
(ii)
 
∂ ax ∂
b
y ∂
c
z ω
B
ǫ,λ

(·, y, z) ∈A,
(iii)
 ∂ ax ∂ by ∂ cz ωBǫ,λ(·, y, z) ≤ Cabc 
y+ 〈z〉|a|+|b|+|c|.
Proof The expressions
 
∂ ax ∂
b
y ∂
c
z γ
B
ǫ

(·, y, z) can be explicitly calculated from equa-
tion (3.5.5), (i) follows from the completeness of A and (ii) easily follows from (i).
Statement (iii) is an immediate generalization of Lemma C.2.1 and Corollary C.2.2 in
Appendix C.1. 
Proof (Theorem 6.1.7) For simplicity and consistency with Chapter 3, we will only
present the proof for δ = 0. We refer to [LMR10] for details in case 0< δ < ρ ≤ 1.
As Sm
ρ,δ(R
d ∗;A∞) ⊆ Sm
ρ,δ, Theorem 2.2 of [IMP07] ensures that f ♯
B
ǫ,λg exists as an
oscillatory integral and is in Hörmander class Sm1+m2
ρ,δ for f ∈ S
m1
ρ,δ(R
d ∗;A∞) ⊆ Sm1
ρ,δ
and g ∈ Sm2
ρ,δ(R
d ∗;A∞)⊆ Sm2
ρ,δ.
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The product is also in the proper anisotropic symbol class, i. e. for all ξ ∈ Rd ∗, we
have
 
∂ ax ∂
α
ξ ( f ♯
B
ǫ,λg)

(·,ξ) ∈ A: if we write out ∂ ax ∂ αξ ( f ♯Bǫ,λg) for arbitrary a,α ∈ Nd0
using equation (3.5.1), we get a sum of terms of the type
1
(2π)2d
∫
dY
∫
dZ ∂ bx ∂
α
ξ e
iσ(X ,Y+Z) ei
ǫ
2
σ(Y,Z)·
· ∂ cxωBǫ,λ
 
x − ǫ
2
(y + z), x + ǫ
2
(y − z), x + ǫ
2
(y + z)
·
·  F−1σ f (Y ) F−1σ g(Z),
where a = b+ c. As in the proof of Lemma C.3.3, we can rewrite this expression as an
absolutely convergent integral. By assumption on B, B jk ∈ A∞ for all j, k = 1, . . . , d,
and with the help of Propositions 6.1.6 and Lemma 6.1.8, we can use Dominated
Convergence to conclude that ∂ ax ∂
α
ξ
( f ⋆B
ǫ,λ g) is indeed anistropic in x . 
Theorem 6.1.9 (Two-parameter expansion of ♯B) Assume the components of B be-
long to A∞ and ǫ ≪ 1, λ ≤ 1. Then for each precision ε > 0, f ∈ Sm1ρ,0(Rd
∗
;A∞) and
g ∈ Sm2ρ,0(Rd
∗
;A∞), ρ ∈ [0,1], the asymptotic two-parameter expansion of f ♯B
ǫ,λg as
given by Theorem 3.5.2 exists,
f ♯Bǫ,λg =
N∑
n=0
n∑
k=0
ǫnλk ( f ♯Bǫ,λg)(n,k) + RN , (6.1.3)
where N ≡ N(ε,ǫ,λ) is deduced from Definition 3.3.2,
( f ♯Bǫ,λg)(n,k) ∈ S
m1+m2−(n+k)ρ
ρ,0 (R
d∗;A∞) (6.1.4)
for all n ∈ N0, 0 ≤ k ≤ n and the remainder is also in the proper anisotropic symbol
class, RN ∈ Sm1+m2−(N+1)ρρ,0 (Rd
∗
;A∞).
Proof As before, we note that we have already proven the existence of the expansion
as a symbol in Sm1+m2ρ,0 (Theorem 3.5.1) where
( f ♯Bǫ,λg)(n,k) ∈ S
m1+m2−(n+k)ρ
ρ,0
and
RN ∈ Sm1+m2−(N+1)ρρ,0 .
It remains to show that these objects are really in the proper anisotropic symbol class.
Let us start with the (n, k) term of the expansion: it can be written as a sum of terms
of the type
Baαbβnk (x) (∂
a
x ∂
α
ξ f )(x ,ξ) (∂
b
x ∂
β
ξ
g)(x ,ξ)
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for suitable multiindices a,α, b,β ∈ Nd0 where B
aαbβ
nk ∈ A∞. To see this, we combine
Lemma C.1.1 and Lemma 6.1.8. Then x 7→ Baαbβnk (x) (∂ ax ∂ αξ f )(x ,ξ) (∂ bx ∂
β
ξ
g)(x ,ξ) ∈
A follows as claimed.
The remainder can be written as
RN = f ♯
B
ǫ,λg −
N∑
n=0
n∑
k=0
ǫnλk ( f ♯Bǫ,λg)(n,k) ∈ S
m1+m2−(N+1)ρ
ρ,0 .
Combining Proposition 6.1.6 and Theorem 6.1.7 with what we have shown in the
previous paragraph, we conclude that the remainder must also be in the proper
anisotropic symbol class,
Sm1+m2−(N+1)ρρ,0 ∩ S
m1+m2
ρ,0 (R
d ∗;A∞) = Sm1+m2−(N+1)ρρ,0 (R
d∗;A∞).
This concludes the proof. 
In the same way, we can show that the two one-parameter expansions also maps
anisotropic symbols onto anisotropic symbols. Since there are no contributions for
k > n, an immediate corollary is the expansion with respect to ǫ≪ 1 only:
Corrolary 6.1.10 (ǫ expansion of ♯B) Under the assumptions of Theorem 6.1.9, we
can expand the product f ♯B
ǫ,λg in powers of ǫ ≪ 1 even if λ = 1: for each N ∈ N0, we
can expand the the product of f ∈ Sm1ρ,0(Rd
∗
;A∞) and g ∈ Sm2ρ,0(Rd
∗
;A∞) as
f ♯Bǫ g =
N∑
n=0
ǫn( f ♯Bǫ g)(n) + RN
where ( f ♯Bǫ g)(n) ∈ S
m1+m2−nρ
ρ,0 (R
d ∗;A∞) and RN ∈ Sm1+m2−(N+1)ρρ,0 (Rd
∗
;A∞).
The expansion in λ follows from completely analogous arguments.
Theorem 6.1.11 (λ expansion of ♯B) Assume the components of the magnetic field B
are of class A∞; then for λ ≪ 1 and ǫ ≤ 1, we can expand ♯B
ǫ,λ of two anisotropic
Hörmander symbols f ∈ Sm1ρ,0(Rd
∗
;A∞) and g ∈ Sm2ρ,0(Rd
∗
;A∞) asymptotically in λ
such that
f ♯Bǫ,λg −
N∑
k=0
λk( f ♯Bǫ,λg)(k) ∈ S
m1+m2−2(N+1)ρ
ρ,0 (R
d ∗;A∞),
( f ♯Bǫ,λg)(k) ∈ S
m1+m2−2kρ
ρ,0 (R
d ∗;A∞). (6.1.5)
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6.2 Relevant C∗-algebras
The algebra of bounded operators B
 
L2(Rd)

often serves as a starting point for
analyzing observables of interest. In Chapter 5.2, we have shown how to extend
OpA : FCB
A
−→ B L2(Rd) and RepA : CB
A
−→ B L2(Rd), CB
A
:= A⋊ω
B
θ ,1/2 R
d , to take
values in all of the bounded operators. Alternatively, we can argue from the pseu-
dodifferential point of view: if we require the magnetic field B to have components in
BC∞(Rd), we can choose a vector potential Awith components in C∞pol(R
d). In [MP04,
Proposition 5] it has been shown how to extend OpA to a linear topological isomor-
phism S ′(Rd) −→ B S(Rd),S ′(Rd). Since B L2(Rd) is continuously embedded in
B
 
S(Rd),S ′(Rd)

, we can define
Definition 6.2.1 For any vector potential A with components in C∞pol(R
d) associated to
B with components in BC∞(Rd), we set
AB :=OpA
−1
B
 
L2(Rd)

.
It is obviously a vector subspace of S ′(Ξ)which only depends on the magnetic field by
gauge covariance. On convenient subsets, for example on elements of AB which are
also in the magnetic Moyal algebra MB(Ξ) (see [MP04, Section II.D]), AB ∩MB(Ξ),
the transported product from B
 
L2(Rd)

coincides with ♯B , and taking the adjoint in
B
 
L2(Rd)

corresponds to the involution ♯
B
(which reduces to complex conjugation
in Weyl ordering). Endowed with the transported norm f 
B
≡
 f 
AB
:=
OpA( f )
B(H)
(6.2.1)
AB is a C∗-algebra.
With this notation and due to the inclusion Sm
ρ,δ ⊂ Smδ,δ for δ < ρ, Theorem 2.4.1
can be rephrased:
Proposition 6.2.2 For any 0 ≤ δ ≤ ρ ≤ 1 with δ 6= 1, S0
ρ,δ ,→ AB can be continuously
embedded in AB.
We now define two A-dependent C∗-subalgebras of AB.
Definition 6.2.3 We set
(i) BB
A
for the C∗-subalgebra of AB generated by
S(Rd
∗
;A∞)≡ S−∞(Rd ∗;A∞) :=
⋂
m∈R
Smρ,δ(R
d ∗;A∞).
(ii) MB
A
for the C∗-subalgebra of AB generated by S00,0(R
d ∗;A∞).
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The algebra BB
A
is really FCB
A
in disguise.
Theorem 6.2.4 The algebraBB
A
coincides with FCB
A
. In other words, the partial Fourier
transform F−1 : S ′(Rd × Rd) −→ S ′(Rd × Rd ∗) restricts to a C∗-isomorphism F−1 :
CB
A
−→BB
A
.
Proof The partial Fourier transform F−1 is an isomorphism between S(Rd ;A∞) and
S(Rd
∗
;A∞) which intertwines the products and the involutions:
(F−1 f )♯B(F−1g) = F−1
 
f ⋆Bθ g

, (F−1 f )♯
B
= F−1( f ⋆
B
θ ).
The statement follows then from the density of S(Rd
∗
;A∞) in BB
A
, and from the
density of S(Rd ;A∞) in L1(Rd ;A), and hence also in CB
A
= A⋊ω
B
θ ,1/2 R
d . This means,
BB
A
coincides with FCB
A
as claimed. 
Remark 6.2.5 In Definition 6.2.3, the algebra FCB
A
was defined as a closure of a
set of smooth elements, but it can easily be guessed that non-smooth elements also
belong to FCB
A
, especially in the Rd -variable. The partial Fourier transform of the
elements in L1(Rd ;A) belong to FCB
A
, and these elements do not necessarily possess
any smoothness except continuity.
Remark 6.2.6 By Lemma A.4 of [MPR07], for any m < 0 the set F−1
 
Sm1,0(R
d ∗;A∞)

is contained in L1(Rd ;A), which implies that Sm1,0(R
d ∗;A∞) ⊂ FCB
A
. A trivial ex-
tension of the same lemma to arbitrary δ implies that F−1
 
S−01,δ(R
d ∗;A∞)

is also
contained in L1(Rd ;A). But by a remark in [AMG96, p. 17] such an inclusion is
no longer true for ρ 6= 1. It follows that for 0 ≤ δ ≤ ρ < 1 many elements of
F−1
 
S−0
ρ,δ(R
d ∗;A∞)

only belong to CB
A
\ L1(Rd ;A).
We finally state a result about how the algebra FCB
A
can be generated from a simpler
set of its elements. It is an adaptation of [MPR05, Prop. 2.6].
Proposition 6.2.7 The norm closure in AB of the subspaces generated by
ϕ♯B f | ϕ ∈A, f ∈ S(Rd ∗)	 and  f ♯Bϕ | ϕ ∈A, f ∈ S(Rd ∗)	
are equal and coincide with the C∗-algebra FCB
A
.
It is also easily observed that the S−∞
ρ,δ (R
d ∗;A∞) ≡ S(Rd ∗;A∞) is really independent
of ρ and δ. Part of our interest in the algebra FCB
A
is due to the following proposition
and its corollary. We define
S−0
ρ,δ(R
d∗;A∞) :=
⋃
m<0
Smρ,δ(R
d ∗;A∞).
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Suitable bounded sequences in S−0
ρ,δ(R
d ∗;A∞) in general only converge in the topol-
ogy of S0
ρ,δ(R
d∗;A∞); this is the crucial point in the proof of the next proposition.
Proposition 6.2.8 For every 0 ≤ δ ≤ ρ ≤ 1 with δ 6= 1, the space S−0
ρ,δ(R
d∗;A∞) is
contained in FCB
A
.
Proof We adapt the proof of Proposition 1.1.11 in [Hör71] to show that any symbol
f ∈ S−0
ρ,δ(R
d ∗;A∞) is the limit of a sequence

fε
	
0≤ε≤1 ∈ S(Rd
∗
;A∞) in the topology
of S−0
ρ,δ(R
d ∗;A∞), see also [GS94, Sec. 1] for more details. This and Proposition 2.4.1
will imply the result.
Let f ∈ Sm
ρ,δ(R
d ∗;A∞) for some m < 0, 0 ≤ δ ≤ ρ ≤ 1, δ 6= 1, and let χ ∈
S(Rd
∗
) with χ(0) = 1. We set fε(x ,ξ) := χ(εξ) f (x ,ξ) for 0 ≤ ε ≤ 1. By using
Proposition 6.1.6 (ii), one has fε ∈ S(Rd
∗
;A∞) for all ε > 0, and

fε
	
0≤ε≤1 is a
bounded subset of Sm
ρ,δ(R
d ∗;A∞). Finally, one easily obtains that fε converges to f as
ε→ 0 in the topology of S0
ρ,δ(R
d ∗;A∞). 
Remark 6.2.9 The same proof shows the density of S(Rd
∗
;A∞) in Sm
ρ,δ(R
d ∗;A∞)
with respect to the topology of Sm
′
ρ,δ(R
d ∗;A∞) for arbitrary m′ > m.
Corrolary 6.2.10 The C∗-algebra MB
A
is contained in the multiplier algebra M(FCB
A
)
of FCB
A
.
Proof The statement follows from the fact that S(Rd
∗
;A∞) is a two-sided ideal in
S00,0(R
d∗;A∞) with respect to ♯B
ǫ,λ, from the definition of FC
B
A
and MB
A
, and a density
argument. 
Remark 6.2.11 Let us observe that FCB
C
= C∞(R
d ∗) and MB
C
= BCu(R
d∗), while
M(FCB
C
) = BC(Rd
∗
); so the inclusion could be strict.
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Before we proceed, we need to quote some basic facts on so-called Ψ∗-algebras which
are special C∗-subalgebras with Fréchet structure. The results are borrowed from
[Lau98] and some additional material can be found in [LMN05].
Definition 6.3.1 (Ψ∗-algebra) Let Ψ be a unital C∗-subalgebra of a C∗-algebra A. We
say that Ψ is a Ψ∗-algebra if it is spectrally invariant (or full), i. e.
Ψ∩A−1 =Ψ−1
152
6.3 Inversion and affiliation
where A−1 and Ψ−1 are the groups of invertible elements of A and Ψ, repsectively, and
if Ψ can be endowed with a Fréchet topology τΨ such that Ψ ,→ A can be continuously
embedded in A.
The reason why Ψ∗-algebras are such a useful notion is the following Theorem:
Theorem 6.3.2 (Corollary 2.5 in [Lau98]) Let Ψ ⊆ A be a Ψ∗-algebra and Ψ′ ⊆ Ψ
be a closed, symmetric subalgebra of Ψ with unit. Then Ψ′ ,→ A endowed with the
restricted topology τΨ′ := τΨ|Ψ′ is again a Ψ∗-algebra.
Furthermore, Ψ∗-algebras also have a nice holomorphic functional calculus: let ϕ ∈
Ψ ⊆ A be an element of a Ψ∗-algebra and f : C −→ C be a function which is holo-
morphic in a neighborhood of the spectrum σ(ϕ) :=

z ∈ C | ϕ − z id is invertible	.
Then
f (ϕ) :=
1
2πi
∫
Γ
dz f (z)
 
ϕ− z id−1 ∈ Ψ
is well-defined and again an element of the Ψ∗-algebra (Γ is a contour surrounding
σ(ϕ)).
Recently, Iftimie, Ma˘ntoiu and Purice [IMP10] have proven that S0ρ,0 is a Ψ
∗-algebra
in AB using the magnetic version of the Bony criterion. Combining this fact with
Theorem 6.1.7 immediately yields
Proposition 6.3.3 Let A be a unital Rd -algebra; then S0ρ,0(R
d∗;A∞), 0 ≤ ρ ≤ 1, is a
Ψ∗-algebra, it is stable under the holomorphic functional calculus,
 
S0ρ,0(R
d∗;A∞)
(−1)B
is open and the map
(−1)B :
 
S0ρ,0(R
d ∗;A∞)
(−1)B −→ S0ρ,0(Rd∗;A∞), f 7→ f (−1)B , (6.3.1)
is continuous. Here, we have used the superscript (−1)B for the inverse with respect to the
composition law ♯B .
In order to state the next lemma some notations are needed. For m > 0, λ > 0 and
ξ ∈ Rd ∗, set
pm,λ(ξ) := 〈ξ〉m + λ.
As A is unital, the map pm,λ is clearly an element of S
m
1,0(R
d ∗;A∞) and its pointwise
inverse an element of Sm1,0(R
d ∗;A∞). It has been proven in [MPR07, Thm. 1.8] that
for λ large enough, pm,λ is invertible with respect to the composition law ♯
B and that
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its inverse p(−1)Bm,λ belongs to FC
B
A
. So for any m > 0 we can fix λ = λ(m) such that
pm,λ(m) is invertible. Then, for arbitrary m ∈ R we set
rm :=

pm,λ(m) for m> 0
1 for m= 0
p
(−1)B
|m|,λ(|m|) for m< 0
.
The relation r(−1)Bm = r−m clearly holds for all m ∈ R. Let us still show an important
property of rm.
Lemma 6.3.4 For any m ∈ R, one has rm ∈ Sm1,0(Rd
∗
;A∞).
Proof For m ≥ 0, the statement is trivial from the definition of rm. But for m < 0,
we will use ideas from the proof of [MPR07, Theorem 1.8]: for λ large enough,
p := p|m|,λ(|m|) has been shown to be invertible with respect to the composition law ♯
B ,
and that its inverse is given by the formula
p(−1)B = p−1♯B
 
p♯Bp−1
(−1)B , (6.3.2)
where p−1 is the pointwise inverse of p, and λ has been chosen such that the Moyal
inverse
 
p♯Bp−1
(−1)B is well defined and belongs to AB . Furthermore, since p−1 be-
longs to S−m1,0 (R
d ∗;A∞), the product p♯Bp−1 belongs to S01,0(R
d ∗;A∞). It then fol-
lows that the inverse of p♯Bp−1 also belongs to S01,0(R
d∗;A∞) by the Ψ∗-property of
S01,0(R
d∗;A∞). One concludes by observing that the right-hand side of (6.3.2) belongs
to S−m1,0 (R
d∗;A∞), and corresponds to rm for m< 0. 
Proposition 6.3.5 Let m > 0, ρ ∈ [0,1] and f ∈ Smρ,0(Rd
∗
;A∞). If f is invertible
in the magnetic Moyal algebra MB(Ξ) and rm♯
B f (−1)B ∈ AB , then f (−1)B belongs to
S−mρ,0 (R
d ∗;A∞).
Proof Let us first observe that
f ♯Br−m ∈ Smρ,0(Rd
∗
;A∞)♯BS−m1,0 (R
d∗;A∞) ⊂ S0ρ,0(Rd
∗
;A∞).
Furthermore, this element is invertible in AB since its inverse
 
f ♯Br−m
(−1)B is equal to
rm♯
B f (−1)B , which belongs toAB . Then, by theΨ∗-property of S0
ρ,0(R
d∗;A∞), it follows
that
 
f ♯Br−m
(−1)B belongs to S0ρ,0(Rd∗;A∞), and so does rm♯B f (−1)B . Consequently,
one has
f (−1)B = r−m♯
B rm♯B f (−1)B= r−m♯B  f ♯Br−m(−1)B
∈ S−mρ,0 (Rd
∗
;A∞)♯BS0ρ,0(R
d ∗;A∞)⊂ S−mρ,0 (Rd
∗
;A∞).
This concludes the proof. 
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Elliptic, real-valued symbols are one class of functions which satisfy the assumptions
of the above proposition.
Definition 6.3.6 A symbol f ∈ Smρ,δ(Rd
∗
;A∞) is called elliptic if there exist two strictly
positive constants R and C such that f (x ,ξ) ≥ C 〈ξ〉m
for all x ∈ Rd and |ξ|> R.
We are now in a position to state and prove our main theorem on inversion:
Theorem 6.3.7 (Inversion) Let f ∈ Smρ,0(Rd
∗
;A∞), 0 ≤ ρ ≤ 1, be a real-valued ellip-
tic symbol of order m> 0. Then for any z ∈ C \R, the function f − z is invertible in the
magnetic Moyal algebra MB(Ξ) and its inverse ( f − z)(−1)B belongs to S−mρ,0 (Rd
∗
;A∞).
Proof It has been proved in [IMP07, Thm. 4.1] that OpA( f ) defines a selfadjoint
operator with domain HmA (R
d) (Definition 2.4.3) for any vector potential A whose
components belong to C∞pol(R
d). In particular, z does not belong to the spectrum of
OpA( f ), which is independent of A by gauge covariance, andOpA( f )−z =OpA( f −z)
is invertible. Its inverse belongs to B
 
L2(Rd)

, which means that ( f − z)(−1)B belongs
to AB . Hence, the Moyal resolvent ( f − z)(−1)B exists in the magnetic Moyal alge-
bra: by Proposition 2.3.13, OpA is an isomorphism between MB(Ξ) and L
 
S(Rd)
∩
L
 
S ′(Rd)

, and we conclude from 1, f − z ∈MB(Ξ) that
OpA(1) =OpA
 
( f − z)(−1)B ♯B( f − z) : S(′)(Rd) −→ S(′)(Rd)
holds. In other words, OpA
 
( f − z)(−1)B ∈ L S(Rd) ∩L S ′(Rd) and ( f − z)(−1)B
exists in MB(Ξ). Furthermore, Theorem 3.1 and Proposition 3.14 of [IMP07] imply
that OpA
 
( f − z)♯Br(−1)Bm

is a bijection on L2(Rd), and thus rm♯
B( f − z)(−1)B =  ( f −
z)♯Br(−1)Bm
(−1)B ∈ AB. Hence, the assumptions of Proposition 6.3.5 are satisfied and
we conclude ( f − z)(−1)B ∈ S−mρ,0 (Rd
∗
;A∞) for all z ∈ C \R. 
The preceding theorem implies we can formulate a principle of affiliation:
Theorem 6.3.8 (Principle of affiliation) For m > 0 and 0 ≤ ρ ≤ 1, any real-valued
elliptic element f ∈ Smρ,0(Rd
∗
;A∞) defines an observable affiliated to the C∗-algebra
FCB
A
.
Proof For z ∈ C\R, let us set rz := (·−z)−1. We also define Φ(rz) := ( f −z)(−1)B . We
first prove that the family {Φ(rz) | z ∈ C \R} satisfies the resolvent equation. Indeed,
for any two complex numbers z, z′ ∈ C \R, one has
( f − z)♯BΦ(rz) = 1 and ( f − z′)♯BΦ(rz′) = 1.
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By subtraction, one obtains ( f − z)♯B Φ(rz)−Φ(rz′)+ (z′ − z)Φ(rz′) = 0. By multi-
plying with Φ(rz) on the left and using the associativity, one then gets the resolvent
equation
Φ(rz)−Φ(rz′) = (z− z′)Φ(rz)♯BΦ(rz′).
We have thus obtained a map C \ R ∋ z 7→ Φ(rz) ∈ S−mρ,0 (Rd
∗
;A∞) ⊂ FCB
A
due to
Theorem 6.3.7 and Proposition 6.2.8. Furthermore, the relation Φ(rz)
♯B ≡ Φ(rz)∗ =
Φ(rz∗) clearly holds. A general argument presented in [AMG96, p. 364] that once
more relies on the Stone-Weierstrass theorem allows to extend the map Φ to a C∗-
algebra morphism C∞(R)−→ FCBA in a unique way. 
6.4 Spectral properties
The basis for our spectral analysis lies in the C∗-algebraic point of view: the start-
ing point is a principle of affiliation for an observable and Chapter 5.3 gives a brief
overview of what is in our toolbox. Some of these tools have no Hilbert space mean-
ing – which is the main advantage of this point of view. In C∗-algebraic terms, the
spectrum of an observable H affiliated to a C∗-algebra C is defined as
σ(H) :=
n
λ ∈ R
 ∀ϕ ∈ C∞(R) : ϕ(λ) 6= 0⇒ ϕ(H) 6= 0o.
Similarly, if I is a closed, two-sided idea in C, then the I-essential spectrum can be
seen to be
σI(H) := σ
 
πI(H)

=
n
λ ∈ R
 ∀ϕ ∈ C∞(R) : ϕ(λ) 6= 0⇒ ϕ(H) 6∈ Io.
Of particular interest is C∞(R
d)⋊ω
B
θ ,1/2 R
d here – or equivalently, its Fourier transform.
In this case, the Schrödinger representation of this algebra is equal to the compact
operators K
 
L2(Rd)

(Theorem 5.1.19), and taking the quotient 
A⋊ω
B
θ ,1/2 R
d/ C∞(Rd)⋊ωBθ ,1/2 Rd∼=  A/C∞(Rd)⋊ωBθ ,1/2 Rd
is in some sense equivalent to considering a subalgebra of the so-called Calkin algebra
B
 
L2(Rd)

/ K
 
L2(Rd)

. Intuitively, it is also clear that the essential spectrum is due
to the ‘behavior at infinity’ of the operator; in the C∗-algebraic framework, we can
define these operators ‘located at infinity’ rigorously as quantizations of asymptotic
functions which live on quasi orbits. The work is based on the ideas of Ma˘ntoiu
[Ma˘n02] as well as Georgescu and Iftimovici [GI03].
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6.4.1 Families of ideals
The basic idea is to replace the ideal I with a family of ideals {Ii}i∈I whose intersec-
tion is I. The next few bits have been taken from [Ma˘n02].
Definition 6.4.1 (I-sufficient family of ideals) Let C be a C∗-algebra and I and ideal
of C. A family of ideals {Ii}i∈I will be called I-sufficient if
(i)
⋂
i∈I Ii = I,
(ii) Ii is not contained in I j if i 6= j.
When I= {0}, instead of {0}-sufficient, we simply say sufficient.
The next lemma relates an I-sufficient family of ideals {Ii}i∈I with a sufficient family
of ideals in C/I.
Lemma 6.4.2 Let {Ii}i∈I be a I-sufficient family of ideals in C. Then Ki := Ii/I is an
ideal in the quotient C/I and {Ki}i∈I is a sufficient family of ideals in C/I.
The next result is the key to decomposing the I-essential spectrum of an observable
affiliated to C as the closure of the union of essential spectra with respect to larger
ideals.
Proposition 6.4.3 (i) Let {Ii}i∈I be a I-sufficient family of ideals in C. Then there is
a canonical monomorphism
C/I ,→
∏
i∈I
C/Ii .
(ii) Let H be an observable affiliated to C. For any i ∈ I, let us set Hi := πi(H) the
image of H by the canonical surjection πi : C −→ C/Ii . Then
σI(H) =
⋃
i∈I
σ(Hi).
Proof (i) The kernel of πi is Ii . Thus, the kernel of (πi)i∈I : C −→
∏
i∈I C/Ii is I.
(ii) This follows from (i), the invariance of the spectrum under monomorphisms
(Theorem 5.3.9) and from the fact that the spectrum of an observable affiliated
to a direct product is the closure of the union of spectra of its components (which
follows from an adaption of Proposition 5.3.12). 
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6.4.2 Decomposition of SA into quasi orbits
In our case, the ideal I will be the twisted crossed product with respect to the alge-
bra C∞(R
d). Writing C∞(R
d) as the intersection of algebras AQ consisting of func-
tions that do not vanish everywhere at infinity but only in ‘certain directions,’ we
can decompose C∞(R
d)⋊ω
B
θ ,1/2 R
d as an intersection of twisted crossed products of the
form AQ ⋊ω
B
θ ,1/2 R
d . Let us define some preliminaries: for any commutative algebra
A, the Gelfand isomorphism GA : A −→ C∞(SA) maps any ϕ ∈ A onto a function
ϕ˜ := GA(ϕ) on the Gelfand spectrum SA (see Chapter 5.1.1). If A is an R
d -algebra
which contains C∞(R
d), the Stone-Weierstrass theorem tells us that we can contin-
uously and densely embed Rd into SA. This means, we can think of GA(ϕ) as the
unique ‘extension’ of ϕ, and for that reason, we will often not distinguish between
these two objects. If A is also unital, then the Gelfand spectrum is compact and SA is
a compactification of Rd and SA \ ıA(Rd) are the points at infinity.
Example LetA := span

ϕ0+ϕ1 | ϕ0 ∈ C∞(Rd), ϕ1 ∈ C
	
be the algebra consisting of
function that tend to a constant at infinity. Then the Gelfand spectrum SA ∼= Rd∪{∞}
is the one-point compactification of Rd .
Viewing SA as a compactification of R
d , we extend the group law τ : Rd ×Rd −→ Rd
to a continuous map τ : Rd × SA −→ SA (which we denote by the same letter) and
the triple (SA,τ,R
d) is a topological dynamical system. Now SA decomposes into
orbits and quasi orbits:
Definition 6.4.4 Let κ,κ′ be two elements of SA. We set Oκ :=

τx[κ] | x ∈ Rd
	
for
the orbit of κ and Qκ := Oκ for the quasi orbit of κ, which is the closure of Oκ in SA.
QA stands for the set of all the quasi orbits. Furthermore, we write
(i) κ∼= κ′ if Oκ =Oκ′ ,
(ii) κ≺ κ′ if Qκ ⊆ Qκ′ ,
(iii) κ∼ κ′ if κ≺ κ′ and κ′ ≺ κ, which is equivalent to Qκ = Qκ′ .
Similarly, we can now show under which circumstances representations are equiva-
lent:
Definition 6.4.5 Let C be a C∗-algebra, and for j ∈ {1,2} let π j : C −→ B(H j) be a
representation in a Hilbert space H j . We write:
(i) π1 ≺ π2 if kerπ1 ⊃ kerπ2,
(ii) π1 ∼ π2 if kerπ1 = kerπ2.
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If π1 ≺ π2, then the spectrum of the image of an observable H through π1 affiliated
to B(H1) is contained in that of the image through π2, i. e. if the kernel grows, the
spectrum tends to shrink.
Lemma 6.4.6 Let H be an observable affiliated to a C∗-algebra C. If π1, π2 are two
representations of C in some Hilbert spaces H j satisfying π1 ≺ π2, then σ
 
π1(H)
 ⊆
σ
 
π2(H)

. In particular, if π1 ∼ π2, then σ
 
π1(H)

= σ
 
π2(H)

.
Proof For j ∈ {1,2}, let p j denote the morphisms C −→ C \ kerπ j, and let π˜ j denote
the isomorphisms
 
C\kerπ j
−→ π j(C) ⊆ B(H j). One clearly has π˜ j ◦ p j = π j. Since
kerπ1 ⊇ kerπ2, there also exists a surjective morphism m : C \ kerπ2 −→ C \ kerπ1
which satisfiesm◦p2 = p1. Then, by setting M : π2(C) −→ π1(C) by M := π˜1◦m◦π˜−12 ,
it follows that M is a surjective morphism and
M ◦π2 = (π˜1 ◦m ◦ π˜−12 ) ◦ (π˜2 ◦ p2) = π˜1 ◦m ◦ p2 = π˜1 ◦ p1 = π1.
At the level of spectra, this equality implies that
σ
 
π1(H)

= σ
 
M(π2(H))
⊆ σ π2(H). 
Let us consider a specific case: Let κ ∈ SA, ϕ ∈A ∼= C∞(SA) and u ∈ L2(Rd). Then 
rκ(ϕ)u

(x) :=
 
θx[ϕ]

(κ)u(x) = ϕ
 
τx[κ]

u(x) =: ϕ
 
τκ[x]

u(x)
and  
Tκ(y)u

(x) :=ωB(κ; x , y)u(x + y)
form a covariant representation of the twisted C∗-dynamical system.
Definition 6.4.7 (Representation by evaluation) For κ ∈ SA, F ∈ L1(Rd ;A) and
f ∈ F−1L1(Rd ;A), we define
 
Repκ(F)u

(x) :=
∫
Rd
dy F
 
τκ
  1
2
(x + y)

; y − xωB(κ; x , y − x)u(y) (6.4.1)
as well as
 
Opκ( f )u

(x) :=
∫
Rd
dy
∫
Rd
∗
dη e−i(y−x)·η f
 
τκ
  1
2
(x + y)

;η

ωB(κ; x , y − x)u(y)
(6.4.2)
for any u ∈ L2(Rd). These definitions extend to the twisted crossed product A⋊ωB
θ ,1/2 R
d
and its Fourier transform, respectively.
159
6 Pseudodifferential theory revisited
Before we proceed, we need a technical lemma:
Lemma 6.4.8 For any F ∈A⋊ωB
θ ,1/2 R
d , the mapping SA ∋ κ 7→Repκ(F) ∈ B
 
L2(Rd)

is strongly continuous.
In the next proof and again further on, we shall denote by Cc(Y;Z) the set of con-
tinuous functions on Y with compact support and values in Z; the topologies will be
evident. We shall also drop the tilde in the notations, identifying elements of A with
their isomorphic image in C∞(SA).
Proof We prove the statement for F ∈ L1(Rd ;A) ⊂ A⋊ωB
θ ,1/2 R
d and u ∈ L2(Rd) and
then use a density argument. Let κ be an element of SA and initially assume that
F ∈ L1(Rd ;A) ⊂ A ⋊ωB
θ ,1/2 R
d . For all u ∈ L2(Rd) and almost all x , y ∈ Rd , we can
bound F τκ  1
2
(x + y)

; y − xωB(κ; x , y − x)u(y)≤
≤
F θκ  1
2
(x + y)

; y − x ωB(κ; x , y − x) u(y)
≤
F(y − x)
A
u(y)
point-wise by something which is in L2(Rd) and independent of κ as it is the con-
volution of the L1(Rd) function
F(−·)
A
and the L2(Rd) function u. Thus, we can
use Dominated Convergence to conclude that at least for F ∈ L1(Rd ;A), the map
κ 7→Repκ(F) is strongly continuous.
If F ∈ A⋊ωB
θ ,1/2 R
d is an arbitrary element of the C∗-algebra, we can approximate it
by a sequence {Fn}n∈N in L1(Rd ;A). Then the uniform boundRepκ(F)B(L2(Rd )) ≤ FCω
A
can be combined with an ǫ/3 argument to make the right-hand side of Repκ(F)−Repκ′(F)uB(L2(Rd )) ≤
≤
 Repκ(F)−Repκ(Fn)uB(L2(Rd )) +  Repκ(Fn)−Repκ′(Fn)uB(L2(Rd ))
+
 Repκ′(Fn)−Repκ′(F)uB(L2(Rd ))
≤ 2
F − FnCω
A
‖u‖L2(|Rd ) +
 Repκ(Fn)−Repκ′(Fn)uB(L2(Rd ))
arbitrarily small if we choose n large enough and let κ′ tend to κ. 
The representations associated to different κ are related if they belong to the same
orbit or quasi orbit.
Proposition 6.4.9 Let κ,κ′ be two elements of SA.
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(i) If κ∼= κ′, then Repκ ∼=Repκ′ and Opκ ∼=Opκ′ .
(ii) If κ≺ κ′, then Repκ ≺Repκ′ and Opκ ≺Opκ′ .
(iii) If κ∼ κ′, then Repκ ∼Repκ′ and Opκ ∼Opκ′ .
Proof We prove the statements for Repκ only, the corresponding ones for Opκ follow
from the fact CB
A
and FCB
A
are isomorphic.
(i) Since Oκ = Oκ′ , there exists an element x0 of R
d such that τx0[κ
′] = κ. For
u ∈ L2(Rd) and x ∈ Rd we set 
Uκκ′u

(x) :=ωB(κ;−x0, x + x0)∗ u(x + x0).
To show unitary equivalence of the two representations, it is enough to show
that for all ϕ ∈A and y ∈ Rd one has
Uκκ′ rκ′(ϕ) = rκ(ϕ)Uκκ′ and Uκκ′ Tκ′(y) = Tκ(y)Uκκ′ .
The first one is obvious. The second one reduces to
ωB(κ;−x0, x + x0)ωB(κ; x , y) =ωB
 
τ−x0[κ]; x + x0, y

ωB(κ;−x0, x + y + x0),
which is true by the 2-cocycle property of ωB.
(ii) If κ ≺ κ′, there exists a sequence (xm)m∈N in Rd such that θxm[κ′] → κ in the
larger quasi orbit Qκ′ ⊇ Qκ. For F ∈ kerRepκ′ , by point (i), the continuity of θ
and Lemma 6.4.8, one obtains
0=Repθxm [κ′](F)
m→∞−−−→Repκ(F) = 0.
Hence, F is contained in the kernel of Repκ.
(iii) is a direct consequence of (ii). 
If Q ∈ QA is a quasi orbit, then there are two natural spaces associated to it: if κ
generates Q (i. e. the set Oκ :=

τx[κ] | x ∈ Rd
	
is dense in Q), we define
Aκ :=

ϕκ := x 7→ ϕ˜
 
τκ(x)
 | ϕ˜ ∈ C(SA)	.
It can be easily seen that if κ′ generates the same quasi orbit Q, then Aκ and Aκ′
are isomorphic. With a little abuse of notation, we will exploit this fact and write AQ
instead. From the definition, we conclude that AQ ∼= C(Q) is an Rd -algebra as well:
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any ϕκ belongs to BCu(R
d). By restricting ϕ˜ ∈ C(SA) to Q ⊆ SA, we get a canonical
epimorphism
pQ : C(SA)−→ C(Q)
and this map is needed to define a second algebra associated to each quasi orbit Q. If
κ generates Q, then
πκ := τ
κ ◦ pQ ◦ GA
maps A onto Aκ. Note that Aκ has no reason to be contained in A in any way. The
kernel of πκ,
AQ :=

ϕ ∈A | GA(ϕ)|Q = 0
	
,
is then the second relevant algebra. As the notation already suggests, AQ is indepen-
dent of the choice of κ for as long as it generates Q; hence, by slight abuse of notation
we will write πQ instead of πκ. All of these objects are related via a family of short
exact sequences
0−→AQ −→A
πQ−→AQ −→ 0 (6.4.3)
indexed by Q ∈ QA, the set of all quasi orbits of the topological dynamical system
(SA,τ,R
d). This topological dynamical system is calledminimal if all orbits are dense,
i. e. if there is only a single quasi orbit.
The previously proven principle of affiliation of real-valued, elliptic, anisotropic
Hörmander symbols combined with these abstract arguments leads to
Theorem 6.4.10 Let f be any real and elliptic element of Smρ,0(R
d ∗;A∞) for m > 0 and
ρ ∈ [0,1]. Assume that each component B jk of the magnetic field belongs to A∞, and
let A∈ C∞pol(Rd) be a vector potential for B.
(i) If κ ≺ κ′ then σ Opκ( f ) ⊆ σ Opκ′( f ) ⊆ σ OpA( f ) = σ( f ), where σ( f ) is
the spectrum of f in F−1Cω
A
.
(ii) If the dynamical system (SA,τ,R
d ) is minimal, then all the operatorsOpκ( f ) have
the same spectrum, which coincides with σ( f ).
Proof (i) Use Proposition 6.4.9, Lemma 6.4.6, Corollary 6.3.8 and the faithfulness
of the representation OpA.
(ii) follows directly from (i), since a minimal dynamical system has a single quasi-
orbit. 
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6.4.3 The essential spectrum of anisotropic magnetic operators
Now that all the necessary notions have been introduced, we turn to the spectral
analysis of magnetic pseudodifferential operators: our goal is to rewrite the quotient 
A⋊ω
B
θ ,1/2 R
d/ C∞(Rd)⋊ωBθ ,1/2 Rd ∼=  A/C∞(Rd)⋊ωBθ ,1/2 Rd
as the intersection of larger ideals, i. e. the twisted crossed products of a C∞(R
d)-
sufficient family of ideals. By throwing away superfluous contributions, we can ex-
tract a C∞(R
d)-sufficient family of ideals from {AQ}Q∈QA . The decomposition of the
Gelfand spectrum SA into quasi orbits enables us to make the intuitive statement ‘the
essential spectrum depends on the behavior of the operator at infinity’ into a theorem:
for magnetic pseudodifferential operators, the behavior at infinity can be described
by the the behavior of the algebra elements on
FA := SA \ ıA(Rd)
which are the points at infinity. This closed set is left invariant by the Rd -action and it
inherits the compactness from SA. Furthermore, we can choose a covering of FA by
a collection Q of maximal quasi orbits so that {AQ}Q∈Q is a C∞(Rd)-sufficient family
of ideals, ⋂
Q∈Q
AQ = C∞(R
d).
This gives us a collection of abelian twisted C∗-dynamical systems
 
AQ,Rd ,θ ,ωB

and a family of twisted crossed products
AQ ⋊ω
B
θ ,1/2 R
d
whose intersection is the ideal of interest:⋂
Q∈Q
AQ ⋊ω
B
θ ,1/2 R
d = C∞(R
d)⋊ω
B
θ ,1/2 R
d
The quotient of the original crossed product A ⋊ω
B
θ ,1/2 R
d with AQ ⋊ω
B
θ ,1/2 R
d can be
canonically identified with 
A⋊ω
B
θ ,1/2 R
d/ AQ ⋊ωBθ ,1/2 Rd∼=  A/AQ⋊ωBQθ ,1/2 Rd ∼= C(Q)⋊ωBQθ ,1/2 Rd
∼=AQ ⋊ω
BQ
θ ,1/2 R
d
where the 2-cocycle
ωBQ := πQ
 
GA(ω
B)

=ωπQ(GA(B))
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is determined by the asymptotic behavior of B on that particular quasi orbit at infinity.
If A is separable, this follows from [PR90, Proposition 2.2]; the non-separable case
can be proven by retracing the arguments in [GI03] for the twisted case. Furthermore,
A/AQ can be identified with AQ ∼= C(Q).
We are in a position now to state the main theorems of this section:
Proposition 6.4.11 Let Q⊆ QA be a covering of FA.
(i) There exists an injective morphism 
A⋊ω
B
θ ,1/2 R
d/ C∞(Rd)⋊ωBθ ,1/2 Rd ,→∏
Q∈Q
AQ ⋊
ωBQ
θ ,1/2 R
d .
(ii) If H is an observable affiliated to A⋊ω
B
θ ,1/2 R
d and I := C∞(R
d)⋊ω
B
θ ,1/2 R
d , then we
have
σI(H) =
⋃
Q∈Q
σ
 
π⋊Q(H)

(6.4.4)
where π⋊Q :A⋊
ωB
θ ,1/2R
d −→AQ⋊ω
BQ
θ ,1/2R
d is the projection induced by πQ :A −→AQ
(equation (6.4.3)) that localizes algebra elements to the quasi orbit Q.
Proof The proof follows immediately from Proposition 6.4.3. 
If we apply the above proposition to magnetic pseudodifferential operators, we get
the main result of this section:
Theorem 6.4.12 Let m > 0, 0 ≤ ρ ≤ 1 and let Q ⊂ QA be a covering of FA. Then, for
any real-valued elliptic element f of Smρ,0(R
d ∗;A∞) one has
σess( f ) = σess
 
OpA( f )

=
⋃
Q∈Q
σ
 
OpAQ( fQ)

, (6.4.5)
where A and AQ are continuous vector potentials for B and BQ := πQ(B), and the asymp-
totic symbol fQ ∈ Smρ,0
 
Rd
∗
;A∞Q

is given as the image of f through πQ.
Proof In Proposition 5.1.19, it was proven that OpA and RepA are faithful and irre-
ducible as C∞(R
d)⊆A. This means the essential spectrum ofOpA( f ) in the functional
analytic sense coincides with σess( f ) in the algebraic sense. In particular, it does not
depend on the choice of vector potential.
For any g ∈ F−1L1(Rd ;A), the morphism
g 7→ F−1 π⋊Q Fg ∈ F−1L1(Rd ;A)
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extends to a morphism Fπ⋊Q : FC
B
A
−→ FCBQ
AQ
. Equation (6.4.5) can now be rewritten
as
σI( f ) =
⋃
Q∈Q
σ
 
Fπ⋊Q( f )

for any observable f which is affilated to FCB
A
. The ideal of interest I ⊂ FCB
A
in this
case is the image of C∞(R
d)⋊ω
B
θ ,1/2 R
d through F−1. Real-valued, elliptic, anisotropic
symbols of positive order are affiliated to FCB
A
by Theorem 6.3.8. The algebras FCB
A
and FCBQ
AQ
are faithfully represented by OpA and OpAQ , respectively, and so we con-
clude
σess( f )≡ σI( f ) =
⋃
Q∈Q
σ
 
Fπ⋊Q( f )

= σess
 
OpA( f )

=
⋃
Q∈Q
σ
 
OpAQ( fQ)

where fQ coincides with Fπ
⋊
Q( f ). 
This has an immediate consequence: if C∞(R
d) is not contained in A (which is equiv-
alent to saying A∩ C∞(Rd) = {0}), then the spectrum is purely essential.
Corrolary 6.4.13 If C∞(R
d) 6⊆ A, then observables f affiliated to FCB
A
or CB
A
, respec-
tively, have purely essential spectrum,
σ( f ) = σess( f ).
Remark 6.4.14 It is now easy to compute the kernel of any of the representations
Repκ. Indeed, for Q= Qκ, the representation Repκ can be written as the composition
between the canonical projection
A⋊ω
B
θ ,1/2 R
d 7→A⋊ωB
θ ,1/2 R
dAQ ⋊ωB
θ ,1/2 R
d ∼=  A/AQ⋊ωBθ ,1/2 Rd ∼= C(Q)⋊ωBQθ ,1/2 Rd
and a Schrödinger representation defined by the transversal gauge. It follows that
the kernel of Repκ is equal to A
Q ⋊ω
B
θ ,1/2 R
d . Theorem 6.4.12 can then be rephrased
as: Let {κ j} j∈I be a subset of FA such that {Qκ j} j∈I is a covering of FA by maximal
quasi-orbits, then
σess
 
OpA( f )

= σI( f ) =
⋃
j∈I
σ
 
Opκ j ( f )

. (6.4.6)
Remark 6.4.15 Non-propagation results easily follow from this algebraic framework.
They have been explicitly exhibited in the non-magnetic case in [AMP02] and in the
magnetic case in [MPR07]. In these references, the authors were mainly concerned
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with generalized Schrödinger operators and their results were stated for these opera-
tors. But the proof relies only on the C∗-algebraic framework, and the results extend
mutatis mutandis to the classes of symboles introduced in the present paper. For short-
ness, we do not present these propagation estimates here, but statements and proofs
can easily be mimicked from these references.
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7 Chapter 7Outlook
There are quite a few directions for further research and we would like to shortly
discuss some of them in no particular order.
7.1 Magnetic Weyl calculus for other gauge groups
Electromagnetism is a U(1) gauge theory [MR99] and as such particularly simple:
the gauge group is abelian and one-dimensional. If we replace U(1) with a non-
commutative gauge group, what would the associated Weyl calculus look like? The
simplest case is to consider SU(2) or SO(3) which may be helpful in the analysis of
particles moving in Rd with additional internal degrees of freedom. This may offer
an alternative point of view on molecular dynamics or serve as a toy model for non-
commutative gauge theories such as dynamics on shape space [LR97; Sat10].
Multiband molecular dynamics The semiclassical approximation [BO27] works tre-
mendously well in molecular dynamics calculations in theoretical chemistry. Here, the
cores are modeled as classical particles which move in effective potentials generated
by the electrons. Over the years, this approximation has been subject to a whole phle-
tora of publications (e. g. [ST01; MS02; Sor03; PST03b; PST07]) and the mechanism,
adiabatic decoupling, has been well-understood. One of the remaining problems is
to figure out how to mix classical dynamics with quantum mechanics in the event of
band crossings. Away from band crossings, classical dynamics that include quantum
corrections describe the dynamics very well. Band transitions in the vicinity of conical
crossings, however, fall out of the simple classical framework. There are algorithms
(e. g. hopping algorithms [LT05]) which mingle classical dynamics away from band
crossings with quantum dynamics in the neighborhood of conical crossings (particles
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may hop from one band to the other). The problem is the lack of control over the
phase: if the particle jumps bands, what is the phase factor associated to that?
We propose an alternative point of view: the starting point is the hamiltonian
HA = 1
2
(−iǫ∇x − ǫA)2+ V ( xˆ) (7.1.1)
acting on L2(Rd ,C2) where the potential V and the Berry connection A are suit-
able symmetric 2 × 2 matrix-valued functions. In a suitable basis, the potential
V =
 
Eαδαβ

1≤α,β≤2 consists of the energy band functions associated to the rele-
vant bands E1 and E2, and the Berry connection A := i
 〈ϕα,∇xϕβ〉L2(RdN )1≤α,β≤2
is determined by the electronic eigenfunctions associated to the relevant bands. The
latter plays the same role as the magnetic vector potential A and thus, the physics is
determined by the Berry curvature
Ω := dA+A∧A.
The relation between connection and curvature contains the extra term A ∧A since
the gauge group SU(2) is non-commutative.
Our ansatz is that we would like to think of hamiltonian (7.1.1) as pseudomagnetic
quantization of
h(x ,ξ) = 1
2
ξ2 idC2 + V (x),
that is we would like to find a quantization procedure which maps x onto multiplica-
tion with x ⊗ idC2 on L2(Rd ,C2) and ξ onto −iǫ∇x ⊗ idC2 + ǫA( xˆ). Once we have
such a calculus at hand (Weyl quantization, dequantization/Wigner transform and
Weyl product), we can formulate a semiclassical limit via an Egorov-type theorem.
We hope to contribute to an improved understanding of the dynamics in the vicinity
of band crossings and answer the following question: Is it possible to find classical
equations of motion that include band transitions?
We envision the following strategy:
(i) Reformulate classical dynamics of a particle in a magnetic field as dynamics on
the extended phase space T ∗(Rd × U(1)). Physical observables must be gauge-
invariant functions, i. e. those which do not depend on the U(1) variable.
(ii) Make a phase space reduction in the sense of Marsden, Montgommery and Ratiu
[MMR90] and Marsden and Ratiu [MR99, Chapter 6.7] by dividing out the
gauge group U(1).
(iii) Find a magnetic Weyl quantization on the extended phase space.
(iv) Repeat those three steps for the gauge group SU(2).
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Dealing with the differences means solving conceptual problems, e. g. we need to
consistently take into account that physical quantities are no longer gauge-invariant,
but rather gauge-covariant. Some other issues which need to be addressed include:
(i) What is the relation between Berry curvature Ω = dA + A ∧ A and possible
choices of vector potentials A? The non-trivial topological phase factors associ-
ated to band crossings are reminiscent of an Aharonov-Bohm-type effect and we
do not expect the cohomology to be trivial. In other words, we not only need to
specify Ω, but also the ‘magnetic fluxes’ associated to band crossings have to be
part of the input.
(ii) What are the natural representations and what are the building block operators?
Are they all equivalent?
(iii) What do the classical equations of motion look like? What is the meaning of
offdiagonal elements?
Dynamics on shape space Based on a publication by Littlejohn and Reinsch [LR97],
D. Sattlegger [Sat10] reiterated how to formulate dynamics on ‘shape space’ as a
gauge theory. The idea is simple: if we start with a non-relativistic N particle system
where particles interact via rotationally invariant pair potentials, there is an additional
symmetry apart from total translations, namely total rotations. If each of the particles
moves in R3, then the space which describes the shape of the molecule or body is
given by R3(N−1)/SO(3) where the group of rotations acts ‘democratically’ on each
factor of R3. Hence R3(N−1) −→ R3(N−1)/SO(3) describes a bundle. If we exclude
points of high symmetry, we arrive at a true fiber bundle1 This fiber bundle is a quite
complicated manifold: if N ≥ 4, it is nontrivial [citation], i. e. it cannot be written as
a direct product of some space M and SO(3). This complexity is good for otherwise
cats would not be able to land on their feet if they are dropped feet up.
This system is a particularly good model system if one wants to understand non-
commutative gauge groups and dynamics on manifolds. A simplified version may be
a first step: we replace the shape space bundle by the direct product R3K × SO(3)
for some suitable K ∈ N. Since SO(3) shares the Lie algebra with SU(2), this case is
closely related to the two-level system mentioned before.
Once these points have been properly understood, generalizations to more general
gauge groups such as U(N) and SU(N) seem straightforward.
1At points of high symmetry, the fiber is not all of SO(3), but only a subgroup.
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7.2 Electromagnetic Weyl calculus
Magnetic Weyl calculus does not treat electric and magnetic fields symmetrically. If
one wants to effectively deal with time-dependent systems, classical mechanics must
be studied on extended phase space T ∗(R × Rd) where the additional coordiate in
cofiguration space is time and its conjugate energy is necessary since there is no con-
servation of energy in time-dependent systems: one can extract energy from and put
energy into the system. The magnetic field must be replaced with the electromagnetic
field tensor
F =

0 −E
E B

= dA
which is the exterior derivative of A = (φ,A). Interesting new structures such as
contact manifolds may appear [MR99]. This framework would also allow for electric
fields with components in BC∞, e. g. constant electric fields.
7.3 Closer inspection of the semiclassical limit
The assumptions in the proof of Theorem 3.6.1 are not optimal: if B 6= constant, the
standard proof presented in [Rob87] no longer ensures that derivatives of the classi-
cal flow are bounded. This is due to the crudeness of the method: taking the operator
norm (and then applying the Gronwall lemma) destroys the important piece of infor-
mation that magnetic fields do not change the energy of a system, they only change
the particle’s direction. It would be interesting to see under what circumstances the
derivatives of the classical flow are bounded using more refined techniques.
Furthermore, it will be interesting to see which results of non-magnetic semiclas-
sical theory carry over after suitable modification. One example for such a result
concerns the dynamics of molecules whose interaction may include Coulomb singu-
larities: Castella, Jecko and Knauf [CJK08] have elegantly proven the equivalence
of the non-trapping condition on orbits of a certain energy to a resolvent estimate
for systems with Coulombic singularities. What conditions have to be placed on the
magnetic field so that this equivalence carries over?
7.4 Extension to algebra-valued symobls
A lot of machinery introduced in Chapter 6 carries over ifA is a general unital abelian
algebra with an Rd -action θ . If this action is ergodic, then there exist invariant mea-
sures on the Gelfand spectrum SA which are concentrated on one quasi orbit. This
170
7.5 Modulation spaces
setting may prove useful in the study of ergodic random Schrödinger operators with
random magnetic fields. The analysis of operators with random magnetic fields seems
to be very challenging as there are only a handful of publications (e. g. [LWW06])
compared to the cornucopia of results for the case of random potentials. Here, the
natural ergodic measure on SA singles out the orbit of ‘typical configurations’ which
are assumed by the system with probability 1. The families of representations corre-
spond to the realizations of the abstract pseudodifferential operator as an operator
on, say, L2(Rd) or ℓ2(Zd). If the probability space (or rather: the topological dynami-
cal system associated to the probability space) has a nontrivial topology, e. g. nested
quasi orbits Q′ ( Q, it would be interesting to see the interplay between ‘almost sure’
properties of the system and the topological structure of the topological dynamical
system. First small steps in this direction were taken in [BLM13] and it stands to
reason that the program of [LMR10] can be repeated in the more general framework
of [BLM13].
7.5 Modulation spaces
The extension of magnetic Weyl calculus rested on duality techniques using Schwartz
functions and tempered distributions. The objects of interest are typically in the mag-
netic Moyal algebraMB(Ξ)whose quantization are exactly those operators which are
in L
 
S(Rd)
 ∩ L S ′(Rd). This places rather strong conditions on the regularity of
the elements of MB(Ξ) since a countably infinite number of seminorms needs to be
controlled. If we are able to find a Banach space D(Rd) which sandwiches L2(Rd)
between itself and its dual, D(Rd ) ⊂ L2(Rd) ⊂ D′(Rd) and is compatible with the
Fourier transform, then this would not only generalize the framework of magnetic
Weyl calculus, it would simplify many technical issues because only one norm (i. e. at
most finitely many seminorms) need to be controlled. Hence, it stands to reason we
can extend some results of magnetic Weyl calculus to symbols with much less regu-
larity.
In case of regular pseudodifferential theory, the answer was given by Feichtinger
[Fei81] (see also [Fei02] for a more modern account) which was then modified by
Ma˘ntoiu and Purice [MP10]. It would be interesting to look for applications in the
realm of mathematical physics which fall out of the usual pseudodifferential frame-
work because of a lack of regularity.
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A Appendix AOscillatory integrals
To extend integral expressions such as the Moyal product to broader classes of func-
tions, it is necessary to introduce the concept of oscillatory integrals which give sense
to expressions of the form
g(X ) :=
∫
Rd
′
dY eiγ(X ,Y ) f (X ,Y ) (A.0.1)
where γ : Rd × Rd′ −→ R is a phase factor and f : Rd × Rd′ −→ C a function. We
will always assume that γ is homogeneous of degree 1, i. e. for all λ ≥ 0, we have
γ(λX ,Y ) = λγ(X ,Y ) = γ(X ,λY ). If f (X , ·) is integrable for all X ∈ Rd , then g(X )
exists for all X . If in addition
 f (X , ·) is in L1(Rd′) locally uniformly in X , then
X 7→ g(X ) is continuous by Dominated Convergence. What can one say if f (X , ·) 6∈
L1(Rd
′
)?
Let us start with a simple example: from the introductory course on analysis, we
know that the series
∑∞
k=1(−1)k 1k is convergent, but not absolutely convergent. The
reason is that the terms alternate signs and cancel each other. Heuristically, we can
think of this series as a sum over
1
k
− 1
k+ 1
=
k+ 1− k
k(k+ 1)
=
1
k(k+ 1)
∼ 1
k2
so that the decay is ‘faster’ than naïvely expected.1 Similarly, even if the integrand
of (A.0.1) is not absolutely integrable, the oscillations caused by eiγ may remedy the
situation and allow us to make sense of this expression after all.
1Of course, it is in general not permissible to reorder terms in a series that is not absolutely convergent.
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The idea is to interpret it as a tempered distribution.2 For the remainder of the
section, let us assume in addition that γ and f are C∞ functions of their variables.
Hörmander has shown [Hör71, Lemma 1.2.1] that if γ has no critical points for X 6= 0,
then there exists a first-order differential operator L in X and Y such that its adjoint
satisfies
L∗eiγ = eiγ.
In many applications, it is more convenient to use either a first-order pseudodifferen-
tial operator or a higher-order operator instead, say L2. We will give some concrete
examples later on. Then the distribution g applied to a test function ϕ ∈ S(Rd)
 
g,ϕ

=
∫
Rd
dX
∫
Rd
′
dY eiγ(X ,Y ) f (X ,Y )ϕ(X )
=
∫
Rd
dX
∫
Rd
′
dY
 
L∗eiγ(X ,Y )

f (X ,Y )ϕ(X )
=
∫
Rd
dX
∫
Rd
′
dY eiγ(X ,Y ) L
 
f (X ,Y )ϕ(X )

(A.0.2)
leads to a formal integral expression where we may insert powers of L∗ and use partial
integration. If LN ( f ϕ) is integrable in X and Y for N ∈ N0 large enough, then the
oscillatory integral on the left-hand side∫
Rd
dX
∫
Rd
′
dY eiγ(X ,Y ) f (X ,Y )ϕ(X ) :=
:=
∫
Rd
dX
∫
Rd
′
dY eiγ(X ,Y ) LN
 
f (X ,Y )ϕ(X )

(A.0.3)
is defined by the right-hand side which is an ordinary absolutely convergent integral.
To distinguish oscillatory integrals from ordinary integrals, some authors denote them
by Os −
∫
or Os [Kum81], but but we shall not do so. Instead, we will either say
explicitly in what sense the integration is to be understood or rely on the reader to
interpret formulas properly. By extension, we define the distribution g in terms of
equation (A.0.3). Oscillatory integrals have very convenient properties:
(i) We may interchange limits and oscillatory integration. If the integrand depends
continuously on a parameter, the oscillatory is also continuous in that parameter.
2Some authors, e. g. Hörmander [Hör83; Hör71], use C∞c (R
d ) as space of test functions rather than
S(Rd). Since we are interested in the general strategy rather than deep results, we shall ignore this
and always work with Schwartz functions and tempered distributions.
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(ii) We may interchange integration with respect to a parameter and oscillatory inte-
gration. Hence, if the integrand depends smoothly on a parameter, for instance,
and the oscillatory integrals of the derivatives exist, then the oscillatory integral
depends smoothly on the parameter.
(iii) A version of Fubini’s theorem holds and we may interchange the order of inte-
gration.
In other words, we are allowed to do what our analysis professors have taught us
not to do! These properties are essential when working with oscillatory integrals. We
refer the interested reader to [Hör83, Chapter 7.8], [Hör71, Chapter 1] and [Kum81,
Chapter 1].
To give a flavor of the type of manipulations involved, we give two examples:
Example In the sense of oscillatory integrals, the Fourier transform of the constant
function is up to a factor equal to δ ∈ S ′(Rd), i. e.∫
Rd
dx ei x ·ξ = (2π)d δ(ξ).
This manipulation can be made rigorous either directly by rewriting the equation in
terms of the duality bracket. Alternatively, we pick ϕ,χ ∈ S(Rd) such that χ(0) = 1
and insert χ(·/ǫ) into the integral,∫
Rd
dξ
∫
Rd
dx ei x ·ξχ(x/ǫ)ϕ(ξ) =
∫
Rd
dξǫd χˆ(−ǫξ)ϕ(ξ)
= (2π)d/2
∫
Rd
dξ χˆ(−ξ)ϕ(ξ/ǫ) ǫց0−−→ (2π)d/2ϕ(0)
∫
Rd
dξ χˆ(−ξ)
= (2π)d ϕ(0)χ(0) = (2π)d ϕ(0) =
 
(2π)dδ,ϕ

.
Whenever we may integrate out such an exponential factor, we will not detail the
above regularization argument, it is implicitly understood.
Example Let f ∈ C∞pol(Rd) be polynomially bounded and smooth whose growth is no
worse than 〈x〉m for some m ∈ R, i. e. there exists C > 0 such that f (x)≤ C 〈x〉m
holds for all x ∈ Rd . Then we choose Lξ := 1−∆ξ as L operator and the relation
〈x〉−2Lξe−i x ·ξ = e−x ·ξ
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allows us to produce factors of 〈x〉−2N . If we choose N > 1
2
(m+ d), then
(F f )(ξ) =
1
(2π)d/2
∫
Rd
dx e−i x ·ξ f (x) =
1
(2π)d/2
∫
Rd
dx
 〈x〉−2N LNξ e−i x ·ξ f (x)
= LNξ
1
(2π)d/2
∫
Rd
dx e−i x ·ξ 〈x〉−2N f (x) = LNξ
 
F(〈x〉−2N f )(ξ)
holds in the sense of oscillatory integrals. The right-hand side is integrable by choice
of N . Similarly, all derivatives of F f exist as oscillatory integrals and we conclude F f
is smooth.
Section C.3 contains further non-trivial examples of oscillatory integrals.
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B Appendix BMiscellaneous estimates
Lemma B.0.1 Let f ∈ S(Rd). Then for each 1 ≤ p < ∞, the Lp norm of f can be
dominated by a finite number of seminorms, f Lp(Rd ) ≤ C1(d) f 00 + C2(d) max|a|=2n(d) f a0 ,
where C1(d),C2(d) ∈ R+ and n(d) ∈ N0 only depend on the dimension of Rd . Hence,
f ∈ Lp(Rd).
Proof We split the integral on Rd into an integral over the unit ball centered at the
origin and its complement: let Bn :=max|a|=2n
 f 
a0, then f 
Lp(Rd )
=
∫
Rd
dx
 f (x)p1/p
≤
∫
|x |≤1
dx
 f (x)p1/p +∫
|x |>1
dx
 f (x)p1/p
≤
 f 00 
∫
|x |≤1
dx 1
1/p
+
∫
|x |>1
dx
 f (x)p |x |2np
|x |2np
1/p
≤ Vol(B1(0))1/p
 f 00 + Bn
∫
|x |>1
dx
1
|x |2np
1/p
.
If we choose n large enough, |x |−2np is integrable and can be computed explicitly, and
we get  f 
Lp(Rd )
≤ C1(d)
 f 00 + C2(d) max|a|=2n f a0 .
This concludes the proof. 
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Proof (Lemma 2.2.18) We need to estimate the seminorms of KT ⋄KS: let a,α, b,β ∈
Nd0 be multiindices and introduce the map Φ : (x , y, z) 7→ (2π)−
d/2 KT(x , z)KS(z, y).
Then Φ ∈ S(Rd×Rd×Rd) is a Schwartz function in all three variables. First, we need
to show we can exchange differentiation with respect to x and y and integration with
respect to z, i. e. that for fixed x and y
xa y b∂ αx ∂
β
y (KT ⋄ KS)(x , y) = xa y b∂ αx ∂ βy
1
(2π)d/2
∫
Rdx
dz KT (x , z)KS(z, y)
=
1
(2π)d/2
∫
Rdx
dz xa y b∂ αx ∂
β
y
 
KT (x , z)KS(z, y)

=
∫
Rdx
dz xa y b∂ αx ∂
β
y Φ(x , y, z)
(B.0.1)
holds. We will do this by estimating
xa y b∂ αx ∂ βy Φ(x , y, z) uniformly in x and y by an
integrable function G(z) and then invoking Dominated Convergence. For fixed x and
y , we estimate the L1 norm of xa y b∂ αx ∂
β
y Φ(x , y, ·) from above by a finite number of
seminorms of Φ(x , y, ·) with the help of Lemma B.0.1,∫
Rd
dz
xa y b∂ αx ∂ βy Φ(x , y, z)= xa y b∂ αx ∂ βy Φ(x , y, ·)L1(Rd )
≤ C1 sup
z∈Rd
xa y b∂ αx ∂ βy Φ(x , y, z)+ C2 max|c|=2n supz∈Rdxa y b∂ αx ∂ βy Φ(x , y, z)
= C1
xa y b∂ αx ∂ βy Φ(x , y, ·)00 + C2 max|c|=2nxa y b∂ αx ∂ βy Φ(x , y, ·)c0.
Now we interchange sup and integration with respect to z,
sup
x ,y∈Rd
∫
Rd
dz
xa y b∂ αx ∂ βy Φ(x , y, z) ≤ ∫
Rd
dz sup
x ,y∈Rd
xa y b∂ αx ∂ βy Φ(x , y, z)
=
 sup
x ,y∈Rd
xa y b∂ αx ∂ βy Φ(x , y, ·)L1(Rd ),
which can be estimated from above by sup
x ,y∈Rd
xa y b∂ αx ∂ βy Φ(x , y, ·)L1(Rd ) ≤ C1 supx ,y∈Rd supz∈Rdxa y b∂ αx ∂ βy Φ(x , y, z)+
+ C2 max|c|=2n
sup
x ,y∈Rd
sup
z∈Rd
xa y b∂ αx ∂ βy Φ(x , y, z)
= C1
Φaαbβ00 + C2 max|c|=2nΦaαbβc0 <∞.
Here
‖·‖aαbβcγ	a,α,b,β ,c,γ∈Nd0 is the family of seminorms associated to S(Rd×Rd×Rd)
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which are defined by
‖Φ‖aαbβcγ := sup
x ,y,z∈Rd
xa y bzc∂ αx ∂ βx ∂ γx Φ(x , y, z).
This means we have found an integrable function
G(z) := sup
x ,y∈Rd
xa y b∂ αx ∂ βy Φ(x , y, z)
which dominates xa y b∂ αx ∂
β
y Φ(x , y, z) for all x , y ∈ Rd . Hence, exchanging differen-
tiation and integration in equation (B.0.1) is possible and we can bound the ‖·‖aαbβ
seminorm on S(Rd ×Rd) byKT ⋄ KSaαbβ = sup
x ,y∈Rd
xa y b∂ αx ∂ βy (KT ⋄ KS)(x , y)
≤ C1
Φ
aαbβ00 + C2 max|c|=2n
Φ
aαbβc0 <∞.
This means KT ⋄ KS ∈ S(Rd ×Rd). 
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C Appendix CAsymptotic expansion
C.1 Expansion of the twister
Lemma C.1.1 Assume B satisfies Assumption 3.1.5. Then we can expand γBǫ around x
to arbitrary order N in powers of ǫ:
γBǫ (x , y, z) =−
N∑
n=1
ǫn
n!
∂x j1
· · ·∂x jn−1 Bkl(x) yk zl

−1
2
n+1 1
(n+ 1)2
n∑
c=1

n+ 1
c

·
·  (1− (−1)n+1)c− (1− (−1)c)(n+ 1)·
· y j1 · · · y jc−1z jc · · · z jn−1+
+ RN [γ
B
ǫ ](x , y, z)
=:−
N∑
n=1
ǫn
∑
|α|+|β|=n−1
Cn,α,β ∂
α
x ∂
β
x Bkl(x) ykzl y
α zβ + RN [γ
B
ǫ ](x , y, z)
=:−
N∑
n=1
ǫnLn + RN [γ
B
ǫ ](x , y, z) (C.1.1)
In particular, the flux is of order ǫ and the nth-order term is a sum of monomials in
position of degree n+1 and each of the terms is a BC∞(Rdx ,C
∞
pol(R
d
y×Rdz )) function. The
remainder is a BC∞(Rd ,C∞pol(R
d × Rd)) function that is O(ǫN+1) and can be explicitly
written as a bounded function of x, y and z as well as N + 2 factors of y and z.
Proof We choose the transversal gauge to represent B, i. e.
Al(x + a) =−
∫ 1
0
ds Bl j(x + sa) sa j (C.1.2)
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and rewrite the flux integral into three line integrals over the edges of the triangle.
γBǫ (x , y, z) =
1
ǫ
∫ 1
0
dt
h
ǫ (yl + zl)Al
 
x + ǫ(t − 1/2)(y + z)+
−ǫ yl Al
 
x + ǫ(t − 1/2)y − ǫ
2
z
− ǫ zl Al x + ǫ2 y + ǫ(t − 1/2)zi
= ǫ
∫ +1/2
−1/2
dt
∫ 1
0
ds s
h
−Bl j
 
x + ǫst(y + z)

(yl + zl) t(y j + z j)+
+Bl j
 
x + ǫs
 
t y − z
2

yl
 
t y j −
z j
2

+
+Bl j
 
x + ǫs
  y
2
+ tz

zl
  y j
2
+ tz j
i
All these terms have a prefactor of ǫ which stems from the explicit expression of
transversal gauge. We will now Taylor expand each of the three terms up to N − 1th
order around x (so that it is of N th order in ǫ).
∫ +1/2
−1/2
dt
∫ 1
0
ds Bl j
 
x + ǫst(y + z)

ǫs(y j + z j) =
=
∫ 1
0
ds
∫ +1/2
−1/2
dt
N−1∑
n=0
ǫn+1
n!
sn+1s−n ∂x j1 · · · ∂x jnBl jn+1(x)·
· tn+1
n+1∏
m=1
(y jm + z jm) + R1N l(x , y, z)
The remainder R1N l is of order N + 1 in ǫ, bounded in x and polynomially bounded
in y and z. It is a sum of monomials in y and z of degree N + 1.
R1N l (x , y, z) =
∫ 1
0
dτ
∫ 1
0
ds
∫ +1/2
−1/2
dt
1
(N − 1)! (1− τ)
N−1·
· ∂ Nτ Bl j(x + ǫτst(y + z))ǫst(y + z)
= ǫN+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s tN+1 (y + z)α (y j + z j) ·
·
∫ 1
0
dτ (1− τ)N−1 ∂ αx Bl j(x + ǫτst(y + z))
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The nth order term in ǫ (the n− 1th term of the Taylor expansion) reads
ǫn
(n− 1)!
∫ 1
0
ds s
∫ +1/2
−1/2
dt tn ∂x j1 · · · ∂x jn−1Bl jn(x)
n∏
m=1
(y jm + z jm) =
=
1
2
ǫn
n!

1
2
n+1 1+ (−1)n
n+ 1
∂x j1
· · ·∂x jnBl jn(x) ·
·
n∑
m=0

n
m

y j1 · · · y jmz jm+1 · · · z jn .
The other factors can be calculated in the same fashion:
ǫn
(n− 1)!
∫ +1/2
−1/2
dt
∫ 1
0
ds sns−(n−1) ∂x j1 · · · ∂x jn−1Bl jn(x)
n∏
m=1
 
t y jm −
1
2
z jm

=
=
ǫn
n!

1
2
n+2
∂x j1
· · ·∂x jn−1 Bl jn(x) ·
·
n∑
m=0

n
m

(−1)n−m + (−1)n
m+ 1
y j1 · · · y jmz jm+1 · · · z jn
The remainder is also of the correct order in ǫ, namely nth order, contains N + 2 qs
and a BC∞(Rd ,C∞pol(R
d ×Rd)) function as prefactor:
R2N l(x , y, z) = ǫ
N+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s
 
t y − z
2
α  t y j − z j2 ·
·
∫ 1
0
dτ (1−τ)N−1 ∂ αx Bl j
 
x + ǫτ
 
st y − z
2

The last term satisfies the same properties as R1N l :∫ +1/2
−1/2
dt
∫ 1
0
ds
ǫn
(n− 1)! s
ns−(n−1) ∂x j1 · · ·∂x jn−1 Bl jn(x)
n∏
m=1
  1
2
y jm + tz jm

=
=
ǫn
n!

1
2
n+2
∂x j1
· · · ∂x jn−1 Bl jn(x) ·
·
n∑
m=0

n
m

1+ (−1)n−m
n+ 1−m y j1 · · · y jmz jm+1 · · · z jn
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R3N l satisfies the same properties as R1N l and R2N l ,
R3N l(x , y, z) = ǫ
N+1
∑
|α|=N
N
α!
∫ 1
0
ds
∫ +1/2
−1/2
dt s
  y
2
+ tz
α   y j
2
+ tz j
·
·
∫ 1
0
dτ (1− τ)N−1 ∂ αx Bl j
 
x + ǫτs
  y
2
+ tz

.
Put together, we obtain for the nth order term:
1
2
ǫn
n!

1
2
n+1
∂x j1
· · ·∂x jn−1 Bl jn(x)
n∑
m=0

n
m

·
·

1+ (−1)n
n+ 1
(yl + zl)−
(−1)n−m + (−1)n
m+ 1
yl −
1+ (−1)n−m
n+ 1−m zl

·
· y j1 · · · y jmz jm+1 · · · z jn
=
ǫn
n!

−1
2
n+1 1
(n+ 1)2
∑
|α|+|β |=n−1
∂ αx ∂
β
x Blk(x) ylzk·
·

n+ 1
|α|+ 1
 
(1− (−1)|α|+1)(n+ 1)− (1− (−1)n+1)(|α|+ 1) yαzβ
The total remainder of the expansion reads
RN [γ
B
ǫ ] = yl
 
R1N l − R2N l

+ zl
 
R1N l − R3N l
 ∈ BC∞(Rd ,C∞pol(Rd ×Rd)).
In total, the remainder is a sum of monomials with bounded coefficients of degree
N + 2 while it is of O(ǫN+1). 
C.2 Properties of derivatives of γBǫ
For convenience, we give two theorems found in [IMP07] on the magnetic flux and
its expontential which are needed to make the expansion rigorous:
Lemma C.2.1 If the magnetic field Bl j , 1≤ l, j ≤ n, satisfies the usual conditions, then
∂x jγ
B
ǫ = D jk(x , y, z) yk + E jk(x , y, z) zk
∂y jγ
B
ǫ = D
′
jk(x , y, z) yk + E
′
jk(x , y, z) zk
∂z jγ
B
ǫ = D
′′
jk(x , y, z) yk + E
′′
jk(x , y, z) zk
where the coefficients D jk, . . . , E
′′
jk ∈ BC∞(Rd ×Rd ×Rd), 1≤ j, k ≤ d.
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A direct consequence of this is the following simple corollary:
Corrolary C.2.2 If the magnetic field satisfies the usual conditions, then for any a, b, c ∈
N0
d , there exists Cabc > 0 such that∂ ax ∂ by ∂ cz e−iλγBǫ (x ,y,z)≤ Cabc 〈y〉+ 〈z〉|a|+|b|+|c| ≤ C˜abc〈y〉|a|+|b|+|c|〈z〉|a|+|b|+|c|
holds, i. e. derivatives of e−iλγ
B
ǫ (x ,y,z) are C∞pol functions in y and z.
C.3 Existence of oscillatory integrals
To derive the adiabatic expansion, we have to ensure the existence of two types of
oscillatory integrals, one is relevant for the (n, k) term of the two-parameter expan-
sion, the other is necessary to show existence of remainders and the kth term of the
λ expansion.
Lemma C.3.1 Let f ∈ Sm
ρ,δ, ρ ∈ [0,1]. Then for all multiindices a,α ∈ Nd0
G(X ) :=
1
(2π)d
∫
Ξ
dY eiσ(X ,Y ) yaηα(F−1σ f )(Y ) =
 
(−i∂ξ)a(+i∂x)α f

(X ) (C.3.1)
exists as an oscillatory integral and is in symbol class Sm−|a|ρ
ρ,δ .
Proof Since f is a function of tempered growth, we can consider it as an element of
S ′(R2d). Then, we can rewrite G as G = Fσ xˆ
aξˆαFσ where xˆ and ξˆ are the multipli-
cation operators initially defined on S(R2d) which are extended to tempered distribu-
tions by duality. Then for any ϕ ∈ S(R2d), we have 
G,ϕ

=
 
Fσ xˆ
aξˆαFσ f ,ϕ

=
 
f ,Fσ xˆ
aξˆαFσϕ

=
 
f , (+i∂ξ)
a(−i∂x)αϕ

=
 
(−i∂ξ)a(+i∂x)α f ,ϕ

where (·, ·) denotes the usual duality bracket.
Thus, the integral exists as an oscillatory integral. G = (−i∂ξ)a(+i∂x)α f is also in
the correct symbol class, namely Sm−|a|ρ
ρ,δ , and the lemma has been proven. 
The next corollary is an immediate consequence and contains the relevant result for
the term-by-term expansion of the magnetic product.
Corrolary C.3.2 Let f ∈ Sm1
ρ,δ, g ∈ S
m2
ρ,δ, ρ ∈ [0,1] and a,α, b,β ∈ Nd0 be arbitrary
multiindices. Then for all functions B ∈ BC∞(Rd) the oscillatory integral
G(X ) :=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZeiσ(X ,Y+Z)B(x) yaηα(F−1σ f )(Y ) z
bζβ (F−1σ g)(Z) (C.3.2)
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exists, is in symbol class Sm1+m2−(|a|+|b|)ρ
ρ,δ and yields
B(x)
 
(−i∂ξ)a(+i∂x)α f

(X )
 
(−i∂ξ)b(+i∂x)β g

(X ). (C.3.3)
In the proof of Corollary C.3.2 we have used that we could write the integrals as a
product of two independent integrals. There is, however, a second relevant type of
oscillatory integral that cannot be ‘untangled.’ Fortunately, we only need to ensure
their existence and not evaluate them explicitly. Again, we will start with a simpler
integral over only one phase space variable and then extend the ideas to the full
integral in a corollary.
Lemma C.3.3 Assume f ∈ Sm1
ρ,δ, g ∈ S
m2
ρ,δ, ρ ∈ [0,1], ǫ ∈ (0,1] and τ,τ′ ∈ [0,1].
Furthermore, let Gτ′ ∈ BC∞
 
Rdx ,C
∞
pol(R
d
y ×Rdz )

be such that for all c, c′, c′′ ∈ Nd0∂ cx ∂ c′y ∂ c′′z Gτ′(x , y, z)≤ Ccc′c′′ 〈y〉+ 〈z〉|c|+|c′|+|c′′|
holds for some finite constant Ccc′c′′ > 0. Then for all a,α, b,β ∈ Nd0 and τ,τ′ ∈ [0,1]
Iττ′(x ,ξ) :=
1
(2π)2d
∫
Ξ
dY
∫
Ξ
dZ eiσ(X ,Y+Z) eiτ
ǫ
2
σ(Y,Z)·
· Gτ′(x , y, z) yaηαzbζβ (Fσ f )(Y ) (Fσg)(Z) (C.3.4)
exists as an oscillatory integral in Sm1+m2−(|a|+|b|)ρ
ρ,δ . The map (τ,τ
′) 7→ Iττ′ is continuous.
Proof Let us rewrite the integral first, the result will serve as a definition for the
oscillatory integral Iττ′ :
Iττ′(x ,ξ) =
1
(2π)4d
∫
Ξ
dY
∫
Ξ
dY˜
∫
Ξ
dZ
∫
Ξ
dZ˜
 
(+i∂η˜)
a(−i∂ y˜)αeiσ(X−Y˜ ,Y )
 ·
·  (+i∂ζ˜)b(−i∂z˜)β eiσ(X−Z˜ ,Z)eiτ ǫ2σ(Y,Z) Gτ′(x , y, z) f (Y˜ ) g(Z˜)
=
1
(2π)4d
∫
Ξ
dY
∫
Ξ
dY˜
∫
Ξ
dZ
∫
Ξ
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜,Z) eiτ
ǫ
2
σ(Y,Z)·
· Gτ′(x , y, z)
 
(−i∂η˜)a(+i∂ y˜)α f

(Y˜ )
 
(−i∂ζ˜)b(+i∂z˜)β g

(Z˜)
(C.3.5)
By assumption ∂ αx ∂
a
ξ
f ∈ Sm1−|a|ρ
ρ,δ as well as ∂
β
x ∂
b
ξ
g ∈ Sm2−|b|ρ
ρ,δ and we see that it
suffices to consider the case a = b = α = β = 0. In this particular case, we estimate
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all seminorms: let n,ν ∈ Nd0 . Then we have to bound
∂ nx ∂
ν
ξ Iττ′(x ,ξ) =
∑
a+b+c=n
α+β=ν
1
(2π)4d
∫
Ξ
dY
∫
Ξ
dY˜
∫
Ξ
dZ
∫
Ξ
dZ˜
 
∂ ax ∂
α
ξ e
iσ(X−Y˜ ,Y ) ·
·  ∂ bx ∂ βξ eiσ(X−Z˜,Z) eiτ ǫ2σ(Y,Z)∂ cx Gτ′(x , y, z) f (Y˜ ) g(Z˜)
=
∑
a+b+c=n
α+β=ν
1
(2π)4d
∫
Ξ
dY
∫
Ξ
dY˜
∫
Ξ
dZ
∫
Ξ
dZ˜ eiσ(X−Y˜ ,Y ) eiσ(X−Z˜ ,Z) ·
· eiτ ǫ2σ(Y,Z) ∂ cx Gτ′(x , y, z)∂ ay˜ ∂ αη˜ f (Y˜ )∂ bz˜ ∂
β
ζ˜
g(Z˜)
=
∑
a+b+c=n
α+β=ν
∫
Rd
dy
∫
Rd
∗
dη
∫
Rd
dz
∫
Rd
∗
dζ eiη·y eiζ·z ∂ cx Gτ′(x , y, z)·
· ∂ ax ∂ αξ f
 
x − τǫ
2
z,ξ−η∂ bx ∂ βξ g x + τǫ2 y,ξ− ζ.
from above by an integrable function. To do that, we insert powers of 〈y〉−2, 〈z〉−2,
〈η〉−2 and 〈ζ〉−2 via the usual trick, e. g. 〈y〉−2(1 − ∆η)eiη·y = eiη·y . To simplify
notation, we set L y := 1−∆y ; Lz, Lη and Lζ are defined analogously. Then, we have
for any non-negative integers N1,N2,K1,K2
∂ nx ∂
ν
ξ Iττ′(x ,ξ) =
∑
a+b+c=n
α+β=ν
(2π)−2d
∫
Ξ
dY
∫
Ξ
dZ
 〈y〉−2N1 LN1η eiη·y 〈z〉−2N2 LN2ζ eiζ·z ·
· ∂ cx Gτ′(x , y, z)∂ ax ∂ αξ f
 
x − τǫ
2
z,ξ−η∂ bx ∂ βξ g x + τǫ2 y,ξ− ζ
=
∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
Cα′β ′
∫
Ξ
dY
∫
Ξ
dZ
 〈η〉−2K1 LN1y eiη·y 〈ζ〉−2K2 LN2z eiζ·z·
· 〈y〉−2N1 〈z〉−2N2 ∂ cx Gτ′(x , y, z)·
· ∂ ax ∂ α+α
′
ξ
f
 
x − τǫ
2
z,ξ−η∂ bx ∂ β+β ′ξ g x + τǫ2 y,ξ− ζ
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=
∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
|a′ |+|b′ |+|c′|≤2K1
|a′′ |+|b′′|+|c′′|≤2K2
Cabcαβ
α′β ′a′ b′c′a′′ b′′ c′′(ǫτ)
|a′′|+|b′ |
∫
Ξ
dY
∫
Ξ
dZ eiη·y eiζ·z 〈y〉−2N1 〈z〉−2N2 ·
· 〈η〉−2K1 〈ζ〉−2K2 ϕN1a′ (y)ϕN2b′′ (z)∂ cx ∂ x
′
y ∂
c′′
z Gτ′(x , y, z)·
· ∂ a+a′′x ∂ α+α
′
ξ
f
 
x − τǫ
2
z,ξ−η∂ b+b′x ∂ β+β ′ξ g x + τǫ2 y,ξ− ζ
(C.3.6)
Here, the bounded functions ϕNa are defined by ∂
a
x 〈x〉−2N =: 〈x〉−2N ϕNa(x) for all
N ∈ N0, a ∈ Nd0 , and the constants appearing in the sum are defined implicitly. We
now estimate the absolute value of each of the terms in the integral in order to find
N1,N2,K1,K2 ∈ N0 large enough so that the right-hand side of the above consists of
a finite sum of integrable functions. Using the assumptions on Gτ′ and the standard
estimate 〈ξ− η〉m ≤ 〈ξ〉m〈η〉|m|, we can bound the integrand of the right-hand side
of (C.3.6) in absolute value by∑
a+b+c=n
α+β=ν
|α′|≤2N1, |β ′|≤2N2
|a′ |+|b′|+|c′|≤2K1
|a′′ |+|b′′ |+|c′′|≤2K2
C˜abcαβ
α′β ′a′ b′ c′a′′ b′′c′′ 〈y〉−2N1+|c|+|c
′|+|c′′|〈z〉−2N2+|c|+|c′|+|c′′|·
· 〈η〉−2K1〈ζ〉−2K2 〈ξ−η〉m1−(|α|+|α′|)ρ 〈ξ− ζ〉m2−(|β |+|β ′|)ρ
≤ C 〈ξ〉m1+m2−|ν |ρ 〈y〉−2N1+|n|+2K1+2K2 〈z〉−2N2+|n|+2K1+2K2 ·
·
∑
α+β=ν
〈η〉−2K1+|m1−|α|ρ| 〈ζ〉−2K2+|m2−|β |ρ|
≤ C˜〈ξ〉m1+m2−|ν |ρ 〈y〉−2N1+|n|+2K1+2K2 〈z〉−2N2+|n|+2K1+2K2 ·
· 〈η〉−2K1+|m1 |+|ν |ρ 〈ζ〉−2K2+|m2 |+|ν |ρ.
Choosing K1 and K2 such that −2K j+ |m j |+ |ν |ρ <−d, j = 1,2, ensures integrability
in η and ζ. Now that K1 and K2 are fixed, we choose N1 and N2 such that −2N j +
|n|+ 2K1 + 2K2 < −d and the right-hand side of the above is an integrable function
in y , η, z and ζ which dominates the absolute value of (C.3.6). Thus, we have shown∂ nx ∂ νξ Iττ′(x ,ξ)≤ Cnν 〈ξ〉m1+m2−|ν |ρ
for all n,ν ∈ Nd0 and hence Iττ′ exists in S
m1+m2
ρ,δ if the exponents of y , η, z and ζ in
equation (C.3.4) all vanish, a = α = b = β = 0. Similarly, for general a,α, b,β ∈ Nd0 ,
we conclude Iττ′ ∈ Sm1+m2−(|a|+|b|)ρρ,δ . Since the above bounds are uniform in τ and
188
C.3 Existence of oscillatory integrals
τ′, the continuity of (τ,τ′) 7→ Iττ′ in the Fréchet topology of Sm1+m2−(|a|+|b|)ρρ,δ follows
from dominated convergence. 
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