The d-band center for metals has been widely used in order to understand activity trends in metal-surface-catalyzed reactions in terms of the linear Brønsted-Evans-Polanyi relation and Hammer-Nørskov d-band model. In this paper, the d-band centers for eleven metals (Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Ir, Pt, Au) and their pairwise bimetals for two different structures (1% metal doped-or overlayer-covered metal surfaces) are statistically predicted using machine learning methods from readily available values as descriptors for the target metals (such as the density and the enthalpy of fusion of each metal). The predictive accuracy of four regression methods with different numbers of descriptors and different test-set/training-set ratios are quantitatively evaluated using statistical cross validations. It is shown that the d-band centers are reasonably well predicted by the gradient boosting regression (GBR) method with only six descriptors, even when we predict 75% of the data from only 25% given for training (average 2 root mean square error (RMSE) < 0.5 eV). This demonstrates a potential use of machine learning methods for predicting the activity trends of metal surfaces with a negligible CPU time compared to first-principles methods.
Introduction
The ultimate goal in catalytic science is to accurately predict trends in the catalytic activity using the electronic structure of metals, which will allow the rational design of surfaces with specific catalytic properties without extensive trial-and-error experiments. A semi-quantitative understanding of these trends is given by the d-band model of Nørskov and co-workers who defined the energy of the d-band center (ε d ) relative to the Fermi level (E F ), ε d -E F , as a function of the electronic structure of the metals. [1] [2] [3] [4] [5] [6] Assuming that the d-electrons of transition metals play a central role in chemisorption, they calculated the d-band center (ε d -E F ) for various metals using density functional theory (DFT) as an indicator to explain the adsorption energy trends for a given adsorbate: the higher the d-states are in energy relative to the Fermi level, the more empty the anti-bonding states and the larger the adsorption energy (strong bonding between the adsorbate and metal surface). This model was then verified with experimental and theoretical studies by various research groups. [7] [8] [9] [10] [11] [12] In a reaction on metal surfaces, strong binding of an intermediate will lead to surface poisoning, whereas weak binding will lead to a limited availability of the intermediate. In both cases, catalytic rates are less than optimal (Sabatier principle). Consequently, the catalytic activity of metals can show a so-called "volcano-type" dependence on the d-band center. Experimental data in some electrocatalytic and catalytic studies showed good correlation between the catalytic activity and the d-band center. [1] [2] [3] [9] [10] [11] [12] [13] [14] [15] Machine learning (ML) methods [16] [17] [18] [19] are being increasingly used in molecular science 18, 19 and materials science. [20] [21] [22] [23] [24] In the ML framework, predictive computations are modeled as a function from some inputs to the output of desired values. Supervised ML methods statistically infer the function, given instances of input-output pairs called the training set: they inductively learn, from data, the underlying principle for input-output dependencies. Since ML methods are general-purpose, first-principles-free, and fully data-driven as such, they are widely applicable to prediction of various kinds of physical properties that have unknown or too complex principles to mathematically model. [20] [21] [22] [23] [24] Considering that first-principles calculations are too time-consuming to explore the full spectrum of possibilities, and on the other hand, a great amount of data is being generated and accumulated in the field, ML methods can give a fast and high-precision alternative to the first-principles models. However, ML methods in catalysis [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] are still in their infancy.
In order to demonstrate the potential use of ML methods in catalysis, we report herein the 
Methods and data

Dataset and descriptors
To assess the accuracy of ML predictions, we use the data of the d-band center (ε d ) relative to 
Monte Carlo cross validation for assessing predictability
Our primary interest is data-driven prediction of the d-band center of X from the d-band centers of other metals and bimetals than X. In order to evaluate this aspect, we first separate 121 targets (11 metals and 110 bimetals) into two disjoint sets of "test set" of size n and "training set" of size 121-n.
Then our problem is to evaluate how accurately the d-band centers of the test set can be predicted by using those of the training set. First, an ML model is build using the training set. Then, using that model, the d-band centers of the test set are predicted, and their root mean square error (RMSE)
between the predicted values and true values (ground truth) is calculated for predictability evaluation.
A single-shot trial of this procedure gives an estimate of RMSE, but if we change the split of training and test sets, the estimate would vary with a certain level of variance. For quantitative evaluation, we reduce this estimation variance by repeating the single-shot trial over 100 random test/training splits, i.e., 100 random leave-n-out trials, and use the mean of 100 RMSE estimates as the prediction accuracy of the ML model. The test set in each trial is never used to build the corresponding ML model in that trial, and simulates yet-unseen targets to be predicted. 38 , and Random subsampling cross validation. 39 This method is used in related work 20 , and also well matched to our scenario than typical choices such as k-fold cross validation and bootstrapping.
Machine learning methods and tuning parameter selection
For ML methods, we use two linear and two nonlinear regression methods ( Table 6 ). The models selected here are the most commonly used in the ML field, the details about individual methods are found in standard ML textbooks. 16, 40 The software implementations of these algorithms are also available as many off-the-shelf packages. In this paper, we use a widely used package, scikit-learn (http://scikit-learn.org). 38 In practice, besides the target parameters to be 5 estimated from the training set, some models also have tuning parameters that need to be set before training, and appropriate setting of this parameter is the key to the success in prediction.
For those tuning parameters, we tested a reasonable range of candidate values in an exhaustive way (grid search), and chose the best parameter by 3-fold cross validation on the training set.
The tested ranges of values are also indicated in Table 6 . Note that the test data should never be used to select a tuning parameter.
Results and discussion
Screening of predictive ML methods
For prediction of d-band center for the surface impurities (Table 1) , we performed parameter fitting by the four ML methods in Table 6 : two linear methods, ordinary least-squares regression (OLS) and partial least-squares regression (PLS), and two nonlinear methods, Gaussian process regression (GPR) and gradient boosting regression (GBR). OLS is the most basic method and gives a stable baseline performance. For higher-dimensional data, the data distribution often lies in a lower-dimensional subspace due to the correlation between descriptors. Statistically decorrelating the descriptors, PLS performs OLS on an identified lower-dimensional subspace.
In addition to these conventional linear methods, we also investigated two nonlinear methods, GPR and GBR. Among the various nonlinear methods we pre-tested, GPR and GBR showed two of the best prediction performances. GPR is one of the most common methods for the prediction of continuous values; it is based on kernel methods, which gives a flexible model for the data. GBR 41 is another popular choice as it is widely used and performs well in the top-level data prediction competitions such as kaggle in recent years; 42, 43 Technically, it is an ensemble model of boosted regression trees, which often give accurate and stable predictions.
In order to evaluate the predictive capability of the ML models, we use Monte Carlo cross validation with random leave-25%-out for Table 1 : Assuming that 25% of Table 1 is not yet obtained, ML methods infer those values statistically using other 75% available values. Fig. 1 illustrates the predictive performance of the four ML methods in a single-shot random trial with 75% training set (•) and 25% test set (○). This case uses all 18 descriptors, 9 for the host and 9
for the guest metal. The X-axis represents the DFT calculated d-band center (ground truth), and the Y-axis gives the value predicted by the ML methods. The deviation from the X=Y line indicates the error in prediction. Clearly, the test set (○) of the linear models (OLS and PLS)
show larger deviations than the nonlinear models (GPR and GBR), and those of the GBR model shows the least deviation from the line. Note that PLS is best performed when it is identical to OLS, this implies that linear dimensional reduction does not work for this problem.
For more quantitative evaluation, we perform 100 random trials of this single-shot leave-25%-out. The root mean square error (RMSE) of the difference between the predicted 6 values and the ground truth is calculated for each trial, and averaged to obtain the mean RMSE values and their standard deviations. As seen in that the nonlinear models are more accurate than the linear models. Of the two nonlinear models, the RMSE for prediction using GBR was smaller than that from GPR. From these results, we concluded that GBR would be the best choice for the prediction of the d-band centers for the surface impurities (Table 1 ). It is known that the GBR model has a higher flexibility than the linear regression models and a higher stability than the GPR model that is more sensitive to the tuning-parameter settings. It should be noted that linear models have less standard deviations than nonlinear models. Linear models are less flexible but usually more stable than nonlinear models, and this tradeoff needs to be considered in accordance with the intended use.
Evaluations of descriptor importance for GBR prediction
Next, we investigated the relevance or redundancy of each of the 18 descriptors in Table 3 , which were used in the GBR model. GBR is based on an ML technique called "boosting", it adaptively combine large numbers of relatively simple regression-tree models that recursively partition the data by a single selected descriptor. Thus it provides a feature-importance score for each descriptor: a weighted average of the number of times the descriptor is selected for partitioning. This score can be used to assess the relative importance of that descriptor with respect to the predictability of the d-band center values. Note that these results are valid only for GBR, and the statistical importance of descriptors may vary with the ML method used. descriptors. As a result, the ML prediction performance for the 1% guest metal-doped metals (Table 1) remained the same good level even when we use only 4 descriptors. Furthermore we observed that the prediction accuracy with 6 descriptors were better than with 4 descriptors when we increased the test set from 25% to a higher percentage. Thus we used the GBR model 7 with the top 6 descriptors for the subsequent analysis.
Model estimation using a different ratio of test/training splits
Lastly, we investigated how large training set is required for ML to achieve sufficient prediction performance. Fig 4 shows the predictive performance using GBR with the top 6 descriptors for different ratios of the test/training sets, 25%/75%, 50%/50%, and 75%/25%. For Table 1 quantitatively showed a general trend of ML where the more data we have, the better we get, and also showed that we can predict the d-band center for the surface impurities (Table 1 ) with a moderate level of accuracy (RMSE = 0.38±0.07 eV) even when only 25% of the data are available and 75% are missing. This result provides a useful guideline for the trade-off between the predictive performance and data availability.
Prediction of d-band centers for surface overlayers on metal surfaces
The evaluation procedure used for the 1% guest-doped cases (Table 1 , Fig. 1-4 ) were also applied to the prediction of d-band center for surface overlayers on different metal surfaces (Table 2) , and the corresponding results were shown in Figs. 5-8, respectively. Similar to the results in Fig. 1 , the comparison of the four ML methods with the 18 descriptors (Fig. 5) showed that the predictions with GBR were better than with the other methods; the mean RMSEs for the 100 random 75%/25% splits were 0.34±0.05 eV for OLS, 0.34±0.05 eV for PLS, 0.35±0.07 eV for GPR, and 0.19±0.04 eV for GBR (Table 7) . Both GPR and GBR achieve the training error of 0.00 as seen in Table 7 , but due to the high dependency on tuning parameter setting, GPR fails to predict the test set. GPR performs well when the tuning parameter (set by 3-fold cross validation on the training set) also fits into the test data, but this is not the case in general. In actual, we observe in Table 7 that GPR has larger estimation variance than any other methods as shown in the sd values for test. In contrast, GBR has a less tuning parameter dependency and also perform well for the test set. Thus again, we adopted GBR for further analysis. Fig. 6 shows the feature-importance scores of all 18 descriptors for predicting Table 2 . The top 6 descriptors were (1) the group in the periodic table for the host metal, (2) the bulk Wigner-Seitz radius for the host metal, (3) the enthalpy of fusion for the guest metal, (4) the density at 25 °C for the host metal, (5) the ionization energy for the guest metal, and (6) the density at 25 °C for the guest metal. Using GBR with 18 (all), the top 6, and the top 4 descriptors for 75%/25% splits, the mean RMSE for the 100 random splits were 0.19±0.04 eV with 18 descriptors, descriptors. Using GBR with the top 6 descriptors, we evaluated the predictive performance for different ratios, 25%/75%, 50%/50%, and 75%/25%, of the test/training sets (Fig. 8) . The mean RMSEs for the 100 random splits were 0.19±0.04 eV for the 25%/75% test, 0.27±0.05 eV for the 50%/50% test, and 0.41±0.08 eV for the 75%/25% test. From these results, we can conclude that the d-band centers for the surface overlayers (Table 2) can be predicted by the GBR method using 6 descriptors with a moderate accuracy (RMSE = 0.41±0.08 eV), even when only 25% of the data are available and 75% are missing.
Conclusion
The d-band center for surfaces of monometallic (Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Ir, Pt, Au)
surfaces and bimetallic surfaces with two different structures (surface impurities and overlayers on clean metal surfaces) 1,2 can be reasonably well predicted by a machine learning method (GBR method) using at most 6 readily available descriptors. Our results demonstrate a potential use of machine learning methods in catalysts design, suggesting a data-driven approach with a negligible CPU time compared to the first-principles models. Table 4 The correlation matrix of 9 descriptors for 11 metals in Table 3 . Table 6 List of the regression methods.
Abbreviation (Table 1) and the values predicted by linear (OLS, PLS) and nonlinear regression (GPR, GBR): () training set = 75%, () test set = 25%. (Table 3) for the GBR prediction of the d-band centers for metals and 1% guest metal-doped metals (Table 1) . 
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