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1. INTRODUCTION 
Studies of matrices representing the elements of the generalised Clifford 
algebra and o-operations [l] on them have been extensively made in a series 
of contributions to this journal. This work, collectively called the L-matrix 
theory, related to matrices which satisfied the generalised Clifford condition 
An = 1, the case n = 2 representing the simplest but perhaps the most 
significant to elementary particle physics. Equally important is the study of 
matrices of the type A3 = A, or A” = A or in general An = AP, p < n. 
In this paper we study such matrices and establish a theorem that such 
matrices can be decomposed into products of other types of idempotent 
matrices. 
In Section 2 we first define generalised idempotency and give a method of 
constructing matrices obeying conditions like A” = A”, p < n; we also 
examine how linear sums of such matrices carry over the property of idem- 
potency. In section 3, we describe a method of extending the dimensions of 
such matrices preserving their generalised idempotent property. In section 4, 
we give a theorem relating a singular matrix having generalised idempotent 
property to a product of idempotent matrices, i.e., matrices whose square is 
the matrix itself. 
2. GENERALISED IDEMPOTENT MATRICES 
Before taking up the general method of constructing matrices A” = A, 
we consider the simplest case A3 = A, which can easily be obtained from 




It is easy to check that A3 = 2, these are nothing but antisymmetric matrices 
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of the type 
A= [-f j-b] or [-+J.J~ 4 t]. w3=l, (2.2) 
which were studied earlier [2]. 
In passing we may remark that the matrices representing the generalised 
Clifford algebraic elements are special cases of circulants [3] which play an 
important role in many physical situations. The circulants are N x N 
matrices of the form 
for a given N. (2.3) 
The eigenvectors and eigensolutions of these are obtained from the scalar 
equation rN = 1, and the eigenvalues of the matrix are yi’s: 
yi = co + v-1 + ... + Cfil + ... + CN-lriN--l, 
where r( is one of the N roots of unity. Hence if only one c1 is nonzero and is 
equal to unity and all the other cL’s are zero, it is easy to observe that CN = 1, 
since all the eigenvalues obey 
yiN = 1 (2.4) 
To find representations of matrices obeying polynomial conditions, 
we turn to the well-known matrix called the companion matrix [3]. 
i 
0 1 0 . . . 0 0 




0 0 0 . . 0 1 
--a, --a,-, -ane2 *** -a2 -a, 
 
This has the characteristic equation 
An + alAn-l + ... + a, = 0, (2.6) 
and the Cayley-Hamilton theorem, the matrix M satisfies the equation 
Mm + alMn-l + *.. + a,M” = 0. (2.7) 
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If all the a’s, i.e., u1 , aa ,..., etc. are zero, then Mn = 0; if all the u’s except 
a, are zero and if a, = (-l), we have the matrix M as A satisfying An = 1. 
If a,-, = (- 1) and all the rest are zero, the M = a matrix obeys the con- 
dition An = A. We will call this the generalised idempotency condition. By 
choosing the elements properly we can arrive at a matrix obeying any given 
polynomial condition. As pointed out, one can construct matrices obeying 
conditions such as M” = CM f 1 and the corresponding matrix will be 
given by 
M= such that Mn = CM + 1. 
For the generalised idempotency we can easily obtain the (n x n) matrix 
A= (2.8) 
which obeys the equation An = A; there can be other matrices of the type B 
such that for n odd 
I 
0 w 0 .‘* 0 0 
0 0 cLJ2 ... 0 0 
8x : 1; p Lg. 
.:. w 
(2.9) 
0 0 0 0 wn-l 
010 *** 0 0 
For n even, 
It can be easily checked that 
(2.11) 
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It is also easy to see that a linear addition of matrices of type a and type B 
will also obey the generalised idempotency condition similar to equations 
(2.11) with an appropriate multiplying factor. For example, we take the 
linear sum 
D = Ala + A$, (2.12) 
where A, and A, are parameters and 2 and B are (n x n) matrices such that 




for n odd. Then we deduce that 
Al7 = WlBA, (2.14) 
where w is the n-th root of unity and I is a matrix of dimension (n x n) 
given by 
Similarly 
1 0 *** 0 0 0 
0 **. 1 0 0 0 
1= I:1 . 0 0 *I* 1 0 0 1 0 *** 0 0 0 
ix4 = w”-Ml?, 
where s is a (n x n) matrix given by 
1 0 0 ..* 0 0 
0 1 0 0 *.* 0 




We also deduce that, for n odd, 
(Ala + X,B)n = (A, + h&X, + w%l,) **a (A1 + w~-~X&/~ + A$) (2.18) 
Similarly for it even, s matrix is of the type given by (2.10) and the linear 
sum obeys the rule 
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3. INCREASING THE DIMENSIONS 
OF THE GENERALISED IDEMPOTENT MATRICES 
In a previous contribution the authors [2] extended the dimension of 
3 x 3 matrix which has the property A3 = A by a u-operation, i.e., by 
replacing the elements of a matrix by L matrices at suitable places. This 
idea can be easily extended to matrices which obey 
An = A, or B” = jj (3.1) 
conditions, thereby introducing parametrisation in the same sense as was 
done for the L matrices [I]. Moreover the generalisation of this scheme is 
such that the condition (3.1) is preserved after addition of these matrices. 
Let us take matrices S& defined by 
(3.2) 
&i matrices are obtained by enlargement from An = A matrices by replacing 
matrices Si for unity in all the rows except the first row. 9i are matrices 
which obey the condition 9F-l = I. They are of minimum dimension 
(n - 1) x (n - 1). Hence the dimension of &i next nigher to n x n is 
[n x (n - l)] x [n x (n - I)]. The d’ imensions of &i are determined by 
the number of parameters we want to use in the linear sum of & matrices. 
This is also the usual o-operation and has been elegantly formalised for 
matrices representing generalised Clifford algebra by Morris [4]. According 
to him, if P and Q are linearly independent (n - 1) x (n - 1) square the 
matrices, such that 
0 0 1 ... 0 0 
pn-1 = = I 
and 
=I for n - 1 odd, 
0 0 0 .:. (-J (p-1 
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then if we are in need of constructing r elements such that 2y-l = I and 
L&&, = wL&+& , we write 
~i=Pn-2Q~Pn-2Q~...~P~I~I~...~I 
c- (i-Oterms --j +- (r-llterms -+ 
The dimension of Si is (n - 1)‘. Hence the dimension of &y is 
[(n - 1)’ x n] x [(n - 1)’ x ?r]* 
Pi’s could also be constructed by the use of Q instead of the P’s. If (n - 1) 
is even, the construction goes through with suitable modifications [4]. 
The linear addition of &:s given by A^ = xl=, hi &I may be shown as 
0 1 Ail 0 --. 0 0 
0 0 L..*OO 
a= 
0 0 0 .:- 0 L 
0 L o*.*oo 
Each element of the matrix L! given below is of the same dimensions as that 
of the L matrix occurring in it. These L matrices, being a linear addition of 
generalised Clifford elements, obey the condition 
L-1 = p-1 + *. . + hp-1) I. 
We then arrive at the result that a = CL, A,&; obeys the condition 
One can easily extend the same procedure to the 8 type matrices and obtain 
the following result. If B is properly enlarged in its dimensions such that for 
n odd 
0 1 xiw 0 *‘a 0 0 
0 0 WZL 0.. 0 0 
0 0 0 .:. 0 w?L-lL 
0 L 0 *..o 0 
where L*-l = CI=, A;-‘, then 
420 RAMAKRISHNAN AND VASUDEVAN 
For n even, 
and 
... 0 0 
0 pL *.* 0 0 
B= 
.:. 0 pn-3,L 
5(2n-l)L 0 . . . 0 0 
Similarly we can construct matrices of types A and 8, which obey conditions 
a;( = Aa and B = constant x @, by making use of the companion 
matrix of equation (2.5). Such matrices A, are obtained from the usual 
generalised Clifford matrices by altering the last row, i.e., 
0 1 0 0 **’ 0 0 
0 0 1 0 a** 0 0 
A= 
* 0 0 0 0 *:- 0 1 
0 0 1 0 ... 0 0 
This automatically leads to 
An = &. 
Similarly B matrices are given by 
and 
B=[~j-I~~~6a~W] forneven 
where ,$a = w is the nth root of unity. fin = const. Ba for n odd and for n even. 
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To extend the dimensions of these matrices and to put parametrisation 
in their linear sum, we adopt the now familiar method of constructing 4’s, 
such that 
2g= 
/ 0 0 1 Lq 0 g 0 *:* .*** 0 Lq 0 
where Pi are matrices obeying 9’:-” = I; any given number of such matrices 
are obtained from generalised Clifford elements as shown by Morris [4] and 
as detailed above. Now it is easy to see that we can form matrices A by linear 
addition with parameters. 
A zr i xi3 = 
0 0 L***OO 
i=l 0 0 0 -1. 0 L 
0 0 L***OO 
and L’s obey the condition 
We can obtain then 
Thus any polynomial condition like A” = A*, p < 7t, can be obtained from 
the companion matrix A and its dimension can be extended by inserting L 
matrices having the property Ln-* = constant in place of unity in all rows 
of A except the first row. A similar construction works equally well for the 
B type matrices. 
4. DECOMPOSITION OF GENERALWED IDEMPOTENT MATRICES 
In this brief section we give an interesting theorem relating a generalised 
idempotent matrix, such as those which obey An = A or in general An = A”, 
to a product of regular idempotent matrices which obey the condition that the 
square of each matrix equals the original matrix. 
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THEOREM. The (rz x n) matrix $ which is given by 
A= 
is a singular matrix obeying the condition Awn = A-. This can be decomposed as a 
product of n idempote-nt matrices i(l) obeying fi1)2 = Ii’), where tj’) = ArP(AT)+; 
and A is a matrix representing the generalised Cl$ord elements obeying An = I, 
z.e., 
r=l 
The matrix Z(l) is given by 
The proof is obvious if one remembers the fact that 
I( = a and p2 = p. 
A similar theorem can be stated for the B type of matrices, e.g., for n odd, 
B” xzz con-lB. 





1 0 0 . . . 0 0 
0 1 0 ... 0 0 
s(l) = 
0 0 0 *:* 1 0 
d-1 0 0 **- 0 0 
is an (n x n) matrix. It can be shown that 
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This theorem can be easily extended to singular matrices obeying the con- 
dition An = Ap by suitably changing 1. 
For p = 2, 
and 
where An = 1. In general for any p, the corresponding Z(P) has unity along 
its diagonal ones, and zero everywhere for the first n - 1 rows. The last 
row contains zero everywhere except for the position corresponding to the 
pth column. The generalisation for the B type matrices is immediate: 
(a factor) X B = JJFli W where W = P@)(B)+ and B” = I; and s(*) 
contains unity along its diagonal only up to the n - 1 row. Corresponding 
to thepth column in the last row we have a term 0-2 for odd n. The extension 
to even values of 1z is also obvious. The existence of such relations for singular 
matrices was indicated earlier [5]. 
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