Introduction
Recent years have witnessed a resurgence of interest in classical invariant theory.
In the field of differential equations, it has become of steadily increasing importance, not only in the applications to be discussed here, but also in the theory of canonical forms of Hamiltonian systems, [4] , and the study of conservation laws, [20] . The present work originally arose in the study of nonconvex variational problems of interest in elasticity for which one could prove existence of weak minimizers. A transform introduced by Gel'fand and Dikii, [7] , and Shakiban, [19] , changes this problem into one about the primality of certain determinantal ideals, and thus provides a complete solution. Subsequently the transform method has been applied to a wide range of problems arising in the study of differential equations and the calculus of variations. It has also been recognized, [14] , that when the functions are homogeneous polynomials, the transform method is equivalent to the classical symbolic method of invariant theory. This paper will review the transform method, its relationship and application to classical invariant theory, and its application to problems arising in the calculus of variations. The last section provides a brief summary of a new, and potentially important theory of higher order differential forms ("hyperforms") which has arisen in an attempt to understand new divergence identities for transvectants which are a direct result of these investigations.
Throughout, we will let x = (x1,...,*1*) be the independent variables and u = (u ,...,uq) be the dependent variables in somesystem of differential equations, so that the u's are to be viewed as functions of the x's. Partial derivatives will be denoted by subscripts, e.g. u12=3 u/dx 9x , ormore generally using multi-index notation, so u" for I =(i|,...,ifc) will denote the k-th order partial derivative 3kua/3x l...dxk. Adifferential polynomial is a complex-valued polynomial in the derivatives xxf (for simplicity we are excluding explicit x dependence in our differential polynomials). A differential polynomial is called differentially homogeneous of order k if it depends exclusively on derivatives of order k; algebraically homogeneous refers to the usual concept of homogeneity for polynomials. Thus^\\^2T"U\2 is differentially homogeneous of degree 2, but not algebraically homogeneous, whereas^i^l^^l^W *s algebraically homogeneous of degree 2, but not differentially homogeneous. We let DjP denote the total derivative of the differential polynomial P with respect to x1, meaning that we differentiate P treating the u's as functions of the x's. For [2] . Problem 2 arises in the classification of conservation laws of partial differential equations, where the null divergences are known as trivial conservation laws or, ocassionally, strong conservation laws since they hold for all functions u; the solution is that all such p-tuples are linear combinations of certain natural generalizations of the basic Jacobian identity given above, [16] . Problem 3 arises in the theory of continuum thermomechanics, where the Coleman-Noll procedure, [3] , applied to the basic inequality arising from the second law of thermodynamics, results in such divergence inequalities; here the solution is essentially that any non-negative divergence must actually be a null divergence, and so problem 3 reduces to problem 2, [17] . This result was recently used by Dunn and Serrin, [6] , in their theory of interstitial working. Finally, problem 4, which is the most interesting from the point of view of classical invariant theory, arose in generalizations of the applications of problem 1 to the variational problems of elasticity, and was used to produce nonconvex variational problems with rather weak coercivity conditions for which it was still possible to prove the existence of weak minimizers, [14] . The solution to this last problem, to be explained in more detail below, is that such a differential polynomial must be a linear combination of k* order transvectants of the functions u and their derivatives, the Hessian being a multiple of the second order transvectant (u,u)' ', in the case that u is a homogeneous polynomial function.
The Transform.
The key to the solution of the above problems is the introduction of a transform which, like the Fourier transform of classical analysis, changes questions about derivatives and differential polynomials into questions about ordinary algebraic polynomials, thus making them amenable to the powerful techniques of commutative algebra and invariant theory. A special case of this transform was introduced by Gel'fand and Dikii, [7] , in connection with the Korteweg-deVries equation and the formal calculus of variations. It was generalized by Shakiban, [19] , [20] , and used to apply the invariant theory of finite groups to the study of conservation laws of differential equations. The present version is essentially the same as that discussed by Ball, Currie and Olver, [2] , in the solution of the first and fourth problems of section 1. Subsequently, [14] , this transform was, in the special case of polynomial functions u, recognized to be equivalent to the standard symbolic method of classical invariant theory.
In order to introduce the transform, it is easiest to start with the case when there is just one dependent variable u (so q = 1), depending on p independent variables.
Consider an algebraically homogeneous differential polynomial P of degree r (but not necessarily differentially homogeneous). Its transform, P =^(P), will be an algebraic polynomial P(Z) of the rxp matrix of independent variables Z=(zj), l^i^p, 1^j £ r. The explicit formula for P is determined as follows: If P is a linear differential polynomial, so r = 1, then Z = (z},...,z^) is a single row vector, and P(Z) is the ordinary Fourier transform P(k) of P when z^=^f-TkK For example, if P = u11+u22» then ?(P) = (z*)2+(z2)2. In general, JOij) = z1, where, for I = (il9...,ik), z1 = z l-z2\..-z\ For higher degree differential polynomials, a natural first try for 3F would be to Fourier transform each derivative of u using a different row of the matrix Z to distinguish them; in other words, try 2(uj ,...,Ut ) = Zj1*...^,.1*. However, this is ambiguous, since we can commute the uT 's. This ambiguity can be easily resolved by Example. For the Hessian, P =unu22 -u22, we have p =r = 2, so Z is a 2x2 matrix of variables, which for simplicity we denote by More generally, if there is more than one dependent variable, so q > 1, then we define the transform on differential polynomials which are homogeneous of degree ra in ua, where r =rj+^.+rq, simply by writing the u's in each differential monomial in ascending order, and, instead of using the full symmetrizing map a, just using a = (Ilrv!) X' k, the sum now being only over those permutations which permute each set of ra rows of Z among themselves. For instance, if P depends quadratically on derivatives of u1 and linearly on derivatives of u , then r = 3, and the only two permutations occuring in a are the identity and (12). The isomorphism theorem, with the proper interpretation of "symmetric", works just as before. (This is equivalent to, but slightly different from, the procedure used in [2] , [14] .)
The key to the utility of the transform method is its ability to change differential operations into algebraic operations. Two particularly important operations are the total derivatives Dj, and the Euler operator (variational derivative) E from the calculus of variations, cf. [7] . If L is any linear operator on the space of differential polynomials, then we let L be the corresponding "transformed" operator on the space of symmetric polynomials P(Z).
Proposition. The transforms of the totalderivatives Dj and the Euler operator E are given by

&£ =(4 +... +zj)-£(Z),
and, letting Zj denote the j* row of Z,
-z^).
(Note that E(P) has algebraic degree one less than that of P.)
As an immediate corollary, we derive the well-known result, cf. [7] , that the kernel of the Euler operator is the image of the total divergence: E(P) = 0 if and only if P = Div Q for some p-tuple Q. 
The Symbolic Method.
In the special case when each function ua =z* (^J'0?**1 *s a homogeneous polynomial or form of degree m, a differential polynomial P[u] will evaluate to a polynomial function of the coefficients cf as well as the x's. As such, it will have an umbral representation determined by the classical symbolic method, cf. [8] , [9] , [10] . Here we will follow Gurevich's notation for symbolic factors of the first and second kind, A key observation is that, apart from inessential symbolic factors of the first kind and a multiplicative constant, the transform of P agrees with the unique symmetric umbral representation of P. Specifically, we have the following result.
Theorem. Let P[u] be a differential polynomial, which is both differentially homogeneous of degree k and algebraically homogeneous of degree ra in the k^1 derivatives of ua, with r = r^^.+r . Let r(Z) be the transform of P. Let ua(x) be This readily generalizes to the case when P is not differentially homogeneous, or when theforms ua have different degrees, in which case the symbolic factors of the first kind occur with different powers; we leave the general statement to the interested reader.
This theorem gives an effective and simple procedure for answering problem 7 in
Kung and Rota's paper, [10] , on how to find the differential polynomial corresponding to such a symbolic expression. This is done by: first, ignoring the inessential symbolic factors of the first kind, second, dividing through by the appropriate product of factorials, and, third, undoing the transform 3\ This last step is also quite elementary to accomplish.
(There are, of course, other symbolic expressions depending on x and the coefficients of the forms which cannot not be written solely in terms of symbolic factors of the first kind, but a) they are never invariants, and b) they cannot be written as constant coefficient differential polynomials)
Example. The Hessian of a binary form degree m, i.e.^n^l'Hl9^as^e In fact, the transform approach to classical invariant theory accomplishes more.
Since it works for arbitrary smooth (C°°) functions, not just homogeneous polynomials,it leads immediately to an invariant theory ofsmooth (or analytic)functions. In this case, the invariants to be considered are differential polynomials in the functions, which are unchanged (up to a factor) under the action of the general linear group GL(p). It is not difficult to see that the induced action of GL(p) on the space of differential polynomials commutes with the transform. Consequently, the First Fundamental Theorem of Classical Invariant Theory, [9] , [10] , immediately provides a classificationof all invariant differential polynomials. We do not have space to go into the full details of the interplay between the invariant differential polynomials and the classical invariants of homogeneous polynomials, but there are three points to note. First, there are far more invariant differential polynomials than classical invariants because we only have "half* the number of syzygies at our disposal in which vanishes for all homogeneous functions u(x ,x ), but is certainly not zero for all smooth functions u. Finally, the classical invariant^eoretic concept of a perpetuant, [8] , [10] , which is usually referred to as "an invariant of a form of infinite degree", can be reinterpreted in this light as an invariant differential polynomial of a homogeneous function of non-integral degree of homogeneity, i.e. u(A,x) = Xa-u(x), where a is not an integer (in particular, u is not a polynomial). This is because all the syzygies of the second kind involve factors like (a-k), ke Z, so certain relations among bracket polynomials degenerate when a happens to be integral. These remarks will be treated in greater detail in a forthcoming paper.
Characterization of Homogeneous Divergences.
The solution of problem 1 of the introduction using the transform proceeds as 
J=^-det(ZK)-det(Z'A) where Z denotes the rxr minor consisting of columns kj,...^of the matrix Z, and
Z^denotes the rxr matrix ofmonomials zj which occur in the symmetric powers of the matrix Z.
Theorem. Let q = 1. Then every differentially homogeneous divergence Q = Div P is a linear combination of Jacobian determinants of derivatives of u.
Proof.
Consider the transform Q of Q. Using the formula for the transform of the total derivatives, we see that Q is a divergence if and only if 
Q(^lzl> •••> Aj^r) -(A»i* ... 'Aj) • Q (z^..., Zj).
Thus we have the stronger condition Qtzj,..., Zj.) = 0 whenever zx,..., zr are linearly dependent.
If p < r, it is easy to see that there are no nontrivial such polynomials Q. Otherwise, let <& denote the determinantal ideal generated by the r x r minors Z of the r x p matrix Z. Then the above condition is equivalent to the fact that Q vanishes on the ideal -A*.
According to a theorem of Northcott, [13] , and Mount, [12] , *A* is a prime ideal, and so by the Hilbert Nullstellensatz
&Z) =£(detZK)-RK(Z)
K for some polynomials RK(Z). Finally, we use the fact that Q is symmetric; applying the symmetrizing map a to the last formula, we can replace RK(Z) by its skewsymmetrization RK, which is easily seen to be a linear combination of the power determinants det(Z^occurring in the transform ofthe Jacobian determinants. Therefore Q is a linear combination of transforms of Jacobian determinants, and hence inverting the transform proves that Q itself is a linear combination of Jacobian determinants, which completes the proof of the theorem.
Hyperjacobians and Transvectants.
The corresponding problem for homogeneous higher order divergences is approached in the same manner. We begin by transforming the basic condition Q = S DjPj, At this point, we require an important result of Trung, [22] , (see also DeConcini, Eisenbud and Procesi, [5] ) that for maximal sized minors of a matrix of independent variables Z, thek* symbolic power of the corresponding determinantal ideal <A* is the same as the ordinary k* power of Jt*. Therefore, any such Q can be written as a sumof powers of determinants:
Moreover, applying a as before, we find that R^(Z) can be written as a linear combinations either of power determinants, det(Z ), if k is odd, or power permanants, perm( Zr), if k is even. Thus, to complete the characterization of homogeneous higher order divergences, we need to know which differential polynomials transform to
The answer is given by the theory of hyperjacobians, [14] . Rather than give the most general definition of a hyperjacobian, which is a generalization of the classical concept of a Jacobian determinant, we present the second degree examples, from which the general definition can easily be guessed.
Example. A first order hyperjacobian is simply a Jacobian determinant, e.g.
A second order hyperjacobian is obtained from a first order one by a similar determinantal formula:
In particular,
is a multiple of the second transvectant of u and v, and a(x1,x2)2-2(UllU22"Ul2)
agrees, up to a factor, with the Hessian of u. Similarly, third order hyperjacobians are constructed from second order hyperjacobians by the same determinantal procedure; for is found inductively on k, using a similar determinantal construction. They can also be constructed using the theory of higher dimensional determinants of higher order Jacobian "matrices", cf. [14] . They provide the natural generalization of the notion of transvectant to higher dimensional problems. Furthermore, their transforms are precisely what is required to complete the analysis of higher order divergences, so we have the following result:
Theorem. A differential polynomial Q is a k* orderdivergence if and only if it is a linearcombination of k* orderhyperjacobians of derivatives of u.
In particular, any k* order transvectant is a k* orderdivergence, a fact thatdoes not appear to have previously been noticed in the literature.
Differential Hyperforms.
Although we now know that any k* order hyperjacobian can be written as a k* order divergence, the determination of exactly how to do this is a non-trivial task. One solution to this algebraic problem has resulted in the development of a new theory of higher order differential forms, or "hyperforms". The motivation for this is the observation that the divergence identity for the ordinary Jacobian determinant is equivalent to the differential form identity
The goal is to develop a theory of differential forms so that the identity -^2 =D?(-U2V2) +D1D2(u1V2 +u2v1) +b^ (-u1v1) d (x ,x ) for the second order hyperjacobian (second transvectant) translates into an identity of the form d^*d2v = d2(du * dv) for second order hyperforms. Such a thory has been developed over Euclidean space in the unpublished paper [15] , and we here summarize its principal ingredients.
Let X denote a Young diagram, or shape, and |A,| the number of boxes in X.
Given a finite dimensional real vector space V, we let L^V denote the corresponding irreducible representation space of the general linear group GL(V); L^is known as the
Schur functor (or shape functor). See [1] , [11] , [21] Theorem. Let 0* ve V, and let y£: L^V -» L^V, Xc p., be the corres ponding maps ofSchur spaces. Then the maps \|/j{ define an exact hypercomplex over V.
Here "hypercomplex", which is a generalization of the usual homological algebraic concept of a complex, means that these maps satisfy the two properties of 
dku=Z(i)ui-dxi'
the sum being over all multi-indices I of order k, with Uj denoting the corresponding k^orderpartial derivative. Oneimmediate consequence of theexactness of thedifferential hypercomplex isthat, provided M is star-shaped, a section co of S"=GkT*M is a k* [15] .) Fixing this multiple appropriately, we find that the hyperform identity is equivalent to the expression of the above k* order hyperjacobian as a k* order divergence. Here we are identifying the hyperform in parenthesis with its image in Sû nder the map %, and d =djjj.
Example. For the Hessian, we need to look at the identity d2u ®d2v = d2(du ®dv), where d u®d2v e Sr2 2,, and du ®dv e Sr2,. We find du ®dv =-^duOdv =-^{u^dx1)2 +(u2v1+u1v2)dx1 Odx2 +u2v2(dx2)2} and d2(du ®dv) =-^d^u^) *(dx1)2 +d2(u2v1+u1v2) *dx1 Odx2 +d2(u2V2) *(dx2)2} ={-D^u^) +D^^v^u^) -D21(u2v2)} •(dx1)2 ®(dx2)2, and we recover the second order transvectant identity. See [14] , [15] , for further identities of this type.
