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Abstract—Reverberation continues to present a major problem for
sound source separation algorithms. However, humans demonstrate a
remarkable robustness to reverberation and many psychophysical and
perceptual mechanisms are well documented. The precedence effect is one
of these mechanisms; it aids our ability to localise sounds in reverberation.
Despite this, relatively little work has been done on incorporating the
precedence effect into automated source separation. Furthermore, no
work has been carried out on adapting a precedence model to the acoustic
conditions under test and it is unclear whether such adaptation, analogous
to the perceptual Clifton effect, is even necessary. Hence, this study tests a
previously proposed binaural separation/precedence model in real rooms
with a range of reverberant conditions. The precedence model inhibitory
time constant and inhibitory gain are varied in each room in order to
establish the necessity for adaptation to the acoustic conditions. The study
concludes that adaptation is necessary and can yield significant gains in
separation performance. Furthermore, it is shown that the Initial Time
Delay Gap and the Direct-to-Reverberant Ratio are important factors
when considering this adaptation.
Index Terms—Source Separation, Reverberation, Precedence Model
I. INTRODUCTION
Automated audio source separation remains an area of high re-
search interest. Separation algorithms can have many applications,
including front-end processing for missing data speech recognition,
and enhancement of hearing prostheses and communication devices
such as mobile phones. In many of these situations reverberation is
likely to be present and unfortunately it continues to be a major
obstacle for separation algorithms, due to its corruption of many of
the acoustical cues that these algorithms rely on. However, numerous
human psychophysical and perceptual mechanisms for suppressing
the effects of reverberation are well documented. One such mecha-
nism is the precedence effect.
The precedence effect (for a review see [1]) is described in the
perceptual literature as being an important mechanism for enhancing
our ability to localise sounds in reverberant environments. Often
referred to as the “law of the first wave front”, the precedence
effect describes an auditory mechanism which is able to give greater
perceptual weighting to the first wave fronts of a sound—the direct
sound—compared to later wave fronts arriving as reflections from
surrounding surfaces. However, relatively little work has been carried
out on incorporating precedence processing into separation algorithms
that utilise spatial cues. To date, work in this area has been based
on that of Paloma¨ki et al. [2] (see also [3]). However, as Paloma¨ki
et al. note, the precedence model they utilise is somewhat simplified
and further work could be done in order to improve its localisation
capabilities.
Numerous computational precedence models have been proposed
in the literature (see for example [4]–[8]). However, only Faller
and Merimaa [5] discuss the necessity for the algorithm to adapt
to different acoustic conditions. Furthermore, they do not discuss
the computational mechanism to achieve this adaptation nor which
acoustical factors affect it. Conversely, it is well documented that in
humans the precedence effect has a dynamic component—the Clifton
effect—that adjusts to the acoustic conditions in which the listener
is located [9], [10]. The necessity for a computational Clifton–like
processor has not been formally validated. Hence, this paper details
a study investigating the extent to which computational precedence
models need to adapt to different acoustic conditions in order to
optimise separation performance and identifies the acoustical param-
eters that affect this adaptation. The study uses an implementation of
the aforementioned algorithm of Paloma¨ki et al. [2] as the baseline
separation algorithm. The inhibitory time constant and inhibitory gain
are adjusted over a range of acoustic conditions with the aim of
optimising the separation performance.
The following section summarises the baseline separation and
precedence algorithms. The experimental procedure is presented in
Section III and the results are presented and discussed in Seciton IV.
Conclusions are drawn in Section V and plans for future work are
presented in Section VI.
II. THE SEPARATION AND PRECEDENCE ALGORITHM
The separation algorithm utilised in this investigation is heavily
based upon the aforementioned work described in [2] (note: although
every attempt has been made to follow the principles of this model,
due to implementation issues and modifications required to enable
the evaluation method described below, the processing utilised is
not identical). This section describes the pertinent aspects of the
algorithm; the interested reader is referred to [11] for a detailed de-
scription of the implementation. The architecture of the experimental
algorithm is summarised in Fig. 1.
The algorithm attempts to estimate the relative strength of two
spatially–separate competing sound signals. This is achieved by cross-
correlating the output of a peripheral ear model (a gammatone
filterbank and half-wave rectifier) to obtain the azimuths of the
sounds. Their relative strengths are estimated from the magnitude of
the cross-correlation function at these azimuths. A precedence model
is introduced to inhibit the fine structure before cross-correlation.
The precedence model is based on the popular paradigm suggested
by Zurek [12], which is the basis for several similar computational
precedence models [2]–[4], [13]. The cross-correlation C is calcu-
lated in frequency channel i, time frame j and discrete lag τ (which
represents Interaural Time Difference (ITD)) thus:
C(i, j, τ) =
3M−τ−1∑
x=0
rL
(
i, (j − 1)M + x+ τ
)
rR
(
i, (j − 1)M + x
)
(1)
where M is the frame length in samples (10 ms) and r is the
precedence–modelled fine structure, which is calculated for ear k
thus:
rk(i, n) = max
(
hk(i, n)−G
(
hlp(n) ∗ εk(i, n)
)
, 0
)
, (2)
where hk is the half-wave rectified output of the gammatone fil-
terbank at sample index n, εk is the Hilbert envelope output of
the gammatone filterbank, G is an inhibitory gain factor, ∗ denotes
convolution and hlp is a low-pass onset-de-emphasising filter such
that
hlp(n) = Ane
−n/αp , (3)
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Fig. 1. Schematic of the binaural processor based on [2].
where αp is the inhibitory time constant chosen to be the number of
samples corresponding to 15 ms and A is set to give unity gain at
DC.
The target and interferer azimuths are obtained by warping the
cross-correlograms to the azimuthal domain, reducing them to skele-
ton cross-correlograms [2], [14] and summing across time and
frequency. The binary mask is calculated from the magnitude of the
cross-correlogram at the target and interferer azimuths thus:
m(i, j) =

1 if C(i, j, φt) > C(i, j, φn)
and 10 log10
(
C(i, j, φt)
Ĉ
)
> Θc
0 otherwise
(4)
where φt is the target azimuth, φn is the interferer azimuth and
Ĉ = max
i,j,φ
C(i, j, φ) (5)
Generally Θc was set to -160 dB. Following this, two additional
checks are performed on the mask by comparing energy values
against a rate threshold and by comparing the estimated azimuth
against an Interaural Level Difference (ILD) template (see [2] for
details).
III. EXPERIMENTAL PROCEDURE
This section documents the procedure used to test the algorithm,
including the variables used, choice of metric and signals, and how
the Binaural Room Impulse Responses (BRIRs) were obtained.
A. Experimental Variables
The algorithm was tested using a similar procedure to that de-
scribed in [2]. Specifically, the algorithm was tested under the
following conditions:
• Target/interferer azimuthal separations of 10◦, 20◦ and 40◦ (i.e.
±5◦, ±10◦ and ±20◦ with respect to the frontal median plane),
with the target on the left
• Three Target-to-Interferer Ratios (TIRs) of 0, 10 and 20 dB
(RMS)
• Three interferer signals: white noise, male speech and a modern
piece of rock music. Signals are discussed later in this section
• A range of reverberant conditions. The BRIRs were obtained
using a different procedure to [2] (see later in this section)
These variables give rise to 135 experimental combinations.
TABLE I
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B. Signals
As stated above, similar signals to those used in [2] were used in
t xpe ment. Th target signal was a 4 second excerpt of female
I
C STI L P PE TIES.
Room ITDG [ms] DRR [dB] RT60 [s]
X N/A ∞ 0.00
A 8.72 6.09 0.32
B 9.66 5.31 0.47
C 11.9 8.82 0.68
D 21.6 6.12 0.89
speech taken from the European Broadcasting Union Sound Quality
Assessment Material [15]. The interfering signals were chosen to be:
a rock music track (“Action!” by Razorlight), white noise and an
excerpt of male speech also taken from [15]. The speech segments
were chosen to incorporate a wide range of phonemes.
C. Binaural Room Impulse Responses
It was decided to use Binaural Room Impulse Responses (BRIRs)
captured from real rooms rather than simulating them, due to the gen-
erally poor subjective quality of responses calculated using acoustic
models. The responses were captured at the University of Surrey from
four rooms (later referred to as rooms A–D) of different sizes that
exhibit a range of acoustical characteristics. A Cortex (MK.2) Head
and Torso Simulator (HATS) and Genelec 8020A loudspeaker were
used to capture the responses. The loudspeaker replayed sine sweeps
that were deconvolved to produce the impulse responses. For the
anechoic condition (later referred to as X), a similar procedure was
used and impulse responses were obtained using a pseudo-anechoic
approach whereby the responses were captured in a large room and
truncated before the first reflection. The Initial Time Delay Gap
(ITDG), Direct-to-Reverberant Ratio (DRR) and reberberant decay
time (RT60) of each room are given in TABLE I.
D. Variation of Precedence Parameters
The algorithm was evaluated in each of the acoustic conditions
for a range of values of the inhibitory time constant αp (see (3))
and the inhibitory gain factor G (see (2)). With αp = 0 or G = 0,
no inhibition will be triggered and the algorithm will simply cross–
correlate the input. The time regions of the input signal that will be
inhibited will be affected by varying αp (i.e. how soon the inhibition
starts after an onset); the strength of inhibition increases with G.
Setting these values is a trade-off between selecting reliable regions
of the input signal that exhibit minimal corruption by reverberation
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3starts after an onset); the strength of inhibition increases with G.
Setting these values is a trade-off between selecting reliable regions
of the input signal that exhibit minimal corruption by reverberation
and maximising the proportion of the input signals that contributes
to localisation. Specifically, the input could be highly inhibited with
a small value of αp and a high G; this would yield a signal
that is highly uncorrupted by reverberation, but bears little or no
resemblance to the input and thus the separation result will be highly
inaccurate. Additionally, increasing G will increase the likelihood of
cross–correlation values dropping below the grouping threshold Θc,
resulting in the corresponding T–F unit being excluded at the output.
A range of αp values was used to encompass the range of ITDGs
exhibited in the BRIRs: αp = [0, 25] ms. The range of G values
used was based on the value used in [2]: G = [0, 1]. The algorithm
was first tested by varying αp with G = 0.5 to obtain the optimal
time constant for each room. Following this, given the optimal time
constants, G was varied to obtain the optimal value for each room.
It was expected that the optimal time constant would be correlated
with the Initial Time Delay Gap (ITDG) of the room under test,
which will vary with the source and receiver positions and with the
size of the room, and the optimal gain would be correlated to the
Direct-to-Reverberant Ratio (DRR), which will vary with source–
receiver distance, with source directivity and with the total acoustic
absorption of the room.
E. Choice of Metric
To assess the performance of the algorithm, the widely utilised
Signal-to-Noise Ratio metric proposed by Hu and Wang [16] is
employed. The version proposed by Hu and Wang uses the target
resynthesised from the Ideal Binary Mask (IBM) [17] as the ground
truth and is thus termed the Signal-to-Ideal-Noise Ratio:
SINR = 10 log10
( ∑
n
s2(n)∑
n
(
sˆ(n)− s(n)
)2
)
(6)
where s is the target signal resynthesised from the IBM and sˆ is the
estimated target signal. The IBM is calculated from the clean target
and interferer signals thus:
mibm(i, j) =
1 if 10 log10
(
δ′target(i, j)
δ′noise(i, j)
)
> Θibm
0 otherwise
(7)
where δ′noise is the energy of the clean interfering signal, δ
′
target is the
energy of the clean target signal, Θibm is a threshold value set to 0
dB and δ′ is calculated in the following way:
δ′(i, j) =
(
δ3.333(i, j)
)2
, (8)
where
δ(i, j) =
(
ε′
(
i, (j − 1)M + 1
))0.3
, (9)
ε′(i, n) = ε(i, n)− e−τεε′(i, n− 1) (10)
and τε is a time constant set in samples to 8 ms. Each result reported
later is the mean of the SINRs calculated for the two ear signals.
F. Summary of Experimental Conditions
To summarise, the algorithm is tested in all combinations of the
following parameters:
• Three azimuthal separations
• Three Target-to-Interferer Ratios
• Three interferer signals
• Four rooms and a pseudo-anechoic condition
• A range of inhibitory time constant and gain values
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Fig. 2. Modelling the precedence effect. Each result shown is a mean across
all of the experimental variables (except the room). (a) The performance of
the separation algorithm with the optimised precedence model in each room
compared to two other conditions: a static inhibition case (αp = 15 ms,
G = 1) and with no inhibition (G = 0). (b) The value of αp that achieves
optimal performance with G = 0.5. (c) The value of G that achieves optimal
performance with αp optimised.
IV. RESULTS AND DISCUSSION
The performance of the algorithm across the different rooms is
plotted in Fig. 2(a). The results are averaged across all experimental
variables, except for the room. The plot compares the optimum
performance, obtained by varying αp and G, with:
• a static condition where αp = 15 ms and G = 1 (the values
recommended in Paloma¨ki et al.’s original paper [2])
4• an un-inhibited condition where G = 0
This plot clearly demonstrates the need to adapt the inhibition to
the acoustic conditions under test. Furthermore, given that the RT60
increases from left to right (see Table 1), the magnitude of perfor-
mance gain achieved by optimising the precedence model increases
with RT60. For the most reverberant conditions, the optimised model
produces a significant gain in performance.
In order to implement an adaptive precedence model, it is necessary
to identify the acoustic parameters that correlate with the optimal
precedence model parameters. It was hypothesised in Section III-D
that the optimal inhibitory time constant αp might be related to the
ITDG of the room and that the optimal inhibitory gain G might be
related to the DRR of the room. These two hypotheses are tested
in Fig. 2(b) and (c) respectively. Fig. 2(b) demonstrates a clear
correlation between the ITDG of the room and the optimal inhibitory
time constant. Similarly, Fig. 2(c) demonstrates a strong correlation
between the DRR and the optimal gain.
These results are in agreement with the aforementioned hypothesis.
In terms of the inhibitory time constant, firstly, it is clear that the
precedence processing must maximise the proportion of the direct
sound that is utilised for localisation. Secondly, it is clear that the
inhibition must start before the first reflection, since in all cases the
optimal value of αp is less than its corresponding ITDG. In terms
of the inhibitory gain factor, there is a clear compromise between
maximising the amount of input signal that contributes to localisation
whilst suppressing information corrupted by reverberation. Hence, the
optimal gain is related to the DRR, i.e. the relative level of direct and
reverberant sound.
V. CONCLUSIONS
The Clifton effect is widely observed in psychoacoustics as an
adaptive aspect of the precedence effect. Whilst the utilisation of a
computational equivalent in source separation algorithms has been
suggested, its necessity has not been formally validated.
This paper has shown that, at least for the particular separation
algorithm tested, the addition of non-adaptive precedence processing
is not necessarily beneficial to the SINR achieved (rooms X, A and
B). Furthermore, in certain acoustic conditions (room D), precedence
processing can be detrimental to the system performance. In circum-
stances where the non-adaptive precedence model is of no benefit or
is detrimental, an adaptive model can be beneficial (rooms A, D and
B). In circumstances where the non-adaptive precedence model is
already beneficial, an adaptive model can offer further improvement
(room C).
The adaptation of the precedence model is dependent upon at least
two acoustic parameters: ITDG and DRR. The ITDG of the room
determines the point at which the inhibition should start. The prece-
dence model should maximise the proportion of the input signal’s
duration that contributes to localisation but ensure that inhibition
starts before the first reflection. The DRR of the room determines
the appropriate amount of inhibition. The precedence model should
suppress information corrupted by reverberation but maximise the
proportion of the input signal’s amplitude that contributes to locali-
sation. Optimising these two parameters can yield a significant gain
in separation performance, especially in more reverberant conditions.
VI. FUTURE WORK
This work suggests two areas for future research. Firstly, the
necessity for a computational Clifton–like processor in other com-
putational precedence models needs to be investigated. Secondly,
a computational Clifton–like processor needs to be developed to
determine optimal values for αp and G automatically based on blind
estimation of ITDG and DRR.
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