In this paper, we apply smoothing functions with the gradient consistency property to approximate the nonsmooth Multi-Objective Optimization problem. Our approach based on the smoothing method. In fact, we explain the convergence analysis of smoothing method by using approximate Karush-Kuhn-Tucker condition, this condition is necessary for a point to be a local weak efficient solution and is also sufficient under convexity assumptions. Finally, we give a application of our approach in the biobjective Economic and Environmental Dispatching Problem (EEDP).
Introduction
During the last decades the areas of nonsmooth (nondiferentiable) Multiobjective Optimization Problems (MOP) has been extensively developed. The MOP refers to the process of simultaneously optimizing two or more real-valued objective function. For nontrivial problems, no single point will minimize all given objective functions at once, and so the concept of optimality is to be replaced by the concept of Pareto optimality or efficiency. One should recall that a point is called Pareto optimal or efficient, if there is no different point with the same, or smaller, objective function values, such that there is a decrease in at least one objective function value. The nonsmooth MOP problem has applications in engineering [1] , economics [2] , mechanics [3] and others fields. For more details see, for example, Miettinen [4] .
In this paper, we concentrate in solving a classe of nonsmooth MOP that include min, max, absolute value functions or composition of the plus function with smooth functions, which the approximations are constructed based on smoothing function for the plus function. For this end we introduce the concept of approximate Karush-Kuhn-Tucker (AKKT) condition for the approximate multiobjective problem inspired by Giorrg. G and all [9] and we adapt it to prove the convergence analysis of smoothing method, whose feasible set is defined by inequality constraints. Note that the (AKKT) condition has been widely used to define the stopping criteria of many practical contrained optimization algorithms [11, 12, 10] . The objective is to update the smoothing parameters to guarantee the convergence. We point out that Chen [8] is concerned with convergence analysis of smoothing method (in the scalar case) by using a smoothing gradient method. Finally, we give a application of our approach in solving bi-objective Economic and Environmental Dispatching Problem (EEDP) [14] , in fact, we transforme the nonsmooth EEDP into a set of single-objective subproblems using the -constraint method, the objective function of the subproblems are smoothed by the smoothing method and the subproblems are solved by the Interior point barrier method. This paper is organized as follows. In section 2 we state the problem under consideration and we recall same useful basic notations. In section 3 we define a class of smoothing composite function by using the plus function. In section 4 to explain the convergence analysis of smoothing method, we use sequential approximate Karush-Kuhn-Tucker. Finally, we show a numerical application in Section 5.
Basic notations and properties
The following notations are used throughout this paper, by ·, · , we denote the usual inner product on R n , and by · we denote its corresponding norm, let R p
p}, we consider the partial orders (resp ) and (resp ≺), defined as x y (resp x y) if and only if x − y ∈ R p + (resp x − y ∈ R p − ) and x y (resp x ≺ y) if and only if x − y ∈ R p ++ (resp x − y ∈ R p −− ). In this paper we consider the nonsmoothing multiobjective problem
where S = {x ∈ R n / g j (x) ≤ 0, j = {1, · · · , m}}, the objective functions F : R n → R p is given by F (x) = (f 1 (x), · · · , f p (x)) and g j : R n → R, j = {1, · · · , p}, S is a feasible set of P (1) . The set of active indexes at a point x ∈ S is given by
, · · · , p}, then x * is said to be a weak Pareto optimal point or (weak efficient solution) of problem P (1) . 
When f is continuously differentiable, one has ∂ c f (x) = {∇f (x)}. Now we present some propositions of this subdifferential which we will be needed in our convergence analysis, that can be found in [5] . Then
(here conv denotes the convex hull).
Smoothing function
Rockafellar and Wets show that for any locally Lipschitz function f , we can construct a smoothing function by using convolution
where ψ µ : R n → R is a smooth kernel function, (see [6] ). In this section we extend the smoothing method given by Chen [8] to nonsmooth MOP, for this end we consider a class of smoothing functions with the following definition.
, we call a smoothing function of F given by F :
Now we can construct a smoothing method by using F and ∇ F as follows. The first step is to define a parametric smooth function F (x, µ k ) to approximate F (x) and find an approximate solution of the smooth MOP
for a fixed µ k ∈ R p ++ . Finally, by update µ k we can guarantee the convergence of any accumulation point of a designate subsequence of the iteration sequence generated by the smoothing MOP algorithm is a AKKT point. So the Pareto optimal solutions (stationary points) of the approximate subproblems P (µ) converge to a Pareto optimal solution (stationary point) of the initial MOP P (1) . Note that the advantage of smoothing method to solve optimization problem with continuously differentiable functions which there are a large theory and powerful solutions method [7] .
Many nonsmooth optimization problems can be reformulated by using the plus function
for this end in this paper we present a class of smooth approximation of the plus function by convolution given by Chen [8] . 
is a smoothing function of (h) + . Proposition 3.3. For any fixed µ > 0, φ(·, µ) is continuously differentiable convex, strictly increasing, and satisfies
Proposition 3.4. Let ∂(h) + the Clarke subdifferential of (h) + and G φ (h) is the subdifferential associated with the smoothing function φ at h given by
The plus function (h) + is convex and globally Lipschitz continuous. Any smoothing function φ(h, µ) of (h) + is also convex and globally Lipschitz. In addition, for any fixed h, φ is continuously differentiable, monotonically increasing and convex with respect µ > 0 and satisfies
Now, we study properties of the smoothing function φ, we assume that F :
is locally lipschitz continuous. According to Rademacher's theorem, F is differentiable almost everywhere. For each i = {1, · · · , p} the Clarke subdiferential of f i at apoint x is defined by
For a locally Lipschitz function f i , the gradient consistency
between the Clarke subdifferential and subdiferential associated with smoothing function of f i for each i = {1, · · · , p}, noted that it is important for the convergence of smoothing methods.
Throughout the rest of this paper we assume that the function F is given by
Now we show the gradient consistency of smoothing composite function using φ in definition 3.2 for the plus function. 
is a smoothing function of f i with the following properties.
(i) For any x ∈ R n , { lim
} is nonempty and bounded, and ∂f i (x) = G f i (x), for each i = {1, · · · , p}.
(ii) If H, ϕ j for each j = {1, · · · , n} are convex and ϕ j is monotonically nondecreasing, then for any fixed
Proof 3.7. For any fixed i = {1, · · · , p}, we can derive this theorem by theorem 1 [8] .
Thus sin(µ).ln( 1 2 ) < sin(µ).ln(exp( t−|t| sin µ ) + exp( −t−|t| sin µ )) + sin(µ). ln( 1 2 ) ≤ sin(µ).ln(2) + sin(µ).ln( 1 2 ) then sin(µ). ln(
Hence, we obtain
Therefore, ϑ µ is a smoothing approximation function ϑ.
Thus ϑ µ is convexe.
Proposition 3.9. Let ϑ(t) = |t|, and a vector function g(x) = (g 1 (x), · · · , g p (x)) T with components g j : R n → R, we denote ϑ(g(x)) = |g(x)| = (|g 1 (x)|, · · · , |g p (x)|) and ϑ µ (g(x)) = (ϑ µ 1 (g 1 (x)), · · · , ϑ µp (g p (x))) T , with ϑ µ (g j (x)) = sin(µ j ).ln( 1 2 exp(
sinµ j )) for j = {1, · · · , p} and 0 < µ j < π 2 . Then ϑ µ (g(x)) is a smoothing approximation function of ϑ(g(x)).
Proof. For any fixed j = {1, · · · , p}, we can derive by proposition 3.9 that 0 < ϑ(g j (x)) − ϑ µ j (g j (x)) ≤ sin(µ j ).ln (2) .
Considering κ = ln(2) and 0 ≤ sin(µ j ) ≤ µ j ∀µ j ∈ [0, π 2 ]. then, 0 < ϑ(g j (x)) − ϑ µ j (g j (x)) ≤ κµ for j = {1, · · · , p}. Therefore, ϑ µ (g(x)) is a smoothing approximation function ϑ(g(x)).
Smoothing Multiobjective Optimization Problem
In this section, we introduce the concept of approximate Karush-Kuhn-Tucker (AKKT) condition for the multiobjective problem P (µ) inspired by Giorrg. G and all [9] and we explain it to prove the convergence analysis of smoothing method, whose feasible set is defined by inequality constraints. In fact, the solution of problem P (1) is accomplished by solving a sequence of problem P (µ) , where the value of µ is updated according to µ k+1 = αµ k , whither α ∈ (0, 1) is the decreasing factor of µ. We point out that Chen [8] is concerned with convergence analysis of smoothing method (in the scalar case) by using a smoothing gradient method. Definition 4.1. We say that the approximate Karush-Kuhn-Tucker (AKKT) condition is satisfeid for problem P (µ) at a feasible point (ii) The sequence of points (x k ) is not required to be feasible.
Each of these condition implies the condition
The following theorem establish necessary optimality conditions for problem P (1) . Theorem 4.3. If x * ∈ S is locally weakly efficient solution of problem P (1) , then x * satisfies the AKKT condition with sequences (x k ) and (λ k , β k ). In addition, for these sequence we have that β k = b k (g(x k )) + where b k > 0 ∀k.
Proof 4.4. By Theorem 3.1 in [9] , the gradient consistency Theorem 3.6 and Proposition 3.3, we derive this Theorem.
In order to establish the sufficient condition we will assume the convexity assumption and the following condition. Assumption A: We call sum converging to zero, m j=1 β j k g(x k ) → 0.
Theorem 4.5. Assume that H, ϕ j for j = {1, · · · , n} and g i for i = {1, · · · , m} are convex and ϕ j is monotonically nondecreasing. If x * ∈ S satisfies the (AKKT) condition and assumption A is fulfilled then x * is a global weak efficient solution of problem P (1) .
Proof 4.6. By Theorem 3.2 in [9] and gradient consistency Theorem 3.6, we derive this Theorem. 
Bi-Objective Nonsmooth Environmental and Economic Dispatch Problem
The Bi-objective economic and environmental dispatch problem (EEDP) is concerned with the minimization of generation costs and the emission of pollutants while representing systems operational constraints. Note that the tow objectives are conflicting in nature and they both have to be considered simultaneously to find overall optimal dispatch. The EEDP is a multi-objective, nonlinear, and nonsmooth problem. 
Cost function:
The growing costs of fuels and operations of power generating units require a development of optimization methods for economic dispatch (ED) problems. Standard optimization techniques such as direct search and gradient methods often fail to find global optimum solutions. The realistic operation of the ED problem will consider the couple valve-point effects and multiple fuel options. The cost model integrates the valve-point loadings and the fuel changes in one frame. So, the nonsmooth cost function is given as [14] :
where ,g i , h i , a i , b i and c i are the cost coefficients of generator i.
Emission function:
The emission function can be formulated as the sum of all types of emission considered, and thermal emission, with convenient pricing or weighting on each pollutant emitted. In this paper, only one type of emission (NOx) is taken into account without loss of generality [13] . The volume of (NOx) emission is given as a function of generator output, that is, the sum of a quadratic and exponential function. The total amount of emission such as (SO2) or (NOx) depends on the amount of power generated by unit. The (NOx) emission amount which is, the sum of a quadratic and exponential function can be realistically written as :
where, α i , β i , γ i , η i and δ i are the coefficients of ith generator emission characteristics.
Formulation of Non-Smooth Environmental and Economic Dispatch problem:
P NEEDP :      min{C(P ), E(P )} subjet to : n i=1 P i = P d P min i ≤ P i ≤ P max i
Application
In order to solve (EEDP) with tow generators we consider the following problem :
min{C(P ), E(P )} subjet to : P 1 + P 2 = 650 100 ≤ P 1 ≤ 600 and 100 ≤ P 2 ≤ 400.
where C 1 (P 1 ) = 0.001562P 2 1 + 7.92P 1 + 561 + |300 sin(0.0315(P min − P 1 ))|; C 2 (P 2 ) = 0.00194P 2 2 + 7.85P 2 + 310 + |200 sin(0.042(P min − P 2 ))| ; C(P ) = C 1 (P 1 ) + C 2 (P 2 ) ; E 1 (P 1 ) = 0.0126P 2 1 + 1.355P 1 + 22.983 ; E 2 (P 2 )0.00765P 2 2 + 0.805P 2 + 363.70 ; E(P ) = E 1 (P 1 ) + E 2 (P 2 ).
Step 1: We apply the smoothing method to the nonsmooth objective function C(P ) (see propositions 3.9 and 3.8) to obtain a smooth objective functioñ C(P, µ) = {C 1 (P 1 , µ),C 2 (P 2 , µ)} as follows: ) .
(6)
Step 2: Each of P µ NEEDP subproblems has the form P µ NEEDP :
min{ C(P ), E(P )} subjet to : P 1 + P 2 = 650 100 ≤ P 1 ≤ 600 and 100 ≤ P 2 ≤ 400.
Step 3: The bi-objective subproblem P µ NEEDP is transformed into a set of single-objective subproblems using the -constraint method. For both method, the objective function of the subproblems are smoothed by the smoothing method and the subproblems are solved by the Interior point barrier method [15] .
minC(P, µ), subject to P 1 + P 2 = 650, E(P ) < ; 100 ≤ P 1 ≤ 600, 100 ≤ P 2 ≤ 400.
To create constraint bound vector, considere number of Pareto points n = 100; min = E min , max = E max and = E min : (E max − E min )/n : E max .
Step 4: Solve each smoothed single-objective subproblem by the interior point barrier method. In order to verify our approach performance, some simulations were done and the results were compared with the PBC-HS-MLBIC method developed by Gonçalves and all [16] . This work was chosen because we use the same parameters input. in the following table, C(P ) and E(P ) represent respectively, the total cost and total pollutant emission obtained by PBC-HS-MLBIC method [16] for two generator. From the results presented in table 1, some remarks can be made. The first is the quality of our methodology, as our output results are significantly better compared to that of Gonçalves.
Conclusion: In this paper, a classe of nonsmooth multiobjective optimization problems that include min, max, absolute value functions or composition of the plus function (t) + with smooth functions is introduced, and a smoothing methods are presented. The algorithm based on smoothing techniques to approximated the objective functions in all points where the function is nonsmooth. Numerical results show that the smoothing methods are promising for the nonsmooth MOP. 
