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Sustained Negative BOLD, Blood Flow and Oxygen
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Positive Response in the Human Brain
creased deoxyHb levels (Frostig et al., 1990; Hu et al.,
1997; and others). In these studies, the initial negative
response was followed by a prolonged positive re-
sponse. The present work studies a different phenome-
non, a sustained tonic negative response that is followed
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by a return of the signal to baseline.University of Minnesota Medical School
Several previous human PET (Shulman et al., 1997;Minneapolis, Minnesota 55455
and others) and fMRI (Allison et al., 2000; and others)
studies indicated the existence of regions exhibiting a
negative signal response. Shulman et al. (1997) reportedSummary
the existence of 14 foci in frontal, parietal, and temporal
cortex consistently displaying decreases in CBF acrossMost fMRI studies are based on the detection of a
a battery of visual and language tasks. Within the occipi-positive BOLD response (PBR). Here, we demonstrate
tal cortex, NBR was reported in association with visualand characterize a robust sustained negative BOLD
attention tasks (Tootell et al., 1998a; Smith et al., 2000).response (NBR) in the human occipital cortex, trig-
In a paper dealing with feature-space clustering for fMRIgered by stimulating part of the visual field. The NBR
analysis, Goutte et al. (2001) demonstrated NBR from awas spatially adjacent to but segregated from the PBR.
subject that preceded the positive response by 1.0–1.5It depended on the stimulus and thus on the pattern
s. In contrast, in their article on the analysis and use ofof neuronal activity. The time courses of the NBR and
fMRI response delays, Saad et al. (2001) showed thatPBR were similar, and their amplitudes covaried both
the delays of the negatively responding voxels do notwith increasing stimulus duration and increasing stim-
differ significantly from those of their positive counter-ulus contrast. The NBR was associated with reduc-
parts. In addition, Saad et al. showed that the patterntions in blood flow and with decreases in oxygen con-
of activated and suppressed voxels in the visual cortexsumption. Our findings support the contribution to the
was dynamically induced and depended on stimulusNBR of (1) a significant component of reduction in
size. Logothetis (2002) demonstrated NBR in peripheralneuronal activity and (2) possibly a component of he-
V1 and V2 of the anesthetized monkey in response tomodynamic changes independent of the local changes
rotating checkers at eccentricities of 0–10. Harel et al.in neuronal activity.
(2002) have presented a reduction in BOLD associated
with a decrease in CBV in higher visual areas of theIntroduction
anesthetized cat in response to full-field drifting grat-
ings. Martin et al. (2000) reported negative BOLD re-Since its introduction, functional magnetic resonance
sponse in anesthetized human subjects who showed a
imaging (fMRI; Kwong et al., 1992; Ogawa et al., 1992;
clear positive response when alert, suggesting a contri-
Bandettini et al., 1992) has become a routine method
bution of confounding effects of anesthesia to the NBR.
for mapping neural activity in the human brain. The ma- In spite of the previous indications of the existence
jority of fMRI studies measure the blood oxygenation of negatively responding regions, there has not yet been
level-dependent (BOLD) signal (Ogawa et al., 1990). a comprehensive study of the NBR in the alert human
Most of these studies are based on detecting a PBR to brain. It is not clear how robust the phenomenon is.
a task performed by subjects. This paper demonstrates Furthermore, following Shulman et al. (1997) and Raichle
and characterizes a sustained NBR in the human brain. et al. (2001), it is uncertain whether the NBR depends
In BOLD weighted MR images, the signal intensity on the task performed and thus on the spatial pattern
depends inversely on the local deoxyhemoglobin (de- of the neuronal activity. In addition, the hemodynamic,
oxyHb) content. The latter varies with changes in cere- metabolic, and neuronal mechanisms underlying the
bral blood flow (CBF), cerebral blood volume (CBV), and phenomenon have not yet been revealed. It has been
the rate of oxygen consumption (CMRO2). The BOLD postulated and shown for the PBR (Ogawa et al., 2000;
signal increases with increased CBF. In contrast, an Logothetis et al., 2001) that the BOLD signal provides
increase in CBV or CMRO2 alone would cause a de- an indicator of neuronal activity in the brain. The NBR,
crease in BOLD signal. The PBR is associated with in- in contrast, could be the result of an increase in deoxyHb
creased neuronal activity, which in turn induces an in- concentration due to several potential scenarios. First,
crease in the local CBF that exceeds the increase in the NBR could be the result of an increase in neuronal
CMRO2 (Fox and Raichle, 1986). The net result is a low- activity, metabolism, and CMRO2 without a compensa-
ered deoxyHb content that causes an increase in BOLD tory increase in CBF, much as in the initial dip phenome-
signal (see review by Ugurbil et al., 2000). non (Frostig et al., 1990). Second, the NBR could be
Earlier studies have described an initial transient neg- the consequence of a reduction in CBF due to spatial
ative BOLD response (“initial dip”) associated with in- redistribution of CBF that is independent of the local
changes in neuronal activity and CMRO2, instead follow-
ing the physics of fluid flow in a network of pipes (“vascu-2 Correspondence: amirs@cmrr.umn.edu
lar blood steal”). Third, the NBR could be the result of3 Present address: Max-Planck Institute for Biological Cybernetics,
Spemannstr. 38, 72076 Tuebingen, Germany. a reduction in neuronal activity, which causes an actively
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Figure 1. NBR in the Human Occipital Cortex
(A) BOLD response to visual stimulation with flickering checkers at eccentricities of 7–15. A blank gray image was presented during the
control periods, with luminance equal to the mean luminance of the checkers. Two parasagittal slices in occipital cortex were imaged next
to the midline, using a gradient echo-echo planar imaging sequence (GE-EPI), four segments, resolution 1  1  3 mm, TR  300 ms (1.2
s/volume), and TE  20 ms. Regions presenting negative response were detected; here, anterior and dorsal to the focus of the PBR. The red-
yellow and the blue-cyan color bars represent positive and negative XCorr values, respectively. “S1” stands for “subject 1.”
(B) Time course of a single scan. The light/dark gray periods in the background represent stimulation/control periods, respectively. The red/
blue curves represent the time course of the positively/negatively responding voxels from (A).
(C) Spatial reproducibility of the NBR and PBR map sampled in a test and re-test. Red/pink voxels represent voxels that passed the threshold
of positive XCorr twice/once, respectively. Dark/bright violet voxels represent voxels that passed the threshold of negative XCorr twice/once,
respectively. No green voxels were found, indicating that there were no voxels that passed the positive threshold during the test and the
negative threshold during the re-test (or vice versa).
(D) Scatter plot of the XCorr values obtained in the test and re-test. The data were drawn from all the voxels that passed the threshold at
least once, either positively or negatively. Note the linearity of the XCorr values of both the negatively and positively responding voxels,
indicating a high degree of reproducibility of the NBR (and the PBR).
controlled reduction in CBF. Moreover, either in the case counterphasing checkers. We report a robust sustained
NBR in the human occipital cortex, adjacent to regionsthat the negative BOLD results from “blood steal” or
from decreased neuronal activity, the NBR must be cou- that exhibit PBR. The NBR depends on the stimulus
used and thus on the spatial pattern of neuronal activity.pled to the PBR. However, whether the negative and
positive BOLD responses are coupled or independent We further demonstrate close coupling between the
negative and the positive responses. We show that theof each other is not known. Revealing the answers to
these open questions is crucial for the interpretation of NBR is caused by a reduction in CBF and is associated
with decreases in CMRO2. Our findings support the con-all studies that utilize the hemodynamic signal as a tool
for brain imaging. tribution to the NBR of (1) a significant component of
decreased neuronal activity and (2) possibly a compo-To address these questions, we conducted an fMRI
study based on BOLD and CBF signals at 7 Tesla. The nent of hemodynamic changes independent of the local
changes in neuronal activity.subjects were stimulated in part of the visual field with
Negative BOLD Response in the Human Brain
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Results
To detect and characterize an instance of the NBR,
subjects were visually stimulated with iso-eccentricity
rings composed of flickering checkers. In all subjects,
NBR was detected in addition to the expected PBR.
Figure 1A depicts the pattern of negative and positive
responses obtained from one subject during a single
scan. In response to stimulation at eccentricities 7–15,
PBR was observed to form a strip-like pattern across
the occipital cortex approximately orthogonal to the cal-
carine sulcus, as expected from retinotopic mapping.
Regions demonstrating NBR were detected as well,
mostly anterior and dorsal to the focus of PBR, in regions
corresponding anatomically to V1, V2, and V3. The nega-
tively responding regions were clustered, indicating that
the NBR was not due to high spatial frequency noise.
Spatially, the NBR was segregated from but adjacent
to the foci of PBR. The distance between the foci of the
negative and positive response ranged from as close
as 1–2 mm to 25 mm.
Figure 1B presents the time course of the negatively
and positively responding regions (from Figure 1A) ob-
tained from a single scan. During stimulus presentation,
the NBR signal (blue curve) dropped relative to the base-
line obtained during the first 12 s of the scan. With every
presentation of the stimulus, the signal sampled from the
negatively responding regions demonstrated an NBR,
followed by a return to baseline. The high degree of
temporal reproducibility suggested that there would be
a high degree of spatial reproducibility. Figure 1C de-
picts the spatial reproducibility obtained from single
Figure 2. Preference of the NBR for Appearing in Gray Matter andscans of a test and re-test within the same session.
SulciThe clusters of negatively (and positively) responding
(A) The green curves that are superimposed on a T1 weighted EPIregions remained segregated during both the test and
image delineate the white matter.re-test scans. Figure 1D presents the scatter plot of the
(B) Superposition of the white matter delineation from (A) onto the
voxel-wise cross-correlation (XCorr) values obtained in activity maps. The negatively responding voxels tended to avoid
the test and re-test. No voxel with a positive (above the white matter.
the threshold) response in the test showed a negative
response in the re-test (and vice versa). A strong linear
trend was seen in both the negative and the positive
that the NBR tends to appear preferentially in gray mat-domains, indicating a high degree of spatial reproduc-
ter and sulci.ibility in the NBR (and PBR).
To test whether the NBR depends on the stimulusIn light of the robust temporal and spatial reproducibil-
used, we repeated the experiment using two differentity, we ruled out the possibility that the NBR arose from
eccentricities for stimulation. Figure 3A depicts the pat-correlated noise or head motion. We also ruled out the
tern of BOLD response to stimulation close to the centerpossibility of an EPI phase encoding artifact, as the
of the visual field (eccentricity 2–3). Note the largenegatively responding regions did not appear as a
cluster of exclusive NBR within the region of interestshifted ghost of the PBR. Similar results were obtained
(ROI) delineated by the green curves. The response pat-from two other subjects, using the same imaging param-
tern presented in Figure 3B was obtained from the sameeters and stimulation paradigm. We thus concluded that
slices using stimulation at eccentricities of 14–18. Withthe NBR in occipital cortex is a robust, reproducible,
this peripheral stimulation, only positively respondingand nonartifactual phenomenon.
voxels were detected within the ROI. Figure 3C illus-To test possible specificity of the NBR to certain tissue
trates the time courses obtained from the ROI duringcompartments, we first delineated the white matter (Fig-
stimulation at the central eccentricities (blue curve) andure 2A). The resulting curves were then superimposed
the more peripheral eccentricities (red curve). The re-on the activity maps (Figure 2B). Note the tendency
sults presented in Figure 3 indicate that a volume in theof the negatively responding voxels to avoid the white
brain invariably responding positively to one stimulusmatter and to focus on the gray matter and its neigh-
can also show invariably negative responses to another.boring sulci. The positively responding voxels demon-
Thus, we concluded that the spatial pattern of the NBRstrated a similar preference that is not as obvious here,
depends on the spatial pattern of neuronal activity.due to the relatively low threshold used for the XCorr
To evaluate the time course of the NBR, we comparedanalysis. The tendency of the NBR to avoid the white
matter can also be seen in Figure 3. We thus concluded it to the time course of the PBR. Figures 4A and 4B
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Figure 3. Dependence of the NBR on the Spatial Pattern of Neuronal Activity
(A) Pattern of response to stimulation at eccentricities of 2–3, obtained from two sagittal slices. The green curve marks the position of the
main cluster of negatively responding voxels.
(B) Response map obtained from the same slices presented in (A) but using stimulation at eccentricities of 14–18. Within the area marked
by the green curve, there are no negatively responding voxels, only positively responding ones.
(C) Time course of voxels within the green marked ROI, sampled from (A) (blue curve) and (B) (red curve). Both curves were obtained using
the same voxels: any voxel within the ROI that was significantly active either negatively in (A) or positively in (B) was included for the sampling
of the time courses. Imaging parameters: GE-EPI, two segments, resolution 1  1  3 mm, TR  500 ms (1 s/volume), TE  20 ms.
demonstrate time courses obtained from two different respect to onset time, time to peak, and undershoot
(PBR) and overshoot (NBR) phases.subjects. The plots in the left column were obtained
using XCorr analysis. The time course of the NBR was For a comprehensive comparison of the time courses
of the two responses, we repeated the model-free clus-similar to that of the PBR but with smaller amplitude.
The mean ratio of NBR to PBR amplitudes was 0.64  ter analysis in three more subjects. We then fitted
Gamma functions separately to the negative and posi-0.22 (mean  SD, n  5; Figure 4C). Note (in Figures 4A
and 4B, left column) the poststimulation overshoot of the tive time courses obtained from each subject. Figure
4D presents the onset time, time to peak, and timingnegative response, approximately in the same temporal
phase as that of the undershoot corresponding to the of the falling edge of the negative versus the positive
responses, as obtained from the fitted functions. Nopositive response.
For a model-free comparison of the time courses, significant difference was seen between the NBR and
PBR with respect to the timing of the rising edges (differ-we used a clustering algorithm of self-organizing maps
based solely on similarities in the time courses of differ- ence in onset time: 0.16  0.57 s; difference in time
to peak: 0.24  0.86 s; mean  SD, n  5). Across allent voxels (Ngan et al., 2002). The middle column shows
the normalized prototype time courses of the two largest five subjects, the falling edge of the negative response
consistently preceded that of the positive one (differ-clusters. The red curve stands for the prototype of the
largest cluster, corresponding to the positively re- ence in timing of falling edge:1.36 0.61 s; p 0.008,
paired two tailed t test).sponding voxels. The blue curve represents the proto-
type of the second largest cluster, corresponding to the Based on the similarities in the time courses of the
two responses, we made two hypotheses. First, we hy-negatively responding voxels. The two prototypes were
similar with respect to onset time, time to peak, and pothesized that the negative and positive responses are
coupled. Second, we hypothesized that the mecha-the temporal characteristics of the undershoot (positive
prototype) and overshoot (negative prototype). The right nisms that cause the changes in BOLD signal in terms
of CBF, CBV, and oxygenation are similar for both re-column presents the normalized time courses obtained
by XCorr using the prototypes from the cluster analysis sponses, though opposite in sign. The rest of this section
will describe the experiments we performed to addressas models. The falling edge of the positive response
lagged slightly behind that of the negative response. these hypotheses.
To check for a possible coupling between the negativeThe negative and positive time courses were similar with
Negative BOLD Response in the Human Brain
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Figure 4. Time Course of the NBR
(A) and (B) are time courses obtained from two different subjects. The plots within the left column were obtained using XCorr analysis with
a model of the stimulation periods convolved with a model of the hemodynamic response. The middle column shows the normalized prototype
time courses of the two largest clusters obtained using a clustering algorithm. The red/blue curve stands for the prototype of the largest/
second largest cluster, corresponding to the PBR/NBR, respectively. To normalize a prototype, the mean of its two first values (corresponding
to the 0.8 s following stimulus onset) was subtracted from the whole prototype. Subsequently, the values of the prototype were divided by
the value of its maximum/minimum for the positive/negative prototype, respectively. Note the similarity of the two prototypes. The right column
represents the normalized time courses obtained by XCorr using the prototypes obtained from the cluster analysis as models. The portions
of the prototypes from onset of stimulation until they returned to baseline were installed in a model function that was otherwise equal to zero.
The negative and positive prototypes were used separately to create two separate model functions for detecting the NBR and PBR, respectively.
These models were then used for XCorr analysis. The average time courses were normalized in a manner identical to that described for the
prototypes. The negative and positive time courses were similar with respect to onset time, time to peak, and the temporal phase of the
overshoot (NBR) and undershoot (PBR) but differed in the timing of the falling edge. Imaging parameters: GE-EPI, two segments, resolution
1  1  3 mm, TR  200 ms (0.4 s/volume), TE  20 ms.
(C) Amplitude of the NBR versus that of the PBR. The amplitudes were computed using the time courses obtained by the XCorr with the
individual prototype models. The mean signal from 0.8 s following the onset of the stimulus until the return of the signal to baseline is plotted
for the data from five subjects to which cluster analysis was applied.
(D) Comparison of the time courses of the NBR and PBR using the data from the same five subjects. Gamma functions were fitted separately
to the negative and positive time courses obtained using the XCorr with the individual prototype models. The time (relative to the stimulus
onset) of onset, peak, and falling edge within the NBR is plotted against the corresponding time within the PBR. Onset time and time to peak
were defined as the time at which the rising edge of the fitted Gamma function reached 5% and 95% of its maximum, respectively. The timing
of the falling edge was defined as the time at which the falling edge reached 50% of the maximum value of the fitted function. The two
responses were similar with respect to onset and time to peak. The falling edge within the NBR preceded that of the PBR.
and positive responses, different luminance contrasts demonstrates the time courses of the NBR and PBR
obtained from the different stimulus contrasts. Thesewere used. Figure 5A shows the activity patterns as a
function of increasing stimulus contrast. The volume time courses were sampled from an ROI based on a
combination of the patterns presented in Figure 5A (seeof imaged significant NBR (and PBR) increased with
increasing contrast: 0.05, 1.19, and 1.74 cm3 of NBR legend). As expected (Boynton et al., 1996), the ampli-
tude of the PBR increased with increasing contrast. Con-and 0.39, 1.15, and 1.44 cm3 of PBR corresponded to
contrasts of 0.025, 0.1, and 0.4, respectively. Figure 5B sistent with the notion of a coupling of the negative
Neuron
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and positive responses, the amplitude of the NBR also across the BOLD and CBF measurements, as depicted
by the maps in the third row. A high degree of spatialincreased with increasing luminance contrast. Figures
cluster overlap was obtained between the patterns of5C and 5D present time courses obtained from two
BOLD and CBF negative responses (p  3.2  106,other subjects in a similar manner, demonstrating similar
2.0  1021, and 3.0  1014 for S8, S5, and S9, respec-phenomena. Figure 5E demonstrates the time courses of
tively; see EP). We concluded that the NBR is spatiallythe NBR and PBR obtained from varying the stimulation
associated with a reduction in CBF.duration (2, 4, 8, 16 s, with fixed contrast). The rising
Figure 7D and Table 1 present the amplitudes of theedges of all the PBRs matched, demonstrating the relia-
negative and positive BOLD and CBF responses. Webility of the data. Similarly, all the rising edges of the
attribute the relatively small amplitudes in the BOLDNBRs were temporally aligned. As expected, the falling
domain compared to those described in Figure 4 toedges of the positive responses corresponded to the
partial volume effects due to the lower spatial resolutionstimulation duration. Consistent with the concept of
used here (Pfeuffer et al., 2002a). Figure 7D presentscoupling between the negative and the positive re-
the voxel-wise amplitudes of the NBR and the negativesponses, the falling edge of the negative response was
CBF response in individual subjects and the mean oftemporally correlated with that of the positive response,
the corresponding amplitudes from the positive domain.regardless of stimulation duration.
The amplitude of the NBR was correlated with that ofFigure 6A depicts the cross-subject average of the
the negative CBF response (Table 1, right column). Thenormalized NBR (and PBR) as a function of luminance
ratio of mean BOLD response amplitude to mean CBFcontrast. The amplitude of the NBR (and PBR) increased
response amplitude was larger within the negative do-with increasing luminance contrast. To quantify the cou-
main compared to the positive domain, consistentpling between the two responses, we plotted the nor-
across all subjects (p  0.001; paired two tailed t test;malized amplitudes of the negative response versus
Table 1).those of the positive one for each subject and stimulus
To compute possible changes in CMRO2 in the nega-contrast (Figure 6B). The negative amplitudes obtained
tive domain, we used the validated model (Davis et al.,from each individual with varying stimulus contrast co-
1998; Hoge et al., 1999) for relating changes in CMRO2varied in an approximate linear manner with the corre-
to changes in BOLD signal and CBF (see EP). Superim-
sponding positive amplitudes. Similar results were ob-
posed on the plots of Figure 7D are subject-specific iso-
tained from varying the stimulus duration (Figures 6C CMRO2 curves. Table 2 specifies the mean across voxelsand 6D). The proportionality between the NBR and PBR calculated changes in CMRO2 associated with the NBRsupported our hypothesis of a link between the negative in single subjects. Consistent reductions in CMRO2 were
and positive responses. found in all four studies. The decreases in CMRO2 were
To test our hypothesis of a similarity in the mecha- statistically significant in individual subjects across dif-
nisms producing the two responses, we combined ferent values assigned to the parameters  and  of the
BOLD measurements with perfusion measurements model and, thus, insensitive to the possible uncertain-
within the same sessions. The maps of BOLD response ties in the choice of these parameters. As expected (on
were obtained using GE-EPI scans interleaved among the basis of the detection of NBR in the corresponding
but independent of the FAIR scans that were used to regions), the fractional decreases in CMRO2 were
record the perfusion response. Each column within Fig- smaller than those of the negative CBF response. We
ure 7 presents data from a single subject. The upper concluded that the NBR is associated with a decrease
row depicts the patterns of BOLD response to flickering in CMRO2.
checkers at eccentricities of 2–3. The second row pre-
sents the pattern of perfusion response to an identical Discussion
stimulus obtained from the same axial slice. Regions
exhibiting both negative and positive CBF responses Summary of the Results
were observed. The clusters of negatively (and posi- In all subjects and scan sessions, regions exhibiting an
intensity drop below the baseline in response to partialtively) responding regions were spatially correlated
Figure 5. NBR as a Function of Stimulus Luminance Contrast and Stimulus Duration
(A) Flickering checkers, subtending eccentricities of 3–4 were presented at five different luminance contrasts: 0.025, 0.05, 0.1, 0.2, and 0.4.
The first to third rows of images correspond to maps obtained using contrasts of 0.025, 0.1, and 0.4, respectively. Three consecutive sagittal
slices were imaged and are presented across the three columns. The volume of significant (using XCorr analysis) NBR increased with increasing
luminance contrast.
(B) Time courses of the NBR and PBR obtained from stimulation with the different luminance contrasts. The maps presented in (A) were
combined using a semilogical operator: any voxel that passed the threshold negatively (or positively) in at least three of the five stimuli was
included in the combined map. The combined map was used to sample the time courses presented here. The amplitude of NBR (and PBR)
increased with increasing stimulus contrast.
(C) and (D) are time courses obtained from two other subjects in a similar manner.
(E) NBR as a function of stimulus duration. Flickering checkers, subtending eccentricities of 3–4 were presented for four different durations:
2, 4, 8, and 16 s. Activity maps were obtained for each stimulus duration by detecting the maximum (or minimum for the NBR) Xcorr value
obtained while allowing 9 s of lags: 4.5 s prior to and 4.5 s following the expected onset of the hemodynamic response. The individual maps
were combined using an OR operator. Voxels that presented both NBR and PBR during the different stimulation periods were excluded.
These voxels, however, represented less than 10% of the active voxels. The combined map was used to sample the time course presented
here. The falling edge of the NBR was temporally correlated to that of the PBR, independent of the stimulation duration. Imaging parameters:
(A and B) GE-EPI, two segments, resolution 1  1  3 mm, TR  500 ms (1 s/volume), TE  20 ms; (C–E) similar parameters as in (A) and
(B) but with four segments and TR  450 ms (1.8 s/volume).
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Figure 6. Coupling of the NBR and the PBR
(A) The average (across subjects) NBR and PBR as a function of luminance contrast. Each of the time courses presented in Figures 5B–5D
were integrated from 1 s following the stimulus onset until its return to the baseline. The positive and negative integrals obtained from each
subject and luminance contrast were divided by the corresponding value obtained from the PBR to stimulation with luminance contrast 0.4.
The amplitudes of the NBR (and the PBR) increased with stimulus contrast.
(B) Covariation of the NBR and PBR as a function of stimulus luminance contrast. The normalized amplitude of the NBR obtained for each
subject and stimulus contrast is plotted against the corresponding positive value. Note the linear trend of the NBR versus the PBR obtained
from each individual.
(C) The average (across subjects) NBR and PBR as a function of stimulation duration. The time courses presented in Figure 5E (and those
obtained from S3 and S6 in a similar manner) were integrated as described above. The positive and negative integrals obtained from each
subject and stimulus duration were normalized by dividing them by the corresponding value obtained from the PBR to stimulation of 16 s.
(D) Covariation of the normalized NBR and PBR obtained from each individual as a function of stimulation duration.
visual field stimulation were detected in medial occipital response. Consistently across subjects, the falling edge
of the negative response preceded that of the positivecortex (Figure 1; see also Tootell et al., 1998a; Saad
et al., 2001). The NBR was highly reproducible both one. The NBR and PBR were intimately coupled, as
demonstrated by three different phenomena. First, theirtemporally and spatially within a session, across ses-
sions of the same subject, and across subjects. We time courses were similar. Second, the amplitudes of
both responses increased monotonically with increas-ruled out the possibility that the NBR could be due to
correlated noise, imaging artifacts, or head motion (Fig- ing luminance contrast of the stimulus (Figures 5 and
6). Third, the amplitudes and durations of the two re-ure 1). The NBR demonstrated a preference for the gray
matter (Figure 2), where vascular density is higher than sponses increased monotonically with increasing stimu-
lus duration (Figures 5 and 6). The NBR was shown toin the white matter. The negatively responding regions
depended on the retinotopic stimulus and thus on the be correlated with decreases in CBF both spatially and
with respect to amplitude (Figure 7; Table 1). Last, thespatial pattern of neuronal activity (Figure 3; also see
Saad et al., 2001). The time course of the NBR was NBR was associated with reduced CMRO2 (Figure 7;
Table 2).similar to that of the PBR (Figure 4) with respect to the
onset (see also Saad et al., 2001), the rising edge, and
the time to peak. In addition, a poststimulus overshoot Choice of the Baseline
The choice of a baseline state against which the condi-was detected in the negative response, in phase with the
poststimulus undershoot associated with the positive tion of interest can be compared is fundamental to any
Negative BOLD Response in the Human Brain
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Figure 7. Correspondence of the NBR to Negative CBF and CMRO2 Response
(A–C) The spatial patterns of BOLD and perfusion responses obtained from three different subjects (results from each subject are presented
in one column). (A) BOLD response to flickering checkers subtending eccentricities of 2–3. Imaging parameters: single-shot GE-EPI, resolution
2  2  8 mm, TR  1 s, TE  20 ms. (B) Perfusion response to the same pattern of stimulus as used in (A). Imaging parameters: two-shot
FAIR prepared EPI, resolution 2  2  8 mm, TR  3 s (6 s/volume), TE  20 ms, TI  1.5 s, 	  1.5 s. Note the similarity of the spatial
pattern of the negative (and positive) BOLD and CBF responses obtained from each individual. (C) Spatial correspondence of the BOLD and
perfusion responses. Red/pink voxels passed both/one of the Xcorr thresholds assigned to the PBR and positive CBF response. Dark/bright
violet voxels passed both/one of the corresponding thresholds in the negative domain.
(D) Voxel distribution (in blue) of changes in BOLD signal as a function of the corresponding changes in perfusion associated with the NBR.
The corresponding mean  SD values across voxels from the positive domain are plotted in red. Two ROIs were used for each subject. The
ROIs for the positive/negative domains included all the red and pink or dark and bright violet voxels, respectively, from (C) above. The iso-
CMRO2 contours were generated using Equation (1) (see Experimental Procedures), the subject-specific value of M,   0.19,   1.5, and
varying the CBF response while keeping CMRO2 constant.
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brain imaging study (Raichle et al., 2001). In the current
study, we used a well-documented retinotopic stimula-
tion and compared it to a control of equiluminant gray
image. This image is known to preserve basal neuronal
activity in lower visual areas, since neurons beyond the
initial level of the retina are primarily responsive to lumi-
nance contrast (Hubel and Wiesel, 1962).
Additional support for our choice of the baseline con-
dition is given by the physiological definition of a base-
line condition of brain function, based on the oxygen
extraction fraction (OEF) (Raichle et al., 2001). The OEF,
defined as the ratio of oxygen utilized by the brain to
the oxygen delivered to it, is spatially uniform in the
awake but resting state. This uniformity suggests that
equilibrium has been reached between the metabolic
requirements necessary to sustain a long-term level of
neural activity and the level of CBF. Therefore, Raichle
et al. proposed that the brain mean OEF in the eyes-
closed, resting state be used as the baseline level of
activity. Visual areas within the occipital cortex exhibit
OEF higher than the mean brain OEF in the condition
of eyes closed, but with open eyes (while performing
passive fixation) they approach an OEF more similar to
the mean OEF of the brain at rest. Based on these find-
ings, Raichle et al. hypothesized that the baseline state
of these areas is more nearly approximated when sub-
jects rest quietly with their eyes open, a state similar to
the baseline condition used in our study.
The fMRI signal obtained from the negatively re-
sponding regions decreased from the baseline (Figure
1; see also Tootell et al., 1998a; Saad et al., 2001). Thus,
the NBR is not the result of activation out of phase
relative to the stimulus. Rather, it is the result of a de-
crease in BOLD signal concurrent with the stimulus and
with the PBR.
Coupling of the Negative and Positive
BOLD Responses
The coupling between the NBR and PBR (Figures 4–6)
suggests that the negative BOLD has either (1) a neu-
ronal or (2) a hemodynamic origin or a combination of
both. By “neuronal origin” we refer to a suppression
of the local neuronal activity and/or a reduction in the
afferent input to the NBR regions that, in both cases,
are induced by the increase of activity in the active
regions. This decrease in activity might cause an active
reduction in CBF to the NBR regions. By “hemodynamic
origin” (also termed “vascular steal”) we refer to either an
active or passive reduction in CBF to the less demanding
regions due to the increase in flow to the demanding
areas, independent of the local changes in neuronal
activity. Note that the coupling suggests causality here.
In the case of neuronal origin, we attribute the effect
of the decreased neuronal activity to the cause of the
increase in activity in the activated regions. In the case
of the hemodynamic origin, we attribute the effect of
the decrease in flow to the less demanding areas to the
cause of the increase in flow to the activated regions.
In describing the possible origins of the negative he-
modynamic response above, we used the terms “active”
or “passive” reduction in CBF. By active reduction in
CBF, we refer to a decrease in CBF that takes place
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due to a possible control signal that causes contraction
of the smooth muscles located next to bifurcations of
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Table 2. Relative Changes of CMRO2 Associated with the NBR
Parameters %
CMRO2NBR p values: %
CMRO2NBR  0
  S8 S5 S9 S7 Mean  SD S8 S5 S9 S7 Pooled Data
0 1.35 4.4 3.2 4.7 6.1 4.59  1.15 2.0  106 9.4  104 5.8  105 2.1  105 3.9  1015
0 1.50 4.5 3.3 4.8 6.2 4.69  1.17 1.2  106 7.1  104 4.7  105 1.5  105 9.2  1016
0 2.00 4.8 3.6 5.1 6.5 5.00  1.21 3.6  107 1.8  104 1.5  105 7.6  106 8.6  1018
0.19 1.35 4.8 3.7 4.9 6.2 4.87  1.03 4.7  108 6.0  106 2.1  106 1.4  106 1.9  1022
0.19 1.50 4.8 3.7 4.9 6.2 4.89  1.05 5.9  108 8.0  106 2.4  106 1.7  106 5.2  1022
0.19 2.00 4.9 3.7 5.1 6.4 5.03  1.11 5.7  108 1.1  105 2.7  106 1.5  106 1.1  1021
0.38 1.35 5.3 4.1 5.3 6.4 5.29  0.94 6.3  1010 6.5  1011 7.8  109 9.6  109 4.2  1035
0.38 1.50 5.2 4.1 5.2 6.4 5.22  0.95 1.2  109 1.3  109 2.8  108 2.2  108 2.3  1032
0.38 2.00 5.1 3.9 5.2 6.4 5.16  1.02 4.1  109 1.1  107 2.0  107 2.4  107 1.1  1027
The central columns present the calculated mean voxel-wise %
CMRO2 in single subjects, based on the parameters  and  set to the values
within the two cells to the left. The columns to the right present the p values obtained by testing whether the changes in oxygen consumption
associated with the NBR in single subjects are negative (Ha) or 0 (H0; two-tailed one-sample Wilcoxon signed-rank test).
arteries and arterioles. By passive reduction in CBF, we that of the CBF. Consistent with this conclusion, we
found a decrease in the computed values of CMRO2 thatrefer to a decrease in CBF that is not triggered by a
control signal. Instead, such a decrease is the result of was smaller than the relative changes in CBF (Tables 1
and 2).an increase in the diameter of a neighboring artery/
arteriole and the dynamics of fluid flow in a network of
pipes with differences in resistance. Association of Reduction in Neuronal Activity
with the Negative BOLD Response
Since energy consumption in the brain is dominated byMechanisms of the Negative BOLD: CMRO2
and Blood Flow neuronal activity (Sokoloff, 1977; Attwell and Laughlin,
2001), we posit that the decrease in CMRO2 associatedThe similarities between the time courses of the NBR
and the PBR indicate that the mechanisms (changes in with the NBR (Table 2) is evidence for decreased neu-
ronal activity. This decreased neuronal activity could beCBF, CBV, and oxygenation) corresponding to the two
responses are related. In the regions where negative triggered in two ways. We hypothesize that it is part of
the neuronal response to the stimulus, e.g., decrease inBOLD was detected, the local deoxyHb content must
have increased (Ogawa et al., 1993a). This could be the activity induced by the increase in neuronal activity in
the positively responding regions (see possible mecha-result of either (1) a reduction in arterial CBF accompa-
nied with a commensurately smaller decrease in CMRO2, nisms below). An alternative explanation could pose that
the decrease in CMRO2 and neuronal activity is a sec-no change in CMRO2, or an increase in CMRO2 or (2)
an increase in CBF accompanied by a relatively larger ondary consequence of a reduction in CBF due to a
hemodynamic origin (see above). This alternative expla-increase in CMRO2.
Consistent with our hypothesis that the mechanisms nation, however, requires that the CBF be sufficiently
reduced to become rate limiting to CMRO2, analogousbehind the two responses are related, we found the NBR
to be associated with a decrease in CBF (Figure 7). This to the case of partial blood vessel occlusion (i.e., partial
ischemia). This state would lead to higher nonoxidativefinding is supported by Harel et al.’s (2002) observation
of a decrease in CBV that colocalized with NBR in higher glucose consumption to maintain energy-consuming
processes unperturbed or, if severe enough, lead to avisual areas of the anesthetized cat (although the pat-
terns of cortical excitation and inhibition expected in reduction in these processes, including neurotransmis-
sion. This state would be characterized by suppressedtheir study differ from ours, because of their use of full
field stimulation). Since the NBR was correlated with CBF and CMRO2 but elevated glucose consumption due
to the nonefficient nature of nonoxidative glucose me-decreased CBF (Figure 7, Table 1), the possible range
for the CMRO2 is from a decrease that has to be compar- tabolism. To our knowledge, such a state has not been
reported in the normal brain under physiological condi-atively smaller than the reduction in CBF to any increase
in CMRO2. The option of an increase in CMRO2 does tions. In addition, small decreases in CBF can be com-
pensated for by a small increase in the OEF to maintainnot exist in the paradigm we used. Since the areas that
exhibited the NBR are organized in a retinotopic manner, a constant CMRO2 prior to the onset of an ischemic
regime (Baron, 2001). While we cannot rule out the de-the stimulation of only a portion of the visual field causes
increased neuronal activity in limited parts of these ar- scribed ischemia-like state, we consider it unlikely for
the reasons described above. Thus, we interpret theeas. The PBR was indeed observed to be constrained
to locations expected from previous retinotopic studies reduction in CMRO2 as evidence for a decrease in neu-
ronal activity that triggers a reduction in CBF, rather than(Sereno et al., 1995). Similar neurophysiological experi-
ments in animals (Hubel and Wiesel, 1962) led us to decreased neuronal activity caused by reduced CBF.
Supporting this interpretation, Tootell et al. (1998b,expect no increase in neuronal activity in regions repre-
senting portions of the visual field beyond the stimulated Figure 1; see Allison et al., 2000, for similar results in the
motor cortex) observed low-amplitude negative BOLDpart. Thus, in the areas demonstrating NBR, the CMRO2
could either remain unchanged relative to the baseline response in V1, V2, and V3 ipsilateral to the hemi visual
field stimulus (which otherwise was similar to the stimu-or decrease in a smaller fractional change relative to
Neuron
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lus we used). Positive response in the same hemisphere of the NBR preceded that of the PBR (Figure 4). This
finding is consistent with a model in which (1) the PBRwas observed only in higher visual areas, relatively dis-
is the result of an increase in CBF accompanied by antant from the medial foci of NBR. Since the arterial circu-
increase in CMRO2; (2) the NBR is the result of a de-lation systems of both hemispheres are remote in the
crease in CBF that includes a component not accompa-vascular space with connection only through the circle
nied by a change in CMRO2. The logic behind this modelof Willis, the possibility of NBR of hemodynamic origin
lies in (1) the fast decay of CMRO2 compared to theis not plausible in this case. We thus interpret the NBR
decay of CBF following the cessation of the stimulusseen by Tootell et al. as a reduction in CBF triggered
(M. Jones and J. Mayhew, personal communication) andby decreased neuronal activity.
(2) the opposite effects of CMRO2 and CBF on the BOLDSeveral possible mechanisms could account for the
intensity. In PBR regions, the decaying CBF pulls thesuggested reduction in neuronal activity. First, it could
BOLD signal toward the baseline value, but the fasterbe due to the “lateral” or “surround” suppression de-
decay of CMRO2 pushes it to values above the baseline,scribed in previous physiological studies both within
resulting in BOLD decay at a slower rate compared tostriate and extrastriate cortex (Blakemore and Tobin,
the decay of the CBF. In contrast, in the NBR regions,1972; Born and Tootell, 1991; B. Zenger-Landolt, A. Nel-
in which we assume a component of BOLD responseson, and D. Heeger, 2001, Soc. Neurosci., abstract; and
that corresponds to CBF changes only, the BOLD decayothers). In the absence of a center target stimulus, a
will be similar to the decay in CBF response. Thus, thesurround stimulus could induce suppression of the
faster falling edge of the NBR compared to that of thespontaneous activity in the vicinity of its representation.
PBR fits a model of the NBR that includes a componentThe described surround suppression like mechanism
of reduction in CBF not accompanied by a decrease incould be mediated (in part) by intra-areal horizontal con-
CMRO2.nections or by feedback connections from visual areas
The reasons favored by Shulman et al. (1997) andhigher in the hierarchy of visual areas (Angelucci et al.,
Gusnard and Raichle (2001) for why vascular steal can-2002). In the case described by Tootell et al., the sup-
not account for their findings in frontal and parietal cor-pression could be mediated via connections that origi-
tex do not apply to our findings in occipital cortex. Spe-nate in the contralateral hemisphere and pass through
cifically, while the negative responses reported bythe corpus callosum. Second, the decreased activity
Shulman et al. were often not accompanied by increasescould be due to the spatially nonspecific stimulus-trig-
in neighboring regions, in our data, they always weregered decrease in energy in the  domain (“ block”;
(Figures 1, 3, 5, and 7). To conclude, reduction in CBFVictor et al., 2000). Third, it could be due to a reduction
due to the increase in CBF to neighboring regions andin afferent input from the LGN to the NBR regions, possi-
independent of the local changes in neuronal activity isbly as a result of suppression of the corresponding LGN
a possible phenomenon within occipital cortex.regions by inhibitory feedback projections from the vi-
sual reticular thalamic nucleus (Sherman, 1996). Fourth,
The Poststimulus Overshoot in the Time Courseit could be due to a reduction in afferent input from
of the Negative Responsehigher visual areas. Assuming a negative hemodynamic
The time course of the negatively responding regionsresponse to a reduction in spontaneous neuronal activ-
showed an overshoot in phase with the undershoot ofity, these mechanisms could result in NBR.
the positive response (Figure 4). The latter was sug-
gested to be the result of elevated CBV and/or hemato-
Possible Contribution of a Hemodynamic Origin crit, whose return to baseline following the cessation of
to the Negative BOLD Response the stimulus is significantly slower than the correspond-
Two findings indicate that a component with a hemody- ing transition of CBF (Mandeville et al., 1998; Buxton et
namic origin might contribute to the negative BOLD and al., 1998). We propose an analogous but opposite effect
CBF response. First, the ratio of relative BOLD changes for the overshoot in the negative time course. A decrease
to relative CBF changes associated with the NBR was in CBV is expected in the regions displaying NBR, due
bigger than the corresponding ratio associated with the to the reduction in CBF to these areas (Figure 7, Table
PBR (Table 1). This difference was also reflected in the 1) and the correlation between CBV and CBF (Lee et al.,
computed mean ratios of %
CMRO2 to %
CBF: the mean 2001). A decrease in CBV colocalizing with a negative
ratio in the negative domain was smaller compared to BOLD effect has been observed by Harel et al. (2002).
the corresponding expected value (0.51; Hoge et al., Analogous to the dynamics of the positive response
1999) in the positive domain (this difference, however, (Mandeville et al., 1998), we hypothesize that the de-
was not statistically significant). This difference is con- crease in CBV persists beyond the termination of the
sistent with a component of the reduction in CBF that stimulus, while CBF and CMRO2 return to baseline more
is independent of the decrease in CMRO2 and of the rapidly. A persisting CBV decrease alone would be asso-
local changes in neuronal activity. Rather, this compo- ciated with an increase in the BOLD response (Ogawa
nent could be of a hemodynamic origin. It is physiologi- et al., 1993a). Thus, a slow normalization in the CBV
cally conceivable, however, to have a different relation- domain relative to that of the CBF and CMRO2 is a
ship between %
CMRO2 and %
CBF associated with plausible mechanism for the poststimulus overshoot as-
the NBR versus the PBR. Thus, the (nonsignificant) dif- sociated with the NBR.
ference between the ratios indicates that there is room
for a contribution to the NBR in addition to that associ- Generalization to Lower Magnetic Fields
ated with the decreases in CMRO2 rather than proving The NBR and negative CBF responses as characterized
here apply to fMRI measurements independent of thethat such a contribution exists. Second, the falling edge
Negative BOLD Response in the Human Brain
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Data Acquisitionmagnetic field. The main differences between imaging
Inversion recovery images were initially obtained to localize theat low versus high fields are that at high fields (1) the
slices of interest. Subsequently, two to three consecutive sagittalcomponent of the intravascular BOLD is reduced, (2) the
slices were positioned within the left hemisphere adjacent to the
contribution of the capillary bed to the BOLD response midline, cutting through the calcarine sulcus. T2* weighted func-
relative to the contribution of large draining veins is tional images were acquired using a GE-EPI sequence with a typical
field of view of 12.8  12.8 cm, an in-plane resolution of 1.0 mm larger than at low fields, (3) the signal to noise ratio is
1.0 mm, and a 3 mm slice thickness. Images were acquired in fourimproved, and (4) the absolute contrast (amplitude of
segments, with a total readout time of 30 ms per segment, a typicalthe response) from the capillary bed and venules is
TR (time between consecutive excitations in the same slice) of 300larger than at low field (Ugurbil et al., 2000). These differ-
ms, and an acquisition time of 1200 ms (or 1800 ms) per acquired
ences should theoretically apply in a similar manner volume. TE of 20 ms (T2* of gray matter  25 ms, Yacoub et al.,
to changes in the BOLD signal from both sides of the 2001) was used, together with a flip angle of 35–40. The aforelisted
parameters were employed in most of the studies; changes werebaseline, i.e., to increases and decreases. At high fields,
made where appropriate, as mentioned in the figure legends.the detection of changes in deoxyHb content associated
with the NBR is more spatially specific to the locus of
their origin due to the increased relative contribution of Data Preprocessing
The measured k space data were initially preprocessed using DORKthe capillary bed to the BOLD signal. These changes in
to remove respiration-induced fluctuations in resonance frequencydeoxyHb content, however, propagate to draining veins
(Pfeuffer et al., 2002b). Subsequently, a discrete Fourier transforma-and thus should also be detectable at low fields, as
tion was applied to transform the data to the image space. The
demonstrated by Tootell et al. (1998b) and Saad et al. reconstructed image series were preprocessed and analyzed using
(2001) with paradigms similar to ours. Due to (1) the STIMULATE (Strupp, 1996), Brain Voyager (Brain Innovation, Maas-
symmetry of differences between high and low fields tricht, the Netherlands), and routines in MATLAB (The MATH WORKS
Inc., Natick, MA).with respect to negative and positive responses and (2)
In the preprocessing stage, 2D in-plane motion correction wasthe ability of low fields magnets to detect the NBR and
applied to correct for motion within and between scans. TypicalPBR, we expect the results described in the manuscript
fluctuations due to motion were below translation of 200 and rota-
to apply to lower fields as well (except for the specificity tion of 1. Data with larger fluctuations were not used. Subsequently,
to the gray matter, Figure 2). voxel-wise temporal high-pass filtering was applied (frequencies
with a cycle larger than half the length of the scan were filtered out).
The image series were averaged across multiple scans from theExperimental Procedures
same session with the same imaging parameters and stimulation
paradigm wherever applicable. Last, a sensitivity mask was appliedSubjects
to discard voxels with poor EPI signal caused by the inhomogeneousNine healthy subjects (four female, five male, aged 20–35 years)
sensitivity profile of the surface coil.participated in this study, in 16 sessions. All subjects gave their
informed consent to the experimental protocol, which was approved
by the institutional review board at the University of Minnesota. Data Analysis and Selection of Voxels
The image time series were processed using voxel-wise XCorr anal-
ysis (Bandettini et al., 1993), using templates of the stimulation para-Visual Stimulation
digm convolved with a model of the hemodynamic response (Boyn-Visual stimulation was presented via a rear projection system com-
ton et al., 1996). A threshold was applied to the XCorr images,prising a video projector, mirrors, and a custom lens. A ring of high-
followed by the application of a minimal spatial cluster operator ofcontrast checkers flickering at 8 Hz was presented to the subjects
at least four significantly responding voxels. The clustering was(see figure legends for the stimulated eccentricities). Other than the
measured in 2D, with any of the eight immediate neighbors to a pixelcheckers, the screen was a uniform gray field of luminance equal
defined as contiguous. The minimal cluster operator was appliedto the mean luminance of the checkers. The same luminance was
separately for the NBR and PBR. Voxel-wise XCorr p values in theused in the blank gray image presented to the subjects during the
range of 0.005–0.2 were corrected for multiple comparisons ac-control periods. Each scan started with a control period (30 s),
cording to the cluster size threshold (Forman et al., 1995).typically followed by eight epochs of 16 s stimulus on and 21 s
The procedure described above was applied in most parts of thestimulus off. For the entire scan, subjects were asked to fixate on
paper. Special specific voxel selections were applied for the dataa 0.4wide point at the center of the screen. In 14 of the experiments,
presented in Figures 3C and 5B–5E (see corresponding legends),to encourage fixation, subjects were instructed to detect and report
Figures 4A–4D (see “Model-free Cluster Analysis” below), Figure 7,luminance changes of the fixation point. The relative fixation point/
and Tables 1 and 2 (see “Flow Data Processing and Analysis” below).background contrast switched between the values of 0.37 and 0.60.
These luminance changes were timed randomly in each scan, inde-
pendent of the timing of periods of stimulation and control. Model-free Cluster Analysis
We used an algorithm based on Kohonen’s self-organizing mapping
(Ngan et al., 2002). The algorithm first detects reliably respondingHardware for BOLD and Perfusion Imaging
MR imaging was performed on a 7 Tesla human magnet (Magnex voxels, based on the reproducibility (p  0.01) of their time course.
Next, it maps these voxels to clusters (n  64). Last, it mergesScientific, Abingdon, UK), controlled by an INOVA console (Varian
Inc., Palo Alto, CA). The system was equipped with a Magnex head clusters with similar (p  0.01) prototypes. Since the NBR and PBR
are robust phenomena, the results of the algorithm were virtuallygradient set (38 cm inner diameter), driven by a Harmony/Symphony
800V/300A gradient amplifier (Siemens, Erlangen, Germany). For insensitive to the choice of parameters within a reasonable range
(64  n  16; 0.1  p  0.005).BOLD imaging, two different bilateral quadrature surface coils, with
diameters of 6 cm and 14 cm, were used for high and low spatial The time courses obtained across all subjects using Xcorr with
the model hemodynamic response (e.g., Figures 4A and 4B, leftresolution studies, respectively. For perfusion imaging, an actively
switched combination coil was used (Pfeuffer et al., 2002a). It al- column) were virtually indistinguishable from the corresponding time
courses obtained using the templates from cluster analysis as modellowed (1) uniform excitation and spin inversion through a large half-
volume transmit quadrature coil pair (18  12 cm2 ) and (2) high functions (e.g., Figures 4A and 4B, right column). These results
validate the usage of Xcorr with the model hemodynamic responsesensitivity by means of a small receive quadrature coil pair (6 cm
average diameter). To minimize head motion, a bite bar molded for for the analyses in other parts of the study that did not deal with
the fine comparison of the time courses of the NBR and PBR.each volunteer and rigidly attached to the coil holder was employed.
Neuron
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Perfusion Imaging Thus, in the positively responding area, %
CMRO2 was set to 0.51
times the mean %
CBF measured in each subject. Changing thisCBF imaging was performed with GE-EPI. Axial images were ac-
quired from a field of view of 12.8 12.8 cm at an in-plane resolution parameter to 0.35 (Davis et al., 1998) yielded quantitative but not
qualitative differences in the results.of 2  2 mm2 and a slice thickness of 8 mm. The image TR was 3
s with an excitation flip angle of 85 and TE of 20 ms. Values Assigned to the Parameters  and 
To determine M, and to apply the model for computation of CMRO2Flow alternative inversion recovery (FAIR; Kim, 1995) preparation
was used for pulsed arterial spin labeling to generate CBF contrast. in the negative domain, the parameters  and  need to be deter-
mined. In the method that we employed for calculating the CMRO2Complete inversion was achieved in more than half of the human
head, including the occipital lobe. The inversion was performed in in the negative domain relative to the CMRO2 in the positive domain,
the choice of the parameters  and  affects the results. Thus, wealternating images, switching between non-slice selective mode
with full inversion (nsIR) and slice selective inversion in the same tested the sensitivity of the results to the choice of  and . The
parameter  describes the relationship between total CBV changesplane as the imaging slice (ssIR). The perfusion contrast was deter-
mined by the inversion time TI (time between inversion and and CBF changes:
excitation  1.5 s), the delay time 	 (time after excitation and next
(1  
CBV/CBV0)  (1  
CBF/CBF0). (2)inversion  1.5 s), and the slice thickness of ssIR ( 2 cm). The
effective TR per CBF image was 6 s (for a pair of ssIR and nsIR).
It is usually taken to be 0.38 (Grubb et al., 1974). Assuming that (1)
CBV changes associated with alterations in neuronal activity occur
Flow Data Processing and Analysis predominantly within the arterial compartment (Lee et al., 2001)
To generate an fMRI time series based on perfusion, we calculated and (2) the arterial deoxyHb content is negligible, then  should be
the difference between alternating consecutive ssIR and nsIR im- smaller than 0.38. The reason is the sensitivity of BOLD signal to
ages (ssIR-nsIR). The resulting image was divided by the nsIR image deoxyHb content, which under these assumptions changes (with
to eliminate the BOLD contribution to the image, thus yielding a CBV alterations) minutely in the venous side. We thus tested the
pure perfusion map. The images obtained immediately following results with the mid-range value of   0.19 and the extreme value
the end of the stimulation period were discarded to avoid artifacts of   0. The parameter  depends on the ratio of large to small
related to the sharp decline in the BOLD signal. To compare the vessels within a tissue sample and has a possible range of 1 to 2
fMRI maps based on CBF to those based on BOLD, we used T2* (Ogawa et al., 1993b; Boxerman et al., 1995). The lower limit for 
images from GE-EPI scans interleaved among the FAIR scans within in our study can be computed using the ratio extracted for the field
the same session. Both the CBF and BOLD images were masked dependence of GE fMRI at 7 and 4 Tesla (min  log(2.13)/log(7/4) with the same mask, with the criteria of minimal sensitivity of the 1.35; see Table 1 in Yacoub et al., 2001), since (1) changes in R2*EPI signal and a baseline perfusion signal larger than the 25th percen- due to BOLD effect scale with the static magnetic field raised to
tile of baseline perfusion signal across the image (including voxels the power  (see Equation 4 in Ugurbil et al., 2000), and (2) in the
with negative computed baseline perfusion). Statistical maps of flow computation of min above, we ignored the intravascular contributionresponse were generated using XCorr analysis, and an XCorr thresh- to changes in R2*, which is more pronounced at 4T and tends toold (p  0.05) was applied. The XCorr threshold for the BOLD re- disappear at 7T due to the rapid decay of blood T2.sponse was adjusted such that the number of negatively activated Computation of %CMRO2 in the Negative Domainvoxels matched the number of the negatively activated voxels in Once we set values for the calibration factor M and the parameters
the perfusion map. Subsequently, an identical cluster size threshold
 and , we applied equation (1) voxel-wise in the negative domain,
was applied to the maps of CBF and BOLD response. using the voxel values of %
CBF and %
BOLD. Because
%
CMRO2 was the only term that remained unknown, it could then
Spatial Cluster Overlap be computed. Table 2 presents the subject-specific mean (across
To quantify the overlap between spatial clusters of NBR and nega- voxels) amplitude of CMRO2 response associated with the NBR,
tive CBF response, we compared the corresponding maps at the together with their sensitivity to the values of  and  within their
stage prior to the application of the minimal cluster size operator. possible ranges. A similar computation based on the mean values
Two vectors were computed, of the minimal distances from each of %
CBF and %
BOLD from the NBR region yielded results that
voxel demonstrating NBR to any of the voxels responding negatively were similar to those obtained from the voxel-wise computation.
(first vector) or positively (second vector) within the CBF map. A Validity of the Model
two-tails paired t test was performed to test whether the distance The model we used was validated in previous studies. It is based
from an NBR voxel to a negative CBF response voxel was different on the relationship between the deoxyHb content within the vessels
than ( smaller here; Ha) or equal to (H0) the distance to a positive and the BOLD signal (Ogawa et al., 1993b), which was validated in
CBF response voxel. vitro (Boxerman et al., 1995). It is based, in addition, on the empiri-
cally observed (Grubb et al., 1974; Lee et al., 2001) dependence of
Computation of Oxygen Consumption CBV on CBF (see Equation 2 above). Last, it is based on the relation
We used equation (13) from Hoge et al. (1999): between deoxyHb concentration, CMRO2, and CBF, derived ac-
cording to Fick’s principle of mass conservation. The complete

BOLD/BOLD0  M(1  (CMRO2/CMRO2|0) (CBF/CBF0)-) (1) model was validated by Hoge et al. (1999), who used hypercapnia
to obtain graded BOLD and CBF responses. Of the three relationswhere the subscript “0”’ stands for the baseline. We first applied
mentioned above, the only one that could change below the baselinethe model to the positive domain, in order to determine the calibra-
is the relation of CBV to CBF. Extreme changes or discontinuitiestion factor M. We then used the model to compute the CMRO2 in
are not expected, as the described relation is of physiological nature.the negative domain.
Furthermore, for relatively small changes in CBF as observed here,Determination of the Calibration Factor
the relation is approximately linear [i.e., 
CBV/CBV0    (
CBF/The calculation of CMRO2 from BOLD and CBF data requires cali-
CBF0)]. We repeated the computation while assuming a CBV to CBFbration of the BOLD signal versus alterations in deoxyHb content,
dependence in the negative domain that is symmetric to the functionas was employed by Davis et al. (1998) and Hoge et al. (1999) using
in the positive domain. As expected (due to the approximately linearhypercapnia. In our calculation, calibration was not used, since we
relationship close to the baseline), the results were almost indistin-calculated the %
CMRO2 in the NBR regions using the %
CMRO2
guishable compared to those obtained using the original model.in the PBR regions as a reference. To calculate the subject-specific
calibration factor M, we applied equation (1) to the positive domain,
using the mean (across voxels) amplitude of the PBR and the mean Acknowledgments
amplitude of the positive CBF response. Based on their calibration,
Hoge et al. (1999) showed that a variety of visual stimuli yielded the We thank B. Rosen and N. Logothetis for helpful discussions; S.C.
Ngan, S. Sarkar, J.C. Zhuang, X.D. Zhang, and B. Aufferman forsame consistent linear relationship between %
CMRO2 and %
CBF
with a slope of 0.51 and a zero intercept. They further showed that sharing their software and skills; H. Merkle, P. Andersen, J. Strupp,
B. Hanna, and J. Zeltins for their excellent technical support; D.this relationship was not sensitive to the parameter  (see below).
Negative BOLD Response in the Human Brain
1209
Leopold, A. Tolias, and G. Rainer for their comments on the manu- Gusnard, D.A., and Raichle, M.E. (2001). Searching for a baseline:
functional imaging and the resting human brain. Nat. Rev. Neurosci.script; and D. Blaurock for English editing. This study was supported
by National Institute of Health grants MH55346, EB000331, and 2, 685–694.
RR08079, the W.M. Keck Foundation, and the MIND Institute. Instru- Harel, N., Lee, S.P., Nagaoka, T., Kim, D.S., and Kim, S.G. (2002).
mentation funds for the purchase of the 7 Tesla magnet were re- Origin of negative blood oxygenation level-dependent fMRI signals.
ceived from NSF grant DBI-9907842 and NIH grant S10 RR13957. J. Cereb. Blood Flow Metab. 22, 908–917.
Hoge, R.D., Atkinson, J., Gill, B., Crelier, G.R., Marrett, S., and Pike,
Received: April 10, 2002 G.B. (1999). Investigation of BOLD signal dependence on cerebral
Revised: October 15, 2002 blood flow and oxygen consumption: the deoxyhemoglobin dilution
model. Magn. Reson. Med. 42, 849–863.
References Hu, X., Le, T.H., and Ugurbil, K. (1997). Evaluation of the early re-
sponse in fMRI in individual subjects using short stimulus duration.
Allison, J.D., Meador, K.J., Loring, D.W., Figueroa, R.E., and Wright, Magn. Reson. Med. 37, 877–884.
J.C. (2000). Functional MRI cerebral activation and deactivation dur-
Hubel, D.H., and Wiesel, T.N. (1962). Receptive field, binocular inter-ing finger movement. Neurology 54, 135–142.
action and functional architecture in the cat’s visual cortex. J. Phys-
Angelucci, A., Levitt, J.B., Walton, E.J.S., Hupe, J-.M., Bullier, J., iol. 160, 106–154.
Lund, J.S. (2002). Circuits for local and global integration in primary
Kim, S.-G. (1995). Quantification of relative cerebral blood flowvisual cortex. J. Neurosci. 22, 8633–8646.
change by flow-sensitive alternating inversion recovery (FAIR) tech-
Attwell, D., and Laughlin, S.B. (2001). An energy budget for signaling nique: application to functional mapping. Magn. Reson. Med. 34,
in the grey matter of the brain. J. Cereb. Blood Flow Metab. 21, 293–301.
1133–1145.
Kwong, K.K., Belliveau, J.W., Chesler, D.A., Goldberg, I.E., Weis-
Bandettini, P.A., Wong, E.C., Hinks, R.S., Rikofsky, R.S., and Hyde, skoff, R.M., Poncelet, B.P., Kennedy, D.N., Hoppel, B.E., Cohen,
J.S. (1992). Time course EPI of human brain function during task M.S., Turner, R., et al. (1992). Dynamic magnetic resonance imaging
activation. Magn. Reson. Med. 25, 390–397. of human brain activity during primary sensory stimulation. Proc.
Natl. Acad. Sci. USA 89, 5675–5679.Bandettini, P.A., Jesmanowicz, A., Wong, E.C., and Hyde, J.S.
(1993). Processing strategies for time-course data sets in functional Lee, S.-P., Duong, T.Q., Yang, G., Iadecola, C., and Kim, S.-G. (2001).
MRI of the human brain. Magn. Reson. Med. 30, 161–173. Relative changes of cerebral arterial and venous blood volumes
during increased cerebral blood flow: implications for BOLD fMRI.Baron, J.C. (2001). Perfusion thresholds in human cerebral ischemia:
Magn. Reson. Med. 45, 791–800.historical perspective and therapeutic implications. Cerebrovasc.
Dis. Suppl. 11, 2–8. Logothetis, N.K. (2002). The neural basis of the blood-oxygen-level-
dependent functional magnetic resonance imaging signal. Phil.Blakemore, C., and Tobin, E.A. (1972). Lateral inhibition between
Trans. R Soc. Lond. B Biol. Sci. 357, 1003–1037.orientation detectors in the cat’s visual cortex. Brain Res. 15,
439–440. Logothetis, N.K., Pauls, J., Augath, M., Trinath, T., and Oeltermann,
A. (2001). Neurophysiological investigation of the basis of the fMRIBorn, R.T., and Tootell, R.B.H. (1991). Single-unit and 2-deoxyglu-
signal. Nature 412, 150–157.cose studies of side inhibition in macaque striate cortex. Proc. Natl.
Acad. Sci. USA 88, 7071–7075. Mandeville, J.B., Marota, J.J.A., Kosofsky, B.E., Keltner, J.R., Weis-
sleder, R., Rosen, B.R., and Weisskoff, R.M. (1998). Dynamic func-Boxerman, J.L., Bandettini, P.A., Kwong, K.K., Baker, J.R., Davis,
tional imaging of relative cerebral blood volume during rat forepawT.J., Rosen, B.R., and Weisskoff, R.M. (1995). The intravascular con-
stimulation. Magn. Reson. Med. 39, 615–624.tribution to fMRI signal changes: Monte Carlo modeling and diffu-
sion-weighted studies in vivo. Magn. Reson. Med. 34, 4–10. Martin, E., Thiel, T., Joeri, P., Loenneker, T., Ekatodramis, D., Huis-
man, T., Hennig, J., and Marcar, V.L. (2000). Effect of pentobarbitalBoynton, G.M., Engel, S.A., Glover, G.H., and Heeger, D.J. (1996).
on visual processing in man. Hum. Brain Mapp. 10, 132–139.Linear systems analysis of functional magnetic resonance imaging
in human V1. J. Neurosci. 16, 4207–4221. Ngan, S.C., Yacoub, E., Auffermann, W.F., and Hu, X. (2002). Node
merging in Kohonen’s self-organizing mapping of fMRI data. Artif.Buxton, R.B., Wong, E.C., and Frank, L.R. (1998). Dynamics of blood
Intell. Med. 25, 19–33.flow and oxygenation changes during brain activation: The baloon
model. Magn. Reson. Med. 39, 855–864. Ogawa, S., Lee, T.-M., Kay, A.R., and Tank, D.W. (1990). Brain mag-
netic resonance imaging with contrast dependent on blood oxygen-Davis, T.L., Kwong, K.K., Weisskoff, R.M., and Rosen, B.R. (1998).
ation. Proc. Natl. Acad. Sci. USA 87, 9868–9872.Calibrated functional MRI: Mapping the dynamics of oxidative me-
tabolism. Proc. Natl. Acad. Sci. USA 95, 1834–1839. Ogawa, S., Tank, D.W., Menon, R., Ellermann, J.M., Kim, S.-G., Mer-
kle, H., and Ugurbil, K. (1992). Intrinsic signal changes accompa-Forman, S.D., Cohen, J.D., Fitzgerald, M., Eddy, W.F., Mintun, M.A.,
nying sensory stimulation: Functional brain mapping with magneticand Noll, D.C. (1995). Improved assessment of significant activation
resonance imaging. Proc. Natl. Acad. Sci. USA 89, 5951–5955.in functional magnetic resonance imaging (fMRI): Use of a cluster-
size threshold. Magn. Reson. Med. 33, 636–647. Ogawa, S., Lee, T.M., and Barrer, B. (1993a). The sensitivity of mag-
netic resonance image signals of a rat brain to changes in the cere-Fox, P.T., and Raichle, M.E. (1986). Focal physiological uncoupling
bral venous blood oxygenation. Magn. Reson. Med. 29, 205–210.of cerebral blood flow and oxidative metabolism during somatosen-
sory stimulation in human subjects. Proc. Natl. Acad. Sci. USA 83, Ogawa, S., Menon, R.S., Tank, D.W., Kim, S.-G., Merkle, H., Eller-
1140–1144. mann, J.M., and Ugurbil, K. (1993b). Functional brain mapping by
blood oxygenation level-dependent contrast magnetic resonanceFrostig, R.D., Lieke, E.E., Ts’o, D.Y., and Grinvald, A. (1990). Cortical
imaging. Biophys. J. 64, 800–812.functional architecture and local coupling between neuronal activity
and the microcirculation revealed by in vivo high-resolution optical Ogawa, S., Lee, T.M., Stepnoski, R., Chen, W., Zhu, X.-H., and Ugur-
imaging of intrinsic signals. Proc. Natl. Acad. Sci. USA 87, 6082– bil, K. (2000). An approach to probe some neural systems interaction
6086. by functional MRI at neural time scale down to milliseconds. Proc.
Natl. Acad. Sci. USA 97, 11026–11031.Goutte, C., Hansen, L.K., Liptrot, M.G., and Rostrup, E. (2001). Fea-
ture-space clustering for fMRI meta-analysis. Hum. Brain Mapp. 13, Pfeuffer, J., Adriany, G., Shmuel, A., Yacoub, E., Van de Moortele,
165–183. P.-F., Hu, X., and Ugurbil, K. (2002a). Perfusion based high-resolu-
tion functional imaging in the human brain at 7 Tesla. Magn. Reson.Grubb, R.L., Jr., Raichle, M.E., Eichling, J.O., and Ter-Pogossian,
Med. 47, 903–911.M.M. (1974). The effects of vascular changes in PaCO2 on cerebral
blood volume, blood flow and vascular mean transit time. Stroke 5, Pfeuffer, J., Van de Moortele, P.-F., Ugurbil, K., Hu, X., and Glover,
G.H. (2002b). Correction of physiologically induced global off-reso-630–639.
Neuron
1210
nance effects in dynamic echo-planar and spiral functional imaging.
Magn. Reson. Med. 47, 344–353.
Raichle, M.E., MacLeod, A.M., Snyder, A.Z., Powers, W.J., Gusnard,
D.A., and Shulman, G.L. (2001). A default mode of brain function.
Proc. Natl. Acad. Sci. USA 98, 676–682.
Saad, Z.S., Ropella, K.M., Cox, R.W., and DeYoe, E.A. (2001). Analy-
sis and use of fMRI response delays. Hum. Brain Mapp. 13, 74–93.
Sereno, M.I., Dale, A.M., Reppas, J.B., Kwong, K.K., Belliveau, J.W.,
Brady, T.J., Rosen, B.R., and Tootell, R.B.H. (1995). Borders of multi-
ple visual areas in humans revealed by functional magnetic reso-
nance imaging. Science 268, 889–893.
Sherman, S.M. (1996). Dual response modes in lateral geniculate
neurons: mechanisms and functions. Vis. Neurosci. 13, 205–213.
Shulman, G.L., Fiez, J.A., Corbetta, M., Buckner, R.L., Miezin, F.M.,
Raichle, M.E., and Peterson, S.E. (1997). Common blood flow
changes across visual tasks: decreases in cerebral cortex. J. Cogn.
Neurosci. 9, 648–663.
Smith, A.T., Singh, K.D., and Greenlee, M.W. (2000). Attentional sup-
pression of activity in the human visual cortex. Neuroreport 11,
271–277.
Sokoloff, L. (1977). Relation between physiological function and
energy metabolism in the central nervous system. J. Neurochem.
29, 13–26.
Strupp, J.P. (1996). Stimulate: A GUI based fMRI analysis software
package. Neuroimage 3, S607.
Tootell, R.B.H., Hadjikhani, N., Hall, E.K., Marret, S., Vanduffel, W.,
Vaughan, J.T., and Dale, A.M. (1998a). The retinotopy of visual spatial
attention. Neuron 21, 1409–1422.
Tootell, R.B.H., Mendola, J.D., Hadjikhani, N.K., Liu, A.K., and Dale,
A.M. (1998b). The representation of the ipsilateral visual field in
human. Proc. Natl. Acad. Sci. USA 95, 818–824.
Ugurbil, K., Adriany, G., Andersen, P., Chen, W., Gruetter, R., Hu, X.,
Merkle, H., Kim, D.S., Kim, S.G., Strupp, J.P., et al. (2000). Magnetic
resonance studies of brain function and neurochemistry. Annu. Rev.
Biomed. Eng. 2, 633–660.
Victor, J.D., Apkarian, P., Hirsch, J., Conte, M.M., Packard, M., Re-
lkin, N.R., Kim, K.H.S., and Shapley, R.M. (2000). Visual function and
brain organization in non-decussating retinal-fugal fibre syndrome.
Cereb. Cortex 10, 2–22.
Yacoub, E., Shmuel, A., Pfeuffer, J., Van de Moortele, P.-F., Adriany,
G., Andersen, P., Vaughan, J., Merkle, H., Ugurbil, K., and Hu, X.
(2001). Imaging brain function in humans at 7 Tesla. Magn. Reson.
Med. 45, 588–594.
