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ABSTRACT
Dynamic Data-Driven Smart Proxy Modeling For Numerical Reservoir Simulation
Maher J. Alabboodi
A successful Geologic Carbon Dioxide (CO2) Storage (GCS) operation requires the ability to make
quick and reliable subsurface modeling decisions; such decisions must be made based on an
accurate and realistic modeling of the reservoir. Numerical reservoir simulation is the most
common tool used for predicting fluid flow behavior and analyzing uncertainties in the subsurface
reservoirs.
In general, a numerical reservoir simulation model has tens of millions of grid blocks and requires
intensive computations to be performed at each time-step of the simulation, therefore, they are
computationally expensive and time-consuming. As a result, studies (such as uncertainty analysis
of GCS) which may require hundreds to thousands of simulation runs become impractical due to
the very large amount of time needed to make the runs.
This research study employs Artificial Neural Networks (ANN) and data-driven techniques to
lower the high computational footprint necessary to produce reservoir simulation modeling results
by developing Dynamic Smart Proxy models. The Dynamic Smart Proxy is a data-driven machine
learning model that successfully replicates the output of a sophisticated numerical reservoir
simulation model for each time step in a short amount of time (fraction of minutes).
To develop the Smart Proxy Model, algorithms in ANN must be trained on large volumes of subsurface data to learn the complex patterns of the fluid in the Numerical reservoir simulation.
Therefore, a few reservoir simulation realizations were developed with varying geological
properties such as porosity and permeability. Each reservoir simulation included a certain number
of Injectors. The simulation results, including the geological reservoir properties were utilized to
develop the Smart Proxy model. The developed Smart Proxy Model reproduced the output (such
as pressure distribution and CO2 saturation) of an entirely new reservoir simulation run at each
grid block of the model during every time step of the simulation.
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Chapter 1 Introduction
1.1 Problem Statement
Numerical reservoir simulation technologies have long been used as a common decision-making
tool in the development of many subsurface applications, reducing both time and cost. In most
cases, however, the simulation solution is described by a time-consuming approach. On the other
hand, the reservoir model's complexity has increased because of the recent improvements in
reservoir data collection methods, as has the time it takes to execute such complex models.
Nowadays, numerical reservoir simulation and modeling are used in a variety of ways throughout
field development plans. For instance, traditional analyses include sensitivity analysis, history
matching, operations optimization, and uncertainty evaluation in full-field model investigations.
In general, a vast number of grid blocks are required for realistic modeling of a reservoir's
complexity. Thus, as reservoir complexity and grid block count increase, the time required to
execute tasks such as those outlined above grows. The geological models that serve as the reservoir
models are inherently uncertain to some extent as the data measurements methods can only focus
on the near wellbore regions. Therefore, a certain level of uncertainty is expected during the
geological modeling construction phase. It is important to make sound operational decisions when
selecting a CO2 sequestration site, how many injection wells to use, how much CO2 to inject into
the wells, how to adjust the choke sizes of individual wells, and how to monitor the overall
production from (or injection into) the field. In order to maximize and monitor the overall
production from (or injection into) the field, such decisions should be made based on good
judgment. These essential decisions are typically made by the reservoir engineer team using
numerical simulation models that allow them to examine all conceivable production and injection
scenarios simultaneously in a timely manner. As a result, reservoir engineers seek solutions to
reduce the computational footprints of such simulation models while maintaining a high level of
complexity and acceptable output accuracy. Dynamic Smart Proxy models can be used in place of
and/or in companion with complex numerical simulations since they can produce a more
meaningful picture of the complex CO2 saturation distribution and cell-based reservoir pressure
systems with fewer simulation runs. Furthermore, with the petroleum industry's recent push toward
smart fields (smart completions and smart wells), the requirement to interpret data in real-time has
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become more critical and practical. For instance, several days may be required in the oil industry
to complete one reservoir simulation run for a typical CO2 sequestration project. Nevertheless,
increasing data has motivated researchers to use alternative techniques to model different CO2
sequestration scenarios, which are expected to gain popularity in the coming years due to the
amount of CO2 emissions. The large amount of data has led to employing AI (such as pattern
recognition) to extract hidden but potentially important patterns within a dataset (Mohaghegh,
2011). Top-Down Modeling (TDM) approach is one of the unique techniques developed by
Mohaghegh (Mohaghegh 2009a, 2009b, 2009c) to use Artificial Intelligence technology to model
the reservoir based on pure data rather than using a conventional numerical simulation approach.
Moreover, during the last few years ago, several Smart Proxy Models have been successfully
developed by Mohaghegh’s research group at West Virginia University to be used as an alternative
to the numerical reservoir simulation models.
1.2 Research Objective
In a CO2 sequestration project in general, pressure distribution across the reservoir and CO2
saturation at every grid cell is the study's main objective. Compared to numerical reservoir models,
the proposed Dynamic Smart Proxy Model must generate both attributes in a substantially faster
run time. By utilizing artificial intelligence and machine learning algorithms, a new way to
generate proxy models is highlighted in this dissertation as a companion tool for the investigation
and successful modeling of CO2 storage in geological/ saline formations. Compared to traditional
proxy models, one of the key advantages of this technology is its capacity to replicate the results
of numerical simulation models at any single grid block during all the timesteps of the simulation
scenario. Therefore, the Smart proxy Models used in this study is called “Dynamic” Smart Proxy
Model. The main objective of this study is to build a Smart Proxy Model (also known as surrogate
modeling) capable of mimicking the fluid flow behavior for different time steps during injection
and post-injection cycles of CO2 sequestration into a saline aquifer. The findings of this study
demonstrate the capabilities of Smart Proxy Models to handle the practical challenges of numerical
reservoir simulation models in simulation workflows as a quick and accurate tool. Nonetheless,
this dissertation's accomplishments help not just demonstrate the CO2 saturation and pressure
modeling technique into a saline aquifer formation but could also be potentially applied to other
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time-consuming operations in the reservoir management workflow (such as sensitivity analysis,
production optimization, and uncertainty quantification).
1.3 Artificial Intelligence / Machine Learning at a Glance
Artificial intelligence (AI) is a wide field of computer science dedicated to developing intelligent
algorithms capable of performing tasks that would normally require the use of human intelligence.
As humans learn from their experiences, AI-algorithms can learn from the data in a specific field
and then adapt to new inputs and perform human-like tasks, accordingly.
In general, when problems need to be solved traditionally, mathematical equations can be used to
develop the solution; however, artificial intelligence technology is entirely data-driven and does
not rely on equations (compared to the numerical reservoir simulations) to solve problems. In other
words, the AI-algorithm is fed data such as input and output, and then it learns patterns in the data
or between input and output. Once learning the pattern, the algorithm should generalize it to new
data that has never been previously exposed to. As a result, data quality is crucial in the
development of projects involving artificial intelligence. Even though the AI model does not
directly use physics-based (or pseudo-physics-based) mathematical equations, it learns patterns
hidden in the data that eventually allow the AI to capture the problem's physics.
The application of artificial intelligence (AI) can be found in various fields, including medical
diagnosis, bank loan approval, smart household appliances, automated subway system controls,
self-driving cars, automatic transmissions, financial portfolio management, robot navigation
systems, and others. The AI has been utilized in the oil and gas industry to address various issues,
including drilling, reservoir simulation modeling, pressure transient analysis, well log
interpretation, reservoir characterization, and candidate well selection for stimulation.
Artificial Intelligence consists of many subfields, including machine learning, neural networks,
deep learning, reinforcement learning, computer vision and fuzzy logic (Figure 1). In this work, a
neural network has been (supervised learning) used to build the Smart Proxy Models.
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Figure 1: Artificial intelligence and neural networks as one of its sub-fields

There are two primary approaches to solve problems within Artificial Intelligence (AI) and
Machine Learning: supervised learning and unsupervised learning. The key difference between
supervised and unsupervised learning is that supervised learning uses labeled data to assist in
prediction, whereas unsupervised learning does not.
In other words, supervised learning is a learning approach used in machine learning characterized
by the usage of labeled datasets (input and output). These label input and output are used to train
or "supervise" algorithms to classify data or predict outcomes. Problems with supervised learning
can be divided into two main types: continuous function (or regression) and classification.
Regression uses an algorithm to establish the relationship between dependent and independent
variables. Regression models are advantageous when it comes to forecasting numerical values
based on several data points. On the other hand, the classification problems employ an algorithm
to classify the data into different categories.
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However, unsupervised learning refers to the process for analyzing and clustering unlabeled data
in the absence of output or labeled data. It utilizes algorithms that are capable of discovering hidden
patterns or data categories among inputs. In other words, the algorithm is given only inputs and
can classify these unlabeled inputs.
1.3.1 Artificial Neural Network
The artificial neural network (ANN) is a computational approach inspired by the human brain's
neurons in which learning algorithms are used to learn the structure and features of a physical
phenomenon from representative data. The ANN can learn about physical phenomena without
making any assumptions about their underlying mathematical representation. The strength of
ANNs is their ability to build cross-property correlations between independent and dependent
variables and extract delicate and complicated knowledge (insight) from the representative data
sets. This study focused on multilayer perceptrons (MLPs), which are artificial neural networks
that use backpropagation learning algorithms during the learning process. The artificial neural
networks (ANNs) that are most widely used for a wide range of topics are based on a supervised
learning approach.
In terms of structure, the ANN is composed of three or more interconnected layers. The input layer
comprises neurons that represent the ANN's input data. On the other hand, the output layer may
include one or two neurons (or more) that represent the output or target of the ANN. One or more
hidden layers connect the input and output layers, each with a specified number of neurons (Figure
2).
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Figure 2: Basic Structure of a 3-Layer Neural Network (part 1)

Each neuron in one layer is connected to another in another layer by connection associated with a
weight value (W11, W12 , W21, W22 , etc. in Figure 2). Additionally, each layer has an additional
neuron (referred here as bias) with a value of one. The bias is responsible for maintaining the
neuron's activation state during the training process when the input to certain neurons causes them
to become inactivated.
The ANN's task is to learn a certain correlation between inputs and outputs and then predict the
output. The learning step includes the ANN determining the appropriate weights (or coefficients)
between layers to accurately predict the output. The mathematical operation used in the learning
process is the multiplication of the inputs and their associated weights, followed by an activation
function to bring non-linearity into the ANN. The activation function determines whether or not a
neuron should be activated by calculating a weighted sum and then adding bias. The activation
function aims to introduce non-linearity into a neuron's output by using simpler mathematical
operations. The following mathematical operation denotes the mathematical operation between the
input neurons and neuron number one in the hidden layer (Figure 3). The same procedure is
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repeated for subsequent neurons for the subsequent layers, and at the end of the process, the output
value from the final layer is calculated.
input- hidden Layer_n1

= [𝑥1 × 𝑤11 + 𝑥2 × 𝑤21 + 𝑥3 × 𝑤31 + 1 × 𝑤𝑏11 ]

n1 = Activation Function (input- hidden Layer_n1)

Figure 3: Basic Structure of a 3-Layer Neural Network (part 2)

The goal of a learning algorithm is to adjust the weight values to minimize the differences between
actual and predicted output. The ANN's learning process is divided into forward propagation and
backward propagation (or backpropagation), which are performed in serries. In the forward
propagation, the input data is fed into the ANN through the input layer, and the weight values are
initialized. The mathematical operation then proceeds toward the output that was intended to be
calculated. Following forward propagation, the output value is calculated. In order to calculate the
error, the algorithm makes a comparison between the calculated and actual output values using
one of the existing error calculation methods, such as mean squared error. The function which
calculates the error is also sometimes called the Loss Function. By now, the ANN has know the
error and therefore, tries to minimizes the error by updating the weights in the reverse direction.
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Backpropagation, abbreviated for "backward propagation of errors," is a gradient descent-based
algorithm for supervised learning of artificial neural networks. The method takes an artificial
neural network and an error function and calculates the gradient of the error function to the neural
network's weights. The concept of Backpropagation takes some time to master, but the general
procedure is as follows: First, the derivative of the error function (sometimes called the Cost
Function) is calculated for each weight in the neural network towards the input layer. The
derivatives of this error function with respect to the weight of the previous layer are then
calculated. These derivatives are referred to as gradients, and they are used to calculate the
gradients of the second last layer (Figure 2). This procedure is repeated until all the gradients are
obtained for each weight in the ANN. The gradient value is then subtracted from the weight
(updating the weights) to reduce the error. This eventually brings the error closer to the Global
Minimum error.
There are controllable parameters known as hyperparameters that can be adjusted to affect the
learning process to train an ANN algorithm more efficiently. These hyperparameters include but
are not limited to, the number of hidden layers, the number of neurons in each hidden layer, the
learning rate, the type of activation function, the number of epochs, and the batch size. The
essential hyperparameters employed in this study are described in Chapter 5.
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1.4 Dissertation Outline
This dissertation includes six chapters, which are organized as follows
Chapter 1 presents a general introduction to the problem and purpose of this study, along with a
basic overview of the artificial intelligence field and its sub-field categories.
Chapter 2 starts with an introduction to the fundamentals and background of the CO2
sequestration as well as different trapping mechanisms.
Chapter 3 provides a literature review of reservoir proxy models. The chapter starts by discussing
the traditional proxy models along with their shortcomings. Then, it introduces the Smart Proxy
Model and the previously performed research with the advantages and disadvantages of each
study. In addition, it outlines why the Smart Proxy Models are used in this study.
Chapter 4 presents how numerical reservoir simulation was built as a base input for Smart Proxy
Models. Also, it describes the details used to create additional geological realizations for this
project. It ends with information about ingestion setup, injection constraint, and different time
steps.
Chapter 5 is centered around constructing a Dynamic Smart Proxy Model in more detail and its
deployment. It demonstrates the Dynamic Smart Proxy Model 's overall workflow and additional
information about data portioning and features engineering. It ends with an error calculation that
used for this project.
Chapter 6 presents the results and discussion of pressure and CO2 saturation. It focuses on two
layers from one blind validation run for all the time steps. For the sake of brevity, the results of
the remaining layers and blind/training runs are presented in the Appendix.
This study ends with Chapter 7, where concluding remarks and recommendations about
improvement to the model are made.

9

Chapter 2 Introduction to CO2 Sequestration
2.1 Carbon Capture and Storage
Despite implementing energy-efficient systems to reduce CO2 emissions, the amount of CO2 in
the atmosphere must still be drastically reduced to mitigate the detrimental effects of climate
change. This must be necessitated by a rapid increase in CO2 storage activities, which is preconditioned by selecting suitable sites, the design of injection and control methods, and efficient
cost and risk management strategies. CO2 sequestration in saline aquifers is considered a
mitigation strategy and promising technology for reducing CO2 emissions into the
atmosphere. The cost to CO2 storage for saline is typically estimated to be between US$0.5–
8.0/tCO2 (IPCC 2018). Onshore, shallow, high permeability reservoirs and/or the reuse of wells
and infrastructure in decommissioned oil and gas fields or saline aquifers could lower storage
costs. The efficient and extensive CO2 sequestration can potentially decrease the greenhouse gas
emission of the United States and provide a transition for other energy sources to be effectively
explored and applied. Understanding the complex physiochemical behavior of CO2 plume and the
pressure distribution across the system is needed to address complex questions such as: how much
CO2 can be injected? What are the possibilities of CO2 leakage in the short and long term?
2.2 CO2 Trapping Mechanisms
Numerous trapping mechanisms occur to sequester carbon dioxide in the saline aquifer; these
trapping mechanisms include geologic or hydrodynamic trapping, solubility trapping, ionic
trapping, residual trapping, and mineral trapping.
Geologic (hydrodynamic) trapping: The term "hydrodynamic trapping" refers to a timedependent hydrogeological process in which CO2 is successfully trapped due to extremely long
travel durations to the surface. The CO2 fluid migrates vertically as a plume after injection,
following selectively porous routes until it reaches a comparatively impervious caprock. It then
travels laterally along the caprock–reservoir boundary, buoyantly, reaching structurally higher
elevations. This mechanism works best in laterally unconfined sedimentary basins with few
structural traps, large-scale flow systems, and modest groundwater and fluid flow rates
(Rosenbauer and Thomas 2010).
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Solubility trapping: CO2 dissolves into the salt water (or brine) already present in the porous rock
during this step of the trapping process. This brine-carrying CO2 is denser than the surrounding
fluids and will eventually sink to the bottom of the rock formation, resulting in CO2 trapping.
Ionic trapping: Chemical reaction of the dissolved CO2 with minerals in the host formation can
result in pH buffering, enhancing solubility trapping due to the formation of dissolved bicarbonate
ions and complexes (Czernichowski-Lauriol et al. 2006);
Residual trapping: Because the porous sandstone works like a tight, inflexible sponge, this phase
of entrapment occurs quickly. The fluid is displaced as the supercritical CO2 is injected into the
formation and passes through the porous rock. As the CO2 moves, fluid replaces it, but part of it
is left behind as unconnected - or residual - droplets in the pore spaces that are stationary, similar
to water in a sponge. Oil has been stored for millions of years in this manner.
Mineral trapping: Chemical reaction of dissolved CO2 with certain non-carbonate calcium-rich
(or Fe- and Mg-rich) minerals can even trap the CO2 as a solid carbonate;
Adsorption trapping: When CO2 is primarily deposited as adsorbed molecules on micropore
surfaces (mainly in coal seam beds).
The main uncertainty to evaluate CO2 storage capability in geological environments is the fact that
more than one capture mechanism is often active. This interaction ensures that CO2 disappears as
a separate phase and increases storage space, making it a suitable function for long-term storage
(Ajayi et al. 2019).
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Chapter 3 Proxy Models Literature Review
Numerical modeling is the process of developing a mathematical representation of a physical
behavior based on relevant observations and simplifying assumptions. Over the past several
decades, numerical reservoir simulation has evolved from a basic decision-making tool to one of
the most dependent technologies for complex production and development scenarios. Nowadays,
nearly every reservoir development decision is based on feedback from reservoir simulation
models. Due to the ease with which reservoirs can be simulated, they are a popular and viable
option for oil and gas companies looking to screen out saline aquifer formations and monitor the
CO2 plume during injection and post injection. They're also employed to aid in decision-making
process of the optimization scenarios (injection volume, injection constraints, pressure
maintenance, number of water injection wells, number of CO2 injection wells, number of
monitoring wells, etc.). However, the required solution for a practical uncertainty analysis or
optimization scheme is obtained by developing a reservoir simulation models and running them
tens of thousands of times under various operational scenarios and geological features considering
the variability of the project's uncertain parameters. Because of the huge requirements of run time
and computational effort, any study involving uncertainty quantification, optimization studies, or
even history matching, would become prohibitively long (impractical).

To deal with the timing of the execution (runtime), scientists and engineers devised a series of
techniques known as "proxy modeling" to handle this problem or challenge associated with
numerical reservoir simulations. A proxy model technique is aimed to solve the problem and
approach the solution by employing mathematically, statistically, or data-driven techniques to
replicate the outputs of a reservoir simulation model. Several proxy model techniques have been
developed and deployed in the oil industry over the past few decades. For practical uncertainty
analysis or optimization, traditionally, the generated proxy models have sacrificed one of the two
desired outcomes: time or accuracy requirements. The traditional proxy models that meet the time
requirement are designed to simplify the physics of the system being studied. On the other hand,
the proxy models that are designed to meet the accuracy requirement still suffer from the reduced
spatial and temporal resolution of the problem and solution. These techniques are based on
statistics (e.g., response surface analysis), mathematics (e.g., reduced order models or ROM),
reduced physics models, and artificial intelligence (e.g., Smart Proxy Models).
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Before introducing the Smart Proxy Model, which is the focus of this study, it is necessary to
understand traditional proxy methods for numerical reservoir modeling and their applications and
differences. This chapter will discuss the differences between statistical, mathematical, and
artificial intelligence-based proxy models.
3.1 Traditional Proxy Models
As mentioned, there have been several statistical and mathematical proxy models proposed for
numerical reservoir simulation modeling in the literature. For example, the Response Surface,
which requires hundreds of simulations runs, relies on statistical methodologies and mathematical
functions to build a correlation between interest response (output) and input factors. Reducing the
numerical simulation's resolution (both in space or physics of the problem and time) are also a sort
of proxy modeling which are referred to as Reduced Order Models (ROM) and Reduced Physics
Models (RPM). The following section will discuss these methods in further detail.
3.1.1 Reduced Order Models (ROM)
Reduced Order Models (also known as ROMs) are mathematical proxy models that are proposed
to minimize computational complexity in any model by replacing an existing, sophisticated
mathematical model of a system with a much "simpler" model. The ROM is intended to capture
the main features of the full dynamic system. However, the resolution of the model is reduced in
both time and in space (up-scaled). In other words, the complexity of high-dimensional models is
replaced with smaller dimension model (such as one dimension) which can be achieved only by
trading off the model accuracy for reduced computational time. Nevertheless, the big question is
how can one extract a smaller dimension model that contains all the necessary information from
an original model of larger dimension? (Burkardt et al. 2003)

ROMs can be classified into two types: intrusive ROM and non-intrusive ROM, which are
distinguished by whether the method alters the governing equation or not. The non-intrusive ROM
does not necessitate any prior knowledge of the governing equations that define the system under
consideration. This method does not require any modifications to the simulation software, and the
numerical simulation is considered as a black-box function. These ROMs construct a surrogate
model to approximate the input-output response using a collection of preliminary simulation
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results referred to as samplings. Interpolation or regression is used to create an approximated
model that can be used in place of the full model for computationally costly tasks such as
uncertainty quantification and optimization. Additionally, non-intrusive ROMs require that the
samplings cover the input parameter space efficiently, including uncertain parameters. As the
number of inputs or the dimension of the input space increases, the number of samplings required
to obtain a particular degree of accuracy must increase dramatically. The so-called "curse of
dimensionality" severely limits the application of non-intrusive ROMs to a wide variety of realworld problems involving a large number of input parameters (Chen et al. 2013).

In other hand, intrusive ROM demands a thorough understanding and control of the mathematical
equations that govern the numerical simulation. So, when the source code isn't available, which is
the case with the vast majority of commercial simulators, intrusive ROMs aren't a viable alternative
(Mohaghegh 2018).
In the petroleum engineering literature domain, there are several cases implementing ROM such
as Polynomial Chaos Expansion (PCE) and Proper Orthogonal Decomposition (POD). These
methods are ROM branches that have been used to simplify complex equations in numerical
reservoir simulation. Zhang and Sahinidis (2013a; 2013b; 2013c) built a proxy model using
Polynomial Chaos Expansion (PCE) for uncertainty quantification and injection optimization for
a carbon sequestration project. Their model contained about 1,000 grid blocks in a 2-D
homogeneous and isotopic saline formation. The objective was to quantify the effect of uncertain
parameters (porosity and permeability) on model outputs (pressure and gas saturation). A total of
100 simulations were performed in order to construct PCEs with the order of (d = 3 or 4). In
addition, many PCE models was needed because the PCE model's coefficients were space and time
dependent. Although the authors state that their proposed model takes seconds to execute and the
numerical simulation takes 15 minutes, it is worth noting that their model/PCE was developed for
each grid block and each PCE provides information for only one grid block and at a single time
step, whereas the numerical simulation provides data for all time steps and all grid blocks.

Proper Orthogonal Decomposition (POD) is a model reduction technique that uses "snapshots"
from a forward simulation with the original high-order model to generate low-order models. Van
Doren et al. (2006) used ROMs for production optimization in a waterflooding process. Their
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ROM was built using data from several snapshots of model parameters (pressure and water
saturation distribution) from the original high-order model. In a reduced subspace, their model/
POD was used to summarize the dynamic variability of the full-order reservoir model. They
developed an optimal control methodology for water-flooding of a heterogeneous 2-dimensional
model which contained 2,025 grid blocks and two horizontal wells, one producer, and one injector.
Although using this approach, the number of unknowns was reduced from 4,050 in the high-order
model to a range of (20, 100), however, the run time speedups they achieved were only about a
factor of 1.5. The POD procedure is limited in terms of the speed up it can achieve for non-linear
problems such as high-dimensional subsurface fluid flow in porous media.

Cardoso and Durlofsky (2009) adapted the POD technique to non-linear problems such as optimal
well spacing determination. They accomplished this goal by studying a three-dimensional
waterflooding model with 20,400 grid blocks and six wells (four producers and two injectors) with
varying well bottom hole pressures (BHPs). Along with the POD, they applied a trajectory
piecewise linearization (TPWL) technique to the governing equations employed in the production
optimization computations. While they demonstrated that the final calculations for estimating the
new state vectors can be performed quickly using this method, the preprocessing overhead, which
included running a large number of high-fidelity training simulations and constructing the full
residual and Jacobian matrices for each iteration of the time step, remained computationally
expensive.

The findings of these studies on developing reduced order models via POD indicate the difficulties
associated with using this method for problems exhibiting significant non-linearity. While ROMs
can be used to tackle non-linear problems, their performance significantly degrades when
compared to linear problems (Astrid 2004).
3.1.2 Reduced Physics Models (RPM)
As a special case of the ROMs, Reduced Physics Models is also a mathematical proxy models
which were introduced to meet the time requirements of the proxy models albeit by simplifying
the physics of the problem. The solutions of these models focus on the physics of the problem
rather than the spatial and temporal resolution of the numerical solution to the problem. Because
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of the computational time involved in the use of ROMs, the physics of the models is reduced in
this approach.

A large number of the recent RPM techniques have been applied to numerical modeling of shale
gas production (Wilson and Durlofsky 2012). Wilson and Durlofsky (2012) introduced the reduced
physics technique that had originally included dual porosity, dual permeability, and gas desorption.
Using the RPM approach combined with a tuning adjustment to match the gas production, they
simplified the full-physics into a single porosity/permeability model. The computational time
required to execute the simulation model was significantly reduced. The developed reducedphysics proxy model is a simplified version of the full-physics model that not only considers fewer
physical effects but also contains fewer grid blocks.

In conclusion, despite the significant reduction in computational costs, this approach suffers the
most when applied to complicated situations. It is worth to mention that several assumptions have
already simplified the mathematical description of the underlying physical phenomena in these
complex reservoirs with high heterogeneity. Therefore, any oversimplification of the physical
structure of the system would result in a very unrealistic representation of the system or its
underling physics. Additionally, this approach has never been validated in a large-scale real field,
and all of this approach's applications are limited to academic domains.

3.1.3 Response Surface Methodology (RSM)
Box and Draper (1987) developed the response surface model, which is a set of mathematical and
statistical techniques for establishing an appropriate functional relationship between a response of
interest, y, and a set of associated input variables represented by X1, X2,..., Xn (Khuri and
Mukhopadhyay 2010). The response surface technique is used in numerical reservoir simulation
to establish the relationship between reservoir parameters and simulation responses (such as
saturation or pressure).
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In general, this relationship is unknown but can be approximated by a polynomial model of the
form:
y = f´(xi) * β + ε
(1)
The model (1) is the general form of the response surface functions. It can be first-degree model
(d = 1):
𝑦 = β0 + ∑𝑛𝑖=1 β𝑖 𝑥𝑖 +

ε

(2)

Or equivalently when we have only two variables:
y = β0+β1x1+ β2x2 + Ɛ

(3)

For a second order model (d = 2):

𝑛

𝑦 = β0 + ∑ β𝑖 𝑥𝑖 +
𝑖=1

𝑛

1

∑

β𝑖𝑗 𝑥𝑖 𝑥𝑗 + ∑ β𝑖𝑖 𝑥𝑖2 +

1≤ 𝑖<𝑗≤𝑑

ε

(4)

𝑖=1

Or equivalently when we have two variables:
y= β0+β1x1+ β2x2+ β12x1 x2+ β11x12+ β22x22+ Ɛ

(5)

Where ε is the random experimental error term and β is a vector of unknown constant coefficients
referred to as parameters, and f(x) is a vector function of components composed of powers and
cross-products of powers for the X1, X2,..., Xn up to a specific degree represented by d (Khuri and
Mukhopadhyay 2010).
The main objective for RSM is two-folds:
To identify the optimal selection for x1, x2,..., xn that give the maximum (or minimum) response
across a specified region of interest. And consequently:
Find an approximate relationship between the dependent variable y and the independent variables
x1, x2, …, xn which can be used to predict the response value (or y).
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To obtain this objective, depending on the complexity of the problem and its physics, a series of
experiments (in reservoir engineering term could be a large number of simulations runs) should be
carried out to determine the best relationship between the input (features) and output variables
(response). In addition, to determine the suitable simulation runs for RSM, experimental design
should be performed with various combination range of the inputs.

Consider the following scenario: a series of studies have been carried out with the goal of
determining the significant influence of a variable (factor), such as injection rate (A), at two
different levels: low and high. By measuring the difference between the average response (CO2
saturation or B) of all runs of the experiment at the factor's high level and the average response
(CO2 saturation) of all runs of the experiment at the factor's low level, the factor's primary impact
can be measured. When the difference between two levels of factors is not the same at all levels
of the other factors, it is said that these factors are interacting with one another. In a two-level
experiment where each component can be placed at a low or high level, value would be
“confounded” as it is hard to say which factor is responsible for any change if the factors appear
together only at low/low or high/high. The term confounding denotes a scenario in which the
effects of two elements cannot be separated. By looking at the design, one can observe that they
always change together.
Generally speaking, in statistics, Design of Experiments (DOE) is a set of inputs (factor-value)
combinations that are used to measure or determine their effect on a desired output (or response).
Using a two-level design, for example, each element is assigned its minimum and maximum value
or (-1, +1) in all possible combinations with other factors. Three factors take 23 (2x2x2) or eight
experimental runs, and n factors require 2n factorial design (see Table 1). For a three-level design,
all feasible combinations of factors minimum, intermediate and maximum values or (-1, 0, +1) are
assigned to each element; this design requires 33 (3x3x3) or 27 experimental runs and 3n factorial
design for n-factors. As the number of input features grows, so does the number of experimental
runs exponentially. Following this argument, increasing the number of factors would need an
unreasonably large number of experimental runs.
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Table 1: The 23 Design

Experimental Runs
Experimental Runs #1
Experimental Runs #2
Experimental Runs #3
Experimental Runs #4
Experimental Runs #5
Experimental Runs #6
Experimental Runs #7
Experimental Runs #8

Factor A
-1
+1
-1
+1
-1
+1
-1
+1

Factor B
-1
-1
+1
+1
-1
-1
+1
+1

Factor C
-1
-1
-1
-1
+1
+1
+1
+1

In order to come up with feasible ways to tackle the problem of computational time of DOE,
modified design of experiments is used to reduce the number of the experiments by modifying the
ways in which the interactions between factors are treated (i.e., confounding design). However,
the physics of the problem would be compromised by reducing the number of experiments by
“confounding” higher-order interactions. The greater the number of factors in the model, the more
noticeable this effect becomes.
In conclusion, RSM technique like other traditional proxy models especially suffer when applied
to problems with well-defined underlying physics. One of these well-known issues is the
correlation vs. causation debate. When two variables are related together, it does not mean one is
responsible for the other. Another well-known issue with the use of RSM methods is that they
force the data to follow a pre-defined pattern (typically polynomial) (Mohaghegh 2018). A
predefined functional structure dictates how many variables can be changed at once in
experimental design. With this strategy, it can get as much data as the "one parameter at a time"
method. While there are certain advantages to using RSM, RSM is inherently computationally
expensive, and the resulting proxy model diminishes in quality with increasing the model
complexity and physics of the problem.
These so-called traditional proxy models are unlikely to be successful in the discipline.
Additionally, as previously stated, the majority of these methods have been applied mainly to
academic settings involving a small number of wells and low-dimension problems. The real
challenge will be when they undertake to demonstrate these methodologies' capabilities by
developing proxies for full-field industry-based numerical reservoir models with hundreds of wells
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and millions of grid blocks, such as the models developed by Mohaghegh (Mohaghegh 2018;
Mohaghegh et al. 2015).
After examining all of these strategies, engineers and scientists must determine the trade-offs they
are willing to accept in order to come up with a solution. With recent technological and software
breakthroughs, a persuasive argument can be made for automatic data-driven techniques such as
Machine Learning. Over the previous three decades, machine learning has established itself as a
pillar of information technology. Machine learning's fundamental goal is to generalize beyond the
instances in the training set. For several years, the oil industry has needed proxy models that can
generate a meaningful representation of an existing full-physics and complex system which can be
implemented computationally efficiently. In the following section, we will review a class of proxy
models that are constructed using AI and machine learning technologies and are purely datadriven, capturing the physics hidden in the data solely through the data itself, without manipulating
any governing equations of physics, or sacrificing accuracy to meet computational requirements,
in contrast to the traditional proxy models discussed in previous sections.
3.2 Smart Proxy Model (Artificial Intelligence Approach)
Today, the development of proxies for numerical simulation models has undergone a paradigm
shift thanks to Smart Proxy Modeling technology introduced by Mohaghegh (Mohaghegh 2006a,
2006b; 2006c). Smart Proxy Model (or SPM) is also a proxy model for numerical reservoir models;
however, its approaches are based on Artificial Intelligence (AI), Machine Learning (ML), and
Data Mining (DM) techniques. In fact, the reason why this class of proxy models are called
“Smart”, is because its approach to solve the problem is driven by AI and ML which are inspired
by the human intelligence to learn and solve a complex problem. As mentioned, the SPM’s
technique does not require any reduction in physics or in space and temporal resolution. Smart
Proxy Models are high-fidelity reservoir approximations capable of accurately replicating the
outputs of full-field numerical models as a result of changes to all input parameters (reservoir
characteristics and operational limitations) in seconds. It combines reservoir engineering domain
expertise with data mining and machine learning technologies.
Smart Proxy Modeling (also known as surrogate reservoir modeling) is a computationally efficient
alternative to numerical simulation (Mohaghegh 2018). Once developed, a Smart Proxy Model is
deployed to generate complete (at every grid block) results of a Numerical Reservoir Simulation
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in a few seconds. Even though the SPMs cannot exactly duplicate the numerical simulation results,
the outputs presented have a very acceptable range of error (in some cases strikingly similar)
compared for the time required to run these models. These models are substantially more useful
now that they generate simulation results in seconds rather than hours or days (Amini et al. 2014;
Alenezi and Mohaghegh 2017; Mohaghegh 2015; Mohaghegh et al. 2015; Gholami et al, 2019).
Depending on the model's purpose or output, SPMs can be classified as well-based (Mohaghegh
et al. 2012; Shahkarami et al. 2014) or grid-based (Gholami et al. 2019; Alenezi and Mohaghegh
2017). While there have been several research studies for well-based proxy modeling, there are
very few studies in the literature for dynamic grid-based proxy modeling for compositional
simulations such as CO2 sequestration into saline aquifers.
SPM has been used and validated in many case studies (Shahkarami et al. 2014; Mohaghegh 2014;
Mohaghegh 2011; Mohaghegh et al. 2009a; Amini et al. 2014; Jalali et al. 2009). The goal of a
well-based SPM is to simulate the reservoir response in terms of production at the well location
(or injection). The grid-based SPM, on the other hand, allows the user to mimic any dynamic
parameters of the reservoir, such as pressure, phase saturations, or fluid component composition,
at any time or location (grid block).
The technology was first used on shale gas by Kalantari et al. (2011). The Smart Proxy Model was
able to estimate the shale reservoir production profile with reasonable accuracy. Mohaghegh et al.
(2012) proposed the first “Smart Proxy Model” developed on a conventional oil field at the gritblock level, away from the well. A huge oil field in the Middle East (Saudi Arabia) with a large
number of wells was used. In comparison to traditional simulation methodologies, the grid-based
Smart Proxy Model was able to capture pressure and saturation changes across the reservoir with
great accuracy. For a CO2 sequestration project, Amini et al. (2014) presented a grid-based smart
proxy model which was utilized to generate the output of gas saturation at the grid level with the
least amount of error when compared to the numerical model with a CO2 injection in the reservoir.
Gholami (2014) was able to create a smart proxy model for optimizing reservoir injection. Their
study concluded that Smart Proxy Modeling is computationally more feasible method for reservoir
simulation than the numerical reservoir simulation.
In another study in the SACROC unit field in Scurry County, Texas, Alenezi and Mohaghegh
(2017) applied Smart Proxy Modeling at the grid block level. They concentrated on using a cascade
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training and validation method, in which the inputs for each time step were derived from the output
of the preceding time step until the final time step was achieved (except for the first-time step)
(Alenezi 2017). This feature allowed the smart proxy model to feed itself dynamic data sources.
The production performance's complexity and geological characterization make it a perfect choice
for testing Smart Proxy performance. Multiple reservoir simulation scenarios were required to
construct a smart proxy model. These scenarios were created for varied operational constraints and
geological realizations. To create the spatial-temporal database for the SPM, geological parameters
and results from the selected simulation runs were collected. Key performance indicators and
petroleum engineering domain expertise were employed to choose the input parameters and to
pick the data needed to develop the smart proxy model. After training model, it was used on a
blind run to validate the SPM model. Another grid-based SPM model was created to construct the
well-production profile in order to get a better sense of field performance. Both smart proxy models
produced very accurate results.
The unique characteristics of this approach is to properly duplicate the pressure and saturation
distribution throughout the reservoir at the grid block level and at each time step without sacrificing
the physics or resolution of the original numerical simulation model. Understanding the amount of
pressure and saturation variations across the geological formation utilized for CO2 storage,
particularly beyond the injection wells, is critical in the design of numerous reservoir engineering
procedures involved with CO2 geological storage. Getting this goal accomplished requires
combination of reservoir engineering and reservoir modeling domains with machine learning and
data mining in SPM (Smart Proxy Modeling). The technology aims to learn the mechanics of fluid
flow in porous media from numerical simulation model data in order to replicate the results of
different scenarios. This is a key feature of SPM.
In this study, a dynamic smart grid-based proxy model is developed to generate complete results
of a numerical reservoir simulation (CMG’s GEM) in a few seconds for multiple timesteps (hence
dynamic) during CO2 injection and post injection. In a Dynamic Smart Proxy Modeling, the
pressure distribution and CO2 Saturation are predicted for every time-step in the simulation run
using a Cascading Prediction approach. In Cascading Prediction approach, prediction from
previous time step is used as input to predict the current time step.
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Chapter 4 Reservoir Simulation Modeling
Understanding the fluid behavior through the porous media in subsurface reservoirs requires
building a reservoir simulation based on geological and petrophysical parameters. The reservoir
model development process used in this work is described in detail in the sections below.
4.1 Reservoir Geological Structures Description: The Base model
The initial stage in this research was the construction of a base numerical reservoir simulation
model to simulate CO2 injection into the saline formation. A detailed and relatively complex
picture of the subsurface geology has been generated for reservoir simulation modeling based on
petrophysical property distribution of porosity and permeability. Computer Modeling Group
(CMG) software was used to create the reservoir models. The reservoir model was planned to
represent a hypothetical, heterogeneous reservoir with properties that vary spatially between and
within layers.
The reservoir model's structure, such as the top, bottom, and layer thickness, was obtained from a
history match model created at WVU previously (Haghighat 2015) on the Citronelle field, a saline
reservoir located in Mobile County (Alabama, US). The thickness varies within and across layers
which introduces various levels of heterogeneity into the reservoir simulation model. Such a
scenario is more realistic and would make the application of this study more useful (see Figures 4
and 5). The model consists of 125 x 125 grid blocks in X and Y directions. In addition, the model's
geological structure includes 65 layers in the Z direction, 51 of which were sand layers that were
interbedded with 14 shale or impermeable layers at the top, middle, and bottom of the reservoir
model. The layers 5 to 28 define the Upper Aquifer, and layers 35 to 61 define the Lower Aquifer
part of the simulation model. The reservoir structure and well locations are depicted in Figures 4
and 5.
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.
Figure 4: Cross-sectional view for the reservoir model. The position of the shale and sand layers can also
be seen in grey and white, respectively.

Figure 5: 3D View for the Reservoir Model Geometry and the relative position of each injection well.
Note each layer's thickness is different across the depth.
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4.2 Geological Reservoir Realizations Development
To develop the Smart Proxy Model, algorithms in ANN must be trained on large volumes of data
to learn the complex patterns of the fluid in the numerical reservoir simulation. Two parameters
were considered as variables to be explored in more detail while designing the numerical reservoir
simulations. These were (1) Porosity and (2) Permeability distribution. Gaussian Geostatistical
Simulation was used to create different porosity distributions for the geological realizations. Thus,
in addition to the previously built original geological model (base model), a few different
geological realizations (19 realizations) were developed with varying geological properties such
as porosity and permeability. However, the geological realizations share the same general porosity
distribution pattern with the same range of values, with distinct and different distributions. The
goal of these models was to simulate a plausible, hypothetical heterogeneous reservoir with
reservoir attributes that differ spatially between each layer.
Figures 6 and 7 demonstrate the porosity distribution map of layers number 5 and 50 for all the 20
realizations used in this study. It can be noticed that at the northwest of the reservoir, all the
realizations, in general, have a high porosity distribution; however, no two realizations are
identical in their porosity distribution. Additional maps of porosity distributions are presented in
Appendix.

Figure 6: Porosity Distribution of layer# 5 for the 20 realizations
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Figure 7: Porosity Distribution of layer# 50 for the 20 realizations

Directed permeability measurements are expensive and difficult to obtain, in contrast to porosity
data measurement methods, which are inexpensive. As a result, porosity-permeability correlations
are commonly used to calculate permeability. By analyzing the porosity and permeability data
from Haghighat (2015), it was found that there are at least 4 permeability groups present in the
reservoir model. Such rock permeability classifications were defined as: ‘Very Conductive Perm,’
‘Conductive perm,’ ‘Average Perm,’ and ‘Tight Perm.’ To generate meaningful and yet different
permeability data, the porosity-permeability correlations were used to populate values of
permeabilities at each grid cell in the model (Error! Reference source not found.). As a result, I
n the top portion of the Upper Aquifer, a highly conductive permeability correlation was found for
the top 8 sand layers. In contrast, an average conductive permeability correlation was defined for
the lower 16 sand layers. Similarly, the layers in the Lower Aquifer formation were considered as
Conductive Perm and Tight Perm correlations. As such, the 65 layer model described above can
be simplified into two main reservoir intervals (the top with a high permeability upper layer and
an intermediate permeability middle layer, and the bottom with a single relatively low permeability
layer) interbedded with three very low permeability shale formations that serve as barriers to
vertical gas migration.
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The porosity data ranged from 0.01 to 0.184, and the permeability data ranged from 1e-006 to 544
md across all the 20 realizations. To have a seal for the CO2, the shale layers were assigned a low
fixed value of 0.01 for their porosity and very low 1e-006 md for their permeability values. The
permeability in the I and J directions was assumed to be the same. However, based on experience
in geological formations, it was decided to use a permeability anisotropy (Kv/Kh).
By plotting porosity and the derived permeability data, at least 4 rock types could be observed.
Therefore, 4 static rock types, each consisting of a certain number of layers, could be created
(Figure 9 and 9).

Figure 8: Classification of four rock types
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Figure 9: Classification of at least four rock types and their respective position in the simulation model

Table 2: Classification and generation of permeability data based on porosity data

Permeability classification
Very conductive Perm
Conductive Perm
Average Perm
Tight Perm

Formula to generate permeability
9.9564 * EXP (21.749 * Porosity)
0.826 * EXP (28.18 * Porosity)
0.646 * EXP (21.871 * Porosity)
0.2533 * EXP (22.369 * Porosity)

For all the 20 realizations, the permeability distributions were then generated based on their
respective porosity distribution and range of the porosity data. Figure 10 and Figure 11
demonstrate permeability distribution of respective layers # 5 and 50 in I direction.
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Figure 10: Permeability I Distribution of layer# 5 for the 20 realizations
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Figure 11: Permeability I Distribution of layer# 50 for the 20 realizations

A significant aspect of fluid flow in porous media is determined by how each phase flows with
respect to the other phase. This concept is known as relative permeability. Due to their impact on
reservoir simulation results, proper relative permeability values are required. However, because
CO2 sequestration in saline aquifers is a new research area, no relevant laboratory studies using
actual cores have been conducted to date to obtain these curves. Therefore, saturation and relative
permeability tables from the literature for CO2-water systems were used to circumvent this
constraint (Bennion and Bachu, 2005). This project's tables correspond to the deep Basal Cambrian
Sandstone aquifer in the Wabamun Lake area southwest of Edmonton, Alberta, Canada. The
relative permeability curves employed in the reservoir simulation are provided in (Figure 12).
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Figure 12: Relative permeability curve used in the simulation study

Other model parameters and constraints are presented in Error! Reference source not found. as a
summary. This list of the properties represents average reservoir properties from the two reservoir
formations described previously. Model parameter data for the three very tight interbedded sealing
intervals (on the top, bottom, and between two reservoir formations) are not shown. The saline
formation was assumed to be a close flow boundary reservoir. Volume modifiers of 1E+5 were
used in the edge blocks to reduce the effect of the lateral boundaries.

It is important to note that these parameters, including the relative permeability curve, were kept
constant across the 20 realizations. The only data that was different across each realization is
porosity, permeability and transmissibility.
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Table 3:Reservoir Parameters and Properties

Parameter

Temperature (°F)

Value
3D
distribution
3D
distribution
230

Parameter

Value

Water density (lb/ft3)

62

Water viscosity (cp)

0.26

Water compressibility (1/psi)

3.20E-06

Salinity (ppm)

100,000

Datum depth

9416 ft

Residual gas saturation

0.22

Pressure reference (psi)

4,370

Irreducible water saturation

0.3

Injection well BHP (psi)

5,500

Fracture pressure gradient (psi/ft)

0.7

Porosity
Permeability (md)

4.3 Reservoir Simulation
The GEM simulator from the Computer Modeling Group (CMG) was used for numerical reservoir
simulation part of this study. GEM is a sophisticated general equation of state compositional
simulator with features including equation of state, dual porosity, CO2, miscible gases, volatile oil,
gas condensate, horizontal wells, well management, complex phase behavior, and more. This study
used the CO2 module of the simulator to replicate CO2 injection and sequestration into an aquifer
formation, as well as aqueous phase chemical reactions, mineral precipitation, and dissolution.
Modeling CO2 storage in saline aquifers entails solving the component transport equations, the
equations for thermodynamic equilibrium between the gas and the aqueous phase, and the
geochemistry equations, which involve reactions between the aqueous species and mineral
precipitation and dissolution.
There are two methods for solving the coupled system of equations: the sequential solution method
and the simultaneous solution method. The flow equations and chemical equilibrium equations are
solved individually and consecutively in the sequential solution approach. Between the two
systems, iterations are applied until convergence is obtained. With Newton's method, the
simultaneous solution approach solves all equations at the same time. The fully-coupled approach
is another name for the simultaneous solution approach. In the GEM simulator, the fully-coupled
methodology is utilized to model CO2 storage in saline aquifers (User's Guide Computer Modeling
Group, 2009). The equation of state compositional and greenhouse gas simulator with the
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geochemical option is used in the simulation and modeling methodologies for solubility, residual
gas, and mineral trapping (Nghiem 2004).
4.3.1 CO2 Injection Design (Number of Injector, Injection Time)
As mentioned previously, there are 4 vertical injection wells in the reservoir simulation model.
These injection wells were perforated and completed in all the 51 sand layers (both within the
Upper and Lower Aquifer formations). The injection scheme was designed to operate under two
primary and secondary constraints. The well-level primary Bottom Hole Pressure and a grouplevel secondary constrain of Max Injection Rate. These operational constraints of group rate and
bottom-hole pressure (BHP) for CO2 injection well are 1.5 million cubic feet/day (standard
condition at surface) equivalent to 2.48 MT/Year, and 5,500 psi respectively. The maximum
allowable BHP of 5,500 psi was selected based on an assumed 10% buffer from the reservoir
fracture pressure. The BHP constrains was designed under the action “CONT REPEAT” meaning
that when a constraint is violated in the simulation, the simulation will repeat the same time step
but now by changing to the second constraint entered and then avoid any violation, while the
group-level constraints of max injection rate action was designed with only “CONT”, meaning
that if the constraint is violated, the simulation will continue, but for the next time step, it would
change the constraint to the second constraints entered. The injection began on January 1, 2020
and will last 30 years until January 1, 2050. The post injection monitoring is designed to start from
January 1, 2050 up to January 1, 2320 for a period of 270 years. The total injection and postinjection scheme is 300 years (Figure 13).

Figure 13: Injection and post-injection timesteps used in the simulation study

33

Chapter 5 Dynamic Smart Proxy Modeling
Dynamic Smart Proxy Model is a data-driven machine learning model capable of replicating the
outputs of a complex reservoir simulation model for every step in a very short amount of time with
high accuracy. In addition, the Dynamic Smart Proxy model is grid-based. In other words, it was
designed to replicate the pressure and CO2 saturation for every grid block in the reservoir
simulation. The Dynamic Smart Proxy Model is useful for various tasks, including assisted history
matching, uncertainty analysis and quantification, and production/injection optimization. To
develop the Dynamic Smart Proxy Model, algorithms in Artificial Neural Networks (ANN) of the
Smart Proxy must be trained on large volumes of data to learn the complex patterns of the fluid in
the Numerical reservoir simulation. This chapter is intended to briefly describe the steps taken to
develop the dynamic Smart Proxy in this project.
The following workflow was adopted for this research (Figure 14). In this chapter, each of these
steps is briefly explained.

Figure 14: The used workflow for SPM in this study
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5.1 Design Predictive Dynamic (Multi-Time Steps) Smart Proxy Model
As previously stated, the focus of this project is to build Dynamic Smart Proxy Model that can be
employed to predict Pressure and CO2 saturation for every time step in the simulation. Therefore,
two ANN Models were constructed to attain this objective. These two models have been designed
to be interconnected with each other. The flowchart below interprets the two ANN Models notion
(Figure 15).

Static Parameters +
Pressure (t-∆t)

ANN 1

Pressure (t)

Static Parameters +
Pressure (t)+ SCO2 (t-∆t)

ANN 2

SCO2 (t)

Figure 15: Flowcahrt shows the design of the two ANNs of the Smart Proxy Model

The input of the first ANN Model (ANN 1) includes Static Parameters and Pressure at time step (t
- ∆t), whereas the output of this Model is Pressure at time step (t). The static parameters, which
will be described in detail in the next sections, are these parameters that do not change during
different time steps. The second ANN Model (ANN 2) used the predicted Pressure from AAN 1
at time step (t) as input along with Static Parameters and CO2 Saturation at time step (t - ∆t) to
predict CO2 Saturation at time step (t). The pressure and the SCO2 at time step (t - ∆t) plus the Static
Parameters can be used as input to the ANNs to predict the pressure and SCO2 at time step (t). This
process is called cascading, and it can be continued to predict multiple time steps.
Because of the large amount of data generated from the numerical reservoir simulation during
injection and post-injection, the time steps data were divided into 5 categories to better handle the
data. These categories were created for injections and post-injection monthly, yearly, decade, and
every 50-year basis. The yearly timestep bin was used for both the SPM-2 and SPM-3 (Figure 16).
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Dynamic Smart Proxy Models (SPM) for each category were constructed and trained
independently, with the latest timestep of each SPM serving as an input for the next SPM. In
addition, in each individual SPM, the output of each previous timestep in addition to the static data
served as an input for the next timestep. This cascade technique is used to train the neural network
model to predict the numerical simulation outcomes sequentially at all timesteps without the
requirement to obtain the predicted previous timestep of the numerical simulation output. Rather
than that, the SPM forecasts the next timestep using the predicted output as input. It's worth noting
that the cascade process can yield simulation outputs at any timestep without the need to have the
numerical reservoir simulation output. This is not the case for the non-cascading processes used in
other studies.

Figure 16: Dividing the entire timestep into smaller categories
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5.2 Data Preparation for ANN
Following the design of the numerical reservoir simulation runs presented in the previous chapter,
the following step was to run them and extract all of the essential data from each. These extracted
data are used to create the spatio-temporal database that will serve as the smart proxy model's
foundation. The twenty simulation runs that were designed and executed to develop the smart
proxy generates a very large number of records. The size of the generated data exceeded 1.25 TB.
To build a reliable model in Artificial Neural Network, domain knowledge must be employed to
build the dataset. In other words, the data must be prepared to best expose the structure of the
problem to the machine learning algorithm. Therefore, understanding the physics and flow
behavior of the fluid in the reservoir model is the key to building a suitable dataset for the Smart
Proxy. In this project, the reservoir parameters have been analyzed and quality-checked thoroughly
at each time step and layer to understand how each parameter interacts with each other. In addition,
some important features are generated, which significantly improve the accuracy of the Smart
Proxy Models. The dataset preparation carries a lot of weight in the development of an SRM. This
dataset will be used to teach the SRM about the reservoir, and it should essentially explain the
concepts of the reservoir's "physics" and the specific situation at hand. The integrity of the SRM's
output is reliant on the input's integrity. The use of faulty and inaccurate data in a model will result
in misleading information. It is impossible to expect SRM to have positive outcomes if it has not
been adequately taught. As a result, besides data mining expertise, a reservoir engineering
understanding is a must for constructing an SRM.
5.2.1 Data Processing
Many raw data (outputs and inputs) from the numerical reservoir simulation runs (CMG) were
processed and then translated into a readable form. This procedure begins with Python reading the
simulation output/input and then extracting and storing any useful data in a specific format. This
may appear to be a simple task at first. Still, it necessitates a significant amount of computation
time and a thorough understanding of the useful reservoir simulation data. It is not easy to choose
the input parameters that will be utilized to train a neural network from the variables (possible
inputs) that have been assimilated into the database. A database created for a project typically
contains many parameters, all of which might be used as input parameters for the neural networks
that will be trained for the data-driven model. Static and dynamic characteristics, as well as
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equivalent data for multiple offset wells, are included. These values are stored as columns in a flatfile for input to train data-driven models (neural networks). The next section gives more
information about how to develop the best input data used for ANN models.
5.2.2 Feature Engineering
When developing a predictive model using machine learning modeling, feature engineering refers
to the process of leveraging domain expertise to choose and convert the most important variables
from raw data. In addition, the purpose of feature engineering and selection is to make machine
learning (ML) algorithms perform better by teaching them reservoir engineering knowledge using
the data from the numerical simulation model. In this project, feature engineering provides features
or information to machine learning to learn the mechanics of fluid flow in the porous media.
The neural networks are not trained using all the parameters included in the database. Limiting the
number of parameters utilized to design (train, calibrate, and validate) a neural network is
advisable. This limitation of the input parameters should not be regarded as the other parameters
not impacting the model's output formation or calculation. Using some parameters to develop the
data-driven model and the deletion of others indicates that a subset of the parameters plays such a
significant role in determining the model output that they overshadow (or sometimes implicitly
express) the impact of others. To put it another way, a model can be built utilizing only these
parameters while ignoring the rest. Some key features related to reservoir characteristics and fluid
flow were extracted from the raw data in this study. There are also features generated using
reservoir engineering domain expertise, such as distance from focal cell to injectors, distance from
focal cell to the boundary, and tier system. The process of picking the parameters that must be
utilized as input to the model must satisfy the following three criteria, according to experience
with constructing successful data-driven models and were followed according to the guidelines
presented in Mohaghegh (2018).
In this study, several static attributes were feature-engineered to apply domain expertise to the
ANN. These features, such as Tier Features and Distance related Features, are discussed more in
the following sections.
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4.2.2.1 Static Reservoir Features
The static features or data that do not change over time include reservoir characteristics for the
focal cells and neighboring cells. These data may be porosity, permeability, thickness, grid top,
and location of the cells.
4.2.2.2 Dynamic Reservoir Features
The dynamic data alter with time and derive from two domains. The well domain data, including
injection rates and well BHP, is the first domain. The grid-block domain includes grid-base
variables, such as reservoir pressure and CO2 saturation.
4.2.2.3 Tier System Features
The pressure and saturation of every focal cell in a numerical reservoir simulation is influenced by
the pressure and saturation of the surrounding cells. As a result, the ANN Model should not only
learn from the focal cell, but also from the tier cells that surround it. Each focal cell is encircled
by three tiers: tier 1, tier 2, and tier 3, which correspond to cells in surface, line, and point contact,
respectively.
In this approach, tier 1 and tier 2 are used to build the dataset of the ANN Model. Tier 1 includes
6 faced contact cells, whereas tire 2 comprises 12-line contact cells, therefore, the features of 18
surrounding cells are used as input data to the ANN Model. Figure 17 shows tier 1 (faced contact
cells) where the focal cell is surrounded by 6 face contact cells. The same figure demonstrates tier
1 and tier 2.
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Figure 17: Focal grid block with its neighboring blocks

4.2.2.4 Coordinate and Distance-related System Features
To provide sufficient information to the ANN model to learn the behavior of each cell in the
system, the location of each cell should be uniquely determined and used as input to the ANN
Model. The location of each cell in the reservoir simulation model can be represented by
calculating the distance of each cell to the reservoir model boundary (which includes distance to
top, bottom, east, west, north, and south boundary). In addition, the three indexing of each cell (i,
j, and k) is used to identify each cell’s location. Moreover, a unique number (cell ID) for each cell
in the reservoir simulation model was also provided as input to the ANN to help identify the unique
location for each cell.
Along with the determined distances between the position of each cell and the reservoir model
boundaries, it was necessary to teach the NN the relative location of each cell in relation to the
injection wells based on the order of their proximity (distance to 1st closet injector, distance to 2nd
closet injector, etc.). This information was added as an additional feature to teach the NN the
relative importance of each cell’s location with respect to the CO2 injection source (Figure 18).
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Figure 18: Distance to the boundary and injection wells from the Focal Cell

5.3 Spatio-Temporal Dataset Construction
The spatio-temporal dataset refers to the dataset that contains both space and time parameters for
the interested area of study. In this project, the geological features and generated features and
simulation outputs were collected to build the spatio-temporal dataset. The Smart Proxy is then
taught the principles of fluid flow through porous media and the complexities of the heterogeneous
reservoir represented by the geological model and its impact on fluid flow and pressure changes
in the reservoir using the developed spatio-temporal database. Using a methodical approach to run
design aids in getting the most information while reducing computational time. In the spatiotemporal database, the records/samples or realizations in a dataset are represented by the rows,
while the features or attributes are represented by the columns.
Each numerical reservoir simulation run generates more than one million records (number of grid
cells) for each time-step. Because there are a total of 115 time-steps in the simulation program
designed in this study, the total amount of records in the spatio-temporal database will be more
than 115 million records. The static and dynamic features of a particular grid block in a specific
run and time-step are represented by each record in the spatio-temporal database.
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5.4 Data Partitioning
The development data for each SPM is randomly divided into three sections: training, calibration,
and validation in the following manner: 80% Training, 10% Validation, and 10% Calibration. The
training dataset is, by far, the largest of the three components. This is the information utilized to
train the neural network and establish correlations between input and output parameters.
Everything that a data-driven model needs to learn must be included in the training dataset. It's
important to remember that the range of parameters determines the applicability of the data-driven
model as they exist in the training set. For example, suppose the permeability range in the training
set is 2 to 200 mD. In that case, the data-driven model is unlikely to perform well for a data record
with permeability values less than 2 mD and greater than 200 mD. This is owing to the well-known
fact that most machine-learning algorithms, including neural networks, have strong interpolative
capabilities, even when the relationship between input parameters and output(s) is substantially
non-linear.
The training data is used to train the ANN, while the calibration data examines the ANN's
performance during the training phase. The trained ANN is validated using the Validation set after
the training procedure is completed. Because the network is only as good as its prediction of the
calibration dataset (a randomly selected dataset that is a blind dataset), the calibration dataset acts
as a watchdog that monitors the training process and decides when to end it. Furthermore, four of
the reservoir simulation runs were chosen to be blind runs. These blind runs are never used during
the training process; instead, they are saved for development, assuming these are new reservoir
simulation runs (Figure 19).
The validation is the last but possibly most significant dataset (segment). This dataset has no
bearing on the neural network's training or calibration. It was deliberately chosen and placed aside
from the start to be used as a blind dataset, and it waits on the sidelines and does nothing until the
training is over. This blind dataset verifies the trained neural network's generalization ability.
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Figure 19: Data partitioning and blind runs used in this study

5.5 Structure and Topology of Artificial Neural Network
A variety of parameters governs a neural network's structure and topology, and it can theoretically
take on an endless number of different shapes. However, almost all of them consider a variety of
variables, including the number of hidden layers, the number of hidden neurons in each hidden
layer, the activation functions combined, and the nature of the connections between neurons. The
goal of this part is to briefly describe some of the most common structures, focusing on those that
have proven to be successful when employed in the construction of data-driven models for oil and
gas applications. In terms of neuron connection, fully connected neural networks are the
architectures that have been employed most successfully in data-driven models. Each input neuron
is connected to each hidden neuron, and each hidden neuron is connected to the output neuron in
the same manner; this is referred to as a fully connected network, as seen in Figure 20.
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Figure 20: A fully connected neural network with one hidden layer that includes 80 hidden neurons, 50
input neurons and one output neuron.

In this study, only one hidden layer was used to build the NNs. This design is the most basic and
widely used sort of neural network for the building of Smart Proxy data-driven models. This is
referred as a fully linked three-layer neural network. The input layer, the hidden layer, and the
output layer are the three layers. Furthermore, while the output layer can have several output
neurons, our experience with data-driven models has shown that, with the exception of a few
special cases, a single output neuron in the output layer performs best. The collective experience
of the WVU LEADS (Laboratory for Engineering Application of Data Science) has demonstrated
that the quality and information content of the spatio-temporal database, rather than the topology
or structure of the neural network, determine the prospect of successfully a data-driven model.
After the structure of the neural network has been specified, the learning algorithm must be chosen.
"Error back-propagation" (Haykin 2009) (or just "back-propagation") is by far the most prevalent
learning (training) algorithm. The network creates a sequence of outputs based on current weight
values (strength of connections between neurons - synaptic connections) and compares its
calculated outputs for all records with actual (measured) outputs (what it is aiming to match) in
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this learning method. The computed error between the network output and the observed values
(also known as the target) is then back-propagated throughout the network structure with the goal
of changing the synaptic weights between neurons as a function of the determined error size. This
process is repeated until the network performance is no longer improved by the back-propagation
of the mistake and the change of the connection weights.
The hyperparameters for each neural network were tuned based on the size of its spatio-temporal
dataset and the initial observation of the training process. Some hyperparameters, including but
not limited to learning rate, number of neurons in hidden layers, and activation function, have been
found to have a significant impact on the training performance of any of those neural networks.
However, hyperparameters' tuning largely depends on the nature and scope of the problem and the
data, and it is driven by machine learning engineer level of experience. Table 4 below shows a
sample of hyperparameters used for one of the NNs (CO2 SPM) in this study.

Table 4: Typical hyperparameters used in this study for one of the ANNs

Hyperparameters
# Hidden Layers
# Neuron in Hidden Layer
Learning Rate
Activation Function (Input Layer-Hidden Layer)
Activation Function (Hidden Layer-Output Layer)
# Epoch
Batch size

Values\ Type
1
1000
0.001
Rectified Linear Unit (ReLU)
Sigmoid Function
1000000 \ stop based or stop-criteria
50,000

The term "input layer" refers to the first layer of a neural network that holds the neural network's
inputs. The output layer is in charge of generating the final outcome. Between the input and output
layers lies a hidden layer that comprises a defined number of neurons known as Neuron in
Hidden Layer. The learning rate determines the step size at each iteration while heading toward
the minimum of a loss function. The activation function determines whether or not a neuron
should be activated by calculating a weighted sum and then adding bias. The activation function's
purpose is to introduce non-linearity into a neuron's output by using simpler mathematical
operations. Figure 21 demonstrates three of the commonly used activation functions in this
project.
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Figure 21 Schematics of different Activation Functions used in NNs (source: Dishashree Gupta 2020)

Once the neural network has processed all of the data records in a training set and the error between
the neural network output and the actual output has been determined, an epoch of training has been
finished. In other words, the epoch refers to the process by which an ENTIRE training dataset is
passed forward and backward through the neural network ONCE. In general, there are stopping
criteria that determines when the training process should be stopped. The training process stops
when the error between predicted and actual output is less than a pre-determined threshold. During
the training process, the training data can be divided into smaller chunks of data called batch size.
As example, assume there are 1000 samples to train a neural network with. Let's say the batch size
is set to 10 samples. This means that 10 samples will be passed to the neural network as a group,
or batch, at the same time. Given that each epoch represents a single pass of all training samples
across the network, completing one epoch will require 100 batches. The 1000 samples are divided
by ten batch sizes, yielding a total of 100 batches. The reason for implementing batch size is that
in some cases, due to the size of the training dataset, it is not possible to pass it all to the neural
network at once. Additionally, it can be used as an additional parameter that contributes in the
neural network's training process.
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5.6 Training Process of Artificial Neural Network
Once the neural networks have been built and developed, the training process is started using the
training data. The hyperparameters for the ANNs were tuned for each neural network separately.
The neural network is designed to stop the training when there is more improvements in the
predicted performance which was based on the stopping criteria. Due to the large size of the data,
the high-power computing (HPC) with multi-GPUs were employed to facilitate processing of the
training computational requirements. In addition, the calibration dataset is used to guide the neural
network when is the best time to stop training and therefore save the best fitted model to be used
in the deployment stage.
A neural network that is extremely accurate on the training set is called an over-trained model. It
means that it has learned all of the training records and has little predictive power. This is the
process that is commonly referred to as over-training or over-fitting and is referred to as
"memorization" in artificial intelligence jargon, and it must be avoided. An over-trained neural
network memorizes the data in the training set and can virtually similarly repeat the output values
without learning their patterns. As a result, it will be unable to generalize and anticipate the
outcome of new datasets. One of the roles of the calibration dataset is to prevent over-training.
Observing network behavior during the training process is an excellent way to figure out whether
the neural network is on its way towards a solution or not.
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5.7 Error Measurements
The proposed smart proxy model is validated using a validation dataset. It is critical to determine
the model's precision in relation to the blind set. The precision is determined in this study by
calculating the difference between the numerical simulator output and the smart proxy model
output. The error should be assessed at each grid block because the built smart proxy generates
output at each grid block. Depending on the type of the output data, different error calculation
formulas are utilized. The following error formula is used for the pressure output:

Absolute Error Percentage = [(absolute (Artificial Neural Network Output - Numerical Simulator
Output)) / Numerical Simulator Output] * 100

The nature of data for CO2 saturation data is different. Because the values of saturation are
always between 0 and 1, the error formula is as follows:
Absolute Error Percentage = [(absolute (Artificial Neural Network Output - Numerical Simulator
Output))] * 100

In addition, because CO2 plume extension is a primary focus of any CO2 sequestration, the plume's
shape was also presented in this dissertation. The CO2 values were classified into two categories:
"0" and "1" to demonstrate the shape and to assist in visualization. Cells that are saturated with
less than 10 percent CO2 are assigned a value of “0”, whereas cells that are saturated with more
than 10 percent CO2 are assigned a value of “1”. This was done for both CMG and SPM results.
The error was calculated as follows:

Absolute Error (or Predication Accurcy) = absolute (Artificial Neural Network Output - Numerical
Simulator Output)
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5.8 Validation of the trained ANN with validation dataset
After the neural network has been trained to satisfaction, the next phase of Smart Proxy
development is to validate through using validation datasets. As indicated previously, the
validation dataset was never used during training; rather, it is used once training is complete and
prior to deploying the Smart Proxy on completely new simulation runs.
5.9 Smart Proxy Deployment
Once the training processes are completed for all the SPMs (both pressure and saturation models),
the models were calibrated and validated in order to internally test the performance of the SPMs.
When the performance of the trained NN has been reached satisfactory level (determined by
stopping criteria), the deployment process is initiated using the blind validation dataset, which
consists of four numerical simulations that have never been used during the neural network's
training (Figure 22). These four blind runs are as follows: Blind Run 5, Blind Run 9, Blind Run
13, and Blind Run 17.
In the deployment process, the SPM-Pressure was connected to the SPM-Saturation for each SPM
category (SPM 1 to SPM 5). This connected neural network design made use of the cascading
mechanism described in Section 4.1. In other words, during this deployment process, the CO2 and
pressure SPMs were coupled to forecast the following time step's outputs. Additionally, each of
them utilized a cascade process to generate the output for all time steps. This cascade procedure
was deployed on brand-new realization runs (blind validation runs). It must be underlined that the
neural network had never seen the blind-validation runs throughout any step of the model's training
and development. Furthermore, one of the training simulation runs was used to evaluate the
performance of the model outcome in closer detail. This step is an additional check for a better
understanding of the mechanism and behavior of the trained neural network. The result of this
training comparison is provided in Appendix.
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Figure 22: Training, Evaluation, and Deployment processes
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Chapter 6 Results and Discussions
The purpose of this chapter is to present the outcomes of blind runs that generated by SPM. As
mentioned before, the blind runs have never been used in the training process, in other words, they
are new simulation runs that were deployed on the developed Dynamic Smart Proxy model to
generate the outcomes at the grid block level and at each time-step in the reservoir simulation
model. To validate the predictive capabilities and robustness of the Smart proxy results, the CMG
was also used to generate the results of the blind runs. Then a comparison between the Dynamic
Smart Proxy and the CMG outcomes is presented for every time step and layer of the reservoir
model.

The two-dimensional distribution maps for each layer help visualize the quality of the results
produced by the Smart Proxy and numerical reservoir simulation model; adationally, a threedimensional plot was also generated to visualize the pressure and CO2 for entie model for every
time step. The overall number of sand layers is 51, and there are 92 time steps. As a result, for each
blind run, there are 4692 plots for each run. Nonetheless, for the sake of brevity, only the results
of blind run-05 layer 10 are presented in this chapter; however, more results are included in the
Appendix.

6.1 Reservoir Pressure Distribution Results
The Dynamic Smart Proxy generated the reservoir pressure distribution results of the blind runs
during injection and post-injection with the highest accuracy. The results successfully match the
CMG results in all time steps and have less than a 5 % error. As mentioned before, the data was
divided into five segments and separated SPM trained on each segment (Figure 23). However, all
NNs were sequentially deployed to predict reservoir pressure across all the time steps of the
reservoir simulation model. The highest error was observed when the time steps generated data
from previous SPM's was used as input. The reason is that the sequential NNs method accumulates
forecasting errors at each time step, so the generated data from previous SPM that used as input to
next SPM is already accumulated with the error or inherited the error from previous time steps.
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Figure 23: Different ANNs used at different timesteps for the Pressure SPMs

In next pages, the three-dimensional plots for results of reservoir pressure for blind-05 are shown
in Figures 24 through 46. Each row represents the result for one time step; left plot is CMG, middle
plot is Smart Proxy, and far right plot is the percentage error.
It's worth noting that the color bar was selected for visulazation purpose based on the minimum
and maximum of multiple time steps. The color bar for the first two years (2020-02-01 to 202212-01) was determined based on the minimum and maximum of these two years' data. The color
bar was then created by taking the minimum and maximum values of the data from 2023-01-01
to 2050-01-01. Finally, the color bar of post-injection results was shown based on its minimum
and maximum values (2050-01-01 to 2320-01-01).
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Figure 24: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2020-02-01 to 2020-05-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 25: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2020-06-01 to 2020-09-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 26: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2020-10-01 to 2021-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 27: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2021-02-01 to 2021-05-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 28: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2021-06-01 to 2021-09-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 29: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2021-10-01 to 2022-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 30: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2022-02-01 to 2022-05-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 31: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2022-06-01 to 2022-09-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 32: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2022-10-01 to 2023-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 33: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2024-01-01 to 2027-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 34: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2028-01-01 to 2031-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 35: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2032-01-01 to 2035-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 36: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2036-01-01 to 2039-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 37: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2040-01-01 to 2043-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 38: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2044-01-01 to 2047-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 39: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2048-01-01 to 2051-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 40: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2052-01-01 to 2055-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 41: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2056-01-01 to 2059-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 42: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2060-01-01 to 2063-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 43: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2064-01-01 to 2067-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 44: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2068-01-01 to 2080-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 45: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2090-01-01 to 2120-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 46: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for the entire model from 2170-01-01 to 2320-01-01 for blind runs-05. Each row
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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The 3D visualizations give a comprehensive picture of the pressure distribution across all the
layers . In order to gain a more detailed and deep understanding of the pressure changes on each
specific layer, the 2D results for all the 51 layers of the reservoir model were also created and
examined. For the sake of brevity, the 2-dimensional plots for the results of reservoir pressure for
layer-10 of blind-05 for all time steps are shown in Figures 47 through 56 in the following pages.
Each plot is divided into ten subplots. Each subplot depicts the result of single a time step in the
following manner: CMG is on the left, SPM is in the center, and prediction accuracy is on the far
left.
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Figure 47: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2020-02-01 to 2020-11-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 48: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2020-12-01 to 2021-09-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 49: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2021-10-01 to 2022-07-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 50: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2022-08-01 to 2027-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 51: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2028-01-01 to 2037-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 52: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2038-01-01 to 2047-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 53: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2048-01-01 to 2057-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 54: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2058-01-01 to 2067-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 55: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2068-01-01 to 2220-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)
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Figure 56: Predicted SPM pressure results compared with the actual CMG results and the corresponding
error percentage for layer number 10 in blind runs-05 from 2270-01-01 to 2320-01-01. Each subplot
represents the result for one time step (from left: CMG result, SPM result, and Percentage Error)

As seen from the reservoir pressure results of the blind validation run# 5, the Dynamic Smart Proxy
Model is capable of replicating the results of numerical reservoir simulation accurately across all
the layers and time steps. This means the algorithm of ANN has been successfully trained and
learned to generalize the pressure pattern prediction when dealing with a completely new
simulation run (blind run).
At the initial time step, every grid cells (number of relevant cells in each realization ~ 800,000)
have initial pressure values assigned to them. Because the output of the ANN-pressure model
shared the same type of range and magnitude at every grid cells, this piece of information provides
the ANN with very important insight to learn the existing pattern of the pressure. This process
becomes even more effective as the pressure values at the previous timesteps are also fed to the
neural network (another ~ 800,000 data in each realization). However, as the timestep progressed,
the accumulated error resulted from the cascading process of the neural network deployment built
up, especially when this coincided with the late timestep where there is not enough information
fed into the network (SPM-5 or the 50-year timeframes).
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6.2 CO2 Saturation Results
In any CO2 sequestration project, the extent of the CO2 plume must be monitored during and after
injection. The Smart proxy generated a result of CO2 saturation or plume, which vary spatially and
temporally during injecting and during the post-injecting period. It is worth noting that the CO2
Smart Poxy found it challenging to predict CO2 at initial time steps due to a lack of information
on CO2 presence at the initial time steps. As a result, the Smart Proxy's error was slightly off at the
first-time steps. As mentioned before, the data was divided into five segments and separated SPM
trained on each segment (Figure 57).
In this section, the results are shown for blind run-05 for all time steps. Firtsly, the threedimensional plots for results of CO2 Plume of blind-05 are shown in Figures 58 through 80. Each
row represents the result for one time step; left plot is CMG, middle plot is Smart Proxy, and far
right plot is the percentage error. For the sake of brevity, the remaining results of other blind runs
and reservoir layers at the other time steps are presented in Appendix.

It's worth noting that, because the study's purpose was to determine the extent of the CO2 plume
away from the injection wells, a categorical visualization approach was used to highlight the
regions with CO2 and those that were not invaded by the plume. A 10% threshold was selected to
divide the two categories from each other. Plots using the typical visualization approach (without
the 10% threshold) were also generated and included in the appendix.

Figure 57: Different ANNs used at different timesteps for the CO2 SPMs
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Figure 58: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2020-02-01 to 2020-05-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 59: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2020-06-01 to 2020-09-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 60: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2020-10-01 to 2021-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 61: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2021-02-01 to 2021-05-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 62: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2021-06-01 to 2021-09-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 63: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2021-10-01 to 2022-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 64: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2022-02-01 to 2022-05-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 65: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2022-06-01 to 2022-09-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 66: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2022-10-01 to 2023-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 67: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2024-01-01 to 2027-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 68: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2028-01-01 to 2031-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)

98

Figure 69: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2032-01-01 to 2035-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 70: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2036-01-01 to 2039-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 71: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2040-01-01 to 2043-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 72: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2044-01-01 to 2047-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 73: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2048-01-01 to 2051-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 74: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2052-01-01 to 2055-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 75: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2056-01-01 to 2059-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 76: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2060-01-01 to 2063-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)

106

Figure 77: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2064-01-01 to 2067-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 78: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2068-01-01 to 2080-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 79: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2090-01-01 to 2120-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)
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Figure 80: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for the entire model from 2170-01-01 to 2320-01-01 for blind runs-05. Each row represents the result for
one time step (from left: CMG result, SPM result, and Error)

110

The 3D visualizations give a comprehensive picture of the CO2 plume across all the layers . In
order to gain a more detailed and deep understanding of the CO2 changes on each specific layer,
the 2D results for all the 51 layers of the reservoir model were also created and examined. For the
sake of brevity, the 2-dimentioal results of reservoir pressure for layer-10 of blind-05 for all time
steps are shown in Figures 81 through 90. Each plot is divided into ten subplots. Each subplot
depicts the result of single a time step in the following manner: CMG is on the left, SPM is in the
center, and prediction accuracy is on the far left.
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Figure 81: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2020-02-01 to 2020-11-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 82: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2020-12-01 to 2021-09-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 83: Predicted SPM CO2 results compared with the actual CMG results and the corresponding
error for layer number 10 in blind runs-05 from 2021-10-01 to 2022-07-01. Each subplot represents the
result for one time step (from left: CMG result, SPM result, and Error)
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Figure 84: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2022-08-01 to 2027-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 85: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2028-01-01 to 2037-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 86: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2038-01-01 to 2047-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 87: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2048-01-01 to 2057-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 88: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2058-01-01 to 2067-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 89: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2068-01-01 to 2220-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)
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Figure 90: Predicted SPM CO2 results compared with the actual CMG results and the corresponding error
for layer number 10 in blind runs-05 from 2270-01-01 to 2320-01-01. Each subplot represents the result
for one time step (from left: CMG result, SPM result, and Error)

As seen from the CO2 results of the blind-validation run #5, the Dynamic Smart Proxy ModelSaturation performance is not as good as the pressure prediction results; however, it is still
relatively capable of replicating the results of numerical reservoir simulation approximately across
all the layers and time steps. This means the algorithm of ANN has been more or less successful
in training and learning to generalize the saturation pattern prediction when dealing with a
completely new simulation run (blind-validation run).

In contrast to the reservoir pressure distribution explained in the previous section, during the initial
time step, for the CO2 saturation, all of the grid cells (number of relevant cells in each realization
~ 800,000) did not have initial CO2 values assigned to them (onset of injection). Not only in the
initial timestep, but as more timesteps elapsed, the CO2 plume started to gradually only form and
expand around each injection wells. The majority of the grid cells, therefore, lacked the presence
of any CO2. It, therefore, didn’t contribute any information related to the CO2 presence or lack of
presence to the neural network learning process. As a result, rather than learning the pattern of the
CO2 plume in the grid cells around the injection wells, the neural network learns to selectively give
more importance to the grid cells that are empty of CO2. Hence, most of the error appears in such
regions. In addition, the plume's delayed movement throughout the timesteps contributed to the
model's assertion that CO2 saturation had not changed significantly compared to the rest of the grid

121

cells. The neural network learns more from the cells without having any CO2 values, simply
because those cells are more than the number of cells with values.
In other words, although the output of the ANN-saturation model shared the same type of range
and magnitude at every grid cells with the input CO2 saturation, the lack of information away from
the injection wells provided the ANN with very important insight not to learn the existing pattern
of the CO2 plume movement surrounding the injection wells. This process becomes even more
pronounced as the saturation values at the previous timesteps are also fed to the neural network
(another significant portion of data in each realization). However, as the timestep progressed, the
accumulated error resulted from the cascading process of the neural network deployment built up,
especially when this coincided with the late timestep where the small size of the CO2 field data fed
into the network (SPM-5 or the 50-year timeframes). All together and collectively, these reasons
caused the error in the CO2 plume movement to be more than the errors in the pressure, especially
at the plume boundaries where the effect of the data missing becomes even more pronounced.
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Chapter 7 Concluding Remarks and Recommendations
7.1 Concluding Remarks
In this work, a predictive multi-time steps model (Dynamic Smart Proxy Model) has been
developed using an artificial neural network to generate the reservoir pressure distribution and the
CO2 saturation plume for the numerical reservoir simulation model (CMG).
The Dynamic Smart Proxy generated accurate reservoir pressure results during the injection and
the post-injection for the four blind runs, with an average error of less than 5% and a considerably
faster turnaround than the traditional reservoir simulation model (CMG).
On the other hand, the Dynamic Smart Proxy Model generated CO2 results with reasonable errors
at the early and slightly higher errors at the late steps. This different behavior is that the more the
Smart Proxy is progressed, the more the error at each time step builds upon the previous time step
error. In addition, as mentioned before, due to the large size of the data for the simulation runs, all
the time steps data were divided into five categories. Therefore, a series of Artificial Neural
Network algorithms were used to train each category and the ANNs connected during the
deployment process. The observation showed that the ANNs of the latest time steps did not
perform well compared with ANNs of earliest time steps data simply because of the small size of
training data used to specially train the SPM-5.
In the context of CO2 sequestration, the numerical reservoir models built based on geological
models carry a large amount of uncertainty by nature, simply because no one knows what the
ground truth is. At this point, the concept of uncertainty quantification is introduced to the topic
of reservoir simulation. As discussed in the previous chapters, since the Smart Proxy Model proved
to be capable of generating the results of a numerical reservoir simulation accurately with
considerably lower computational costs, the Smart Proxy Model can be employed to accelerate the
uncertainty quantification analysis in this domain as well.
The conclusions obtained from this project are summarized as follows:
•

Building Data-Driven Model using Artificial Neural Network proved to be an efficient
technology that can be employed to expedite the generation of pressure and saturation
results of any CO2 sequestration into saline aquifers by reducing the high computational
footprint necessary produce reservoir simulation modeling results.
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•

Certain features generated in the Spatio-Temporal database of this study (such as closet
distance to injector and pressure from neighboring cells) proved to have a greater influence
on enhancing the Smart Proxy Model's training process than other features. Given that
generating these features involves domain expertise in reservoir engineering, knowledge
about the environment in which the data is created would significantly enhance the
accuracy of the Data-Driven Models related to subsurface applications.

•

In a simulation setup, one could design the timesteps in a monthly manner. However, due
to the extensive size of the simulation data, it was decided to allocate higher resolution to
the early stages of the injection period and lower resolution to the post-injection period.
This provided the Smart Proxy Models to focus on early time steps when/where much of
activities are occurring compared to the late timesteps, as this is generally the case for any
CO2 sequestration project.

•

For the four blind runs, the Dynamic Smart Proxy generated accurate reservoir pressure
results throughout the injection and post-injection with an average error of less than 5%
and a significantly faster turnaround than the numerical reservoir simulation model (CMG).

•

In general, the early time steps impose a challenge to the SPM-Saturation and SPMPressure to capture the fast change of the CO2 plume movement and rate of pressure
changes. In addition, CO2 saturation prediction is even more challenging than pressure
prediction because of the lack of presence of the CO2 saturation data in reservoir grid cells,
which leads to insufficient behavioral information transferred to the Neural Network. In
other words, a small number of grid cells have CO2 (mainly around the injectors).
Therefore, the training data did not provide enough information to the ANNs about CO2
saturation data.

•

In contrast to the previous point, the situation is reversed in late steps (post-injection), and
the rate of change in CO2 plume movement is anticipated to slow down drastically. This
occurs as a result of equilibrium in the pressure distribution. However, given that the
Dynamic Smart Proxy is composed of a series of ANNs, the 50 Year time step-Saturation
Model (SPM-5-Saturation) did not perform as expected due to the small size of the training
dataset used to train this ANN.

•

This research provides a step-by-step practical workflow for reservoir engineering and
management teams to use the engineering application of advanced Data-Driven and
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Machine Learning techniques as a toolbox to make decisions for different subsurface
problems, especially CO2 sequestration projects expected to grow in popularity over the
next couple of years.
•

Finally, this Dynamic Smart Proxy can be readily and reliably adopted to challenges facing
uncertainty analysis to assist in the scaling up of the CO2 sequestration development and
deployment projects.
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7.2 Recommendations
The following recommendations are proposed utilizing Smart Proxy Models in future studies:
•

It is advised to have consistent time step resolutions (such as monthly time steps) across
the full simulation time range and then train a single ANN utilizing data from all time steps.
Addressing this specific issue could be the next phase of this study. However, the Dynamic
Smart Proxy is still satisfactorily capable of catching the changes in the flow behavior
during different time steps. Although the training process may take longer, it is possible to
minimize the training time by using multiple machines in HPC, each with multi-GPUs.

•

While the CO2 saturation results are satisfactory, there is still room for improvement;
consequently, it is recommended to generate additional features that can carry more
targeted information relevant to the CO2 movement or saturation front (i.e.,
transmissibility) between the injectors and grid cells.

•

It is advised to perform unsupervised learning (such as fuzzy cluster analysis) before
training to develop new features for classifying the grid cells into several clusters,
contributing more localized information to the ANN’s learning process towards cell-based
behavior of CO2 presence.

•

Since the performance in CO2 saturation was not good as the pressure and for a reason
discussed in the results section, it is recommended to classify the grid cells based on the
CO2 saturation values (presence or not presence). The first group includes grid cells whose
CO2 content values are greater than a certain value (i.e., > 10%), and the second category
with CO2 content values less than a certain value (i.e., < 10%). These two classified groups
can be trained independently by two different ANNs.
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Appendix
Results from 11 time steps of two layers have been chosen to be shown in this section in order to
keep things short.
A: Results for Blind Run-05 pressure
A-1 Blind Run-05 - Layer 7
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A-2 Blind Run-05 - Layer 51
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B: Result for Blind Run-05 CO2 saturation (Categorized)
B-1 Blind Run-05 - Layer 7
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B-2 Blind Run-05 - Layer 51
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C: Result for Blind Run-05 CO2 saturation (Not Categorized)
C-1 Blind Run-05 - Layer 7

136

C-2 Blind Run-05 - Layer 51
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D: Results for Blind Run-09 pressure
D-1 Blind Run-09 - Layer 7
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D-2 Blind Run-09 - Layer 58
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E: Result for Blind Run-09 CO2 saturation (Categorized)
E-1 Blind Run-09 - Layer 7
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E-2 Blind Run-09 - Layer 58
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F: Result for Blind Run-09 CO2 saturation (Not Categorized)
F-1 Blind Run-09 - Layer 7
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F-2 Blind Run-09 - Layer 58
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G: Results for Blind Run-13 pressure
G-1Blind Run-13 - Layer 6
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G-2 Blind Run-13 - Layer 54
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H: Result for Blind Run-13 CO2 saturation (Categorized)
H-1 Blind Run-13 - Layer 6
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H-2 Blind Run-13 - Layer 54
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I: Result for Blind Run-13 CO2 saturation (Not Categorized)
I-1 Blind Run-13 - Layer 6
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I-2 Blind Run-13 - Layer 54
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J: Results for Blind Run-17 pressure
J-1 Blind Run-17 - Layer 7
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J-2 Blind Run-17 - Layer 60
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K: Result for Blind Run-17 CO2 saturation (Categorized)
K-1 Blind Run-17 - Layer 7

152

K-2 Blind Run-17 - Layer 60
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L: Result for Blind Run-17 CO2 saturation (Not Categorized)
L-1Blind Run-17 - Layer 7
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L-2 Blind Run-17 - Layer 60
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M: Porosity maps for different sand layers ( L = 5 to 51 )
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N: Permeability maps for different sand layers ( L = 5 to 51 )
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