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Abstract
A graphG is called {H1, H2, . . . , Hk}-free if G contains no induced subgraph isomorphic to any Hi , 1 i k. Let G be a
2-connected {K1,4,K1,4 + e}-free graph of order n 13. If (G) n/4, then G is hamiltonian or G ∈F, where K1,4 + e is a
graph obtained by joining a pair of nonadjacent vertices in aK1,4 andF is a family of nonhamiltonian graphs of connectivity 2.
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1. Introduction
Weconsider only ﬁnite undirected graphswithout loops andmultiple edges. For terminology, notation and concepts not deﬁned
here see [1]. If S ⊆ V (G), thenN(S) denotes the neighbors of S, that is, the set of all vertices inG adjacent to at least one vertex
in S. For a subgraphH ofG and S ⊆ V (G)−V (H), letNH (S) =N(S)∩V (H) and |NH (S)|=dH (S). If S={s}, thenNH (S)
and |NH (S)| are written as NH (s) and dH (s) respectively. If S = {s} andH =G, then NH (S) and |NH (S)| are written as N(s)
and d(s) respectively and N [s] is deﬁned as N(s) ∪ {s}. For two disjoint vertex subsets A and B of V (G), E(A,B) is deﬁned
as {ab ∈ E : a ∈ A, b ∈ B}. The connectivity of a graph G is denoted by (G). A graph G is called {H1, H2, . . . , Hk}-free if
G contains no induced subgraph isomorphic to any Hi , 1 i k. In particular, if k = 1 and H1 is K1,3, G is said claw-free. The
graph K1,4 + e is deﬁned as a graph obtained by joining a pair of nonadjacent vertices in a K1,4. Obviously, every claw-free
graph is {K1,4,K1,4 + e}-free. If C is acycle in G, let −→C denote the cycle C with a given orientation. For u, v ∈ C, let −→C [u, v]
denote the consecutive vertices on C from u to v in the direction speciﬁed by −→C . The same vertices, in reverse order, are given
by ←−C [v, u]. Both −→C [u, v] and ←−C [v, u] are considered as paths and vertex sets. If u is on C, then the predecessor, successor,
next predecessor and next successor of u along the orientation of C are denoted by u−, u+, u−− and u++ respectively. The
familyF of graphs is deﬁned as follows: if G is inF, then G can be decomposed into three disjoint subgraphsG1,G2, andG2
such that G1, G2, and G2 are joined by two vertex-disjoint triangles.
Li obtained the following result on the hamiltonicity of 2-connected claw-free graphs.
Theorem 1 (Li [5]). Let G be a 2-connected claw-free graph of order n. If (G) n/4, then G is hamiltonian or G ∈F.
The main result of this paper is the following, which is an extention of Theorem 1, provided that n 13.
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Theorem 2. Let G be a 2-connected {K1,4,K1,4+e}-free graph of order n 13. If (G) n/4, thenG is hamiltonian orG ∈F,
whereF is a family of nonhamiltonian graphs of connectivity 2.
The following familyJ of graphs which appeared in [5] shows the sharpness of Theorem 2. For any graphG ∈ J, it has four
complete subgraphsG1,G2,G3, andG4 with |V (G1)|=|V (G2)|=|V (G3)|=|V (G4)|=+1 5 such thatV (Gi)∩V (Gj )=∅,
1 i = j 3; V (Gi)∩V (G4)={ui}, 1 i 3;E(V (Gi), V (Gj ))={vivj }, 1 i = j 3; andE(V (Gi)−{ui},G4−{ui})=∅,
1 i 3. Then each graph G inJ is a nonhamiltonian 2-connected {K1,4,K1,4 + e}-free graph of order 4+ 1 and G /∈F.
The proof of Theorem 2 needs ideas and proof techniques demonstrated by Li [5] as well as several lemmas. The ﬁrst lemma
is obtained by strengthening Lemma 3 in Chen and Schelp’s paper [2], the second one is a result obtained by Jung [4], the third
one is a result due to Jackson et al. [3], and the last one is the well known Bondy–Chvátal’s closure theorem. All are stated in
Section 2.
2. Lemmas
Lemma 1. Let G be a 2-connected {K1,4,K1,4 + e}-free nonhamiltonian graph of order n and let C be a longest cycle in G.
Assume that H is a connected component ofG[V (G)\V (C)]. Then there exists an independent set I of cardinality |NC(H)| + 1
such that
∑
v∈I
d(v) n− 1.
Proof. The proof of Lemma 1 is based on the proof of Lemma 3 in [2]. It is already proved that (c1) 2 and (ci ) = 1 for
2 i t (see line 4 and line 3 from the bottom of p. 434 in [2]).We prove further that (c1) 1, which implies that (T ) |T |−1,
and then we can obtain the desired inequality above.
Suppose (c1)= 2. Then there exist j1 and j2 such that c1wj1 ∈ E, c2wj2 ∈ E, and j1 = h. If c1 = v1, then G[c1, c−1 , c+i ,
wj1 , wj2 ] is isomorphic to K1,4 + e, a contradiction. If c1 = v1, then G[c1, c−1 , x1, wj1 , wj2 ] is isomorphic to K1,4 + e, a
contradiction again. Since (a) = 0, (T ) |T | − 1. Notice that the number ofW-segments is at least h and the cycle C is the
disjoint union of theW-segments, we have (C) |V (C)| − h.
SinceN(w0) ⊆ V (H)∪V (C) and |NC(w0)|h, d(w0) |V (H)| +h− 1. Set I =W ∪ {w0 }. Then |I | = |NC(H)| + 1 and
∑
v∈I
d(v)= d(w0)+ (G− C)+ (C) |V (H)| + h− 1
+ |V (G)| − |V (C)| − |V (H)| + |V (C)| − h= n− 1. 
Lemma 2 (Jung [4]). Let G be a 2-connected nonhamiltonian graph of order n and let C be a longest cycle in G. Assume that
H is a connected component of G[V (G)\V (C)]. If H is not hamilton-connected, then there exists some vertex v in H such that
|V (C)| 2d(v)+ 2(G)− 2.
Lemma 3 (Jackson et al. [3]). Let G be a graph such that for every longest path P the sum of degrees of the two end vertices
of P is at least |V (P )| + 1. Then G is hamilton-connected.
Lemma 4 (Bondy and Murty [1, p. 55]). Let G be a graph of order n and let u and v be nonadjacent vertices in G such that
d(u)+ d(v) n. Then G is hamiltonian if and only if G+ uv is hamiltonian.
3. Proof of Theorem 2
Let G be a 2-connected {K1,4,K1,4 + e}-free nonhamiltonian graph satisfying the conditions in Theorem 2. Assume that
C = (c1c2 . . . cmc1) is a longest cycle in G and H is a connected component of G[V (G)\V (C)]. It is also assumed that
c1, c2, . . . , cm are labeled in the order of the direction of C. Let I be the independent set mentioned in Lemma 1. Then one has
that
∑
v∈I
d(v) n− 1,
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which implies that (|NC(H)| + 1) n − 1, and so |NC(H)| n −  − 1. Thus |NC(H)| 3 − 1 . Since G is 2-connected,|NC(H)| 2. Therefore |NC(H)| = 2.
Before we proceed we ﬁrst state the following observation which is useful for our proof.
Observation 1. If cl ∈ NC(H) and |NV (G)\V (C)(cl)| 2, then c−l c+l ∈ E.
The above observation is true sinceG[cl, c−l , c+l , x, y] is not isomorphic toK1,4 orK1,4 + e, where x and y are two vertices
in NV (G)\V (C)(cl).
Let NC(H)= {ci , cj }, (i < j ). Choose one vertex u in H, then |V (H)| dH (u)+ 1 d(u)− 2+ 1 − 2+ 1= − 1 3.
Since G is 2-connected, there exist two distinct vertices xi and xj in H such that cixi and cj xj are in E.
Claim 1. H is hamilton-connected.
Proof. Suppose, to the contrary, thatH is not hamilton-connected. ByLemma2,we have |V (C)| 2+2(G)−2 2+2.Hence
|V (H)| n−|V (C)| 2−2.ByLemma3, there exists a longest pathP=u1u2 · · · um inH such that |V (P )| dH (u1)+dH (um).
Case 1: Suppose there is a 2-matching between {ci , cj } and {u1, um}.
In this case, we need only to consider the following four possible cases.
If |N(ci) ∩ {u1, um}| = 1 and |N(cj ) ∩ {u1, um}| = 1, then |−→C [c+i , c−j ]| |V (P )| and |
−→
C [c+
j
, c−
i
]| |V (P )|. Therefore,
n |V (H)| + |V (C)| |V (P )| + |V (C)| 3|V (P )| + 2 3(dH (u1)+ dH (um))+ 2 3(2− 2)+ 2 4+ 1, a contradiction.
If |N(ci) ∩ {u1, um}| = 2 and |N(cj ) ∩ {u1, um}| = 2, then Observation 1 implies that c−i c+i ∈ E and c−j c+j ∈ E.
Thus |−→C [c++
i
, c−−
j
]| |V (P )| and |−→C [c++
j
, c−−
i
]| |V (P )|. Therefore, n |V (H)|+|V (C)| |V (P )|+|V (C)| 3|V (P )|+
6 3(dH (u1)+ dH (um))+ 6 3(2− 4)+ 6 4+ 1, a contradiction.
If |N(ci)∩{u1, um}|=2 and |N(cj )∩{u1, um}|=1, thenObservation 1 implies that c−i c+i ∈ E. Thus |
−→
C [c++
i
, c−
j
]| |V (P )|
and |−→C [c+
j
, c−−
i
]| |V (P )|. Therefore, n |V (H)| + |V (C)| |V (P )| + |V (C)| 3|V (P )| + 4 3(dH (u1) + dH (um)) +
4 3(2− 3)+ 4 4+ 1, a contradiction.
If |N(ci) ∩ {u1, um}| = 1 and |N(cj ) ∩ {u1, um}| = 2, a similar argument as above gives a contradiction.
Case 2: Suppose there is no 2-matching between {ci , cj } and {u1, um}.
Without loss of generality, it is assumed that dC(um) = min{dC(u1), dC(um)}. Then dC(um) = 0 or dC(um) = 1 and
NC(u1)=NC(um). Moreover, dC(u1) = 0 otherwise |V (C)| n−|V (H)| n−|V (P )| n−2 2, contradicting to the fact
|V (C)| 2+2. Then n |V (H)|+|V (C)| |V (P )|+|V (C)| dH (u1)+dH (um)+2+2 d(u1)+d(um)−2+2+2 4.
Hence n = 4, V (H) = V (P ), |V (P )| = dH (u1) + dH (um) = 2 − 2, dC(u1) + dC(um) = 2, V (G) = V (H) ∪ V (C), and
|V (C)| = 2+ 2.
If u1um ∈ E, then H is hamiltonian. If u1um /∈E, then H again is hamiltonian by Lemma 4. If dC(um)= 0 and dC(u1)= 2,
sinceG−{u1} is connected and there is no 2-matching between {ci , cj } and {u1, um}, there exists some vertex ur ∈ V (H) such
that either urci ∈ E or urcj ∈ E, where 2 rm− 1. Without loss of generality, it is assumed that urcj ∈ E. By Observation
1, we have c−
j
c+
j
∈ E. Since H is hamiltonian, there exists a path P1 between u1 and ur such that |V (P1)| (|V (H)| + 2)/2.
Therefore |−→C [c+
i
, c−−
j
]| |V (P1)| and |−→C [c++j , c−i ]| |V (P1)|. Otherwise G has a cycle which is longer than C. Hence
|V (C)| 2|V (P1)|+4 2+4, contradicting to the fact |V (C)|=2+2. If dC(um)=1 and dC(u1)=1,without loss of generality,
we assume thatNC(u1)=NC(um)={ci}. By Observation 1 again, we have c−i c+i ∈ E. SinceG−{ci} is connected and there is
no 2-matching between {ci , cj } and {u1, um}, there exists some vertex ur ∈ V (H) such that urcj ∈ E, where 2 rm− 1. As
before, there exists a path P2 between u1 and ur such that |V (P2)| (|V (H)| + 2)/2. Therefore |−→C [c++i , c−j ]| |V (P2)| and
|−→C [c+
j
, c−−
i
]| |V (P2)|. OtherwiseG has a cycle which is longer than C. Hence |V (C)| 2|V (P2)|+4 2+4, contradicting
to the fact |V (C)| = 2+ 2 again. 
Claim 2. G[V (G)\V (C)] has a unique component H.
Proof. Suppose, to the contrary, thatG[V (G)\V (C)] has at least two components. Let H1 be a component ofG[V (G)\V (C)]
which is different from H. Using an argument similar to the one given early, replacing H by H1, we have |V (H1)| − 1.
If |NC(xi)|=2 and |NC(xj )|=2, then byObservation 1 we have c−i c+i ∈ E and c−j c+j ∈ E. Hence |
−→
C [c++
i
, c−−
j
]| |V (H)|
and |−→C [c++
j
, c−−
i
]| |V (H)|. OtherwiseG has a cycle which is longer than C. Therefore n 3|V (H)|+6+|V (H1)| 4+2,
a contradiction.
If |NC(xi)| = 1 or |NC(xj )| = 1, then |V (H)| . Hence |−→C [c+i , c−j ]| |V (H)| and |
−→
C [c+
j
, c−
i
]| |V (H)|. Otherwise G
has a cycle which is longer than C. Therefore n 3|V (H)| + 2+ |V (H1)| 4+ 1, a contradiction. 
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Notice that Claims 1 and 2 imply that G[V (G)\V (C)] has a unique component and that component is hamilton-connected
for any longest cycle C in G. We will use this fact in our proof later. For any two distinct vertices u and v in V (H) we will use
uHv to denote the hamilton path between u and v in H.
Claim 3. c−
i
c+
i
∈ E and c−
j
c+
j
∈ E.
Proof. We now prove that c−
i
c+
i
∈ E. Suppose, to the contrary, that c−
i
c+
i
/∈E. Then by Observation 1 we haveNH (ci)={xi}.
Let ca be the last neighbor of ci along
−→
C [c+
i
, c−
j
] and cb the ﬁrst neighbor of ci along −→C [c+j , c−i ]. Since d(ci) 4, either
c+
i
= ca or c−i = cb. Otherwise N(ci) = {xi, c−i , c+i , cj }. Since G[ci , c−i , c+i , xi , xj ]is not isomorphic to K1,4 or K1,4 + e,
at least two of xicj , c−i cj , and c
+
i
cj are in E.
If xicj ∈ E, then by Observation 1 we have c−j c+j ∈ E. When c−i cj ∈ E, G has a cycle
xi
−→
C [ci , c−j ]
−→
C [c+
j
, c−
i
]cj xjHxi
which is longer than C, a contradiction. Similarly, we can arrive at a contradiction when c+
i
cj ∈ E.
Thus, xicj /∈E. So c−i cj ∈ E and c+i cj ∈ E. Since G[cj , c−j , c−i , c+i , xj ] is not isomorphic to K1,4 or K1,4 + e, we have
c−
i
c−
j
∈ E and c+
i
c−
j
∈ E. Thus G has a cycle
xi
−→
C [ci , c−j ]
←−
C [c−
i
, cj ]xjHxi
which is longer than C, a contradiction. Hence we now have that either c+
i
= ca or c−i = cb.
If c+
i
= ca and c−i = cb, then cac−i ∈ E and cbc+i ∈ E otherwise G[ci , c−i , c+i , ca, xi ] and G[ci , c−i , c+i , cb, xi ] would be
isomorphic to either K1,4 or K1,4 + e respectively. When NH (cj )\{xj } = ∅, recall that |V (H)|  − 1 3, we can choose a
vertex u ∈ V (H)\{xi, xj } such that dC(u)= 0, thus |V (H)| dH (u)+ 1 + 1. Since the cycle C is not shorter than the cycle
xi
−→
C [ci , ca]←−C [c−i , cj ]xjHxi
in G, |−→C [c+a , c−j ]| |V (H)|. Similarly, we have |
−→
C [c+
j
, c−
b
]| |V (H)|. Therefore, n = |V (H)| + |V (C)| 3|V (H)| +
|N [ci ]\{xi, cj }| 4+ 2, a contradiction.
When NH (cj )\{xj } = ∅, by Observation 1, we have c−j c+j ∈ E. Also |V (H)| dH (xi)+ 1 d(xi) . Since the cycle C is
not shorter than the cycle
xi
−→
C [ci , ca]←−C [c−i , c+j ]c−j cj xjHxi
in G, |−→C [c+a , c−−j ]| |V (H)|. Similarly, we have |
−→
C [c++
j
, c−
b
]| |V (H)|. Therefore, n= |V (C)| + |V (H)| 3|V (H)| + 3+
|N [ci ]\{ xi, cj }| 4+ 2, a contradiction.
If c+
i
= ca and c−i = cb, then cbc+i ∈ E since G[ci , c−i , c+i , cb, xi ] is not isomorphic to K1,4 or K1,4 + e. Moreover, we
still have |−→C [c+a , c−j ]| |V (H)| − 1 and |
−→
C [c+
j
, c−
b
]| |V (H)| whenNH (cj )\{ xj }=∅ and |−→C [c+a , c−−j ]| |V (H)| − 1 and
|−→C [c++
j
, c−
b
]| |V (H)| when NH (cj )\{ xj } = ∅. Hence we can similarly arrive at contradictions as above.
If c+
i
= ca and c−i = cb, a symmetric argument as above gives a contradiction.
Similarly, we can show that c−
j
c+
j
∈ E. 
Claim 4.
(1) N(ci) ∩ {c−j , c−−j , c+j , c++j } = ∅, N(c−i ) ∩ {c−−j , c−j , cj } = ∅, N(c+i ) ∩ {cj , c+j , c++j } = ∅.
(2) N(cj ) ∩ {c−i , c−−i , c+i , c++i } = ∅, N(c−j ) ∩ {c−−i , c−i , ci} = ∅, N(c+j ) ∩ {ci , c+i , c++i } = ∅.
Proof. The statements in (1) and (2) are true since C is a longest cycle in G. 
Next it will be shown that G ∈F. First we prove the following claim.
Claim 5. N(c−
i
)∩−→C [c++
i
, c−−
j
]=∅,N(c+
j
)∩−→C [c++
i
, c−−
j
]=∅,N(c+
i
)∩−→C [c++
j
, c−−
i
]=∅, andN(c−
j
)∩−→C [c++
j
, c−−
i
]=∅.
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Proof. Now we show that N(c−
i
) ∩ −→C [c++
i
, c−−
j
] = ∅. Suppose, to the contrary, that there exists a vertex w ∈ N(c−
i
) ∩
−→
C [c++
i
, c−−
j
]. Then w−c−
j
/∈E and w−c+
j
/∈E otherwise G has cycles which are longer than C. Furthermore, w−cj /∈E
otherwiseG[cj , c−j , c+j , xj , w−] would be isomorphic to K1,4 + e. Let ca be the last neighbor of w− along
−→
C [w, c−
j
] and let
cb be the ﬁrst neighbor of w− along −→C [c+j , c−i ]. Since the cycle C is not shorter than the cycle
xi
−→
C [ci , w−]←−C [ca,w]←−C [c−i , c+j ]c−j cj xjHxi
in G, we have |−→C [c+a , c−−j ]| |V (H)|. Since the cycle C is not shorter than the cycle
xi
−→
C [ci , w−]−→C [cb, c−i ]
−→
C [w, c−
j
]c+
j
cj xjHxi
inG,wehave |−→C [c++
j
, c−
b
]| |V (H)|.Thus,n=|V (H)|+|V (C)|=|V (H)|+|−→C [cb, ca]|+2|V (H)|+|{ c−j , cj , c+j }| 3|V (H)|+
|N [w−]| + 3 3(− 1)+ + 1+ 3 4+ 1, a contradiction.
Similarly, N(c+
j
) ∩ −→C [c++
i
, c−−
j
] = ∅, N(c+
i
) ∩ −→C [c++
j
, c−−
i
] = ∅, and N(c−
j
) ∩ −→C [c++
j
, c−−
i
] = ∅. 
Claim 6. N(ci) ∩ (−→C [c++i , c−−j ] ∪
−→
C [c++
j
, c−−
i
])= N(cj ) ∩ (−→C [c++i , c−−j ] ∪
−→
C [c++
j
, c−−
i
])= ∅.
Proof. Now we show that N(ci) ∩ −→C [c++i , c−−j ] = ∅. Suppose, to the contrary, that there exists a vertex w ∈ N(ci) ∩−→
C [c++
i
, c−−
j
]. SinceG[ci , c−i , c+i , xi , w] is not isomorphic toK1,4+e andwc−i /∈E byClaim 5,wc+i ∈ E. Clearly,w−c−j /∈E
otherwise G has the cycle
xici
−→
C [w, c−
j
]←−C [w−, c+
i
]←−C [c−
i
, cj ]xjHxi
which is longer than C. We also have w−c+
j
/∈E otherwise G has a cycle
xi
←−
C [ci , c+j ]
←−
C [w−, c+
i
]−→C [w, cj ]xjHxi
which is longer than C. Moreover, w−cj /∈E otherwise G[cj , c−j , c+j , xj , w−] would be isomorphic to K1,4 + e.
Let ca be the last neighbor of w− along −→C [c+i , c−j ] and cb the ﬁrst neighbor of w− along
−→
C [c+
j
, c−
i
]. Since the cycle C is
not shorter than the cycle
xi
−→
C [w, ca]←−C [w−, c+i ]
←−
C [c−
i
, c+
j
]c−
j
cj xjHxi
in G, we have |−→C [c+a , c−−j ]| |V (H)|. Since the cycle C is not shorter than the cycle
xi
←−
C [ci , cb]←−C [w−, c+i ]
−→
C [w, c−
j
]c+
j
cj xjHxi
in G, we have |−→C [c++
j
, c−
b
]| |V (H)|.Therefore n=|V (H)|+ |V (C)| 3|V (H)|+ |−→C [cb, ca]|+ |{c−j , cj , c+j }| 3(− 1)+
d(w−)+ 1+ 3 4+ 1, a contradiction.
Similarly, N(ci) ∩ −→C [c++j , c−−i ] = ∅, N(cj ) ∩
−→
C [c++
i
, c−−
j
] = ∅, and N(cj ) ∩ −→C [c++j , c−−i ] = ∅. 
In order to prove that G ∈ F, we only need to show that there is no edge between −→C [c++
i
, c−−
j
] and −→C [c++
j
, c−−
i
].
Suppose, to the contrary, that there exist edges between −→C [c++
i
, c−−
j
] and −→C [c++
j
, c−−
i
]. Choose one edge y1y2 between−→
C [c++
i
, c−−
j
] and −→C [c++
j
, c−−
i
] such that y1 ∈ −→C [c++i , c−−j ], y2 ∈
−→
C [c++
j
, c−−
i
], and |−→C [y+1 , c−−j ]| + |
−→
C [y+2 , c−−i ]|is
as small as possible. The remainder of our proof is further divided into four subcases and we will arrive a contradiction for each
subcase.
Case 2.1: Suppose N(c+
i
) ∩ −→C [y+1 , c−j ] = ∅, N(c+j ) ∩
−→
C [y+2 , c−i ] = ∅.
In this case, we have N [c+
i
] ⊆ −→C [c−
i
, y1] and N [c+j ] ⊆
−→
C [c−
j
, y2]. Since the cycle C is not shorter than the cycle
xicic
−
i
−→
C [c+
i
, y1]←−C [y2, c+j ]c−j cj xjHxi
inG, we have |−→C [y+1 , c−−j ]|+|
−→
C [y+2 , c−−i ]| |V (H)|. Therefore,n=|V (H)|+|V (C)| 2|V (H)|+|N [c+i ]|+|N [c+j ]| 2(−
1)+ 2(+ 1)= 4. Therefore, N [c+
i
] =−→C [c−
i
, y1] and d(c+i )= , N [c+j ] =
−→
C [c−
j
, y2] and d(c+j )= , and |
−→
C [y+1 , c−−j ]| +
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|−→C [y+2 , c−−i ]|= |V (H)| −1 3. Moreover, max{|
−→
C [y+1 , c−−j ]|, |
−→
C [y+2 ,c−−i ]|} 2.Without loss of generality, we assume
that |−→C [y+1 , c−−j ]| 2.
By the choice of y1y2, we have y2y+1 /∈E. From |
−→
C [c−
i
, y1]|= |N [c+i ]| +1 5, we have c+i = y−1 . SinceG[y1, y−1 , y+1 ,
c+
i
, y2] is not isomorphic toK1,4 orK1,4+ e, either y2y−1 ∈ E or y+1 y−1 ∈ E. When y2y−1 ∈ E, since the cycle C is not shorter
than the cycle
xi
←−
C [ci , y2]←−C [y−1 , c+i ]
−→
C [y1, c−j ]c+j cj xjHxi
inG, we have |−→C [c++
j
, y−2 ]| |V (H)|, which implies that |
−→
C [c−
j
, y2]| |V (H)|+4 +3=|N [c+j ]|+2=|
−→
C [c−
j
, y2]|+2,
a contradiction.
When y+1 y
−
1 ∈ E, since the cycle C is not shorter than the cycle
xicic
−
i
−→
C [c+
i
, y−1 ]y+1 y1
←−
C [y2, c+j ]c−j cj xjHxi
in G, we have |−→C [y++1 , c−−j ]| + |
−→
C [y+2 , c−−i ]| |V (H)| = |
−→
C [y+1 , c−−j ]| + |
−→
C [y+2 , c−−i ]|, a contradiction.
Case 2.2: Suppose N(c+
i
) ∩ −→C [y+1 , c−j ] = ∅, N(c+j ) ∩
−→
C [y+2 , c−i ] = ∅.
We ﬁrst show that G[N(c+
i
)\{ c−
i
, ci }] is complete. Suppose, to the contrary, that there exist two distinct vertices x and
y in G[N(c+
i
)\{c−
i
, ci}] such that xy /∈E. Then G[c+i , c−i , ci , x, y] is isomorphic to K1,4 + e, a contradiction. Similarly,
G[N(c+
j
)\{ c−
j
, cj }] is complete.
Let s1 be the ﬁrst neighbor of c+i along
−→
C [y+1 , c−j ] and t1 the ﬁrst neighbor of c+j along
−→
C [y+2 , c−i ]. Next we will prove that
y+1 = s1. Suppose, to the contrary, that y+1 = s1. Since the cycle C is not shorter than the cycle
xi
←−
C [ci , y2]←−C [y1, c+i ]
−→
C [y+1 , c−j ]c+j cj xjHxi
in G, we have |−→C [c++
j
, y−2 ]| |V (H)|. Since the cycle C is not shorter than the cycle
xi
←−
C [ci , t1]−→C [c+j , y2]
←−
C [y1, c+i ]
−→
C [y+1 , cj ]xjHxi
in G, we have |−→C [y+2 , t−1 ]| |V (H)|. Therefore, n = |V (H)| + |V (C)| 3|V (H)| + |N [c+i ]| + |{cj , c+j , y2}| 4 + 1, a
contradiction. Similarly, y+2 = t1.
Let s2 be the last neighbor of c+i along
−→
C [y+1 , c−j ] and t2 the last neighbor of c+j along
−→
C [y2, c−i ]. Since the cycle C is not
shorter than the cycle
C0 : =xi←−C [ci , t1]−→C [c+j , y2]
←−
C [y1, c+i ]
−→
C [s1, cj ]xjHxi
inG, we have |−→C [y+1 , s−1 ]|+|
−→
C [y+2 , t−1 ]| |V (H)|. Therefore, n=|V (H)|+|V (C)|=|V (H)|+|
−→
C [c−
i
, y1]|+|−→C [y+1 , s−1 ]|+
|−→C [s1, c−j ]| + |
−→
C [c−
j
, y2]| + |−→C [y+2 , t−1 ]| + |
−→
C [t1, c−i ]| − |{ c−i , c−j }| 2|V (H)| + |N [c+i ]| + |N [c+j ]| − 2 4− 2. Hence
|−→C [y+1 , s−1 ]| + |
−→
C [y+2 , t−1 ]| = |V (H)| or (|V (H)| + 1) or (|V (H)| + 2).
If |−→C [y+1 , s−1 ]|+|
−→
C [y+2 , t−1 ]|=|V (H)|, thenC0 is a longest cycle inG, we haveG[V (G)\V (C0)], which isG[
−→
C [y+1 , s−1 ]∪−→
C [y+2 , t−1 ]], is hamilton-connected. The choice of y1y2 implies that there does not exist any edge between
−→
C [y+1 , s−1 ] = ∅
and −→C [y+2 , t−1 ] = ∅, we arrive at a contradiction.
If |−→C [y+1 , s−1 ]| + |
−→
C [y+2 , t−1 ]| = (|V (H)| + 1), then either c−j ∈ N(c+i ) or c−i ∈ N(c+j ). Without loss of generality, we
assume that c−
j
∈ N(c+
i
). In this case, we further observe that t2 = c−i or t2 = c−−i . If y−2 ∈ N(c+j ), then from the fact that
G[N(c+
j
)\{ c−
j
, cj }] is complete we have t2y−2 ∈ E. If t2 = c−i , since the cycle C is not shorter than the cycle
xicic
+
i
←−
C [c−
j
, y1]−→C [y2, c−i ]
←−
C [y−2 , cj ]xjHxi
in G, we have |−→C [c++
i
, y−1 ]| |V (H)|. If t2 = c−−i , since the cycle C is not shorter than the cycle
xicic
−
i
c+
i
←−
C [c−
j
, y1]−→C [y2, c−−i ]
←−
C [y−2 , cj ]xjHxi
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inG, we again obtain |−→C [c++
i
, y−1 ]| |V (H)|. Therefore,n=|V (H)|+|V (C)| 3|V (H)|+1+|N [c+j ]|+|{ ci , c+i , y1 }| 3(−
1)+ + 5= 4+ 2, a contradiction. If y−2 /∈N(c+j ), then c−i ∈ N(c+j ) and y−1 ∈ N(c+i ). A similar argument as before shows
that |−→C [c++
j
, y−2 ]| |V (H)| and we can arrive at a contradiction again.
If |−→C [y+1 , s−1 ]| + |
−→
C [y+2 , t−1 ]| = (|V (H)| + 2), then both c−j ∈ N(c+i ) and c−i ∈ N(c+j ). Moreover, y−2 ∈ N(c+j ) and
y−1 ∈ N(c+i ). So we can derive a contradiction using a similar argument just as above.
Case 2.3: Suppose N(c+
i
) ∩ −→C [y+1 , c−j ] = ∅, N(c+j ) ∩
−→
C [y+2 , c−i ] = ∅.
As before, we have bothG[N(c+
i
)\{ c−
i
, ci }] andG[N(c+j )\{ c−j , cj }] are complete. Let s and t be the ﬁrst neighbor and last
neighbor of N(c+
i
) along −→C [y+1 , c−j ] respectively.
Case 2.3.1: Suppose t = c−
j
.
Since the cycle C is not shorter than the cycle
C1 : =xicic−i c+i
←−
C [t, s]−→C [c++
i
, y1]←−C [y2, c+j ]c−j cj xjHxi
inG, we have |−→C [y+1 , s−]|+|
−→
C [t+, c−−
j
]|+|−→C [y+2 , c−−i ]| |V (H)|. Thus, n=|V (H)|+|V (C)|=|V (H)|+|
−→
C [c−
i
, y1]|+
|−→C [y+1 , s−]|+ |
−→
C [s, t]|+ |−→C [t+, c−−
j
]|+ |−→C [c−
j
, y2]|+ |−→C [y+2 , c−−i ]| 2|V (H)|+ |N [c+i ]|+ |N [c+j ]| 2(−1)+2(+
1) = 4. Therefore, N [c+
i
] = −→C [c−
i
, y1] ∪ −→C [s, t] and d(c+i ) = , N [c+j ] =
−→
C [c−
j
, y2] and d(c+j ) = , and |
−→
C [y+1 , s−]| +
|−→C [t+, c−−
j
]| + |−→C [y+2 , c−−i ]| = |V (H)|.
By the choice of y1y2, we have y1y+2 /∈E. Since |
−→
C [c−
j
, y2]| =  + 1 5, y−2 = c+j . If y2 = c−−i , then either y1y−2 ∈ E
or y+2 y
−
2 ∈ E otherwise G[y2, y−2 , y+2 , y1, c+j ] would be isomorphic to K1,4 + e. When y1y−2 ∈ E, since the cycle C is not
shorter than the cycle
xi
←−
C [ci , y2]−→C [c+j , y−2 ]
←−
C [y1, c+i ]
−→
C [s, cj ]xjHxi
in G, we have |−→C [y+1 , s−]| |V (H)| = |
−→
C [y+1 , s−]| + |
−→
C [t+, c−−
j
]| + |−→C [y+2 , c−−i ]|, a contradiction.
When y+2 y
−
2 ∈ E, since the cycle C is not shorter than the cycle
xicic
−
i
c+
i
←−
C [t, s]−→C [c++
i
, y1]y2y+2
←−
C [y−2 , c+j ]c−j cj xjHxi
in G, we have |−→C [y+1 , s−]| + |
−→
C [t+, c−−
j
]| + |−→C [y++2 , c−−i ]| |V (H)| = |
−→
C [y+1 , s−]| + |
−→
C [t+, c−−
j
]| + |−→C [y+2 , c−−i ]|,
a contradiction.
If y2 = c−−i , then we claim that y+1 = s. Otherwise y+1 ∈ N(c+i ) and since the cycle C is not shorter than the cycle
xi
←−
C [ci , y2]←−C [y1, c+i ]
−→
C [y+1 , c−j ]c+j cj xjHxi
inG, we have |−→C [c++
j
, y−2 ]| |V (H)|, which implies that |
−→
C [c−
j
, y2]|=|−→C [c++j , y−2 ]|+4 |V (H)|+4 +3=|
−→
C [c−
j
, y2]|+
2, a contradiction. Furthermore, we have t = c−−
j
. Otherwise c−−
j
∈ N(c+
i
) and G has a cycle
xicic
−
i
−→
C [c+
i
, y−1 ]
←−
C [t, y1]←−C [y2, c+j ]c−j cj xjHxi
which is longer than C.
Notice that C1 is also a longest cycle in G, we have G[V (G)\V (C1)], which now is G[−→C [y+1 , s−] ∪
−→
C [t+, c−−
j
]], is
hamilton-connected. Thus there exists a vertex a ∈ −→C [y+1 , s−] and a vertex b ∈
−→
C [t+, c−−
j
] such that ab ∈ E. Since the cycle
C is not shorter than the cycle
xicic
−
i
−→
C [c+
i
, y−1 ]
−→
C [s, b]←−C [a, y1]←−C [y2, c+j ]c−j cj xjHxi
in G, we have |−→C [a+, s−]| + |−→C [b+, c−−
j
]| |V (H)| = |−→C [y+1 , s−]| + |
−→
C [t+, c−−
j
]| + |−→C [y+2 , c−−i ]| = |
−→
C [y+1 , s−]| +
|−→C [t+, c−−
j
]|, a contradiction.
Case 2.3.2: Suppose t = c−
j
.
Since the cycle C is not shorter than the cycle
C2 : =xicic−i c+i
−→
C [s, t]−→C [c++
i
, y1]←−C [y2, cj ]xjHxi
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inG, we have |−→C [y+1 , s−]|+|
−→
C [y+2 , c−−i ]| |V (H)|. Therefore,n=|V (H)|+|V (C)|=|V (H)|+|
−→
C [c−
i
, y1]|+|−→C [y+1 , s−]|+
|−→C [s, t]| + |−→C [c−
j
, y2]| − |{c−j }| + |
−→
C [y+2 , c−−i ]| 2|V (H)| + |N [c+i ]| + |N [c+j ]| − 1 = 4 − 1. Hence |
−→
C [y+1 , s−]| +
|−→C [y+2 , c−−i ]| = |V (H)| or (|V (H)| + 1).
If |−→C [y+1 , s−]| + |
−→
C [y+2 , c−−i ]| = |V (H)|, then C2 is a longest cycle in G, we have G[V (G)\V (C2)], which now is
G[−→C [y+1 , s−] ∪
−→
C [y+2 , c−−i ]], is hamilton-connected. By the choice of y1y2, we have y+1 = s or y2 = c−−i . When y+1 = s,
since the cycle C is not shorter than the cycle
xi
←−
C [ci , y2]←−C [y1, c+i ]
−→
C [s, c−
j
]c+
j
cj xjHxi
in G, we have |−→C [c++
j
, y−2 ]| |V (H)|. Thus, n= |V (H)| + |V (C)| 3|V (H)| + |N [c+i ]| + |{ cj , c+j , y2 }| 3(− 1)+ +
4= 4+ 1, a contradiction.
When y2 = c−−i , since the cycle C is not shorter than the cycle
xicic
−
i
c+
i
←−
C [t, y1]←−C [y2, cj ]xjHxi
inG, we have |−→C [c++
i
, y−1 ]| |V (H)|. Therefore, n=|V (H)|+|V (C)| 3|V (H)|+|N [c+j ]|+|{c−i , ci , c+i , y1}| 3|V (H)|+
+ 5 4+ 2, a contradiction.
If |−→C [y+1 , s−]| + |
−→
C [y+2 , c−−i ]| = (|V (H)| + 1), then N [c+j ] =
−→
C [c−
j
, y2]. When y2 = c−−i , repeating the argument just
above, we can arrive at a contradiction. Thus we can assume that y2 = c−−i . From |
−→
C [c−
j
, y2]| = |N [c+j ]| + 1 5, we have
y−2 = c+j . Since G[y2, y−2 , y+2 , c+j , y1] is not isomorphic to K1,4 + e and y1y+2 /∈E, either y1y−2 ∈ E or y+2 y−2 ∈ E. When
y1y
−
2 ∈ E, since the cycle C is not shorter than the cycle
xicic
+
i
←−
C [c−
i
, y2]−→C [c+j , y−2 ]
−→
C [y1, cj ]xjHxi
inG,wehave |−→C [c++
i
, y−1 ]| |V (H)|.Therefore,n=|V (H)|+|V (C)| 3|V (H)|+1+|N [c+j ]|+|{ c−i , ci , c+i , y1 }| 3|V (H)|+
+ 6 4+ 3, a contradiction.
When y+2 y
−
2 ∈ E, then the cycle
C3 : =xicic−i c+i
←−
C [t, s]−→C [c++
i
, y1]y2y+2
←−
C [y−2 , cj ]xjHxi
is a longest cycle in G andG[V (G)\V (C3)], which now isG[−→C [y+1 , s−] ∪
−→
C [y++2 , c−−i ]], is hamilton-connected. By choice
of y1y2, we have E(
−→
C [y+1 , s−],
−→
C [y++2 , c−i ])= ∅. Hence y+1 = s or y++2 = c−i . When y+1 = s, using a similar argument as
before, we can derive that |−→C [c++
j
, y−2 ]| |V (H)| and therefore arrive at a contradiction. When y++2 = c−i , since the cycle C
is not shorter than the cycle
xicic
−
i
c+
i
←−
C [t, y1]y2y+2
←−
C [y−2 , cj ]xjHxi
inG, we have |−→C [c++
i
, y−1 ]| |V (H)|. Therefore, n=|V (H)|+|V (C)| 3|V (H)|+1+|N [c+j ]|+|{c−i , ci , c+i , y1}| 4+3,
a contradiction.
Case 2.4: Suppose N(c+
i
) ∩ −→C [y+1 , c−j ] = ∅, N(c+j ) ∩
−→
C [y+2 , c−i ] = ∅.
A similar argument as in Case 2.3 gives a contradiction.
Therefore the proof of Theorem 2 is complete. 
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