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TOPOLOGY OF IRRATIONALLY INDIFFERENT ATTRACTORS
DAVOUD CHERAGHI
Abstract. We study the attractors of a class of holomorphic systems with an irrationally
indifferent fixed point. We prove a trichotomy for the topology of the attractor based
on the arithmetic of the rotation number at the fixed point. That is, the attractor is
either a Jordan curve, a one-sided hairy circle, or a Cantor bouquet. This has a number
of remarkable corollaries on a conjecture of M. Herman about the optimal arithmetic
condition for the existence of a critical point on the boundary of the Siegel disk, and a
conjecture of A. Douady on the topology of the boundary of Siegel disks. Combined with
earlier results on the topic, this completes the topological description of the behaviors of
typical orbits near such fixed points, when the rotation number is of high type.
Introduction
Let f be a rational map of the Riemann sphere, or an entire function on the complex
plane, which has a fixed point at 0 with f ′(0) = e2παi and α ∈ R. In his pioneering work
on the iteration of holomorphic maps in 1919, Fatou showed that if 0 is unstable for the
iterates of f , there is a critical point of f whose orbit accumulates at 0. Also, when 0
is stable for the iterates, there is a critical point of f whose orbit accumulates on the
boundary of the maximal stability region. The closure of that critical orbit, denoted by
Λ(f), may present an intricate topological structure depending on the arithmetic nature
of α. For some classes of irrational numbers α such as Liouville numbers, the topological
structure of this set is not understood even in the case of quadratic polynomials e2παiz+z2.
There are two key arithmetic types that come to play: the Brjuno numbers and the
Herman numbers. These were discovered by Siegel-Brjuno-Yoccoz [Sie42, Brj71, Yoc95b]
and Herman [Her79] in their landmark studies of the analytic linearization problem in real
and complex dimension one. The set of Brjuno numbers is
B = {α ∈ R \Q |
∑∞
n=1q
−1
n log qn+1 < +∞},
where pn/qn are the best rational approximants of α. The set B has full measure in R,
while its complement is topologically generic in R. The set of Herman numbers H is more
complicated to characterize in terms of the arithmetic of α, see Section 1.3. It forms an
Fσ,δ subset of R. However, H ⊂ B, and H also has full measure in R.
Major progress on understanding the topological structure of Λ(f) has been made over
the last few years, using the near-parabolic renormalization scheme of Inou and Shishikura
[IS06]. While this does not address the problem in the full generality of arbitrary rational
maps or entire functions, it covers an infinite dimensional class of maps F , including some
rational maps of arbitrarily large degree, and the quadratic polynomials e2παiz + z2. More
precisely, there are two kind of restrictions: one on the nonlinearity of f , and the other
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on the arithmetic of α. The former condition is characterized by a particular covering
structure near 0. The latter condition requires α to be of high type, that is, α belongs to
HTN = {[(a0, ε0), (a1, ε1), . . . ] | ∀n ≥ 1, an ≥ N},
where N is some large constant, and [(a0, ε0), (a1, ε1), . . . ] = a−1 + ε1/(a1+ ε2/(a2 + . . . )))
denotes the modified continued fraction of α with εn ∈ {+1,−1} and integers an ≥ 2.
Under the above conditions on f and α, Λ(f) is a compact subset of C, [IS06]. It has
been recently shown by the author that Λ(f) is a connected and measure zero subset of
the plane, and the restriction of f : Λ(f) → Λ(f) is a homeomorphism, [Che10, Che13].
Moreover, f : Λ(f)→ Λ(f) supports a unique invariant probablity measure, [AC12]. These
results have been achieved without precise knowledge of the topological structure of Λ(f).
In this paper we prove that there are only three possibilities for the topology of Λ(f):
closed Jordan curve, Cantor bouquet and one-sided hairy circle. We define the latter two
objects below.
Definition. A Cantor bouquet is a compact subset of the plane which is homeomorphic
to a set of the form
(1) {re2πiθ ∈ C | 0 ≤ r ≤ R(θ)}
where R : R/Z→ [0,∞) satisfies
(a) R−1(0) is dense in R/Z,
(b) (R/Z) \R−1(0) is dense in R/Z,
(c) for each θ0 ∈ R/Z we have
lim sup
θ→θ+
0
R(θ) = R(θ0) = lim sup
θ→θ−
0
R(θ).
Definition. A one-sided hairy circle is a compact subset of the plane which is homeomor-
phic to a set of the form
(2) {re2πiθ ∈ C | 1 ≤ r ≤ R(θ)}
where R : R/Z→ [1,∞) satisfies
(a) R−1(1) is dense in R/Z,
(b) (R/Z) \R−1(1) is dense in R/Z,
(c) for each θ0 ∈ R/Z we have
lim sup
θ→θ+
0
R(θ) = R(θ0) = lim sup
θ→θ−
0
R(θ).
The main aim of this paper is to prove the following theorem.
Theorem A. There is N > 0 such that for all α ∈ HTN and all f ∈ F with f
′(0) = e2πiα
one of the following statements hold:
(i) α ∈ H and Λ(f) is a Jordan curve;
(ii) α ∈ B \H and Λ(f) is a one-sided hairy circle;
(iii) α /∈ B and Λ(f) is a Cantor bouquet.
In particular, the above theorem, and the statements below, apply to the quadratic
polynomials e2παiz + z2, provided α ∈ HTN .
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The Cantor bouquets and one-sided hairy circles enjoy similar topological feature as the
standard Cantor set. Under an additional mild condition (topological smoothness) they are
uniquely characterized by some topological properties (even by ambient homeomorphisms).
Here, we conclude that there are only three possibilities for the topology of Λ(f). We
conjecture that the trichotomy in Theorem A holds in the full generality of rational maps
with irrationally indifferent fixed points.
Examples of Λ(f) homeomorphic to a Jordan curve are prevalent, and have been studied
in depth over the last decades, see for instance [Dou87, Pet96, McM98, Zak99, GS´03, PZ04,
ABC04, BC07, Zak10, Zha11], and the references there in. But, to our knowledge, here we
present the first examples of Λ(f) homeomorphic to Cantor bouquets and one-sided hairy
circles. Although, these may have been anticipated by Shishikura (unpublished work) and
Perez-Marco [PM97].
The techniques we develop and employ for the proof of Theorem A allow us to investigate
some fine-scale metric properties of Λ(f). In particular, we prove some results of the
following nature.
Theorem B. For all α ∈ HTN and all f ∈ F with f
′(0) = e2πiα, we have the following:
(i) when α /∈ B, the connected component of Λ(f) \ {0} containing the critical value
of f is a C1 curve which lands at 0 at a well-defined angle;
(ii) when α ∈ B \H , the connected component of Λ(f) \∆(f) containing the critical
value of f is a C1 curve which lands on the boundary of the Siegel disk ∆(f) at a
well-defined angle.
When α /∈ B, the above theorem implies that each connected component of Λ(f) \ {0}
lands at 0 at a well-defined angle. Moreover, the map which assigns the landing angle to
each connected component of Λ(f) \ {0} is injective.
There are a number of remarkable corollaries of Theorem A. We briefly discuss some of
these below.
Theorem A confirms the conjecture of Herman on the optimal arithmetic condition for
the existence of a critical point on the boundary of Siegel disks, in the class of maps
F . More precisely, Herman [Her79, Her85] defines the class of maps H as the set of
rotation numbers α such that every analytic circle diffeomorphism with rotation number
α is analytically conjugate to the rigid rotation. While he proved that the set of such
rotation numbers is not empty, the arithmetic characterization of those rotation numbers
is due to Yoccoz [Yoc84]. Herman proved that if the uni-critical polynomial zd + c has
a Siegel disk with rotation number in H , then the boundary of the Siegel disk contains
the critical point. This result has been extended to some other special families of maps
since then [Rog92, Rog98, BF12, CR16]. Based on those results, it was conjectured that
the boundary of a Siegel disk of a rational map contains a critical point if and only if the
rotation number is in H . Our result allows us to confirm this conjecture for the class of
maps F .
Corollary C. Let α ∈ HTN and f ∈ F with f
′(0) = e2πiα. Then, the critical point of f
belongs to the boundary of the Siegel disk of f centered at 0 if and only if α belongs to H .
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Another corollary of Theorem A is on the topology of Siegel disks in the setting of class
F . It partially confirms a conjecture of Douady suggesting that the boundary of a Siegel
disk of a rational map is a Jordan curve, [Dou87].
Corollary D. Let α ∈ HTN ∩B and f ∈ F with f
′(0) = e2πiα. Then, the boundary of the
Siegel disk of f centered at 0 is a Jordan curve.
An alternative proof of the above theorem has been recently announced in [YS16].
Part (iii) of Theorem A establishes a striking similarity between the dynamics of the maps
in F such as the quadratic polynomials e2πiαz + z2 and the dynamics of some exponential
maps. Cantor bouquets are familiar objects in transcendental dynamics, [DK84, AO93,
Rem06]. For instance, they appear as the closure of the set of escaping points of the
exponential maps λez, for 0 < λ < 1/e. That is, let Jλ denote the closure of the set of
points z ∈ C such that the orbit of z under iterates z 7→ λez leaves every compact subset
of C.
Corollary E. For α ∈ HTN \B and f ∈ F with f
′(0) = e2παi, Λ(f)\{0} is homeomorphic
to Jλ, for each 0 < λ < 1/e.
However, the dynamical behavior of λez on Jλ is far from the one of f on Λ(f) \ {0}.
For instance, the former one has abundance of periodic cycles and a dense subset of points
are non-recurrent, while the latter one has no periodic cycles and all points have recurrent
orbits. Naively speaking, the relation is due to the similarity between the iterates of the
exponential maps and a partial dynamics of f ; some accelerated iterates of f behave like
the exponential maps.
Theorem A completes the topological description of the behavior of the orbits of typical
points for the maps in F . It was shown in [Che10, Che13] that for almost every point z in
the Julia set of e2πiαz+ z2, with α of high type, the set of accumulation points of the orbit
of z is equal to Λ(f). With Theorem A, we complete the topological description of the
behavior of the orbits in the Julia sets of those maps. There has been a recent remarkable
realization of quadratic polynomials of this type with positive area Julia sets by Buff and
Che´ritat in 2005 [BC05, BC12]. Our main theorem sheds light on the dynamical behavior
of those maps as well.
In this paper we propose a topological model for Λ(f) obtained as a nest of pieces
shrinking to some sets of the form in Equations (1) and (2). The model is purely based on
the arithmetic of α, but it incorporates a conjectural effect of the nonlinearities induced by
the iterates of f . Then we prove the corresponding trichotomy for the model. This part of
the paper works for all irrational rotation numbers. An alternative arithmetic topological
model for Λ(f) has been proposed by Buff, Che´ritat, and Rempe-Gillen in 2009 [BCRG09].
In some sense, the model we propose here is obtained from a limiting construction which
converges to the model “directly”, while the model proposed in their work converges to
the model “tangentially”.
To prove that Λ(f) is homeomorphic to the topological model, we make use of the near-
parabolic renormalization scheme of Inou and Shishikura [IS06]. This is a powerful tool
that allows us to control the nonlinearities of the high iterates of the maps. This method
requires f to come from the class F and α to be of sufficiently high type.
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The starting step of the proof is to show that there is a C1 curve with a canonic pa-
rameterization in Λ(f) ∪ ∆(f) which connects the critical value of f to 0. We use this
curve to build a nest of partitions by pieces bounded by C1 curves marked with special
parametrizations. Then, we build homeomorphisms (partial conjugacies) between these
pieces and the pieces shrinking to the arithmetic model, and then we pass to the limit
to obtain the homeomorphism between Λ(f) and the model. This part of the argument
is in the spirit of the rigidity results in complex dynamics achieved using Yoccoz puzzle
pieces with Bo¨ttcher markings. Notably, this part of the argument is not concerned with
arithmetic types, and provides a unified approach to all cases in Theorem A.
Acknowledgment. I gratefully acknowledge funding from EPSRC (UK) - grant No EP/M01746X/1
-rigidity and small divisors in holomorphic dynamics.
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1. Arithmetic Cantor bouquets and hairy circles
1.1. Modified continued fraction. Let d(x,Z) = mink∈Z |x − k|. Given an irrational
number α ∈ R set
α0 = d(α,Z) ∈ (0, 1/2).
There are unique a−1 ∈ Z and ε0 ∈ {+1,−1} such that α = a−1 + ε0α0. Inductively, for
n ≥ 0, we define
αn+1 = d(1/αn,Z) ∈ (0, 1/2),
as well as integers an ∈ Z and εn+1 ∈ {+1,−1} such that
1/αn = an + εn+1αn+1.
Evidently, for all n ≥ 0,
1/αn ∈ (an − 1/2, an + 1/2), an ≥ 2,
and
(3) εn+1 =
{
+1 if 1/αn ∈ (an, an + 1/2),
−1 if 1/αn ∈ (an − 1/2, an).
The sequences an and εn provide us with the infinite continued fraction
α = a−1 +
ε0
a0 +
ε1
a1 +
ε2
a2 + . . .
.
Remark 1. We have chosen to work with the above alternative notion of continued fractions
(instead of the standard one) because the set of high type numbers in this expansion is
strictly bigger than the set of high type numbers in the standard expansion. The nature
of our main tool, which is discussed in a moment, makes the high type condition in the
modified definition suitable.
1.2. The straight topological model. In this section we propose a basic topological
model for the post-critical set, which only depends on the arithmetic of the asymptotic
rotation at 0.
Consider the set
H−1 = {w ∈ C | Imw > −1}.
For r ∈ (0, 1/2), we define the map Yr : H−1 → C as
1
Yr(w) = rRew +
i
2π
log
∣∣∣e−3πr − e−πrie−2πriw
e−3πr − eπri
∣∣∣.
Evidently, Yr maps each vertical line in H−1 to a vertical line.
Lemma 1.1. For every r ∈ (0, 1/2), Yr is continuous and injective on H−1. Moreover,
Yr(H−1) ⊂ H−1.
1X denotes the topological closure of a given set X .
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Proof. Let g(r, w) = (e−3πr − e−πrie−2πriw)/(e−3πr − eπri).
For w ∈ H−1,
|e−3πr − e−πrie−2πriw| ≥ |e−πrie−2πriw| − |e−3πr| ≥ e−2πr − e−3πr,
and
|e−3πr − eπri| ≤ |e−3πr − 1|+ |1− eπri| ≤ (1− e−3πr) + πr.
Combining the above two inequalities, we obtain
|g(r, w)| ≥
e−2πr − e−3πr
πr + 1− e−3πr
=
eπr − 1
(πr + 1)e3πr − 1
.
We claim that for all r ∈ [0, 1/2],
eπr − 1
(πr + 1)e3πr − 1
≥ e−9π/5.
Multiplying the above inequality by e9π/5, and moving terms around, we come to the
equivalent inequality
e9π/5(eπr − 1)− (πr + 1)e3πr + 1 ≥ 0.
The above expression takes the value 0 at r = 0. Hence, it is enough to show that the
derivative of that function is positive on [0, 1/2]. In other words, we need
πeπr(e9π/5 − (4 + 3πr)e2πr)) ≥ 0,
which is equivalent to
e9π/5 ≥ (4 + 3πr)e2πr,
or equivalent to
9π/5 ≥ log(4 + 3πr) + 2πr.
On the other hand, using 0 ≤ r ≤ 1/2, 3 ≤ π ≤ 4, and
10 ≤ 1 + (12/5) + (12/5)2/2! + · · ·+ (12/5)5/5! ≤ e12/5,
we observe that
log(4 + 3πr) + 2πr ≤ log(4 + 3π/2) + π ≤ log(4 + 6) + π
≤ log(e12/5) + π ≤ log e4π/5 + π ≤ 9π/5.
The uniform lower bound |g(r, w)| ≥ e−9π/5 implies that for all w ∈ H−1 we have
ImYr(w) ≥
1
2π
log e−9π/5 > −1.
This proves that Yr maps H−1 into H−1.
The map Yr is real-analytic on H−1. In particular, it is continuous on this set.
There remains to prove that Yr is injective. Assume that w1 and w2 are two distinct
points in H−1. If Rew1 6= Rew2, then ReYr(w1) 6= ReYr(w2). If Rew1 = Rew2 but
Imw1 6= Imw2, then
|e−3πr − e−πrie−2πriw1| 6= |e−3πr − e−πrie−2πriw2 |.
This implies that |g(r, w1)| 6= |g(r, w2)|, and therefore, ImYr(w1) 6= ImYr(w2). 
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Recall that s(w) = w denotes the complex conjugation. For n ≥ 0 we define
(4) Yn(w) =
{
Yαn(w) if εn = −1
−s ◦ Yαn(w) if εn = +1.
Each Yn is either holomorphic or anti-holomorphic, depending on the sing of εn. Either
way, for n ≥ 0, we have2
(5) Yn(i[−1,+∞)) ⊂ i(−1,+∞)
with
(6) Yn(0) = 0.
Lemma 1.2. For every n ≥ 0 we have the following:
(i) for every w ∈ H−1,
Yn(w + 1/αn) =
{
Yn(w) + 1 if εn = −1,
Yn(w)− 1 if εn = +1.
(ii) for every t ≥ −1,
– if εn = −1,
Yn(it + 1/αn − 1) = Yn(it) + (1− αn),
– if εn = +1,
Yn(it + 1/αn − 1) = Yn(it) + (αn − 1).
Proof. For every r ∈ (0, 1) and every w ∈ H−1, we have Yr(w + 1/r) = Yr(w) + 1. This
implies Part (i) of the lemma.
To prove part (ii) of the lemma first note that∣∣e−3παn − e−παnie−2παni(it+1/αn−1)∣∣ = ∣∣e−3παn − e−παnie2παnte2παni∣∣
=
∣∣e−3παn − eπαnie2παnt∣∣ = ∣∣e−3παn − e−παnie2παnt∣∣.
The first and second “=” in the above equation are simple multiplications of complex
numbers, while in the third “=” we have used that |x−z| = |x−z|, for real x and complex
z. Thus,
Yαn(it+ 1/αn − 1) = αn(1/αn − 1) +
i
2π
log
∣∣∣e−3παn − e−παnie2παnt
e−3παn − eπαni
∣∣∣
= (1− αn) + Yαn(it).
If εn = −1, the relation in part (ii) readily follows from the above equation. If εn = +1,
Yn(it+ 1/αn − 1) = −s(Yαn(it + 1/αn − 1))
= −s((1 − αn) + Yαn(it)) = (αn − 1)− s(Yαn(it)
= (αn − 1) + Yn(it).

2We define iX = {ix | x ∈ X}, for a given set X ⊂ C.
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Lemma 1.3. For every n ≥ 0 and every w1 and w2 in H−1, we have
|Yn(w1)− Yn(w2)| ≤
9
10
|w1 − w2|.
Proof. It is enough to prove that Yr is uniformly contracting by a factor independent of
r ∈ (0, 1/2).
Let g(w) = (e−3πr − e−πrie−2πriw)(e−3πr − eπrie2πriw). This is of the form ζζ, which gives
positive real values for w ∈ H−1. We have
∂g(w)/∂w = 2πrie−πrie−2πriw(e−3πr − eπrie2πriw),
and
∂g(w)/∂w = −2πrieπrie2πriw(e−3πr − e−πrie−2πriw).
Therefore, by the complex chain rule,
∂
∂w
log g(w) =
1
g(w)
∂g
∂w
=
2πrie−πrie−2πriw
e−3πr − e−πrie−2πriw
=
2πri
e−3πreπrie2πriw − 1
,
and
∂
∂w
log g(w) =
1
g(w)
∂g
∂w
=
−2πrieπrie2πriw
e−3πr − eπrie2πriw
=
−2πri
e−3πre−πrie−2πriw − 1
.
We rewriting Yr in the form
Yr(w) = r ·
w + w
2
+
i
2π
·
1
2
log g(w)−
i
2π
log |e−3πr − eπri|.
Then, by the above calculations,
∂Yr
∂w
(w) =
r
2
+
i
4π
·
2πri
e−3πreπrie2πriw − 1
=
r
2
(
1−
1
e−3πreπrie2πriw − 1
)
,
and
∂Yr
∂w
(w) =
r
2
+
i
4π
·
−2πri
e−3πre−πrie−2πriw − 1
=
r
2
(
1 +
1
e−3πre−πrie−2πriw − 1
)
.
Let ζ = e−3πreπrie2πriw. For w ∈ H−1, |ζ | ≤ e
−πr. The maximum size of the directional
derivative of Yr is the quantity
max
θ∈[0,2π]
∣∣DYr(w) · eiθ∣∣ = ∣∣∣∂Yr
∂w
(w)
∣∣∣+ ∣∣∣∂Yr
∂w
(w)
∣∣∣
≤
r
2
·
∣∣∣1− 1
ζ − 1
∣∣∣+ r
2
·
∣∣∣1 + 1
ζ − 1
∣∣∣
≤
r
2
·
2 + e−πr
1− e−πr
+
r
2
·
e−πr
1− e−πr
= r ·
eπr + 1
eπr − 1
.
For r ≥ 0, eπr − 1 ≥ πr + π2r2/2, (the first two terms of the Taylor series with positive
terms). This gives us
r ·
eπr + 1
eπr − 1
= r(1 +
2
eπr − 1
) ≤ r(1 +
2
πr + π2r2/2
) ≤
2πr + π2r2 + 4
2π + π2r
.
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The last function in the above equation is increasing on (0, 1/2), (has derivative (4π3r +
π4r2)/(2π + π2r2)2). Then, it is bounded by its value at 1/2, which, using π ≥ 3, gives us
2πr + π2r2 + 4
2π + π2r
≤
π + π2/4 + 4
2π + π2/2
≤
1
2
+
4
2π + π2/2
≤
1
2
+
4
6 + 4
=
9
10
.

For n ≥ 0 let
(7)
M0n = {w ∈ H−1 | Rew ∈ [0, 1/αn]},
J0n = {w ∈M
0
n | Rew ∈ [1/αn − 1, 1/αn]},
K0n = {w ∈M
0
n | Rew ∈ [0, 1/αn − 1]}.
We inductively defined the sets M jn, J
j
n, and K
j
n, for j ≥ 1 and n ≥ 0. Assume that M
j
n,
J jn, and K
j
n are defined for some j and all n ≥ 0. We define these sets for j + 1 and all
n ≥ 0 as follows. Fix an arbitrary n ≥ 0.
If εn+1 = −1, let
(8) M j+1n =
an−2⋃
l=0
(
Yn+1(M
j
n+1) + l
)⋃(
Yn+1(K
j
n+1) + an − 1
)
.
If εn+1 = +1, let
(9) M j+1n =
an⋃
l=1
(
Yn+1(M
j
n+1) + l
)⋃(
Yn+1(J
j
n+1) + an + 1
)
.
Regardless of the sign of εn+1, define
J j+1n = {w ∈M
j+1
n | Rew ∈ [1/αn − 1, 1/αn]},
Kj+1n = {w ∈M
j+1
n | Rew ∈ [0, 1/αn − 1]}.
Lemma 1.4. For every n ≥ 0 and all j ≥ 1, the sets M jn, J
j
n, and K
j
n are closed and
connected subset of C which are bounded by piece-wise analytic curves. Moreover,
{Rew | w ∈ M jn} = [0, 1/αn],
and
(i) when εn+1 = −1,
{w ∈M jn | Rew = 0} ⊂ Yn+1(i[−1,∞)),
and
{w ∈M jn | Rew = 1/αn} ⊂ Yn+1(i[−1,∞) + 1/αn+1 − 1) + an − 1;
(ii) when εn+1 = +1,
{w ∈M jn | Rew = 0} ⊂ Yn+1(i[−1,∞) + 1/αn) + 1,
and
{w ∈M jn | Rew = 1/αn} ⊂ Yn+1(i[−1,∞) + 1/αn+1 − 1) + an + 1.
Proof. The proof is elementary and requires following the basic arithmetic relations among
αn, an and εn+1. One also needs the functional relations in Lemma 1.2. 
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For j ≥ 1, consider the sets
M j−1 = Y0(M
j−1
0 ).
By Lemma 1.1, M1n ⊂ M
0
n. This implies that for every j ≥ 1, M
j
−1 is contained in M
j−1
−1 .
We define
M−1 =
⋂
j≥1
M j−1.
The set M−1 consists of a union of closed half-infinite vertical lines tending to +i∞. It
may or may not be connected. In either way, ReM−1 ⊂ [0, 1]. The set M−1 depends only
on the arithmetic of α; indeed to α0. Our topological model for the post-critical set of a
map with asymptotic rotation α at 0, is the set Aα defined as
(10) Aα = ∂{e
−2πiw | w ∈M−1}.
Note that e−2πiw = e2πiw. Thus, Aα is obtained from taking the complex conjugate of the
set obtained from projecting M−1 to the complex plane via w 7→ e
2πiw.
We shall describe the topology of Aα in Section 1.4.
1.3. Arithmetic lemmas. Let α be an irrational number, and let αn, for n ≥ 0, be
the sequence of irrational numbers defined in Section 1.1. Let us also define the numbers
β−1 = +1, and for j ≥ 0, βn =
∏n
i=0 αi. Yoccoz define the Brjuno function
B(α) =
∞∑
n=0
βn−1 logα
−1
n .
The Brjuno function satisfies the remarkable functional equations
B(α) = B(α + 1), B(α) = αB(1/α) + log 1/α.
The difference |B(α)−
∑∞
n=0 qn log qn+1| is uniformly bounded, where pn/qn is the best
rational approximants of α. These are defined as the partial continued fractions of α in the
standard continued fraction algorithm. The Brujno numbers are the irrational numbers α
with B(α) < +∞.
An irrational number α is of Herman type, if ever analytic homeomorphism of the circle
is analytically conjugate to the rigid rotation by α. M. Herman used this characterization
to prove that for such rotation numbers, the critical point of the quadratic polynomial lies
on the boundary of the Siegel disk. The set of such irrational numbers is denoted by H
as in the introduction. Below we present an arithmetic characterization of the Herman
numbers due to Yoccoz [Yoc95a, Yoc02].
Given α ∈ (0, 1/2), define the function hα : R→ (0,+∞) as
hα(y) =
{
α−1(y − logα−1 + 1) if y ≥ logα−1,
ey if y ≤ logα−1
.
The function hα is C
1 on R, and satisfies
hα(logα
−1) = h′α(logα
−1) = α−1;
ex ≥ hα(x) ≥ x+ 1, ∀x ∈ R;
h′α(x) ≥ 1, ∀x ≥ 0.
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Proposition 1.5 (Yoccoz). An irrational number α belongs to H , if and only if, for all
n ≥ 0, there is m ≥ n such that
hαm−1 ◦ · · · ◦ hαn(0) ≥ B(αm).
The set H is strictly contained in B. To see this, first note that if α0 ∈ H , then by the
definition of the class H with n = 0, there ism ≥ 0, such that hαm−1 ◦· · ·◦hα0(0) ≥ B(αm).
This implies that B(αm) is finite. However, B(α0) =
∑m−1
n=0 βn−1 logα
−1
n +β
−1
m B(αm), which
implies that B(α0) < +∞. That is, α0 belongs to B. On the other hand, H is strictly
contained in B. For instance, if e−1/αi ≤ αi+1 ≤ e
−1/αri , for some fixed r ∈ (0, 1) and all
i ≥ 0, then α0 does not belong to H but belongs to B.
We shall use the equivalent formulation of the Herman numbers in the above proposition
as the definition of the class H .
Proposition 1.6. There is a constant C11, independent of α, such that for every y ≥ 1,
and all integers m > n ≥ 0, we have∣∣2π ImYn ◦ · · · ◦ Ym(iy/(2π))− h−1αn ◦ · · · ◦ h−1αm(y)∣∣ ≤ C11.
Proof. The map hα is C
1 with h′α(logα
−1) = hα(logα
−1) = 1/α, and for all x ≥ 0,
|h′α(x)| > 1. It is a diffeomorphism from R onto (0,+∞). Let us denote the inverse of this
map by gα : (0,+∞)→ R. The map gα is given by the formula,
gα(y) =
{
αy + logα−1 − 1 if y ≥ 1/α
log y if 0 ≤ y ≤ 1/α
.
First we show that there is a constant D1, independent of αn ∈ (0, 1/2], such that for
all y ≥ 1,
|2π ImYn(iy/(2π))− gαn(y)| ≤ D1.
This requires some basic estimates on the map Yn, presented below.
For 1 ≤ y ≤ 1/αn, we note that∣∣e−3παn − e−παnieαny∣∣ ≤ |e−3παn − 1|+ |1− e−παni|+ |e−παni − e−παnieαny|
≤ 3παn + παn + (e− 1)αny = 4παn + eαny
and ∣∣e−3παn − e−παnieαny∣∣ ≥ |eπαni · e−3παn − eαny| ≥ |1− eαny| ≥ αny
and
3παn + παn ≥ |e
−3παn − eπαni| ≥ Im(e−3παn − eπαni) ≥ sin(παn) ≥ παn/2.
Combining the above inequalities we get∣∣∣e−3παn − e−παnieαny
y(e−3παn − eπαni)
∣∣∣ ≤ 4παn + eαny
yπαn/2
≤
4π + ey
yπ/2
≤
4π + e
π/2
and ∣∣∣e−3παn − e−παnieαny
y(e−3παn − eπαni)
∣∣∣ ≥ αny
y(3παn + παn)
=
1
4π
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These imply that the absolute value of
2π ImYn(iy/(2π))− gαn(y) = log
∣∣∣e−3παn − e−παnieαny
e−3παn − eπαni
∣∣∣− log y
= log
∣∣∣e−3παn − e−παnieαny
y(e−3παn − eπαni)
∣∣∣
is bounded from above by a universal constant.
For y ≥ 1/αn, the absolute value of
2π ImYn(iy/(2π))− gαn(y) = log
∣∣∣e−3παn − e−παnieαny
e−3παn − eπαni
∣∣∣− αny − logα−1n + 1
= log
∣∣∣αn(e−3παn − e−παnieαny)
eαny(e−3παn − eπαni)
∣∣∣ + 1
= log
∣∣∣ αn
e−3παn − eπαni
∣∣∣+ log ∣∣∣e−3παn − e−παnieαny
e2παny
∣∣∣+ 1
is bounded from above by a uniform constant. This completes the proof of the existence
of a uniform constant D1.
For m > n, let us introduce the notation Gm,n = gαn ◦ · · · ◦ gαm , and Ψm,n(y) =
2π ImYn ◦ · · · ◦ Ym(iy/(2π)). Let Ψm,m = 2π ImYm(iy/(2π)), Gm,m = gαm , Ψm,m+1 = id,
and Gm,m+1 = id. With these notation,∣∣2π ImYn ◦ · · · ◦ Ym(iy/(2π))− gαn ◦ · · · ◦ gαm−1(y)∣∣
=
∣∣∣Ψm,n(y)−Gm,n(y)∣∣
≤
m∑
j=n
∣∣Ψj,n(Gm,j+1(y))−Ψj−1,n(Gm,j(y))∣∣
=
m∑
j=n
∣∣Ψj−1,n(2πYj(iGm,j+1(y)/(2π)))−Ψj−1,n(Gm,j(y))∣∣
≤
m∑
j=n
(9/10)j−n ·
∣∣2πYj(iGm,j+1(y)/(2π))−Gm,j(y)∣∣
=
m∑
j=n
(9/10)j−n ·
∣∣2πYj(iGm,j+1(y)/(2π))− gαj (Gm,j+1(y))∣∣
≤
m∑
j=n
(9/10)j−nD1 ≤ 10D1.
This finishes the proof of the proposition. 
Proposition 1.7. An irrational number α ∈ H if and only if, for all x > 0 there is m ≥ 0
such that
ImY0 ◦ · · · ◦ Ym(iB(αm+1)/(2π)) ≤ x.
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Proof. Assume that α is an irrational number in H , and x > 0 is given. Choose, n ≥ 0
such that (9/10)n(C11 + 1) ≤ x. By the criterion in Proposition 1.5, there is m ≥ n such
that
h−1αn ◦ · · · ◦ h
−1
αm−1(B(αm)) ≤ 0.
From Proposition 1.6, we conclude that
2π ImYn ◦ · · · ◦ Ym−1(iB(αm)/(2π)) ≤ C11.
On the there hand, since each Yj maps into H−1, the imaginary part of the above quantity
is at least −1. Then, by Lemmas 1.3, we conclude that
ImY0 ◦ · · · ◦ Ym−1(iB(αm)/(2π)) ≤ (9/10)
nC11/(2π) ≤ x.
This proves one side of the proposition.
To prove the other direction, fix an arbitrary n ≥ 0. We shall prove that there is m ≥ n
satisfying the inequality in Proposition 1.5.
First note that for every j ≥ 0 and every y ≥ 0, h−1αj (y) ≤ y− 1. This implies that there
is k ≥ n such that
(11) h−1αn ◦ · · · ◦ h
−1
αk
(C11 + 2π) ≤ 0.
Let us define
x = min
{
Im Y0 ◦ · · · ◦ Yk(i), ImY0 ◦ · · · ◦ Yk(iB(αk+1)/(2π))
}
.
By the hypothesis in the proposition, there is m such that
ImY0 ◦ · · · ◦ Ym(iB(αm+1)/(2π)) ≤ x.
Note that by the choice of x we must have m ≥ k. By the injectivity of the maps Yj on
[−1,+∞) we conclude that
ImYk+1 ◦ · · · ◦ Ym(iB(αm+1)/(2π)) ≤ 1.
From Proposition 1.6, we get
h−1αk+1 ◦ · · · ◦ h
−1
αm(B(αm+1)) ≤ C11 + 2π.
Combining with Equation 11, we conclude that
h−1αn ◦ · · · ◦ h
−1
αm(B(αm+1)) < 0.
This finishes the proof of the other direction of the proposition. 
1.4. Topology of the model Aα. For n ≥ −1, and j ≥ 0, define the map h
j
n : [0, 1/αn]→
[−1,+∞) as
(12) hjn(x) = inf{y | x+ iy ∈M
j
n}.
Since each Yn preserves vertical lines, it follows that
M jn = {w ∈ C | 0 ≤ Rew ≤ 1/αn, Imw ≥ h
j
n(Rew)}.
Lemma 1.8. For all n ≥ −1 and j ≥ 0, hjn : [0, 1/αn] → [−1,+∞) is continuous.
Moreover, for all x ∈ [0, 1/αn − 1], h
j
n(x+ 1) = h
j
n(x), and h
j
n(0) = h
j
n(1/αn).
Proof. These readily follow from the definition of the sets M jn and the functional equations
in Lemma 1.2. 
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For each fixed n, as M j+1n ⊂ M
j
n, we must have h
j+1
n ≥ h
j
n on [0, 1/αn. For n ≥ −1, we
define hn : [0, 1/αn]→ [−1,+∞] as
hn(x) = lim
j→+∞
hjn(x).
Note that this map is allowed to take +∞. By Lemma 1.8, for n ≥ −1, hn(x+1) = hn(x)
for all x ∈ [0, 1/αn − 1], and hn(0) = hn(1/αn).
Lemma 1.9. For all n ≥ −1,
(i) for all x ∈ [0, 1/αn), lim infs→x+ hn(s) = hn(x);
(ii) for all x ∈ (0, 1/αn], lim infs→x− hn(s) = hn(x).
Proof. Since Mn is a closed set, and is the region above the function hn, we must have
lim inf
s→x+
hn(s) ≥ hn(x), lim inf
s→x−
hn(s) ≥ hn(x).
So we need to show the equality holds in both cases. However, since the proof is similar for
different values of n, we present the argument for n = −1. Let us fix x−1 ∈ R. Inductively,
we identify integers ln, for n ≥ −1, such that −εn+1(xn− ln) ∈ [0, 1] and xl+1 = Y
−1
l+1(xl) is
defined.
We consider two cases: (a) there are arbitrarily large m with Re xm ∈ [1, 1/αm − 1], (b)
for large enough m, xm = 0.
First assume that (a) occurs. Since hm is periodic of period +1, we have hm(xm − 1) =
hm(xm+1) = hm(xm). Let us define sm = Y0◦· · ·◦Ym(xm+1), and s
′
m = Y0◦· · ·◦Ym(xm−1).
We have |x−1 − sm| ≤ βm ≤ (1/2)
m and |x−1 − s
′
m| ≤ βm ≤ (1/2)
m. Moreover, by the
uniform contraction of Yn in Lemma 1.3, we have |h−1(x−1) − h−1(sm)| ≤ (9/10)
m and
|h−1(x−1) − h−1(s
′
m)| ≤ (9/10)
m. As m may be arbitrarily large, this implies that the
equality in both lim inf occur.
If (b) happens, let m0 ≥ −1 be the smallest integer such that for all ≥ m0 we have
xm = 0. We have hm(0) = hm(+1) = hm1/αm = hm(1/αm − 1). Let sm = (Y0 + l0) ◦ · · · ◦
(Ym+lm)(+1), and s
′
m = (Y0+l0)◦· · ·◦(Ym0+l0)◦(Ym0+1+am0+1±εm0+1) . . . Ym(1/αm−1).
We have |x−1 − sm| ≤ βm ≤ (1/2)
m and |x−1 − (s
′
m − 1)| ≤ βm ≤ (1/2)
m. Moreover, by
the uniform contraction of Yn in Lemma 1.3, we have |h−1(x−1) − h−1(sm)| ≤ (9/10)
m
and |h−1(x−1)− h−1(s
′
m)| ≤ (9/10)
m. As m may be arbitrarily large, this implies that the
equality in both lim inf occur. 
Lemma 1.10. There is a constant C12 such that for all n ≥ −1,
(i) if α does not belong to B, then there is x ∈ [0, 1/αn] with hn(x) = +∞;
(ii) if α belongs to B, then∣∣∣ max
x∈[0,1/αn]
hn(x)−
1
2π
B(αn+1)
∣∣∣ ≤ C12.
In particular, the maximum is realized in the above equation.
Proof. For n ≥ −1, and j ≥ 0 we define
bn,j = max{h
j
n(x) | x ∈ [0, 1/αn]}
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Step 1. There is a constant D1 such that for all n ≥ 0 we have∣∣bn−1,1 − 1
2π
log
1
αn
∣∣ ≤ D1.
We have
bn−1,1 = max
x∈[0,1/αn]
ImYn(x− i) = max
x∈[0,1/αn]
1
2π
log
∣∣∣e−3παn + e−παnie−2παnixe−2παn
e−3παn − eπαni
∣∣∣
=
1
2π
log
∣∣∣e−3παn − e−2παn
e−3παn − eπαni
∣∣∣
In the above equation, the maximum is realized at x = 1/(2αn) − 1/2. Also, the last
expression is comparable to (logα−1n )/(2π) up to a uniformly bounded additive error.
Step 2. There is a constant D2 such that for all n ≥ 0 and all j ≥ 1, we have∣∣bn−1,j − αnbn,j−1 − 1
2π
log
1
αn
∣∣ ≤ D2.
Let xn−1 ∈ [0, 1/αn−1] with h
j
n−1(xn−1) = bn−1,j . Choose xn ∈ [0, 1/αn] with αnxn = xn−1
mod Z. Then,
2πbn−1,j = 2π ImYn(xn + ihn,j−1(xn))
= log
∣∣e−3παn + e−παnie−2παnixne2παnhn,j−1(xn)∣∣− log ∣∣e−3παn − eπαni∣∣
≤ 2παnhn,j−1(xn)− logαn −D
≤ 2παnbn,j−1 − logαn −D
for some constant D, independent of n. Note that since hn(0) = 0, bn ≥ 0, for all n ≥ −1.
On the other hand,
2πbn−1,j ≥ 2π ImYn(1/(2αn)− 1/2 + ibn,j−1)
= log
∣∣e−3παn − e2παnbn,j−1∣∣− log ∣∣e−3παn − eπαni∣∣
≤ 2παnbn,j−1 − logαn +D
′,
for some constant D′ independent of n. This completes the proof of step 2.
Step 3. There is a constant D3 such that for all n ≥ −1 we have∣∣∣ 1
2π
B(αn+1)− lim
j→+∞
bn,j
∣∣∣ ≤ D3.
Fix an arbitrary n ≥ −1, and j ≥ 1. By Step 1, we have∣∣∣bn+j−1,1 − 1
2π
log
1
αn+j
∣∣∣ ≤ D1.
We multiply the above equation by αn+j−1 and subtract (logαn+j−1)/(2π), and use the
inequality in Step 2, to conclude that∣∣∣bn+j−2,2 − αn+j−1 1
2π
log
1
αn+j
−
1
2π
log
1
αn+j−1
∣∣∣ ≤ αn+j−1D1 +D2.
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We may inductively repeat the above process until we reach the term bn,j. That is, for
l = nj −2, . . . , n+1, we multiply the each inequality by αl and subtract (logαl)/(2π), and
use the inequality in Step 2. This leads to the inequality∣∣∣bn,j − 1
2π
j−1∑
i=0
βn+i(αn+1) log
1
αn+i+1
∣∣∣ ≤ βn+j−1(αn+1)D1 +D2 j−2∑
i=0
βn+i(αn+1),
where βn+i(αn+1) =
∏i
l=1 αn+j for i ≥ 1, and βn(αn+1) = 1.
On the other hand, since each αl is bounded by 1/2, we have
(13) βn+j−1(αn+1)D1 +D2
j−2∑
i=0
βn+i(αn+1) ≤ D1 +D2
+∞∑
i=0
1/2i = D1 + 2D2.
Thus, taking limits from the above inequality we conclude that∣∣∣ lim
j→+∞
bn,j −
1
2π
B(αn+1)
∣∣∣ ≤ D1 +D2.
Now we are ready to conclude both parts of the lemma. If α is not a Brjuno number,
then B(αn+1) = +∞ for all n ≥ −1. By the above inequality, we conclude that for each
n ≥ −1, there is xn ∈ [0, 1/αn] with hn(xn) = +∞.
The second part of the lemma immediately follows from Equation (13). 
For n ≥ −1, define the function h∗n : [0, 1/αn]→ (0,+∞] as
h∗n(x) = lim sup
s→x
hn(s).
where in lim sup, s converges to x within [0, 1/αn].
We have h∗n ≥ hn on [0, 1/αn].
Lemma 1.11. For every n ≥ −1, h∗n(x) = hn(x) on a dense subset of [0, 1/αn]. Moreover,
if α ∈ R \ (Q ∪B), then for every n ≥ −1, h∗n ≡ +∞ on [0, 1/αn].
Proof. Let m be an arbitrary integer. By Lemma 1.10, there is xm ∈ [0, 1/αm] such that
hm(xm) = +∞ if α /∈ B and hm(xm) = maxs∈[0,1/αn] hm(s) if α ∈ B. By the definition of
h∗m these imply that h
∗
m(xm) = hm(xm).
Since, the functions hl and h
∗
l area periodic of period +1, there are ∼ 1/αn points in
[0, 1/αl] where the two functions coincide. On the other hand, these functions are conjugate
to the functions hl−1 and h
∗
l−1 by the map Yl. This implies that there is a chain of points
in [0, 1/αl−1], consisting of about 1/(αlαl−1) points equi-distributed on the interval, where
hl−1 and h
∗
l−1 coincide. Since, l is arbitrary, this implies that hn and h
∗
n coincide on a dense
subset of [0, 1/αn].
By the above paragraph, for nonBrjuno values of α, each hn is equal to +∞ on a dense
subset of [0, 1/αn]. This implies that h
∗
n ≡ +∞ on [0, 1/αn]. 
Lemma 1.12. For all n ≥ −1, h∗n : [0, 1/αn] → (0,+∞] is continuous. Moreover, for all
x ∈ [0, 1/αn − 1], h
∗
n(x+ 1) = h
∗
n(x), and h
∗
n(0) = h
∗
n(1/αn).
Proof. When α is not a Brjuno number, by Lemma 1.14, h∗n is a constant function. In
particular, it is continuous. Below we assume that α is a Brjuno number.
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Fix an arbitrary n ≥ −1. We aim to show that if x and y are close together in [0, 1/αn],
then h∗n(x) is close to h
∗
n(y). There are distinct xn and yn in [0, 1/αn] close to x and y
such that hn(xn) is arbitrary close to h
∗
n(x) and hn(yn) is arbitrary close to h
∗
n(y). We may
inductively define the points xm ∈ [0, 1/αm] and ym ∈ [0, 1/αm], for m ≥ n, according to
xl+1αl+1 = xl mod Z, and yl+1αl+1 = yl mod Z. There is the smallest positive integer
m > n such that |xm − ym| ≥ 1. It follows that |hm(xm)− hm(ym)| is uniformly bounded
from above. By the uniform contraction of the maps Yl in Lemma 1.3, we have |hn(xn)−
hn(yn)| ≤ (9/10)
m−n|hm(xm) − hm(ym)|. As x gets close to y, xn becomes close to yn.
Thus, m gets large, and therefore, hn(xn)−hn(yn) becomes arbitrarily small. This implies
the continuity of h∗n.
The latter part of the lemma immediately follows from the relations in Lemma 1.8. 
Lemma 1.13. For every n ≥ 0,
int (Mn) = {w ∈ C | 0 < Rew < 1/αn, Imw > h
∗
n(Rew)},
and
∂Mn = {w ∈ C | 0 ≤ Rew ≤ 1/αn, hn(Rew) ≤ Imw ≤ h
∗
n(Rew)}
∪ i[h∗n(0),+∞) ∪
(
1/αn + i[h
∗
n(0),+∞)
)
.
Proof. These readily follow from the definition of the domains M jn and the functions h
j
n in
Equation (12) 
Lemma 1.14. For every n ≥ −1 the following statements hold:
(i) if α ∈ H , then hn ≡ h
∗
n on [0, 1/αn];
(ii) if α ∈ R \ (H ∪Q), then hn(x) 6= h
∗
n(x) on a dense subset of [0, 1/αn].
Proof. Part (i) Fix α ∈ H . Since each Yn maps the graphs of hn and h
∗
n to the graphs
of hn−1 and h
∗
n−1, respectively, one concludes that if hn ≡ hn∗ for some n ≥ −1, then the
hn ≡ hn∗ holds for all n ≥ −1. Below we prove that h−1 ≡ h
∗
−1 on R.
Let x−1 = x. We inductively identify integers ln, for n ≥ −1, such that −εn(xn − ln) ∈
[0, 1], and define xn+1 = xn/αn. By Lemma 1.10, for every n ≥ 0,
−1 ≤ hn(xn) ≤ h
∗
n(x) ≤ B(αn+1) + 10.
In particular, |h∗n(x)− hn(x)| ≤ B(αn+1) + 11.
Fix an arbitrary x ∈ R, and an arbitrary ε > 0. We aim to show that |h−1(x)−h
∗
−1(x)| ≤
ε. There is n ≥ 0 such that ε(10/9)n > 1. Then, by Proposition 1.7, there is m ≥ n such
that ImY −1m−1 ◦ · · · ◦ Y
−1
n (i) ≥ B(αm+1) + 11.
Each map Yn contracts the length of vertical line segments. But among all vertical line
segments at the same height the least contraction occurs on i[−1,+∞). More precisely,
for every n ≥ 0, every s ∈ [0, 1/αn], and all −1 ≤ t1 < t2, we have
ImYn(it2)− ImYn(it1) ≥ ImYn(s+ it2)− Im Yn(s+ it1).
This is because, the least contraction of Yn occurs on the vertical line i[−1,+∞).
We inductively for integers j with m ≥ j ≥ n, we apply the above paragraph, with the
data s = xj, t1 = hj(xj), and t2 = h
∗
j(xj) to conclude that |h
∗
n(xn) − hn(xn)| ≤ 1. Then,
since each Yj contracts the length by a factor of 9/10, for each n ≥ j ≥ 0, we must have
|h∗−1(x0)− h−1(x0)| ≤ 1 · (9/10)
n ≤ ε. This completes the proof of the of Part (i).
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Part (ii) Fix an irrational number which is not of Herman type. First we show that
h∗−1(0) 6= h−1(0). Recall that h−1(0) = 0.
By Proposition 1.7, there are y−1 > 0 and C ∈ R such that for all n ≥ 0, we have
ImY −1n−1 ◦ · · · ◦ Y
−1
0 (iy−1) ≤ B(αn+1) + C.
Define iyn = Y
−1
n−1 ◦ · · · ◦ Y
−1
0 (iy−1), for n ≥ 0.
On the other hand, by Lemma 1.10, and the periodicity of h∗n, for each n ≥ 0, there
is xn ∈ [0, 1] with |h
∗
n(xn) − B(αn+1)| ≤ 10. This implies that there is y
′
n ≥ −1 such
that xn + iy
′
n ∈ ∂Mn, and |ixn − (x
′
n + iy
′
n)| ≤ 1 + C. Let wn = Y0 ◦ · · · ◦ Yn(x
′
n + iy
′
n).
It follows that w−1 belongs to ∂M0, and by the uniform contraction of the maps Yj ,
|wn−iy−1| ≤ (1+C)(9/10)
n. In particular, iy−1 ∈ ∂M−1, which implies that h
∗
−1(0) ≥ iy−1.
By the commutative relation Yn(ih
∗
n(0)) = h
∗
n−1(0), we conclude that for all n ≥ −1,
h∗n(0) 6= 0. Thus, h
∗
n(0) 6= hn(0). Since all the maps hn and h
∗
n are periodic, these imply
that for all integers m ∈ [0, 1/αn] and all n ≥ −1, h
∗
n(m) 6= hn(m). Sine each Yj maps the
graphs of h∗n and hn to the graphs of h
∗
n−1 and hn−1, respectively, we conclude that for all
integers m, h∗−1({mα}) 6= h−1({mα}). This completes the proof of the lemma. 
Proposition 1.15. Let α be an irrational number. Then,
(i) if α ∈ H , then Aα is a closed Jordan curve;
(ii) if α ∈ B \H , then Aα is a one-sided hairy circle;
(iii) if α /∈ B, then Aα is a Cantor Bouquet.
Proof. Part (i) By Lemma 1.14-(i), h−1 ≡ h
∗
−1 on [0, 1], and by Lemma 1.8 h−1 is periodic
of period +1. By Lemma 1.13, ∂M−1 = {x + ih−1(x) | x ∈ R}. This implies that Aα is
homeomorphic to the unit circle |z| = 1, via the map e−2πi(x−ih−1(x)) = e−2πixe−2πh−1(x) 7→
e2πix. This is a continuous and injective map, and hence a homeomorphism.
Part (ii) By Lemma 1.10, h−1(x) ≤ B(α) + 10, which implies that h
∗
−1(x) ≤ B(α) + 10.
Define R : R/Z→ [1,+∞) as
R(x) = exp(−2π(h−1(−x)− h
∗
−1(−x))).
Since for all x, h∗−1(x) ≥ h−1(x), we must have R(x) ≥ 1, for all x. The solutions of the
equation R−1(x) = 1 is equal to the set of x ∈ R/Z with h∗−1(x) = h−1(x), which is a dense
subset of R/Z by Lemma 1.11. By the same lemma, R/Z \R−1(1) is also dense in R/Z.
By the continuity of h∗−1 in Lemma 1.12, and Lemma 1.9, for every x ∈ R/Z, we have
lim sup
s→x+
R(s) = exp
(
− 2π lim inf
s→x+
h−1(s) + 2π lim sup
s→x+
h∗−1(x)
)
= R(x).
by the same lemmas, lim sups→x− R(s) = R(x).
By the above properties, the set
AR = {re
2πxi | 1 ≤ r ≤ R(x)}
is a one-sided hairy circle. The map
re2πxi 7→ e2πh
∗
−1(−x) · re2πix
is continuous and injective map from the compact space AR to Aα. Thus, the above map
is a homeomorphism.
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Part (iii) Define
R(x) = exp(−2πh−1(−x)).
for x ∈ R/Z. By the same line of arguments presented for Part (ii), the set
AR = {re
2πxi | r ≤ R(x)}
is a Cantor bouquet. In this case AR = Aα. 
The set of end points of Aα is defined as the set of w ∈ Aα such that there is no
continuous and injective map γ : (−1,+1) → Aα with γ(0) = w. For instance, when
α /∈ H , by Lemma 1.14, 0 is an end point of Mn for each n ≥ −1. This is generalized in
the next proposition.
In the following proposition, {x} denotes the number x − ⌊x⌋, where ⌊x⌋ is the largest
integer less than or equal to x.
Proposition 1.16. For all α ∈ HTN and all n ≥ 0, the set{
{mαn}+ ihn({mαn}) | m ∈ N
}
is dense in ∂Mn.
Proof. Fix an arbitrary n ≥ −1. By the uniform contraction of the maps Yn in Lemma 1.3,
we have |Yn ◦ . . . Ym(−1)− 0| ≤ (9/10)
m−n → 0, as m tends to infinity. This implies that
hn(0) = 0. Therefore, 0 + ihn(0) = 0 belongs to ∂Mn. By the definition of Mn as the
intersection of the set of maps M jn, it follows that for all m ∈ N, {mαn} + ihn({mαn})
belongs to ∂Mn.
Fix an arbitrary z ∈ ∂Mn. Choose zn in the complement of Mn close to z. Since,
Mn = ∩j≥1M
j
n, there is j ≥ 1 with zn ∈ M
j
n \M
j+1
n . By the definition of the sets M
j
n,
there is wn+j ∈ H−1 \M
1
n+j such that under projections by Yl and its translations wn+j
is mapped to zn. On the other hand, there is an integer i with 0 ≤ i ≤ 1/αn+j+1 such
that |Yn+j+1(i) − wn+j| ≤ 1. By the uniform contraction of the maps Yl, i is mapped to
some point close to zn by iterates of Yl and its translations. But, by the arithmetic of the
sets M jn, this point has the form {mαn} + ihn({mαn}) for some positive integer m. This
completes the proof of the proposition. 
2. Near-parabolic renormalization scheme
2.1. Inou-Shishikura class. In this section we introduce the notion of near-parabolic
renormalization introduced by Inou and Shishikura in [IS06]. This is a slightly modified
construction that gives the same operator.
Let us denote the Riemann sphere by Cˆ. Consider the filled in ellipse
E =
{
x+ iy ∈ C
∣∣∣ (x+ 0.18
1.24
)2 + (
y
1.04
)2 ≤ 1
}
,
and the neighborhood of 0 defined as
(14) U = g(Cˆ \ E), where g(z) = −
4z
(1 + z)2
.
The restriction of the cubic polynomial P (z) = z(1 + z)2 on U has a specific covering
structure that naturally arises for suitable return maps near an irrationally indifferent fixed
TOPOLOGY OF IRRATIONALLY INDIFFERENT ATTRACTORS 21
point. The polynomial P has a parabolic fixed point at 0 with multiplier P ′(0) = 1. It has
a simple critical point at cpP = −1/3 ∈ U and a critical point of order two at −1 ∈ C \U .
The critical point at −1/3 is mapped to cvP = −4/27, and −1 is mapped to 0.
Define the class of maps
IS=
{
h = P ◦ ϕ−1: Uh → C
∣∣∣ ϕ : U → Uh is univalent and onto, ϕ(0) = 0, ϕ′(0) = 1. }.
Every map in IS has the same covering structure as the one of P on U . Moreover, every
element of IS has a fixed point at 0 with multiplier +1, and a unique critical point at
cph = ϕ(−1/3) ∈ Uh which is mapped to cvh = −4/27.
For α ∈ R, let Rα denote the rotation of angle α about zero; Rα(z) = e
2παiz. Define
ISα = {h ◦Rα | h ∈ IS}.
We shall work with the topology of uniform convergence on compact sets on the class
∪α∈RISα. That is, given an element h : Uh → C, a compact set K ⊂ Uh, and an ε > 0,
a neighborhood of h (in the compact-open topology) is defined as the set of maps in
g ∈ ∪α∈RISα such that K ⊂ Ug and for all z ∈ K we have |g(z) − h(z)| < ε. As the
class IS naturally embeds into the space of normalized univalent maps on the unit disk,
by Koebe distortion theorem, for any compact set A ⊂ R, ∪α∈AISα is a pre-compact class
in this topology.
For our convenience, we normalize the quadratic polynomial to the form
Qα(z) = e
2παiz +
27
16
e4παiz2.
Then, Qα has a fixed point at 0 with multiplier e
2παi, and a critical point at −8e2παi/27
which is mapped to −4/27. We shall use the notation
QISα = ISα ∪ {Qα}.
When h = Qα in QISα, we use the convention that Uh = C.
Let h be an element of ISα of the form h(z) = h0(e
2παiz), for some h0 ∈ IS and α ∈ R.
For α small enough and non-zero, the map h is a small perturbation of h0 that has a double
fixed point at 0. It follows that h has a non-zero fixed point near 0 which has split from 0
at α = 0. We denote this fixed point by σh. The σh fixed point depends continuously on
h0 and α, with asymptotic expansion σh = −4παi/h
′′
0(0) + o(α), as α tends to 0. Clearly,
σh → 0 as α→ 0.
Proposition 2.1 ([IS06]). There exists r1 > 0 such that for every h : Uh → C in QISα
with α ∈ (0, r1], there exist a Jordan domain Ph ⊂ Uh and a univalent map Φh : Ph → C
satisfying the following properties:
(a) The domain Ph is bounded by piecewise smooth curves and is compactly contained
in Uh. Moreover, cph, 0, and σh belong to the boundary of Ph, while cvh belongs to
the interior of Ph.
(b) Φh(Ph) contains the set {w ∈ C | Rew ∈ (0, 1]}.
(c) ImΦh(z)→ +∞ when z ∈ Ph → 0, and ImΦh(z)→ −∞ when z ∈ Ph → σh.
(d) Φh satisfies the Abel functional equation on Ph, that is,
Φh(h(z)) = Φh(z) + 1, whenever z and h(z) belong to Ph.
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(e) The map Φh satisfying the above properties is unique, once normalized by setting
Φh(cph) = 0. Moreover, the normalized map Φh depends continuously on h.
The class of maps IS is denoted by F1 in [IS06]. One may refer to Theorem 2.1 as
well as Main Theorems 1 and 3 in [IS06], for further details on the above proposition. In
particular, the precise value of r1 is not known. There are some crucial geometric properties
of Ph that are needed in this paper. These are stated in the next proposition. But, we
need to impose a new condition on the rotation. See [Che10, Prop. 1.4] or [BC12, Prop. 12]
for proofs.
cph
cvh
0
σh
Figure 1. The domain Ph and the special points associated to some h ∈
ISα. The colored croissants are the pre-images of the vertical strips of width
one under Φh.
Proposition 2.2. There exist r2 ∈ (0, r1] and positive integers c1, c2 such that for every
map h : Uh → C in QISα with α ∈ (0, r2], the domain Ph ⊂ Uh in Proposition 2.1 may be
chosen to satisfy the additional properties:
(a) there exists a continuous branch of argument defined on Ph such that
max
w,w′∈Ph
| arg(w)− arg(w′)| ≤ 2πc2,
(b) Φh(Ph) = {w ∈ C | 0 < Re(w) < α
−1 − c1}.
We refer to Φh : Ph → C as the Fatou coordinate of h. See Figure 1.
2.2. Near parabolic renormalization. Let h : Uh → C be a map in QISα with α ∈
(0, r2], and let Φh : Ph → C denote the normalized Fatou coordinate of h defined in the
previous section. Define
(15)
Ch = {z ∈ Ph : 1/2 ≤ Re(Φh(z)) ≤ 3/2 , −2 < ImΦh(z) ≤ 2},
C♯h = {z ∈ Ph : 1/2 ≤ Re(Φh(z)) ≤ 3/2 , 2 ≤ ImΦh(z)}.
By Proposition 2.1, cvh ∈ int (Ch) and 0 ∈ ∂(C
♯
h). We are also assuming that α is small
enough so that 1/α− c1 ≥ 3/2 (see Equation (23)). See Figure 2.
It follows from [IS06] that there is a positive integer kh, depending on h, such that the
following four properties hold (see Remark 2).
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(i) For every integer k, with 1 ≤ k ≤ kh, there exists a unique connected component
of h−k(C♯h) which is compactly contained in Uh and contains 0 on its boundary. We
denote this component by (C♯h)
−k.
(ii) For every integer k, with 1 ≤ k ≤ kh, there exists a unique connected component of
h−k(Ch) which has non-empty intersection with (C
♯
h)
−k, and is compactly contained
in Uh. This component is denoted by C
−k
h .
(iii) The sets C−khh and (C
♯
h)
−kh are contained in{
z ∈ Ph | 2
−1 < ReΦh(z) < α
−1 − c1
}
.
(iv) The maps h : C−kh → C
−k+1
h , for 2 ≤ k ≤ kh, and h : (C
♯
h)
−k → (C♯h)
−k+1, for
1 ≤ k ≤ kh, are univalent. The map h : C
−1
h → Ch is a degree two proper branched
covering.
Assume that kh is the smallest positive integer for which the above properties hold. Define
Sh = C
−kh
h ∪ (C
♯
h)
−kh.
Sh
C−1h
(C♯h)
−1
b
bcph cvh
b b bb b
1 1α − c1
−2
Φ
Φh ◦ h
◦kh ◦Φ−1
h
e2πiw
b
R′(h)
0
h
b
b
Figure 2. The figure shows the sets Ch, C
♯
h,..., C
−kh
h , (C
♯
h)
−kh, and the sector
Sh. The induced map Φh ◦h
◦kh ◦Φ−1h projects via e
2πiw to a well-defined map
R(h) on a neighborhood of 0. The amoeba curve around 0 is a large number
of iterates of cph under h.
Consider the map
(16) Eh = Φh ◦ h
◦kh ◦ Φ−1h : Φh(Sh)→ C.
By Proposition 2.1-d), Eh(z+1) = Eh(z)+1, when both z and z+1 belong to the closure of
Φh(Sh). Therefore, Eh induces through z =
−4
27
e2πiw a mapR(h) defined on a set containing
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a punctured neighborhood of 0. One can see that zero is a removable singularity of this
map, and near 0 we have
R(h)(z) = e2π
−1
α
iz +O(z2).
The map R(h), restricted to the interior of −4
27
e2πi(Φh(Sh)), is called the near-parabolic renor-
malization of h. We may simply refer to this operator as renormalization. It is noteworthy
that the action of the renormalization on the asymptotic rotation numbers at zero is
α 7→
−1
α
mod Z.
We shall frequently use the normalized projection
(17) Exp(z) =
−4
27
e2πiz.
Remark 2. Inou and Shishikura give a somewhat different definition of this renormalization
operator using slightly different regions Ch and C
♯
h compared to the ones here. However,
the resulting maps R(h) are the same modulo their domains of definition. More precisely,
there is a natural extension of Φh onto the sets C
−k
h ∪ (C
♯
h)
−k, for 0 ≤ k ≤ kh, such that
each set Φh(C
−k
h ∪ (C
♯
h)
−k) is contained in the union
D♯−k ∪D−k ∪D
′′
−k ∪D
′
−k+1 ∪D−k+1 ∪D
♯
−k+1
in the notations used in [IS06, Section 5.A].
Note that Φh maps the critical value of h to one, and the projection w 7→
−4
27
e2πiw maps
integers to −4/27. Thus, the critical value of R(h) is at −4/27. See Figure 2.
Define
(18) V = P−1
(
B(0,
4
27
e4π)
)
\
(
(−∞,−1] ∪B
)
where B is the component of P−1(B(0, 4
27
e−4π)) containing −1. By an explicit calculation
(see [IS06, Prop. 5.2]) one can see that the closure of U is contained in the interior of V .
See Figure 3.
×cvP
0×
cpP
0
−1
P
V
Figure 3. A schematic presentation of the polynomial P ; its domain, and
its range. Similar colors and line styles are mapped on one another.
A remarkable result by Inou and Shishikura [IS06, Main thm 3] guarantees that the
renormalization R is defined for all maps in QISα provided α is small enough, and the
new map obtained has the same covering structure as the one of P on U .
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Theorem 2.3 (Inou-Shishikura). There exist r3 ∈ (0, r2] such that if h ∈ QISα with
α ∈ (0, r3], then R(h) is well-defined and belongs to the class IS−1/α. That is, there exists
a univalent map ψ : U → C with ψ(0) = 0 and ψ′(0) = 1 so that
R(h)(z) = P ◦ ψ−1(e
−2pi
α
iz), ∀z ∈ ψ(U) · e
2pi
α
i.
Furthermore, ψ : U → C extends to a univalent map on V .
We may extend the operator R onto QISα with α ∈ [−r3, 0). To see this, let s(z) = z
denote the complex conjugation map. Note that the class of maps IS is invariant under
conjugation by s, that is if h ∈ IS, the map s ◦ h ◦ s belongs to IS. We also have
s ◦ Q0 ◦ s = Q0. Now, for h ∈ QISα with α ∈ [−r3, 0), the conjugate map hˆ = s ◦ h ◦ s
satisfies hˆ(0) = 0 and hˆ′(0) = e−2παi. That is, hˆ belongs to QIS−α. In particular, by the
above theorem R(hˆ) is defined.
Remark 3. The near-parabolic renormalization and a small variation of Theorem 2.3 has
been recently extended to all unisingular holomorphic maps in [Che´14].
3. Renormalization tower
3.1. Sequence of renormalizations. Recall the complex conjugation map s(z) = z.
Proposition 3.1. There exists a positive integer N1 such that for all α ∈ HTN1 and all
f ∈ QISα, the recursive relation
f0 = s ◦ f ◦ s,
fn+1 =
{
R(fn) if εn = −1
R(s ◦ fn ◦ s) if εn = +1
,
defines a sequence of maps fn, for n ≥ 0, which satisfy
(19) fn+1 ∈ IS−1/αn .
Proof. Let N1 be the smallest integer that satisfies
N1 ≥ 1/r3 + 1/2.
If α = a−1 + ε0/(a0 + ε1/(a1 + . . . )) ∈ HTN1, then for all i ≥ 0,
1/αi = ai + εi+1αi+1 ≥ N1 − 1/2 ≥ 1/r3.
Thus, α ∈ HTN implies that for all i ≥ 0, αi ∈ (0, r3]. This allows us to iterate the
renormalization operator R at fα infinitely often. We prove this by induction on n.
First assume that n = 1. By the argument preceding Remark 3, f0 ∈ QIS−α. If ε0 = +1,
then α = a−1 + α0 with α0 ∈ (0, r3]. Now, s ◦ f0 ◦ s(z) = f ∈ QISα0 . In particular, by
Theorem 2.3, f1 = R(s ◦ f0 ◦ s) is defined and belongs to IS−1/α0 . If ε0 = −1, then
α = a−1 − α0 with α0 ∈ (0, r3]. Now, f0 = s ◦ f ◦ s ∈ QISα0 , and applying Theorem 2.3,
f1 = R(f0) is defined and belongs to IS−1/α0 .
Now assume that fn is defined and belongs to IS−1/αn−1 . We have −1/αn−1 = −an−1 −
εnαn, with αn ∈ (0, r3]. If εn = −1, then fn ∈ ISαn , and R(fn) is defined and belongs to
IS−1/αn . If εn = +1, then s ◦ fn ◦ s ∈ IS1/αn−1 = ISαn , and R(fn) is defined and belongs
to IS−1/αn . This finishes the proof of the proposition. 
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By the above proposition, for all n ≥ 0,
fn+1 : Dom(fn)→ C, fn(0) = 0, f
′
n(0) = e
−2πi/αn−1 ,
where the notation Dom(h) is used to denote the domain of definition of a given map h.
3.2. Changes of coordinates. To simplify the notations, let us introduce the sequence
of maps gn, for n ≥ 0, as
gn =
{
fn if εn = −1
s ◦ fn ◦ s if εn = +1
.
Then,
gn(0) = 0, g
′
n(0) = e
2πiαn .
By Propositions 2.1 and 2.2, for each gn, there is a Jordan domain Pn ⊂ Dom gn, and a
univalent map
Φn : Pn → {w ∈ C | 0 ≤ Rew ≤ α
−1
n − c1}.
By Proposition 3.1, each gn is renormalizable. Then, by the definition of renormalization
in Section 2.2, for each gn we have the connected regions Cn, C
♯
n, and Sn (i.e., replace h by
gn). We also get a positive integer kn so that
Sn = C
−kn
n ∪ (C
♯
n)
−kn ⊂ {z ∈ Pn | 2
−1 < ReΦn(z) < α
−1
n − c1}.
Let σn denote the non-zero fixed point of gn which lies on the boundary of Pn. The fixed
point σn tends to 0 as αn tends to 0.
The functional equation for the Fatou coordinate in Proposition 2.1-(d) allows one to
extend both Φn and Φ
−1
n onto larger domains, using the iterates of gn. Here we aim to
extend Φ−1n onto some domain which will be specified later on. For now we extend this
map onto the following set, which is slightly bigger than the region we shall need later on.
That is, consider the set
Π′n = {w ∈ C | 1/2 ≤ Rew ≤ 1/αn − c1, Imw ≥ −2}
∪ {w ∈ C | w − l ∈ Φn(Sn), l ∈ Z, 0 ≤ l ≤ kn}.
The map Φ−1n extends to a holomorphic map Φ
−1
n : Π
′
n → Dom gn in a natural fashion.
By Proposition 2.2, for w ∈ C with 1/2 ≤ Rew ≤ 1/αn − c1 and Imw ≥ −2}, Φ
−1
n (w) is
already defined. On the other hand, we note that for z ∈ Sn, and every integer l satisfying
0 ≤ l ≤ kn + 1/αn − c1 − 3/2, g
◦l
n (z) is defined. Thus, for w ∈ Φn(Sn) + l, with such
integers l, we let Φ−1n (w) = g
◦l
n (Φ
−1
n (w− l)). This defines a piece-wise holomorphic map on
a finite number of components. But, the commutative property of Φn in Proposition 2.1-
(d) guarantees that these piece-wise defined maps match together on the boundaries of
pieces, and provide a well-defined holomorphic map on Π′n. However, the extended map is
not univalent anymore.
We may now define the maps χn : Π
′
n → C as
χn =
{
Exp−1 ◦Φ−1n if εn = −1
Exp−1 ◦s ◦ Φ−1n if εn = +1
.
Each χn is either holomorphic or anti-holomorphic. Moreover, for every n ≥ 0,
(20) χn(+1) = +1.
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Πn−1
Exp

Πn
s◦Φ−1n
//
χn
;;
✇
✇
✇
✇
✇
✇
✇
✇
✇
C \ {0}
Πn−1
Exp

Πn
Φ−1n
//
χn
;;
✇
✇
✇
✇
✇
✇
✇
✇
✇
C \ {0}
Figure 4. The lift χn depends on the sign of εn.
3.3. Estimates on the changes of coordinates. The basic idea in studying Φn is to
compare Φ−1n to the covering map
(21) τn(w) =
σn
1− e−2παnwi
: C→ Cˆ \ {0, σn}.
The map τn has deck transformation generated by the translation by 1/αn, that is,
τn(w) = τn(w + 1/αn).
As Imw → +∞, τn(w)→ 0, and as Imw → −∞, τn(w)→ σn.
The simply connected region Pn lifts under τn to a periodic set of simply connected
regions. Each of those components spreads from +i∞ to −i∞. We denote the connected
component of τ−1n (Pn) which separates 0 from 1/αn by P˜n. There is a unique point c˜vn ∈ P˜n
which is mapped to the critical value of gn, i.e. −4/27.
Lemma 3.2. For every n ≥ 0, there is a unique holomorphic map
(22) Ψn : Π
′
n → C \ (Z/αn),
such that τn ◦Ψn = Φ
−1
n on Π
′
n, and Ψn(+1) = c˜vn.
Proof. We note that Φ−1n : Π
′
n → C \ {0, σn}. Then, one may lift the map Φ
−1
n via τn
to obtain a map Ψn satisfying τn ◦ Ψn = Φ
−1
n on Π
′
n. However, there are infinitely many
choices for the map Ψn which differ by an element of Z/αn. Since Φ
−1
n (+1) = −4/27, we
may choose the map Ψn such that Ψn(+1) = c˜vn. 
We collect some basic estimates on the change of coordinate Φn in the following propo-
sition. The estimates are stated for the map gYn, but the explicit form of τn allows us to
obtain estimates on Φn from the ones for Ψn. One may refer to [Che10, Section 5] and
[Che13, Section 5] for further details.
Proposition 3.3. There is a constant C1 > 0 such that for all n ≥ 0, the following hold:
(i) for all ζ ∈ Π′n,
|Ψn(ζ)− ζ | ≤ C1 log(1 + α
−1
n );
(ii) for all ζ ∈ Π′n,
|Ψn(ζ)− ζ | ≤ C1 log(1 + | Im ζ |);
(iii) for all ζ ∈ Π′n with Im ζ ≥ 1,
|Ψ′n(ζ)− 1| ≤ C1/ Im ζ ;
(iv) for w ∈ Π′n,
lim
Imw→+∞
Ψn(w)− w,
exists and is finite.
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Set
Π = {w ∈ C | 1/2 ≤ Rew ≤ 3/2, Imw ≥ −2}.
Lemma 3.4. There are constants r4 and δ1 ∈ (0, 1/2) such that for all n ≥ 0, if αn ≤ r4,
then
Bδ1(χn(Π)) ⊆ Π.
Proof. This has been also proved before. 
Lemma 3.5. There is a constants δ3 > 0 such that for all n ≥ 0
(i) if εn = −1, for all integers l with 0 ≤ l ≤ an−1 − 1,
Bδ3(Υn(Π
′
n) + l) ⊂ Π
′
n.
(ii) if εn = +1, for all integers l with 1 ≤ l ≤ an−1 + 1,
Bδ3(Υn(Π
′
n + l) ⊂ Π
′
n−1.
Proof. For each fixed map f in IS, the sector S(f) and its forward iterates f ◦k(S(f)),
for 0 ≤ k =≤ kn + 1/αn − c1, are compactly contained in the domain of f . By the
pre-compactness of the class of maps IS, one may find δ independent of f such that
δ-neighborhoods of these sets are also contained in the domain of f . Lifting these neigh-
borhoods under Exp, one concludes that there is a uniform constant δ3 satisfying the two
properties in the lemma. 
Let us choose N2 large enough so that α ∈ HTN2 implies that for all n ≥ 0
(23) αn ≤ r4.
From here on we shall assume that αn ∈ HTN2 .
Let ρn(z)|dz| denote the Poincare´ metric on Πn.
Proposition 3.6. There exists a constant δ2 ∈ (0, 1) such that for every n ≥ 0 and every
w ∈ Πn we have
(χ∗nρn−1)(w) ≤ δ2ρn(w).
Proof. This is a standard result. 
Proof. Let ρ˜n(z)|dz| denote the Poincare´ metric on the domain χn,i(Dn). We may decom-
pose the map χn,i : (Dn, ρn)→ (Dn−1, ρn−1) as follows:
(Dn, ρn)
χn,i
// (χn,i(Dn), ρ˜n)

 inc. // (Dn−1, ρn−1).
By Schwartz-Pick Lemma, the first map in the above chain is non-expanding. Hence, it
is enough to show that the inclusion map is uniformly contracting in the respective metrics.
For this, we use Lemma 3.4, which provides us with δ > 0, independent of n and i, such
that δ neighborhood of χn,i(Dn) is contained in Dn−1.
To prove the uniform contraction, fix an arbitrary point ξ0 in χn,i(Dn), and consider the
map
H(ξ) := ξ +
δ(ξ − ξ0)
ξ − ξ0 + 2c4 + 1
, ξ ∈ χn,i(Dn).
TOPOLOGY OF IRRATIONALLY INDIFFERENT ATTRACTORS 29
For every ξ ∈ χn,i(Dn) we have |Re(ξ−ξ0)| ≤ 1. This implies that |ξ−ξ0| < |ξ−ξ0+2c4+1|,
and hence |H(ξ)− ξ| < δ. In particular, H is a holomorphic map from χn,i(Dn) into Dn−1.
By Schwartz-Pick Lemma, H is non-expanding. In particular, at H(ξ0) = ξ0 we obtain
ρn−1(ξ0)|H
′(ξ0)| = ρn−1(ζ0)(1 +
δ
2c4 + 1
) ≤ ρˆn(ξ0).
That is,
ρn−1(ξ0) ≤
( 2c4 + 1
2c4 + 1 + δ
)
ρˆn(ξ0).
As ξ0 was arbitrary, this finishes the proof of the lemma. 
3.4. The model vs the change of coordinate. Recall the set M0n from Equation 7.
Proposition 3.7. For every constant C there is a constant C ′ satisfying the following
property. For every n ≥ 0 and every continuous map U : Yn(M
0
n)→ Π
′
n−1 with |U(w)−w| ≤
C, we have
|χn ◦ U ◦ Y
−1
n (w)− w| ≤ C.
Proof. Let gn = Exp
−1 ◦τn, where Exp
−1 denotes the continuous branch of the inverse of
Exp defined on τn ◦Ln(Πn) which maps +1 to +1. Here, Exp
−1(w) = −i
2π
log(−27
4
w), where
log denotes a continuous branch of logarithm defined on τn(Πn).
Let us first assume that εn = −1. Then, χn = gn ◦ Ln.
We shall work in the coordinate it′ = Y −1n (it), with t
′ ≥ −1. We have
Im gn(it
′ + 1)− ImYn(it
′)
=
−1
2π
log
∣∣−27
4
·
σn
1− e2παnt′e−2παni
∣∣− 1
2π
log
∣∣∣e−3παn − e−παnie2παnt′
e−3παn − eπαni
∣∣∣
=
−1
2π
log
∣∣∣−27
4
·
σn
1− e2παnt′e−2παni
·
e−3παn − e−παnie2παnt
′
e−3παn − eπαni
∣∣∣.
By [IS06], {h′′(0) | h ∈ IS} is relatively compact in C \ {0}. Indeed, they provide more
explicit upper and lower bounds, which we do not need them here. This implies that C
such that for all n ≥ 0,
(24) C−1αn ≤ |σn| ≤ Cαn.
This implies that there is D1 independent of n such that
1/D1 ≤
∣∣∣ σn
e−3παn − eπαni
∣∣∣ ≤ D1,
and, by elementary calculations, there is D2 independent of n and t
′, such that
1/D2 ≤
∣∣∣e−3παn − e−παnie2παnt′
1− e2παnt′e−2παni
∣∣∣ ≤ D2.
Combining the above three equations, we note that∣∣ Im gn(it′ + 1)− ImYn(it′)∣∣ ≤ 1
2π
log(
27D1D2
4
).
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On the other hand, since gn(it
′ + 1) ∈ Πn−1, we have Re gn(it
′ + 1) ∈ Πn−1 ≤ c4. Hence,
(25)
∣∣gn(it′ + 1)− (Yn(it′) + 1)∣∣ ≤ c4 + 1 + 1
2π
log
27D1D2
4
.
The next step is to show that the term∣∣gn(Ln(it′ + 1))− gn(it′ + 1)∣∣
is uniformly bounded from above, independent of n and t′. By Proposition 3.3-(ii), there is
D3 > 1 such that for all n ≥ −1 and all t
′ ∈ [−1, D3], we have ImLn(it
′ + 1) ≥ +1. Then,
recall that by Propositions 2.1 the map gn ◦ Ln = Exp
−1 ◦ϕn has continuous dependence
on fn as fn varies in ∪α∈(0,r2]QISα. This implies that there is D4 independent of n and
t′ ∈ [−1, D3] such that
∣∣gn(Ln(it′ + 1))− gn(it′ + 1)∣∣ ≤ D4.
For t′ ∈ [D4, log(1 + 1/αn)], we have |Ln(it
′ + 1) − (it′ + 1)| ≤ log(1 + t′). On the
other hand, simple calculations show that |g′n| is comparable to 1/t
′ on the ball of radius
C1 log(1 + t
′) about it′ + 1. Since (log(1 + t′))/t′ is uniformly bounded from above on
[D4, log 1/αn], we also have a uniform bound on
∣∣gn(Ln(it′ +1))− gn(it′ +1)∣∣ ≤ D4 on the
interval [D4, log 1/αn]. For t
′ ≥ log 1/αn, |g
′
n| is comparable to αn on the ball of radius
C1 log(1 + 1/αn) about it
′ + 1. Since αn log(1 + 1/αn) is uniformly bounded from above
for αn ∈ (0, 1/2], we also have a uniform bound on
∣∣gn(Ln(it′ + 1)) − gn(it′ + 1)∣∣ on the
interval [log(1 + 1/αn),+∞).
Combining the above inequalities together, we note that∣∣χn(it′+1)− (Yn(it′) + 1)∣∣ ≤ ∣∣gn ◦Ln(it′+1)− gn(it′+1)∣∣+ ∣∣gn(it′+1)− (Yn(it′+1)+ 1)∣∣
is uniformly bounded from above, independent of n ≥ 0 and t′ ≥ −1. Replacing it′ by
Y −1n (it) we conclude the desired uniform bound in the Proposition.
The above argument was presented for εn = −1. However, when εn = +1, the only
difference is the presence of the complex conjugation after ϕn. But since, the complex
conjugation does not change the size, and changes the argument by at most π, one obtains
a uniforml upper bound in that case as well. 
Proposition 3.8. There is a constant C4 such that for all n ≥ 0 and all t ≥ 1, we have∣∣∣ ∂
∂t
(χn(Y
−1
n (it) + 1)− 1
∣∣∣ ≤ C4 log t
t
.
Proof. First assume that εn = −1. We use the decomposition of χn as gn ◦ Ln, where
gn = Exp
−1 ◦τn. Let us define, Y
−1
n (it) = is, Ln(is + 1) = wn. Note that by Lemma 1.1,
since t ≥ 1, s ≥ 10/9t ≥ t ≥ 1. Thus,
∂
∂t
(χn(Y
−1
n (it) + 1) = g
′
n(Ln(Y
−1
n (it) + 1)) · L
′
n(Y
−1
n (it) + 1) · ∂tY
−1
n (it)
= g′n(Ln(is+ 1)) · L
′
n(is+ 1) ·
1
∂sYn(is)
=
g′n(Ln(is+ 1))
g′n(is + 1)
· L′n(is+ 1) ·
g′n(is+ 1)
∂sYn(is)
.
There is D1 independent of n and s ≥ 1 such that,
(26)
∣∣∣g′n(Ln(is+ 1))
g′n(is + 1)
− 1
∣∣∣ ≤ D1 log s
s
.
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The above inequality is a consequence of the pre-compactness of the class of maps IS
and the uniform bound in Proposition 3.3. That is, for small values of s one uses the
pre-compactness, and for large values of s one uses direct estimates on g′n. There is also
an alternative simpler idea to achieve the same result. That is, to extend the map gn to a
univalent map on the upper half plane and use the classical Koebe distortion theorem on
the ball of radius C1 log(1 + t) about is + 1.
By Proposition 3.3, we have
(27)
∣∣L′n(is+ 1)− 1∣∣ ≤ C1s .
There is a constant D2 independent of n and s ≥ 1 such that
(28)
∣∣∣g′n(is+ 1)
∂sYn(is)
− 1
∣∣∣ ≤ D2?.
The upper bound in the above inequality is a consequence of some basic calculations we
present below. For s ≥ 1, set
A(s) = e−3παn − e−παnie2παns, B(s) = 1− e2παnse−2παni.
Then, using log |a| = 2−1 log |a|2 = 2−1 log aa, we get
∂sYn(is) =
i
2π
∂s log
∣∣∣e−3παn − e−παnie2παns
e−3παn − eπαni
∣∣∣
=
i
4π
∂s
(
log(A(s)A(s)
)
=
i
4π
(∂sA(s)
A(s)
+
∂sA(s)
A(s)
)
.
Similarly,
∂sgn(is+ 1) =
−i
2π
∂s log
(−27
4
·
σn
B(s)
)
=
i
2π
·
∂sB(s)
B(s)
.
Therefore,
∂sYn(is)
∂sgn(is + 1)
=
1
2
(∂sA(s)
∂sB(s)
·
B(s)
A(s)
+
∂sA(s)
∂sB(s)
·
B(s)
A(s)
)
.
On the other hand, ∂sA(s)/∂sB(s) = e
παni, so
∂sA(s)
∂sB(s)
·
B(s)
A(s)
= eπαni ·
1− e−2παnie2παns
e−3παn − e−παnie2παns
=
eπαni − e−παnie2παns
e−3παn − e−παnie2παns
,
and ∂sA(s)/∂sB(s) = e
−παni, so
∂sA(s)
∂sB(s)
·
B(s)
A(s)
= e−παni ·
1− e−2παnie2παns
e−3παn − eπαnie2παns
=
e−παni − e−3παnie2παns
e−3παn − eπαnie2παns
.
Adding the above two equations we conclude that
∂sYn(is)
∂sgn(is+ 1)
=
1
2
( eπαni − e−παnie2παns
e−3παn − e−παnie2παns
+
e−παni − e−3παnie2παns
e−3παn − eπαnie2παns
)
is exponentially close to +1.
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Combining Inequalities in Equations (26), (27), and (28), we conclude that∣∣∣ ∂
∂t
(χn(Y
−1
n (it) + 1)− 1
∣∣∣ ≤ D log s
s
≤ D
log t
t
,
for some D depending only on D1, D2, and C1. 
In the following proposition, log denotes the continuous branch of logarithm defined on
C \ (−∞, 0] which sends +1 to 0.
Proposition 3.9. For every C there are C ′ and C ′′ such that for all integers m > n ≥ 0
the following property holds. Let wj ∈ Πj and zj ∈ Πj, for n ≤ j ≤ m, satisfy the three
properties:
(a) wj−1 = χj(wj) and zj−1 = χj(zj), for n < j ≤ m;
(b) Imwn ≥ C
′ and Im zn ≥ C
′;
(c) dρm(wm, zm) ≤ C.
Then,
n+1∑
l=m
∣∣∣ arg χ′l(zl)
χ′l(wl)
∣∣∣ ≤ π
4
,
and
n+1∑
l=m
∣∣∣ log χ′l(zl)
χ′l(wl)
∣∣∣ ≤ C ′′
C ′
(m− n)(δ2)
m−n.
Proof. Fix l ≥ 0, and let ζ ∈ Πl be an arbitrary point with Im ζ ≥ 2. Fix an arbitrary
r ∈ (1, Im ζ/4). By the Koebe distortion theorem applied to the map χl on the ball of
radius Im ζ/2 centered at ζ , the linear distortion of χl on B(ζ, r) is at most O(r/ Im ζ).
That is,
(i) for all a, b ∈ B(ζ, r), ∣∣∣χ′l(a)
χ′l(b)
− 1
∣∣∣ ≤ D1 r
Im ζ
;
(ii) for all a, b ∈ B(ζ, r), ∣∣∣ arg χ′l(a)
χ′l(b)
∣∣∣ ≤ D1 r
Im ζ
.
These imply that ∣∣∣ log χ′l(a)
χ′l(b)
∣∣∣ ≤ D2 r
Im ζ
,
∣∣∣ arg χ′l(a)
χ′l(b)
∣∣∣ ≤ D2 r
Im ζ
.
By Proposition 3.6, we have dρj (wj, zj) ≤ (δ2)
m−jdρm(zm, wm) = (δ2)
m−jC. For the same
reason, dρj(zj ,+1) ≥ (1/δ2)
j−ndρn(zn,+1) and dρj(wj,+1) ≥ (1/δ2)
j−ndρn(wn,+1). These
imply that there is a constant D3 such that for all n < j ≤ m we have
|wj − zj | ≤ D3δ
m−j
2 ,
and
Imwj ≥ D
−1
3 (1/δ2)
j−n.
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We now the above distortion theorem to the map χj on the ball of radius r = D3δ
m−j
2
centered at wj. Those imply that∣∣∣ log χ′j(a)
χ′j(b)
∣∣∣ ≤ D2 D3δm−j2
(1/D3)(1/δ
j−n
2 )
= D2D
2
3δ
m−n
2 .
and ∣∣∣ log argχ′j(a)
argχ′j(b)
∣∣∣ ≤ D2D23δm−n2 .
Therefore,
n+1∑
l=m
∣∣∣ arg χ′l(zl)
χ′l(wl)
∣∣∣ ≤ D2D23(m− n)(δ2)m−n,
and
n+1∑
l=m
∣∣∣ log χ′l(zl)
χ′l(wl)
∣∣∣ ≤ D2D23(m− n)(δ2)m−n.

4. A parameterised curve
In this section we introduce a certain curve in the domain of definition of fn, for n ≥ 0,
which connects the critical value −4/27 to the fixed point at 0. We identify a special pa-
rameterization of these curves which collectively enjoy some commutative relations among
themselves. This will be exploited in Section 6 to parameterize the post-critical set.
The curves will be obtained from the limit of a sequence of curves we introduce below.
That is, we inductively define the maps
ujn : i[−1,+∞)→ H−2,
for n ≥ −1 and j ≥ 0. We shall prove that the sequence ujn converges to some un :
i[−1,+∞) → H−2, as j → +∞. The image of un projects under Exp to a curve; sending
un(0) to −4/27 and un(+i∞) to 0. The part of the curve on i[−1, 0] is rather arbitrary. But
on i[0,+∞) it is determined and parameterized in a canonic fashion. First, we introduce
the former part of the curves.
4.1. Auxiliary part of the curve. Let us define the numbers tjn, for n ≥ −1 and j ≥ 0
according to
t0n = −1,
for all n ≥ −1, and
tjn = ImYn+1(it
j−1
n+1),
for j ≥ 1.
Lemma 4.1. For every n ≥ −1, we have t0n < t
1
n < t
2
n < · · · < 0 with t
j
n → 0 as j → +∞.
Proof. It follows from Lemma 1.1 and the definition of Yn in Equation (4) that for every
n ≥ −1, Im Yn+1(−i) > −1. This implies that t
0
n < t
1
n. Since each Yn is injective and maps
i[−1,+∞) into itself, the map t→ ImYn(it) is order preserving, for all n ≥ 0. This implies
that for all n ≥ −1 and j ≥ 0, tjn < t
j+1
n .
Finally, by Lemma 1.3, |tjn| ≤ (9/10)
j, which implies the latter part of the lemma. 
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Recall the sets Πn and Ωn defined in Section 3.
Lemma 4.2. For each n ≥ −1, there is a continuous curve un : i[−1, t
1
n]→ Πn such that
(i) un(−i) = 1− 2i,
(ii) un(it
1
n) = χn+1(1− 2i),
(iii) if εn = −1, Exp(un(i[−1, t
1
n])) ∩ int (Ωn) = ∅,
(iv) if εn = +1, Exp(un(i[−1, t
1
n])) ∩ s(int Ωn) = ∅.
Proof. For instant, when εn = −1, one may obtain the above curve by first following the
vertical line starting from 1 − 2i until it hits ∂ Exp−1(Ωn), and then follow the boundary
of Exp−1(Ωn) to reach χn+1(1−2i) ∈ ∂ Exp
−1(Ωn). By Lemma 3.4, this curve is contained
in Πn. 
By induction on j ≥ 0, we shall define the maps un on i[t
j
n, t
j+1
n ], for all n ≥ −1. For
j = 0 we choose the curve introduced in Lemma 4.2 Assume that for some j > 0 and all
n ≥ −1, un is defined on i[t
j−1
n , t
j
n]. For all n ≥ −1, we define un on i[t
j
n, t
j+1
n ] as
(29) un(it) = χn+1 ◦ un ◦ Y
−1
n+1(it).
The above procedure defines each un on i[−1, 0). We set un(0) = +1, for each n ≥ −1.
Lemma 4.3. For every n ≥ −1, un : i[−1, 0]→ Π is continuous and injective. Moreover,
there is C5 > 0 such that for all n ≥ −1 and all t ∈ [−1, 0] we have
|un(it)− it| ≤ C5.
Proof. Fix an arbitrary n ≥ −1. By definition, the restriction of un to each closed interval
i[tjn, t
j+1
n ] is continuous, for j ≥ 0. By Lemma 4.2-(i)-(ii), these maps match at the end
points and produce a continuous map on the interval i[−1, 0).
Recall that by Proposition 3.6 each χn : Π→ Π is uniformly contracting with respect to
the Poincare´ metrics, and χn(+1) = +1, for every n ≥ 0. This implies that un(it
j
n)→ +1,
as j → +∞. So we also have continuity at +1. 
The particular choice of the above curve and its parameterization does not play any role
in our argument. But its commutative property, stated in Proposition 4.6, is used later in
Sections 5 and 6.
4.2. Inductively building a family of curves. By induction on j ≥ 0, we define the
maps ujn : i[0,+∞)→ H−2, for all n ≥ −1. For j = 0 and all n ≥ −1, let
u0n(it) = 1 + it.
Assume that for some j ≥ 0, and all n ≥ −1, the maps ujn : i[0,+∞)→ C are defined. We
define the maps uj+1n on i[0,+∞), for n ≥ −1, as
(30) uj+1n (it) = χn+1 ◦ u
j
n+1 ◦ Y
−1
n+1(it).
Lemma 4.4. For every n ≥ −1 and j ≥ 0, ujn : i[0,+∞)→ H−2 is a well-defined C
1 map
satisfying ujn(0) = +1.
Proof. When j = 0, for all n ≥ −1, u0n maps i[0,+∞) into Π ⊂ H−2, u
0
n(0) = +1, and
u0n is C
1. Assume that for some j > 0, and all n ≥ −1, ujn is defined, maps i[0,+∞) into
Π ⊂ H−2, u
j
n(0) = +1, and u
j
n is C
1. By Equation (5), for every t ≥ 0, Y −1n+1(t) ∈ i[0,+∞).
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Hence, ujn+1(Y
−1
n+1(it)) is defined, and belongs to Πn+1. This implies that χn+1 ◦ u
j
n+1 ◦
Y −1n+1(it) is defined.
As each χn is either holomorphic or anti-holomorphic, and each Yn is real analytic on
i(−1,+∞), uj+1n is C
1 with values in Π. Moreover, by Equations (4) and (20), and the
induction hypothesis, uj+1n (0) = +1. 
4.3. Convergence of the family of curves. Recall the constant δ2 ∈ (0, 1) introduced
in Proposition 3.6.
Proposition 4.5. There is a constants C2 such that for every n ≥ −1, every j ≥ 0, and
every t ≥ 0,
|ujn(it)− u
j+1
n (it)| ≤ C2(δ2)
j .
In particular, ujn converges to some continuous map un : i[0,+∞) → H−2 as j tends to
+∞.
Proof. Recall the set Π and the Poincare´ metric ρn(z)|dz| on Π we mentioned in Section 3.
Also recall the constant δ1 from Lemma 3.4. Let Π
′
n be the connected component of
{w ∈ Π | B(w, δ1) ⊂ Π} containing +1. Since ρn(z) ≤ 1/d(z, ∂Π), it follows that for
z ∈ Π′n, ρn(z) ≤ 1/δ1.
By Proposition 3.7, there is a constant D1 such that for all n ≥ −1 and all t ≥ 0,
|u0n(it)− u
1
n(it)| = |χn+1(Y
−1
n (it) + 1)− (it + 1)| ≤ D1.
Then, by the first paragraph, there is a constant D2, depending only on D1, such that
dρn(u
0
n(it), u
1
n(it)) ≤ D2. Now we apply the uniform contraction of the maps χl in Propo-
sition 3.6 to conclude that
|ujn(it)− u
j+1
n (it)| ≤ (δ1)
−1dρn(u
j
n(it), u
j+1
n (it)) ≤ D2(δ2)
j
One may introduce C2 as D2.
By the above inequality, for each n ≥ −1, ujn forms a Cauchy sequence on i[0,+∞). This
implies that the sequence converges to some continuous map which we denote by un. 
Evidently, for every n ≥ −1, we have
(31) un(0) = 1, un(−i) = 1− 2i.
Proposition 4.6. For every n ≥ 0 and every t ≥ −1 we have
χn ◦ un(it) = un−1 ◦ Yn(it).
Proof. This follows from Equations (29) and (30), as well as the convergence of the maps
in Proposition 4.5. 
4.4. Asymptotic behavior of the curve.
Proposition 4.7. For every n ≥ −1, and every t ≥ 0, we have
|un(it)− (1 + it)| ≤
C2
1− δ2
.
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Proof. By Proposition 4.5, for every j ≥ 1, we have
(32)
|ujn(it)− (1 + it)| = |u
j
n(it)− u
0
n(it)|
=
∣∣ j∑
l=1
(uln(it)− u
l−1
n (it))
∣∣
≤
j∑
l=1
C2(δ2)
l−1 ≤ C2/(1− δ2).
Taking limit as j → +∞, we conclude the inequality in the proposition. 
Lemma 4.8. For every n ≥ −1, we have
(i) limt→+∞(un(it)− it) exists and is finite;
(ii) Exp(un(i[0,∞))) ⊂ Ωn when εn = −1, and Exp(un(i[0,∞))) ⊂ s(Ωn) when εn =
+1;
(iv) there is a continuous branch of f−1n+1 defined on the curve Exp(un(i[0,+∞))).
Proof. Part (i) follows from Proposition 4.7. To see the other equation, first note that
limt→+∞Reu
0
n(it) = +1. By Equation (5), and Proposition 3.3-(iv), for every j ≥ 1,
limt→+∞Reu
j
n(it) exists. Since these functions converge uniformly on their domain of
definition to un, we conclude the second equation in Part (i) of the lemma.
Parts (ii) and (iii) of the lemma readily follow from the definition of the maps un. 
4.5. The regularity of the curves.
Proposition 4.9. For every n ≥ −1, un : i[−1,+∞)→ H−2 is injective.
Proof. Fix an arbitrary n ≥ −1.
First we show that un is injective on i[0,+∞). Let 0 ≤ tn < sn be arbitrary real values.
Define the sequence of numbers tl+1 = ImY
−1
l+1(itl) and sl+1 = ImY
−1
l+1(isl), for l ≥ n. By
Lemma 1.3, for l ≥ n, |tl − sl| ≥ (10/9)
l−n|tn − sn|. In particular, for large enough l,
|tl − sl| ≥ 3C2/(1 − δ2). By virtue of Proposition 4.7, this implies that ul(itl) 6= ul(isl).
Now, inductively using the commutative relation in Proposition 4.6, and the injectivity of
Yk and χk for all k, we conclude that un(itn) 6= un(isn).
On i[−1, 0], un is injective by Lemma 4.3.
It remains to show that un(i[−1, 0))∩ un(i(0,+∞)) = ∅. Choose arbitrary yn < 0 < xn.
By Lemma 4.1, there is j ≥ 0 such that tjn ≤ yn < t
j+1
n . Let yl+1 = ImY
−1
l+1(iyl), for
n ≤ l ≤ n+ j, and similarly xl+1 = Im Y
−1
l+1(ixl), for n ≤ l ≤ n + j. By the choice of j, we
have −1 ≤ yn+j ≤ t
1
n+j, and since xn > 0 we must have xn+j > 0. On the other hand, by
the definition of the map un+j and Lemma 3.4,
un+j(ixn+j) ∈ χn+j+1 ◦ χn+j+2(Πn+j+2) ⊂ int (χn+j+1(Πn+j+1)),
while, by Lemma 4.2-(iii)-(iv),
un+j(iyn+j) ∈ Πn+j \ int (χn+j+1(Πn+j+1)).
These imply that un+j(ixn+j) 6= un+j(iyn+j). Now, inductively one uses the commutative
relation in Proposition 4.6, and the injectivity of the maps Yl and χl, to conclude that
un(ixn) 6= un(iyn). 
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Proposition 4.10. For every n ≥ −1, the map un is C
1 on i(0,+∞).
Proof. Fix an arbitrary n ≥ −1. We aim to show that for any x > 0 the derivatives
∂tu
m
n (it) = ∂u
m
n (it)/∂t are uniformly convergent on i(x,+∞) as m tends to infinity. Since
each umn is C
1 on i(0,+∞), it follows that the limiting map un is C
1 on i(0,+∞).
Let us start with an arbitrary xn > −1. Choose an arbitrary sn ∈ [xn,+∞). Define the
sequence of numbers
xl+1 = ImY
−1
l+1(ixl), sl+1 = ImY
−1
l+1(isl),
for l ≥ n. By Equation (5), and the injectivity of Yl in Lemma 1.1, sl ≥ xl for all l ≥ n.
Let j ≥ n be an arbitrary integer. Define
(33) wn+j = u
0
n+j(isn+j) = 1 + isn+j, zn+j = u
1
n+j(isn+j).
Then, inductively define
(34) wl = χl+1(wl+1), zl = χl+1(zl+1),
for n ≤ l ≤ n+ j − 1.
Note that ∂tu
0
l (it) ≡ +1 on i(0,+∞) for all l ≥ −1. The map Yl is not necessarily
conformal at points in i(−1,+∞), but it is C1 on this interval. In particular, ∂tYl(it) =
∂Yl(it)/∂t is defined on i(−1,+∞). Therefore, by the definition of u
j
n, we have
(35) ∂tu
j
n(isn) =
n+j∏
l=n+1
∂tY
−1
l (isl−1) · ∂u
0
n+j(isn+j) ·
n+1∏
l=n+j
χ′l(wl) =
n+1∏
l=n+j
χ′l(wl)
∂tYl(isl)
,
and
∂tu
j+1
n (isn) =
n+j∏
l=n+1
∂tY
−1
l (isl−1) · ∂tu
1
n+j(isn+j) ·
n+1∏
l=n+j
χ′l(wl)
= ∂tu
1
n+j(isn+j) ·
n+1∏
l=n+j
χ′l(zl)
∂tYl(isl)
.
Therefore,
(36)
∂tu
j+1
n (isn)
∂tu
j
n(isn)
= ∂tu
1
n+j(isn+j) ·
n+1∏
l=n+j
χ′l(zl)
χ′l(wl)
.
On the other hand, for m ≥ 1,
∂tu
m
n (isn) =
m−1∏
j=0
∂tu
j+1
n (isn)
∂tu
j
n(isn)
.
We aim to prove that the above product converges uniformly on on i(xn,+∞) asm→ +∞.
This will be done by showing that the terms in the product converge to +1 fast enough as
j → +∞. The proof is rather technical. It is worth noting that we may not take limit as
j → +∞ in Equation (35) in the same fashion since all wl also depend on j.
We shall use Proposition 3.9 with the constant C introduced in Proposition 3.7. This
gives us a constant C ′ enjoying the features in Proposition 3.9.
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Recall the constants C2 from Proposition 4.5, δ2 from Proposition 3.6, and C4 from
Proposition 3.8. By Lemma 1.3, for l ≥ n, sl ≥ (10/9)
l−nsn ≥ (10/9)
l−nxn. In particular,
there is j0 > 0, depending only on xn, such that
(37) sn+j0 ≥ C
′ + C2/(1− δ2),
and
(38) 2C4 ≤ sn+j0.
Assume that j ≥ j0 is an arbitrary integer. Let wl and zl, for n + 1 ≤ l ≤ n+ j, be the
points defined in Equations (33) and (34). Note that all wl and zl depend on j.
By the commutative relation in Proposition 4.6, for all l with n+1 ≤ l ≤ n+ j, we have
wl = u
n+j−l
l (isl) and zl = u
n+j−l+1
l (isl). Therefore, by Equation (32), we conclude that
|wn+j0 − (isn+j0 + 1)| ≤ C2/(1− δ2),
and
|zn+j0 − (isn+j0 + 1)| ≤ C2/(1− δ2).
By virtue of Inequality (37), these imply that
Imwn+j0 ≥ C
′, Im zn+j0 ≥ C
′.
By the choice of C ′ (see Proposition (3.9) applied to the pair of integers n+ j ≥ n + j0
in place of m and n), we obtain
(39)
n+j0∑
l=n+j
∣∣∣ arg χ′l(zl)
χ′l(wl)
∣∣∣ ≤ π
4
.
By Equation (38) sn+j ≥ sn+j0 ≥ 2C4. Then, by Proposition 3.8, we get
(40)
∣∣ arg ∂tu1n+j(isn+j)∣∣ ≤ arcsin(1/2) = π/4.
Combining Equations (39), (40), and (36), we conclude that log
(
∂tu
j+1
n (isn)/∂tu
j
n(isn)
)
is
defined for all j ≥ j0. Moreover, by Equation 36, as well as Propositions 3.8 and 3.9, we
have
(41)
∣∣∣ log ∂tuj+1n (isn)
∂tu
j
n(isn)
∣∣∣ ≤ ∣∣ log ∂tu1n+j(isn+j)∣∣ + n+1∑
l=n+j
∣∣∣ log χ′l(zl)
χ′l(wl)
∣∣∣
≤
2C4
sn+j
+
C ′′
C ′
j(δ2)
j.
The above inequality holds for all j ≥ j0.
For arbitrary m ≥ j0, we have
∂tu
m
n (isn) =
m−1∏
j=0
∂tu
j+1
n (isn)
∂tu
j
n(isn)
=
j0∏
j=0
∂tu
j+1
n (isn)
∂tu
j
n(isn)
·
m−1∏
j=j0+1
∂tu
j+1
n (isn)
∂tu
j
n(isn)
.
On the other hand, by Equation (41),
log
m−1∏
j=j0+1
∂tu
j+1
n (isn)
∂tu
j
n(isn)
=
m−1∑
j=j0+1
log
∂tu
j+1
n (isn)
∂tu
j
n(isn)
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is well-defined and convergent as m→ +∞. More precisely,
m−1∑
j=j0+1
∣∣∣ log ∂tuj+1n (isn)
∂tu
j
n(isn)
∣∣∣ ≤ +∞∑
j=j0+1
j(δ2)
j +
+∞∑
j=j0+1
2C4
sn+j
≤
C ′′
C ′
δ2
(1− δ2)2
+
2C4
sn+j0
·
1
1− 9/10
< +∞.
This finishes the proof of the proposition. 
Lemma 4.11. For every ε > 0, there is Cε such that for every n ≥ −1 and every t ≥ Cε,
|u′n(it)− 1| ≤ ε.
Proof. This essentially follows from the proof of Proposition 4.5, where we see that the
values of the infinite series are independent of n. More details are provided below.
Let C ′ be the constant produced by Proposition 3.9 for the constant C from Proposi-
tion 3.7. Clearly, C ′ is independent of n.
Given ε > 0, let
Cε = max{C
′ + C2/(1− δ2), 40C4/ε}.
Fix an arbitrary n ≥ −1. Let sn ≥ Cε be arbitrary. Both Equations (37) and (38) hold
for j0 = 0. These lead to the inequality in Equation (41) for all j ≥ 0. Thus, for all m ≥ 0,∣∣ log umn (isn)∣∣ = ∣∣∣ logm−1∏
j=0
∂tu
j+1
n (isn)
∂tu
j
n(isn)
∣∣∣
≤
m−1∑
j=0
∣∣∣ log ∂tuj+1n (isn)
∂tu
j
n(isn)
∣∣∣
≤
m−1∑
j=0
C ′′
C ′
j(δ2)
j +
m−1∑
j=0
C4
sn+j
≤
C ′′
C ′
δ2
(1− δ2)2
+
2C4
Cε
·
1
1− 9/10
≤
ε
2
+
ε
2
.
In the last line of the above equation we have used that C ′′ tends to 0 as C tends to +∞.
This finishes the proof of the proposition by taking limit as m→ +∞. 
4.6. Accompanying curves wn and vn.
Proposition 4.12. For every n ≥ 0, there is a unique injective map
wn : 1/αn + i[−1,+∞)→ C
such that for all t ∈ [−1,+∞) we have
(i) if εn = −1, then
χn ◦ wn(1/αn + it) = χn ◦ un(it) + 1;
(ii) if εn = +1, then
χn ◦ wn(1/αn + it) = χn ◦ un(it)− 1;
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(iii) wn is C
1 on 1/αn + i(0,+∞).
Proof. Parts (i) and (ii): The map wn is essentially given by the functional equations in
parts (i) and (ii). We present more details below.
The curve un(i[−1,+∞)) is contained in Π, which is mapped into Dn by Φ
−1
n . On the
other hand, Φ−1n : Fn → C covers the set Dn several times. In particular, there is a
continuous curve in Fn which is mapped to the same curve. That is, we define
wn(1/αn + it) = (Φ
−1
n )
−1Φ−1n (un(it)).
Part (iii):By Proposition 4.5, un is C
1 on i(0,+∞). Since χn is either holomorphic or
anti-holomorphic, the functional equations in Parts (i) and (ii) imply that wn is C
1 on
1/αn + i(0,+∞). 
Lemma 4.13. There exists a constant C6 such that for every n ≥ −1, and every t ≥ −1,
|wn(it + 1/αn)− (un(it) + 1/αn)| ≤ C6.
Moreover, for every ε > 0 there is Cε such that for every n ≥ −1 and every t ≥ Cε, we
have
(i) |wn(1/αn + it)− (un(it) + 1/αn)| ≤ ε;
(ii) |w′n(1/αn + it)− 1| ≤ ε.
Proof. Estimates on Fatou coordinates. 
Let us define the curve vn :
(
i[−1,+∞) + 1/αn − 1
)
→ H−2 as
(42) vn(it + 1/αn − 1) = wn(it+ 1/αn)− 1.
This is a C1 function on i(0,+∞) + 1/αn − 1.
Proposition 4.14. For every n ≥ −1 and every t ≥ −1 we have
(i) if εn = −1,
χn ◦ vn(it + 1/αn − 1) = wn−1 ◦ (Yn(it) + 1/αn−1)− an−1 + 1;
(ii) if εn = +1,
χn ◦ vn(it + 1/αn − 1) = wn−1 ◦ (Yn(it) + 1/αn−1)− an−1 − 1;
Proof. Let us first assume that εn = −1. Recall that when εn = −1, fn = gn.
We break the argument into several steps.
Step 1. For every t ≥ −1, we have
Exp ◦un−1(it) = fn ◦ Exp ◦wn−1(it+ 1/αn−1).
Step 2. For all t′ ≥ −1, we have
Φ−1n ◦ un(it
′) = fn ◦ Φ
−1
n (wn(it
′ + 1/αn)− 1).
Step 3. For it′ = Yn(it) we have
Exp ◦un−1(it) = Φ
−1
n ◦ un(it
′).
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Step 4. For every t there is an integer lt such that
χn ◦ (wn(it
′ + 1/αn)− 1) = wn−1(it+ 1/αn−1) + lt.
Step 5. The integer lt in Step 4 is independent of t, and is equal to −an−1 − 1.

Proposition 4.15. For every n ≥ −1, we have
(i) wn(1/αn + i[−1,+∞)) ∩ (un(i[−1,+∞) + Z) = ∅.
(ii) vn(1/αn − 1 + i[−1,∞)) ∩ wn(1/αn + i[−1,∞)) = ∅;
(iii) vn(1/αn − 1 + i[−1,∞)) ∩ (un(i[−1,∞) + Z) = ∅.
Proof. Part (i): This is because Exp(wn) is mapped to Exp(un) under fn+1. On the other
hand, fn+1 behaves like rotation on Ω(fn+1). 
5. Shrinking neighborhoods of the post-critical set
5.1. The setsMjn, J
j
n , and K
j
n. Recall the curves un, wn, and vn introduced in Section 4.
Also, recall that when εn = −1,R(fn) is defined, and in the definition of this map, we have a
sector S(fn) = Sn whose iterates Ω(fn) = ∪
an+1
l=0 f
◦l
n (Sn) are defined. When εn = +1, s◦fn◦s
is renormalization, which result in the corresponding union Ω(fn) = ∪
an+1
l=0 f
◦l
n (s(Sn)). Both
these unions are bounded by piece-wise smooth curves.
Note that Exp(un−1(−i)), Exp(wn−1(1/αn1 − i)) and Exp(vn−1(1/αn−1 − 1 − i) belong
to ∂Ω(fn). This implies that there is a lift of the boundary of the union which connects
un−1(−i) to wn−1(−i+ 1/αn−1) and passes through vn−1(−i+ 1/αn−1 − 1). Let us denote
this curve by µn. We are not concerned with any parameterization of this curve, but only
its image.
By Lemma 4.8-(i), Proposition 4.12-(iii), and the above paragraph, the set C \ (un ∪
wn ∪ µn) has two connected components. One of these contains +2. For j = 0, and
n ≥ −1, we define M0n as the closure of that connected component. Let J
0
n be the closure
of the connected component of Mn \ vn containing wn. Similarly, K
0
n is the closure of the
connected component of Mn \ vn containing un.
Lemma 5.1. For every n ≥ 0 there is a map
Υn :M
0
n → H−2
such that
(i) Υn is holomorphic when εn = −1, and anti-holomorphic when εn = +1;
(ii) Υn = χn on un(i[−1,+∞));
(iii) Υn(+1) = +1.
The above lemma immediately follows from the properties of the curve un in Section 4.
It is only stated for reference purposes.
By Part (iii) of the above lemma and Proposition 4.6, Υn maps the curve un to the curve
un−1.
We define the connected sets Mjn, J
j
n , and K
j
n, for n ≥ −1 and j ≥ 0, corresponding to
the topological model defined in Section 1.2. Assume that Mjn, J
j
n , and K
j
n are defined
for some j and all n ≥ 0. We define these sets for j + 1 and all n ≥ 0 as follows. Fix an
arbitrary n ≥ 0.
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If εn+1 = −1, let
(43) Mj+1n =
an−2⋃
l=0
(
Υn+1(M
j
n+1) + l
)⋃(
Υn+1(K
j
n+1) + an − 1
)
.
If εn+1 = +1, let
(44) Mj+1n =
an⋃
l=1
(
Υn+1(M
j
n+1) + l
)⋃(
Υn+1(J
j
n+1) + an + 1
)
.
Now let J j+1n be the closure of the connected component of M
j+1
n \ vn intersecting wn.
Similarly, define Kj+1n as the closure of the connected component ofM
j+1
n \ vn intersecting
un.
Lemma 5.2. For every n ≥ 0 and all j ≥ 1, the sets Mjn, J
j
n , and K
j
n are closed and
connected subset of C which are bounded by piece-wise analytic curves. Moreover,
(i) when εn+1 = −1,
un(i[0,+∞)) ⊂ ∂M
j
n,
and
Υn+1(vn+1(i[−1,∞) + 1/αn+1 − 1) + an − 1 ⊂ ∂M
j
n;
(ii) when εn+1 = +1,
Υn+1(wn+1(i[0,+∞) + 1/αn+1)) + 1 ⊂ ∂M
j
n,
and
Υn+1(vn+1(i[−1,∞) + 1/αn+1 − 1) + an + 1 ⊂ ∂M
j
n.
Proof. This follows from the definition of the sets Mjn and the arithmetic relations in
Equation (3). 
Note that for every n ≥ −1, +1 ∈ Mn. Moreover, for each fixed n ≥ −1, the sets M
j
n
form a nest of closed sets, where each set in the nest is contained in the interior of the next
one. Let us define
(45) Mn =
∞⋂
j=0
Mjn.
Let us also define
(46) N = max{N1, N2},
where N1 is the integer from Proposition 3.1, and N2 is the integer from Equation (23).
Proposition 5.3. For every α ∈ HTN and every f ∈ QISα, we have
Λ(f) ⊂ Exp(M−1).
Proof. Can relate this to the set
Ωn = ∪
kn+an
l=0 g
◦l
n (Sn)
which covers a punctured neighborhood of 0.

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We shall see later that indeed PC(fn+1) = ∂(Exp(Mn)), as a consequence of the latter
set being homeomorphic to the straight topological model and the density of the end points
in Proposition 1.16.
5.2. Uniform contraction of Υn. Recall the set Π
′
n from Section 3.2. Let ̺n(z)|dz|
denote the hyperbolic metric of constant curvature −1 on Π′n.
Proposition 5.4. There is a constant δ5 ∈ (0, 1) such that for all n ≥ 0,
(i) if εn = −1, for all integers l with 0 ≤ l ≤ an−1 − 1 and all z ∈M
0
n,
(Υn + l)
∗̺n−1(z) ≤ δ5̺n(z);
(ii) if εn = +1, for all integers l with 1 ≤ l ≤ an−1 + 1 and all z ∈M
0
n,
(Υn + l)
∗̺n−1(z) ≤ δ5̺n(z).
Proof. This is an standard corollary of Lemma 3.5 
6. The uniformization
6.1. The markings. Let the sets M jn and the maps Yn : M
j
n → H−1 be the data for the
topological model we introduced in Section 1. These correspond to the dynamical objects
Mjn and the changes of coordinates Υn : M
j
n → H−2 we introduced in Section 5. In this
section we build homeomorphisms from the sets M jn to the sets M
j
n which “respect” the
transformations Yn and Υn.
In Section 4 we introduced the maps un, vn, and wn, for n ≥ −1. We refer to the images
of these functions as the curves un, vn, and wn. That is, the curve un refers to the set
un(i(−1,+∞)). These curves are contained in the M
0
n. Moreover, by the definition of Υn
in Section 5, Υn = χn on the curves un, vn, and wn. These curves enjoy some remarkable
commutative properties that play a key role in this section. For the convenience of the
reader, we collect (and reformulate some of) those relations from Section 4 and present
them below.
For every n ≥ 0, the following holds:
(i) un : i[−1,+∞)→ ∂M
0
n, and for all t ≥ −1,
(47) Υn ◦ un(it) = un−1 ◦ Yn(it).
(ii) wn : (1/αn + i[−1,+∞))→ ∂M
0
n, and for all t ≥ −1,
(48) Υn ◦ wn(1/αn + it) = un−1 ◦ Yn(it)− εn;
(iii) vn : ((1/αn − 1) + i[−1,∞))→Mn, and for all t ≥ −1,
(49) Υn ◦ vn(it+ 1/αn − 1) = wn−1 ◦ (Yn(it) + 1/αn−1)− an−1 − εn;
6.2. Partial uniformizations with markings. Let n ≥ 0 and j ≥ 1. Assume that
U : M jn → M
j
n is a homeomorphism which maps ∂M
j
n to ∂M
j
n. We say that U matches
(un, vn, wn) if the following three properties hold:
(i) for every z ∈ ∂M jn with Re z = 0 we have U(z) = un(z) ∈ ∂M
j
n;
(ii) for every z ∈ ∂M jn with Re z = 1/αn we have U(z) = wn(z) ∈ ∂M
j
n;
(iii) for every z ∈M jn with Re z = 1/αn − 1 we have U(z) = vn(z) ∈M
j
n.
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Proposition 6.1. There exists a constant C8 such that for every n ≥ 0 there exists a
homeomorphism Un : M
0
n →M
0
n satisfying
(i) Un matches (un, vn, wn);
(ii) |Un(w)− w| ≤ C8 for all w ∈M
0
n;
Proof. The plan is to partition M0n and M
0
n into a finite number of pieces and define
U : M0n →M
0
n in a piece-wise fashion on the partition pieces.
Recall that M0n is bounded by the curves un, wn, and some continuous curve µn which
connects the finite end point of un to the finite end point of wn. The curve vn lies in M
0
n,
vn(−i+ 1/αn − 1) belongs to µn, and vn is disjoint from wn and un. By Proposition 4.15,
all translations of un by integers are disjoint from vn and wn. For integers j with 0 ≤ j ≤
1/αn− c1−1, the curves un+ j are contained inM
0
n and lie on the left of vn. Moreover, by
the definition of µn, all those curves un+ j meet the curve µn. Note that by Equation (23),
we have 1/αn − c1 − 1 ≥ c4 ≥ 1. Let us define ln as the largest integer less than or equal
to 1/αn − c1 − 1. The curves un + j, for 0 ≤ j ≤ ln, vn, and wn partition M
0
n into ln + 2
pieces.
By Lemma 4.13, there is a constant D1, independent of n, such that for all t ≥ D1, we
have
(50) |u′n(it)− 1| ≤ 1/5, |v
′
n(it + 1/αn − 1)− 1| ≤ 1/5, |w
′
n(it + 1/αn)− 1| ≤ 1/5,
and
(51)
|vn(it+ 1/αn − 1)− (un(it) + 1/αn − 1)| ≤ 1/5,
|wn(it + 1/αn)− (vn(it + 1/αn − 1) + 1)| ≤ 1/5.
We partition the set M0n into the sets A
t
j and A
b
j , for 1 ≤ j ≤ ln + 2, as follows:
Atln+2 = {w ∈ C | D1 ≤ Imw, 1/αn − 1 ≤ Rew ≤ 1/αn};
Atln+1 = {w ∈ C | D1 ≤ Imw, ln ≤ Rew ≤ 1/αn − 1};
Atj = {w ∈ C | D1 ≤ Imw, j − 1 ≤ Rew ≤ j}, for 1 ≤ j ≤ ln;
Abln+1 = {w ∈ C | −1 ≤ w ≤ D1, ln ≤ Rew ≤ 1/αn − 1};
Abln+2 = {w ∈ C | −1 ≤ w ≤ D1, 1/αn − 1 ≤ Rew ≤ 1/αn};
Abj = {w ∈ C | −1 ≤ w ≤ D1, j − 1 ≤ Rew ≤ j}, for 1 ≤ j ≤ ln.
The set M0n may be partitioned into the sets A
t
j and A
b
j, for 1 ≤ j ≤ ln + 2. These will
have the same relative configurations as the sets Atj and A
b
j . More precisely, these sets are
defined as follows. For 1 ≤ j ≤ ln, let γj denote the line segment connecting un(iD1) + j
to un(iD1) + j + 1. We let γln+1 denote the line segment connecting un(iD1) + ln to
vn(1/αn − 1 + iD1), and γln+2 denote the line segment connecting vn(1/αn − 1 + iD1) to
wn(1/αn+ iD1). For 1 ≤ j ≤ ln, we let A
t
j denote the closure of the connected component
of C \ ((un+ j)∪ (un+ j+1)∪ γj) which is contained inM
0
n. Similarly, for 1 ≤ j ≤ ln, A
b
j
is defined as the closure of the connected component of C\ ((un+ j)∪ (un+ j+1)∪γj ∪µn)
which is bounded and is contained in M0n. The sets A
t
ln+1
and Abln+1 are defined in a
similar fashion using the curves un + ln and vn, instead of un + j and un + j + 1. The sets
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Atln+2 and A
b
ln+2
are defined similarly using the curves vn and wn, instead of un + j and
un + j + 1.
We define U : Atln+2 → A
t
ln+2
as
U(w) = (1/αn − Rew)vn(1/αn − 1 + i Imw) + (Rew − 1/αn + 1)wn(1/αn + i Imw).
This is a linear interpolation of wn and vn on A
t
ln+2
. Similarly, let U : Atln+1 → A
t
ln+1
be
the map
U(w) =
1/αn − 1− Rew
1/αn − 1− ln
·
(
un(i Imw) + ln
)
+
Rew − ln
1/αn − 1− ln
· vn(1/αn − 1 + i Imw).
This is a linear interpolation of un + ln and vn on A
t
ln+1
. For 0 ≤ j ≤ ln, we define
U : Atj → A
t
j as
U(w) = (1 + j − Rew)
(
un(i Imw) + j − 1
)
+ (Rew − j)
(
un(i Imw) + j
)
.
It follows from Equations (50) and (51) that U is a homeomorphism on each Atj.
The sets Abj and A
b
j have uniformly bounded diameter, independent of j and n. Due to
this reason, for the statement in Part (ii) of the proposition, U : Abj → A
b
j may be define
in arbitrary fashion as long as it matches the boundary data given by the maps un + j,
for 1 ≤ j ≤ ln, vn, and wn. There is no boundary condition on the bottom horizontal
segment of Abj , but the only requirement is that the bottom boundary is mapped to the
corresponding boundary ofAbj, which is ∂A
b
j∩µn. A simple approach to define U : A
b
j → A
b
j
is to use the Riemann mapping theorem to map the sets Abj and A
b
j to the unit disk by
conformal maps. Then radially extend the induced boundary maps inside the disk, and
pull back the extended map to obtain the desired map from U : Abj → A
b
j.
By construction, the map U defined on the sets Atj and A
b
j, for 1 ≤ j ≤ ln + 2, match
together on the common boundaries. They also match the data (un, vn, wn) as desired in
part (i) of the proposition.
By Proposition 4.7, un is uniformly close to the identity map. Then, by Lemma 4.13,
vn and wn are uniformly close to the identity map. These imply that the above map U is
uniformly close to the identity map above the line Rew = D1. On the other hand, the sets
Abn and A
b
n have uniformly bounded diameter, independent of n. So regardless of how we
extend the boundary maps inside these domains, the resulting map U is uniformly close
to the identity on ∪jA
b
j .

Proposition 6.2. Let n ≥ 1 and j ≥ 0. Assume that U : M jn →M
j
n is a homeomorphism
which matches (un, vn, wn). Then, there exists a homeomorphism
U˜ : M j+1n−1 →M
j+1
n−1
which matches (un−1, vn−1, wn−1) and satisfies the following functional equations
(i) if εn = −1, for all integers l with 0 ≤ l ≤ an−1 − 1,
U˜ ◦ (Yn(w) + l) = Υn ◦ U(w) + l,
whenever both sides of the equation are defined;
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(ii) if εn = +1, for all integers l with 1 ≤ l ≤ an−1,
U˜ ◦ (Yn(w) + l) = Υn ◦ U(w) + l,
whenever both sides of the equation are defined.
Proof. Let us first assume that εn = −1. Recall from Equations (8) and (43) that
M j+1n−1 =
an−1−2⋃
l=0
(
Yn(M
j
n) + l
)⋃(
Yn(K
j
n) + an−1 − 1
)
.
and
Mj+1n−1 =
an−1−2⋃
l=0
(
Υn(M
j
n) + l
)⋃(
Υn(K
j
n) + an−1 − 1
)
.
For each 0 ≤ l ≤ an−1 − 2, define U˜ : Yn(M
j
n) + l → Υn(M
j
n) + l as
U˜(w) = Υn ◦ U ◦ Y
−1
n (w − l) + l.
Since Yn, U , and Υn are homeomorphisms, the above map is a homeomorphism onto its
image. Similarly, we define U˜ : Yn(K
j
n) + an−1 − 1→ Υn(K
j
n) + an−1 − 1 as
U˜(w) = Υn ◦ U ◦ Y
−1
n (w − an−1 + 1) + an−1 − 1.
Since U : M jn →M
j
n matches un and vn, it follows that U maps K
j
n to K
j
n. In particular,
the restriction of U to Kjn is a homeomorphism onto K
j
n. This implies that the above map
is well-defined and is a homeomorphism.
We need to show that the map U˜ , which is defined in a piece-wise fashion, is well-defined
on the common boundaries of the pieces. To that end, we need to show that the restriction
of the two maps U˜ on the line {w ∈M j+1n−1 | Rew = l} are the same, for each integer l with
1 ≤ l ≤ an−1 − 1. Fix an arbitrary it + l on that line. Note that Y
−1
n (it) = it
′ for some
t′ ≥ −1, (see Equation (5)). The map induced from the left component gives us
U˜(it+ l) = Υn ◦ U ◦ Y
−1
n (it + l − l + 1) + l − 1
= Υn ◦ U ◦ (Y
−1
n (it) + 1/αn) + l − 1 (Lemma 1.2-(i) with w = Y
−1
n (it))
= Υn ◦ wn(Y
−1
n (it) + 1/αn) + l − 1 (U matches wn)
= un−1 ◦ Yn(Y
−1
n (it)) + 1 + l − 1 (Equation (48))
= un−1(it) + l
The map induced from the right-hand component gives us
U˜(it + l) = Υn ◦ U ◦ Y
−1
n (it + l − l) + l
= Υn ◦ un(Y
−1
n (it)) + l (U matches un)
= un−1 ◦ Yn(Y
−1
n (it)) + l (Equation (47))
= un−1(it) + l
Thus, the two induced maps are identical on the vertical lines {w ∈M j+1n−1 | Rew = l}.
By the definition of U˜ , the desired functional equations in the proposition hold. But,
there remains to show that U˜ matches the data (un−1, vn−1, wn−1).
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Let it ∈M j+1n−1 with t ∈ R. Then, Y
−1
n (it) = it
′ with t′ ≥ −1. By the definition of U˜ (use
l = 0), we have
U˜(it) = Υn ◦ U ◦ Y
−1
n (it) = Υn ◦ un(Y
−1
n (it)) = un−1 ◦ Yn(Y
−1
n (it)) = un−1(it).
In the above equation, the second “=” is because U matches un, and the third “=” comes
from Equation (47). The above equation means that U˜ matches un−1.
Let it + 1/αn−1 ∈M
j+1
n−1 with t ∈ R. Note that it+ 1/αn−1 ∈ Yn(K
j
n) + an−1 − 1. Then,
by the definition of U˜ ,
U˜(it + 1/αn−1)
= Υn ◦ U ◦ Y
−1
n (it + 1/αn−1 − (an−1 − 1)) + an−1 − 1
= Υn ◦ U ◦ Y
−1
n (it + 1− αn) + an−1 − 1 (1/αn−1 = an−1 − αn)
= Υn ◦ U ◦ (Y
−1
n (it) + 1/αn − 1) + an−1 − 1 (Lemma 1.2-(ii))
= Υn ◦ vn(Y
−1
n (it) + 1/αn − 1) + an−1 − 1 (U matches vn)
= wn−1 ◦ (Yn(Y
−1
n (it)) + 1/αn−1)− an−1 + 1 + an−1 − 1 (Equation (49))
= wn−1(it+ 1/αn−1)
This means that U˜ matches wn−1.
Finally, let it + 1/αn−1 − 1 ∈ M
j+1
n−1 with t ∈ R, and define Y
−1
n (it) = it
′. Recall that
1/αn−1 = an−1 + εnαn = an−1 − αn since we have assumed at the beginning that εn = −1.
Thus, 1/αn−1−1 lies strictly between the integers an−1−2 and an−1−1. By the definition
of U˜ (here use l = an−1 − 2), we have
U˜(it+ 1/αn−1 − 1)
= Υn ◦ U ◦ Y
−1
n (it+ 1/αn−1 − 1− (an−1 − 2)) + an−1 − 2
= Υn ◦ U ◦ Y
−1
n (it+ 1− αn) + an−1 − 2 (1/αn−1 = an−1 − αn)
= Υn ◦ U ◦ (Y
−1
n (it) + 1/αn − 1) + an−1 − 2 (Lemma 1.2-(ii))
= Υn ◦ vn(Y
−1
n (it) + 1/αn − 1) + an−1 − 2 (U matches vn)
= wn−1 ◦ (Yn(Y
−1
n (it)) + 1/αn−1)− an−1 + 1 + an−1 − 2 (Equation (49))
= wn−1(it + 1/αn−1)− 1
= vn−1(it+ 1/αn−1) (Equation (42))
This means that U˜ matches vn−1. 
6.3. Convergence of the partial uniformizations to a uniformization. Fix an ar-
bitrary n ≥ −1. For each integer j ≥ 0, there is a homeomorphism U0n+j : M
0
n+j →M
0
n+j
which matches the curves (un+j, vn+j, wn+j). This generated to exist by Proposition 6.1.
Inductively applying Proposition 6.2, we obtain the sequence of homeomorphisms
U jn : M
j
n →M
j
n.
As j ≥ 0 was arbitrary, this provides us with a sequence of homeomorphisms U jn, for j ≥ 0.
Recall the constant δ5 from Proposition 5.4.
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Proposition 6.3. There is a constant C9 such that for every n ≥ −1, every j ≥ 1, and
every w ∈M jn we have ∣∣U jn(w)− U j+1n (w)∣∣ ≤ C9(δ5)j.
In particular, the sequence of maps U jn : M
j
n → M
j
n converges to some continuous map
Un : Mn →Mn as j tends to +∞.
Proof. The proof is similar to the one for Proposition 4.5. We present the details below.
Fix arbitrary n ≥ −1 and j ≥ 0. Let wn ∈M
j
n. Inductively, we identify integers li with
0 ≤ li ≤ ai + εi, for n ≤ i < n + j, such that Re(wi − li) ∈ [0, 1) and wi+1 = Y
−1
i+1(wi − li)
is defined.
Note that U0n+j : M
0
n+j →M
0
n+j and U
1
n+j :M
1
n+j →M
1
n+j where M
1
n+j ⊂M
0
n+j. Thus,
both maps are defined on M1n+j. By Proposition 3.7, we have |U
1
n+j(wn+j)−U
0
n+j(wn+j)| ≤
C, where C is independent of n and j, but only depends on C8 in Proposition 6.1. As
M0n+j is well-contained in Bδ3 , this implies that
d̺n+j(U
1
n+j(wn+j), U
0
n+j(wn+j)) ≤ D1,
for some constant D1 independent of n, j, and wn+j.
Now we use the uniform contraction of the maps Yi+ li−1 in Proposition 5.4, to conclude
that
d̺n(U
j+1
n (wn), U
j
n(wn)) ≤ D1(δ5)
j.
Once again, asMjn is well-inside Bδ3(M
0
n), there is a constant D2, independent of n, j, and
wn, such that ∣∣U j+1n (wn)− U jn(wn)∣∣ ≤ D2D1(δ5)j.
This completes the first part of the proof by introducing C9 as D1D2.
By the above inequality, the sequence of continuous maps U jn, for j ≥ 0, is uniformly
Cauchy on M jn. Hence the sequence converges to some continuous map on the intersection
of M jn, which is Mn. 
Corollary 6.4. For every n ≥ 1,we have
(i) if εn = −1, for all integers l with 0 ≤ l ≤ an−1 − 1,
Un−1 ◦ (Yn + l) = Υn ◦ Un + l
whenever both sides of the equation are defined;
(ii) if εn = +1, for all integers l with 1 ≤ l ≤ an−1,
Un−1 ◦ (Yn + l) = Υn ◦ Un + l
whenever both sides of the equation are defined;
(iii) when n = 0, for every l ∈ Z, and every w ∈M0 we have
U−1 ◦ (Y0(w) + l) = Υ0 ◦ U0(w) + l.
Proof. This follows from the definition of the maps U jn as the lifts guaranteed by Proposi-
tion 6.2, and the functional equations in that proposition. 
Proposition 6.5. There is a constant C10 such that for every n ≥ −1 and every w ∈Mn,
|Un(w)− w| ≤ C10.
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Proof. By Propositions 6.1 and 6.3, for all n ≥ −1, all j ≥ 0, and all w ∈Mn we have∣∣U jn(w)− w∣∣ ≤ ∣∣U jn(w)− U0n(w)∣∣+ ∣∣U0n(w)− w∣∣
≤
j−1∑
l=0
∣∣U l+1n (w)− U ln(w)∣∣+ C8 ≤ +∞∑
l=0
C9(δ5)
l + C8 =
C9
1− δ5
+ C8.

Proposition 6.6. For every n ≥ −1, Un : Mn →Mn is an injective map.
Proof. Fix an arbitrary n ≥ −1. Let wn and w
′
n be arbitrary points in M
j
n. Since Mn =
∩j≥0M
j
n, we may inductively identify integers li and l
′
i with 0 ≤ li ≤ ai + εi and 0 ≤ l
′
i ≤
ai + εi, for i ≥ n, such that Re(wi− li) ∈ [0, 1), Re(w
′
i− l
′
i) ∈ [0, 1), wi+1 = Y
−1
i+1(wi− li) is
defined, and w′i+1 = Y
−1
i+1(w
′
i − li) is defined.
If Rewn = Rew
′
n, then for all i ≥ n, li = l
′
i. But, by the expansion of Yn in Lemma 1.3,
there is i ≥ n, such that | Imwi − Imw
′
i| ≥ 2C10. By virtue of Proposition 6.5, we must
have Ui(wi) 6= Ui(w
′
i). Then we use the commutative diagrams in Corollary 6.4, to conclude
that Un(wn) 6= Un(w
′
n).
If Rewn 6= Rew
′
n, there is a smallest i ≥ n, such that li 6= l
′
i. This implies that
Ui(wi) 6= Ui(w
′
i). Then, one uses the commutative relations in Corollary 6.4 to conclude
that Un(wn) 6= Un(w
′
n). 
Proposition 6.7. For every n ≥ −1, Un : Mn →Mn is onto.
Proof. Fix an arbitrary n ≥ −1, and w ∈Mn. AsMn = ∩j≥0M
j
n and for each j ≥ 0, each
U jn : M
j
n →M
j
n is a homeomorphism onto its image, there is wj ∈ M
j
n with U
j
n(wj) = w.
By Proposition 6.5, wj are contained in a bounded subset of M
0
n. Thus there is a sub-
sequence of this sequence, say wjk , for k ≥ 1, which converges to some w
′ ∈M0n. For every
integer l ≥ 0, wjk are contained in M
l
n, for all jk ≥ l. Thus, w
′ belongs to M ln. As l is
arbitrary w′ ∈Mn. The convergence of U
j
n implies that Un(w
′) = w. 
Let us define the set
Aα = ∂(s(Exp(M−1))).
The homeomorphism U−1 : M−1 →M−1 induces a homeomorphism
(52) ψ : Aα → Aα,
where Aα is the topological model we introduced in Section 1.2.
Recall the constant N from Equation (46).
Proposition 6.8. For every α ∈ HTN and every f ∈ QISα, Aα = Λ(f).
Proof. The post-critical set of f is contained in s(Exp(M−1)), by Proposition 5.3. By
Proposition 1.16, the set of end points of Aα at angles in the set {nα mod Z | n ∈
N} are dense in ∂Aα. But, since Un, for n ≥ −1, satisfy the commutative relations in
Proposition 6.4, the set of those end points of Aα are mapped to the orbit of the critical
value of f . This implies that the closure of the orbit of the critical value of f is dense
in Aα. By definition, the post-critical set of f is equal to the closure of the orbit of the
critical value. This implies that the post-critical set of f is equal to Aα. 
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Proof of Theorem A. The proof is already complete; we just need to combine the earlier
statements together.
Recall the straight topological model Aga we introduced in Section 1.2, see Equation (10).
Let N be the constant in Equation (46). Then, for every f ∈ QISα with α ∈ HTN , the
sequence of renormalizations exist and we have all the features proved in the previous
sections. In particular, we obtain a homeomorphism ψ from the straight topological model
Aα to the Aα. The latter set is equal to Λ(f), by Proposition 6.8.
The set Aα y Aα satisfies the trichotomy in Proposition 1.15.
By Propositions 6.3, 6.6, and 6.7, we have a homeomorphism U−1 : M−1 →M−1. This
induces the homeomorphism ψ : Aα → Aα, see Equation (52). Hence, by the above
paragraph, Aα satisfies the same trichotomy as Aα. But, by Proposition 6.8, Aα = Λ(f).
This completes the proof of the theorem. 
Proof of Theorem B. The homeomorphism U−1 induces the homeomorphism ψ : AαAα,
and Aα = Λ(f) by Proposition 6.8.
The map U j−1 matches u−1, for all j ≥ 0; See Section 6.2 and Proposition 6.2. The maps
U jn stabilize on i[−1,+∞), so their limit U−1 is equal to u−1 on i[−1,+∞). In particular,
U−1(0) = u−1(0) = +1. On the other hand, Exp(+1) = s(−4/27) is the critical value of f .
These imply that ψ(+1) is the critical value of f .
By Proposition 4.5, u−1 is C
1 on i(0,+∞). This implies that ψ is C1 on the interval
(0, 1) ⊂ Aα.
Part (i): When α /∈ B, (0,+1] = {e−2πt | t ≥ 0} = {e−2πiit | t ≥ 0} is contained in
Aα. Since (0,+1] is the connected component of Aα \ {0}, it follows that ψ((0,+1]) is the
connected component of Λ(f) \ {0}. It follows that the connected component of Λ(f) \ {0}
is a C1 curve, except possibly at the critical value ψ(+1).
Moreover, by Lemma 4.8-(i), limt→+∞Re u−1(it) exists and is finite. This implies that
s ◦ Exp projects this curve to a curve landing at 0 at a well-defined angle.
Part (ii): When, α ∈ B \H , by Proposition 1.15, the heir of Aα containing 0 is a ray
segment of the form [t,+1], for some t > 0. Since ψ is C1 on [t, 1), we conclude that the
connected component of Λ(f) \ ∆(f) is C1, except possibly at the critical value ψ(+1).
Note that since ψ((0, 1)) is C1, the curve ψ((0, 1)) is C1 at the point where the curve meets
∂∆(f). In particular, the curve lands at ∂∆(f) at a well-defined angle. 
References
[ABC04] Artur Avila, Xavier Buff, and Arnaud Che´ritat, Siegel disks with smooth boundaries, Acta
Math. 193 (2004), no. 1, 1–30. MR 2155030 (2006e:37073)
[AC12] Artur Avila and Davoud Cheraghi, Statistical properties of quadratic polynomials with a neutral
fixed point, preprint: http://arxiv.org/abs/1211.4505, 2012.
[AO93] Jan M. Aarts and Lex G. Oversteegen, The geometry of Julia sets, Trans. Amer. Math. Soc.
338 (1993), no. 2, 897–918. MR 1182980
[BC05] Xavier Buff and Arnaud Che´ritat, Ensembles de Julia quadratiques de mesure de Lebesgue
strictement positive, C. R. Math. Acad. Sci. Paris 341 (2005), no. 11, 669–674. MR MR2183346
(2006k:37133)
[BC06] , The Brjuno function continuously estimates the size of quadratic Siegel disks, Ann. of
Math. (2) 164 (2006), no. 1, 265–312. MR 2233849 (2008f:37098)
TOPOLOGY OF IRRATIONALLY INDIFFERENT ATTRACTORS 51
[BC07] , How regular can the boundary of a quadratic Siegel disk be?, Proc. Amer. Math. Soc.
135 (2007), no. 4, 1073–1080 (electronic). MR 2262908 (2008b:37076)
[BC12] , Quadratic julia sets with positive area, Ann. of Math. (2) 176 (2012), no. 2, 673–746.
[BCRG09] Xavier Buff, Arnaud Che´ritat, and Lasse Rempe-Gillen, Arithmetic hedgehogs, unpublished
manuscript, 2009.
[BF12] Anna Miriam Benini and Nuria Fagella, Singular values and bounded siegel disks,
https://arxiv.org/abs/1211.4535, 2012.
[Brj71] Alexander D. Brjuno, Analytic form of differential equations. I, II, Trudy Moskov. Mat. Obsˇcˇ.
25 (1971), 119–262; ibid. 26 (1972), 199–239.
[CC15] Davoud Cheraghi and Arnaud Che´ritat, A proof of the Marmi–Moussa–Yoccoz conjecture for
rotation numbers of high type, Invent. Math. 202 (2015), no. 2, 677–742. MR 3418243
[Che10] Davoud Cheraghi, Typical orbits of quadratic polynomials with a neutral fixed point: non-Brjuno
type, Preprint http://arxiv.org/abs/1001.4030, 2010.
[Che´11] Arnaud Che´ritat, Relatively compact Siegel disks with non-locally connected boundaries, Math.
Ann. 349 (2011), no. 3, 529–542. MR 2754995 (2012c:37093)
[Che13] Davoud Cheraghi, Typical orbits of quadratic polynomials with a neutral fixed point: Brjuno
type, Comm. Math. Phys. 322 (2013), no. 3, 999–1035. MR 3079339
[Che´14] Arnaud Che´ritat, Near parabolic renormalization for unisingular holomorphic maps, Preprint:
http://arxiv.org/abs/1404.4735, 2014.
[CR16] Arnaud Che´ritat and Pascale Roesch, Herman’s condition and Siegel disks of bi-critical poly-
nomials, Comm. Math. Phys. 344 (2016), no. 2, 397–426. MR 3500243
[CS15] Davoud Cheraghi and Mitsuhiro Shishikura, Satellite renormalization of quadratic polynomials,
Preprint available at http://arxiv.org/abs/1509.07843, 2015.
[DK84] Robert L. Devaney and Micha l Krych, Dynamics of exp(z), Ergodic Theory Dynam. Systems
4 (1984), no. 1, 35–52. MR 758892
[Dou87] Adrien Douady, Disques de Siegel et anneaux de Herman, Aste´risque (1987), no. 152-153, 4,
151–172 (1988), Se´minaire Bourbaki, Vol. 1986/87.
[Fat19] P. Fatou, Sur les e´quations fonctionnelles, Bull. Soc. Math. France 47 (1919), 161–271.
[Gey01] Lukas Geyer, Siegel discs, Herman rings and the Arnold family, Trans. Amer. Math. Soc. 353
(2001), no. 9, 3661–3683 (electronic). MR 1837254 (2002d:37071)
[GS´03] Jacek Graczyk and Grzegorz S´wi
‘
atek, Siegel disks with critical points in their boundaries, Duke
Math. J. 119 (2003), no. 1, 189–196. MR 1991650 (2005d:37098)
[Her79] Michael-Robert Herman, Sur la conjugaison diffe´rentiable des diffe´omorphismes du cercle a` des
rotations, Inst. Hautes E´tudes Sci. Publ. Math. (1979), no. 49, 5–233. MR 538680
[Her85] Michael R. Herman, Are there critical points on the boundaries of singular domains?, Comm.
Math. Phys. 99 (1985), no. 4, 593–612. MR 796014 (86j:58067)
[Her87] Michael-R. Herman, Recent results and some open questions on Siegel’s linearization theorem
of germs of complex analytic diffeomorphisms of Cn near a fixed point, VIIIth international
congress on mathematical physics (Marseille, 1986), World Sci. Publishing, Singapore, 1987,
pp. 138–184. MR 915567
[IS06] Hiroyuki Inou and Mitsuhiro Shishikura, The renormalization for par-
abolic fixed points and their perturbation, Preprint available at
https://www.math.kyoto-u.ac.jp/~mitsu/pararenorm/, 2006.
[KZ09] Linda Keen and Gaofei Zhang, Bounded-type Siegel disks of a one-dimensional family of entire
functions, Ergodic Theory Dynam. Systems 29 (2009), no. 1, 137–164. MR 2470630
[Man˜93] Ricardo Man˜e´, On a theorem of Fatou, Bol. Soc. Brasil. Mat. (N.S.) 24 (1993), no. 1, 1–11.
[McM98] Curtis T. McMullen, Self-similarity of Siegel disks and Hausdorff dimension of Julia sets, Acta
Math. 180 (1998), no. 2, 247–292. MR 1638776 (99f:58172)
[Pet96] Carsten Lunde Petersen, Local connectivity of some Julia sets containing a circle with an
irrational rotation, Acta Math. 177 (1996), no. 2, 163–224. MR 1440932
[PM93] Ricardo Pe´rez-Marco, Sur les dynamiques holomorphes non line´arisables et une conjecture de
V. I. Arnol′d, Ann. Sci. E´cole Norm. Sup. (4) 26 (1993), no. 5, 565–644.
52 DAVOUD CHERAGHI
[PM97] , Fixed points and circle maps, Acta Math. 179 (1997), no. 2, 243–294.
[PZ04] Carsten L. Petersen and Saeed Zakeri, On the Julia set of a typical quadratic polynomial with
a Siegel disk, Ann. of Math. (2) 159 (2004), no. 1, 1–52.
[Rem06] Lasse Rempe, Topological dynamics of exponential maps on their escaping sets, Ergodic Theory
Dynam. Systems 26 (2006), no. 6, 1939–1975. MR 2279273
[Rem08] , Siegel disks and periodic rays of entire functions, J. Reine Angew. Math. 624 (2008),
81–102. MR 2456625
[Rip94] Philip J. Rippon, On the boundaries of certain Siegel discs, C. R. Acad. Sci. Paris Se´r. I Math.
319 (1994), no. 8, 821–826. MR 1300950
[Rog92] James T. Rogers, Jr., Singularities in the boundaries of local Siegel disks, Ergodic Theory
Dynam. Systems 12 (1992), no. 4, 803–821. MR 1200345
[Rog98] , Diophantine conditions imply critical points on the boundaries of Siegel disks of poly-
nomials, Comm. Math. Phys. 195 (1998), no. 1, 175–193. MR 1637421
[Shi98] Mitsuhiro Shishikura, The Hausdorff dimension of the boundary of the Mandelbrot set and Julia
sets, Ann. of Math. (2) 147 (1998), no. 2, 225–267. MR MR1626737 (2000f:37056)
[Shi00] , Bifurcation of parabolic fixed points, The Mandelbrot set, theme and variations, London
Math. Soc. Lecture Note Ser., vol. 274, Cambridge Univ. Press, Cambridge, 2000, pp. 325–363.
[Sie42] Carl Ludwig Siegel, Iteration of analytic functions, Ann. of Math. (2) 43 (1942), 607–612.
[Yam08] Michael Yampolsky, Siegel disks and renormalization fixed points, Holomorphic dynamics and
renormalization, Fields Inst. Commun., vol. 53, Amer. Math. Soc., Providence, RI, 2008,
pp. 377–393.
[Yan15] Fei Yang, Parabolic and near parabolic renormalization for local degree three,
https://arxiv.org/abs/1510.00043, 2015.
[Yoc84] J.-C. Yoccoz, Conjugaison diffe´rentiable des diffe´omorphismes du cercle dont le nombre de
rotation ve´rifie une condition diophantienne, Ann. Sci. E´cole Norm. Sup. (4) 17 (1984), no. 3,
333–359. MR 777374
[Yoc95a] Jean-Christophe Yoccoz, Recent developments in dynamics, Proceedings of the International
Congress of Mathematicians, Vol. 1, 2 (Zu¨rich, 1994), Birkha¨user, Basel, 1995, pp. 246–265.
MR 1403926
[Yoc95b] , The´ore`me de Siegel, nombres de Bruno et polynoˆmes quadratiques, Aste´risque (1995),
no. 231, 3–88, Petits diviseurs en dimension 1.
[Yoc02] , Analytic linearization of circle diffeomorphisms, Dynamical systems and small divi-
sors (Cetraro, 1998), Lecture Notes in Math., vol. 1784, Springer, Berlin, 2002, pp. 125–173.
MR 1924912
[YS16] Fei Yang and Mitsuhiro Shishikura, The high type quadratic siegel disks are jordan domains,
Preprint https://arxiv.org/abs/1608.04106, 2016.
[Zak99] Saeed Zakeri, Dynamics of cubic Siegel polynomials, Comm. Math. Phys. 206 (1999), no. 1,
185–233. MR 1736986
[Zak10] , On Siegel disks of a class of entire maps, Duke Math. J. 152 (2010), no. 3, 481–532.
MR 2654221 (2011e:37102)
[Zha11] Gaofei Zhang, All bounded type Siegel disks of rational maps are quasi-disks, Invent. Math. 185
(2011), no. 2, 421–466. MR 2819165
[Zha16] , On PZ type Siegel disks of the sine family, Ergodic Theory Dynam. Systems 36 (2016),
no. 3, 973–1006. MR 3480353
E-mail address, Davoud Cheraghi: d.cheraghi@imperial.ac.uk
(Davoud Cheraghi) Department of Mathematics, Imperial College London, UK
