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By obtaining a new sufficient condition for a valid multifractal formalism, we
improve in this paper a result developed by L. Olsen (1995, Adv. Math. 116,
82–196). In particular, we describe a large class of measures satisfying the mul-
tifractal formalism and for which the construction of Gibbs measures is not pos-
sible. Some of these measures are not unidimensional but have a nontrivial mul-
tifractal spectrum, giving a negative answer to a question asked by S. J. Taylor
(1995, J. Fourier Anal. Appl., special issue). We also describe a necessary condition
of validity for the formalism which is very close to the sufficient one. This necessary
condition allows us to describe a measure m for which the multifractal packing
dimension function Bm(q) is a nontrivial real analytic function but the multifractal
formalism is nowhere satisfied. This example gives also a solution to a problem
posed by Taylor (cited above). © 2002 Elsevier Science (USA)
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packing dimension.
1. INTRODUCTION AND THEORETICAL RESULTS
In this paper, we want to describe results about the validity of the mul-
tifractal formalism of measures. There has recently been a great interest for
this subject and positive results have been written in various situations (see,
for example, [2, 3, 5–7, 10, 13, 16]). The setting used in this article was
originally developed by Olsen in [13] and does not require any dynamical
context.
Let us briefly recall the notations and the main results proved by Olsen.
In the sequel, P(Rd) is the set of Borel probability measures on Rd and
m ¥P(Rd). If E is a nonempty subset of Rd and if q, t ¥ R and d > 0, we
introduce the quantities
Ha q, tm, d(E)=inf 3C
i
m(B(xi, ri))q (2ri) t;
(B(xi, ri))i is a centered d-covering of E4
Ha q, tm (E)=sup
d > 0
Ha q, tm, d(E)
Pa q, tm, d(E)=sup 3C
i
m(B(xi, ri))q (2ri) t;
(B(xi, ri))i is a centered d-packing of E4
Pa q, tm (E)=inf
d > 0
Pa q, tm, d(E).
The functionHa q, tm is s-subadditive but not increasing and the function Pa
q, t
m
is increasing but not s-subadditive. That is the reason why Olsen intro-
duces the following modifications ofHa q, tm and Pa
q, t
m :
Hq, tm (E)=sup
F … E
Ha q, tm (F), P
q, t
m (E)= inf
E …1i Ei
C
i
Pa q, tm (Ei).
The functions Hq, tm and P
q, t
m are outer measures (in the Carathéodory
sense) for which Borel sets are measurable. They are multifractal extensions
of the Hausdorff measures H t and the packing measure P t. In the same
way, the quantity Pa q, tm is a multifractal extension of the prepacking
measure Pa t. For more details on the measuresH t, P t and the premeasures
Pa t, see, for example, [8].
The measures Hq, tm , P
q, t
m and the premeasures Pa
q, t
m assign in the usual
way a dimension to each subset E of Rd. They are respectively denoted
dimqm(E), Dim
q
m(E), and D
q
m(E) and characterized by
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Pa q, tm (E)=˛. for t < Dqm(E)
0 for Dqm(E) < t
Pq, tm (E)=˛. for t <Dimqm(E)
0 for Dimqm(E) < t
Hq, tm (E)=˛. for t < dimqm(E)
0 for dimqm(E) < t.
The number dimqm(E) is a multifractal extension of the Hausdorff dimen-
sion dim(E) of E whereas the numbers Dimqm(E) and D
q
m(E) are multifrac-
tal extensions of the packing dimension Dim(E) and the prepacking
dimension D(E) of E, respectively. More precisely we have the equalities
dim(E)=dim0m(E), Dim(E)=Dim
0
m(E), and D(E)=D
0
m(E).
We can also remark that dimqm(E) [Dimqm(E) [ Dqm(E).
Then we are able to define the multifractal dimension functions bm and
Bm by
bm(q)=dim
q
m(supp m), Bm(q)=Dim
q
m(supp m),
and
Lm(q)=D
q
m(supp m).
These functions satisfy the following properties:
Proposition 1.1 [13]. Let m ¥P(Rd). Then,
(i) bm [ Bm [ Lm and bm(1)=Bm(1)=Lm(1)=0
(ii) bm(0)=dim(supp m), Bm(0)=Dim(supp m), and Lm(0)=D(supp m)
(iii) bm is decreasing and Bm and Lm are convex and decreasing.
The functions bm and Bm are related to the multifractal spectrum of the
measure m. More precisely, if fg(x)=infy(xy+f(y)) denotes the Legendre
transform of the function f, and if
X(a)=3x ¥ supp m; lim
rQ 0
log m(B(x, r))
log r
=a4 ,
Olsen proved the following statement.
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Theorem 1.2 [13]. Let m ¥P(Rd). Define a=supq > 0−
b(q)
q , and a=
infq < 0−
b(q)
q . Then,
dim(X(a)) [ bgm(a) and Dim(X(a)) [ Bgm(a) for all a ¥ (a, a).
It is more difficult to obtain a lower bound for the dimension of the set
X(a). In general, such a minoration is related to the existence of an
auxiliary measure (also called a Gibbs measure) which is supported by the
set to be analysed. In his paper, Olsen also gives a result in such a way and
supposes (among other things) the existence of a Gibbs measure at state q
for the measure m, i.e., the existence of a measure nq on supp m and
constants C > 0, l > 0 such that for every x ¥ supp m and every 0 < r < l,
1
C
m(B(x, r))q (2r)Bm(q) [ nq(B(x, r)) [ Cm(B(x, r))q (2r)Bm(q) (1)
to conclude that dim(X(−B −m(q)))=Dim(X(−B
−
m(q)))=b
g
m(−B
−
m(q))=
Bgm(−B
−
m(q)).
In general, one needs some degree of similarity to prove the existence of
Gibbs measures. For example, in dynamic contexts, the existence of such
measures are often natural. Our purpose is to improve Olsen’s result and to
propose a new sufficient condition that gives the lower bound (Theorem
1.3). We also observe that this sufficient condition is very close to being a
necessary and sufficient condition (Theorem 1.4).
The second part of the paper is devoted to the description of examples
and conterexamples that illustrate the theoretical results. We explain the
difference between our positive result and Olsen’s result in describing a
class of measures which do not satisfy Olsen’s hypothesis but satisfy the
multifractal formalism. We also describe a measure m for which the func-
tion Bm is of class C1 (and even real analytic) but the multifractal formalism
is nowhere valid. This measure has another interest. It gives a solution to a
problem due to Taylor [17, p. 567].
Let us now explain our results. For simplicity, we will write in the sequel
b=bm, B=Bm, and L=Lm. If x ¥ Rd, define the local dimensions of the
measure m at point x by
a¯m(x)=lim sup
rQ 0
log m(B(x, r))
log r
and a
¯
m(x)=lim inf
rQ 0
log m(B(x, r))
log r
.
(2)
Then, if a \ 0, let us introduce the fractal sets
X¯a={x ¥ supp m; a¯m(x) [ a}, X¯ a={x ¥ supp m; a¯ m
(x) \ a},
X(a)=X
¯ a
5 X¯a.
(3)
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Theorem 1.3. Let m ¥P(Rd) and q ¥ R such that Hq, B(q)m (supp m) > 0.
Then
dim(X
¯ −B
−
+(q)
5 X¯−B −−(q)) \ ˛ −B −+(q) q+B(q) if q \ 0
−B −−(q) q+B(q) if q [ 0.
The following result proves that the conditionHq, B(q)m (supp m) > 0 is very
close to being a necessary and sufficient condition for the validity of the
multifractal formalism.
Theorem 1.4. Let m ¥P(Rd) and q ¥ R. Suppose that
dim(X
¯ −B
−
+(q)
5 X¯−B −−(q)) \ −B −−(q) q+B(q) and q \ 0
or
dim(X
¯ −B
−
+(q)
5 X¯−B −−(q)) \ −B −+(q) q+B(q) and q [ 0.
Then b(q)=B(q). In other words,Hq, tm (supp m) > 0, for every t < B(q).
In the case where B −(q) exists, Theorems 1.3 and 1.4 take a simpler form.
More precisely, using Theorem 1.2 and the relations bg [ Bg and Bg(−B −(q))
=−B −(q) q+B(q), we obtain :
Corollary 1.5 (A Sufficient and a Necessary Condition for a Valid
Multifractal Formalism). Let m ¥P(Rd) and q ¥ R. Suppose that a=
−B −(q) exists.
(i) If Hq, B(q)m (supp m) > 0, then dim(X(a))=Dim(X(a))=B
g(a)=
bg(a).
(ii) If dim(X(a))\ Bg(a), then b(q)=B(q). That is, Hq, tm (supp m) > 0,
for every t < B(q).
Remarks. (1) The hypothesis Hq, B(q)m (supp m) > 0 implies that b(q)=
B(q) which is also known as the Taylor regularity condition (see [15, 17]).
Nevertheless, we don’t know if the weaker condition b(q)=B(q) is
sufficient to obtain the conclusion of Theorem 1.3.
(2) In [2, 3], the first and second authors obtained a similar result in
the case q < 0. Using the hypothesis Hq, B(q)m (supp m) > 0 and Frostman’s
technique, they constructed an auxiliary Radon measure nq satisfying
nq(B(x, r)) [ Cm(B(x, r))q (2r)B(q). (4)
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In the case q > 0, such a construction is only possible for doubling
measures (see [3]). In fact, the knowledge of the auxilliary measure nq is
unnecessary to obtain the minoration of the Hausdorff dimension of
X
¯ −B
−
+(q)
5 X¯−B −−(q). The outer measureHq, B(q)m makes the work.
(3) It is clear that the existence of a nontrivial measure nq satisfying
(4) implies the condition Hq, B(q)m (supp m) > 0. This is in particular the case
if there exists a Gibbs measure (that is a measure satisfying (1)) for the
state q. In Section 2.1, we will see that the existence of a measure nq satisfy-
ing (4) is strictly weaker than the existence of a Gibbs measure.
Proof of Theorem 1.3. Let Eq=X¯ −B
−
+(q)
5 X¯−B −−(q). It is well known that
for all d > 0
˛H−B −−(q) q+t−d(Eq) \Hq, B(q)m (Eq) if q \ 0
H−B
−
+(q) q+t−d(Eq) \Hq, B(q)m (Eq) if q [ 0
(see [13, Proposition 7.2]). Theorem 1.3 is then an easy consequence of the
following lemma.
Lemma 1.6. Hq, B(q)m (supp m0Eq)=0.
The hypothesis of Theorem 1.3 implies that b(q)=B(q). So, Lemma 1.6
is nothing but Theorem 2.2 in [15]. In fact, it was in some sense already
announced by the first and second authors in [2, 3], the measure Hq, B(q)m
being replaced by an auxiliary measure n (see [2, p. 255]). That is why we
propose the following short proof of Lemma 1.6. Let us introduce
Fa=supp m0X¯ a and Gb=supp m0X¯
b. We only have to prove that
Hq, B(q)m (Fa)=0 for every a < −B
−
+(q) and H
q, B(q)
m (Gb)=0 for every
b > −B −−(q). Let us sketch the proof for the set Fa. If a < −B
−
+(q),
we can choose t > 0 such that B(q+t) < B(q)−at. It follows that
Pq+t, B(q)−atm (supp m)=0. Let d > 0. For every x ¥ Fa, we can find rx < d
such that m(B(x, rx)) > (2rx)a. The family (B(x, rx))x ¥ Fa is then a centered
d-covering of Fa. Using Besicovitch’s Covering Theorem, we can construct
z finite or countable subfamilies (B(x1j, r1j))j, ..., (B(xzj, rzj))j such that
each (B(xij, rij))j is a d-packing of Fa and Fa … 1zi=1 1j B(xij, rij).
Observing that
m(B(xij, rij))q (2rij)B(q) [ m(B(xij, rij))q+t (2rij)B(q)−at
we successively obtain
Ha q, B(q)m, d (Fa) [ zPa q+t, B(q)−atm, d (Fa) and Ha q, B(q)m (Fa) [ zPa q+t, B(q)−atm (Fa).
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In fact, in the last inequality, we can replace Fa by an arbitrary subset of
Fa. Then by standard arguments we can finally conclude that
Hq, B(q)m (Fa) [ zPq+t, B(q)−atm (Fa)=0
Proof of Theorem 1.4. It is an easy consequence of the following result.
Proposition 1.7. Let m ¥P(Rd), a > 0 and q such that aq+B(q) \ 0.
Suppose that
dim(X¯a) \ aq+B(q) and q \ 0 or dim(X
¯ a
) \ aq+B(q) and q [ 0.
Then b(q)=B(q). In other words,Hq, tm (supp m) > 0, for every t < B(q).
Let us sketch the proof when q \ 0. Suppose that dim(X¯a) \ aq+B(q).
Let t < B(q) and choose b such that a < b and bq+t < aq+B(q). If
p ¥Ng, let
Ep={x ¥ X¯a; m(B(x, r)) \ (2r)b, -0 < r < 1/p}.
Observe that 1p ¥Ng Ep=X¯a. We can then find an integer p > 0 such that
dim Ep > bq+t. If 0 < d < 1/p and if (B(xi, ri))i is a centered d-covering of
Ep, we have
C
i
m(B(xi, ri))q (2ri) t \C
i
(2ri)bq+t.
Then we easily getHq, tm (supp m) \Hq, tm (Ep) > 0.
Remark. We proposed this proof of Proposition 1.7 in order to be self-
contained. In fact, Proposition 1.7 is also an immediate consequence of
Proposition 2.4 in [13] which says that
˛dim(X¯a) [ aq+b(q) if q \ 0 and aq+b(q) \ 0
dim(X
¯ a
) [ aq+b(q) if q [ 0 and aq+b(q) \ 0.
2. EXAMPLES
2.1. The Validity of the Multifractal Formalism Does Not Imply
the Existence of Gibbs Measures
Theorem 1.3 and the remarks following Theorem 1.3 make sense if we
can construct measures with valid multifractal formalism but for which it is
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not possible to construct Gibbs measures. That is what we do in the
following results.
Proposition 2.1. Let q > 0. The set
Aq={m ¥P(Rd);Hq, Bm(q)m (supp m) > 0}
is a convex subset of P(Rd).
Theorem 2.2. Let m1, m2 ¥P(Rd) such that supp m1=supp m2 and
q > 0. Suppose that there exists a Gibbs measure at state q for the measures
m1 and m2. Let m=am1+(1−a) m2 (0 < a < 1). In general, there is no Gibbs
measure at state q for the measure m. More precisely, if one exists, then
Bm1 (q)=Bm2 (q) or ,c > 0; m1 [ cm2 or ,c > 0; m2 [ cm1.
Nevertheless, m ¥Aq and the conclusion of Theorem 1.3 is valid.
As a result of Theorem 2.2, we easily obtain the following corollary.
Corollary 2.3. Suppose that m1 and m2 are mutually singular with the
same support, have Gibbs measures at state q > 0, and are such that
Bm1 (q) ] Bm2 (q). Then m=am1+(1−a) m2 (0 < a < 1) verifies the conclusion
of Theorem 1.3 without having a Gibbs measure at state q.
Let us begin with the proof of Proposition 2.1. Let m1, m2 ¥Aq and
m=am1+(1−a) m2. The convexity of the set Aq is an easy consequence of
the following lemma.
Lemma 2.4. For every q > 0, Bm(q)=sup(Bm1 (q), Bm2 (q)).
Suppose that Lemma 2.4 is true. If, for example, Bm(q)=Bm1 (q), we
obtain
Hq, Bm(q)m (supp m)=H
q, Bm1 (q)
m (supp m) \ aqHq, Bm1 (q)m1 (supp m1)
and we can conclude that m ¥Aq.
Let us now prove Lemma 2.4. If (B(xi, ri))i is a centered d-packing of
E … Rd and t ¥ R, we have
C
i
m(B(xi, ri))q (2ri) t \ aq C
i
m1(B(xi, ri))q (2ri) t.
Taking the supremum over the centered d-packing of E and the limit when
dQ 0, we get
Pa q, tm (E) \ aqPa q, tm1 (E).
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Using countable coverings of supp m, we can conclude that
Pq, tm (supp m) \ aqPq, tm1 (supp m) \ a
qPq, tm1 (supp m1)
which gives the inequality Bm(q) \ Bm1 (q). In the same way, Bm(q) \ Bm2 (q).
On the other hand, observe that for every a, b > 0, (a+b)q [ C(aq+bq),
with C=sup(1, 2q−1). If (B(xi, ri))i is a centered d-packing of E … Rd and
t ¥ R, we have
C
i
m(B(xi, ri))q (2ri) t
[ Caq C
i
m1(B(xi, ri))q (2ri) t+C(1−a)q C
i
m2(B(xi, ri))q (2ri) t.
Taking the supremum over the centered d-packing of E and the limit when
dQ 0, we get
Pa q, tm (E) [ CaqPa q, tm1 (E)+C(1−a)
q Pa q, tm2 (E). (5)
Let t > sup(Bm1 (q), Bm2 (q)). If k ¥ {1, 2}, we have
Pq, tmk (supp m)=P
q, t
mk
(supp mk)=0.
We may then choose countable coverings (Ei)i and (Fj)j of supp m such
that
C
i
Pa q, tm1 (Ei) [ 1 and C
j
Pa q, tm2 (Fj) [ 1.
Hence, for each (i, j) ¥N2, we have
Pq, tm (Ei 5 Fj) [Pa q, tm (Ei 5 Fj)
[ CaqPa q, tm1 (Ei 5 Fj)+C(1−a)q Pa q, tm2 (Ei 5 Fj)
[ Caq+C(1−a)q.
This implies that
Dimqm(Ei 5 Fj) [ t.
Observing that supp m …1i, j Ei 5 Fj, we conclude that
Bm(q)=Dim
q
m(supp m) [ sup
i, j
(Dimqm(Ei 5 Fj)) [ t
and the proof of the lemma is finished.
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Remark. When q < 0, the function Bm is more complicated to compute.
The only elementary relation is Bm(q) [ inf(Bm1 (q), Bm2 (q)).
We can now prove Theorem 2.2. It is easy to check that supp m=
supp m1=supp m2. Suppose that there exists a Gibbs measure at state q for
the measure m. Then there exist probability measures n, n1, n2 on supp m
and constants C > 0, l > 0 such that for every x ¥ supp m and for every
0 < r < l,
˛ 1C m(B(x, r))q (2r)Bm(q) [ n(B(x, r)) [ Cm(B(x, r))q (2r)Bm(q)
1
C
mk(B(x, r))q (2r)Bmk (q) [ nk(B(x, r)) [ Cmk(B(x, r))q (2r)Bmk (q) (k=1, 2).
Finally, suppose that Bm1 (q) ] Bm2 (q). Without loss of generality, we will
sketch the proof in the case where Bm1 (q) > Bm2 (q) and prove that m2 [ cm1.
According to Lemma 2.4, we know that Bm(q)=Bm1 (q). Let x ¥ supp m,
0 < r < l and e > 0 such that r+e < l. For simplicity, denote B=B(x, r).
Let (B(xi, e))i ¥ {1, ..., n} be a finite centered covering of B 5 supp m.
Using Besicovitch’s Covering Theorem, we can construct z subfamilies
(B1j)j, ..., (Bzj)j constituted of disjoint balls and such that B 5 supp m
…1zi=1 1j Bij. The measure n being supported by supp m, we have
m(B)q (2r)Bm1 (q) [ Cn(B) [ C C
z
i=1
C
j
n(Bij)
[ C2 C
z
i=1
C
j
m(Bij)q (2e)Bm1 (q).
Remember that for every a, b \ 0, (a+b)q [ sup(1, 2q−1)(aq+bq). We can
then find a constant C1 depending only on q and a such that
C
z
i=1
C
j
m(Bij)q (2e)Bm1 (q)
[ C11 Cz
i=1
C
j
m1(Bij)q (2e)Bm1 (q)+C
z
i=1
C
j
m2(Bij)q (2e)Bm1 (q)2 .
On the other hand, for k=1, 2, and i ¥ {1, ..., z},
C
j
mk(Bij)q (2e)Bmk (q) [ C C
j
nk(Bij)
[ Cnk(B(x, r+e))
[ C2mk(B(x, r+e))q (2(r+e))Bmk (q).
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If C2=C1zC4, we can conclude that
m(B(x, r))q (2r)Bm1 (q) [ C2(m1(B(x, r+e))q (2(r+e))Bm1 (q)
+m2(B(x, r+e))q (2(r+e))Bm2 (q) (2e)Bm1 (q)−Bm2 (q)).
Taking the limit when eQ 0, we deduce that
m(B(x, r)) [ C1/q2 m1(B(x, r)).
Finally, if c=(C1/q2 −a)/(1−a), we obtain that for every x ¥ supp m and
every r < l,
m2(B(x, r)) [ cm1(B(x, r))
which says that m2 [ cm1.
2.2. Nonexact Dimensional Measures with Nontrivial Multifractal Spectra
Let A be the set of measures m ¥P(Rd) satisfying the following
properties :
(H1) Bm is strictly convex and of class C1
(H2) Hq, Bm(q)m (supp m) > 0 for all q ¥ R.
The hypothesis (H2) is satisfied if there exists a Gibbs measure at each
state q and it is well known that the set A is nonempty. In fact, there are
measures m inA for which the function Bm is real analytic.
Let m ¥A, d=−B −m(1) and I=(a, a)=(−B −m(+.), −B −m(−.)). Using
[10, 15] and Corollary 1.5, we can conclude that
(P1) a
¯
m(x)=a¯m(x)=d for m-almost every x.
(P2) dim(X(a))=Dim(X(a))=Bg(a) for all a in a nontrivial
interval I.
When property (P1) is satisfied, we say that the measure m is dimension
regular with exact dimension d. In particular, it is supported by a set E
with Hausdorff dimension d and every set F such that dim(F) < d is
m-negligible (see, for example, [9, 10, 15]). When property (P2) is satisfied,
we say that the multifractal analysis of the measure m is nontrivial. In [17],
Taylor asked the following question.
Question [17]. Does the existence of a nontrivial multifractal spectrum
for the measure m imply that m is dimension regular with exact dimension ?
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As suggested by the anonymous referee, it is easy to construct a measure
m which gives a negative answer to this question. For example, if m1 ¥A
with support [0, 1] and if m2 is the restriction of the Lebesgue measure to
[2, 3], then it is easy to see that m=(m1+m2)/2 makes the work. In fact,
Proposition 2.1, Lemma 2.4, and Corollary 1.5 allow us to construct a lot
of nonexact dimensional measures but with nontrivial multifractal spectra.
Theorem 2.5. Let m1 and m2 be two Borel probability measures on Rd
satisfying (P1) and (P2). Suppose that B −m1 (1) ] B
−
m2
(1) and let m=am1+
(1−a) m2, 0 < a < 1. Then m is a nonexact dimensional measure with nontri-
vial multifractal spectrum.
Proof. According to Lemma 2.4, we have Bm(q)=sup(Bm1 (q), Bm2 (q))
for every q > 0. Suppose, for example, that B −m1 (1) < B
−
m2
(1). There exists an
interval J=[a, b] with 0 < a < 1 < b such that Bm(q)=Bm1 (q) if a [ q [ 1
and Bm(q)=Bm2 (q) if 1 [ q [ b. It follows that the function Bm is of class C
1
on (a, 1) 2 (1, b). Then, using Proposition 2.1 and Corollary 1.5, we
conclude that property (P2) is satisfied. More precisely, the multifractal
formalism is satisfied in the nontrivial interval I1=(−B
−
m1
(1), −B −m1 (a)) and
in the nontrivial interval I2=(−B
−
m2
(b), −B −m2 (1)).
On the other hand, let d1=−B
−
m1
(1) and d2=−B
−
m2
(1). The measures m1
and m2 being inA, we can find Borel sets E1 and E2 of full measure m1 and
m2, respectively, and such that
lim
rQ 0
log mk(B(x, r))
log r
=dk for all x ¥ Ek, k=1, 2. (6)
In particular, dim(E1)=d1 and dim(E2)=d2 < d1. We also know that
every Borel set E with Hausdorff dimension dim(E) < d1 is m1-negligible.
In particular m1(E2)=0 and the measures m1 and m2 are singular. We can
then suppose that E1 and E2 are disjoint. It follows that for every Borel set
E we have
m(E 5 E1)=am1(E 5 E1) and m(E 5 E2)=(1−a) m2(E 5 E2).
(7)
Using a theorem related to the differentiation of measures (see, for
example, [4]), we also know that
˛ limrQ 0 m(B(x, r) 5 E1)m(B(x, r)) =1 for m-a.a. x ¥ E1
lim
rQ 0
m1(B(x, r) 5 E1)
m1(B(x, r))
=1 for m1-a.a. x ¥ E1.
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We can then construct a set F1 … E1 such that m(F1)=a, m1(F1)=1 and for
every x ¥ F1,
lim
rQ 0
m(B(x, r) 5 E1)
m(B(x, r))
=lim
rQ 0
m1(B(x, r) 5 E1)
m1(B(x, r))
=1. (8)
It follows from (6), (7), and (8) that
lim
rQ 0
log m(B(x, r))
log r
=d1 for all x ¥ F1. (9)
In the same way, we can construct a set F2 such that
m(F2)=1−a > 0 and lim
rQ 0
log m(B(x, r))
log r
=d2 for all x ¥ F2, (10)
and the measure m is not of exact dimension. L
2.3. Measures for Which the Multifractal Formalism is Nowhere Valid
In the following examples, we prove that the multifractal formalism can
be nowhere valid even if the function B is regular. In particular, we con-
struct in Theorem 2.7 a measure m on [0, 1) for which B is real analytic
but the multifractal formalism is nowhere valid.
Theorem 2.6. Let p, p˜ ¥ (0, 1/2) with p ] p˜. There exists a probability
measure m on [0, 1) such that for every q ¥ R,
˛B(q)=sup[log 2(pq+(1−p)q), log 2(p˜q+(1−p˜)q]
b(q)=inf[log 2(pq+(1−p)q), log 2(p˜q+(1−p˜)q],
where log2 is the logarithm in base 2. We can deduce that for every q ] 0, 1,
BŒ(q) exists and
dim(X(−BŒ(q))) < Bg(−BŒ(q)).
Using the same ideas as in Theorem 2.6 but in a more complicated
situation, we obtain the stronger following result.
Theorem 2.7. There exists a probability measure m on [0, 1) such that B
is real analytic, BŒ(R) is an interval of positive length, and
X¯a=” for all a < −BŒ(1) and X
¯ a
=” for all a > −BŒ(1).
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In particular,
Dim(X(a))=0 < Bg(a)
for all a ¥ (−BŒ(+.), −BŒ(−.)) with a ] −BŒ(1).
Remarks. (1) In [14], Olsen previously proposed an example of a
self-affine measure m on [0, 1]2 such that B is real analytic and
Dim(X(−BŒ(q)))=0 < Bg(−BŒ(q))
for all q ¥ R0{1}. Olsen’s example uses the geometry of R2 and the fact
that, in contrast with self-similar sets, self-affine sets in R2 may be very
irregular. This idea cannot be adapted to the dimension one. This gives
interest to our example.
(2) The relation b(1)=B(1)=0 is always true. If BŒ(1) exists, the
measure m is unidimensional and satisfies
a¯m(x)=a
¯
m(x)=−BŒ(1) dm(x)-almost surely.
We can deduce that dim(X(−BŒ(1)))=Dim(X(−BŒ(1)))=−BŒ(1)=
Bg(−BŒ(1)) and we can’t hope that Dim(X(−BŒ(1))) < Bg(−BŒ(1)). For
more details, see [10–12, 15].
(3) The measure proposed in Theorem 2.7 is dimension regular with
exact dimension d=−BŒ(1) and verifies b(q) < B(q) for all q ] 1. It gives a
positive answer to a problem posed by Taylor [17, p. 567].
Proof of Theorem 2.6. Let (Tk)k \ 1 be a sequence of integers such that
T1=1, Tk < Tk+1, and lim
kQ+.
Tk+1
Tk
=+..
Then define the family of parameters pi,
pi=p if T2n−1 [ i < T2n and pi=p˜ if T2n [ i < T2n+1.
Finally, if e1, ..., en ¥ {0, 1}, denote by Ie1 · · · en the diadic interval of the nth
generation
Ie1 · · · en=5Cn
i=1
ei
2 i
, C
n
i=1
ei
2 i
+
1
2n
2
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and Fn the set of diadic intervals of the nth generation included in [0, 1).
We consider the measure m such that m([0, 1/2))=p1, m([1/2, 1))=1−p1,
and for every n \ 1,
m(Ie1 · · · en+1 )
m(Ie1 · · · en )
=pn+1 if en=en+1 and
m(Ie1 · · · en+1 )
m(Ie1 · · · en )
=1−pn+1 if en ] en+1.
There is another way to describe the measure m. It is the law of the random
variable Z=;+.n=1 2−nXn where (Xn)n \ 1 is a Markov chain with transition
matrices
Qn+1=1 pn+1 1−pn+1
1−pn+1 pn+1
2
and with initial law P[X1=0]=p1 and P[X1=1]=1−p1.
Remark. A more classical measure (used in [1]) is the measure m˜ (also
called the Bernoulli product) which is the law of the random variable
Z˜=;+.n=1 2−nX˜n where (X˜n)n \ 1 is an independent sequence of random
variables satisfying P[X˜n=0]=pn and P[X˜n=1]=1−pn.
The measures m and m˜ are very similar. For every n, the families of
numbers
[m(Ie1 · · · en )]e1, ..., en and [m˜(Ie1 · · · en )]e1, ..., en
are globally the same but the classifications are different. The only interest
in choosing the measure m with regard to the measure m˜ is the following
lemma.
Lemma 2.8. The measure m is a doubling measure: there exists C > 0 and
r0 > 0 such that for every x ¥ supp m and for every r [ r0,
m(B(x, 2r)) [ Cm(B(x, r)).
Proof. Let I and J be two adjacent diadic intervals of the nth genera-
tion. We can find k < n and e1, ..., ek such that
(I=Ie1 · · · ek01 · · · 1 and J=Ie1 · · · ek10 · · · 0) or (I=Ie1 · · · ek10 · · · 0 and J=Ie1 · · · ek01 · · · 1).
The case k=n−1 occurs if I and J have the same father. In that case, the
words labelling the intervals I and J are e1 · · · en−10 and e1 · · · en−11.
It is easy to check that
m(I)
m(J)
=
pk+1
1−pk+1
or
m(I)
m(J)
=
1−pk+1
pk+1
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and we can conclude that there exists a universal constant C > 0 such that
1
C
[
m(I)
m(J)
[ C. (11)
Now, let x ¥ [0, 1] and r > 0 such that [x−2r, x+2r] … [0, 1]. If n is the
unique integer such that 2−n [ r < 2−n+1 and if I is the unique diadic inter-
val of the nth generation which contains x, observe that I … [x−r, x+r].
On the other hand, the interval [x−2r, x+2r] is included in the union
of 9 contiguous diadic intervals of the nth generation denoted by
I−4, I−3, I−2, I−1, I, I1, I2, I3, I4. Using (11), we can conclude that
m([x−2r, x+2r]) [ m(I)[1+2C+2C2+2C3+2C4]
[ m([x−r, x+r])[1+2C+2C2+2C3+2C4].
Remark. In [19], Tukia already studied this kind of measure in the
case where the pn are independent of n.
Now, we can compute the function B. This is the object of the following
lemma.
Lemma 2.9. Let
yn(q)=
1
n log 2
log 1 C
I ¥Fn
m(I)q2 and y(q)=lim sup
nQ+.
yn(q).
We have
y(q)=B(q)=L(q)=sup[log 2(pq+(1−p)q), log 2(p˜q+(1−p˜)q].
Proof. It is well known that B(q) [ L(q) and y(q) [ L(q). Moreover,
according to Lemma 2.8 and the fact that supp m=[0, 1], it is sufficient to
consider diadic packings in order to compute the functions B and L. The
calculation of the function y is classical. As for Bernoulli products, we
observe that
m(Ie1 · · · en−10)
q+m(Ie1 · · · en−11)
q=[pqn+(1−pn)
q] m(Ie1 · · · en−1 )
q.
We can easily deduce that
C
I ¥Fn
m(I)q=D
n
k=1
[pqk+(1−pk)
q].
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Finally, if Nn is the number of integers k [ n such that pk=p, we have
yn(q)=
Nn
n
log 2(pq+(1−p)q)+11−Nnn 2 log 2(p˜q+(1−p˜)q).
Observing that lim infnQ.(Nn/n)=0 and lim supnQ.(Nn/n)=1, we can
then conclude that y(q)=sup[log2(pq+(1−p)q), log2(p˜q+(1−p˜)q].
To obtain the equalities y(q)=B(q)=L(q), it is now sufficient to prove
that y(q) \ L(q) and y(q) [ B(q). It is a consequence of the following
computations :
˛Pa q, y(q)m (supp m) <+.
Pq, y(q)− em (supp m) > 0 for every e > 0.
(12)
Remember that it is sufficient to use diadic packings in order to prove that
Pa q, y(q)m (supp m) <+. and Pq, y(q)− em (supp m) > 0. Property (12) is then an
easy consequence of the following lemma.
Lemma 2.10. Denote by |I| the length of the interval I. We can construct
a subsequence of integers (nk)k \ 1 and a probability measure n on [0, 1) such
that
n(I) \ m(I)q |I|y(q) if I ¥ 0
n ¥Ng
Fn
and for every e > 0,
n(I) [ m(I)q |I|y(q)− e if I ¥Fnkwith k sufficiently large .
Proof of Lemma 2.10. We will construct the measure n as a weak limit
of the sequence of measures nn defined by
dnn(t)=5 C
I ¥Fn
m(I)q 2n−nyn(q)1I6 dt,
where dt is the Lebesgue measure. The measure nn is a probability measure
on [0, 1) and assigns the mass m(I)q |I|yn(q) to each interval I ¥Fn.
Let I ¥Fn and p \ 0. If I=Ie1 · · · en and J=Ien+1 · · · en+p , denote by IJ the
interval Ie1 · · · en+p . We have
nn+p(I)= C
J ¥Fp
nn+p(IJ)= C
J ¥Fp
m(IJ)q 2−(n+p) yn+p(q).
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On the other hand,
C
J ¥Fp
m(IJ)q=m(I)q D
n+p
k=n+1
[pqk+(1−pk)
q]=m(I)q
2 (n+p) yn+p(q)
2nyn(q)
.
We can conclude that
nn+p(I)=m(I)q 2−nyn(q)=m(I)q |I|yn(q). (13)
Let (nk)k \ 1 be a subsequence such that y(q)=limkQ. ynk (q) and choose n
as a weak limit of a subsequence of nnk . Observing that yn(q) [ y(q), we
deduce from (13) that
-n \ 1, -I ¥Fn, n(I) \ m(I)q |I|y(q).
On the other hand, if e > 0 and if k is sufficently large, we deduce from (13)
that
nnk+p(I) [ m(I)
q |I|y(q)− e if I ¥Fnk
and the second property of the measure n is then proved.
We can now finish the proof of Theorem 2.6. Similar arguments as
previous ones allow us to prove that
b(q)=lim inf
nQ.
yn(q)=inf[log 2(pq+(1−p)q), log 2(p˜q+(1−p˜)q].
Remember that p ] p˜. We conclude that b(q) < B(q) if q ] 0, 1. Then
Theorem 1.4 ensures that dim(X(−BŒ(q)) < Bg(−BŒ(q)). L
Sketch of Proof of Theorem 2.7. From now on, Fn denotes the set of
the 3-adic intervals of the nth generation. Let a1, a2, a3 ¥ (0, 1) such that
a1+a2+a3=1. The integers (Tk)k \ 1 are defined as above.
Finally, if (Ie1 · · · en )e1, ..., en ¥ {0, 1, 2} are the 3
n intervals of Fn, define the
measure m with the following transitions:
• m(I0)=a1, m(I1)=a2, and m(I2)=a3.
• If T2n−1 [ k+1 < T2n, then
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m(Ie1 · · · ek+1 )
m(Ie1 · · · ek )
=a1 if ek+1=ek
=a2 if ek+1=ek+1 (mod. 3)
=a3 if ek+1=ek+2 (mod. 3).
• If T2n [ k+1 < T2n+1, then
m(Ie1 · · · ek+1 )
m(Ie1 · · · ek )
=1/2 if ek+1=0 or 2
=0 if ek+1=1.
The measure m is supported by a Cantor set. More precisely, if
T={k ¥Ng; T2n [ k < T2n+1 for some n > 0}
and if Gn …Fn is the set of intervals Ie1 · · · en of the nth generation such that
ek ] 1 for every k ¥T 5 {1, ..., n}, we have
supp m=3
n \ 1
0
I ¥ Gn
I¯.
If I ¥1n Gn (that is, if I ¥1n Fn with positive mass) and if J is a con-
tiguous 3-adic interval of the same generation, we observe once again that
m(J) [ Cm(I) for some constant C independent of I and J. The difference
with the situation proposed in Theorem 2.6 is that m(J) may be equal to 0.
Let r < 1/9 and n ¥Ng such that 3−n [ r < 3−n+1. If x ¥ supp m, there
exists I ¥Fn with positive mass such that x ¥ I¯. The choice of the integer n
implies that I … [x−r, x+r]. Let I1 be the unique interval of Fn−2 such
that I … I1. Of course m(I1) > 0 and there exists a constant K > 0 depending
only on a1, a2, and a3 such that m(I1) [Km(I). If J1 and J2 are the two
intervals ofFn−2 which are contiguous with I1, we can conclude that
m([x−2r, x+2r]) [ m(J1)+m(I1)+m(J2) [ (2C+1) m(I1)
[ (2C+1) Km(I) [ (2C+1) Km([x−r, x+r]).
This proves that the measure m is doubling.
Observe that two contiguous 3-adic intervals I and J with positive mass
and of the same generation are such that 1C m(I) [ m(J) [ Cm(I) for some
constant C independent of I and J. It is then once again possible to estab-
lish that the functions B and b may be calculated only using 3-adic
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packings and 3-adic coverings of the Cantor set supp m. Using the same
method as in Theorem 2.6, we can then compute the functions b and B. We
obtain
˛b(q)=inf[log3(aq1+aq2+aq3), (1−q) log3 2]
B(q)=sup[log3(a
q
1+a
q
2+a
q
3), (1−q) log3 2].
Choose a1, a2, and a3 such that a1 log3(a1)+a2 log3(a2)+a3 log3(a3)=
−log3 2 (such a choice is possible in the set of parameters a1, a2, a3 > 0
such that a1+a2+a3=1). In that case, the line y=(1−q) log3 2 is tangent
to the curve y=log3(a
q
1+a
q
2+a
q
3) at point (1, 0). Using the strict convexity
of the function qW log3(a
q
1+a
q
2+a
q
3), we conclude that
˛b(q)=(1−q) log3 2
B(q)=log3(a
q
1+a
q
2+a
q
3).
In particular, b(q) < B(q) if q ] 1 and Corollary 1.5 ensures that
dim(X(a)) < Bg(a) for all a ] −BŒ(1). In fact, Olsen’s result allows us to
obtain a stronger conclusion. According to [13, Lemma 4.4],
X¯a=” if a < a and X
¯ a
=” if a > a,
where a=supq > 0−
b(q)
q and a=infq < 0−
b(q)
q . In the particular case of the
measure m we are working with, a=a=log3 2=−BŒ(1) and the conclusion
of Theorem 2.7 follows. L
Final Remark. The measure m is such that b(0)=log3 2 and B(0)=1.
This means that the Cantor set supp m has Hausdorff dimension log3 2 but
packing dimension 1.
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