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Abstract 
One of the major assumptions in Artificial Intelligence is that similar experiences can guide future 
reasoning, problem solving and learning; what we will call, the similarity assumption. The similarity 
assumption is used in problem solving and reasoning systems when target problems are dealt with by 
resorting to a previous situation with common conceptual features. In this article, we question this 
assumption in the context of case-based reasoning (CBR). In CBR, the similarity assumption plays a 
central role when new problems are solved, by retrieving similar cases and adapting their solutions. 
The success of any CBR system is contingent on the retrieval of a case that can be successfully 
reused to solve the target problem. We show that it is often unwarranted to assume that the most 
similar case is also the most appropriate from a reuse perspective. We argue that similarity must 
be augmented by deeper, adaptation knowledge about whether a case can be easily modified to fit a 
target problem. We implement this idea in a new technique, called adaptation-guided retrieval (AGR), 
which provides a direct link between retrieval similarity and adaptation needs. This technique uses 
specially formulated adaptation knowledge, which, during retrieval, facilitates the computation of a 
precise measure of a case’s adaptation requirements. In closing, we assess the broader implications 
of AGR and argue that it is just one of a growing number of methods that seek to overcome the 
limitations of the traditional similarity assumption in an effort to deliver more sophisticated and 
scalable reasoning systems. 0 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
One of the major assumptions in Artificial Intelligence is that similar experiences can 
guide future reasoning, problem solving and learning; what we will call, the similarity 
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asswtption. The similarity assumption is used in problem solving and reasoning systems 
when target problems are dealt with by resorting to a previous situation with common 
conceptual features (see e.g., [2,3,10,31,52,53,70,77]). In machine learning, such common 
features are grist to the mill of inductive learners and concept classifiers based on the 
assumption that situations with shared features reflect critical distinctions between different 
classes of situation (see e.g., [ 11,15,29,5 1,53,69]). However, the similarity assumption in 
its usual form may not be warranted and may only approximate the real correspondence 
between situations. 
In cognitive psychology, there has been a growing tide of questions about the sufficiency 
of simple, feature-based similarity as an explanation of human thinking and categorization 
(see e.g., [32,33,43,47,57]). These criticisms have been based on the growing recognition 
that similar features are only indicative, that the similarity assumption really only holds 
when feature similarity directly reflects deeper similarities in the domain theories of two 
systems of concepts. Indeed, in AI, the development of explanation-based techniques (e.g., 
explanation-based generalization, EBG) also recognizes that feature similarity needs to be 
informed by deeper, theoretical knowledge (see e.g., [ 1,4,9,13,16,45,46]). 
In this article, we question the similarity assumption in the context of case-based 
reasoning (CBR) (see also [64,66-681). In CBR, the similarity assumption plays a central 
role when new problems are solved by retrieving similar cases and adapting their solutions. 
The success of any CBR system is contingent on retrieving a case that is relevant to the 
target problem; that is, the case that can be most easily related to the target problem 
so as to provide a suitable target solution. We show that it is sometimes unwarranted 
to assume that the most similar case is also the most relevant to the target problem. 
In many application domains traditional measures of similarity must be augmented by 
deeper domain knowledge. In particular, in many CBR systems the primary success 
criterion is whether or not the selected case can be adapted to solve the current target 
problem. With this in mind, we propose augmenting traditional measures of similarity with 
adaptation knowledge about whether a case can be easily modified to fit a target problem. 
We implement this idea in a new technique, called adaptation-guided retrieval (AGR), 
which provides a direct link between retrieval similarity and adaptation requirements; 
this technique uses specially formulated adaptation knowledge which, during retrieval, 
facilitates the computation of a precise measure of a case’s adaptation requirements. We 
show experimentally, that AGR improves the retrieval accuracy of a CBR system for 
automated programming (i.e., the Deja Vu system) while preserving retrieval efficiency and 
improving overall problem solving efficiency. Moreover, this modified CBR architecture 
has several other beneficial features as its retrieval mechanism is more robust to changes 
in adaptation knowledge, and new learning opportunities arise for fine-tuning system 
performance. 
In the next section, we motivate the need for adaptation-guided retrieval and look at 
related research (see Section 2). Then, we introduce the Deja Vu system and show how its 
adaptation knowledge provides the all important link between retrieval and adaptation (see 
Section 3). In Section 4, the main AGR algorithms are described after which an example 
of AGR in operation is presented (see Section 5). A full experimental evaluation of AGR 
is provided in Section 6, followed by a discussion of the general applicability, robustness 
and flexibility of the technique (see Section 7). 
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2. Challenging the similarity assumption in CBR 
CBR systems typically operate in a standard retrieval-adaptation-learning cycle: the 
most similar case to a presented target problem is retrieved and its solution is adapted 
to fit the target problem, with the subsequent newly-solved problem being added to the 
case-base during learning (see, e.g., [2,35,36,41,58,76] for review material). For example, 
in the Deja Vu system presented later, the target problem is a specification for a new plant- 
control program and the solution is a fully elaborated program that meets this specification. 
Deja Vu retrieves cases, encoding the specifications and details of previous plant-control 
programs, and adapts them to produce the new program, adding the resulting target solution 
to its case-base during its learning phase. Traditionally, retrieval mechanisms find the most 
similar case to a target problem, where that similarity is based on the number of common 
features between the two (often with some priority weighting of features). However, 
recently it has been shown that this approach can lead to serious problems in many 
situations (e.g., [4,6,7,9,18,19,34,37,64,66,73]). Indeed, while the traditional similarity 
assumption remains a powerful one (see [ 171) several attempts have been made to augment 
similarity-based retrieval with other factors, like the adaptability of cases, to overcome 
its inherent difficulties and improve retrieval effectiveness. However, these attempts have 
made use of heuristic rather than algorithmic measures of adaptability and have been 
motivated by retrieval efficiency rather than accuracy. In contrast, the adaptation-guided 
retrieval technique, is based on an algorithmic measure of adaptability which guarantees 
both retrieval efficiency and accuracy. 
2. I. The similarity assumption in CBR 
It is useful to consider CBR as operating within two distinct symbol spaces, a 
specification space and a solution space. Retrieval operates in the specification space, 
whose elements are pairings between the specification features of the target problem 
and the specification features of cases. Adaptation operates in the solution space, whose 
elements are transformational pairings between the necessary parts of the target solution 
and the available parts of case solutions. Form this perspective, retrieval is a search in 
the specification space for the right set of matches between target and case specification 
features. On the other hand, adaptation is a search in the solution space for the right set of 
transformations from a case solution to the target solution. 
To select a case for retrieval some way of grading the matches between case and target 
problem is needed. At this point, most retrieval approaches assume that a case, which is 
similar to the target problem, will also be easy to adapt (i.e., the similarity assumption). For 
example, many CBR systems use the statistical concept of predictiveness during indexing 
and retrieval (see [36]). The idea is to compute correlations between specification features 
and solutions, and to grade individual features as more or less predictive of different 
solution types. While these methods work well in applications with single feature (atomic) 
solutions, and simple case-bases, they are less impressive in more complex tasks (e.g., 
[6,37,75]). In particular, since these methods bring only statistical knowledge to bear 
on the retrieval process they are often mislead by common or coincidental similarities 
between cases. Thus, they frequently fail to recognize important matches that may make 
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Fig. 1. Conventional approaches to retrieval separate the retrieval and adaptation stages, assuming that 
specification space similarity can be used to predict the usefulness of a case. Due to the failure of this similarity 
assumption, more recent approaches have attempted to compensate for poor retrieval performance by considering 
other factors during retrieval, factors such as domain knowledge or heuristics for estimating the adaptability of 
cases. 
the difference between retrieving a case that can or cannot be adapted. The main problem 
underlying such approaches is graphically illustrated in Fig. 1. There is no link between 
the specification space and the solution space, and hence no real communication between 
retrieval and adaptation. 
2.2. Towards the retrieval of adaptable cases 
So far we have argued that standard notions of case similarity can lead to problems in 
more sophisticated CBR systems, especially those that support adaptation in a complex 
domain. This, of course, should come as no surprise as many researchers have shown 
simple models of “surface” or “superficial” feature similarity to be somewhat lacking in 
all but the most basic of retrieval tasks (see, e.g., [6,9,66]). Much recent research has been 
concerned with the investigation of more sophisticated forms of similarity by suggesting 
methods for coding and exploiting “deeper” (semantic or pragmatic) knowledge during 
retrieval [1,4-6,9,18,19,22,34,37]. 
Kolodner [34], for example, proposed that some mappings between a target problem and 
a candidate case should be preferred over others if they are, for example, more speci$c or 
goal-directed. She has also argued that “easy-to-adapt” matches should be preferred over 
“hard-to-adapt” matches. Goel’s KRITIK system [22] also considers a type of adaptability 
by preferring design-cases that satisfy the functional specifications of the target. He argues 
that such matches are, by definition, easily adapted. Of course, the main problem with both 
of these approaches is that they propose little more than a pre-classification of features 
as more or less adaptable, and still use only limited heuristic knowledge during retrieval. 
While this strategy might prove successful in the short-term, its long-term utility is in 
doubt. It is important to emphasize that true adaptability depends on the problem solving 
context (both the base case context and the target context) and cannot be accurately 
assigned to individual features on an a priori basis. 
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Cain et al. [9] have combined ideas from case-based reasoning and explanation-based 
learning in order to allow explicit domain knowledge to influence retrieval. Explanation- 
based learning (EBL) uses domain knowledge to judge the relevance of features by 
explaining the contribution that they make to an example’s solution. On its own EBL is 
brittle when domain knowledge is incomplete, but by integrating it with CBR it is possible 
to provide a more robust technique, allowing the domain knowledge to inJEuence (but not 
determine) similarity computation. A parameterized similarity metric allows the impact 
of the EBL decisions to be adjusted according to domain-knowledge completeness. If 
domain knowledge is complete, then the EBL contribution is highly influential, otherwise, 
traditional CBR similarity plays the dominant role. Obviously, the success of this technique 
depends on the availability of high-quality domain knowledge, whereas AGR depends on 
already available adaptation knowledge. In addition, there is no direct link between domain 
and adaptation knowledge, and so it is difficult to see how domain knowledge can be used 
to accurately predict adaptation requirements. Indeed, at the end of the day, the domain 
knowledge is supplying additional relevance estimations to an already heuristic similarity- 
metric. 
A different approach is adopted in the use of the so-calledfootprint similarity metric by 
the Derivational Analogy system, PRODIGY/ANALOGY [73-751. One of the benefits of 
Derivational Analogy is that each case contains specialized problem solving knowledge 
in the form of a derivational trace that describes the reasoning steps taken during the 
construction of a given solution along with justifications for these steps. In the footprint 
similarity method this derivational knowledge is used to provide an important implicit 
link between the specification space and the solution space by describing how certain 
specification features act as conditions and goals for the case solution, and thus how 
specification features impact on the solution derivation process. The technique is used to 
decide which specification features are goal-relevant and thus which features are likely 
to be relevant from a solution generation and adaptation viewpoint. In essence, this is an 
alternative solution to the limitations introduced by the similarity assumption. However, 
it differs from the AGR approach by using first-principles derivational knowledge, rather 
than actual adaptation knowledge, to provide the all-important link between retrieval and 
adaptation. In addition, footprint similarity does not allow judgements to be made about 
relative relevance of specification features or their relative adaptability. 
Other researchers have tried to address the retrieval problem from a different perspective. 
They have investigated ways of improving case indexing by introspectively analyzing 
problem solving results (e.g., [18,19,49,50,54]). These techniques recognize that problem 
solving is often sub-optimal because of poor retrieval performance, and that inadequate 
indexing can be to blame. As a result, indexing structures are modified and refined during 
learning to improve future retrieval performance. While these approaches agree with the 
spirit of adaptation-guided retrieval, they propose an alternative solution that does not 
exploit actual adaptation knowledge. 
In summary, all of these approaches to similarity assessment have lead to greatly 
improved retrieval algorithms for CBR. They attempt o improve retrieval performance by 
supplementing similarity-based methods with additional, deeper (semantic or pragmatic) 
knowledge that may go some way to predicting the true adaptability of a case. However, 
none use actual adaptation knowledge, and this ultimately limits the accuracy of their 
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Fig. 2. Adaptation-guided retrieval links the specification and solution spaces by using adaptation knowledge and 
thereby provides a direct channel of communication between retrieval and adaptation. In brief, during retrieval, 
adaptation knowledge is used to predict the need for changes. 
predictions. AGR is novel in its explicit use of existing adaptation knowledge during 
retrieval, leading to a more accurate assessment of case adaptability, and consequently 
improved retrieval accuracy. 
2.3. The adaptation-guided retrieval philosophy 
Obviously, one of the central tenets of CBR is that there is a correspondence between 
the specification features of a case and its solution features. If we accept that the basic 
goal of retrieval is the selection of an adaptable case, then to achieve this we must be 
able to determine which solution space transformations correspond to a given set of 
specification space matches. In other words, we need to know how matches constructed 
during retrieval relate to adaptation operations; only then can we truly determine whether 
a case can be adapted (easily or at all) to fit the target problem. There must be an explicit 
relationship between specification space matches and solution space transformations, 
linking the retrieval and adaptation phases (see Fig. 2). 
The uniqueness of AGR stems from its use of adaptation knowledge during retrieval 
to link the specification and solution spaces (see Fig. 2). Basically, as well as being used 
during adaptation to carry out particular changes, adaptation knowledge is also used during 
retrieval to predict the need for such changes. At retrieval time, matches between the 
specification features of a case and target are constructed only if there is evidence (in 
the form of adaptation knowledge) that such matches can be catered for during adaptation. 
This makes it possible to eliminate non-adaptable cases from consideration at an early stage 
during retrieval. Moreover, by grading adaptation knowledge according to its complexity, 
it is possible to prioritize retrieval matches according to their overall adaptation cost. This 
in turn makes it possible to guarantee, not only the retrieval of an adaptable case, but the 
retrieval of that case which is the easiest to adapt to the target situation. 
In the past, researchers have considered the possibility of grading specification features 
according to their adaptation difficulty (e.g., [4,22,34]). However, these techniques have 
been based on coarse-grained numerical gradings of local specification features, leading to 
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only moderate improvements in retrieval performance. Problems occur because different 
groups of case features can affect the adaptability of a case in complex ways, and local 
measurements of adaptability, based on individual features, may not be sufficient. AGR 
differs significantly from these approaches by using adaptation knowledge to organize case 
features into meaningful groups with respect to adaptation. It is not a matter of assigning 
degrees of adaptability to individual case features, but rather a matter of identifying how 
sets of related case features can impact on adaptation by linking these feature sets to 
relevant units of adaptation knowledge. In general, it is difficult to assess the adaptability 
of individual features. However, in practice the adaptation complexity of a particular unit 
of adaptation knowledge can be readily assessed, and an accurate measure of adaptability 
for its corresponding feature set can be computed (see also Section 7.1 and [40]). 
3. D4jh Vu and its adaptation knowledge 
In the previous section, we presented an in-principle argument for adaptation-guided 
retrieval. In this section, and the remainder of the paper, we present the in-practice 
argument for it. In particular, we implement AGR in a CBR system, called Deja Vu, for 
automated programming in a plant-control domain. Deja Vu uses CBR to automate the 
design of control software for autonomous, robotic vehicles within steel-mills. Deja Vu 
takes a specification of a plant-control program and produces a corresponding solution 
structure by using a hierarchical approach to case-based reasoning. Complex problems 
are solved by decomposing their specifications into more manageable sub-problem 
specifications that can later be solved by the retrieval and adaptation of a suitable case. 
The decomposition process itself is performed by retrieving and adapting abstract cases 
which act as decomposition templates (further details of this hierarchical approach can be 
found in [60,61]). 
Before presenting the AGR algorithm (Section 4), we introduce the plant control domain 
and software cases that are used by Deja Vu. We also introduce the form of the adaptation 
knowledge used by Deja Vu, that sits at the heart of the AGR algorithm, allowing it to be 
used by both the retrieval and adaptation stages of CBR. 
3.1. The plant-control domain and software 
Deja Vu is concerned with plant-control software that controls vehicles and milling 
equipment during the steel production process [14], The vehicles in Deja Vu’s plant- 
control domain are called coil-cars and they travel throughout a steel-mill on a series of 
interconnecting tracks. As shown in Fig. 3(a) the layout of these tracks and the placement 
of various plant devices will vary from steel-mill to steel-mill; the layout and device 
information is referred to as the plant-model (see Appendix A for the plant-models used). 
Coil-cars can be guided to travel in particular directions, at certain speeds, and their main 
task is to carry spools and coils of steel from one section of the plant to another. Steel mills 
also contain tension-reels and skid devices (also shown in Fig. 3(a)). A tension-reel is a 
piece of equipment that feeds a coil of steel into a milling press. A skid is a holding area 
for empty spools. Deja Vu mainly deals with the tasks of loading and unloading. These 
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Fig. 3. (a) An example steel-mill layout indicating the locations of various machinery, including a coil-car, a skid, 
and 2 tension-reels. (b) A schematic of the load/unload task scenario whereby a coil-car is used to unload (load) 
spools or coils of steel between skids and tension-reels. 
Fig. 4. A sample program for moving CC- 1 forward to TR-I using two-speed motion. The figure shows the SFC 
for the program along with two inserts with additional detail information on the internal structure of two SFC 
nodes (SFC*l and SFC*2). 
tasks involve loading or unloading spools and coils of steel to and from the skids and 
tension-reels. For example, one common task calls for the unloading of an empty spool of 
steel from a tension-reel, and its delivery to a waiting skid; see Fig. 3(b). 
The software code that is needed for controlling a loading or unloading task is very 
complex. For example, the vehicle involved in the task must be controlled as it travels 
to and from the appropriate machinery; coils or spools of steel have to be loaded onto 
and unloaded from this vehicle. In addition, various sensory data must be continuously 
monitored to determine a range of operational features such as vehicular location, direction, 
and speed. As Fig. 3(b) indicates coil-cars, tension-reels, and skids are complex devices, 
made up of a number of components, which must themselves be individually controlled. 
The plant-control software code is represented as sequential function charts (SFCs), 
a high-level graphical source language representation. Programs correspond to intercon- 
nected graphs. Parallel and sequential control flow is dictated by the interconnection 
scheme, and individual commands corresponding to actual graph nodes. A simple pro- 
gram is shown in Fig. 4. The program demonstrates how a coil-car (CC- I ) is moved in 
a forward direction to a tension-reel (TR-I), using two-speed motion; two-speed motion 
means that the vehicle first moves at its top speed until reaching some point a set distance 
before the destination, at which time it slows down, and then finally stops. 
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The basic move and stop actions are shown in Fig. 4 as rectangular action nodes, 
while two oval checli nodes are used to detect the arrival of the coil-car at its slowing 
down point and its final destination. Note that the event nodes are connected to the main 
logic stream by And connectives (shown as crosses in Fig. 4). These connectives serve to 
synchronize the two-speed motion ensuring, for example, that the coil-car does not slow 
down until it reaches the correct distance from the destination. The inserts shown in Fig. 4 
(labelled SFC* 1 and SFC*2) expand an action node (SFPl) and a check node (SFC*2), 
respectively, to show how their precise details are represented by the system. 
Fig. 4 represents one of the simplest plant-control programs likely to be encountered 
and typically much more complex programs with up to 100 commands are required to 
cover a range of component sub-tasks such as the above Move example. For instance, a 
typical unloading program will include code for moving the vehicle in question between 
the loading and unloading areas. There will also be code for aligning the vehicle with the 
coil being unloaded, and there will be various sections of code for releasing and capturing 
the coil during the unload. 
3.2. The adaptation knowledge in D&j2 Vu 
The primary role of adaptation in CBR is to make changes to the solution of a retrieved 
case. Adaptation knowledge structures and processes can take many forms, from the use of 
declarative rules for substitutional adaptation (e.g., [25,26,62]) to the use of more complex 
operator-based or derivational knowledge in first-principles approaches (e.g., [ 10,3 1,741); 
for a comprehensive review of adaptation knowledge see [27,28]. In Deja Vu, adaptation 
means changing the details and structure of a plant-control solution chart to fit a new 
target situation. Therefore, adaptation knowledge must contain, in some shape or form, 
instructions about how to transform solution structures. Deja Vu’s adaptation knowledge 
is distributed over a collection of adaptation ugents called specialists and strategies. The 
former are designed to offer specialized adaptation procedures related to specific plant 
objects or tasks, while the latter encode more general transformations. The link between 
retrieval and adaptation that is central to AGR stems from the availability of these specially 
formulated adaptation specialists and strategies, from their explicit coding of adaptation 
capability knowledge (alongside conventional action knowledge), and in particular from 
their use of this capability knowledge during retrieval to anticipate adaptation success or 
failure. 
Traditionally in case-base reasoning, adaptation knowledge has taken the form of 
collections of solution transformation rules (what we have termed action knowledge; for 
reviews see [27,28]). Deja Vu goes one step further by providing so called capability 
knowledge alongside these transformation rules. This capability knowledge characterizes 
the type and function of a particular set of transformation rules and allows the system to 
predict the potential for various forms of adaptation at an early stage during retrieval. 
3.2.1. Adaptation action knowledge 
Adaptation action knowledge is responsible for carrying out the actual solution 
modifications, and is found in some shape or form in all CBR systems that perform 
adaptation. The solutions in Deja Vu are graph structures, and adaptation knowledge 
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(Adapt-Substitute 
:NODE-FRAME <bfhme :NODE-SLOT <bslot> :NODE-VALUE <bvaluez 
:NEW-NODE-VALUE <Ivalue>) 
(Adapt-Insert :TYPE {Before / After) 
:NODE-FRAME cbfranw :NODE-SLOT <bslot> :NODE-VALUE <bvalue> 
:NEW-NODE-FRAME wkm~e> 
:NEW-NODE-SLOT <tslou :NEW-NODE-VALUE <tslot>) 
(Adapt-Delete 
:NODE-FRAME <bframe> 
:NODE-SLOT <bslot l> :NODE-VALUE <by&e I> 
:NODE-SLOT <bslot n> :NODE-VALUE <bvalue 2>) 
Fig. 5. Basic adaptation perators for component substitution, i sertion and deletion. 
includes a set of operators to transform these graphs. Each specialist and strategy has its 
own specific adaptation action consisting of a sequence of these operators. 
There are three basic operators to perform substitution, insertion, and deletion over 
solution structures (see Fig. 5). Each operates at the level of individual solution nodes. 
For example, move cases often need to be adapted to account for differences in direction, 
and there is a simple adaptation specialist that can carry out the necessary modifications. 
These modifications basically amount to altering the DIRECTION slots of the MOVE nodes 
in the solution graph (see Fig. 6 and Appendix B). 
It is worth noting that the adaptation cost of a particular specialist or strategy depends on 
the complexity of its action, and the type of adaptation operators that it uses. For instance, 
the ADAPT-INSERT and ADAPT-DELETE operators are more costly to use than the ADAPT- 
SUBSTITUTE operator, simply because node insertions and deletions involve more costly 
changes to a solution than a simple substitution. Insertions and deletions mean changing the 
macro-level structure of a solution, adding or removing a solution node, and subsequently 
reconnecting existing solution nodes to compensate for the structural change. In contrast, 
the substitution of a node detail (e.g., the direction feature of a move node) does not affect 
the structure of a solution, and involves no connectivity changes. Later, we will describe 
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“Move CC-l carrying Coil-l to TR-I 
using 2-Speed Motion ” 
U JXrectioa-Sw-I 
“Move the empty CC- I to Skid- I 
usinn 2-Sueed Motion” 
(Adapt-Substitute 
:NODE-FRAME ‘Move-Device :NODE-SLOT ‘Direction 
:NODE-VALUE Base-Move-Direction 
:NEW-NODE-VALUE Target-Move-Direction ) 
Fig. 6. A simple example of how the ADAPT-SUBSTITUTE operator transforms solution graphs. The example 
demonstrates the basic operation of a specialist that can modify move cases with different direction characteristics. 
In the base case, the direction of motion is “forward” whereas it must be “backward” in the target. The example 
omits other modifications that would be necessary such as the need to change the base case destination from 
TR-lto SKID-~. 
how such information can be used during retrieval to predict the overall cost of a given 
adaptation session. 
While specialists, such as DIRECTION-SPC-1 (see Fig. 6), make localized changes to 
solutions they are blind to the changes made by other specialists. Problems can arise when 
their actions conflict or interact, so some method of resolving such conflicts is needed. We 
could define yet more specialists to do this, but this would very quickly lead to an explosion 
in the number of specialists. 
A better approach is to develop a set of more general adaptation strategies for co- 
ordinating and resolving conflicts in a wide range of circumstances (see 123,241 for related 
ideas). Indeed, equivalent interaction problems have plagued the planning community for 
decades (see, e.g., [42,72]), and the idea of adaptation strategies is related to the idea 
of critics in planning research; for example, Sacerdoti [56] used critics in the planning 
system NOAH to search for interactions between partially ordered plan segments. In Deja 
Vu adaptation strategies are used in two basic ways: (1) for co-ordinating the adaptation 
actions of groups of interacting specialists; (2) for resolving conflicts that arise due to 
interactions between groups of specialists. 
Strategies are used to co-ordinate specialists. When a retrieved case has to be adapted by 
more than one specialist, each working on different parts of the solution, the specialists 
may have to be applied in a particular sequence (see also [25,26]). The co-ordination 
strategy recognizes ordering constraints between specialists and uses these constraints to 
schedule the affected specialists for application during adaptation. For example, consider 
the adaptation of a single speed lift case to a two-speed move case (see Fig. 7). Two of 
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Co-Ord-Stg- 
Apple: (1) Speed-Spc- I 
(2) Slowing-Distance-Spc-1 
\ . 
: _ i Slowing-Distance-Spc-1 
Base 
Fig. 7. The figure shows how the adaptation of a move case can result in the violation of a balance condition 
between the diameter of the load being transported, and the coil-car lifter height. The condition is violated when 
the load changes during reuse, from an empty spool (with a small diameter) to a large-diameter coil of steel. The 
balance between load diameter and lifter height is only restored when a new abstract operator is added to lower 
the lifter platform. In the figure, each individual adaptation is numerically labelled to indicate the responsible 
specialist. 
the specialists needed to adapt the base solution are a speed specialist (SPEED-SPC- 1) and 
a slowing-distance specialist (SLOWING-DISTANCE-SPC- 1). The former adds the extra 
solution nodes to cope with the speed difference, while the latter replaces the base slowing- 
distance with the target slowing-distance. However, the speed specialist must perform 
its actions before the slowing-distance specialist, because it will be adding partially 
completed nodes which will be further elaborated by the slowing-distance specialist. In 
the knowledge-base there is an order-dependency (an “after” link) link joining the speed 
specialist and the slowing-distance specialist. During problem solving, if both of these 
specialists are needed, then this order-dependency link will signal the need for the co- 
ordination strategy. Obviously, the same strategy can be used to co-ordinate the activity of 
many specialists in a wide range of adaptation settings. When this strategy is applied to a 
set of specialists it returns an execution schedule to ensure that each specialist is executed 
at the correct time. 
Strategies deal with conJEicts between specialists. Sometimes conflicts between special- 
ists will be so serious that they cannot be resolved by simply co-ordinating the action of 
specialists. In fact, even when there is no immediate conflict, it can happen that the action 
of one specialist will introduce a totally new conflict that will have to be resolved. For 
example, an interaction problem occurs when one required event prevents the occurrence 
of some necessary later event. Fig. 8(a) depicts this situation; a goal event (1) is prevented 
by the disablement of one of its preconditions (2), the precondition having been blocked 










Fig. 8. Two interaction problems are the (a) BLOCKED-PRECONDITION problem and the (b) BAL- 
ANCE-INTERACTION problem. Both problems are handled by adaptation strategies. 
by some earlier event (3) causing a conflicting state (4). This blocked-precondition inter- 
action can occur when the speed of a coil-car is increased (during adaptation), causing a 
power availability problem that results in the coil-car running out of power (power is a 
precondition of movement). This interaction can be repaired by adding an event before the 
blocking event (3), that prevents its blocking effect; for example, recharging the coil-car 
before initiating the move operation. The blocked-pre-condition adaptation strategy con- 
tains this repair action. 
A second type of interaction is the balance-interaction, which can occur when the value 
of one state is proportionally dependent on another (see Fig. 8(b)). In this situation, some 
necessary goal-achieving event (1) has a precondition (2) that depends on another state (3) 
that has resulted from some other event (4). Specifically, adapting the pre-condition feature 
can have an adverse effect on the validity of the dependent feature. For example, during 
move tasks, there is a balance condition between the coil-car lifter height and the diameter 
of the content being carried; before moving a coil-car across the factory floor, the height 
of its lifter platform must be adjusted to accommodate the load being transported. If this 
balance is not properly maintained then a failure can occur; for example, the coil-car may 
collide with an overhead obstacle. These are just some of the ways in which adaptation 
is used in Deja Vu (see [59] and also Appendix B for a complete summary of Deja Vu’s 
adaptation knowledge). 
3.2.2. Adaptation capability knowledge 
An important innovation in this work is the idea that adaptation knowledge has a key role 
to play during retrieval as well as during adaptation. For this reason adaptation capability 
knowledge is represented alongside the more conventional action knowledge. Capability 
knowledge makes an explicit statement about the type of adaptation that a particular 
specialist or strategy carries out; for example, it might indicate that a specialist changes 
the speed or the direction of a move case. In many ways it is a form of ye-condition 
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Fig. 9. The capability information for two different specialists: (a) the capability information of the DIREC- 
TION-SPC- 1 specialist indicates that it is designed to cope with any direction changes that occur between 
POSITION-CHANCE-TASKS (this include Move, Lift, and Align tasks); (b) the capability information for the 
SPEED-SPC-1 specialist indicates that it is designed to adapt a one-speed case into a two-speed case. 
knowledge, as to a large extent the capability structures define the conditions under which 
adaptation specialists and strategies can operate. 
Each capability knowledge structure is made up of two main components, features 
and tests. The feature information describes the target and base features that predict 
the need for a certain adaptation and includes task information, specification features, 
and derived features. The capability tests perform certain checks to distinguish between 
different adaptation requirements. For example, the direction specialist introduced above 
has capability information that specifies two important features, the task and the move- 
direction (see Fig. 9(a)), but has no capability tests. Thus, it is activated between a target 
problem and cases that perform a type of position-change-task operation (that is, move, 
lift, align etc.) and where there are directional differences. 
Compared to the direction specialist, the adaptation knowledge to cope with speed 
differences is more complex since different adaptations will be needed depending on the 
type of speed difference encountered. For example, adapting a one-speed case to perform a 
two-speed move task involves adding extra nodes to the case solution (see Fig. 7). However, 
adapting a two-speed case to perform a one-speed task means removing nodes. So there 
are at least two different specialists to cope with speed adaptations, each differentiated by 
different capability tests; Fig. 9(b) shows the capability knowledge of the SPEED-SPC- I 
specialist for transforming one-speed cases into two-speed cases. 
4. Adaptation-guided retrieval in D6jh Vu 
In the previous section, we outlined the adaptation knowledge used by Dt5j& Vu and 
showed how that knowledge is applied during the adaptation stage of the CBR cycle. In 
this section, we consider how this adaptation knowledge can be integrated into the retrieval 
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3 Candidates t Candidate-Selection (Target, CB, Spc) 
4 Local t Local-Adaptability (Target, Candidates, Spc) 
5 Global t Global-Adaptability (Target, Local, Stg) 
6 Return(Globa1) 
End 
Algorithm 1. The adaptation-guided retrieval gorithm. 
stage of the cycle. This adaptation-guided retrieval technique is our answer to the problems 
that arise with the standard similarity assumption; showing that notions of similarity based 
on superficial features need to be augmented by deeper knowledge about the significance 
of those features in a particular problem solving context. 
The AGR procedure (Algorithm 1) takes four inputs (the target specification, the 
case-base, the adaptation specialists, and the adaptation strategies) and outputs the most 
adaptable case, along with the specialists and strategies that will be needed during its 
adaptation. AGR has four basic stages: 
Stage 1. Feature promotion. The target specification is analyzed to identify relevant 
features, these can be specification features, or they can be newly derived features that 
are known to be important; this act of identifying relevant features is what we call feature 
pmmotion. The features are relevant with respect to adaptation. In other words, they are 
the capability features found in the adaptation knowledge of the system (both specialists 
and strategies). They describe those solution components ultimately required by the target 
problem. The presence of these capability features in the target specification results in the 
activation of relevant adaptation specialist and strategies. 
264 B. Smyth, M.?: Krane /Arti$cial Intelligence 102 (1998) 249-293 
Stage 2. Candidate selection. At this point, cases in the case-base are implicitly linked 
to the target problem by promoted specification features that are found in the adaptation 
specialists and strategies. Even at this early stage, it is possible to identify cases that cannot 
be adapted to solve the current target problem. By definition a case that shares no active 
specialists with the target cannot be properly adapted and therefore is eliminated from 
further consideration. The remaining candidate cases are known to be adaptable, at least in 
part, to the needs of the target problem. 
Stage 3. Local adaptability assessment. During this stage the set of candidate cases 
is further reduced. All candidates have been chosen because they are at least partially 
adaptable with respect to the target problem. That is, each case can meet at least some of 
the target specification requirements. However, only some of these cases can meet all of 
the target requirements. Such cases are identified during this stage, and all other candidates 
are removed from further consideration. These fully adaptable cases are, in theory, locally 
adaptable, but in practice may turn out to be difficult to adapt if there are conflict problems. 
Stage 4. Global adaptability ranking. Adaptation strategies are used to recognize 
adaptation conflicts in the locally adaptable cases. The global adaptation cost of each case 
can then be computed by combining the costs of all relevant adaptation specialists and 
strategies. Finally, the adaptable cases are rank ordered according to increasing adaptation 
cost. 
In each of the following sections we expand upon these four stages. An algorithm is 
presented and explained for each stage and in a later section we step through each stage in 
a detailed example of the AGR procedure. 
4. I. Stage 1: feature promotion 
The first stage of adaptation-guided retrieval links the target specification features to 
the capability features of the adaptation specialists and strategies. This is complicated 
by the fact that the adaptation capability features do not always directly correspond to 
specification features, and may have to be derived (for related work on index transformation 
see [7 I]). 
Consider the DIRECTION-SPC-1 specialist introduced in Section 3.2. It can modify 
the direction of move, lift and align cases. However, the specifications of these cases do 
not explicitly mention any move-direction feature. For example, in a move case, only the 
source and target locations are specified, while in a lift case the source and target height 
leveh are given. The specialist needs to know the actual base and target directions (forward, 
backward, upward, or downward) rather than absolute position information. Thus, the 
specification features must be re-described to match the adaptation capability features. For 
example, from the source-location and target-location features, a move-direction feature 
can be computed. 
The re-description process is called promotion because it results in the promotion or 
identification of new features. It is carried out by special daemons attached to domain 
concept frames, and associated with the relevant adaptation specialists and strategies. This 
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means that the same promotion daemons can provide different cases with the same newly 
derived features. When a new case is added to the case-base (either by the case-base 
designer or as a result of learning) it undergoes a promotion process to identify the relevant 
features of the case with respect to adaptation. In effect, this results in a coupling of cases 
and adaptation knowledge; for instance, all cases containing a MOVE-DIRECTION feature 
are linked to all specialists and strategies that use this capability feature. Of course, this 
type of promotion and linking occurs only once, at the time the new case is added to the 
case-base. It does not occur during every AGR cycle. However, each time a new target 
is presented to the system its relevant features must also be promoted so that it too can 
be linked to relevant adaptation specialists and strategies. Thus, during each AGR cycle 
there is a promotion process, but it is only concerned with the new target problem, not with 
existing cases. 
Fig. 10 illustrates how the move-direction feature is promoted by examining the various 
location and level features of move, lift, and align cases. The case on the left of the diagram 
is an align case containing features that describe the initial and goal level of a coil-car lifting 
platform. When it is added to the case-base the presence of these two features results in 
the activation of the MOVE-DIRECTION-PROMOTER daemon. This daemon computes the 
direction of motion of the align case (the case moves the lifter platform from a height 
of 7.50 mm to one of 500 mm, a downward move), and registers this in the align case. 
This links the case to relevant adaptation specialists and strategies, including the direction 
specialist, DIRECTION-SPC- 1. It is important to understand that this type of promotion is 
carried out once only at the time the case is added to the case-base. 
A target problem (DIRECTION-TARGET-~) is shown on the left of Fig. 10. When this 
target is presented to the system, the first stage of AGR results in the promotion of its 
adaptable features, and the aligning of the target with relevant specialists and strategies. 
This target problem contains initial and goal location features, also recognized by the same 
daemon, and hence also transformed into a suitable move-direction feature as needed by 
the direction specialist. Again, it is important to understand that this type of promotion 
(the promotion of target features) is the only type of promotion carried out during the 
actual retrieval process. 
The end result of this first stage of AGR is that certain adaptation specialists and 
strategies become active when all of their capability feature slots are filled during 
promotion, and when their test conditions are fully satisfied. 
4.2. Stage 2: candidate selection 
The objective of the candidate selection stage (Algorithm 2) is to eliminate any cases 
that definitely cannot be adapted to fit the target problem. Active adaptation specialists 
form bridges between cases and the target problem, and these bridges specify adaptability 
conditions between these cases and the target. 
For instance, consider the example illustrated in Fig. 11. A direction specialist, active 
over two cases A and B and some target problem T, means that the solution components 
of A and B that relate to direction can be adapted to produce the appropriate solution 
components for the target. By the same reasoning, a mismatching case that is not linked to 
the target by any active specialists cannot be adapted. 









Fig. 10. An example of how the capability feature MOVE-DIRECTION is derived from different combinations of 
specification features. The diagram shows how an align case and a move target problem are linked to relevant 
adaptation knowledge (in this example a direction specialist) by a capability feature (MOVE-DIRECTION) that 
has been derived from various level and location features. 
Thus, during candidate selection non-adaptable cases are efficiently eliminated by 
selecting only those cases that are linked to the target by active adaptation specialists. 
4.3. Stage 3: local adaptability assessm.ent 
A case can only be fully adapted to fit the target if it offers all of the required target 
solution components. A portion of the candidates selected during the previous stage 
will not satisfy this condition, and during local adaptability assessment hese unsuitable 
candidates will be eliminated. 





: The target specification 
: The case-base 
: The adaptation specialists 
OutRuts: 
Candidates : Potentially adaptable cases 
Procedure CANDIDATE-SELECTION (CB, Spc) 
Begin 
1 Candidates t {} 
2 Target-Cap t Get-Specialist-Capability-Features (Target) 
3 Active-Spc t Active-Specialists (Spc, Target-Cap) 
4 For each Spc’ E Active-Spc 














Fig. 11. A specialist is active if its capability feature slots are filled and if its capability tests succeed. Cases 
that are not linked to any active specialists shared by the target, cannot be correctly adapted. During candidate 
selection these non-adaptable cases are isolated and removed. 
A case is said to be locally adaptable if all of its promoted capability features are linked 
to specialists, which in turn are linked to all of the promoted target capability features. 
Cases that are not locally adaptable cannot be properly adapted, either because they contain 
unwanted solution components, which cannot be removed, or because they lack necessary 
solution components, which cannot be provided. For example, suppose a candidate case 
has a capability feature that is not linked to any active specialist. This implies that the 





: The target specification 
: The candidate cases 
: The relevant adaptation specialists 
OutDuts: 
Local : Locally adaptable cases 
Procedure LOCAL-ADAPTABILITY (Target-Spec, Candidates, Spc) 
Begin 
1 Target-Cap t Get-Specialist-Capability-Features (Target) 
2Localt {] 
2 For each Feature E Target-Cap 
3 Candidate-Set Linked-Cases(Feature, Candidates, Spc) 
4 If Local = {} Then Local t Candidate-Set 




Algorithm 3. The local-adaptability algorithm. 
case has a solution component that is not required by the target problem, and that this 
component cannot be adapted to fit the target problem. For instance, the case may contain 
extra solution commands to achieve some goal that is not relevant to the target problem. 
If no specialist is available to remove these commands, then the case in question is not a 
suitable retrieval candidate. Alternatively, suppose there is a target capability feature that 
is not linked to an active specialist, and hence not linked to any case. Then, there is a 
requirement in the target for some solution component that cannot be provided by any 
available case. 
Eliminating non-locally adaptable cases can be efficiently implemented by using set 
intersection operations. By following the links from a target problem to the active 
specialists, and in turn to candidate cases, we can associate with each target capability 
feature, a set of cases called the candidate set. A case is locally adaptable if it appears in 
every candidate set of the target. Therefore, the set of locally adaptable cases is constructed 
by computing the set intersection of all the target candidate sets (see Algorithm 3). 
4.4. Stage 4: global adaptability ranking 
Local adaptability may not give a true picture of adaptation because it does not take into 
account the possibility of adaptation conflicts between specialists, or indeed the actual cost 
of adaptation. The global adaptability stage of AGR completes retrieval by using adaptation 





: The target specification 
: The locally adaptable cases 
: The adaptation strategies 
Outouts: 
Global : Globally adaptable cases (Ranked) 
Procedure GLOBAL-ADAPTABILITY (Target, Local) 
Begin 
1 Global t {} 
2 Spc-Cap t Get-Specialist-Capability-Features (Target) 
3 Stg-Cap t Get-Strategy-Capability-Features (Target) 
4 For each Case E Local 
5 Active-Spc t Active-Specialists(Spc-Cap, Case) 
6 Active-Stg t Active-Strategies(Stg-Cap, Case) 
7 Global t Globalu{ Case,Adapt-Cost(Active-Spc,Active-Stg)} 
8 End-For 
9 Global t Sort-Cost (Global) 
10 Return (Global) 
End 
Algorithm 4. The global-adaptability ranking algorithm. 
strategies to identify conflict situations, and by grading the remaining cases according to 
their overall adaptation cost (see Algorithm 4). 
Relevant adaptation strategies are recognized in much the same way as relevant adap- 
tation specialists. During the original promotion of target features particular adaptation 
strategies will have become active over cases, highlighting certain conflicts associated with 
the adaptation of these cases. These strategies are accessed during this stage, and for each 
case, the combined adaptation cost of its relevant specialists and strategies is computed by 
summing their individual costs. 
One of the questions that is often asked is: why is the analysis of adaptation strategies 
delayed until this late stage, when a combined analysis of specialists and strategies could 
have been performed earlier? The main reason is one of efficiency. It is not cost effective to 
consider the implications of strategies during the earlier local adaptability stage, because 
not all of the cases available during that stage will be locally adaptable, never mind globally 
adaptable. Thus, by delaying the strategy analysis until after local adaptability has been 
computed, fewer candidate cases have to be analyzed. 
The final result of global adaptability is a sorted list of adaptable cases, ordered 
according to their adaptation complexity. The most adaptable case appears at the head 
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of this list, and from this case we can directly access its relevant specialists and strategies 
for adaptation. 
5. An example of adaptation-guided retrieval 
To complete the explanation of the adaptation-guided retrieval, this section traces 
through an example retrieval session. The example will focus on the type of decisions 
made during each of the AGR stages to demonstrate how retrieval converges on a set of 
adaptable cases. 
5.1. Set-up for sample AGR run 
The target problem presented to the system during this sample run is shown below. 
It specifies a simple move problem from the Freeway plant-model (see Appendix A). The 
problem itself calls for the movement of a coil-car (CC-l), which is fully loaded with a coil 
of steel (COIL-~), from a tension-reel (TR- 1) to a skid (SKID- 1). Furthermore, two-speed 
movement is required. Normally the target problem would be presented using a frame- 
based representation but for reasons of clarity we have opted for a simpler English-like 
representation here. 
Target: Freeway Model 
Move CC-l carrying Coil-l from TR-1 to Skid-l using two-speed motion 
For the purposes of this sample run, we use a case-base that contains only six different 
cases; obviously, in a normal case-base there would be many more cases, covering many 
more types of problems. These cases are based on four different plant-models, and their 
details are summarized below in Fig. 12 (see Appendix A for the layouts for these different 
plant models). 
5.2. Stage 1: feature promotion 
To recap, the first stage of AGR is concerned with the identification and promotion 
of relevant features in the target specification so that relevant adaptation specialists and 
strategies may be associated with the target. For the problem at hand the following 
relevant feature-value pairs of the target problem are promoted: MOVE-DEVICE = CC- 
1 -BUGGY, the device used in the target problem; MOVE-DESTINATION = SKID- 1, the 
destination location; MOVE-DIRECTION = BACKWARD, the direction of motion; MOVE- 
SPEED = TWO-SPEED, the speed of motion; MOVE-SLOWING-DISTANCE = 200 mm, the 
slowing-distance of the device being moved. 
These features are used by a number of specialists and, if their capability tests are 
satisfied, a subset of these specialists becomes active. In fact, the following specialists are 
activated: MOVE-DEVICE-SPC- 1, active for each case that uses a move-device which is 
different from the target problem (i.e., cases 3, 4, 5, and 6); DIRECTION-SPC- 1, active 
for each case that uses a different direction feature (i.e., cases 4, 5 and 6); MOVE- 
DESTINATION-SPC-1, active for each case that differs from the target in terms of its 
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Case 1: FREEWAY Model 
Release COIL-~ from TR- 1 onto CC- 1. 
Case 2: FREEWAV Model 
Unload SPOOL-~ from TR-1 onto SKID-~ using CC-l starting and finishing 
at SKID-~. 
Case 3: SIDING Model 
Move empty CC-2 from TR-2 to JUNC-~ION-1 using one-speed-SLOW 
motion. 
Case 4: SIDING Model 
Cmss JLJNC~ON-1 with CC-2 onto TRACK-~. 
Case 5: INTERSECTION Model 
Align CC-3 carrying COIL-~ with SKID%SPOOL-BAY-LEVEL. 
Case 6: CROSSOVF,R Model 
Lift the empty CC-2 from its LOWER-LIMIT to SKID-2-SPoOL-BAY-LEVEL 
using two-speed motion. 
Fig. 12. A sample case-base of six cases from four different plant-models. 
destination location (i.e., cases 3, 4, 5, and 6); SPEED-SPC-1, active for cases 3 and 5 
because they use one-speed motion; SLOWING-DISTANCE-SPC-1, active for cases 3, 5, 
and 6 because they have slowing-distance features that differ from the target. 
It is useful here to briefly consider how these cases would be adapted if they were 
retrieved based on these initial specialist associations. The solution of each of the cases 
differs from the desired target solution in a number of respects. This is known because 
there are important specification differences between the target and each case, and these 
differences map onto specific solution differences. It is this mapping that the specialist 
associations make explicit at this stage. Ultimately, during adaptation, each specialist 
will transform the appropriate solution elements of the case that is finally retrieved. For 
example, case 5 is associated with specialists that can adapt solutions to account for 
vehicle, direction, destination, speed, and slowing-distance differences, and if case 5 is 
finally selected it will be modified by each of these specialists. 
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Fig. 13. During candidate selection only those cases that are linked to active specialists are considered as 
potentially adaptable. This means that cases 1 and 2 are immediately eliminated. 
5.3. Stage 2: candidate selection 
Each active specialist is linked to a number of cases, but not every case is linked to 
an active specialist. During the candidate selection stage, only those cases that are linked 
to active specialists are chosen as candidates for retrieval, and the remaining cases are 
eliminated. 
A useful perspective might be to consider the activation of specialists as a sophisticated 
form of indexing, albeit one that explicitly seeks out index terms that are known to 
correspond to adaptable solution structures. Thus, cases that do not exhibit any such 
adaptable index terms can and must be eliminated. This is illustrated in Fig. 13. Cases 3, 
4,5, and 6 are all linked to active specialists and so are returned by the candidate selection 
process as potentially adaptable. However, cases 1 and 2 are not linked to any active 
specialist and so must be eliminated from further consideration. 
In general, CBR systems have attempted to reduce retrieval times by advancing a two 
stage model of retrieval, stage one of which (base jifiltering) tries to eliminate clearly 
irrelevant cases from further consideration. In effect, this candidate selection phase of AGR 
can also be viewed as a form of base filtering. However, the important thing to realize is 
that conventional base filtering techniques use relatively unsophisticated heuristic methods 
which may remove useful cases from consideration while at the same time preserving non- 
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adaptable ones. AGR does not suffer from this drawback since only those cases that are 
demonstrably non-adaptable (in the current target context) are eliminated. 
5.4. Stage 3: local adaptability assessment 
The target problem is a move task, which we know can be solved by adapting various 
types of move, lift, or align cases. Notice, however, that one of the candidates (case 4) 
performs a cross task; this type of program controls a coil-car as it sets and crosses a track 
junction. This has been selected as a candidate because it shares various active specialists 
with the target (e.g., the MOVE-DEVICE-SPC- 1, and the DIRECTION-SPC- 1 specialists). 
While these specialists tell us that part of the case can be adapted to meet the target 
requirements, they are not sufficient to fully adapt the cross solution. In particular, the 
solution contains code for setting and crossing a track junction that is not needed in the 
target, but there is no specialist to remove these commands from the base solution. It is at 
this point that this shortcoming is recognized and the cross case is eliminated. 
5.5. Stage 4: global adaptability ranking 
By this stage, the remaining, locally adaptable candidates (cases 3, 5 and 6) all 
require the specialists, MOVE-DEVICE-SPC- 1, MOVE-DESTINATION-SPC- 1, and MOVE- 
SLOWING-DISTANCE-SPC- 1. In addition, cases 5 and 6 need the DIRECTION-SPC- 1 
specialist, and cases 3 and 5 require the SPEED-SPC- 1 specialist. 
So far, the easiest case to adapt is case 6, because it can do without the expensive speed 
specialist, which easily offsets its need for the direction specialist. Moreover, upon further 
analysis, co-ordination conflicts are found for cases 3 and 5, because the speed specialist 
must be scheduled to operate before other specialists. This increases the adaptation cost of 
these cases even further, and in the final ranking case 6 is selected as the easiest to adapt. 
Therefore, the result of this retrieval session is the selection of case 6, plus the identifi- 
cation of the following specialists which can adapt its solution: MOVE-DEVICE-SPEC- 1, 
MOVE-DESTINATION-SPC- 1, MOVE-SLOWING-DISTANCE-SPC- 1, and DIRECTION- 
SPC- 1. Fig. 14 shows the retrieved case and the target specification together with the rele- 
vant adaptation specialists. In addition, for clarity, we have illustrated the linking between 
the target and case features, adaptation knowledge, and case solution elements. 
5.6. Solution adaptation 
At this point our retrieval example is essentially complete. We have seen how a given 
target problem is linked, through adaptation knowledge, to relevant cases, and how a 
particular “best case” can be identified (in this example it was case 6). From here Deja Vu 
goes on to adapt the retrieved solution so that it conforms exactly to the target specification. 
In this example, the adaptation is very straightforward, basically amounting to a 
substitution of case solution elements with the appropriate target solution elements. In 
particular, there are no structural changes and there are no adaptation co-ordination or 
interaction problems (examples of this type of adaptation have been given earlier in 
Section 3.2). For example, the case solution shown in Fig. 14 will be transformed into 
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Move-Device-Spc-I 
Slowmg-Dist-Spc-1 
Fig. 14. The result of this retrieval session is the selection of case 6, the details of which are shown above along 
with the relevant target features and adaptation specialists. The solution of case 6 is also shown, and its solution 
elements are annotated to indicate their relevant adaptation specialists. For example, the direction of the target 
differs from case 6 and must be adapted by the direction specialist (specialist number 4). Hence the solution 
elements that refer to direction of motion are marked with a ‘4’ to indicate that his specialist will transform these 
elements during adaptation. 
the solution shown in Fig. 15 as each specialist replaces a case solution element with the 
appropriate target element. For instance the MOVE-DEVICE (CC-T-LIFTER) is replaced 
with CC- 1 -BUGGY in each of the solution nodes by the move device specialist. 
6. Experiments on AGR in Dbjh Vu 
We have argued that adaptation-guided retrieval is an advance on conventional CBR 
architectures that rely on the standard similarity assumption. In particular, we have argued, 
using our state-space analysis, that AGR should improve retrieval accuracy, as well as 
benefiting overall problem-solving performance. In this section, we test these hypotheses 
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Fig. 15. The resulting target solution is shown. The newly adapted solution elements are highlighted in bold-text 
and are marked with a number that corresponds to the adaptation specialist responsible for tbe modification (see 
Fig. 14). 
in four experiments that examine three different performance measures. In Experiments 1 
and 2, we compare the retrieval accuracy of different versions of Deja Vu; one version using 
standard similarity-based retrieval and the one using AGR. In Experiment 3, we measure 
the retrieval efficiency of AGR with a particular emphasis on how retrieval time increases 
with the size of the case-base. Finally, in Experiment 4, we go beyond retrieval to look at 
the overall problem solving efficiency of Deja Vu using AGR, again comparing it with the 
version that uses standard similarity. The case-bases used in the experiments were based on 
random selections from a large corpus of plant-control cases (see Appendix A for details 
on different layouts used). 
6.1. Experiment 1: retrieval accuracy in a simple case-base 
In this experiment, we tested the hypothesis that AGR produces more accurate retrievals 
than a standard similarity-based technique (SS). A nearest-neighbor etrieval method was 
used in the SS model of Deja Vu, which matches the features of target problems against 
the cases in the case-base (i.e., features like MOVE-DEVICE, MOVE-DESTINATION and 
MOVE-SPEED). The AGR model of Deja Vu makes use of the exact same features, 
except that it has access to extra knowledge about the adaptability of these features. Our 
expectation was that the SS version would tend to be less accurate in its retrievals, that it 
would fail to retrieve the most adaptable case for a presented target problem. It should be 
said that this test is kind to the SS model because all the problems and cases are based on 
the same plant layout. As we shall see in Experiment 2, the retrieval difficulties facing the 
SS model become much more pronounced when cases from a variety of plant layouts are 
introduced. 
61.1. Method 
Design and measure. The experiment had two conditions; the AGR condition in which 
the AGR model of Deja Vu was run on the test problems and the SS condition in which the 
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SS model of Deja Vu was run on the same test problems. The case-base used was identical 
in both conditions. For each test problem, it was possible to identify the case in the case- 
base which was the most relevant to it (i.e., the case that could be most easily adapted to 
solve it). The measure used was the number of times a given model accurately retrieved the 
best case to the presented problems, expressed as a percentage of the total set of problems 
(i.e., % Accuracy). 
Case-base and test problems. The case-base contained 45 randomly selected cases from 
the SIDING plant-model covering all of the main plant-control task categories. The same set 
of test problems was used in both conditions. It consisted of 45 randomly chosen problems, 
all of which were based on the Siding plant-model, covering the main plant-control tasks. 
6.1.2. Results and discussion 
Fig. 16 shows that the AGR model successfully retrieves the best case for each of the 
45 target problems, whereas the SS model is only accurate 66.6% of the time. That is, 
one third of the time the SS model retrieves cases that are not as easily adapted as the 
best case. These results confirm that adaptation-guided retrieval is more accurate in its 
retrievals than a standard-similarity method. The SS technique is misled by surface-feature 
similarities that disguise underlying adaptation problems, whereas AGR can recognize and 
assess these problems. There are two main objections to these results. 
First, supporters of standard similarity might make the “there’s a better system out 
there” argument. That is, a claim might be made that the SS model could be improved by 
more carefully weighting case features to reflect their relative importance to subsequent 
adaptation. Such a system would show a greater tendency to retrieve adaptable cases, 
because the weightings would capture the essence of the adaptation knowledge used in the 
AGR model. We accept this argument but would maintain that this misses the point being 
made. The AGR model delivers accurate retrieval directly, without fine-tuning, whereas the 
SS model would be much more likely to require such fine-tuning; that is, it would always 
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be a more costly system to build. To put it another way, the SS model would always have to 
be fine-tuned to approximate what the AGR model does first time. Indeed, for this reason, 
it is hard to imagine a state of affairs in which any SS model could surpass the AGR model. 
Second, it could be argued that the AGR model would only ever be as good as its 
adaptation knowledge. Again, we would accept this argument. For instance, the AGR 
model has a 100% success rate in this experiment because the adaptation knowledge 
is well-specified and the cost of applying different adaptation rules is known. The 
performance of the AGR model would decline if adaptation knowledge was missing 
(a fairly common occurrence in CBR systems) or if the costs of particular adaptations 
were not known. However, this decline would be small relative to the gains that would 
still accrue to the AGR model. As long as it is possible to properly represent at least some 
of the adaptation knowledge capabilities, AGR should outperform methods using standard 
similarity. Having said this, it must be acknowledged that in extreme situations traditional 
methods could outperform AGR. For instance, a reliance on highly fragmented, inaccurate, 
or inconsistent adaptation knowledge will significantly affect the competence of AGR. 
6.2. Experiment 2: retrieval accuracy in a complex case-base 
In Experiment 1, the AGR model was compared to the SS model using a case-base and 
test problem set that contained cases from a single plant-model. Retrieval becomes much 
more difficult with a more complex case-base that contains cases based on a range of plant 
models. We predict that the accuracy of standard, similarity-based retrieval will further 
degrade relative to AGR with such a case-base. This should occur because the SS model 
will be much more likely to be misled by features of the problem that are similar, in the 
presence of radically different plant layouts, that cannot be adapted. 
6.2. I. Method 
Design and measure. As in Experiment 1, there were two conditions each of which ran a 
different model of Deja Vu (the AGR or SS model) on the same set of test problems with 
the same case-base. 
Case-base and test problems. The test case-base contained 120 cases taken from the 8 
different plant-models (see Appendix A). The cases were randomly chosen to cover all 
of the plant-control task categories. The set of test problems consisted of 45 problems 
randomly chosen from a corpus involving the same 8 plant-models and plant-control, task 
types. 
6.2.2. Results and discussion 
Fig. 17 shows that, again, the AGR model successfully retrieves the best case more 
often than the SS model. Indeed, the SS model’s performance is considerably worse in this 
experiment, whereas the AGR model retains its high level of performance. The AGR model 
manages to select the most adaptable case for every one of the target problems, while the 
SS retrieval method only succeeds 12% of the time. 
These results again confirm the hypothesis that the retrieval accuracy of AGR is superior 
to that of a standard similarity method. In addition, it is clear that the AGR model’s 
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Fig. 17. The retrieval accuracy results for AGR and SS models of D6jL Vu in Experiment 2. 
accuracy is not affected by a larger and more diverse case-base. Again, the 100% success 
rate found in this experiment can be attributed to the completeness of the adaptation 
knowledge used. In contrast, the performance degradation in the SS model shows how 
it is misled by surface similarities from competing cases based on different plant-models. 
This occurs because when a target problem and a case are from the same plant-model a 
large number of exact matches will be found, whereas few exact matches will be found if 
the target and case models differ, even if this case is easier to adapt. Again, a better SS 
model could be developed to deal with many of these problems, but it would just be a 
costly approximation of the AGR model. 
6.3. Experiment 3: retrieval per$ormance and the utility problem 
In the previous experiments, we dealt with the effectiveness of AGR rather than its 
efficiency. The retrieval stage of AGR is clearly more costly and complex than standard 
similarity methods. In this experiment, we assess whether this complexity results in utility 
problems for AGR. In Experiment 4, we determine whether AGR’s inefficiency at retrieval 
is balanced by greater efficiency during adaptation (affording it more efficiency in overall 
problem solving). 
The complexity of retrieval in AGR means that it may not scale well as case-bases 
increase in size, rendering it prone to the utility problem (see [20,21,44,63,65]). In 
CBR systems, the utility problem manifests itself when the cost of retrieval is directly 
proportional to the number of cases in the case-base; so, as a case-base grows overall 
problem solving performance can degrade. One solution to this problem is to limit retrieval 
time so that the best case located within some fixed time-limit might be retrieved (see, e.g., 
[7,73]). However, this solution invariably results in the retrieval of sub-optimal cases that 
may be difficult or impossible to adapt. 
In this experiment, we examined the scalability of AGR by varying the size of the case- 
base used. Apart from varying the case-base size, we also varied the number of adaptable 
cases present in the case-base for a given target problem. Since AGR is, by definition, 
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sensitive to adaptation constraints, it should be more affected by the presence of multiple 
adaptable cases (to a given target problem) in the case-base, than by case-base size per se. 
Finally, we also examined a bounded version of AGR to assess its performance. If AGR 
falters in these tests, relative to the SS model, then the demonstrated accuracy of the 
technique is irrelevant. In short, all bets are off on AGR’s adequacy. 
6.3.1. Method 
Design und measure. Three conditions were run in the experiment reflecting differing 
constraints on the system; the standard, constant and bounded conditions. In all conditions, 
the AGR model of Dkjh Vu used in previous experiments was run on a target set of 
problems while increasing the size of the case-base from 30 to 120 cases. The measure 
used was the average time taken by the system to retrieve a case that could be adapted 
to solve a given target problem. In the standard condition the case-base was expanded by 
randomly selecting previously-constructed cases. This random selection has the effect of 
increasing both case-base size and the number of adaptable cases to a given target problem 
in the case-base. In the constant condition, we separated these two factors by ensuring 
that as the case-base size increased, the average number of adaptable cases for each target 
problem remained constant. Finally, the bounded condition was identical to the standard 
condition with the added constraint that retrieval was halted when the first adaptable case 
was retrieved for a given problem. 
Case-base and test set. Four distinct case-bases varying in 30 case increments, were 
constructed ranging in size from 30 to 120 cases, for the standard and bounded conditions. 
A separate set of four case-bases was constructed for the constant condition, in which the 
adaptability of cases to the test problems was controlled. A test set of 20 target problems 
was used. Both the cases and problems were a subset of those used in Experiment 2. 
6.3.2. Results and discussion 
Fig. 18 shows the average retrieval-time performance of AGR as the case-base increases 
in size for the three experimental conditions. In general, the results show that unadulterated 
AGR appears to display retrieval complexity that is comparable to that of SS systems. 
However, on closer inspection a more encouraging observation can be made as retrieval 
complexity is recognized to be a function of the number of adaptable cases present in the 
case-base, rather than case-base size per se. This bodes very well for the scalability of AGR 
as the utility problem in CBR is strongly influenced by retrieval costs. More importantly, 
the results show that bounded versions of AGR do considerably better irrespective of 
increases in case-base size or the number of adaptable cases in the case-base. 
As in SS techniques, retrieval time for AGR increases linearly with the case-base size 
(see standard condition). However, as we said earlier, this condition confounds increases 
in case-base size with increases in the number of adaptable cases in the case-base; in the 
case-base with 30 cases there are only 3 adaptable cases for each problem but by the time 
it has risen to 120 cases there are 6 adaptable cases per problem. When the number-of- 
adaptable-cases variable is controlled in the constant condition, we find that retrieval time 
is constant as the case-base increases. Thus, the retrieval cost in AGR is a function of the 
number of adaptable cases in the case-base rather than the overall case-base size. From a 
2x0 B. Smvth, M.7: Keane /Artificial Intelligence 102 (1998) 249-293 
1200 
3 P 1160 
-5 







-b- Constant 6 
+ Bounded 
3 4 m 6 
5 
60 5% 1 
Case-Base Size 
Fig. 18. The average retrieval time taken by AGR D6ji Vu as case-base size increases in the three conditions of 
Experiment 3 (note: the number of adaptable cases in the case-base per target problem is shown by the numbers 
annotating the graph’s nodes). 
scaling perspective, we would argue that this finding makes AGR much more promising 
than SS techniques because the constant condition is more representative of CBR systems 
than the standard condition. In general, a CBR system that shows an increase in the number 
of adaptable cases (with respect to some set of target problems), will also be one that has 
an increasing number of redundant cases. If genuinely new cases are being added to a 
system then the average number of adaptable cases should remain constant. This means 
that if case-bases are scaled up correctly, then the retrieval time for AGR will remain fixed, 
potentially avoiding the utility problem altogether. 
However, to quiet any objections to the linear time increase observed for the standard 
condition, the bounded condition proves that even with the standard condition case-bases, 
retrieval time can be kept constant by stopping retrieval once an adaptable case is found. 
In the bounded condition, retrieval time for AGR is constant when both case-base size and 
the number of adaptable cases increase. Of course, bounded AGR may not retrieve the best 
case (the most easily adapted case to solve the problem), but the one chosen will at least be 
adaptable. This is important, as most existing bounded-retrieval approaches do not provide 
such a guarantee [7,73]. 
This constant-time characteristic of the bounded condition may seem confusing at first. 
Surely there is still the need to do a full pass through the case-base when identifying 
candidate cases, thereby introducing a case-base size factor into the cost of the algorithm? 
This is not true. The important thing to remember about AGR is that it exploits a 
memory structure that explicitly links cases, target problems and adaptation knowledge. In 
particular, while the current target must be linked to adaptation knowledge at retrieval time, 
the same is not true for the cases; each case is linked to its relevant adaptation specialists 
and strategies at the time the case is added to the case-base, not during retrieval. Thus 
candidate cases are readily selected by examining those specialists that have been activated 
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by the current target problem. The cases themselves do not have to be examined on an 
individual basis. Hence, it is more accurate to think of retrieval time as a function of the 
size of the adaptation knowledge-base rather than the case-base. 
SS retrieval times (not shown in Fig. 18) are marginally better than AGR times, due 
to the extra retrieval work AGR must perform in locating relevant adaptation knowledge. 
However, we do not comment further on SS retrieval times here because we believe it only 
makes sense to consider SS efficiency in the context of overall problem solving efficiency. 
In particular, for AGR the extra work carried out at retrieval time pays dividends during 
adaptation. Hence, the reader is referred to the next experiment where a more meaningful 
efficiency comparison between the AGR and SS systems is presented. 
6.4. Experiment 4: overall system pe$ormance 
Even though AGR delivers effective and efficient retrieval, its retrieval stage is more 
complex than SS approaches. The utility of AGR could be challenged if this extra burden 
at retrieval time finds its way through to overall problem solving performance. However, 
we expect these extra costs at retrieval to be balanced by lower costs at adaptation because 
not only is the AGR technique more likely to retrieve a case that is more easily adapted, but 
also much of the normal adaptation work is dealt with as a natural side-effect of retrieval 
(for example, locating relevant adaptation knowledge). 
6.4. I. Method 
Design and measure. As in Experiment 1, two models of Deja Vu system were used, the 
AGR and SS model. In this experiment, we were concerned with retrieval and adaptation, 
so an adaptation component was added to the SS retrieval system; this component was 
identical to the adaptation part in the AGR model. The performance measure used was the 
time taken by the systems to solve target problems. 
Case-base and testproblems. The case-base contained 100 randomly chosen cases based 
on 8 different plant-models, covering all the main plant-control task categories. Forty-five 
test problems from Experiment 2 were used. They were ordered in ascending complexity, 
with the least complex problem being tested first. 
6.4.2. Results and discussion 
Fig. 19 is a graph of the cumulative problem solving time taken by the SS and AGR 
models. On the whole, the AGR model performs much better than the SS model and the 
performance gap between the systems is more pronounced the more complex the problem 
to be solved. 
Looking at the total time to solve the 45 test problems, the AGR model was significantly 
faster (120 s) than the SS model (280 s). On less complex problems, the performance of 
both models are roughly equivalent; the cost of solving very simple problems is actually 
marginally greater in the AGR model than in the SS model. However, as the problems 
become more complex the SS model has longer solution times, whereas the AGR model 
remains more constant. 
There are two main reasons for the better overall problem solving performance found in 
the AGR model. First, the AGR model is more likely than the SS model to retrieve cases 
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Fig. 19. Cumulative time to solve problems in the two conditions of Experiment 4. 
that are easy to adapt. Indeed, adaptation in the SS model was found to be consistently 
more costly than in the AGR model. Second, in the AGR model the relevant adaptation 
knowledge is located as a by-product of the retrieval process, whereas in the SS model 
there is still a search for appropriate adaptation rules after retrieval is carried out. 
7. General discussion 
In this paper, we have examined a widespread assumption in AI, the so-called similarity 
assumption, which argues for the importance of using similar experiences to guide 
future reasoning-such similarity-based approaches can be set aside from alternative 
first-principles methods that place rules, models, search and deduction at the heart of 
intelligent action and reasoning (e.g., [8,30,48,56,72]). We have argued that conventional 
similarity approaches are not always adequate, that they must be extended or abandoned to 
accommodate more sophisticated similarity assessments. In the context of CBR systems, 
we have argued for a more complex rendering of similarity that links the indexed 
features of cases to deeper adaptation knowledge. Given the fundamental nature of the 
similarity assumption, it is probably not surprising that this new method-adaptation- 
guided retrieval-has significant implications. 
AGR assumes that appropriate adaptation knowledge is available to be encoded, so 
that it can be used during retrieval to predict the adaptability of cases. Obviously, if 
this assumption does not hold, if adaptation knowledge cannot be acquired, or if it is 
incomplete, then the effectiveness of adaptation-guided retrieval will degrade, to eventually 
coincide with standard similarity results. In the following sub-sections, we outline the 
implications of AGR for the nature and efficiency of CBR and for AI, in general. 
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7.1. AGR’s applicability in other domains 
As far as Deja Vu is concerned, we have shown that AGR has clear performance benefits. 
However, this is just one demonstration within a particular application domain. What is the 
status of the generality of these claims? 
Since first proposing these ideas, several other researchers have successfully applied 
AGR in a variety of domains. Most notably, Collins and Cunningham [ 121 have shown that 
it works well in example-based machine translation (EBMT), while Hanney and Keane 
[25,26] have used AGR in a property-valuation system designed to automate the creation 
of adaptation knowledge. In addition, AGR-inspired techniques have been applied to case- 
based, parametric design problems [78] and bio-process planning [55]. 
Collins and Cunningham [ 121 describe an EBMT system called Reverb to perform 
English to German translation. A case-base of translation examples is derived from a 
corpus of bilingual English/German Core1 Draw-6 manuals. Thus, each translation case or 
example consists of aligned sentences/clauses which have been extracted from this corpus; 
each case contains a sentence from the source language (English) and its translation to 
the target language (German). A fundamental problem for EBMT in general, and Reverb 
in particular, is that translation divergences are brittle in reuse. In other words, structural 
differences between the current translation problem and a previous example may introduce 
significant adaptation problems after retrieval. An AGR policy has been used in order to 
recognize significant adaptation problems early on during retrieval so that only cases which 
can be adapted safely are retrieved. Reverb’s implementation of AGR differs from Deja 
Vu’s in that adaptability information is encoded within individual cases rather than within 
a separate adaptation corpus. Essentially this adaptation information quantifies just how 
“dependent” elements of a translation example are on each other. An element with a high 
dependency is penalized and receives a low adaptability score because a mismatch between 
such an element during retrieval is likely to impact not only on the adaptation of this 
element but also on the adaptation of other translation elements. Reverb has been able to 
use this form of adaptation knowledge to successfully grade cases for retrieval to favor the 
selection of an adaptable case. In fact it has been shown that there is a good correspondence 
between Reverb’s adaptability predictions and a true measure of adaptability as indicated 
by a human expert. 
Hanney and Keane [25,26] implement adaptation-guidedretrieval in a property valuation 
system. The case-base is composed of residential property cases, described in terms of 
features such as “number of bedrooms”, “location”, “age”, etc. The task is to estimate the 
value of a target property by retrieving a similar case and by adapting its price to account for 
differences between it and the target. Adaptation knowledge is represented as a collection 
of rules that relate feature differences to changes in price. During retrieval, candidate cases 
are assessed by considering those adaptation rules that apply to these cases in the context of 
the current target problem. Each case is associated with a collection of rules that can cater 
for the mismatches between it and the target; each rule collection defines an adaptation 
path from the case to the target. The final choice of which case to reuse is determined by 
grading the adaptation paths of candidate cases. Each case and path is graded according 
to a number of factors which measure the specificity, concreteness, and correctness of the 
constituent rules in order to estimate the adaptability of the case in question. Interestingly, 
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the focus of this research work is how such rules can be automatically learned, and the real 
success for Hanney and Keane is that they have proposed a technique for automatically 
learning adaptation rules by examining cases in the case-base. Very briefly, their technique 
involves making pair-wise comparisons between cases to evaluate how feature differences 
correlate with solution differences. These correlations are converted into adaptation rules. 
This work bodes well for adaptation-guided retrieval since now there is evidence that it 
may be possible to automatically learn the type of adaptation knowledge required by AGR. 
The problem of automatically acquiring adaptation knowledge and adaptation costs is 
also the topic of work by Leake et al. [40]. They describe a procedure for determining 
current adaptability based on the cost of similar prior adaptations, using a library of learned 
adaptation cases. In fact, this technique is very much in the spirit of CBR as it offers a case- 
based approach to adaptation (see also [38,39]). 
Zdrahal and Motta [78] describe a case-based system for parametric design problems 
which integrates case-based reasoning with heuristic search. An AGR approach is 
described in which, during retrieval, an upper and lower bound on adaptation cost is 
computed to guide final case selection. These adaptation costs are based on worst and 
best case scenarios for repairing constraint violations that exist between the cases and the 
target problem. Like Deja Vu this information is made available as part of the adaptation 
knowledge which is designed to repair these violations. 
Finally, Rousu and Aarts [5_5] propose a case-based planning method that combines 
similarity-based retrieval with an evaluation based on adaptation cost which is very much 
in the spirit of AGR. Their approach is implemented in a system for bio-process planning. 
Like Deja Vu there are three basic adaptation operators for manipulating atomic solution 
elements (substitution, insertion, and deletion) and adaptation cost is calculated based 
on their individual costs. However, the current system only represents a partial AGR 
implementation in that true adaptability prediction is not supported during retrieval. A more 
complete implementation can be envisaged however by augmenting their adaptation 
operators with capability knowledge that can be accessed directly during retrieval. 
7.2. AGR’s implications for CBR 
As well as greater accuracy, AGR delivers improved flexibility and robustness compared 
to traditional models of retrieval. One implication is that perhaps the overall architecture 
of CBR should be changed in response to these benefits. In other words, that a CBR 
architecture which traditionally de-couples retrieval and adaptation should be modified 
to account for a greater integration of their knowledge and algorithmic resources. 
Many of the advantages of AGR are based on its partial synthesis of retrieval and 
adaptation. Conventional systems separate retrieval and adaptation, and the knowledge that 
they use. As a result any change to the adaptation knowledge of a conventional CBR system 
must be accompanied by a corresponding change to its similarity metric, so that the new 
adaptation possibilities can be recognized during retrieval. However, because AGR uses the 
same knowledge during retrieval and adaptation, any changes are immediately apparent at 
retrieval time, without any further adjustments. 
Obviously many conventional retrieval methods could be improved to respond more 
closely to the adaptation requirements of cases. For instance, by carefully weighting 
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description features and carefully training a similarity metric, it may be possible to 
reproduce the retrieval accuracy of adaptation-guided retrieval. However, we doubt 
whether any such systems could better the accuracy results found for AGR, and 
furthermore, the likelihood is that these systems would be merely trying to mimic AGR 
within the confines of standard approaches. In addition, these finely-tuned conventional 
systems would be extremely sensitive to changes in either the adaptation knowledge or 
the case-base, and if new adaptation knowledge is added or additional cases are learned, 
further training would generally be necessary. 
The assumption at the heart of adaptation-guided retrieval is that the adaptability of 
cases should be accurately measured at retrieval time by using adaptation knowledge; 
the AGR technique represents one particular implementation of this idea. During the 
development of AGR a number of questions have arisen concerning this basic assumption. 
For instance, often adaptability is not such a critical retrieval constraint, hence limiting the 
applicability of AGR; there are applications where criteria such as “elegance of design”, 
“maintainability” and “safety” are crucial. Obviously, this is in no way a shortcoming of 
AGR. It has been developed to measure adaptability, not elegance, or maintainability, or 
safety, and clearly if other measures are also required during retrieval, then AGR can still 
usefully contribute to some overall measure of case suitability. 
Another common question is concerned with the reality of predicting adaptation costs 
during retrieval. Certainly, there exist application domains and tasks where there is very 
little relationship between case specifications and their subsequent adaptation possibilities, 
and so, it is claimed, there is little chance of accurately predicting adaptation cost. However, 
one can argue that such domains go against a basic assumption of case-base reasoning, 
namely that there is a measurable relationship between case specification features and 
case solution features, and that problems with similar specifications will also have similar 
solutions. If this assumption does not hold then neither CBR nor AGR is likely to be useful. 
The final question queries the specifics of AGR and asks whether formulating adaptation 
knowledge as specialists and strategies is a realistic objective, especially from a scaling- 
up perspective. First of all, most CBR systems that support adaptation do so by using 
some set of adaptation rules or heuristics, which is strong evidence that in many domains 
specialist-type rules can be formulated. As a system is scaled-up to deal with more complex 
problems it is likely that adaptation knowledge will have to change. In our approach this 
means adding new specialists. However, adaptation strategies are much more robust to 
change, and existing strategies will cope with a wide range of new situations that become 
important as a result of scaling. Indeed, even if the application domain changes, it should 
be possible to reuse the existing strategies since similar conflict and interaction problems 
occur in most domains. 
7.3. AGR’s implications for Al 
While the core of this paper has been concerned with investigating adaptation-guided 
retrieval in a case-based reasoning setting, the technique has wider implications for the 
AI community as a whole. There is good reason to believe that the traditional similarity 
assumption made in AI is quite limited in its usefulness. and that similarity assessment is 
more complex than previously thought. In particular, “true similarity” appears to depend on 
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a deeper analysis of knowledge than is seen in conventional approaches. In response to this 
insight, several AI techniques have emerged, for instance, Derivational Analogy (e.g., [ 10, 
741) and Explanation-Based Generalization (e.g., [13,16]), which, along with adaptation- 
guided retrieval, illustrate different ways in which the similarity assumption needs to be 
adjusted. Each of these techniques makes explicit use of some form of domain knowledge 
during the determination of similarity and each is geared towards more sophisticated 
problem solving applications than traditional similarity-based techniques appear to allow. 















Fig. A. 1. Outline plant-model specifications highlighting track layouts, machinery and devices. 
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Appendix B. Adaptation knowledge 
B. I. Adaptation specialists 
In Deja Vu adaptation specialists are organized along two dimensions, the solution task 
and the task details. For example, there are specialists for modifying the vehicles used in 
Unload or Insert tasks and for modifying the vehicles used in Move, Lift or Align tasks. 
In total there are 40 specialists, and these are summarized below (the interested reader is 
referred to [59] for a complete listing of specialists including a detailed account of their 
specifications and actions). 
Unload/insert specialists 
These specialists are designed to modify Unload and Insert solutions by changing 
features such as the vehicle, the content, the collection and delivery containers, and the 
park location. 
Load-Vehicle-Spc-1 & 2-substitute the target vehicle in place of the base vehicle 
throughout an Unload/Insert solution. 
Load-Content-Spc- l-substitute the target content for the base content throughout the 
Unload/Insert solution. 
Collect-Container-Spc-l-substitute the target collection container for the base collec- 
tion container. 
Deliver-Container-Spc- l-substitute the target delivery container for the base delivery 
container. 
Collect-Location-Spc- l-substitute the target collection location for the base collection 
location. 
Park-Location-Spc- 1 -substitute the target parking location for the base parking 
location. 
Park-Location-Spc-2-insert a new parking node to accommodate parking in the target. 
Park-Location-Spc-3-delete a the base parking node if there is no parking operation 
needed in the target. 
Collect/deliver/park specialists 
These specialists are designed to modify Collect, Deliver, and Park solutions by 
changing features such as the container, the container level, the content, the collect/deliver 
location. 
Collect-Vehicle-Spc- l-substitute target vehicle for base vehicle. Additional replace- 
ments must be made for corresponding vehicle-empty and vehicle-reset levels. 
Collect-Container-Spc-2-substitute target collection container for base collection 
container across by making changes to Move, Align, Engage, Disengage, and Release 
nodes in a collection solution. 
Collect-Content-Spc-l-substitute target content for base content across Engage, 
Disengage, and Release node. 
Collect-Location-Spc- l-substitute target location for base location. 
Similar specialists are dejinedfor Deliver and Park solutions. 
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Move/lift/align specialists 
These specialists are designed to modify Move, Lift and Align solutions by adapting 
features such as the direction of motion, the vehicle, the speed of motion, the start and 
destination locations (or height levels), and the slowing distance. 
Move-Device-Spc- l-substitute the target move vehicle for the base vehicle. 
Move-Destination-Spc- l-substitute the target destination location for the base destina- 
tion location. 
Slowing-Distance-Spc- 1 --substitute the target slowing distance for the base slowing 
distance. 
Speed-Spc-l-convert a one-speed solution into a two-speed solution by inserting the 
necessary nodes to accommodate the speed increase and the slowing down check. 
Speed-Spc-2--convert a two-speed solution into a one-speed solution by removing the 
unnecessary nodes for performing the speed increase and the slowing down check. 
There are additional Speed specialists for coping with a range of speed-types not 
discussed in this paper 
Direction-Spc- l-substitute the target direction for the base direction. 
Engage/disengage specialists 
These specialists are designed to modify Engage and Disengage solutions by adapting 
features such as the vehicle, the vehicle socket, the vehicle brake, and the vehicle clearing 
distance and direction. 
Connection-Vehicle-Spc- l-when the target connection vehicle differs from the base 
connection vehicle, this specialist makes the appropriate changes to solution features such 
as the vehicle brake, vehicle lifter pressure, and the connection socket. 
Connection-Socket-spc- 1 -this specialist makes changes to the container connection 
sockets. 
Clearing-Details-Spc- l-this specialist is relevant if the connection task is for a tension- 
reel. In this situation, different tension-reels require adaptations to deal with vehicle 
clearing distances and clearing directions. 
Disengage-Vehicle-Spc- l-if the disengage is between a coil-car and a tension-reel then 
adaptation related to the particular coil-car being used are needed. 
Release specialists 
These specialists are designed to modify Release solutions by changing solution features 
such as source and target containers, container clamps, container tilt delays, and the content 
being released. 
Source-Container-Device-Spc-l-when the source container is a skid or a coil-car this 
specialist can make substitutive adaptations to a release solution to accommodate different 
coil-cars and skids. 
Target-Container-Device-Spc- l-this specialist adapts the containment check at the end 
of a release operation to ensure that the appropriate load has been acquired. 
Source-Container-Clamp-Spc- l-this specialist controls adaptations related to the 
connection clamp of the source container of a release task. 
Target-Container-Clamp-Spc- l-this specialist controls adaptations related to the con- 
nection clamp of the target container of a release task. 
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Source-Tension-Reel-Release-Spc-I-release operations from a tension-reel require a 
special sequence of actions and checks. This specialist adapts this solution sequence for 
different tension-reels. 
B.2. Adaptation strategies 
While adaptation specialists are domain dependent and many in number, adaptation 
strategies are designed to be domain independent, and their level of generality allows a 
wide range of interaction problems to be captured by relatively few strategies. Deja Vu’s 
adaptation strategies are summarized below. 
Blocked-precondition strategy 
A solution interaction problem occurs when one required solution event prevents 
the occurrence of some necessary later event. In particular, the Blocked-Precondition 
interaction occurs when a goal is prevented by the disablement of one of its preconditions, 
the precondition in question having been blocked by some earlier event causing a 
conflicting state (see Section 3.2). This blocked-precondition interaction can occur, for 
example, when the speed of a coil-car is increased (during adaptation), causing a 
power availability problem that results in the coil-car running out of power (power is a 
precondition of movement). This type of interaction can be repaired by adding an event 
before the blocking event that prevents its blocking effect; for example, recharging the 
coil-car before initiating the move. The blocked-precondition adaptation strategy contains 
this repair action. 
Balance interaction strategy 
A balance-interaction occurs when the value of one state is proportionally dependent 
on another (see Section 3.2). In this situation, some necessary goal-achieving event has a 
precondition that depends on another state, which in turn has resulted from another event. 
Specifically, adapting the pre-condition feature can have an adverse effect on the validity of 
the dependent feature. Essentially there are two solution features which must be balanced 
against one another. The balance interaction strategy ensures that any change made to one 
of the balanced features, during adaptation, is met by a corresponding change to the other 
feature, thereby ensuring that the appropriate balance is maintained (see Section 3.2.1 for 
an example). 
Co-ordination strategy 
Adaptation specialists make small, local and independent changes to a case solution. 
However, while the success of adaptation may depend on executing specialists in the 
correct order, the independent nature of specialists renders them blind to any ordering 
constraints. As described in Section 3.2 the ordering task is managed by the Co-ordination 
Strategy. 
The job of this strategy then, is to take a given collection of active adaptation specialists 
and to produce a valid execution schedule. The strategy uses a standard topological sorting 
procedure on specialists’ before and after links (see Section 3.2.1 for an example). 
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Undesirable-side-effect strategy 
This strategy is designed to recognize the presence of undesirable states or actions in an 
adapted solution, and ensures that they are removed. One concrete example occurs when 
adapting a Release case for different loads. Release programs control the release of spools 
or coils of steel from a tension-reel or a skid onto a waiting raises the coil-car lifter pressure 
so that it can safely accommodate the weight of a full coil of steel. However, if the target 
program is for a spool release then this command is not necessary (its side-effect, namely 
increased lifter pressure, is undesirable) and this strategy will see that the offending node 
is removed. 
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