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Abst rac t - -G iven  a gamma probability distribution g as the observed istribution, and the infor- 
mation available on moments of the random variable, the probability distribution f is derived such 
that the x2-distance between f and g is minimum. The explicit expressions for the density function, 
minimum x2-measure and moments are given. Since in actual applications, the available information 
is in the form of observed frequency distribution and sometimes on mean, geometric mean and/or 
variance of random variable, these cases are considered in detail, followed by a numerical i lustration. 
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Keywords - -Ch i - square  distance, Minimum chi-square divergence principle, Minimum chi-square 
divergence distribution, Gamma distribution, Moments. 
1. INTRODUCTION 
In applied statistical methodology, when information on an observed probability distribution, gen- 
erally through sampling and sometimes on the mean and/or variance of some random variables is 
available, there are several estimation procedures like the maximum likelihood, the least squares 
which result in the best expected probability distribution. By maximizing the entropy subject 
to these constraints, we find the most random or most unbiased probability distribution [1-6]. 
However, there are different opinions about which particular method to use [7]. Guiasu [8] has 
analyzed the weighted eviations ubject o given mean value of the random variable and deter- 
mined the best prediction probability distribution by considering measures of deviations such as 
the Pearson's chi-square [9], Neyman's reduced chi-square [7], Kullback-Leibler divergence [10], 
and Kolmogorov's index [11]. Kumar and Taneja [12] have considered the minimum chi-square 
divergence principle and the information available on moments of the random variables to de- 
termine the best probability distribution. The objective of this paper is to apply the minimum 
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chi-square divergence principle when the observed probability distribution is known to have a 
gamma distribution and the information is also available from observations on moments of the 
random variable. Section 2 presents the minimum chi-square divergence principle and probabil- 
ity distributions. We determine in Sections 3-5 the minimum chi-square divergence probability 
distributions given gamma distribution as the observed probability distribution and information 
on the arithmetic, geometric mean and/or variance. A numerical i lustration by considering four 
different ypes of gamma distributions i  carried out in Section 6. 
2. MINIMUM x2-DIVERGENCE 
PROBABILITY DISTRIBUTIONS 
Let the random variable X be a continuous variable with probability density function f(x) 
defined over the open interval ( -~ ,  +c~) or finite closed interval [a, b]. Kumar and Waneja [12] 
have considered the minimum x2-divergence principle as follows. 
When a prior probability density function of X,  g(x), which estimates the underlying probability 
density function f(x) is given in addition to some constraints, then among all the density func- 
tions f(x) which satisfy the given constraints, we should select that probability density function 
which minimizes the x2-divergence 
/ x2(f, g) = g -~ dx - 1. (2.1) 
Further, they defined the minimum x2-divergence probability distribution for continuous ran- 
dom variable as follows. 
DEFINITION 2.1. f(x) is the probability density of the minimum x2-divergence ontinuous prob- 
ability distribution of random variable X if it minimizes the x2-divergence 
given 
(i) 
f f2(~) x2(f,g) = j ~ dx- I, (2.2) 
a prior probt~bility density function: g(x) >_ O, fg(x)  dx = 1, 
(ii) probability density function constraints: f(x) > O, f f(x) dx = 1, and 
(iii) partial information in terms of averages: f[h(x)]t f (x) dx = mh,t, t = 1, 2, 3 , . . . ,  r, where 
h(x) is any real-valued function of x. 
Kumar and Taneja's [12] lemma without proof is given for the ready reference. 
LEMMA 2.1. Given a prior probability density function g(x) of the continuous random vari- 
able X,  and the constraints 
:(x)>0, /[h(x)]tf(x)dx=mh,t, t=l,2,3,...,r, (2.3) 
the minimum x2-divergence probability distribution of X has the probabiNty density function 
) f ( z )  = so  + [h(z)]tat  , (2.4) 
and the (r + 1) constants, So and at, t = 1, 2, 3 , . . . ,  r, are determined from 
+ y'] [h(x) l tak dz = 1 (2.5) 
t=l 
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and 
h(x)]tg(x) ao + [h(x)]tat = mh,t. (2.6) dx 
2 
The minimum x2-divergence measure is 
= [~ @~ ~o + ~ e~-  ~. (2.7) X2min(f , g) 
Given a gamma distribution as an observed probability distribution and information on av- 
erages, we obtain the minimum x2-divergence probability distribution from Lemma 2.1 in the 
following theorem. In what follows henceforth, integral f is considered over [0, oo). 
THEOREM 2.1. Let an observed probability distribution of X be a gamma distribution with the 
density function 
xP--le--x/q 
g(~)  = , p, q > o, o _< ~ < ~,  (2 .s )  qPF(p) 
where 
/J r(p)  = u ' - le  -'~ du, (2.9) 
and the constraints for t = 1, 2, 3, . . .  ,r, 
i(x/>__ 0, f ~(x)dx = 1, fEh(x)lV(x/d~ = m.,t. (2.10/ 
Then, the minimum x2-divergence probability distribution of X has the density function 
f (x)  = 2qVI'(p) c~0 + [h(x)]%t , (2.11) 
and the (r + 1) constants, o~o and at, are determined from 
2qPF(p) [h(x)]t~k dx = 1 - ~-2°2 (2.12) 
and 
2q,r(p) [h(x)]t c~o + [h(x)]%t dx = mh,t. (2.13) 
The minimum x2-divergence: 
X2min(L g) = 4q ' r (p)  c~0 + [h(z)]%t dx - 1. (2.14) 
Now we consider the applications of Theorem 2.1 when given is a gamma probability distribu- 
tion and the information on different ypes of averages. 
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3. GIVEN A GAMMA DISTRIBUTION 
AND INFORMATION ON E(X n) 
Suppose that the gamma density function g(x) is given and also, information on E(X n) is 
available. Then from Theorem 2.1 follows the next heorem. 
THEOREM 3.1. Let given be a gamma probability distribution of X with the density function 
xP- le -x /q  
g(z) = qpF(p) ' P' q > 0, 0 _< x < 0% (3.1) 
and the constraints 
f f 
f(~) _>o, JS(~)d~=l, E(X")=J~S(~)~=~,,~. (3.2) 
Then, the minimum x2-divergence probability distribution of X has the density function 
f(x) = 
r(q) [ {r(q + 2n) -- p-nF(q + n)m~,.} ~ni___ r__~T~)){p-2"r(q)m~,. -- p-~r(q + n) } xn] xp-%-~/qqpp(p) , 3.3) 
for 
n . 
m~,~ ~ L r(q + n) ' 
The bounds for the minimum x2-divergence measure: 
0 ~ X2min(f,g) <: 
p-2.q2.r(p + 2n)r2(q) - r(p)r~(q + ~) 
r(p)r2(q + n) 
Properties of the minimum x2-divergence probability distribution f(x) are as follows. 
PROPERTY 3.1. t th moment of X about the origin: 
r (q + t) p t r  (q + 2n) - F (q + t) p t -n r  (q + n) m~,n 
"~h,~ = r (q) r (q + 2~) - r~ (q + n) 
r (q + t + n) p , - . r  (q) m~,~ - r (q + t + n) ptr (q + n) 
+ 
r (q) r (q + 2n) - r2 (q + n) 
Mean ( , I )  and variance (o}): 
P (q) pl-~m~,~nV (q + n) + F (q) qpr (q + 2n) - F 2 (q + n) pq - F 2 (q + n) pn 




~} = r (q + 2)p2F (q + 2n) - r (q + 2)p2-"r  (q + n) ra~,. + r (q + 2 + n)p2-"r (q) m~,,~ 
V (q) V (q + 2n) -- I "2 (q + n) 
I" (q + 2 + n) p2I" (q + n) 
r (q) r (q + 2~) - r2 (q + ~) - u}. 
PROPERTY 3.2. Distribution function: 
r (q) {F (q + 2n) - p -~F (q + n) mx,n}G(x :p, q) 
F(z)  = r (q) r (q + 2n) - F 2 (q + n)} 
r (q) r (p + n) {p-2~q~F (q) rnx,~ - p-'~qnr (q + n) IC(x  : p + n, q) 
(3.7) 
(3.8) 
+ r (p) {r (q) r (q + 2n) - r2 (q + n)} ' 
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where 
~0 x W p-le-w/q 
c(x: p,q) = qpr(p) d~, p,q>O. (3.9) 
PROPERTY 3.3. Survival function: 
+ 
V (q) {F (q + 2n) -- p-mr (q + n) rex,n}[1 - G(x: p, q)] 
S(x) = V (q) F (q + 2n) - F 2 (q + n)} 
r (q) r (p + n) {p-2"q"r (q) m~,. - p-"q"r (q + n)}[1 - G(z:  p + n, q)] 
r (;) {r  (q) r (q + 2n) - r2 (q + n)} 
(3.10) 
PROPERTY 3.4. Hazard [unction: 
h(x) = 
[{F(q + 2n) - p-~F(q + n)m~,~} + {p-2~F(q)m~,~ - p-nF(q + n)}x ~] q-PxP-lc -~/q (3.11) 
where 
and 
D1 + D2 
D1 -- r (p) {F (q -[- 2n) - p-n[  (q + n) rex,n} [1 - G(x: p, q)] 
D2 = F (p + n) {p-2n q'~F (q) m~,~ - p-~ q~r (q + n)} [1 - G(x : p + n, q)]. 
Following are some interesting corollaries. 
COROLLARY 3.1. For mx,,~ = F(q+n)p'VF(q), the density function f (x)  = g(x), that is, the min- 
imum x2-divexgence probability distribution of X is the gamma distribution with parameters p 
and q. 
COROLLARY 3.2. For rnx,~ = F(q + 2n)p ~ /F(q + n), the probability distribution which minimizes 
the x2-divergence between f(x) and g(x) is 
F (q) p-nq-p xP+n--le -~/q 
= (3.12) 
COROLLARY 3.3. For 
[ r (q+2n)p  n r (q+n)p  ~] 
the probability distribution which minimizes the x2-divergence between f(x)  and g(x) is not the 
gamma distribution. This distribution is as given in (3.3). For example, if 
1 (F(q + 2n)p ~ F(q.+__n)p~'~ 
m~,~=~\ r - - (~  + r(q) / '  
then the probability distribution has the density function 
1[  x~F(q) ] xp-le-x/q (3.13) 
f (x)  = ~ 1 + p~r(q + n) qpr(p) 
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r(p)r(q + n) + p- .q2 . r (q ) r (p  + 2n) 
2r(p)r(q + n) 
(3.14) 
Now using the results of this section, we consider some specific cases of E(X  ~) for n = 1 and 
n = 2 in the following. 
3.1. Case  n = 1, i .e. ,  G iven  Ar i thmet ic  Mean E(X)  
Given a gamma dens i ty  funct ion g(x) and the in format ion on ar i thmet ic  mean,  E(X) ,  we have 
the following from Theorem 3.1. 
THEOREM 3.2. Let given be a gamma probability distribution of X with the density function 
9(x) - 
and the constraints 
f(x) >__ O, 
xp- le -x /q  
qPr(p)  ' P' q > O, 0 < x < cx~, (3.15) 
f (x) dx = 1, E(X)  = / x f (x)  dx = m. (3.16) 
Then, the minimum x2-divergence probabifity distribution of X has the density function 
m - Pqx] xP- le -x /q  f (x) = p(q + 1) - m + (3.17) 
p p2q j qpr(p) ' 
for m E [pq,p(q + 1)]. 
The minimum x2-divergence measure is 
XL in( f ,  g)  - -  (?n -- pq)2 
p2q 
and 
0 < X2mi~(f,g) < 1 
q 
Propert ies  of the minimum x2-divergence probability distribution f(x)  are as follows. 
PROPERTY 3.5. t th moment of X about the origin: 
r(q + t) 
mh,, = p,-1 [pq(1 - t) + mr] r(¢ + 1)  
Mean (~£f ) and variance (o~): 
]~f ~- m, 
~ = p(q + 1) (2m - pq) - m ~ 
PROPERTY 3.6. Distribution function: 
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PROPERTY 3.7. Survival function: 
S(x) -- ; (q + 1) - m [1 - G(x :  p, q)] + m - pq [1 - G(x :  p + 1, q)]. (3.22) 
P P 
PROPERTY 3.8. Hazard function: 
[{p(q + 1) - m} + ((m - pq)/pq) x] (xv-Xe-~/q/qVF(p)) (3.23) 
h(x) = {p(q + 1) - re} f1 -  C(x : p, q)] + (m - pq)[1- C(x : p + 1,q)]" 
Following are some interesting corollaries. 
COROLLARY 3.4. For rn = pq, the density function f(x) = g(x), that is, the minimum X 2- 
divergence probability distribution of X,  is the gamma distribution with parameters p and q. 
COROLLARY 3.5. For m -~  p(q + 1), the probability distribution which minimizes the X 2- 
divergence between f(x) and g(x) is 
xPe-x/q 
f (x)  = qp+lr( p + 1)' (3.24) 
that is, a gamma distribution with parameters p + 1 and q. 
COROLLARY 3.6. For m E [pq, p(q ÷ 1)], the probability distribution which minimizes the X 2- 
divergence between f(x) and g(x) is not the gamma distribution. This distribution is as given 
in (3.15). For example, if m = (1/2)[pq + p(q + 1)], then the probability distribution has the 
density function 
f(x) = ~ 1+ qPr(p) 
The minimum x2-digergence is
1 
X~min(f, g) = ~.  (3.26) 
3.2. Case  n = 2, i.e., G iven  Second Moment  E (X  2) 
When a gamma density function g(x) and information E (X  2) are given, we have the following 
theorem from Theorem 3.1. 
THEOREM 3.3. Let given be a gamma probability distribution of X with the density function 
xp-le-x/q 
g(x) - , p, q > 0, 0 < x < oc, (3.27) 
qpr(p) 
and the constraints 
f(~)___o, Ss(~)d~=~, E(X~)=S~s(~)dx=b. (3.28) 
Then, the minimum x2-divergence probability distribution of X has the density function 
1 [ (3.29/ f (x)  = 2 (2q + 3) p2 {p2 (q + 3) (q + 2) -- b} + b - p2q (q + 1) x2 ] 2cP-le -x/q 
p2q(q+ l) J qPF(p) ' 
for b E [p2q(q + 1,p2(q + 2)(q + 3)]. 
The bounds for the minimum x2-divergence: 
0 < g) _< (3.30) - X~in(f, 6{(; + 1)q} 2 - - ;  (;~ + 2p~q + q~) 
pa (q + 1) 2 
Properties of the minimum X2-divergence probability distribution f (x) are as follows. 
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PROPERTY 3.9. t th moment of X about the origin: 
b - p2q (q + 1) ] pt-2F (q + t) 
q-'~ + 1) (q+t ) (q+t+l )  2 (2q +3)P(q)"  
r 
rnh,t = [(p2 (q + 3) (q + 2) -- b) + 
Mean ("I) ~nd .ariance (o~): 
q2p2 -4- 2qp 2 -4- b 
~S = p (2q + 3) ' 
(q2;2 + 2qp2 + b'~ 2 
4=b-  t 7N755 ) 
(3.31) 
PROPERTY 3.10. Distribution function: 
[ F(~) = 2 (2q + 3)p~ {p2 (q + 3) (q + 2) - b} c (~:  ; ,  q) 
b - p2q (q + 1) O(x ] 
+ p2q(q+l)  :p+l ,q )  . 
(3.32) 
PROPERTY 3.11. Survival function: 
1 [ 
s(x)  - 2 (2q + 3) v = {p= (q + 3) (q + 2) - b} [1 - G(x:  v, q)] 
b - p2q (q + 1) ] 
+ [1 -O(x :p+l ,q ) ]  . p2q (q + 1) J 
(3.33) 
PROPERTY 3.12. Hazard function: 
h(~) = 
[{p=(q + 3)(q + 2) - b} + b-'=q(q+')x2]p=q(q+,) x~-~e -~/q 
[ b-p%(q+l)[1-G(x: p+ 1,q)l ] " (3.34) qvr(p) {p=(q + 3)(q + 2) - b} [1 - C(z : p, q)] + v=q(q+~) 
Following are some interesting corollaries. 
COROLLARY 3.7. For b = p2q(q + 1), the density function f(x) = g(x), that is, the minimum 
x2-divergence probability distribution of X, is the gamma distribution with parameters p and q. 
COROLLARY 3.8. For b = p2(q + 2)(q + 3), the probability distribution which minimizes the 
x2-divergence between f(x)  and g(x) is 
xP+l e-z/q 
l ( z )  = p (q + 1) qp+lr(p + 1)  (3.35) 
COROLLARY 3.9. For b E [p2q(q+ l ), p2(q+ 2 )(q+ 3)], the probability distribution which minimizes 
the x2-divergence between f (x) and g(x) is not the gamma distribution, however, is as given 
in (3.28). For example, if b = (1/2)[p2q(q +1)+p2(q+2)(q+3)],  then the probability distribution 
has the density function 
1[ 1 ]xp-le -x/q f(x) = ~ 1 + x 2 (3.36) 
q (q + 1)p= qpr(p) 
Probability Distributions 297 
4. G IVEN A GAMMA DISTR IBUT ION AND 
INFORMATION ON LOGARITHMIC  MEAN,  E ( lnX)  
Suppose given is a gamma distribution and information E(InX). Then from Theorem 2.1, we 
have the following. 
THEOREM 4.1. Let given be a gamma probability distribution of X with the density function 
xP- le-x/q 
g(x)= , p ,q>O, OGx<o% (4.1) 
q~r(p) 
and the constraints 
:(x) eo, / : (x )dx=l ,  ~(lnX)=ilnxS(x)e~=G. (4.2) 
Then the minimum x2-divergenee probability distribution of X has the density function 
f(x) = [(mlnx'2 -Grnlnx'l) + (G-  mlnx'l)lnx] xp-le-x/q (4.3) 
a~.~ qVr(p) ' 
for G E [rain x,1, (rain x,21rr~lnz,1)], where for t = 1, 2, 3 , . . . ,  
f txP- le -x /q  
mlnx,t = J0n~) qpr(p)  dx, (4.4) 
and a 2 is the variance of in X In x 
a~n ~ ---- rnln z,2 -- m 2 (4.5) lnx,l" 
The minimum x2-divergence measure is 
X2min(f,g) = 
and 
(C -- mlnx,1) 2 
2 
0 <__ Xmin(f, g) ---~ 
4n~ 
m 2 lnx,1 
Properties of the minimum x2-divergence probability distribution f(x) are as follows. 
PROPERTY 4.1. t th moment of X about the origin: 
where 
1 [ .~ ,p t r  (q-]-t) 4_((~_ IFl, nx,1)?Ti, xlnx,t ] mh,~=4n-- ~ (m,o~,2--~o~,1) V(q~ 
f xt+p- le-x/q 
?/~xlnx,t = J /( lnx) ~ dx. 
Mea~ (,~) and variance (~): 
1 
1 [ ( .~ . ,~  _ am~n.,~)p~q( q + 1) + (a  - m~. ,~)m. l . . ,~]  - .} .  






PROPERTY 4.2. Distribution function: 
where 
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F(x) -~ [ (minx'2 - Vmlnx'l)G(x : p'q) ÷ (e - mlnx,1)Vlnx(X :piq) ] 
2 O'ln x 
[ wP-le-w/q 
Cln~(X :p,q) = J ( lnw ) qp~(p) dw, 
PROPERTY 4.3. Survival function: 
(4.10) 
p, q > O. (4.11) 
S(x) = [(mln~,2 - Gmin~,l)[1 - G(x : p,q)] + (C -  min~,l)[1 - Gln~(x :p,q)]] 
(4.12) [ ~72n x J 
PROPERTY 4.4. Hazard function: 
[(mln ~,2 - Gmln ~,1) ÷ (G - ml,~,l)In x]g(x) . (4.13) 
h(x)  = (m1.=,2 - Cml .~,1) [1  - C (x :  p,q)] + (C  - m~. ~,1)[1 - C~°=(x : p,q)]  
Following are some interesting corollaries. 
COROLLARY 4.1. For G = mlnx,1, the density function f(x) = g(x), that is, the minimum 
x2-divergence probability distribution of X,  is the gamma distribution with parameters p and q. 
COROLLARY 4.2. For G ~- mlnx,2/mlnx,1, the probability distribution which minimizes the X 2- 
divergence between f(x)  and g(x) is 
xp-le-~/q (4.14) f(x) ---- lnx  qpr(p) ' 
that is, X does not have a gamma distribution. 
COROLLARY 4.3. For G E [mln x,1, (mln x,2/mln x, 1)], the probability distribution which minimizes 
the x2-divergence between f(x)  and g(x) is not the gamma distribution. This distribution is 
as given in (4.3). For example, if C = (1/2)[mln~,l ÷ (mln~,2/mlnx,1)], then the probability 
distribution has the density function 
1 r:~'>-*e-:/" xP-le-=/q lnz] (4.15) 
f(x) = ~ L ~ + q"r(p)ml.~,l J" 
The minimum x2-divergence is 
a~n: (4.16) 
XLin(f, g) = 4m2nx,1" 
5. G IVEN A GAMMA DISTRIBUT ION 
AND INFORMATION ON E(X) AND Y(Z) 
Suppose given is a gamma probabil i ty density function and information on average E(X)  = a 
and variance V(X)  = v. Then, we have from Theorem 2.1 the following theorem. 
THEOREM 5.1. Let given be a gamma density function of the continuous random variable X,  
xp-le-x/q 
g(x)--  , p,q>O, 0_<x < oo, (5.1) qpr(p) 
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Table 1. The minimum x2-divergence probability distributions given: gamma distri- 
bution and arithmetic mean. 
p, q Mean f (x )  Xmin2 Figure 
1 [ 2e-2Z [ 0 
4 ( i  + 2x)e -2x - -  la L L lO 
4xe-2X 8 
2 xe-~ 0 
(2 + x)xe -~ 1 
2,1 /3 4 1-'8 lb 




1 (6 x)xe-X'3" / i 5--4 lc + 
2, 3 7 ~ 108 








¢ x2e--X/2 l 
0 
16 
(6 + z)z2e-~/2 __1 
4 64 
192 1 





f(~) >_o, / f(x)dz= l, /zf(x)dz=a, f x2f (x )  dx = b = v -t- a s. 
Then the minimum x2-divergence probability distribution of X has the density function 
xp- le -x /q  





a (mlm4 - m2m3)  - b (~1m3 - -~)  + m]  - m~2 
m 3 + m 2 + m4m~ -- 2mlm2m3 -- m4m2 
a (m 2 -- 77t4) + b (m3 - mlrn2)  -I- mlm4 - ?rt2?n3 
m~ + m~ + m4-~1 - 2m1,~:~ - m ~  ' 
m~ + m 2 n u m4m21 --  2mlm2m3 --  m4m2 ' 
and 
?Ttt -- 
ptr(q + t) 
r(q) 
The minimum x2-divergence measure is given by 
xL.(f, g) = f (~o + ~x + ~:~:): ~-~-~/~ qPF(p) dx -  1. 
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Table 2. The minimum x2-divergence probability distributions given: gamma distri- 
bution and second moment. 
f(x) 
2e-2X 
(3 + 4~2)e -2~ 
8x2e-2X 
g 














Table 3. The minimum x2-divergence probability distributions given: gamma distri- 
bution, first and second moments. 




2 '4  
1 3 
2 '2  
4 41 
3 '8  
r 6, 54 
6,27 
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PROPERTY 5.1. t th moment about origin of X: 
pT(q + t) 
mh,t = r(q) [0:0 + p(q + t) (0:~ + p(q + t + 1)0:2}]. 
and 
In particular, 
,~ = pq [0:0 + p(q + 1){0:1 + v(q + 2)0:2)1 
(7 7 _~ p2q(q ~_ 1)[0:0 -[-p(q -~ 2){o:1 -]- p(q -~- 3)0:2)] - ]..t~. 




F(x )  --~ 0 :oG(x :  p, q) -{- pq (0 : lG(X:  p-~- l, q) + q(p -~- 1)0 :2G(x :  p + 2, q ) ) .  (5.8) 
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(d) X ~ gamma(3,  2), mean = (6, 9). 
F igure 1. 
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(d) X ~ gamma(3, 2), E(X 2) = (27, 180). 
Figure 2. 
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Gamma(l, 0.5), [E(X), E(X2)] = [(0.5, 1.5), (4/3, 41/8)]. 
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(b) X N gamma(3, 2), [E(X), E(X2)] -- [(6, 27), (15/2,207/2)]. 
Figure 3. 
PROPERTY 5.3. Survival function: 
S(x) -- So [1 - G(x:p,q)l+pq[al{1 - G(x: p+ 1,q)} + q(p+ 1)a2{1 - G(x:p+ 2, q)}]. (5.9) 
PROPERTY 5.4. Hazard function: 
h(x)  = 
(so + . lX  + (5.10) 
C~o [1 -- G(x: p, q)] + pq [c~1{1 - G(x: p + 1, q)} + q(p + 1)c~2{1 - G(x: p + 2, q)}]" 
6.  NUMERICAL  ILLUSTRATION 
The minimum x2-divergence probability distributions given gamma distributions for (p, q) -- 
(1, 0.5), (2, 2), (2, 3), (3, 2) and the information on mean E(X), second moment E (X  2) and vari- 
ance V(X) are presented in Tables 1-3 and Figures 1-3. The probability distributions which 
minimize the chi-square distance between f(x) and g(x) are given in column 3 and corresponding 
values of the chi-square measure in column 4. For instance, in Table 1, consider the given distri- 
bution g(x) as gamma (1, 0.5) which has a mean value of 0.5. Now if the available information on 
mean is such that the value of the mean is between 0.5 and 1.5, the best probability distribution 
is no more a gamma (1, 0.5) distr ibut ion.  If the mean is 4 /3 ,  the best probabi l i ty distr ibution in 
the sense of minimum chi-square distance principle is f(x) -= (1 + 2x/3)e -2~ with )/2 = 1/16 and 
if the mean value is 3/2, the probability distribution is f(x) = 4xe-2~/3 with X 2 = 1/8. 
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