Deep neural networks (DNNs) have shown prominent performance in the field of object detection. However, DNNs usually run on powerful devices with high computational ability and sufficient memory, which have greatly limited their deployment for constrained environments such as embedded devices. YOLO is one of the state-of-the-art DNN-based object detection approaches with good performance both on speed and accuracy and Tiny-YOLO-V3 is its latest variant with a small model that can run on embedded devices. In this paper, Tinier-YOLO, which is originated from Tiny-YOLO-V3, is proposed to further shrink the model size while achieving improved detection accuracy and real-time performance. In Tinier-YOLO, the fire module in SqueezeNet is appointed by investigating the number of fire modules as well as their positions in the model in order to reduce the number of model parameters and then reduce the model size. For further improving the proposed Tinier-YOLO in terms of detection accuracy and real-time performance, the connectivity style between fire modules in Tinier-YOLO differs from SqueezeNet in that dense connection is introduced and fine designed to strengthen the feature propagation and ensure the maximum information flow in the network. The object detection performance is enhanced in Tinier-YOLO by using the passthrough layer that merges feature maps from the front layers to get fine-grained features, which can counter the negative effect of reducing the model size. The resulting Tinier-YOLO yields a model size of 8.9MB (almost 4× smaller than Tiny-YOLO-V3) while achieving 25 FPS real-time performance on Jetson TX1 and an mAP of 65.7% on PASCAL VOC and 34.0% on COCO. Tinier-YOLO alse posses comparable results in mAP and faster runtime speed with smaller model size and BFLOP/s value compared with other lightweight models like SqueezeNet SSD and MobileNet SSD.
accuracy and fast speed. However, the model sizes of these object detection algorithms are too large for constrained environments with limited storage memory devices and they cannot work in constrained environments with real-time performance. Tiny-YOLO-V3 [9] is the latest improvement of YOLO with a relatively small model size for constrained environments. However, its detection accuracy is not high and the real-time performance is still not satisfactory on low computing power devices.
In order to get a more efficient object detection model for constrained environments, originated from Tiny-YOLO-V3, Tinier-YOLO is proposed in this paper to reduce the model size while achieving improved detection accuracy and real-time performance. Tinier-YOLO draws inspiration from the fire module in SqueezeNet to reduce the number of model parameters that helps to shrink the model size. One of the key challenges to introduce fire module in Tiny-YOLO-V3 is to investigate the number of fire modules as well as their positions in the model. Another key challenge is to determine the connectivity style between fire modules in order to further get the improved detection accuracy and real-time performance. Motivated by the fine characteristic of dense connection in DenseNet [10] , we adopt the dense connections between fire modules in Tinier-YOLO to strengthen the feature propagation and ensure the maximum information flow in the network. Since the reduction in model size, it will inevitably affect the detection accuracy. Therefore the passthrough layer is utilized in Tinier-YOLO to address this issue that can merge feature maps from the front layers to get fine-grained features. At last, in order to reduce the computational cost, we propose to remove batch normalization from the fire modules of Tinier-YOLO while trying to keep the overall performance.
The paper is organized as follows. Related work about object detection based on deep learning and network compression are introduced in Section 2. In Section 3, Tinier-YOLO is proposed including the motivation and the structure of Tinier-YOLO, where the front convolutional layers, fire modules, the dense connection between the fire modules, fine-grained features, and the batch normalization of Tinier-YOLO are introduced. In Section 4, experimental results and discussions are given, where the billion floating point operations per second (BFLOP/s), the model size, mean average precision (mAP), and the real-time performance of frames per second (FPS) are compared. Furthermore, the comparison results between Tinier-YOLO with other state-of-the-art lightweight models are given in Section 4. Finally, the conclusion is drawn in Section 5.
II. RELATED WORK A. OBJECT DETECTION ALGORITHMS BASED ON DEEP CNN
Early object detection methods such as Deformable Parts Models (DPM) [11] utilized handcrafted features of objects for detection. However, these features cannot represent object features in most complex scenes. AlexNet [12] based on CNN proposed by Krizhevsk in 2012 made a great breakthrough in the field of image classification. Alexnet provided a new idea for object detection which was considered as the extension work of image classification. Subsequently, CNN is widely used the field of object detection with its powerful ability to extract features automatically. Object detection algorithms based on deep CNN are generally classified into two categories, which are two-stage detectors and one-stage detectors.
Two-stage detectors divide the detection progress into generating candidate boxes and making predictions according to candidate boxes. R-CNN [1] is one of the leading two-stage object detectors. R-CNN applied high-capacity CNN to bottom-up region proposals in order to localize and segment objects. The features from candidate windows were extracted via deep convolutional networks. SPPNet [2] also showed great strength in object detection by generating a fixed-length representation regardless of image size/scale. Fast R-CNN [3] and Faster R-CNN [4] did not opted to use featurized image pyramids under default settings. Image pyramids were not the only way to compute a multi-scale feature representation. FPN [6] exploited the inherent multi-scale, pyramidal hierarchy of deep convolutional networks to construct feature pyramids with marginal extra cost. R-FCN [5] proposed position-sensitive score maps to address a dilemma between translation-invariance in image classification and translation-variance in object detection and it reduced the computational redundancy of Faster R-CNN. The detection speed and accuracy of two-stage detectors are getting better and better, but it still cannot meet the real-time requirement of many actual scenes. The development of two-stage detectors gradually integrates the independent modules such as generating candidate boxes, feature extraction and bounding boxes regression in the object detection system into a unified end-to-end learning framework.
Without generating candidate boxes in the first stage, one-stage detectors regard location information as a potential object, and then try to classify each area as the background or target object. YOLO [7] was proposed in 2016, which formulates object detection problem as a regression problem, making it a milestone of one-stage detectors. Compared with two-stage detectors, YOLO was extremely fast. However, it performed worse in location and detecting objects of small size. YOLO-V2 [8] , YOLO-V3 [9] and the series of Single Shot Multi-box Detector (SSD) [13] - [16] have tried to solve the problem. SSD discretized the output space of bounding boxes into a set of default boxes over different aspect ratios and scales per feature map location. RetinaNet [17] introduced the focal loss function to deal with the problem of class imbalance and the accuracy is more higher. Recent work of anchor-free one-stage detectors like FSAF [18] and CenterNet [19] achieved a better trade-off between speed and accuracy. One-stage detectors have become more and more popular and been widely applied in the engineering field. 
B. NETWORK COMPRESSION
Building small and efficient network models for constraint environments has become a research hotspot in recent years. Related work on model compression and acceleration mainly includes network pruning and sparsity [20] , network quantization [21] - [23] knowledge distillation [24] , compact network architecture design and so on.
Network pruning and sparsity is to prune unimportant neuron connection. Quantization converts floating point calculation into bit calculation. Knowledge distillation technology utilizes the teacher model to help the student model to learn and improve the accuracy of the small model. The methods above mainly make modifications on the trained model. A better approach is to choose compact network architecture at the initial stage of model construction. Google Inception V1 [25] won the first place in ILSVRC 2014 games with a great advantage. The network structure of Google Inception V1 is largely based on Network in Network (NIN) [26] . The consolidation process of NIN cascading across features makes the network learn more complex and useful features. The 1 × 1 convolutional layer can not only organize information across channels but also improve the network expression ability and change the dimension of output channels. Inception V2 [27] , Inception V3 [28] , and Inception V4 [29] are the improvements of Inception V1, which make the model with less parameters, less computation, deeper network structure, and better performance. Xception [30] combined depth-wise convolution with Inception v3, which achieved higher performance with the same number of parameters, providing another way for designing lightweight network.
The SqueezeNet [31] proposed by UC Berkeley and Stanford researchers introduced fire module. The idea of fire module was similar to the series of Inception. It utilized 1*1 convolutional layer to compress the dimension of feature maps with the purposed to reduce parameters. The classification accuracy of SqueezeNet on ImageNet was close to AlexNet, but the model size was reduced by nearly 500 times.
ShuffleNet v1 [32] was proposed by Face++ for mobile devices. The main idea of ShuffleNet was to introduce pointwise group convolution and bottleneck-like module to evenly mix the feature maps after convolution according to channels. Then the number of channels for each convolution kernel and the computation complexity can be decreased. ShuffleNet v2 [33] utilized operations like channel split to improve information exchange between channels.
MobileNet v1 [34] divided traditional convolution into depthwise separable convolution and pointwise convolution. Computational time and the number of model parameters were greatly reduced while keeping high accuracy. The main contribution of MoblileNet v2 [35] was to add linear bottlenecks and inverted residuals on the basis of MobileNet v1. MobileNet v3 [36] was built by combining Network Architecture Search (NAS) technology and NetAdapt algorithm. Before MobileNet v3 was proposed, Google Brain team proposed MnasNet [37] for mobile platforms. MnasNet incorporated speed information into the main reward function so that searches could identify a good trade-off between accuracy and speed. MobileNet v3 utilized the same search space based on RNN controller and decomposition as MnasNet, minimizing model latency while maintaining precision.
III. THE PROPOSED Tinier-YOLO FOR CONSTRAINED ENVIRONMENTS
A. MOTIVATION Fig. 1 shows the network structure of Tiny-YOLO-V3, which is composed of seven convolutional layers and six maxpool layers for extracting image features and two scales of detection layers. Tiny-YOLO-V3 uses many convolutional layers with 512 and 1024 convolution filters, which results in a large number of parameters, large storage usage and slow detection speed on constrained environments. Another problem of Tiny-YOLO-V3 is that the detection accuracy is not high and the unreasonable compression methods in the network may further reduce the detection accuracy.
To address the problems in Tiny-YOLO-V3, Tinier-YOLO is proposed in this paper and focuses on the network performance of the model size, the detection speed and the accuracy. The purpose of Tinier-YOLO is to get a smaller, faster and better model that can run on constrained environments. First of all, the network structure is optimized by reducing the number of parameters reasonably instead of just deleting the convolutional layers blindly. The fire module of SqueezeNet uses the bottleneck layer network to compress the model and the network module is widen without losing detection accuracy heavily. Therefore, the fire module is introduced in Tinier-YOLO in order to get a smaller and faster network structure. And then, Tinier-YOLO seeks the way to get higher detection accuracy while reducing the number of parameters. Reference [10] indicates that the neural network is not necessarily progressive, which means a layer in the network not only relies on features from the adjacent layer but also depends on the features of the previous layers. For example, in a network with random depth, when the lth layer is removed, the l + 1th layer is connected directly to the l − 1th layer. When the second layer to the lth layer are removed, the l + 1th layer directly uses the features from the first layer, which is very similar to the dense connection in DenseNet and the passthrough layer in YOLO-V2. The dense connection between fire modules and the passthrough layer are then properly used in Tinier-YOLO with the purpose to get higher detection accuracy. Fig. 2 illustrates the structure of Tinier-YOLO. The front part of Tinier-YOLO retains the front five convolutional layers of Tiny-YOLO-V3. In the middle part of Tinier-YOLO, the five fire modules are introduced to implement network parameters compression and the dense connection between the fire modules is employed. It also merges previous feature maps with the passthrough layer before the first detection layer and predicts bounding boxes with the first scale. In the latter part of Tinier-YOLO, it adds two fire modules to process the combined feature maps and predicts bounding boxes with the second scale to get the fine-grained features. The architecture of Tinier-YOLO is darknet and the implementation details are as the following.
B. STRUCTURE OF Tinier-YOLO

1) FIRE MODULE OF Tinier-YOLO
The fire module is introduced to reduce the number of model parameters and increase the depth and width of the whole network to ensure the detection accuracy. Fire module is comprised of the squeeze part and the expand part to compress and expand the data respectively. The squeeze part uses the 1 × 1 convolutional layer to replace the usual 3 × 3 convolutional layer. The 1 × 1 convolutional layer proposed by NIN is a very effective method to reduce the number of parameters. Since the 1 × 1 convolutional layer only has one parameter to be trained and learned, the detection accuracy does not decrease too much. In the expand part, both a convolutional layer with 1 × 1 filters and a layer with 3 × 3 filters are used. Then the outputs of these layers are mixed by the concatenation layer.
For a convolutional layer, the number of the input channels is c i , the kernel size is k, and the number of the output channels is c o . Then, the number of parameters of the convolutional layer is calculated in (1) . For the fire module, the overall number of input channels is c i . In the squeeze part, the kernel size of the squeeze part is k s 1 , and the number of the output channels is s 1 . When k s 1 is set to 1, a large number of parameters of the squeeze part can be reduced. For the expand part, the number of input channels is s 1 , the kernel sizes are k e 1 and k e 3 , respectively. The numbers of output channels are e 1 and e 3 , respectively. The number of output channel is e 1 + e 3 . The number of parameters of the fire module is calculated in (2) . The structure and specific parameters of the fire module in Tinier-YOLO are shown in Fig. 3 .
In order to use the fire module more efficiently, the position of fire module is embedded in the network appropriately. There are eight fire modules in Tinier-YOLO. The 6th and 7th convolutional layers with 512 and 1024 filters in Tiny-YOLO-V3 are replaced with the first five fire modules. The convolutional layer with 512 filters before the first detection layer is replaced with a fire module. The convolutional layer with 256 filters before the second detection layer is replaced with the 7th and 8th fire modules. The number of input channels c i is not limited, but more input channels bring more parameter reduction. As shown in Table 1 , the reduced parameters of input channels of 512 are less than the convolutional layer with the input channels of 1024. To further reduce the number of parameters, it is appropriate to replace the convolutional layer with more input channels with fire module and these layers are distributed in the middle and latter parts of Tiny-YOLO-V3.
We also found that if all the convolutional layers are replaced by the fire modules, the detection accuracy is too low since some convolutional layers with a small number of filters are replaced by the fire modules. If the first five convolutional layers with a small number of convolution filters less than 256 are retained rather than be replaced by the fire modules, the accuracy rate is increased by 6.2% and the model size is only increased by 1.6 MB. Therefore, Tinier-YOLO keeps the front convolutional layers and only replaces the five convolutional layers in the middle part and the latter part of Tiny-YOLO-V3 with eight fire modules. In general, a simple idea to compress the network is to reduce the number of network layers and the scale of the network and to use the shallow networks. However, the expressiveness capability of shallow netowork is far away from the DNN models [38] . Ba et. al. proposed to train shallow neural nets to mimic deeper models and got the similar performance with deep models, but the number of parameters has been increased [39] . In [40] , Poole et. al. proved that the expressiveness capability can be grown exponentially with the depth increasing of network, but too shallow networks cannot replace deep networks effectively. As shown in Fig.2 , after the five convolutional layers and five pooling layers, there are eight fire modules with the depth of two and several convolutional layers with 1*1 kernel in Tinier-YOLO. The last five convolutional layers in Tiny-YOLO-V3 have been removed and replaced by eight fire modules in Tinier-YOLO. The total network depth of Tinier-YOLO reaches 30, which is eleven layers deeper than that of Tiny-YOLO-V3. The accuracy of the network has therefore been increased. At the same time, BFLOP/s of these layers is decreased significantly from 6.93 to 0.65, where BFLOP/s is usually used to measure the time complexity by evaluating the number of model operations.
2) DENSE CONNECTION BETWEEN THE FIRE MODULES
Dense connection is deployed between the fire modules to improve the accuracy by strengthening feature extraction ability and ensuring the maximum information flow in the network.
In SqueezeNet, fire modules feed-forward networks connect the output of the lth layer as input to the l + 1th layer, as in (3). The input of the lth module is represented as x l fm , the weight of the convolution kernel is denoted w l fm , b l fm is the bias parameter, * is the convolution operation, and H l fm (.) is the activation function of the lth module. In Tinier-YOLO, H l fm (.) is the common leaky ReLU activation. By introducing the idea of DenseNet [10] , the lth fire module of Tiner-YOLO receives the feature maps of all preceding fire modules as in (4), [x 0 fm , x 1 fm , . . . , x l−1 fm ] refers to the concatenation of the feature maps produced in the fire modules.
Comparing (3) and (4), the lth fire module with dense connection always contains feature maps from the previous l − 1 fire modules, which can strengthen the feature propagation in the network and is expected to improve accuracy. Fig. 4 shows the dense connection between five fire modules in Tinier-YOLO. The feature maps of the first l − 1 fire modules are concatenated and utilized as the input of the lth fire module. m 0 is the feature map of the previous convolutional layer and m is the feature map of the fire modules. Therefore the lth fire module outputs m 0 + m(l − 1) feature maps. The feature maps are relatively smaller that with fewer parameters and calculations.
If the dense connection is deployed in larger feature maps or connects the feature maps with different size, it will result in a huge amount of calculation, which greatly affects the real-time performance. We have tested the real-time performance of four networks with different dense connections. As shown in Table 2 , the proposed dense connection in this paper has the best real-time performance with 25.1 FPS. 
3) RETAINING FINE-GRAINED FEATURES
In Tinier-YOLO, the passthrough layer is utilized to achieve the combination of multi-scale features. Passthrough layer is added in Tinier-YOLO to acquire the upper level features of 26 × 26 and combine this feature with the final 13 × 13 output features. Tinier-YOLO combines the passthrough layer with the output of the 5th fire module and the 5th convolutional layer, which does not bring too many parameters and computations and improves the detection accuracy. The passthrough layer can fuse the underlying features of the network and also improve the ability of the model to detect small targets. At the same time, the boxes are predicted at two different scales which are 13 × 13 and 26 × 26 and the passthrough layer is utilized to take the feature maps from the previous fire module and upsample it by 2× just like that in Tiny-YOLO-V3. Then two fire modules are added to process this combined feature maps and eventually a similar tensor is predicted.
4) BATCH NORMALIZATION IN Tinier-YOLO
Since the distribution of each layer's inputs in DNNs changes during training, batch normalization is proposed to address this problem and has been widely used in training DNNs that helps to use much higher learning rates [27] . Before inputting to the next layer, batch normalization takes the output of one layer and transforms its mean variance and standard deviation.
Batch normalization was introduced in YOLO series since the version of YOLO-V2. However, the computational cost has been increased 30% if batch normalization is used in every layers since means and variances of batch normalization are adjusted constantly during training [27] . The same problem also arises in Tiny-YOLO-V3. In the proposed Tinier-YOLO, fire modules have been involved with batch normalization being operated in each convolutional layer. In order to reduce the computational cost, we tried to remove batch normalization from the fire modules of Tinier-YOLO. We found that the training time for the model has been decreased after removing batch normalization in fire modules. And we also carried out the test on a total of 4952 images to evaluate the performance of Tinier-YOLO with batch normalization in every layers (Tinier-YOLO-BN) and with batch normalization in every layers except that in the fire modules (Tinier-YOLO). Table 3 gives the results of average test time, mAP, and model size. The results show that the detection accuracy has not been changed while the real-time performance and model size have slight improvement after the batch normalization is removed from the layers in the fire modules of Tinier-YOLO. 
IV. EXPERIMENTAL RESULTS
In this section, the experimental settings and experimental datasets are introduced firstly. Then the performance comparison under the metrics of mAP, BFLOP/s, model size, and FPS are carried out. Furthermore, in order to verify the improvement of Tiner-YOLO compared with the other lightweight architectures, we conduct extensive experiments to illustrate the performance comparison results.
A. EXPERIMENTAL SETTINGS
Tinier-YOLO is trained on NVIDIA Titan X in order to save the training time. The detection speed is tested on Jetson TX1, which is an embedded AI device built around the revolutionary NVIDIA Maxwell architecture with 256 CUDA cores delivering over 1 TeraFLOPs of performance. Jetson TX1 is suitable for embedded deep learning, computer vision, graphics, and GPU computing. Table 4 gives the configuration comparison between Jetson TX1 and TITAN X. There is only 16GB data storage of Jetson TX1, which is even smaller than normal mobile phones. The default power mode of Jetson TX1 is used for testing the detection speed.
The source codes and architecture of Tinier-YOLO is available for download here: https://github.com/jnfrancis/ Tinier-YOLO.
B. EXPERIMENTAL DATASETS
The datasets of PASCAL VOC [41] and COCO [42] are used in this paper. These two datasets are usually used for image classification, object detection, and image segmentation. The dataset of PASCAL VOC includes PASCAL VOC 2007 and PASCAL VOC 2012. There are 20 kinds of objects with 29503 images. When calculating the AP values and mAP, the default value of 0.5 is used for the intersection over union (IOU). The dataset of COCO is more difficult to train than PASCAL VOC. For object detection algorithms, the performance of a model is usually more inclined on COCO. There are 80 categories of objects in COCO and the number of targets contained in each image is three times more than PASCAL VOC. The mAP value of each kind of object is the average by 10 values of IOU from 0.5 to 0.95 and mAP value is also compared on small, medium, and large size of object. The performance evaluation by multiple IOU values on COCO can better reflect the comprehensive performance of the algorithm. Table 5 shows the comparison between PASCAL VOC and COCO in detail. 
C. MODEL TRAINING
The darknet53.conv.74 is loaded in Tinier-YOLO before training on both datasets which is the same as that in Tiny-YOLO-V3. The darknet53.conv.74 is the pre-trained weight model based on the darknet53 [9] . The input size of Tinier-YOLO is 416*416.
The number of maximum training batches of Pascal VOC is 500K and that of COCO is 2000K, which are set according to the number of classes of each dataset. The batch size of Tinier-YOLO is 64, the subdivision is 8, the momentum is 0.9 and the decay is 0.005. In order to make the model converge much faster in the early training period, the learning rate is 0.001 and then decreased to 0.1 times of the original as the number of iteration batch reaches 400K and 450K.
D. ABLATION EXPERIMENTS FOR Tinier-YOLO
In order to show the effects of the proposed techniques on the performance of Tinier-YOLO, we carried out the ablation experiments by adding fire module, dense connection, and passthrough layer successively in the network of Tinier-YOLO. Table 6 gives the results of mAP, BFLOP/s, FPS, and model size by the ablation experiments.
As shown in Table 6 , compared with Tiny-YOLO-V3, the introducing of fire module reduces the model size and BFLOP/s greatly without decreasing the detection accuracy significantly. The model size is decreased from 34.9 MB of Tiny-YOLO-V3 to 6.9 MB while keeping high detection accuracy. The employment of dense connection between the fire modules and passthrough layer makes a great contribution to the improvement in mAP without increasing too many parameters. Employing dense connection increases the mAP by 3.5% on the basis of introducing fire modules. Utilizing the passthrough layer increases mAP by about 1% on the basis of introducing dense connection between the fire modules. 
1) PERFORMANCE COMPARISON ON BFLOP/s AND THE MODEL SIZE
BFLOP/s is often used as a measure of the computational power required by a model. The larger the BFLOP/s, the higher the requirements for the device. As shown in Table 7 , BFLOP/s of Tinier-YOLO is only 2.563, which is less than the half of Tiny-YOLO-V3 and is suitable for constrained environment. The model size of Tinier-YOLO is almost 4× smaller than Tiny-YOLO-V3, 7× smaller than Tiny-YOLO-V2.
2) COMPARISON ON REAL-TIME PERFORMANCE
The reference point of measuring real-time performance is FPS and depends on the resolution of the test video or the image. With the support of Jetson TX1, we measured the total time for testing 4952 images in the VOC 2007 dataset. The average value of testing time by 30 times is shown in Table 8 . It can be seen that the total time required for the Tinier-YOLO to detect about 5,000 pictures is less than 200 seconds. Tinier-YOLO performs faster than Tiny-YOLO-V3. Tiny-YOLO-V2 takes more than 320 seconds to complete the detection. Tinier-YOLO can detect objects with 25.1 FPS. The real-time performance is increased by 16.2% compared with Tiny-YOLO-V3 and increased by 39.4% compared with Tiny-YOLO-V2.
3) PERFORMANCE COMPARISON ON mAP
mAP is usually used to measure the detection accuracy. On the VOC 2007 dataset, the AP values of the three compared methods are shown in Table 9 . From the average AP values, it can be seen that Tinier-YOLO improved the detection accuracy by 4.5% compared with Tiny-YOLO-V3, and nearly 8.6% compared with Tiny-YOLO-V2. The AP values of all the 20 classes are better than Tiny-YOLO-V2. Compared with Tiny-YOLO-V3, except for the class of aeroplane, the AP values of the other 19 classes are all better than Tiny-YOLO-V3, which demonstrates the effectiveness of Tiner-YOLO. On the COCO dataset, the mAP results of Tiny-YOLO-V2, Tiny-YOLO-V3, and Tinier-YOLO are shown in Table 10 . The mAP value under IOU = 0.5 of Tinier-YOLO is almost 1% higher than that of Tiny-YOLO-V3. In case of more strict tests under IOU = 0.75 and IOU from 0.50 to 0.95, the mAP values of Tinier-YOLO are 1.7% and 3.3% higher than Tiny-YOLO-V3. The Average Recall (AR) of Tinier-YOLO is also better than Tiny-YOLO-V3. Table 10 also indicates that Tinier-YOLO makes more improvements in detecting medium and large objects than detecting small objects. Table 11 summarizes the comparison results of the three models. As can be seen from Table 11 , Tinier-YOLO achieves much better results in model size, BFLOP/s, and average test time than MobileNet SSD and SqueezeNet SSD. The model size of Tinier-YOLO is more than 2× smaller than SqueezeNet SSD and MobileNet SSD. The BFLOP/s value of Tinier-YOLO is about 2× smaller than the other two models. For the average test time, it is calculated by the average time of 30 images processed by the three models. From Table 11 , Tiner-YOLO takes 135.2ms to detect an image, while MobileNet SSD uses 483.7ms and SqueezeNet SSD uses 595.7ms, which are more time-consuming than Tinier-YOLO. As mAP is concerned, Tiner-YOLO achieves the result of 65.7% mAP, which is better than SqueezeNet SSD and worse than MobileNet SSD. Considering the overall performance, Tiner-YOLO reduces more than 50% of the model size and 40% of the BFLOP/s of computing with a faster runtime speed, which indicates that the proposed Tiner-YOLO is a competitive model for the constrained scenario.
V. CONCLUSION
In this paper, we have proposed Tinier-YOLO which is a real-time object detection method for constrained environments. Tinier-YOLO is designed by introducing the fire module of SqueezeNet into Tiny-YOLO-V3 at first in order to reduce the model size. And then the number of fire models and their positions in the network architecture have been studied. The connectivity method between fire modules in Tinier-YOLO is realized by using dense connections of DenseNet. The dense connections in Tinier-YOLO helped to improve the detection accuracy and real-time performance since the feature propagation is strengthened and the maximum information flow in the network is ensured. By incorporating the passthrough layer in Tinier-YOLO, the detection accuracy has been further improved by merging feature maps from the front layers to get fine-grained features. The computational cost of the network has been reduced by removing the batch normalization from the fire modules of Tinier-YOLO. The experiments on PASCAL VOC and COCO demonstrate Tinier-YOLO is more efficient compared with Tiny-YOLO-V3. Comparing with lightweight models like SqueezeNet SSD and MobileNet SSD, Tinier-YOLO also shows its competitive performance in terms of model size, BFLOP/s, and average test time. The results demonstrate the efficacy of Tinier-YOLO for constrained environments. In future, we look forward to further optimizing the performance of Tinier-YOLO, especially for the COCO dataset.
