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ABSTRACT
Self-organized feature map algorithm and the classical particle tracking technique have been adopted together to analyze
the single-exposure double-frame particle images for flow measurement. Similar to the normal correlation technique in Ply,
the whole region is divided into many small interrogation spots. Instead of applying the correlation algorithm to each of
these spots to get their rigid translation, the self-organized feature map algorithm is used to compress the information such
that every spot is represented by three coded equivalent particles. After tracking these three particles, a linear distributed
velocity function can be obtained at every spot. The spot can contain not only translation, but also rotation, shear and
expansion while there is only rigid translation in the spot assumed in the commonly used correlation method. In addition to
the theoretical explanation, the suggested method has been verified by a number of digital flow fields which have randomly
distributed synthetic particles.
Key words: particle image velocimetry (PIV), particle tracking, self-organized feature map (SOFM), neural network, pattern
recognition
1. INTRODUCTION
Particle Image Velocimetry (PI\T) is a method for whole field flow velocimetry. . It makes fluid velocity measurements by
measuring the distance traveled by particles in the time interval between two pulses of light. Each time the laser is pulsed,
the images of the particles in the light sheet are obtained. Double pulsing the laser gives two images of every particle in the
light sheet. By measuring the distance a particle has moved and dividing that by the time between pulses, the velocity for that
particle is determined. This method relies on the tracking of identifiable features in the flow. Difficulty of interpretation may
therefore arise in measuring highly turbulent, rotational and reversing flows. Another difficulty is the partner searching, i.e.,
which two images in time t1 and t2, respectively, are a pair of images ofthe same particle.
Methods such as pjy and laser speckle velocimetry (LSV) inherently do not require the tracking of individual particles.
The pjy and LSV techniques rely on the images of double (or multiple) exposed particles within a thin sheet of light in the
flow. Although the techniques are essentially the same, LS\T uses the particle concentration so dense that individual particles
are no longer distinguishable on the image plane, that is, they appear as speckles. A Fourier transformed image of the
illuminated region is then obtained by passing the diffracted laser beam through a converging lens and projecting it onto a
screen. if the region contains double exposed particle images, a Young's fringe pattern is generated. The spacing and angle
of those interference fringes correspond directly to the displacement of the particle images. Measurement of the fringe
spacing and angle is either performed directly using image processing techniques or by digitally Fourier transforming the
pattern.
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In recent years, auto-correlation and cross-correlation have been widely used for digitized images1, and most of the
commercial PIV systems are based on these algorithms. It has been recognized that the single-exposure double-frame PIV
system using cross-correlation is superior to both double- and multiple-pulse PIV systems using auto-correlation for a range
of velocity fields, for a number of reasons. The versatility in searching the size and location of successive interrogation spots
permits a high level of spatial resolution by more efficient use of particles' images. As there is optimally no pair loss if
interrogation spots are designed correctly, the spatial resolution can be improved or the seeding density can be reduced, to
achieve acceptable detection probabilities which are comparable to auto-correlation methods. By a correlation algorithm, the
average displacements of particles inside each interrogation spot can be calculated. The percentage of correct velocity
obtained as a function of the number of particle pairs has been detected in every interrogation spot, i.e., the percentage of
correct velocity measurements correlates strongly with the number of particle pairs in the spot. As the correlation technique
can only calculate the average displacement in the interrogation spot, its size should be small enough for one vector to
describe flow of that spot. As mentioned before, the spot cannot be too small in order to contain enough particle image pairs
for correlation calculation. For most practical cases, low seeding density may exist which results in the imaging of individual
particles. Spurious correlation peaks may occur if correlation analysis is employed in this situation.
It should be noted that the use of video related technology to improve the image acquisition and processing aspects is a
trend in Ply studies21. For current state of video development, 1024x 1024 pixels CCD and the related frame grabber are
already regarded as high resolution digital system at a reasonable price level. In comparison with current video technology
and the essence of correlation algorithm, the correlation technique is good for the case where the motions of particles in a
small interrogation spot are parallel and rigid. However, in a real flow field, other kinds of motion may exist, such as
rotation and shear which are not negligible in the spot.
In this study, a method based on the self-organized feature map4' (SOFM) and particle tracking31 is introduced. The
SOFM is a concept in artificial intelligence and has been successfully used in pattern recognition. Particle tracking, on the
other hand, is a classical technique in experimental fluid mechanics. The displacement distribution in each interrogation spot
is assumed as a linear function rather than constant which is adopted in correlation techniques. Therefore, not only
translation, but also rotation, shear and expansion can be included in each spot. After information compression of every
interrogation spot by the Kohonen algorithm41, three equivalent particles in each spot which have been coded by certain rules
can be obtained. In other words, the original particles in the spot have been replaced by three of their equivalents if the
particle number is larger than or equal to 3 . Even further, these three particles have been coded by certain rule for pair
searching. By tracking the movement of these three equivalent particles in two sequential images, a highly accurate
displacement distribution in each interrogation spot can be obtained. The calculation seems lighter than the normal
correlation algorithm and is also suitable for fttture real-time velocity survey by parallel processor. In the following chapters,
an outline of this method is given. It works well for both numerically simulated images and real gray scale images.
Limitations for the current stage of this technique have also been mentioned, but they are more on programming skill than
essence of the method itself.
2. MESSAGE COMPRESSION BY SOFM ALGORITHM
The SOFM is one of the most fascinating topic in the neural network field4'5'61. It is motivated by a distinct feature of
human brain. The brain is organized in many places in such a way that different sensory inputs are represented by
topologically ordered computational maps. Consequently, the neurons transform input signals into a plane-coded probability
distribution that represents the computed values of parameters by sites of maximum relative activity within the map. Such
networks can be used to detect regularities and correlations in input and adopt their feature responses to that input
accordingly. Once the algorithm has converged, the feature map computed by this algorithm displays important statistical
characteristics of the input. The basic aim of using SOFM algorithm to PIV analysis is to store a large set of input vectors
xeX, (i=1, 2 N, N3), by finding a smaller set of prototypes wcW, (j1, 2, 3), so as to provide a good approximation to
the original input space X. The theoretical basis of the idea is rooted in the vector quantization theory, the motivation for
which is the dimension reduction or data compression. In the following paragraphs, the idea of how to derive a new
algorithm for PIV analysis is explained. Figure la represents a region of flow field which we want to further analyze.
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interrogation spot (i,j)
Figure la. The flow field under consideration has been divided into many
interrogation spots, while spot (i, j) ischosen for calculation
Figure lb. Enlarged interrogation spot (i, j)
with particle images
Figure ic. Equivalent particles Al, A2, A3
calculated by SOFM
Figure lb describes an enlarged interrogation spot arbitrarily collected from the image of flow field at time t =t1. Figure lc
represents equivalent particles calculated by the SOFM algorithm. Al, A2 and A3 are called synaptic weighted vectors in
neural network. Equivalent particles at time t = t2 are also obtained using the same algorithm. The velocity distribution in
this spot can be determined by tracking the behavior of these equivalent particles. Now let us go a little further into the
theory of SOFM in order to show the procedures of how to find these equivalent particles and also to explain the theory
behind the algorithm. Figure 2 shows a two-dimensional lattice of neurons with feed-forward connections and lateral
feedback connections.
Each particle in the interrogation spot is regarded as an input vector x,
Xp = (Xpi,Xp2) (p=1,2,3,...,N) (1)
The synaptic weighted vector of neuronj is denoted by
Wj=(Wj1,W12), (/=1,2,3). (2)
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Figure 2. Kohonen's model: two-dimensional lattice of neurons
To find the best match of the input vector x with the synaptic weighted vectors w, we simply compare the Euclidean
distance between input vectors x and the synaptic weighted vectors w. That is the so-called best-matching criterion.
Specifically, if index i(x) is used to identify the neuron that best matches the input vector x, then i(x) can be determined by
applying the condition
1(x) = minx — w1 , (j = 1,2,3; p = 1,2,3,... ,N) . (3)
The particular neuron i that satisfies this condition is called the best-matching or winning neuron of the input vector x.
The response of network towards input x is the synaptic weighted vector w. The modified Hebbian hypothesis61 which
includes a nonlinear forgetting term -g(y)w is proved as a guide to make the change, where w is the synaptic weighted
vector, y is the network output at neuron j and g(y) is
g(yj) = 0 when yj = 0 , (j = 1,2,3) . (4)
The Hebbian formula can be described as
dw . .
---= 77jXi g(yj)wi , (j = 1,2,3; i is the winning neuron) , (5)
where t denotes the continuous time and 1 is the learning rate parameter of the algorithm. The network output Y is given by
= 1, (1 = i, i is the winning neuron), (6a)
fyj=O, (6b)
In a corresponding way, the function g(yj) is given as
f g(y3) = a , = i, i is the winning neuron) , (7a)
fg(yi) = 0 , (j i) (7b)
where or is some positive constant. Without loss of generality, we may use the same scaling factor for the input vector x and
the weighted wj. In other words, by equations (4) to (7), we have
147
•(:) uoTTirnbo jo piosu (T ) uoirnbo osn utz .uo1Jo UTUUTM am 1OU[M SUOJflU JOAO OU1?A1 U1 'AJJEJ uoiodwoo uUU!M Ajuo OJI 1JONM 'SUOJflOU OA! O jSfl 
am ssiTq 'uuddrn.j moj sup dos oj inpooid uoissoidmoo ossu p o uonqurnoo ou OARJ pui SJODOA PJ!OM OTT 1TM op o uou OA11.J 1PM SJOTOA OSOlfl Si jflSOJ 1JJ SflUtTJOO ainpood p uoj MOJ JOtU ou uoodwoo op 
UTM JOAOU hIM ATOt[T 'pui S1OOOA Tndu! OUJOS UJOJJ J1J flO AUJ SJOPA Pq!OM UOJflOU OWO (c) uojirnbo 
ATq poioojs ST 1Io!ITM I XOUT J1TM '•°•! 'SUO1flU UTUUTM JOJ Ajuo popdn s t JODA puToM op 'unuop iiios p uj 
suoJntI dPH (Z) 
)JJOMU orn i U11suoo owul UOAJ 11 S 
(oi) ' (wfl..z u) ' ooo = (u)Li 
(oi) ' (wj. > u) ' (±)dxd = (u)Lt 
sl Uoso1p S! II SSOJ JO J 0.0 JO JJO OT UO OflJ1A Jj1UJS 1 R osijd ODUOJOAUOO O1 uunp pOUfl1Uffl oq 
pinolls (u)L 'Aoijnooi JIDTSTS poo ioj . .o uTA1s nq 'Ajpnpti osioiop pjnojs (u)Li iijiaiotp ' o SOp OflJiA 
1 TJTM uToq pjnojs T 'UJtUOJR oq Jo osEqd pwui p upnj UTAnA-omp q pjnojs (u)U JomEJEd ou UTUJIOJ 
ituiud pu u!uJI jo uoip qj, (j) 
ujssoood 11Tu! AId °P ''! uouijddt s uTrnp poJunoou q Aiu ipnM unpuoji i"iaos jT noqi suoiisnb otuos o ssaippi o OJTJ PTUOM OM 'sisATjiui AId 'n 0J popom sp JO Aujiqido otp MOMS OM OJOJO 
•UOr11TOthoU! WOUJJ ATq puTmJop oq uio ods pi u uoTnqTnsTp ATTDOJOA oip '1A&JO SOTTTOOJOA Oqi U!11 JOIJY sojornd UOjtATflb £ Ajuo jo uip ouT possoidmoo s sojoi.nd ndui Auiui Jo ossom oq iiq suiom Ajcluns 
II .( 'Z 'i=D ' sjoijiid 1UJt?ATflb 1!o1T1 jDUJ O UJ1flUOJ1 JAIdOS °'P Aq possooid on ods tpio u '(N 'N ' • • • 'E 'Z 'T=d) souu opi.nd uip 'sods uoionrn Auiui oui uoioi MOJJ 0J014M oip opTAip SiJ OM 'sTsAjui AId n 
onbrnqoT UDO1U ojod orn q oipurni O 1csio ATTOATI1O1 ow DjOO OSO JO suuooijdsip 1,II (N 'N '•• • ': 'z 'i=d) dx soprjid ndu JIOJ op UJOJJ UJOIp 1STfl2UflS O ipio UT sOJO!1JId UOIRA!flb PTT ° '( 'z 
' I =D 'M OSIJJ iods uo!onouj qoio ui sorn joiiid ATjmopuii Jo oqwnu JIJ puiuo op Jo Ai1TUOSO1dOJ 
1 Sfl S! JOOOA pOJTM 3td1flJATs JIiUTJ op 'srsATpui AId JilO JOJ (N 'N' " 'z 'T=d) dx ooids 2nduj JtU1O oq 01 uoTmTxoJdd1 poo i opTAoJd o 51 Os '( 't '1=1) 't& JO lOS jWS uipuJ Aq '( N 'N ''z 'i=d) dx SJOTOOA indui 
JO 105 oi1 i OJOS U1?D UnfluOj1 iaos oq 'Ait snp uj updn pootpoqTou oip o onp SJO100A lnduj 01 JO uoTlnqulslp 
0111 MOIJOJ 01 PUOT SJO100A P011TT0M OTldl?UATS 0111 '1111p UTUT1U1 Orn JO uouiiuosojd poTtodoJ uod X JO100A 1UCTUT UTUU!M 
0111 PJlMO1 T UOJflOU UTUUTM 0111 JO 1At JO100A P0111TOM 0T1d1UcS O1 OAOUJ o sT (q 'E6) suoTlimbo o11pdn Jo O,jJO o1IJ 
(q) '(u)ru=(j+u)1t 
(p6) '(uoinau 2uiuuit qi sii'g = f) '[(u)1u — 'x](u)Li + (U)1t = (+ U)1it 
ATq poludmoc) ST T+U ourn (T+u)1Jo 0UJI?A poTtpdn 
0111 .U 011111 OIOJOSTp 11 I UOIUOU JO JOIOOA PO11TT0M DT1d1uATS 01.11 sluosoldol (u)cA& '1.USTJEUJJOJ omTl-oloJosTp 0111 U!Sfl 
'p (qg) 
'p (ig) '(uonau .Xuiuun'i't tp sgg'g = 1) '(r — = --—-- 
148
icq possoidxo s U01J0th0U 
JOU!T II pounqo q iico uoisuidxo put rnots 'uoioi nq 'uojsuii Ajuo ou 'ods pi uj poipom uopqonoo oip U! OUJUSS1 UOTOW piii U1fl J11WJ 'ponqmsip AJJEUi Si ods uoionorn qoio ui AIIOOjOA Ofl 'pOiW usid oi uj 
s1uuuJdx AId J1UUOU in OAOUJO1 oq Ajisi uio uoidmnssi sup pui 'puijoun diqsuouiqj odijs 
si doj o qnouo uoqs s pui ' uoMoq poud own '-p wi-p arnsu o OARtj O ioqwnu OjOTURd o spuodsoiioo ojui SJRJ 0q2 wp z oqmnu oJDTpid o spuodsuoo jui wrnpui p ' quinu ojoid si poujop Si 
sIwu1s o1p Jo XOUOA 1fl S1 tJOflS 'SJ111 UAT ATq poujop s X1JA 'p'o jo iqwnu otjj o oJnj UT UMOtJS si ojuip onb!un 1 OT pO1DUUOD q uio sjDiUEd uj1ATnb ojj sioupid ni Ajiupi o Asi Si 'ods ipto iii sojowEd UOIATflbO onp 
icJ1To am oiop sy poun?qo oq uio 1ods uoiionui stj jo 1UOUJAOUJ OTJ '1 pui ' OUJ1 sjop.nd ooai osop jo J0TAI?tJoq 1p u)pJ J1Jv ods ipi ui '( ' 'T = ) ' sojopiid UOJATflb ipi jo ooiq si pssodwoo uoq OArn 'sjo!Uid N 
Jo siu parndio jrrnuo op am qOUM '(N 'N ' ' ' 'T = d) ' dx sndui oip 'Aoq1 pquosp uujuo jAjj °rn 
SISATVNV MOIJ 110±1 !ATHhIllOYIV DNDDVWL MN 
iods uojionoui AJAo ui '( N) 'SJOTOA ndui N JO jrnusso uosaidoi o tt SJOOOA OOJ1 Sn M 'J1?M S!IP U •(N '• • • ' 'z 'I = d) SJOOOA ndrn oij Jo sopuEd UjEAiflb oq UsoJdoJ '( ' 'T=D ' jo SOflJ1A OSOjJ 
.pUo JJTM UOfl1JOT O1Jl 'P1TO1OJ s! UOTUSJd 1ndrn J0 ioqwnu uinwixtui pournssi p io pojsis s! (ri) uopirnb ioipi 
•OU1JTOT ojqidoooi Ut s 3 
(u) (H) 
UOtfljflOI1D JO OUOJOAUOO O1 quosop 01 UOO JOIflOUl? OUPOJ1U! UO11 
1=1 1=d 
(SI) 
icq (u)i ougop so'-j " pui 'U 'AJounU 'mipJoj1 
fl JO sJOTUJ1?fld fl UO spUocbp M JO AO1UUOO1 UTJOAUOO S UO!fldWOD oi 1flSUO U1O M1 OU JJT3S S OJOILL 
MII 0UJAUOD () 
pOAJOS AJOSIM SI tuojqoid oq srnjj oloz o OSIOJOOp JpM srnq su 'A1W1SISUO0 UTUUTM SJ UOJflOU 0111 
U1 SJO100A 111dm jo dnoi 11 01111 0AOUJ OAI11J S11T0M SU0JU0U 0141 OOU() mM 01 oJqll oq flJM 41 111114 Os 1JflOU0 0J11J ouJ000q 
AJJlmUoAo JJTM srnq S4T 'UOflI4OdUJOO 11 SUIM JOAOU UOJflOU Il F 11U[1 UMO14S oq UID 1i '(q 'ii) sUoT4Imbo 0d .0 = . OSJMJO141O 'U014140du100 0144 SifiM [UO14M I 
= 
')IJOM1OU o1J1 1UOJJ lndlnO 01fl ST 'I U11111 SSOI Ai11J1J5 OUJIIA OAl4iSOd 11 51 3 01014M 
(zi) '(zXol — = q (i 
z i) ' (u)fC(j — Lr) + (u)z3 = (1+ u)z 
[US11 01S0flS 
SJ UJJOJ 0141 U014111141S UOI4J4OdUJOD 0141 01 UTpJO00E 0flJ11A UMO 541 S0UE140 140U4M q JO UJJOJ OAJldllpll 1111 0s001J0 11110 0 
OflJllA OAI4ISOd 11 SI 11 UL1 S111 0141 Si q 
(11) = I 'N'''[ = d) (q_ft_dx)ugu1 =(x)i 
149
'iv) ' uooos Ut pOUOTflIOUJ O1flOW IT1 fl!M • SJIthOflJflOO JOp 1J1TM ipo ' pUR 'ZH 'TH sjopiid UOjAflbO oip put Z 1? soioTnd oT1ipuAs s&oijs i nij • ' - pouod um UpM UOJSU1J2 JO UflOUJl JJ1UJS R S)P1JOpUfl MOjJ OTjJ 
sojoiid UOJtATflbO pojpo-os op an y pui y 'Jy .uupTiop ios ATq puiqo s OT J1!d •(i ') 1ods uojonouj siuii ojorjnd ooipuATs ponqsTp AjuiopTnu op SMOJS q OJfl!d pozjiui JOpJ11J oq OT pJOJ 
MOjJ JO UOTOJ l s1uosoJdJ i onj .jjos MOJJ OJT JO uotiiojduioo oip IpTM uixau flO1pTM poipui mo jo sd2s oTsiq oip MOJS O SJTJ pOSSflOS!p oq JJTM UOiOJ pTiJ pUl? UOWJSU1U U13SUOO St 1OflS 'SOSO OTdUJ!S pO1OtLrlSUOD uooq OAIq sIopiid 
orioinuics poTnqusTp ATjuiopuii uuoo 1jOJM SMOjJ pipuiis UJOS 'pOiflow S1fl AJpA o ipio uj 
NOI1V'IfflATIS 1V3III11\Tf1N ME NOIIVDkIDIEA t 
•1c1M SRJ UT flO JJJJ 1cII1o!11iT1Ton1 
1+? oq hiM AOTfl Os 'uoioduioo ip uii JAOU JJ!M sJx!d .souisp op srnjuo ' 
______ 
'iooij usp p osrrnooq isop ccz 
OUulD sooU1Ts!p !°'T1 'pUiq JOtflO p UO (dj jo OflA JJEWS pTM) sjxTd )jJ1p JOJ PX!d in ioj JIT 5! JO OflIA o1Tl oDUs :ijithoiunoo np si ui pooops oq o iois s pxid iij i si (8T) uoinb punpq uiuiom jioTsAiTd °u. 
I + dj (si) . (ccz 5 dJ 5 0 'Z'[ = I N'"''[ = d) ' (r _dx) ccz = (x) 
s1 uJJOJ pJTOM UT UUM-J oq UlO () UOfl1flbO jo oinpoooid uojuduioo jj d qmnu pxTd Jo OJ135 AIJ JO OUJ1A Olfl 5R OUTJp ST d1 •UJ55OOJdOJd £iRuTq op flOflTM Apoonp psn q uio omT iuo qi 'A!UUJOT1? Ut sy 
p0qS0fl 1p jo ooqo ponoo i ATq pounum 
°rn T!1TM 'poonpoi oq uio )JJOM uojnojio o1p 'AT1M snfl uj poiaj1 s OflIA pjojsaap oip Jr paurnp oq 
uiz (sioxjd iq) sndrn jo oqmnu oJj punoJ)p1q s1 'puij Jpo uo 'ow sjoxid pijq OI!IIM 'Ui JOJ1 JAIdOS O1J o sndui oqi '! '5OJOT1J1d JO 51?UJT 51? iiOJ am sjoxld uq oqj (op?os ATiu qjO) pjqs pu!551? q jjJM 5Jq2O OIJqM 
(ojl?Ds A1?i pçç) qM si? puiss q JJTM pjoqsari otp puoAoq xopuT qq osoqM pxid 1pt? U? OflJi?A O14J SO1?UJ! AJI?UTq ow mqj ssoood o posn ATjdms 
si pjoqsaap usJsuoo y uopq am sOmi arnsodx-juis OM 'suiiqidx uuflçj 
Efl p E&t 14t o 0 1 0 
IEfl 0 0 0 1 
q zt Uft 0 0 1 0 (LI) 
'fl V 0 0 1ft 0 1 
Ufl Ofl 1j4 1[4 0 0 1 0 
Tin ron o 0 "a 0 1 
ATq pijnojiio oq uio 'p prn o 'q '1? 'EOn 'tofl 'J '(ci) uoT1?nbo UT SUMOUJUU oqj 
( i) '( ' 'i = 1) ' (rj)r I (j)ft = 
q ppqnoj1?o AjckuTs ST i U1? '&& 0p14J1?d luop?Arnbo jo cTTooja oqi si (fn 'TIn) = 1n OJOqM 
(qci) + rr + on = irn 
(1?cI) ' (''r = 0 ' +rfatv+ron rIn 
150
B 1), (A2, B2), (A3, B3) are coded as partners. Flow characteristics in this small interrogation spot (i, j)can be obtained by
tracking these three pairs. The velocities of particles in this spot can be interpolated by equation (15). Figure 3b shows
velocity vectors of every particle in the spot.
Figure 3a. Particle images at t1 (solid)
and at t2 (hollow)
Figure 3b. Velocity vectors
The second example is designed to test its capability to deal with rigid rotation of any interrogation spot (i, j). It is
assumed that there is a 15° counter-clockwise rotation around left lower corner of spot (i, j). Figure 4a shows its important
feature map obtained by the SOFM algorithm, while Figure 4b shows particle velocity vectors of the same spot by particle
tracking and then interpolating.
Figure 4a. 15° counter-clockwise
rotation at spot (i, J)
Figure 4b. Velocity vectors of the
same spot
Lost particle pairs are the major source of noise in the SOFM. Interrogation spots are defined in a static coordinate,
namely, the boundary of each spot does not move with the flow. Due to this reason, the particles close to the spot boundary at
ti may leave their own spot at t2. In the same way, new particles may come into this spot. Unexpected three-dimensional
movement ofthe flow is another reason for particles to "appear" and "disappear". By wisely choosing the location and size of
interrogation spots, the mismatch due to particles' boundary crossing can be effectively avoided but the mismatch caused by
the third directional motion will still exist. For the cross-correlation technique, the number of correct vectors reduces
dramatically by lost pairs, resulting in a large number of erroneous vectors. We are also eager to know the mismatching
tolerance of the present method. The explicit theoretical conclusion for this question is not yet available, but we can get some
useful conclusion depending on the statistical nature of the method. If the number of presentation to the SOFM algorithm is
high enough, the divergence of the present method is linearly proportional to the noise rate. This result is further proved by
processing a flow with numerically simulated particles. The noise rate can be controlled in this case.
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Figure 5a. Same motion as shown in Figure 3, but
with added noise represented by "p'
Figure 5b. Velocity vectors
Figure 5 shows the same interrogation spot as in Figure 3, but there is 10% noise. '*' represents particles without
partners. The results show that the displacement divergence is around 7% for U.
Before this present method is used for any real flow image, a slightly complicated flow which has a known flow pattern is
analyzed in order to further prove the validation of this algorithm. It is the flow between two cylinders. The inner cylinder is
rotating while the outer cylinder is fixed. We analyze a part of the flow field, a square region, as shown in Figure 6a. We
divide this region into 49 interrogation spots and use the SOFM algorithm for each spot. By following the same steps
illustrated before, its feature map is first found by the SOFM in each spot, the velocity vectors of all particles in the region are
also obtained, as shown in Figure 6c.
Figure 6a. Flow between two cylinders Figure 6b. Numerical simulated particles
The velocity distribution in the whole region can be interpolated as shown in Figure 6d. In the current computer program,
we have not designed any wise spot to avoid particles' boundary crossing, namely, lost particle pairs. In order to manipulate
the validation of input data, noise rate has been checked in each spot before the SOFM algorithm being used. The calculation
is given up in certain spot if its noise rate is higher than a selected threshold. It may be noticed that there are some empty
spots in Figure 6c. One of the reason is that there are less than three particles in this spot so that three equivalent particles
cannot be constructed. The other is that the noise rate is higher than the threshold. The final velocities in this kind of spots
are obtained by interpolating the values of their neighbors.
• 0 *
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Figure 6c. Velocity vector of each particle Figure 6d. Velocity distribution interpolated
from Figure 6c
5. EXAMPLE
Flow passing a cavity is used as an example here. In the competition procedure in the SOFM algorithm, we can deal with
either a binary image by the normal competition procedure described by equation (3), or an original gray scale image by
equation (15). Figure 7a is the binary picture while velocity vectors obtained by the SOFM algorithm are shown in Figure 7b.
bottom of cavity
Figure 7a. Binary picture Figure 7b. Flow velocity vectors in the cavity
6. CONCLUSIONS
An intelligent tracking algorithm based on the self-organized feature map (SOFM) for particle image velocimetry has been
proposed. In addition to its clear theoretical explanation, the method has been verified by real and numerically simulated
images. The essence of this method is to apply the SOFM algorithm to compress many particles in each interrogation spot
into three coded equivalent particles. The classical particle tracking technique is used to find the velocities of those
equivalent particles, then velocity distribution in each interrogation spot can be obtained by interpolation. The following
conclusions can be made for this method:
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(1) The velocity in each interrogation spot is assumed to be linear instead of constant. In the correlation method, only rigid
translation is assumed for each spot. Hence, much smaller interrogation spots must be used to achieve a reasonable
accuracy in the region where the flow is turbulent, rotational or reversing. The calculation becomes tedious.
(2) There is no special requirement on particle number in each spot as long as its particle number is more than 3.
(3) The SOFM is a parallel algorithm in nature. It may be used for real-time, on-line PIV analysis by parallel processors.
(4) Data divergence on input noise rate is proved to be moderate by numerical simulation.
(5) Its usage is not limited to PIV. It can also be used to determine the movement of any moving bodies. Its accuracy can be
adjusted by changing the time interval oftwo images.
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