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Re´sume´
On commence par pre´senter une me´thode de re´solution d’une famille de syste`mes fuchsiens
d’ope´rateurs de pseudo-de´rivations associe´es a` une famille a` deux parame`tres d’homographies
qui unifie et ge´ne´ralise les cas connus des syste`mes diffe´rentiels, aux diffe´rences ou aux q-
diffe´rences. Nous traitons ensuite dans cette famille des proble`mes de confluence que l’on
peut voir comme des proble`mes de continuite´ en ces deux parame`tres.
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1 Introduction
1.1 Proble`matique
L’e´tude locale des trois types de syste`mes line´aires suivants :
1. diffe´rentiel : Y ′(x) = A(x)Y (x),
2. aux q-diffe´rences : Y (qx) = A(x)Y (x), ou` q est un nombre complexe non nul de module
diffe´rent de 1,
3. aux diffe´rences : Y (x − 1) = A(x)Y (x),
ou` x est une variable complexe et A(x) une matrice de fonctions, fait apparaˆıtre de grandes
similitudes. Nous nous restreindrons dans ce qui suit a` l’e´tude locale de ces syste`mes au
voisinage de l’infini qui est le seul point fixe, sur la sphe`re de Riemann, de la translation
x 7→ x− 1 et l’un des deux points fixes de l’homographie x 7→ qx.
Une matrice T (x) inversible au voisinage de l’infini de´finit une « transformation de jauge »,
c’est-a`-dire associe a` la matrice A(x) la matrice B(x) du syste`me que ve´rifieX(x) = T (x)Y (x)
lorsque Y (x) ve´rifie le syste`me de matrice A(x). On a :
1. B(x) = T (x)−1A(x)T (x)− T (x)−1T ′(x) dans le cas diffe´rentiel,
2. B(x) = T (qx)−1A(x)T (x) dans le cas des q-diffe´rences,
3. B(x) = T (x− 1)−1A(x)T (x) dans le cas des diffe´rences.
Enonc¸ons quelques re´sultats sous une forme faisant ressortir le paralle´lisme.
1. Supposons que A(x) est la somme d’une se´rie
∑
s≥0Asx
−s−1, a` coefficients dans l’anneau
Mn(C) des matrices constantes de dimension n × n, convergente dans un voisinage de
l’infini. Le syste`me diffe´rentiel de matrice A(x) est fuchsien. Il est en outre non re´sonnant
si deux valeurs propres distinctes de la matrice A0 ont une diffe´rence non entie`re. Dans
ce cas, il existe une (unique) transformation de jauge tangente a` l’identite´ donne´e par
une se´rie :
T (x) = I +
∑
s≥1
Tsx
−s
convergente au voisinage de l’infini, telle que B(x) = A0x
−1.
2. Supposons que A(x) est la somme d’une se´rie
∑
s≥0 Asx
−s, a` coefficients dans l’anneau
Mn(C) des matrices constantes de dimension n × n, convergente dans un voisinage de
l’infini, avec A0 inversible. Le syste`me aux q-diffe´rences de matrice A(x) est fuchsien. Il
est non re´sonnant si deux valeurs propres distinctes de A0 ne sont pas congrues modulo
qZ et dans ce cas une (unique) transformation de jauge tangente a` l’identite´ le transforme
en le syste`me de matrice constante A0, (voir [12] p. 1033 ou` le proble`me est traite´ au
voisinage de 0 ; on s’y rame`ne par le changement de variable x← 1/x).
3. Afin d’obtenir des re´sultats analogues pour les syte`mes aux diffe´rences il convient de
remplacer les se´ries de puissances par les « se´ries de factorielles ». On suppose A(x) =
I+
∑
s≥0
As
1
x(x+ 1) · · · (x+ s)
. Le domaine naturel de convergence d’une telle se´rie est un
demi-plan vertical ℜx≫ 0 que l’on peut conside´rer comme un voisinage de +∞. Comme
dans le cas diffe´rentiel, le syste`me est dit non re´sonnant si deux valeurs propres distinctes
de A0 ne sont pas congrues modulo Z. Dans ce cas il existe une (unique) transformation
de jauge tangente a` l’identite´ donne´e par une se´rie de factorielles convergente T (x) =
2
I+
∑
s≥0
Ts
1
x(x + 1) · · · (x+ s)
telle que B(x) = I− A0
x−1 . Remarquons que le syste`me aux
diffe´rences de´fini par B(x) peut s’e´crire :
(x− 1)[Y (x) − Y (x− 1)] = A0Y (x).
Dans chaque cas, re´soudre le syte`me revient alors a` re´soudre un syste`me a` coefficients con-
stants, ce qui se fait en re´duisant cette matrice sous forme normale de Jordan puis en intro-
duisant une famille de « caracte`res » et de « logarithmes » adapte´s a` chaque cas.
Par ailleurs ces trois familles de syste`mes sont relie´es entre elles par des proprie´te´s de
« confluence ». En effet en notant σq (resp. τh) l’ope´rateur agissant sur une fonction f par
σqf(x) = f(qx) (resp. τhf(x) = f(x+ h)), on a :
lim
q→1
σq − id
(q − 1)x
=
d
dx
et :
lim
h→0
τh − id
h
=
d
dx
.
L’e´tude de ces confluences, en liaison avec la the´orie de Galois, a e´te´ mene´e re´cemment par
J. Sauloy ([12]) pour la premie`re famille et par le second auteur ([8]) pour la seconde. Ces
deux auteurs montrent comment re´aliser les deux e´tapes (transformation de jauge pour se
ramener au cas constant et de´termination d’un syste`me fondamental de solutions dans le cas
constant) d’une fac¸on suffisamment canonique pour qu’un passage a` la limite soit possible.
Dans le premier cas le parame`tre complexe q est de module strictement plus grand que 1 et
tend vers 1 sur une spirale logarithmique : q = qε0 ou` |q0| > 1 et ε est un re´el positif que l’on
fait tendre vers 0. Dans le second cas h est re´el positif et tend vers 0.
Un autre type de confluence a e´te´ conside´re´ par le premier auteur dans [3] : on part de la famille
d’ope´rateurs de´finis par σq,1f(x) = f(qx + 1), et on e´tudie la convergence limq→1 σq,1 = τ1
note´e τ . Il s’agit cette fois d’un phe´nome`ne de confluence d’ope´rateurs associe´s a` une famille
d’homographies a` deux points fixes confluant vers une homographie a` un point fixe. Rap-
pelons le fait bien connu que tout syste`me Y (ψ(x)) = A(x)Y (x) ou` ψ est une homographie
de la sphe`re de Riemann distincte de l’identite´, se rame`ne par changement de variable ho-
mographique soit a` un syste`me aux q-diffe´rences (si ψ a deux points fixes) soit a` un syste`me
aux diffe´rences (si ψ a un point fixe). Ainsi le syste`me Y (qx + 1) = Aq(x)Y (x) devient un
syste`me aux q-diffe´rences si on effectue le changement de variable x 7→ (q−1)x+1. Au niveau
de l’ope´rateur, la confluence pre´ce´dente est seulement une spe´cialisation en q = 1, mais cette
spe´cialisation n’est pas possible dans les solutions obtenues par le changement de variable
indique´. Dans l’article cite´ l’e´tude de cette confluence est faite en remarquant qu’il est pos-
sible d’exprimer toute se´rie convergente a` l’infini en une se´rie de la forme a0 +
∑
s≥1
as
(x; q)s
ou` (x; q)s =
∏s−1
j=0(1 − q
jx) (voir [2] p. 344). En supposant que q est re´el et tend vers 1 par
valeurs supe´rieures, on montre dans [3] qu’apre`s une telle e´criture suivie du changement de
variable indique´, les solutions obtenues tendent vers celles du syste`me aux diffe´rences limite.
Dans le pre´sent travail nous ge´ne´ralisons et unifions ces trois articles en conside´rant une
famille de syste`mes associe´s a` la famille d’ope´rateurs σq,hf(x) = f(qx + h). Nous montrons
qu’il est possible, sous certaines hypothe`ses, de de´finir une solution canonique pour le syste`me :
Y (qx+ h) = A(q,h)(x)Y (x).
Celle-ci est obtenue en re´solvant chaque syste`me de la famille en les deux e´tapes indique´es :
par une transformation de jauge tangente a` l’identite´ de´finie par une se´rie approprie´e (se´ries
de (q, h)-factorielles) convergente dans un domaine convenable, on se rame`ne au cas d’un
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syste`me a` coefficients constants que l’on re´sout a` l’aide d’une famille adapte´e de fonctions.
De plus ces deux e´tapes sont mene´es en controˆlant la de´pendance en (q, h). Cette e´tude
aboutit au re´sultat e´nonce´ dans le The´ore`me 1, section 1.3. Ensuite on e´tudie les trois types
de confluence : (q, h) → (q0, 0) (q0 > 1), (q, h) → (1, h0) (h0 > 0) et (q, h) → (1, 0). Les
conclusions obtenues sont l’objet du The´ore`me 2, section 1.3.
Indiquons le plan de l’article. Apre`s avoir donne´ les de´finitions et notations utiles, nous
e´nonc¸ons les deux the´ore`mes principaux de notre article. Un premier paragraphe e´tudie les
se´ries de (q, h)-fractorielles. Chacun des deux paragraphes suivants est consacre´ a` la preuve
de l’un des the´ore`mes.
1.2 Notations
Dans tout ce travail q est un re´el supe´rieur ou e´gal a` 1 dont l’inverse est note´ p et h est
un re´el positif ou nul.
Rappelons, pour q 6= 1 et λ ∈ C, la notation de Jackson :
[λ]q =
qλ − 1
q − 1
que l’on e´tend au cas q = 1 par [λ]1 = λ. On pose :
h
[λ]
q
= h[λ]q.
On note Q = ] 1,+∞ [× ] 0,+∞ [, Q+ = [ 1,+∞ [× [ 0,+∞ [ et Q∗ = Q+ \ {(1, 0)}.
Pour (q, h) ∈ Q+ et s ∈ N∗, nous introduisons la fraction rationnelle suivante :
x
−
h
[s]
q =
1
x(qx+
h
[1]
q
) · · · (qs−1x+
h
[s− 1]
q
)
.
On e´crit aussi x
−
h
[0]
q = 1 et on abre`ge x
−
1
[s]
q en x−[s]q et x
−
1
[s]
1 en x−[s]. Remarquons que
x
−
0
[s]
q = q−
s(s−1)
2 x−s.
Afin de faire ressortir les analogies mentionne´es dans l’introduction, si (q, h) 6= (1, 0), il
sera utile de remplacer l’ope´rateur σq,h par la pseudo-de´rivation :
∆q,h =
σ−1q,h − id
σ−1q,h(x)− x
=
σp,−ph − id
(p− 1)x− ph
.
Cet ope´rateur ve´rifie la « formule de Leibniz » suivante :
∆q,h(fg)(x) = σp,−phf(x)∆q,hg(x) + g(x)∆q,hf(x)
= σp,−phg(x)∆q,hf(x) + f(x)∆q,hg(x).
L’analogue de l’ope´rateur « fuchsien » x d
dx
est alors l’ope´rateur :
pδh = p(x− h)∆q,h.
On convient naturellement que 1δ0 = x
d
dx
. Le re´sultat suivant est une ge´ne´ralisation imme´diate
de la Proposition 1.1 de [2] .
Lemme 1. La fraction rationnelle x
−
h
[s]
q est un vecteur propre de pδh pour la valeur propre
−[s]q.
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Nous envisageons dans ce travail des familles de syste`mes aux (q, h)-diffe´rences :
pδhY (x) = A
(q,h)(x)Y (x), (q, h) ∈ Λ ⊂ Q+ (1)
ou` A(q,h)(x) est une se´rie de la forme :
A(q,h)(x) =
+∞∑
s=0
A(q,h)s x
−
h
[s]
q
avec A
(q,h)
s ∈ Mn(C). De telles se´ries sont appele´es se´ries de (q, h)-factorielles formelles a`
coefficients dans Mn(C).
Des conditions suffisantes de convergence de ces se´ries sont donne´es au paragraphe 2 et
rendront naturelles les de´finitions qui suivent.
Pour λ, x ∈ C, la signification habituelle de l’expression |x − h1−q | > |λ −
h
1−q | lorsque
(q, h) ∈ Q est prolonge´e a` Q+ en convenant qu’elle signifie ℜ(x) > ℜ(λ) si q = 1, h > 0 et
|x| > |λ| si h = 0. Pour λ ∈ C, on note :
V (q,h)(λ) =
{
x ∈ C |
∣∣∣∣x− h1− q
∣∣∣∣ > ∣∣∣∣λ− h1− q
∣∣∣∣} .
Notons que la famille
(
V (q,h)(λ)
)
λ∈R+
constitue un syste`me fondamental de voisinages de ∞
sauf si h 6= 0 et q = 1 ou` il s’agit de voisinages de +∞.
On suppose choisies une norme note´e ‖ · ‖ sur Mn(C) et une norme | · | sur C
n telles que
si A ∈ Mn(C) et X ∈ C
n, on ait |AX | ≤ ‖A‖ |X |. Par commodite´ on supposera aussi que
‖I‖ = 1, si I de´signe la matrice identite´.
La de´finition suivante fixe le cadre technique dans lequel nous nous placerons.
De´finition 1. Soient C et λ deux re´els positifs et Λ ⊂ Q+. Une famille de matrices
(
A(q,h)(x)
)
(q,h)∈Λ
est dite fuchsienne (C, λ) sur Λ si, pour tout (q, h) ∈ Λ, la matrice A(q,h)(x) est une se´rie de
(q, h)-factorielles a` coefficients dans Mn(C) :
A(q,h)(x) =
∑
s≥0
A(q,h)s x
−
h
[s]
q
et si, pour tout s ≥ 1 :
‖A(q,h)s ‖ ≤ Cq
s−1
(
λ
−
h
[s−1]
q
)−1
.
Une famille de syste`mes (1) est dite fuchsienne (C, λ) sur Λ si :
1. pour tout (q, h) ∈ Λ, la matrice I + (1− q)A
(q,h)
0 est inversible,
2. la famille de matrices
(
A(q,h)(x)
)
(q,h)∈Λ
est fuchsienne (C, λ) sur Λ.
Elle est dite non re´sonnante si, pour toute valeur propre c de A
(q,h)
0 , q
sc − [s]q n’est valeur
propre de A
(q,h)
0 pour aucun entier s 6= 0.
En particulier, chaque syste`me d’une telle famille fuchsienne est fuchsien dans les sens
classiques : lorsque h = 0, la de´finition co¨ıncide avec celle de syste`me fuchsien en ∞ au sens
habituel et lorsque q = h = 1 c’est la de´finition d’un syste`me de premie`re espe`ce en +∞ de
[6].
Notons que la condition d’inversibilite´ de la matrice I+(1− q)A
(q,h)
0 assure que la matrice
du syste`me (1) e´crit sous la forme Y (qx+h) = B(x)Y (x) est inversible, en accord avec le fait
que σq,h est un automorphisme. Elle est e´videmment re´alise´e si q = 1.
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Remarquons que la condition de non-re´sonnance ne fait pas intervenir la valeur de h.
Lorsque q = 1, c’est la condition classique : deux valeurs propres distinctes ne diffe´rent pas
d’un entier non nul. Lorsque q > 1, en remarquant que pour c˜ ∈ C, qs[c˜]q + [s]q = [s+ c˜]q, on
voit qu’en notant les valeurs propres de A
(q,h)
0 sous la forme c = −[−c˜]q, ce qui est licite vue
la condition d’inversibilite´ indique´e, la non-re´sonnance e´quivaut a` ce que c˜ et d˜ ne sont pas
congrus modulo Z lorsque c˜ 6= d˜. On retrouve bien la condition de non-re´sonnance rappele´e
plus haut.
Nous terminons cette section en introduisant la famille de fonctions que nous utiliserons
pour re´soudre les syste`mes a` matrice constante.
Pour tout x ∈ C, si s ∈ N∗, on pose (x; p)s =
∏s−1
j=0(1− p
jx) et on de´finit
(x; p)∞ = lim
s→∞
(x; p)s.
Nous utiliserons aussi la fonction theta de Jacobi suivante dont les proprie´te´s de base sont
rappele´es en 3.1.1 :
Θq(x) =
∑
n∈Z
(−1)nq−
n(n−1)
2 xn.
Pour α ∈ C∗, on note Θq,α(x) = Θq(α
−1x).
Nous noterons Γ la fonction Gamma d’Euler.
De´finition 2. Pour (q, h) ∈ Q+ et c ∈ C, on note e
(q,h)
c (x) la fonction :
e(q,h)c (x) =

(
h
1− p
)c ((1 − p)x
h
+ p; p)∞
(pc((1 − p)x
h
+ p); p)∞
si q > 1, h > 0
hc
Γ(1 + c− x
h
)
Γ(1− x
h
)
si q = 1, h > 0
Θq(x)
Θq,qc(x)
si q > 1, h = 0
(−x)c si (q, h) = (1, 0)
Dans le dernier cas, on suppose fixe´e une de´termination du logarithme et on abre`ge e
(1,0)
c en
ec.
Pour tout entier k ≥ 0, on pose :
ℓ
(q,h)
c,k (x) =
1
k!
∂k
∂ck
e(q,h)c (x).
Soient r ≥ 1 un entier et Ei,j la matrice carre´e e´le´mentaire de dimension r dont tous
les e´le´ments sont nuls sauf celui situe´ sur la ligne i et la colonne j qui vaut 1. On note
Nr =
r−1∑
i=1
Ei,i+1. Pour c ∈ C et (q, h) ∈ Q
+, on de´finit les matrices r × r :
L(q,h)c,r (x) =
r−1∑
j=0
ℓ
(q,h)
c,j (x)N
j
r
et :
A(q,h)c,r = −[−c]qIr +
q−c
1− q
(q−Nr − Ir)
Soient r1, · · · , rm des entiers strictement positifs de somme n et c1, · · · , cm des nombres
complexes, on note :
J
(q,h)
0 = diag (A
(q,h)
c1,r1
, · · · , A(q,h)cm,rm).
Soit P une matrice constante inversible et A
(q,h)
0 = PJ
(q,h)
0 P
−1.
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De´finition 3. Avec les notations pre´ce´dentes, on de´finit les matrices n× n :
E
J
(q,h)
0
(x) = diag (L(q,h)c1,r1(x), · · · ,L
(q,h)
cm,rm
(x))
et :
E
A
(q,h)
0
(x) = PE
J
(q,h)
0
(x)P−1.
1.3 Les deux the´ore`mes.
Une transformation de jauge de matrice F (x) transforme le syste`me pδhY (x) = A(x)Y (x)
en le syste`me de matrice :
AF (x) = F (px− ph)−1[A(x)F (x) − pδhF (x)].
Il s’agit de la matrice codant le syste`me obtenu a` partir de pδhY (x) = A(x)Y (x) par le
changement de fonction inconnue X(x) = F (x)Y (x). Nous utiliserons des transformations de
jauges de´veloppables en se´ries de (q, h)-factorielles tangentes a` l’identite´, c’est-a` dire de la
forme :
F (q,h)(x) = I +
∑
s≥1
F (q,h)s x
−
h
[s]
q.
E´nonc¸ons le premier de nos deux re´sultats principaux.
The´ore`me 1. Soit Λ une partie borne´e de Q+. Soit une famille fuchsienne non re´sonnante
(C, λ) sur Λ de syste`mes (1) ou` :
A(q,h)(x) =
∑
s≥0
A(q,h)s x
−
h
[s]
q.
On suppose que, pour tout (q, h) ∈ Λ, il existe P (q,h) ∈ Gln(C) telle que :
P (q,h)J
(q,h)
0 = A
(q,h)
0 P
(q,h)
ou` :
J
(q,h)
0 = diag (A
(q,h)
c1,r1
, · · · , A(q,h)cm,rm)
avec c1, · · · , cm des nombres complexes ve´rifiant ci− cj 6∈ Z
∗ et r1, · · · , rm des entiers stricte-
ment positifs tels que r1 + · · ·+ rm = n. Si les familles
(
P (q,h)
)
(q,h)∈Λ
et
((
P (q,h)
)−1)
(q,h)∈Λ
sont borne´es, alors :
1. pour tout (q, h) ∈ Λ, il existe une unique transformation de jauge formelle tangente a`
l’identite´ F (q,h)(x), de´finie par une se´rie de (q, h)-factorielles de terme constant I, telle
que
(
A(q,h)
)F (q,h)
(x) = A
(q,h)
0 ,
2. il existe (C′, λ′) tels que la famille
(
F (q,h)(x)
)
(q,h)∈Λ
est fuchsienne (C′, λ′),
3. les deux proprie´te´s suivantes sont satisfaites :
(a) pour toute matrice P ∈ Gln(C), F
(q,h)(x)PE
J
(q,h)
0
(x) est une matrice fondamentale
de solutions dans V (q,h)(λ′) du syste`me (1) si et seulement si PJ
(q,h)
0 = A
(q,h)
0 P ,
(b) la matrice :
X (q,h)can (x) = F
(q,h)(x)E
A
(q,h)
0
(x)
est, dans V (q,h)(λ′), une matrice fondamentale de solutions de (1), inde´pendante
du choix de la matrice P conjuguant A
(q,h)
0 a` sa forme normale.
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De´finition 4. La famille de matrices
(
X
(q,h)
can (x)
)
(q,h)∈Λ
de´finie dans le the´ore`me pre´ce´dent
est appele´e solution canonique de la famille (1).
Avant d’e´noncer des proprie´te´s de confluence pour les fonctions, de´crivons le comportement
de leurs domaines de de´finition. Pour λ > 0 fixe´, la famille V (q,h)(λ) ve´rifie les proprie´te´s
suivantes de continuite´ en un point du bord de Q+ :
1. Pour q0 > 1 fixe´, la famille V
(q0,h)(λ) croˆıt lorsque h ↓ 0 et
⋃
h>0
V (q0,h)(λ) = {|x| > λ} =
V (q0,0)(λ). Notons que cette limite est inde´pendante de q0 > 1 et que le re´sultat est
valable si (q, h)→ (q0, 0) avec q0 > 1.
2. Pour h0 > 0 fixe´, la famille V
(q,h0)(λ) de´croˆıt lorsque q ↓ 1 et
⋂
q>1
V (q,h0)(λ) = {ℜx >
λ} = V (1,h0)(λ). Cette fois encore le re´sultat persiste si (q, h)→ (1, h0) avec h0 > 0.
3. La famille V (q,h)(λ) de´croˆıt avec h
q−1 . Chaque V
(q,h)(λ) contient le demi-plan ℜx > λ.
Si Λ′ ⊂ Λ, l’intersection des V (q,h)(λ) pour (q, h) ∈ Λ′ est un voisinage de ∞ si et
seulement si la famille
(
h
q−1
)
(q,h)∈Λ′
est borne´e. Lorsqu’on fait l’hypothe`se suivante :
(H) (q, h)→ (1, 0) de sorte que
h
q − 1
→ ℓ
ou` ℓ ∈ [ 0,+∞ ], alors V (q,h)(λ) a pour limite {|x+ ℓ| > λ+ ℓ} si ℓ est fini et {ℜx > λ}
si ℓ = +∞. On note Vℓ(λ) ce domaine limite.
Nous e´tudierons la confluence des solutions (i.e. la continuite´ en les parame`tres (q, h))
dans les trois cas suivants :
C1 (q, h) tend vers (q0, 0) avec q0 > 1,
C2 (q, h) tend vers (1, h0) avec h0 > 0,
C3 (q, h) tend vers (1, 0) et l’hypothe`se H est satisfaite.
E´nonc¸ons le deuxie`me re´sultat principal de cet article.
The´ore`me 2. Soit une famille (1) ve´rifiant les hypothe`ses du the´ore`me 1 dont on reprend
les notations. Soit (q0, h0) ∈ Λ ∩ ∂Q
+. On suppose que :
1. pour tout s ≥ 0, A
(q,h)
s a une limite As lorsque (q, h) ∈ Λ tend vers (q0, h0) de telle
sorte que l’on soit dans l’une des situations C1, C2 ou C3 et, dans ce dernier cas, on
suppose ℓ ∈ R+∗,
2. il existe des matrices de conjugaison P (q,h) telles que, quand (q, h) → (q0, h0), P
(q,h)
converge vers une matrice conjuguant A
(q0,h0)
0 a` J
(q0,h0)
0 .
Alors :
1. la se´rie de (q0, h0)-factorielles :
A(x) =
∑
s≥0
Asx
−
h0
[s]
q0
converge
– dans V (q0,h0)(λ) dans les cas C1 et C2,
– dans Vℓ(λ) dans le cas C3,
2. si le syste`me aux (q0, h0)-diffe´rences de´fini par A(x) est fuchsien et non re´sonnant, alors
C1 en posant hn = (1 − p0)p
n
0 , la suite
(
X
(q0,hn)
can (x)
)
n≥0
converge vers X
(q0,0)
can (x),
uniforme´ment sur tout compact de {|x| > λ′} \ (c+ h0N
∗),
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C2 la famille X
(q,h)
can (x) tend vers X
(1,h0)
can (x), uniforme´ment sur tout compact de {ℜx >
λ′} \ (c+ h0N
∗),
C3 la famille X
(q,h)
can (x) tend vers X
(1,0)
can (x), uniforme´ment sur tout compact de Vℓ(λ
′) \
R+.
Notons que dans le cas C1 la famille des caracte`res n’admet pas de limite lorsque h tend
vers 0. En revanche, le the´ore`me 4, section 4.1 assure que cette famille est normale et donne
l’ensemble de ses valeurs d’adhe´rence.
2 Quelques proprie´te´s des se´ries de (q, h)-factorielles
Nous donnons ici quelques proprie´te´s des se´ries de (q, h)-factorielles i.e. des se´ries de la
forme
∑
s≥0 Asx
−
h
[s]
q.
2.1 Conditions suffisantes de convergence
On a de´ja` remarque´ que x
−
0
[s]
q = q−
s(s−1)
2 x−s. Les se´ries de (q, 0)-factorielles sont donc
les se´ries de puissances en x−1. Lorsqu’il n’est pas vide, leur domaine de convergence absolue
est de la forme V (q,0)(λ) pour un re´el positif λ.
Les se´ries de (1, 1)-factorielles sont les se´ries de factorielles. Leur domaine de convergence
absolue, s’il est non vide, est de la forme V (1,1)(λ) pour un re´el positif λ (voir [6] par exemple).
Enfin, les se´ries de (q, 1)-factorielles sont e´tudie´es dans [2] (p. 351) ou` elles sont appele´es
« se´ries de factorielles mixtes ». Toujours sous re´serve de converger en au moins un point,
elles convergent absolument dans un domaine V (q,1)(λ) pour un re´el positif λ.
Pour tout entier s ≥ 1 et tout h > 0 :
x
−
h
[s]
q = h−s
(x
h
)−[s]q
.
Lorsque h 6= 0, le changement de variable x 7→ x
h
transforme donc une se´rie de (q, h)-factorielles
en une se´rie de (q, 1)-factorielles. On en de´duit qu’une se´rie de (q, h)-factorielles qui converge
en un point, converge absolument dans un domaine V (q,h)(λ) pour un re´el positif λ.
Par ailleurs, il re´sulte de [6] pour les se´ries de factorielles et de [2] (Proposition 2.8) pour
les se´ries de (q, 1)-factorielles que l’on peut e´noncer le re´sultat ge´ne´ral suivant.
Proposition 1. Soit
(
A(q,h)(x)
)
(q,h)∈Λ
une famille fuchsienne (C, λ) sur Λ ⊂ Q+. Pour tout
(q, h) ∈ Λ la se´rie de (q, h)-factorielles A(q,h)(x) converge absolument dans V (q,h)(λ) et sa
somme est une fonction holomorphe.
Une fonction a a` valeurs complexes, de´finie et holomorphe sur V (q,h)(λ), est dite de´velop-
pable en se´rie de (q, h)-factorielles s’il existe une suite de nombres complexes (as)s≥0 et un
re´el λ′ > 0 tels que, pour tout x ∈ V (q,h)(λ′) :
a(x) =
+∞∑
s=0
asx
−
h
[s]
q.
Lorsqu’il existe, un tel de´veloppement est unique. L’ensemble des fonctions de´veloppables en
se´ries de (q, h)-factorielles est note´ O
(q,h)
f .
Notons qu’il s’agit d’un anneau commmutatif unitaire et inte`gre pour l’addition et la
multiplication usuelles des fonctions. De plus, l’application :
a(x) =
+∞∑
s=0
asx
−
h
[s]
q ∈ O
(q,h)
f 7→ â(x) =
+∞∑
s=0
asx
−
h
[s]
q ∈ C[[x−1]]
9
est un monomorphisme d’anneaux mais pas un e´pimorphisme.
L’exemple de base est la fonction
1
x− λ
(λ ∈ C) qui admet le de´veloppement en se´rie de
(q, h)-factorielles convergente dans V (q,h)(λ) :
1
x− λ
=
∞∑
s=1
qs−1
(
λ
−
h
[s−1]
q
)−1
x
−
h
[s]
q. (2)
Remarquons que si λ est re´el positif cette se´rie est a` coefficients re´els positifs, ce qui permet
de l’utiliser comme se´rie majorante.
2.2 Formule de translation.
La combinatoire des se´ries de factorielles (formelles) est rendue possible par l’existence
d’une « formule de translation » permettant d’exprimer une se´rie en x−[s] comme se´rie en (x+
ρ)−[s]. Un re´sultat analogue (formule d’homothe´tie) existe pour les se´ries de (q, 1)-factorielles
([2] p. 352) et le changement de variable x→ x
h
permet de l’obtenir pour les se´ries de (q, h)-
factorielles avec h > 0. On prouve en effet que, si A(x) = A0 +
∑
s≥1
Asx
−
h
[s]
q, alors :
A(px − ph) = A0 +
∑
s≥1
qs
(
As + [s− 1]!
s−1∑
k=1
hs−k
Ak
[k − 1]!
)
x
−
h
[s]
q
ou` [0]! = 1 et [j]! = j! si q = 1, [j]! =
∏j
k=1[k]q si j ≥ 1 (notation de Jackson).
Si h = 0, cette formule se ve´rifie sans recourir a` une formule de translation.
2.3 Produit
Lorsque h 6= 0, la formule de multiplication donne´e ci-dessous permet d’exprimer le produit
de deux se´ries de (q, h)-factorielles formelles comme une se´rie de meˆme nature. Ces formules
figurent dans [6] dans le cas (1, 1), dans [2] (Proposition 2.9) dans le cas (q, 1) et la formule
ci-dessous en re´sulte.
Soient A(x) =
+∞∑
s=0
Asx
−
h
[s]
q et B(x) =
+∞∑
s=0
Bsx
−
h
[s]
q deux se´ries formelles de (q, h)-
factorielles. Leur produit est la se´rie formelle :
(AB)(x) =
+∞∑
s=0
Csx
−
h
[s]
q
avec :
C0 = A0B0; Cs = A0Bs +AsB0 +
∑
(i,j,k)∈Js
hkqk+ijci,j,kAiBj , s ≥ 1
ou` :
Js = {(i, j, k) | i, j ≥ 1, k ≥ 0, i+ j + k = s}
et :
ci,j,k =
[i+ k − 1]![j + k − 1]!
[i− 1]![j − 1]![k]!
Notons que, pour tout i, j, ci,j,0 = 1 et que cette formule se simplifie en l’habituelle lorsque
h = 0.
Lorsque les se´ries A(x) et B(x) convergent, leur produit converge au moins dans le plus
petit de leurs domaines de convergence.
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2.4 Inverse
Pour les se´ries de (q, h)-factorielles a` coefficients dans C, nous ferons usage du re´sultat
suivant ([2]).
Proposition 2. Soient λ, µ des re´els positifs et a(x) = 1 −
+∞∑
s=1
asx
−
h
[s]
q une se´rie de (q, h)-
factorielles dont les coefficients sont des nombres complexes ve´rifiant |as| ≤ µq
s−1
(
λ
−
h
[s−1]
q
)−1
,
alors b = 1/a est une se´rie de (q, h)-factorielles de la forme b(x) = 1 +
+∞∑
s=1
bsx
−
h
[s]
q avec
|bs| ≤ µq
s−1
(
(λ+ µ)
−
h
[s−1]
q
)−1
.
3 Preuve du The´ore`me 1
Ce paragraphe est consacre´ a` la preuve du the´ore`me 1.
Comme indique´ plus haut, pour re´soudre un syste`me aux (q, h)-diffe´rences fuchsien, on se
rame`ne au cas constant par une transformation de jauge convenable. On e´tudie d’abord un
syste`me de matrice constante (en x) non re´sonnante, puis on montre l’existence d’une unique
transformation de jauge ramenant a` ce cas. En vue de l’e´tude ulte´rieure de la confluence, cette
deuxie`me e´tape est re´alise´e en famille (famille fuchsienne).
3.1 Cas d’une matrice constante
Re´soudre un syste`me a` matrice constante, revient a` re´soudre les deux familles d’e´quations
suivantes :
pδhy(x) = −[−c]
q
y(x) (« e´quation des caracte`res ») (3)
et :
pδhℓ
(q,h)
c,k (x) = −[−c]q
ℓ
(q,h)
c,k (x)+
k∑
j=1
(−1)j
j!
lnj q
1− q
q−cℓ
(q,h)
c,k−j(x) (« e´quation des logarithmes »).
(4)
3.1.1 Caracte`res et logarithme
Les fonctions e
(q,h)
c (x) de´finies dans l’introduction sont me´romorphes sur C lorsque (q, h) 6=
(1, 0). Rappelons quelques proprie´te´s fondamentales des fonctions spe´ciales utilise´es pour les
construire (a` savoir : la fonction Γ, le symbole de Pochhammer et la fonction Θq). La fonction
Γ est me´romorphe sur C, sans ze´ros, a` poˆles simples aux entiers ne´gatifs et ve´rifie Γ(x +
1) = xΓ(x). La fonction (x; p)∞ est entie`re, s’annule aux points q
N et ve´rifie (x; p)∞ =
(1 − x)(px; p)∞. La fonction Θq(x) est holomorphe sur C
∗ et ve´rifie Θq(qx) = qxΘq(x).
Rappelons aussi la formule du triple produit de Jacobi :
Θq(x) = (p; p)∞(x; p)∞(px
−1; p)∞
qui montre que Θq(x) a pour ensemble de ze´ros q
Z. Ces proprie´te´s permettent d’e´tablir la
proposition qui suit.
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Proposition 3. Pour (q, h) ∈ Q+ et c ∈ C, la fonction e
(q,h)
c (x) est solution de l’e´quation
des caracte`res (3). Si c = −s est un entier ne´gatif, on a :
e
(q,h)
−s (x) = (−1)
sq−sx
−
h
[s]
q.
Si c ∈ N, e
(q,h)
c (x) est un polynoˆme de degre´ c.
Enfin, si c 6∈ N et si (q, h) 6= (1, 0), les poˆles de e
(q,h)
c (x) sont simples et situe´s aux points
suivants :
(i) h[c+ N∗]q = {h[c+ n]q | n ∈ N
∗} si q > 1 et h > 0,
(ii) c+ Z si q > 1 et h = 0,
(iii) h(c+ N∗) si q = 1 et h > 0.
Remarquons que ce choix de caracte`res se spe´cialise en celui de [3] lorsque h = 1, celui
de [8] lorsque q = 1 et celui de [12] lorsque h = 0, en remarquant dans ce dernier cas que
la valeur propre est ici note´e qc. De plus, a` constante pre`s, lorsque q 6= 1 et h 6= 0, cette
solution de (3) co¨ıncide avec la solution canonique utilise´e dans [12] pour re´soudre l’e´quation
aux q-diffe´rences en t (re´gulie`re en 0) obtenue a` partir de (3) apre`s le changement de variable
t = 1 + (q − 1)x
h
.
Ces fonctions permettent, comme on le verra plus bas, de re´soudre les syste`mes a` matrice
constante semi-simple. Pour traiter le cas ge´ne´ral on s’appuie sur le re´sultat suivant qui
s’obtient par de´rivations successives par rapport a` c de (3), en convenant que, si q = 1,
ln q
q−1q
−c = 1 et, pour j ≥ 2, ln
j q
q−1 q
−c = 0.
Proposition 4. Pour tout c ∈ C et tout entier k ≥ 1, les fonctions ℓ
(q,h)
c,k (x) ve´rifient la
famille d’e´quations (4).
Si q = 1, la formule se re´duit a` la relation :
1δhℓ
(1,h)
c,k (x) = cℓ
(1,h)
c,k (x) + ℓ
(1,h)
c,k−1(x)
et la famille de solutions choisie est celle utilise´e dans [8]. La spe´cialisation h = 1 correspond
a` l’une des deux familles utilise´es dans [3] (celle note´e L˜k). La spe´cialisation h = 0, q > 1
donne une famille diffe´rente de celle utilise´e dans [12] et dont le lien avec cette autre famille
« naturelle » est e´tudie´ dans [4]. Enfin la spe´cialisation (q, h) = (1, 0) correspond a` la famille
habituelle des logarithmes puisque :
ℓ
(1,0)
c,k (x) =
lnk(−x)
k!
(−x)c.
3.1.2 Solution canonique (cas constant)
Rappelons la convention ln q
q−1q
−c = 1 si q = 1. Avec les notations de l’introduction, posons :
N˜rj =
q−c
1− q
(q−Nrj − Irj ). (5)
En remarquant que q−Nr − Ir =
r−1∑
j=1
(−1)i
lnj q
j!
N jr , on de´duit des formules (3) et (4) la propo-
sition suivante dont la preuve est laisse´e au lecteur.
Proposition 5. Pour tout r ≥ 1, la matrice r × r :
L(q,h)c,r (x) =

ℓ
(q,h)
c,0 (x) ℓ
(q,h)
c,1 (x) ℓ
(q,h)
c,2 (x) · · · ℓ
(q,h)
c,r−1(x)
0 ℓ
(q,h)
c,0 (x) ℓ
(q,h)
c,1 (x) · · · ℓ
(q,h)
c,r−2(x)
...
...
. . .
...
0 · · · 0 ℓ
(q,h)
c,0 (x)

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est un syste`me fondamental de solutions du syste`me de dimension r :
pδhY (x) = A
(q,h)
c,r Y (x).
Reprenons les notations de la de´finition 3.
Lemme 2. Toute matrice constante qui commute avec J
(q,h)
0 commute avec EJ(q,h)0
(x).
De´monstration. Commenc¸ons par montrer que les matrices constantes qui commutent avec
J
(q,h)
0 sont exactement celles qui commutent avec la forme de Jordan habituelle qui correspond
a` des blocs de la forme −[−c]qIr + Nr . Si q = 1, les deux formes normales co¨ıncident et il
n’y a rien a` prouver.
Si q > 1, partageons une matrice P qui commute avec J
(q,h)
0 en P = (Pj k)1≤j,k≤m ou`
Pj k est une matrice rj × rk. Elle commute avec J
(q,h)
0 si et seulement si Pj k = 0 lorsque
[−cj]q 6= [−ck]q et N˜rjPj k = PjkN˜rk lorsque [−cj]q = [−ck]q, d’ou` aussi, pour tout entier
i ≥ 1, N˜ irjPj k = Pj kN˜
i
rk
. Dans ce cas, si c est tel que qc = qcj = qck , on de´duit de (5) que :
Nrj = −
1
ln q
ln(Irj − (q − 1)q
cN˜rj) =
1
ln q
rj−1∑
i=1
(q − 1)iqic
i
N˜ irj (6)
et donc aussi :
NrjPj k =
1
ln q
∑
i≥1
(q − 1)iqic
i
N˜ irjPj k
=
1
ln q
∑
i≥1
(q − 1)iqic
i
Pj kN˜
i
rk
= Pj kNrk .
La matrice E
J
(q,h)
0
(x) est diagonale par blocs correspondants a` ceux de J
(q,h)
0 , le j-ie`me
bloc e´tant :
L(q,h)cj ,rj (x) = e
(q,h)
cj
(x)Irj +
rj−1∑
i=1
ℓ
(q,h)
cj,i
(x)N irj .
Elle commute avec P si et seulement si pour tout k, j on a L
(q,h)
cj ,rj (x)Pj k = Pj kL
(q,h)
ck,rk(x).
Lorsque [−cj]q 6= [−ck]q cette relation est claire puisque Pj k = 0. Lorsque [−cj]q = [−ck]q,
elle se de´duit aise´ment des relations NrjPj k = Pj kNrk .
Soit A
(q,h)
0 la matrice du syste`me (1). Puisqu’elle est inversible, on peut supposer que ses
valeurs propres sont e´crites sous la forme−[−c1]q, · · · ,−[−cn]q (re´pe´te´es s’il y a plusieurs blocs
de Jordan pour une meˆme valeur propre) et qu’elles ve´rifient la condition de non re´sonnance
qui s’e´crit maintenant ci−cj 6∈ Z
∗. La relation (6) permet de prendre J
(q,h)
0 pour forme normale
de A
(q,h)
0 , c’est-a`-dire de supposer qu’il existe P ∈ GLn(C) telle que A
(q,h)
0 = PJ
(q,h)
0 P
−1. La
matrice suivante :
PE
J
(q,h)
0
(x)P−1
est clairement un syste`me fondamental de solutions du syste`me de´fini par A
(q,h)
0 . Voyons ce
qu’il en est de la de´pendance de ce syste`me fondamental par rapport a` la matrice de passage
P .
Lemme 3. Si P1 et P2 sont deux matrices conjuguant A
(q,h)
0 a` J
(q,h)
0 , alors :
P1EJ(q,h)0
(x)P−11 = P2EJ(q,h)0
(x)P−12 .
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De´monstration. L’hypothe`se implique que la matrice P−11 P2 commute avec J
(q,h)
0 et donc,
d’apre`s le lemme 2 :
P−11 P2EJ(q,h)0
(x) = E
J
(q,h)
0
(x)P−11 P2
ou encore :
P1EJ(q,h)0
(x)P−11 = P2EJ(q,h)0
(x)P−12 .
Cela montre que E
A
(q,h)
0
(x) est effectivement inde´pendante des matrices conjuguantes
choisies et justifie la de´finition 3 : dans le cas d’un syste`me de matrice constante, on ap-
pelle solution canonique la matrice E
A
(q,h)
0
(x).
3.2 Transformation de jauge
Nous allons maintenant e´tablir l’existence d’une (unique) famille de transformations de
jauge tangentes a` l’identite´ ramenant la famille de syste`mes (1) a` une famille de syste`mes a`
coefficients constants, ce dernier cas ayant e´te´ traite´ dans la section pre´ce´dente. Cela se re´alise
en plusieurs e´tapes et le the´ore`me qui suit est un outil essentiel.
The´ore`me 3. Soit Λ une partie borne´e de Q+. Conside´rons une famille (1) fuchsienne non
re´sonnante (C, λ) sur Λ. On note C
(q,h)
0 l’inverse de la matrice I+(1−q)A
(q,h)
0 et on suppose
qu’il existe α > 0 tel que, pour tout (q, h) ∈ Λ, ‖C
(q,h)
0 ‖ ≤ α. La non re´sonnance implique
que, pour tout s ≥ 1, l’ope´rateur de´fini sur Mn(C) par : U 7→ (A
(q,h)
0 + [s]qI)U − q
sUA
(q,h)
0
est inversible. On note L˜
(q,h)
s son inverse et on suppose qu’il existe M > 0 tel que pour tout
s ≥ 1 et tout (q, h) ∈ Λ, l’ope´rateur L˜
(q,h)
s soit de norme infe´rieure ou e´gale a` M .
Alors, pour chaque (q, h) ∈ Λ, il existe une unique transformation de jauge F (q,h)(x)
de´veloppable en se´rie de (q, h)-factorielles, tangente a` l’identite´, qui transforme le syste`me
pre´ce´dent en celui de matrice constante A
(q,h)
0 autrement dit : (A
(q,h))F
(q,h)
= A
(q,h)
0 . De plus,
il existe C′ > 0 et λ′ > 0 tels que la famille (F (q,h)(x))(q,h)∈Λ est de type (C
′, λ′).
Le cas h = 0 et q = 1 est le classique the´ore`me concernant les syste`mes diffe´rentiels
fuchsiens. Les trois spe´cialisations h = 1 ou q = 1 (et h > 0) ou h = 0 (et q > 1) donnent les
re´sultats e´tablis dans [3], [8] ou [12] et la preuve qui suit reprend la meˆme de´marche.
3.2.1 Un re´sultat pre´liminaire
La preuve du the´ore`me 1 repose sur la proposition suivante.
Proposition 6. Soit une famille (1) fuchsienne (C, λ) sur Λ. On suppose que, pour tout s ≥ 1,
−[s]q n’est pas valeur propre de la matrice A
(q,h)
0 . Soit U0 un vecteur non nul de C
n. Pour
tout (q, h) ∈ Λ, le syste`me (1) a une solution qui est une se´rie (formelle) de (q, h)-factorielles
de terme constant U0 si et seulement si U0 appartient au noyau de A
(q,h)
0 . Une telle solution
est alors unique. De plus, si b = sup
s≥1,(q,h)∈Λ
∥∥∥∥∥
(
[s]
q
I +A
(q,h)
0
)−1∥∥∥∥∥ est fini, la famille forme´e
par ces solutions est de type (Cb|U0|, Cb+ λ).
De´monstration. Notons A(q,h)(x) =
+∞∑
s=0
A(q,h)s x
−
h
[s]
q et cherchons Y (q,h)(x) sous la forme
Y (q,h)(x) = U0 +
+∞∑
s=1
Y (q,h)s x
−
h
[s]
q.
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Partie formelle. D’apre`s la formule du produit :
A(q,h)(x)Y (q,h)(x) =
+∞∑
s=0
C(q,h)s x
−
h
[s]
q
avec C
(q,h)
0 = A
(q,h)
0 U0 et, pour s ≥ 1 :
C(q,h)s = A
(q,h)
0 Y
(q,h)
s +A
(q,h)
s U0 +
∑
(i,j,k)∈Js
hkqk+ijci,j,kA
(q,h)
i Y
(q,h)
j .
D’autre part, puisque :
pδhY
(q,h)(x) =
+∞∑
s=1
−[s]qY
(q,h)
s x
−
h
[s]
q,
Y (q,h) est solution de (1) si et seulement si ses coefficients ve´rifient :
A
(q,h)
0 U0 = 0
−[s]qY
(q,h
s = A
(q,h)
0 Y
(q,h)
s +A
(q,h)
s U0 +
∑
(i,j,k)∈Js
hkqk+ijci,j,kA
(q,h)
i Y
(q,h)
j
ou encore :
A
(q,h)
0 U0 = 0
−([s]qI +A
(q,h)
0 )Y
(q,h)
s = A
(q,h)
s U0 +
∑
(i,j,k)∈Js
hkqk+ijci,j,kA
(q,h)
i Y
(q,h)
j .
Il est donc ne´cessaire que U0 soit dans kerA
(q,h)
0 . Comme, par hypothe`se, la matrice [s]qI +
A
(q,h)
0 est inversible, le syste`me se re´sout de proche en proche :
Y (q,h)s = −
(
[s]qI +A
(q,h)
0
)−1 A(q,h)s U0 + ∑
(i,j,k)∈Js
hkqk+ijci,j,kA
(q,h)
i Y
(q,h)
j
 .
Ceci termine l’aspect formel de la proposition.
Partie convergente. E´tablissons maintenant, sous l’hypothe`se indique´e, la convergence de
cette solution.
Notons : a
(q,h)
s = ‖A
(q,h)
s ‖, u0 = |U0| et, ∀s ≥ 1, y
(q,h)
s = |Y
(q,h)
s |.
De l’e´quation re´currente ci-dessus et de la de´finition de b, on de´duit, pour s ≥ 1, les majora-
tions :
y(q,h)s ≤ b
a(q,h)s u0 + ∑
(i,j,k)∈Js
hkqk+ijci,j,ka
(q,h)
i y
(q,h)
j
 .
Introduisons la suite de´finie re´cursivement par :
z
(q,h)
1 = ba
(q,h)
1 u0
z(q,h)s = b
a(q,h)s u0 + ∑
(i,j,k)∈Js
qk+ijhkci,j,ka
(q,h)
i z
(q,h)
j

de sorte que, pour tout s ≥ 1, y
(q,h)
s ≤ z
(q,h)
s . Notons :
z(q,h)(x) =
+∞∑
s=1
z(q,h)s x
−
h
[s]
q
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et :
a(q,h)(x) =
+∞∑
s=1
a(q,h)s x
−
h
[s]
q.
La relation suivante est une conse´quence imme´diate de la re´currence de´finissant z(q,h)(x) :
z(q,h)(x) = b(u0a
(q,h)(x) + a(q,h)(x)z(q,h)(x)).
On en de´duit :
z(q,h)(x) =
bu0a
(q,h)(x)
1− ba(q,h)(x)
= −u0
(
1−
1
1− ba(q,h)(x)
)
.
et il ne reste qu’a` appliquer la proposition 2 pour obtenir :
z(q,h)s ≤ Cbu0q
s−1
(
(λ+ Cb)
−
h
[s−1]
q
)−1
.
Lorsque A
(q,h)
0 = 0, le syste`mes est « re´gulier ». En appliquant le re´sultat pre´ce´dent a` la
base canonique (ε1, · · · , εn) de C
n, on obtient le
Corollaire 1. Soit pδhY (x) = A
(q,h)Y (x) une famille de syste`mes re´guliers, de type (C, λ)
sur Λ. Ces e´quations admettent chacune un syste`me fondamental de solutions, tangent a`
l’identite´, forme´ de se´ries de (q, h)-factorielles. La famille ainsi de´finie est de type (C′, C+λ)
avec C′ = C max
1≤i≤n
|εi|.
3.2.2 Preuve du the´ore`me 3
Notons F (q,h)(x) = I +
∑+∞
s=1 F
(q,h)
s x
−
h
[s]
q la transformation de jauge cherche´e. La condi-
tion qu’elle doit ve´rifier s’e´crit :
A(q,h)(x)F (q,h)(x) − pδhF
(q,h)(x) = F (q,h)(px− ph)A
(q,h)
0 (7)
ou encore :
pδhF
(q,h)(x)
[
I +
(p− 1)x− ph
p(x− h)
A
(q,h)
0
]
=
[
A(q,h)(x)F (q,h)(x)− F (q,h)(x)A
(q,h)
0
]
.
D’autre part, si a ∈ C est tel que b = 1 + (1− q)a 6= 0, la formule (2) permet d’e´crire, en
posant d =
a
b
et µ =
(1 + a)h
b
= (1 + qd)h :
[
1 +
(p− 1)x− ph
p(x− h)
a
]−1
=
x− h
bx− (1 + a)h
=
1
b
[
1 +
qah
bx− (1 + a)h
]
=
=
1
b
[
1 +
qdh
x− µ
]
=
1
b
1 + qdh∑
s≥1
qs−1
(
µ
−
h
[s−1]
q
)−1
x
−
h
[s]
q

=
1
b
1 +∑
s≥1
qshs(d−[s]q )−1x
−
h
[s]
q
 .
Cette dernie`re e´galite´ s’obtient en remarquant que, puisque µ = (1+qd)h, on a dh
(
µ
−
h
[s−1]
q)
)−1
=
hs(d−[s]q)−1.
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Dans ces expressions, qui sont des polynoˆmes en d, on peut remplacer le nombre complexe
d par la matrice :
D
(q,h)
0 = C
(q,h)
0 A
(q,h)
0 ,
et donc a par A
(q,h)
0 et 1/b par C
(q,h)
0 . On obtient le de´veloppement suivant :[
I +
(p− 1)x− ph
p(x− h)
A
(q,h)
0
]−1
=
+∞∑
s=0
C(q,h)s x
−
h
[s]
q
avec, pour s ≥ 1 :
C(q,h)s = h
sqsC
(q,h)
0
s−1∏
k=0
(
qkD
(q,h)
0 + [k]qI
)
.
L’e´quation (7) peut se mettre sous la forme :
pδhF
(q,h)(x) =
[
A(q,h)(x)F (x)(q,h) − F (q,h)(x)A
(q,h)
0
] [
I +
(p− 1)x− ph
p(x− h)
A
(q,h)
0
]−1
et s’interpre´ter comme un syste`me aux (q, h)-diffe´rences de dimension n2 auquel on peut
appliquer la proposition 6. En effet :
pδhF
(q,h)(x) =
+∞∑
s=0
L(q,h)s (F
(q,h)(x))x
−
h
[s]
q
ou` L
(q,h)
s est l’ope´rateur line´aire agissant sur Mn(C) par :
L
(q,h)
0 (U) =
[
A
(q,h)
0 U − UA
(q,h)
0
]
C
(q,h)
0 ,
et, pour s ≥ 1 :
L(q,h)s (U) = A
(q,h)
s UC
(q,h)
0 + (A
(q,h)
0 U − UA
(q,h)
0 )C
(q,h)
s +
+
∑
(i,j,k)∈Js
hkqk+ijci,j,kA
(q,h)
i UC
(q,h)
j .
L’ope´rateur line´aire L
(q,h)
0 admet 0 pour valeur propre et I est un vecteur propre associe´.
Pour tout s ≥ 1, −[s]q n’est pas valeur propre de L
(q,h)
0 : cela re´sulte de l’hypothe`se de non
re´sonnance puisque l’e´galite´ L
(q,h)
0 (U) = −[s]qU e´quivaut a` :
A
(q,h)
0 U − UA
(q,h)
0 = −[s]qU(I + (1− q)A
(q,h)
0 ) = −[s]qU + (q
s − 1)UA
(q,h)
0
et donc aussi a` :
(A
(q,h)
0 + [s]qI)U − q
sUA
(q,h)
0 = 0.
De plus l’hypothe`se faite permet de majorer uniforme´ment sur Λ la norme de l’ope´rateur
(L
(q,h)
0 + [s]qId)
−1 qui s’exprime en fonction de l’ope´rateur L˜
(q,h)
s et de la matrice I + (1 −
q)A
(q,h)
0 dont la norme est borne´e par hypothe`se. Ensuite, puisque ‖D
(q,h)
0 ‖ ≤ Cα, on de´duit
de la formule donnant C
(q,h)
s la majoration :
‖C(q,h)s ‖ ≤ αh
sqs
s−1∏
k=0
(qkCα+ [k]q) = αh
sqs
(
(Cα)−[s]q
)−1
.
17
D’ou` l’estimation suivante pour la norme de L
(q,h)
s :
‖L(q,h)s ‖ ≤ Cαq
s−1
(
λ
−
h
[s−1]
q
)−1
+ 2Cαhsqs
(
(Cα)−[s]q
)−1
+
+C
∑
(i,j,k)∈Js
hk+jqij+s−1ci,j,k
(
λ
−
h
[i−1]
q
)−1
((Cα)−[j]q )−1.
En utilisant la formule du produit, le de´veloppement (2) et la formule e´crite plus haut avec
µ = (1 + qCα)h, on voit que la se´rie
∑
s≥0
‖L(q,h)s ‖x
−
h
[s]
q admet pour se´rie majorante la se´rie
qui constitue le de´veloppement en se´rie de (q, h)-factorielles de la fonction :
Cα
(
2 +
1
x− λ
)(
1 +
qCαh
x− µ
)
.
Il s’ensuit que la famille L
(q,h)
s est fuchsienne (C′′, λ′′) avec λ′′ = max(λ, (1+BCα)B) si B est
un majorant de Λ. Nous sommes donc en mesure d’appliquer la proposition 6 et cela termine
la de´monstration du the´ore`me 3.
3.3 Fin de la preuve du the´ore`me 1
La preuve du the´ore`me 1 se fait maintenant de la manie`re suivante. On a de´ja` remarque´
que la condition ci − cj 6∈ Z assure la non re´sonnance. Un calcul facile montre ensuite
que la matrice C
(q,h)
0 est conjugue´e a` la matrice diag (q
c1Ir1+Nr1 , · · · , qcmIrm+Nrm ) et la
premie`re hypothe`se du the´ore`me 3 est satisfaite de`s qu’il existe une famille borne´e de conju-
gaisons. L’ope´rateur L˜
(q,h)
s est l’inverse d’un ope´rateur qui s’e´crit (toujours a` conjugaison
pre`s) U 7→ diag (B1, · · · , Bm) ou` Bj = q
−cj [s]qU + N˜rjU − q
sUN˜rj et la deuxie`me hy-
pothe`se de´coule du fait que [s]q et q
s tendent vers l’infini avec s. Les autres affirmations
du the´ore`me sont conse´quences des re´sultats du paragraphe pre´ce´dent et de la remarque suiv-
ante. Si F (q,h)(x)PE
J
(q,h)
0
(x) est solution de (1), alors A(q,h)
F (q,h)(x)P
= J
(q,h)
0 et, puisque
A(q,h)
F (q,h)(x)
= A
(q,h)
0 , cela implique A
(q,h)
0
P
= J
(q,h)
0 , ce qui e´quivaut a` PJ
(q,h)
0 = A
(q,h)
0 P .
4 Preuve du The´ore`me 2
Il s’agit ici d’e´tudier la continuite´ en (q, h) de la solution canonique obtenue au the´ore`me
1 lorsqu’on suppose que la matrice A(q,h)(x) est continue (en un sens a` pre´ciser) en un point
(q0, h0). Nous traitons ce proble`me lorsque (q0, h0) est un point de la frontie`re de Q
+, c’est-
a`-dire lorsque q0 = 1 ou h0 = 0. Dans ce cas il est habituel de parler plutoˆt de confluence.
La forme de la solution canonique indique qu’on peut ici aussi se´parer le proble`me en deux
parties que nous aborderons successivement : la confluence de la transformation de jauge d’une
part et celle de la partie « log - car » provenant de la matrice constante d’autre part.
4.1 Confluence de la partie log - car
La famille des « monoˆmes »
(
x
−
h
[s]
q
)
, qui sont les caracte`res correspondant a` c entier
ne´gatif, est continue sur Q+. C’est e´galement le cas de la famille de polynoˆmes (e
(q,h)
c (x)) ou`
c ∈ N. Par contre, lorsque c n’est pas entier, nous verrons que la famille des caracte`res choisis
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et des logarithmes associe´s n’a pas de limite en certains points du bord de Q+. On rencontrera
cette situation dans le cas C1 ; en revanche, on e´noncera une proprie´te´ de « normalite´ » et on
de´terminera l’ensemble des valeurs d’adhe´rence. L’absence de limite n’est pas un phe´nome`ne
surprenant car la de´finition de e
(q,h)
c (x) pour q > 1, h > 0 provient du cas h = 0 par
l’utilisation du changement de variable homographique t = (q − 1)x
h
+ 1. Ce changement de
variable n’a pas de limite (qui soit un changement de variable) en un point du bord de Q+
autre que (1, 0). Lorsque (q0, h0) = (1, 0), il faut supposer que
q−1
h
a une limite si l’on veut
que le changement de variable en ait une.
Signalons un autre proble`me. L’e´quation σqy(x) = q
cy(x) admet aussi la solution, inde´pen-
dante de q, mais ramifie´e : xc. La fonction q-pe´riodique qui relie les deux caracte`res s’exprime
a` l’aide de la fonction K(x, t) introduite par De Sole et Kac dans [10]. Cette remarque est
l’objet du lemme ci-dessous. Nous reprenons les notations suivantes de [10]. Pour a, t ∈ C, on
note :
(1 + a)tp =
(−a; p)∞
(−pta; p)∞
.
Si t ∈ C et si on a choisi une de´termination du logarithme de x 6= 0, on pose :
K(x, t) = xt
(
1 +
1
x
)t
p
(1 + px)−tp .
Cette fonction ve´rifie les proprie´te´s suivantes :
1. K(x, t+ 1) = ptK(x, t),
2. K(qx, t) = K(x, t) si l’on suppose arg(qx) = arg x. Autrement dit, comme fonction de
x, K(x, t) est une q - constante,
3. K(x, t) = K( 1
x
, 1− t) si l’on impose arg 1
x
= − argx de sorte que
(
1
x
)t
= x−t,
4. si n ∈ Z, K(x, n) = p
n(n−1)
2 et est donc inde´pendant de x.
Lemme 4. Pour q > 1 :
e(q,0)c (x) = (−x)
cK(−
1
x
, c) = (−x)cK(−x, 1− c).
De´monstration. Par de´finition :
e(q,0)c (x) =
Θq(x)
Θq,qc(x)
et en utilisant la formule du triple produit :
e(q,0)c (x) =
(x; p)∞(p/x; p)∞
(pcx; p)∞(p1−c/x; p)∞
= (1− x)cp
(
1−
p
x
)−c
p
= (−x)cK(−
1
x
, c) = (−x)cK(−x, 1− c).
Avec cette notation, pour q > 1 et h > 0 on a :
e(q,h)c (x) =
(
h
1− p
)c
(1− z)cp
en posant z = (1− p)x
h
+ p.
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4.1.1 Confluence des caracte`res
Dans ce paragraphe, on s’inte´resse au proble`me suivant. Soit (q0, h0) un point du bord de
Q+. La fonction e
(q,h)
c (x) tend-elle vers la fonction e
(q0,h0)
c (x) lorsque (q, h) tend vers (q0, h0) ?
Constatons tout d’abord que lorsque q0 > 1 et h0 = 0 la re´ponse est ne´gative. Reprenons les
notations pre´ce´dentes et de´finissons, pour p = 1/q fixe´, le re´el ξ par la condition h = (1−p)pξ
de sorte que h→ 0 si et seulement si ξ → +∞. On a :
e(q,h)c (x) = p
ξc(1 − p−ξx− p)cp = p
ξc
(
1− p−ξ(x− p1+ξ)
)c
p
= pξc
K(− p
ξ
x−p1+ξ
, c)(
1− p
ξ+1
x−p1+ξ
)−c
p
(
−p−ξ(x− p1+ξ)
)c
=
K(− p
ξ
x−p1+ξ
, c)(
1− p
ξ+1
x−p1+ξ
)−c
p
(
−(x− p1+ξ)
)c
=
K(− p
{ξ}
x−p1+ξ
, c)(
1− p
ξ+1
x−p1+ξ
)−c
p
(
−(x− p1+ξ)
)c
en de´signant par {ξ} ∈ [ 0, 1 [ la partie fractionnaire de ξ. En utilisant le fait que pξ → 0
quand ξ → +∞, on voit que le de´nominateur tend vers 1 et que le facteur
(
−(x− p1+ξ)
)c
tend vers le caracte`re (−x)c. Une condition ne´cessaire a` l’existence d’une limite est alors que
ξ → +∞ de sorte que {ξ} ait une limite. Or, meˆme dans ce cas, le facteur K(− p
−{ξ}
x
, c) est
q-constant mais non constant. Il n’aurait donc pas e´te´ plus inte´ressant de faire un autre choix
de caracte`res pour les ope´rateurs aux q-diffe´rences.
En utilisant le lemme 4, il vient :
e(q,h)c (x) =
(
−p−{ξ}(x− p1+ξ)
)−c(
1− p
ξ+1
x−p1+ξ
)−c
p
(
−(x− p1+ξ)
)c
e(q,0)c (p
−{ξ}(x − p1+ξ))
et donc :
e(q,h)c (x) =
p{ξ}c(
1− p
ξ+1
x−p1+ξ
)−c
p
e(q,0)c (p
−{ξ}(x− p1+ξ)). (8)
Cette expression montre qu’il n’y a pas de limite si ξ → +∞ mais que, si ξ = ξ0 + n avec ξ0
fixe´ dans [0, 1[ (ou si, plus ge´ne´ralement, (ξn)n≥1 est une suite telle que {ξn} tend vers {ξ0}
lorsque n tend vers l’infini) il y a une limite quand n→ +∞ qui vaut :
pξ0ce(q,0)c (p
−ξ0x) = pξ0c
e
(q,0)
c−ξ0
(x)
e
(q,0)
−ξ0
(x)
.
Le meˆme calcul montre aussi l’absence de limite dans le cas C3 sous l’hypothe`se H avec
ℓ = 0.
Ces proprie´te´s « ne´gatives » donnent de l’inte´reˆt au re´sultat de normalite´ qui figure dans
le the´ore`me suivant. Nous commenc¸ons par e´noncer un lemme dont la preuve se trouve dans
[12] (p. 1045).
Lemme 5. Soient p un re´el tel que 0 < p < 1, a ∈ C, b ∈ C \ p−N. On pose d = |a − b| et
η = inf
s∈N
|1− psb|. Alors, pour tout s ∈ N :∣∣∣∣ (a; p)s(b; p)s
∣∣∣∣ ≤ exp(dη 11− p ).
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The´ore`me 4.
C1 Pour tout ε > 0, la famille
(
e
(q0,h)
c (x)
)
0<h≤ε
est normale sur C \ qc0R
+.
Si ξ ∈ [ 0, 1 [ la suite
(
e
(q0,hn)
c
)
n≥0
ou` hn = (1− p0)p
ξ+n
0 (p0 = 1/q0) tend vers
e˜(q0,ξ)c (x) = p
ξc
0
Θ
q0,p
ξ
0
Θ
q0,p
ξ
0p
−c
0
= pξc0
e
(q0,0)
c−ξ (x)
e
(q0,0)
−ξ (x)
uniforme´ment sur tout compact de C\qc0R
+. Re´ciproquement si la suite
(
e
(q0,hn)
c (x)
)
n≥0
converge lorsque hn → 0, il existe ξ ∈ [ 0, 1 [ tel que sa limite soit e˜
(q0,ξ)
c (x).
C2 Pour tout c ∈ C, la famille
(
e
(q,h)
c
)
(q,h)∈Q
converge uniforme´mement sur tout compact
de C \ (c+ h0N
∗) vers e
(1,h0)
c .
C3 On suppose ℓ 6= 0. Pour tout c ∈ C, la famille
(
e
(q,h)
c
)
(q,h)∈Q∗
converge uniforme´mement
sur tout compact de C\R+ vers ec.
De´monstration.
C1 Rappelons l’e´galite´ :
e(q0,h)c (x) =
K(−
p
{ξ}
0
x−p1+ξ0
, c)(
1−
p
ξ+1
0
x−p1+ξ0
)−c
p0
(
−(x− p1+ξ0 )
)c
ou` le re´el ξ est de´fini par h = (1 − p0)p
ξ
0. Soit K un compact de C \ q
c
0R
+. Puisque
ξ → +∞ lorsque h→ 0, il existe A1 > 0 tel que, pour tout ξ ≥ A1 et pour tout x ∈ K,∣∣∣ pξ+10
x−p1+ξ0
∣∣∣ ≤ 1/2. On en de´duit qu’il existe M1 > 0 tel que pour tout ξ ≥ A1 et pour tout
x ∈ K, 1∣∣∣∣∣
(
1−
p
ξ+1
0
x−p
1+ξ
0
)−c
p0
∣∣∣∣∣
≤ M1. D’autre part, puisque K est un compact de C \ q
c
0R
+
et que pξ0 tend vers 0 avec h, il existe A2 > 0 et θ ∈ ] 0, π [ tels que pour tout ξ ≥ A2
et pour tout x ∈ K,
∣∣∣∣arg( p{ξ}0x−p1+ξ0 qc0)
∣∣∣∣ ≥ θ. Ainsi, puisque p0 ≤ p{ξ}0 ≤ 1, il existe un
compact K ′ de C \ qc0R
+ contenant
p
{ξ}
0
x−p1+ξ0
pour tout ξ ≥ A2 et pour tout x ∈ K. Il
existe donc M2 > 0 tel que pour tout ξ ≥ A2 et tout x ∈ K,
∣∣∣∣K(− p{ξ}0x−p1+ξ0 , c)
∣∣∣∣ ≤M2. On
en de´duit que la famille des fonctions e
(q0,h)
c , h > 0 petit est uniforme´ment borne´e sur
K. Cela prouve la normalite´.
Les deux autres assertions sont des conse´quences imme´diates de la formule (8). Pour la
re´ciproque, il suffit d’utiliser le fait que la suite des {ξn} admet toujours au moins une
valeur d’adhe´rence.
C2 Le cas h = h0 = 1 est traite´ dans [3]. On emploie la meˆme me´thode. On fait le changement
de variable : x = h[u]q qui permet d’e´crire e
(q,h)
c a` l’aide de la fonction Γp de Jackson
de´finie par :
Γp(t) =
(1− t)t−1p
(1− p)t−1
= (1 − p)1−t
(p; p)∞
(pt; p)∞
.
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En effet, en remarquant que :
z = (1 − p)
x
h
+ p = (1− p)
qu − 1
q − 1
+ p = p(p−u − 1) + p = p1−u,
on a :
e(q,h)c (x) = h
cΓp(1 + c− u)
Γp(1 − u)
.
En utilisant le de´veloppement en produit infini de la fonction Γp dans le demi-plan
ℜz > 0 :
Γp(z) =
∏
n≥1
(1− pn+1)z
(1 − pn+z)(1− pn)z−1
on obtient le de´veloppement :
e(q,h)c (x) = h
c
∏
n≥1
(
1− pn+1
1− pn
)c
1− pn−u
1− pn+c−u
.
Le terme ge´ne´ral de ce produit s’e´crit aussi :(
qn+1 − 1
qn − 1
)c
qn − 1− (q − 1)x
h
qn+c − 1− (q − 1)x
h
=
(
[n+ 1]q
[n]q
)c [n]q − xh
[n+ c]q −
x
h
et tend, quand q → 1+, vers
(
n+ 1
n
)c n− x
h
n+ c− x
h
, terme ge´ne´ral de l’expression en
produit infini de
Γ(1 + c− x
h
)
Γ(1− x
h
)
. Les arguments de convergence sont alors ceux de [7] par
exemple.
C3 La convergence unifome sur tout compact du disque unite´, lorsque q tend vers 1 par
valeurs re´elles positives, de z 7→ (z;p)∞(pcz;p)∞ vers z 7→ (1−z)
c est une conse´quence classique
du the´ore`me q-binomial (ou` on a utilise´ la de´termination principale du logarithme).
De plus, la famille des z 7→ (z;p)∞(pcz;p)∞ , p < 1 est normale sur C \ [1,+∞[ : cela re´sulte
du lemme 5. On en de´duit que z 7→ (z;p)∞(pcz;p)∞ converge uniforme´ment sur tout compact
de C \ [1,+∞[ vers z 7→ (1 − z)c lorsque q → 1+ et le re´sultat suit dans le cas ou`
h
q − 1
→ ℓ 6= 0.
On peut calculer la moyenne des caracte`res obtenus par passage a` la limite dans le cas
C1 (en les conside´rant comme parame´tre´s par α = pξ0). Nous pouvons envisager deux types
de moyennes : celle obtenue graˆce a` une q-inte´grale et celle calcule´e a` l’aide d’une inte´grale
classique (mesure de Lebesgue). Rappelons que, si a et b sont deux nombres re´els positifs avec
b > a et si f est une fonction a` valeurs complexes de´finie sur [0, b], alors la q-inte´grale de f
entre a et b est donne´e par :∫ b
a
f(α)dpα =
∫ b
0
f(α)dpα−
∫ a
0
f(α)dpα
= (1− p)
+∞∑
s=0
f(psb)ps − (1− p)
+∞∑
s=0
f(psa)ps.
Dans notre cas un calcul e´le´mentaire donne la valeur explicite suivante pour la q-moyenne :∫ 1
p0
αc
Θq0,α
Θq0,αp−c0
(x)dp0α = (1− p0)
Θq0
Θq0,p−c0
(x) = (1− p0)e
(q0,0)
c (x).
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En ce qui concerne la seconde moyenne, qu’on note φ :
φ(x) =
∫ 1
p
αc
Θq,α
Θq,αp−c
(x)dα = (−x)c
∫ 1
p
K(−tx−1, c) dt
nous ne savons pas en faire un calcul explicite. Soulignons cependant qu’elle satisfait l’e´quation
diffe´rentielle suivante qui la relie au re´sultat pre´ce´dent :
φ′(x) =
c+ 1
x
φ(x) −
1− p
x
e(q,0)c (x)
et qu’elle n’est pas de´finie sur C∗ ni meˆme sur son reveˆtement universel mais seulement sur
le reveˆtement universel de C∗ \ qc+Z.
4.1.2 Confluence des logarithmes
En remarquant que e
(q,h)
c (x) est holomorphe en c, on peut e´changer les de´rivations suc-
cessives en c et les ope´rations de passage a` la limite. Reprenant alors les divers arguments de
la preuve du the´ore`me 4 on e´tablit la proposition suivante.
Proposition 7. Soit k un entier strictement positif.
C1 Pour tout ε > 0, la famille
(
ℓ
(q0,h)
c,k (x)
)
0<h≤ε
est normale sur C\qc0R
+. La suite
(
ℓ
(q0,hn)
c,k
)
n≥0
ou` hn = (1− p0)p
n
0 tend vers ℓ
(q0,0)
c,k , uniforme´ment sur tout compact de C \ q
c
0R
+.
C2 La famille
(
ℓ
(q,h)
c,k
)
(q,h)∈Q
converge uniforme´mement sur tout compact de C \ (c+ h0N
∗)
vers ℓ
(1,h0)
c,k .
C3 Si ℓ 6= 0, la famille
(
ℓ
(q,h)
c,k
)
(q,h)∈Q
converge uniforme´ment sur tout compact de C\R+
vers ℓ
(1,0)
c,k .
4.2 Confluence de la transformation de jauge
Pour e´tablir le the´ore`me 2, il reste a` e´tudier la partie transformation de jauge. On remarque
d’abord qu’en passant a` la limite dans les relations ‖A
(q,h)
s ‖ ≤ Cqs−1
(
λ
−
h
[s−1]
q
)−1
donne´es
par les hypothe`ses du the´ore`me 2 et en utilisant la continuite´ en (q, h) ∈ Q+ du majorant,
on obtient la premie`re affirmation du the´ore`me graˆce a` la proposition 1. L’hypothe`se que le
syste`me aux (q0, h0)-diffe´rences de matrice A(x) est fuchsien signifie que la matrice C0 =
I − (q0 − 1)A0 appartient a` Gln(C). Si ce syste`me est non re´sonnant, on peut appliquer le
the´ore`me 1 a` la famille Λ′ = Λ ∪ {(q0, h0)} en posant A
(q0,h0)(x) = A(x). Il existe donc une
transformation de jauge F (q0,h0)(x) telle que AF
(q0,h0)
= A0. La preuve du the´ore`me 2 est
alors conse´quence du re´sultat suivant qui e´tablit la continuite´ de la transformation de jauge.
The´ore`me 5. Sous les hypothe`ses du the´ore`me 2, l’unique transformation de jauge F (q,h)(x),
(q, h) ∈ Λ donne´e par le the´ore`me 1 converge vers l’unique transformation de jauge F (q0,h0)(x)
tangente a` l’identite´ qui conjugue le syste`me aux (q0, h0)-diffe´rences de matrice A(x) a` la
matrice constante A0. La convergence est uniforme sur tout compact de V
(q0,h0)(λ′) dans les
cas C1 et C2, de Vℓ(λ
′) dans le cas C3.
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De´monstration. Le the´ore`me 1 donne des constantes C′, λ′ > 0 telles que, si F (q,h)(x) =
I +
∑
s≥1
F (q,h)s x
−
h
[s]
q, on ait, pour tout (q, h) ∈ Λ :
‖F (q,h)s ‖ ≤ C
′qs−1
(
λ
′−
h
[s−1]
q
)−1
≤
C′
λ′
(
λ
′−
h
[s]
q
)−1
et donc :
‖F (q,h)s x
−
h
[s]
q‖ ≤
C′
λ′
s−1∏
k=0
qkλ′ + h[k]q
|qkx+ h[k]q|
.
Cette majoration permet de traiter chaque cas comme suit :
cas C2 Le changement de variable x← h
h0
x permet d’appliquer le the´ore`me 3.1 de [3].
cas C1 Soient q1 ≥ q0 un majorant de {q | (q, λ) ∈ Λ} et R > λ
′. Pour tout x tel que |x| ≥ R et
tout entier k ≥ 0, l’ine´galite´ triangulaire renverse´e jointe a` l’ine´galite´ |−
h
[k]
q
q−k| ≤ h
q−1 ,
implique que |x + hq−k[k]q| ≥ R −
h
q1−1
. Supposons que ε > 0 est assez petit pour que
R− h
q1−1
> 0 si h < ε. Alors, en posant κ = 1
q1−1
, on a :
qkλ′ + h[k]q
|qkx+ h[k]q|
=
λ′ + hq−k[k]q
|x+ hq−k[k]q|
≤
λ′ + hκ
R− hκ
≤
λ′ + εκ
R− εκ
= ρ < 1
si ε est assez petit. Ainsi, on peut majorer le terme ge´ne´ral de la se´rie F (q,h)(x) par Mρs
et le re´sultat s’en de´duit par convergence domine´e.
cas C3 Le cas ℓ ∈ R+ se traite comme le cas C1 en remplac¸ant λ′ par λ′−ℓ (suppose´ positif). Le
cas ℓ = +∞ se traite quant a` lui comme le cas C2. En effet, on a l’estimation suivante :∣∣∣∣∣∣
qkλ+
h
[k]
q
qkx+
h
[k]
q
∣∣∣∣∣∣ ≤
qkλ+ [k]
q
qkℜx+ [k]
q
.
et on remarque que le majorant obtenu est inde´pendant de h : on termine maintenant
la preuve par les meˆmes raisonnements que pour le cas C2.
Signalons les points suivants. Le cas traite´ dans [3] est le cas C2 avec h = 1. Le cas traite´
dans [8] est le cas C3 avec q = 1 et donc ℓ = +∞. Le cas traite´ dans [12] est le cas C3 avec
h = 0 et donc ℓ = 0.
Notons pour terminer que le the´ore`me 2 s’applique en particulier lorsqu’on de´forme le
syste`me non re´sonnant de matrice :
A(x) =
∑
s≥0
Asx
−
h0
[s]
q0
ou` la se´rie converge dans V (q0,h0)(λ) en la famille de syste`mes de matrice :
A(q,h)(x) = A
(q,h)
0 +
∑
s≥1
Asx
−
h
[s]
q
ou`, si :
A0 = P diag (A
(q0,h0)
c1,r1
, · · · , A(q0,h0)cm,rm )P
−1,
alors :
A
(q,h)
0 = P diag (A
(q,h)
c1,r1
, · · · , A(q,h)cm,rm)P
−1.
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