Abstract. We prove a better colouring theorem for ℵ 4 and even ℵ 3 . This has a general topology consequence.
§ 0. Introduction § 0(A). Background.
Our aim is to improve some colouring theorems of [Sh:327] [Rin12] prove equivalence of some colouring theorems on successor of singular cardinals.
Our aim is to prove better colouring theorems on successor of regular cardinals (when not too small), e.g. Pr 1 (ℵ 3 , ℵ 3 , ℵ 3 , (ℵ 0 , ℵ 1 )), see §1. We have looked at the matter again because Juhasz-Shelah [JuSh:1025] need such theorem in order to solve a problem in general topology, see 1.10(3).
Presently [JuSh:1025] quoted 1 [Sh:g, Ch.III,4.5,pg.169;4.8,pg.177] and it gives a space of weight λ = (2 ℵ0 ) ++ + ℵ 4 using cases of Pr 0 (λ, λ, 2, ℵ 1 ). § 0(B). Results.
The paper is self contained.
Here we formulate Pr ℓ (λ, µ, σ,θ) whereθ is a pair (θ 0 , θ 1 ) of cardinals rather than a single cardinal θ and prove e.g. Pr(λ, λ, λ, (θ, θ + )) when λ = θ +3 and θ is regular.
That is, we shall prove (see Definition 1.1 and Conclusion 1.10):
Theorem 0.1. 1) For any regular κ we have Pr 1 (κ +4 , κ +4 , κ +4 , κ + ). 2) For any regular κ we have Pr 1 (κ +4 , κ +4 , κ +4 , (κ, κ + )) and Pr 0 (κ + , κ + , κ +4 , (ℵ 0 , κ + )).
Remark 0.2. Note that the statement Pr 0 (κ +4 , κ +4 , 2, κ + ) is also called by Juhasz Col(κ +4 , κ), see more in the end of §1.
Moreover by 1.11 we can replace κ +4 by κ +3 , (thus half solving Problem 1 of [JuSh:1025], i.e. for ℵ 3 though not for ℵ 2 ) so we naturally ask:
Question 0.3. 1) Do we have Pr 1 (ℵ 2 , ℵ 2 , σ, ℵ 1 ) for σ = ℵ 2 ? For σ = 2? 2) Do we have at least Pr uf 0,0 (ℵ 2 , ℵ 2 , 2, (ℵ 0 , ℵ 1 ))? Concerning the result of Juhasz-Shelah [JuSh:1025] by using 1.8(1) instead of [Sh:g, Ch.III, §4] we can deduce Pr 0 (ℵ 4 , ℵ 4 , 2, (ℵ 0 , ℵ 1 )) which suffice. Moreover by 2.5 + 1.4 even Pr 0 (ℵ 3 , ℵ 3 , 2, (ℵ 0 , ℵ 1 )) holds, see 1.10.
We can also generalize the other conclusion of [Sh:g, Ch.III, §4] replacing θ by (θ 0 , θ 1 ). This may be dealt with later. Also in [Sh:F1422] we are trying to improve 1.11 for most cardinals.
1 In the latter Pr 1 (µ + , µ + , θ) means Pr 1 (µ + , µ + , µ + , θ). § 1. Definitions and some connections Definition 1.1. Assume λ ≥ µ ≥ σ + θ 0 + θ 1 ,θ = (θ 0 , θ 1 ); if θ 0 = θ 1 we may write θ 0 instead ofθ. 1) Let Pr 0 (λ, µ, σ,θ) mean that there is c : [λ] 2 → σ witnessing it which means: ( * ) c if (a) then (b) where (a) (α) for ι = 0, 1,ζ ι = ζ ι α,i : α < µ, i < i ι is a sequence without repetitions of ordinals < λ and Rang(ζ 0 ), Rang(ζ 1 ) are disjoint and i 0 < θ 0 , i 1 < θ 1 (β) h : i 0 × i 1 → σ (b) for some α 0 < α 1 < µ we have
• if i 0 < i 0 and i 1 < i 1 then c{ζ 0 α0,i0 , ζ 1 α1,i1 } = h(i 0 , i 1 ).
2) For ι ∈ {0, 1} let Pr 0,ι (λ, µ, σ,θ) be defined similarly but we replace (a)(β) and (b) by (a) (β)
′ for some α 0 < α 1 < µ we have
3) Let Pr uf 0,ι (λ, µ, σ,θ) mean that some c : [λ] 2 → σ witness it which means:
where (a) (α) as above (β) h : i ι → σ and D is an ultrafilter on i 1−ι (b) for some α 0 < α 1 < µ we have
4) Let Pr 1 (λ, µ, σ,θ) be defined similarly to part (1) but inside ( * ) c for some γ < σ the function h is constantly γ.
2) We do not write down the monotonicity and trivial implication concerning Definitions 1.1 and 1.4 below. Notation 1.3. pr : Ord × Ord → Ord is the standard pairing function.
Variants are
2 → σ witnessing it which means:
2) Let Qr 0,ι (λ, µ, σ,θ) be defined similarly but each h 1−ι α is constant. 3) Let Qr 1 (λ, µ, σ,θ) be defined as above but each h 0 α and each h 1 α is a constant function. 4) Let Qr uf 0,ι (λ, µ, σ,θ) is defined parallely to Definition 1.1. So, e.g.
Recall that Juhasz prefers to use Definition 1.6. Let Col(λ, θ) mean Pr 0 (λ, λ, 2, θ + ).
Observation 1.7. Letθ = (θ 0 , θ 1 ) and ι ∈ {0, 1}.
Proof. Just think. 1.7
<θι ≤ σ 1 and χ <θι < µ and (σ 2 ) <θι < µ then Qr 0,ι (λ, µ, σ 2 ,θ). 1A) If in the assumptions of part (1) we omit ( σ 2) <θι < µ then we can still deduce Pr 0,ι (λ, µ, σ 2 ,θ).
2) If λ = σ + and σ = σ <θ1 then Qr 0,1 (λ, λ, σ,θ) implies Qr 0,1 (λ, λ, λ, θ).
Remark 1.9. 1) Claim 1.8(1) is similar to [Sh:g, Ch.III,4.5(3),pg.169-170] but we shall elaborate.
2) The condition λ = µ can be omitted if we systematically use c : λ × λ → σ.
} be a list (maybe with repetitions) of the pairs (a, d) satisfying a ⊆ χ, |a| < θ ι and d a function from P(a) to σ 2 such that
Choose ( * ) 2 c to be a symmetric two-place function from λ to σ 1 exemplifying Pr 1 (λ, µ, σ 1 , θ).
Now we define the two place function d from λ to σ 2 as follows: for α 0 < α 1 :
We shall show that d witness Qr 0,ι (λ, µ, σ 2 ,θ) thus finishing. So let t α : α < µ be pairwise disjoint subsets of λ, t α = t
As λ = µ = cf(µ) without loss of generality α < β < µ ⇒ sup(t α ) < min(t β ). We have to find α 0 < α 1 as in the definition of Pr 0,ι (λ, µ, σ,θ) see Definition 1.1. As by assumption µ = cf(µ) ≥ θ and, of course, α < µ ⇒ otp(t ι α ) < θ ι ≤ θ clearly without loss of generality α otp(t ι α ) = ε * ι for ι = 0, 1. For each α < µ and ℓ < 2 let t ℓ α = {ζ ℓ α,ε : ε < ε * ℓ } with ζ ℓ,ε increasing with ε.
, without loss of generality h α (ζ ι α,ε ) = ξ ε < σ 2 for all ε < ε * ι ; for part (1A) this paragraph is not necessary.
We should find α 0 < α 1 < µ such that for ε 0 < ε * 0 , ε 1 < ε * 1 we have ζ α0,ε0 < ζ α1,ε1 (which follows) and d(ζ
ι is a sequence of pairwise distinct subsets of a α . As cf(µ) = µ > χ <θι without loss of generality for every α < µ we have a α = a * , A ζ ι α,ε ∩ a * = a * ε for all ε < ε * ι . For some i < σ 1 we have a i = a * and d i (a * ε ) = ξ ε for every ε < ε * ι . By the choice of c for some α 0 < α 1 < µ the function c↾t α0 × t α1 is constantly i, so
2 → σ witness Pr 0 (λ, λ, σ,θ) and letf = f α : α < λ be such that f α is a one-to-one function from σ onto σ + α. Let A α : α < λ be a sequence of pairwise distinct subsets of σ and let
2 → σ as follows: for α < β < λ let c 2 ({α, β}) = f β (c 1 ({α, β})). Now check. 3) Similarly.
1.8 * * *
We give here in 2.4 a proof. But in fact less suffice (see Definition 1.1).
( * ) λ,κ there is a topological space X such that (a) X is T 3 even has a clopen basis and has weight ≤ λ (b) the closure of any set of ≤ κ points is compact (c) any discrete set has an accumulation point (d) the space is not compact (e) some non-isolated point is not the accumulation point of any discrete set.
Proof. 1) First we apply Theorem 2.2 (or [Sh:g, Ch.III, §4]) with (κ +4 , κ +3 , κ + ) here standing for (λ, µ, θ) there. Clearly the assumptions there holds hence Pr 1 (κ
Second, we apply Claim 1.8(1) with 0, κ
here standing for ι, λ, µ, σ 1 , σ 2 , θ, θ 0 , θ 1 , χ there. Clearly the assumptions there holds because: "Pr 1 (λ, µ, σ 1 ,θ)" there means Pr 1 (κ +4 , κ +4 , κ +4 , κ + ) here which holds by the "first" above; and as "χ <θι < µ" there means "(κ +3 ) <ℵ0 < κ +4 "; and "χ <θι ≤ σ 1 " there means "(κ +3 ) <ℵ0 ≤ κ +3 "; and "2 χ ≥ λ" there means "2 κ +3 ≥ κ +4 ; and "σ <θι 2 ≤ σ 1 " there which means here "(κ +3 ) <ℵ0 ≤ κ +3 "; and "σ <θι 2
< µ" there which means here (κ +3 ) <ℵ0 < κ +4 ; all of them hold. Lastly, the conclusion of 1.8 is Pr 1,ι (λ, µ, σ 2 ,θ) which here means Pr 0,0 (κ
, pedantically by the proof there.
1.6
Moreover Claim 1.11. 1) If κ is regular and
Proof. Like the proof of 1.10 using Theorem 2.5 instead of Theorem 2.2.
1.11 § 2. The colouring existence
We try to explain the proof of 2.1, 2.5; probably more of it will make sense after reading part of the proof.
The claim 2.1 should be understood as follows: given a set S and functions F ι : S → κ ι for ι = 0, 1 and sequence ̺ ∈ ω> S, d(̺) is a natural number which in the interesting case is a "place in the sequence", i.e. ℓ < d(̺).
In the interesting cases, ̺ = η 0ˆν0ˆρˆν1ˆη1 as constructed in the proof of 2.5, and if (B)(a)-(d) of 2.1 holds, ℓg(η 0 ) + ℓ 4 is a place in the sequence; so 2.1 tells us that it depends only on ̺ (and not on the representation (η 0 , ν 0 , ρ, ν 1 , η 1 )).
How does d help us in the proof of Theorem 2.5? We shall describe it for the case of θ 1 colours, i.e. σ = θ 1 . Let (κ 0 , κ 1 , κ 2 ) = (θ 0 , θ 1 , λ). We shall be given t α = t 0 α ∪ t 1 α for α < λ and colour j * < θ 1 and we shall carefully choose α 0 < α 1 exemplifying the desired conclusion.
Together we also choose δ 0 < δ 1 < δ 2 < δ 3 and ℓ 4 such that:
So naturally we choose the colouring c 1 such that c(α 0 , α 1 ) = h 1 (F 1 (̺(ℓg(η 0 )+ℓ 4 ))) and 2.1 tells us that assuming (a)-(d) this will be j * . Note it is desirable that in 2.1, the sequences η 0 , η 1 in a sense have little influence on the result, as they vary, i.e. we like to get j * for every ζ 0 ∈ t 0 α0 , ζ 1 ∈ t 1 α1 . Why do we demand in clause (b), h 2 (F 1 (ν 0 (ℓ 4 ))) = j * and not simply F 1 (ν 0 (ℓ 4 )) = j * and similarly when defining c 1 ? Because we do not succeed to fully control F 1 (ν 0 (ℓ 4 )), but just to place it in some stationary S ⊆ θ 1 and h 1 tells us which one.
When we choose α 0 < α 1 (in stage C of the proof) we first choose a pair δ 1 < δ 2 hence ρ, then we choose an ordinal δ 0 < δ 1 hence ν 1 then ε * ∈ s δ2 , (see below) large enough, and α 0 < δ 0 hence η 1,ζ0 for ζ 0 ∈ t 0 α0 . Only then using ε * we choose δ 3 and then α 1 . Of course, those choices are under some restrictions. More specifically, (in stage B) though not determining any of η 0,ζ0 , ν 0 , ρ, ν 1 , η 1,ζ1 we restrict them in some ways.
We first in ( * )
, similarly in the further steps below. Second we do not "know" for which ε < κ we shall use S κ1 κ0,ε ⊆ κ 1 , so we consider all of them, i.e. in ( * ) 2 we choose U
such that later δ 3 ∈ U up 2,ε and α 1 = g 2,ε (δ). We still do not know what ν 2 will be hence how to compute ℓ 4 , but ρh(α 1 , δ 3 ) will be part of it and for each ε < κ 1 we can compute ℓ 2,ε which will be the first place ℓ in ν 0 in which F 2 (ν 0 (ℓ)) = ε, see ( * ) 2 (f ).)
In ( * ) 3 we choose U giving another part of ν 0 . Then in ( * ) 4 we deal further with ν 0 , in particular s δ ⊆ κ 1 is a stationary subset of S κ1 κ0,j * , promising F 1 (ν 2 (ℓ 4 )) ∈ s δ2 . Next we work on restricting the choices from below, choosing U (recalling ν 1 = ρh(δ 1 , δ 2 ).
Claim 2.1. Assume κ 1 , κ 0 are cardinals and S a set. There is a function d :
Proof. For this note that, in clause (c) of 2.1, i.e. given ̺ for any (η 0 , ν 0 , ρ, ν 1 , η 1 ) as there; we should prove that ℓg(η 0 ) + ℓ 4 depends on ̺ only:
By (e) clearly we are done.
2.1
Theorem 2.2. Assume λ = ∂ + and ∂ > θ + > θ ≥ ℵ 0 are regular. Then Pr 1 (λ, λ, λ, θ) holds.
Proof. By 2.5 below we have Pr 1 (λ, λ, λ, (θ, θ + )) and so we are done.
2.2
Remark 2.3. 1) Can we replace θ by (θ + , θ)? 2) Or, at least when θ = ℵ 0 , λ = ℵ 2 for (θ, θ + ) with an ultrafilter on the < θ 3) For many purposes, Pr 1 (λ, λ, θ, θ + ) suffices and the proof (in 2.5) is somewhat simpler.
Proof. By 2.2 we have Pr 1 (λ, λ, λ, θ). Now we apply [Sh:g, Ch.III,4.5(3),pg.169].
2.4
Theorem 2.5.
Proof
Letē = e α : α < λ be such that
c) if α is a limit ordinal then e α is a club of α of order type cf(α) disjoint to S λ ∂ hence to S. Let 2 h α = h↾e α for α < λ andh = h α : α < λ . Now (usingē) for 0 < α < β < λ, let γ(β, α) := min{γ ∈ e β : γ ≥ α}.
Let us define γ ℓ (β, α):
If 0 < α < β < λ, let k(β, α) be the maximal k < ω such that γ k (β, α) is defined (equivalently is equal to α) and let ρ β,α = ρ(β, α) be the sequence
Let γ ℓt (β, α) = γ k(β,α)−1 (β, α) where lt stands for last. Let
and we let ρ(α, α) and ρh(α, α) be the empty sequence. Now clearly:
2 For successor of regular we can omit hα and below replaceh and h − by h and even let ⊙ 2 if 0 < α < β < λ then α ≤ γ(β, α) < β hence ⊙ 3 if 0 < α < β < λ, 0 < ℓ < ω, and γ ℓ (β, α) is defined, then α ≤ γ ℓ (β, α) < β and ⊙ 4 if 0 < α < β < λ, then k(β, α) is well defined and letting γ ℓ := γ ℓ (β, α) for ℓ ≤ k(β, α) we have
and α ∈ e γ ℓt (β,α)
i.e. ρ(β, α) is a (strictly) decreasing finite sequence of ordinals, starting with β, ending with γ ℓt (β, α) of length k(β, α).
Also
⊙ 5 if δ is a limit ordinal and δ < β < λ, then for some α 0 < δ we have: α 0 ≤ α < δ implies:
(iii) ρ(β, δ) ρ(β, α); i.e. is an initial segment (iv) δ ∈ nacc(e γ ℓt (β,δ) ) (here always holds if δ ∈ S) implies:
(v) if cf(δ) = ∂ then we have γ lt (β, δ) = δ + 1.
Why? Just let α 0 = Max{sup(e γ ℓ (β,δ) ∩ δ) + 1 : ℓ < k(β, δ) and δ / ∈ acc(e γ ℓ (β,δ) ) (for ℓ < k(β, δ) − 1 this is automatic)}.
Note that the outer maximum is well defined as it is over a finite set of ordinals. The inner sup is on the empty set or is the maximum (which is well defined) as e γ ℓ (β,δ) is a closed subset of γ ℓ (β, δ), δ < γ ℓ (β, δ) and δ / ∈ acc(e γ ℓ (β,δ) ) -as this is required. For clause (v) recall δ ∈ S λ ∂ and e γ ∩ S λ ∂ = ∅ ⊙ 6 if 0 < α < β, ℓ < k(β, α), γ = γ ℓ (β, α) then ρ(β, α) = ρ(β, γ)ˆρ(γ, α) and ρh(β, α) = ρh(β, γ)ˆρh(γ, α)
Now apply Claim 2.1 with λ, κ 1 , κ 0 , F 1 , F 0 here standing for S, κ 1 , κ 0 , F 1 , F 0 there and get d : ω> λ → N. Lastly, we define the colouring; as the proof is somewhat simpler if we use only κ 1 colours (which suffice for many purposes) we define two colourings: c 1 with κ 1 colours and c 2 with κ 2 = λ colours, as follows:
is onto N (d) for every ζ < κ 1 and n < ω the set S κ1,ζ,n = {ε < κ 1 :
cf(ε) = κ 0 , h ′ 1 (ε) = ζ and h ′ 2 (ε) = n} is stationary ⊙ 9 the colouring c 2 with λ colours: for α < β < λ, c 2 ({α, β}) = (F 2 (ρh(β, α)))(ℓ is the h ′ 2 (ε β,α )-th member of the 3 set {ℓ < ℓg(ρh(β, α)) :
So we have to prove that the colouring c = c 1 and moreover c = c 2 is as required. Now for the rest of the proof assume:
(when dealing with c 1 ) or j * < σ (when dealing with c 2 ).
Clearly (by ⊞(c))
( * ) 0 without loss of generality α < min(t α ).
We have to prove that for some α 0 < α 1 < λ for every (ζ 0 , ζ 1 ) ∈ t and α ∈ [α * 1 , δ) and 4 ι ∈ {0, 1}, β ∈ t ι δ then :
3 So d is used only via the definition of ℓ 1 β,α . 4 We can ignore ι = 0 in ( * ) 1 .
[Why? For every δ ∈ S * 0 ⊆ S and ζ ∈ t δ let α * 1,δ,ζ < δ be such that (∀α)(α ∈ [α * 1,δ,ζ , δ) ⇒ ρ ζ,δˆ δ ρ ζ,α ), it exists by ⊙ 5 of Stage A. Let α * 1,δ = sup{α * 1,δ,ζ : ζ ∈ t δ }, ε up 1,ι,δ = sup{F ι (h(γ ℓ (ζ, δ))) + 1 : ζ ∈ t ι δ and ℓ < k(ζ, δ)} = sup ∪{Rang(F ι (ρh(β, δ)) + 1 : β ∈ t 
2,ε and α ∈ [α * 2,ε , δ) and β ∈ t g2,ε(δ) then ρ g2,ε(δ),δˆ δ ρ g2,ε(δ),α hence • ρ β,δˆ δ ρ β,α (f ) ℓ 2,ε is well defined where for any δ ∈ U up 2,ε we have ℓ 2,ε = min{ℓ : ℓ < ℓg(ρ g2,ε(δ),δ ) and F 1 (h(ρ g2,ε(δ),δ )(ℓ) = ε} (recall that ε > ε up 1,1 hence necessarily β ∈ t g2,ε(δ) ⇒ ε > sup Rang(F 1 (ρh(β, g 2,ε (δ)))).
[Why? First choose γ * ε as in clause (a) of ( * ) 2 (possible by the choice of F 0 , F 1 , F in the beginning of Stage A). Second, define g 
[Why? First choose g ′′ ε : S → U up 2,ε such that g ′′ ε (δ) > δ and second for each δ ∈ S choose α * 3,δ < δ as in clauses (f) of ( * ) 3 , i.e. such that α ∈ [α *
for every ε ∈ S κ1 κ0 \ε up 1,1 and such that the relevant part of clause (b) of ( * ) 3 , holds, that is, α * 3,δ > sup{α * 2,ε : ε < S 
[Why? Clearly E = {δ < λ : δ a limit ordinal such that α < δ ⇒ t α ⊆ δ} is a club of λ. For every δ ∈ S * 0 ∩ E and α < δ we can find (ε 
[Why? Let S ′ ζ = {α ∈ S : cf(α) = ∂, α = sup(U dn 1 ∩ α) and F 1 (h(α)) = ζ}, clearly it is a stationary subset of λ.
Let E = {δ < λ : δ is a limit ordinal and δ = sup(δ ∩ S ′ )}. Clearly it is a club of λ. If δ ∈ E ∩ S * 0 and α ∈ S ′ ζ ∩ δ let ε dn 2,0,ζ,δ,α = sup Rang(F 0 (ρh(δ, α))) + 1 and let ε dn 2,1,ζ,δ,α = sup(ζ ∩ Rang(F 1 (ρh(δ, α))) + 1 < ζ. Stage C: Now we shall find the required α 0 < α 1 .
In this stage we deal with c 1 , so j * < κ 1 . First, there are δ 1 , δ 2 , ε md 0 , ε md 1 , α * 4 such that:
[Why can we? Easy but we give details. First, let W * = {δ < λ : δ is a limit ordinal > α * 3 of cofinality ∂ such that F ι (δ) > ε which is > α * 3
. Sixth, we choose ε md ι for ι = 0, 1 by clause (c), the inequality holds because δ * ∈ W * ∩ Rang(ρ(δ 2 , δ 1 )).
Lastly, choose α * 4 as in ⊕ 0 (d). Easy to check that we are done proving
Third, choose ε * ∈ s δ2 (s δ2 is from ( * ) 4 (δ)) such that ε * > ε md 2,1 := max Rang(F 1 (ρh(δ 2 , δ 1 )∪ Rang(F 1 (ρh(δ 1 , δ 0 ))) which is > ε md 1 , possible as s δ2 is a stationary subset of κ 1 . Fourth, choose δ 3 = g 3,ε * (δ 2 ). Fifth, let α 1 = g 2,ε * (δ 3 ). Lastly, choose α 0 < δ 0 large enough and as in ( * ) 5 (d) such that α 0 > α * 5 > α * 4 . We shall below prove that (α 0 , α 1 ) is as promised. So let ζ 0 ∈ t 0 α0 , ζ 1 ∈ t 1 α1 and we should prove that c 1 {ζ 0 , ζ 1 } = j * . Note 
[Why? By the choice of α 1 and ( * ) 2 (d).]
[Why? We use ⊕ 8 (a), (b) freely; now d was chosen by Claim 2.1 and letting ̺ = η 0ˆν0ˆρˆν1ˆρ1 we apply it to (η 0 , ν 0 , ρ, ν 1 , η 1 ), so it suffices to show that clauses (B)(a)-(d) of 2.1 hold with ℓ 4 there being ℓ 2,ε * here. ⊕ 9.1 clause (B)(a)(α) of 2.1 holds.
Second, Rang(F 1 (η 0 )) ⊆ ε by ⊕ 0 (c) and ε md 1 < ε * by the choice of ε * . Third, Rang(F 1 (ρ)) ⊆ ε * as Rang(F 1 (ρ)) = Rang(F 1 (ρh(δ 2 , δ 1 ))) = ε md 1 by ⊕ 0 (c) and ε md 1 < ε * by the choice of ε * . Fourth, Rang(F 1 (ν 1 )) ⊆ ε * as Rang(F 1 (ν 1 )) ⊆ ε * by ⊕ 6 (c). Fifth, Rang(F 1 (η 1 )) ⊆ ε * as Rang(F 1 (η 1 )) ⊆ ε 
Why? It suffices to show that max Rang(F 1 (ν 1 )) ≥ ε md 1 which holds as ε md 1 ∈ Rang(F 1 (ν 1 )) by ( * ) 6 (b) and by the choice of δ 0 . by ⊕ 0 (c). Second, Rang(F 1 (ρ↾ℓ 2 )) < max Rang(F 1 (ρ)) and Rang(F 1 (ρ)) ≤ ε md 1 as in "third" in the proof of ⊕ 9 .
Third, Rang(
by the last two sentences, so clause (a) of ⊕ 9.6 holds.
Fourth, clause (b), i.e. ε * ∈ Rang(F 1 (ν 0 )) holds by ⊕ 5 (b). Fifth, Rang(F 1 (η 0ˆν0 )) ∩ ε * ⊆ ε So indeed ⊕ 9 holds.
⊕ 10 c 1 {ζ 0 , ζ 1 } = j * .
[Why? Because d(̺) = ℓg(η 0 ) + ℓ 4 and (F 1 (̺))(ℓg(η 0 ) + ℓ 4 ) = ε * and so by ⊙ 7 (b) we have c 1 {ζ 0 , ζ 1 } = h ′ (ε * ) and h ′ (ε * ) = j * because ε * ∈ s δ2 by the choice of ε * and h ′ (ε * ) is j * by ( * ) 4 (c) recalling the definition of S (c) if δ ∈ W 1 and β ∈ t δ then Rang(F 1 (ρh(β, δ))) ⊆ ε up 0,1 (d) if δ ∈ W 1 and α ∈ [α * 0,1 , δ) and β ∈ t δ then ρ(β, δ)ˆ δ ρ(β, α).
[Why? As in the proof of ( * ) 1 in Stage B.]
⊞ 2 (a) let W 2 = {δ ∈ S : F 2 (h(δ)) = j * , F 1 (h(δ)) = ε up 0,1 }, so stationary (b) let g * 1 : W 2 → W 1 be such that δ < g * 1 (δ) ∈ W 1 ⊞ 3 there are W 3 , α * 0,2 and n * such that: (a) W 3 ⊆ W 2 is stationary and min(W 3 ) > α * 0,2 > α * 0,1 (b) if δ ∈ W 3 and α ∈ [α * 0,2 , δ) and β ∈ t g * 1 (δ) then ρ(β, g * 1 (δ))ˆ g * 1 (δ) ρ(β, g * 1 (δ))ˆρ(g * 1 (δ), δ)ˆ δ ρ(β, α) (c) if δ ∈ W 3 and β ∈ t g * 1 (δ) then (α) Rang(F 1 (ρh(β, g * 1 (δ))) ⊆ ε * 0,1 (β) n * = |{ℓ < k(β, δ) : (F 1 (ρh(β, δ))(ℓ) = ε • we change accordingly in the end, i.e. ⊕ 10 .
But we elaborate the last point. Note that: now ε * ∈ S δ2 ⊆ S κ1 , ε up 0,1 , n * and still d(̺) = ℓg(η 0 ) + ℓ 4 and F 1 (̺)(ℓg(η 0 ) + ℓ 4 ) = ε * . We apply ⊙ 9 of end Stage A, for our β, α so ℓ 1 β,α is d(̺) = ℓ 4 here and ε α,β = F 1 (ρh(β, α))(ℓ) β,α ) is ε * here. So h ′ 1 (ε β,α ) = ε up 0,1 , h ′ 2 (ε β,α ) = n * . Now there ℓ 2 β,α is the h ′ 2 (ε β,α ) = n * -th members of {ℓ < ℓg(̺) : F 1 (̺)(ℓ) = h ′ 1 (ε α,β ) = ε up 0,1 }. So by ⊞ 2 + ⊞ 3 we have F 2 (ℓ * ) = j * so by ⊙ 9 we get c 2 ({α, β}) = F 2 (ρh(β, α))(ℓ * ) = j * as promised.
2.2
