We formulate and evaluate distribution-free statistical process control (SPC) charts for monitoring shifts in the mean of an autocorrelated process when a training data set is used to estimate the marginal variance of the process and the variance parameter (i.e., the sum of covariances at all lags). Two alternative variance estimators are adapted for automated use in DFTC-VE, a distribution-free tabular CUSUM chart, based on the simulation-analysis methods of standardized time series and a simplified combination of autoregressive representation and non-overlapping batch means. Extensive experimentation revealed that these variance estimators did not seriously degrade DFTC-VE's performance compared with its performance using the exact values of the marginal variance and the variance parameter. Moreover, DFTC-VE's performance compared favorably with that of other competing distribution-free SPC charts.
Introduction
Statistical process control (SPC) charts are often used to monitor key performance characteristics of a production process, such as the process mean, and to detect any irregularities represented by gradual or sudden shifts in those quantities. While the correct detection of shifts is of great importance, timely detection of those shifts is equally critical. The application context determines the type of performance characteristic used to track the status of the process. For example, a specialist in computer network security may want to detect network intrusions as soon as they occur by closely tracking shifts in the mean number of audit events in successive 1-second time intervals (Kim and Wilson, 2006; Kim et al., 2007) . On the other hand, a manufacturing engineer seeking to use a coordinate measuring machine in an implementation of SPC may want to track shifts in * Corresponding author the standard deviation of measurement error that might indicate the operator is having problems while using the machine.
In this article, we take the performance characteristic to be the process mean; and we seek an SPC procedure for rapidly detecting shifts in the mean of an autocorrelated process, without any assumptions about the specific functional form of the probability law governing the monitored process. We let ARL 0 denote the in-control average run length-that is, the expected number of observations taken from the monitored process when it is in control (and thus yields the desired value of the process mean) before a false out-of-control alarm is raised. Similarly, let ARL 1 denote the average run length corresponding to a specific out-ofcontrol condition-that is, the expected number of observations taken from the monitored process before a true outof-control alarm is raised when the process mean deviates from its in-control value by a specific amount. Among several SPC charts that yield a user-selected value of ARL 0 , we 0740-817X C 2009 "IIE" 980 Lee et al.
prefer the chart that yields the smallest values of ARL 1 corresponding to a range of relevant out-of-control conditions. Remark 1. Note carefully that throughout this article, the term average run length refers to the expected value of the number of individual observations, not samples, taken from the monitored process before an alarm is raised. Each time the monitored process is tested for an out-of-control condition, the sample size required to compute the relevant test statistic depends on both the SPC chart being used and the process being monitored, as explained below; and this sample size often exceeds unity. Our usage of the term average run length is necessary so that our experimental comparison of different distribution-free SPC charts can be carried out on a consistent basis. Montgomery (2001) explains how to calculate control limits for the classical Shewhart and tabular CUSUM charts when those charts are used to monitor shifts in the mean of a process that consists of independent and identically distributed (i.i.d.) observations sampled from a known normal distribution. However, it is rarely the case that the exact distribution of the monitored process is known to the user of an SPC chart, and there is always the risk of simply assuming a wrong distribution. This can cause an excessive number of false alarms or an insufficient number of true alarms owing to miscalibrated control limits, ultimately resulting in excessive operating costs for the chart. Naturally, one can resort to distribution-free charts instead; but obtaining appropriate control limits becomes more difficult when those control limits must work for every possible distribution of the monitored process. For this reason, we study distribution-free charts whose control limits can be obtained by an automated technique that does not require either an excessively large training data set or cumbersome trial-and-error experimentation with such a training data set.
Beyond the problem of the monitored process having an unknown distribution (which is sometimes markedly nonnormal), in many SPC applications it is simply incorrect to assume that successive observations of the monitored process are independent-especially in applications involving relatively short time intervals between those observations or repeated measurements taken by the same operator on the same unit or workpiece. When classical SPC charts for i.i.d. observations are applied to autocorrelated processes, those charts may perform poorly in terms of the values of ARL 0 and ARL 1 (Rowlands and Wetherill, 1991) . Maragah and Woodall (1992) show that retrospective Shewhart charts generate an increased number of false alarms when they are applied to processes with positive lag-one autocorrelation. For correlated data, Runger and Willemain (1995) use non-overlapping batch means as their basic data items and apply classical Shewhart charts designed for i.i.d. normal data, exploiting the well-known property that under broadly applicable conditions, the batch means are asymptotically i.i.d. normal as the batch size increases. For brevity, the chart of Runger and Willemain (1995) is called R&W in the rest of this paper. Johnson and Bagshaw (1974) and Kim et al. (2007) develop CUSUM charts that use individual (raw, unbatched) observations as the basic data items; and in the rest of this article, these charts are called J&B and DFTC, respectively. Reynolds (1999, 2001) investigate the performance of the exponentially weighted moving average (EWMA) and CUSUM charts for a specific class of autocorrelated processes-namely, stationary and invertible first-order autoregressive-first-order moving average processes, which will simply be called ARMA(1,1) processes in the rest of this article. For this relatively specialized class of monitored processes, Lu and Reynolds conclude that the CUSUM and EWMA charts perform similarly when monitoring shifts in the process mean. However, the performance of such a model-based chart can be severely degraded when the hypothesized stochastic model on which the chart is based deviates significantly from the true probability law of the monitored process; and in general, definitive validation of a specific stochastic model for the monitored process can be difficult. Moreover, calibrating the control limits for a model-based chart can be extremely time-consuming unless the user is provided with an automated procedure for performing this calibration.
When developing distribution-free SPC charts, we must use one or more parameters of the monitored process, or suitable estimates of these parameters, to determine the control limits that yield the desired value of ARL 0 . Such parameters include the marginal mean, the marginal variance, and the variance parameter of the monitored process. As explained in Section 2.1, the variance parameter is the sum of covariances at all lags for the monitored process. The R&W chart uses the marginal variance of the batch means to calculate its control limits; and this quantity can be estimated by the usual sample variance of the batch means-provided the batch size is sufficiently large so that the batch means are approximately uncorrelated, and the batch count is sufficiently large to yield a stable estimator of the batch-means variance. To calculate control limits for the J&B and DFTC charts, we must know the exact values of the marginal variance, and the variance parameter of the monitored process.
In Johnson and Bagshaw (1974) , Bagshaw and Johnson (1975) , and Kim et al. (2007) , the experimental studies of the J&B and DFTC charts were performed assuming exact knowledge of the relevant parameters of the monitored process. While such an assumption is convenient for performing simulation experiments, in most practical applications the user of an SPC chart does not know the exact values of these parameters. Instead, the process parameters must be estimated from a training data set (also called the Phase I data set) that is collected when the target process is known to be in control; then during the course of regular operation, the corresponding control limits can be used to monitor the working data set (also called the The DFTC-VE chart for correlated data 981 Phase II data set) for shifts that may occur in the future. When the monitored process is autocorrelated, accurately estimating the variance parameter can be substantially more difficult than accurately estimating the current mean of the process; and inaccurate variance estimators can severely degrade the performance of any SPC chart in which such estimators are used. Jensen et al. (2006) provide a comprehensive literature review on the use of parameter estimation in SPC charts and recommend that the control limits should be updated as more data become available.
Fortunately, the simulation literature provides a number of variance-estimation techniques based on the following methods for analysis of steady-state simulation outputs: autoregressive representation (Fishman, 1971) ; non-overlapping batch means (Fishman and Yarberry, 1997) ; overlapping batch means (Alexopoulos et al., 2007b) ; spectral analysis (Lada and Wilson, 2006) ; and standardized time series (STS) (Schruben, 1983) . Although accurate and efficient estimation of the variance parameter is an important research problem by itself, in this article we are more interested in developing automated varianceestimation procedures that can be effectively incorporated into distribution-free SPC charts. Building on the work of Kim et al. (2007) , we formulate DFTC-VE, a distributionfree tabular CUSUM chart in which the marginal variance, the variance parameter, and the chart's control limits are estimated from a training data set automatically-that is, without the need for any intervention or trial-and-error experimentation by the user. We compare DFTC-VE's performance with the performance of competing distributionfree charts that also incorporate variance estimation. In addition, we study how the use of our automated variance estimators affects the performance of distribution-free SPC charts that are designed to use the exact values of the marginal variance and the variance parameter of the monitored process.
The rest of this article is organized as follows. Section 2 provides background information, including some motivating examples, notation, and key assumptions. Section 3 details the following alternative variance-estimation techniques that have been adapted from the simulation literature for automated use in DFTC-VE: (a) an overlapping area variance estimator based on the method of STS; and (b) a less computationally intensive variance estimator based on a simplified combination of the methods of autoregressive representation and non-overlapping batch means. Section 4 presents the proposed DFTC-VE chart for rapidly detecting shifts in the mean of an autocorrelated process. Section 5 summarizes our experimental performance evaluation of DFTC-VE versus the following: (i) distribution-free charts that use the exact values of the marginal variance and the variance parameter; and (ii) distribution-free charts that incorporate either of the variance-estimation procedures (a) or (b) above. We use the following types of test processes at various points in Sec-tions 2 and 5: stationary first-order autoregressive (AR(1)) processes; stationary first-order exponential autoregressive (EAR(1)) processes; stationary and invertible ARMA(1,1) processes; and an M/M/1 queue-waiting-time process. Section 6 contains conclusions and recommendations for future study. The online Appendix contains the proof of a key result underlying DFTC-VE's variance estimator (b) above, together with tables of standard errors for all the estimated ARLs reported in Section 5.
Background

Notation and assumptions
Throughout this article, we distinguish two sets of data: (i) a training (or Phase I) data set {X i : i = 1, 2, . . . , n} consisting of individual observations taken from the target process when it is known to be in control; and (ii) a working (or Phase II) data set {Y i : i = 1, 2, . . .} consisting of individual observations taken from the target process when it must be monitored for deviations from the in-control condition. We assume that the Phase I process
respectively denoting the marginal mean and variance of the process. The usual sample mean and variance of the training data set,
and
are used to estimate µ and σ 2 , respectively. By a certain abuse of notation that should cause no confusion, we will always use µ and σ 2 to denote the marginal mean and variance of the data set that is currently under discussion, either in Phase I or Phase II. Thus, in both Phase I and Phase II, we write the in-control condition as µ = µ 0 , where µ 0 is the desired value of the process mean; and in Phase II, we write the out-of-control condition as µ = µ 0 + ησ , where η takes selected positive values. To obtain concrete results, we assume that σ 2 converges to σ 2 fast enough as the size n of the training data set grows so that σ 2 is a sufficiently accurate estimator of σ 2 . Moreover, we assume that a shift in the process mean in Phase II is not accompanied by any other change in the joint probability distribution governing the monitored process; in particular, we assume that the marginal variance σ 2 of the process is the same for both the in-control and out-of-control conditions.
For the DFTC-VE chart, we will also need an estimator of the variance parameter
based on the Phase I (training) data set. As with the marginal variance, we assume that a shift in the process mean in Phase II is not accompanied by a change in the value of the variance parameter defined by Equation (3). In Section 3 we present two methods for computing an estimator 2 of 2 from the Phase I data set. Under our assumptions about the values of σ 2 and 2 being unchanged across the in-control condition and all relevant out-ofcontrol conditions, the statistics σ 2 and 2 computed from the Phase I data set {X i } can be used as estimators of the corresponding parameters of the Phase II data set.
Motivating examples
To illustrate the need for new SPC charts that are specifically designed to monitor processes exhibiting pronounced autocorrelations or marked departures from normality (or both), we summarize the results of experiments in which classical SPC charts are applied to three test processes whose characteristics are typical of many practical applications. In the experimentation with the first test process, we use two classical charts that are designed for i.i.d. normal data-namely, the Shewhart chart and the tabular CUSUM chart. In the experimentation with the second and third test processes, we compare the performance of the following: (a) the model-based CUSUM chart for ARMA(1,1) processes that is due to Lu and Reynolds (2001) ; and (b) the distribution-free tabular CUSUM chart DFTC for all types of correlated processes that is due to Kim et al. (2007) .
The first motivating example is the AR(1) process,
where: (4) defines a process with a steadystate distribution; and we take
, to ensure that the process starts in steady state. (For brevity and simplicity, we omit the corresponding details for the Phase I process, which is also defined by Equation (4) with µ = µ 0 .)
The second motivating example is the EAR(1) process,
where: 0 < ϕ Y < 1; the {U i } are the outcomes of independent Bernoulli trials having success probability 1 − ϕ Y so that Pr{U i = u} = ϕ 1−u Y (1 − ϕ Y ) u for u = 0, 1 and i = 1, 2, . . . ; the {ε i } are i.i.d. observations sampled from the exponential distribution having mean µ; and we sample the initial condition Y 0 from the exponential distribution having mean µ. With this setup, Equation (5) defines a sta-tionary process with the exponential marginal distribution having mean µ. (We omit the corresponding details for the Phase I process, which is also defined by Equation (5) with µ = µ 0 .) The EAR(1) process is widely used to model various phenomena that arise in the analysis of queueing and network processes (Billard and Mohamed, 1991) .
Remark 2. For a test process defined by Equation (4) or Equation (5), the autocorrelation function declines geometrically in the autoregressive parameter ϕ Y ,
The final motivating example is an ARMA(1,1) process,
where (6) defines a stationary and invertible ARMA(1,1) process; and we take the initial condition:
to ensure that the process defined by Equation (6) starts in steady state. For consistency with the experimental results for the ARMA(1,1) process as reported by Lu and Reynolds (2001) , we take the marginal variance σ 2 = 1.0, the residual variance σ 2 ε = 0.474 51, the autoregressive parameter ϕ 1 = 0.8, and the moving-average parameter θ 1 = 0.168 59; see Equations (4) and (5) of Lu and Reynolds (1999) . Using the notation of Lu and Reynolds (2001) , we have
so that the ARMA(1,1) process defined by Equation (6) has the autocorrelation function
We omit the corresponding details for the Phase I process, which is also defined by Equation (6) with µ = µ 0 .) Given below are the descriptions of the classical SPC charts that were applied to our motivating examples, with special emphasis on the parameters (or parameter estimates) of the in-control process that are required by each chart.
Classical tabular CUSUM charts: Set the reference-value parameter k = 0.5. Using the ARL approximation on p. 27 of Siegmund (1985) , calculate the control-limit parameter h that yields the desired value of ARL 0 . Calculate σ 2 from the training data set {X i : i = 1, 2, . . . , 10 000}. Set the control limit H = h σ and the reference value K = k σ . For i = 1, 2, . . . , take the i th observation Y i from the working data set; compute the corresponding two-sided tabular CUSUM
and raise an out-of-control alarm if S
Classical Shewhart charts: Based on the desired ARL 0 , set the false-alarm probability α = 1/ARL 0 . Take z 1−α/2 = −1 (1 − α/2), where (·) is the cumulative distribution function of the standard normal distribution. Calculate σ 2 from the training data set {X i : i = 1, 2, . . . , 10 000}; and set the control limit H = z 1−α/2 σ . For i = 1, 2, . . . , take the i th observation Y i from the working data set; and raise an out
For both charts, we set ARL 0 = 10 000; and we ran 4000 independent replications of each experiment, including generation of Phase I and Phase II data, to obtain ARLs for both in-control and out-of-control situations. For the known-parameter case, we simply used the exact parameter values instead of the parameter estimates computed from the Phase I data set. Table 1 displays the results of applying the classical tabular CUSUM and Shewhart charts designed for i.i.d. normal processes to the AR(1) test process defined by Equation (4). The training data set has expected value µ = µ 0 , the in-control mean, while the working data set has expected value µ = µ 0 + ησ , the out- Table 1 . Two-sided ARLs for the classical tabular CUSUM and Shewhart charts when they are applied to the AR(1) process defined by Equation (4) with ϕ Y = 0.7 and target ARL 0 = 10 000 of-control mean, where η ≡ (µ − µ 0 )/σ is the shift in mean for the out-of-control situation expressed in standard deviations of the monitored process rather than in the original measurement units for that process. As shown in Table 1 , when the classical tabular CUSUM chart designed for i.i.d. normal processes was applied to the AR(1) process with ϕ Y = 0.7, the chart did not yield the desired value of ARL 0 . Specifically, the value of ARL 0 for the classical tabular CUSUM chart was 74 without estimation of σ 2 (so that the exact value of σ 2 was used); and the value of ARL 0 was 73 with estimation of σ 2 (so that the sample variance defined by Equation (2) was used as the estimator of σ 2 ). The results in Table 1 illustrate the problems that arise when the classical tabular CUSUM chart designed for i.i.d. normal processes is used to monitor shifts in the mean of an autocorrelated process. Rowlands and Wetherill (1991) also discuss the sensitivity of the classical CUSUM chart to autocorrelation in the monitored process.
From Table 1 , we also see that in the AR(1) test process the classical Shewhart chart delivered a value for ARL 0 that was approximately 10% above the target value of 10 000. We considered such performance to be acceptable, because it represented a rate of occurrence (and hence a cost) of false alarms that was 9% lower than expected. This approximate achievement of the desired in-control performance is mainly due to the AR(1) test process having a normal marginal distribution as required by the classical Shewhart chart. At the end of this section, we will also comment on the performance of the classical Shewhart chart in the AR(1) test process for out-of-control conditions in the range 0 < η ≤ 1.5.
A model-based SPC chart can perform poorly when the monitored process does not follow the hypothesized joint probability distribution for which the chart's control limits are specifically designed. Table 2 illustrates the need for distribution-free charts by comparing the performance of the following: (a) the model-based CUSUM chart for ARMA(1,1) processes that is due to Lu and Reynolds (2001) and is labeled CUSUM(LR) in the table; and (b) the distribution-free CUSUM chart DFTC for correlated processes of all types that is due to Kim et al. (2007) . Table  2 summarizes the results of using the CUSUM(LR) and DFTC charts to monitor the ARMA(1,1) and EAR(1) test processes defined by Equations (6) and (5), respectively. It should be noted that the results for DFTC in Table 2 are based on using a batch size of m = 3 in the ARMA(1,1) process and a batch size of m = 4 in the EAR(1) process; see Section 3.2 of Kim et al. (2007) and Section 3 of this article for a detailed explanation of the reasons for using batch means rather than raw (unbatched) observations when the DFTC chart is applied to a process with a lag-one correlation between successive raw observations that exceeds 0.5. Table 2 . Two-sided ARLs for the CUSUM(LR) and DFTC charts when they are applied to the following processes with target ARL 0 = 10 000: (a) an ARMA(1,1) process defined by Equation (6) with ϕ 1 = 0.8, θ 1 = 0.168 59, and ψ = 0.9; and (b) an EAR(1) process defined by Equation (5) Lu and Reynolds (2001) formulate the CUSUM(LR) chart based on the assumption that the ARMA(1,1) model defined by Equation (6) is generally an adequate model of the monitored process. Of course this chart performs well when it is used to monitor an ARMA(1,1) processprovided that the user has performed an extensive set of trial-and-error simulation experiments to estimate the control limits that yield the target value of ARL 0 for the particular ARMA(1,1) process at hand. In practice, however, there is no guarantee that the monitored process can always be adequately modeled by an ARMA(1,1) process; and the CUSUM(LR) chart can perform poorly in terms of ARL 0 if the stochastic behavior of the monitored process deviates significantly from that of an ARMA(1,1) process. Table 2 shows that when the CUSUM(LR) chart was used to monitor the EAR(1) process defined by Equation (5), the CUSUM(LR) chart delivered a value for ARL 0 that was 36% below the target value. We considered such performance to be unacceptable, because it represented a rate of occurrence (and hence a cost) of false alarms that was 55% higher than expected. On the other hand, the DFTC chart delivered a value for ARL 0 that was 12% above the target value, which represented a rate of occurrence of false alarms that was 14% lower than expected. Although admittedly DFTC delivered values of ARL 1 that were somewhat larger (in absolute terms) than the corresponding values of ARL 1 delivered by CUSUM(LR), we concluded that DFTC's overall performance was more robust than that of CUSUM(LR).
Returning to the AR(1) test process with ϕ Y = 0.7, we also compare the results in Table 1 for the classical Shewhart chart with the corresponding results in the first part of Table 4 of Kim et al. (2007) for the DFTC chart; and we see that the DFTC chart significantly outperformed the classical Shewhart chart for the selected out-of-control con-ditions in the range 0 < η ≤ 1.5. Thus, the results in Table  1 also illustrate the inability of the classical Shewhart chart designed for i.i.d. normal processes to monitor properly shifts in the mean of an autocorrelated process when those shifts have small or medium magnitudes.
We believe that the experimental results discussed in this section provide compelling evidence of the need for new distribution-free SPC charts that can handle autocorrelated processes and that automatically provide the necessary variance estimators. Because the DFTC chart outperformed not only the classical Shewhart and CUSUM charts but also the CUSUM(LR) chart in almost all our test processes, we sought to extend the DFTC chart by incorporating a suitable variance estimator from the literature on steady-state simulation analysis. Alexopoulos et al. (2007b) show that the so-called STS overlapping area estimator for 2 outperforms a number of other variance estimators in terms of bias and variance; therefore we chose to incorporate this variance estimator into a version of DFTC-VE. First, we form n − m + 1 overlapping batches from the training data, each of size m, so that the i th batch consists of the observations {X i + j : j = 0, . . . , m − 1} for i = 1, 2, . . . , n − m + 1. Although the sample-size-to-batch-size ratio b ≡ n/m is fixed, we let the batch size m increase so that the overall sample size n = bm also increases; and all this data must be taken from the training data set to compute the STS estimator of 2 . The sample mean computed from the i th overlapping batch with (intermediate) batch size j is represented by
Variance estimators
STS overlapping area estimator
Using the weight function
we define
for i = 1, 2, . . . , n − m + 1,
as the weighted area under the standardized time series computed from the i th overlapping batch of size m in the training data set; see Equations (2) through (4) of Alexopoulos et al. (2007b) . Finally, the overlapping STS area estimator for 2 is defined by
See Sections 4.1 and 4.2 of Alexopoulos et al. (2007b) for a complete discussion of STS and variance estimators that are computed from overlapping batches. We use the weight function defined by Equation (8) to obtain the following key properties provided b > 1:
in particular, see Examples 1 and 5 of Alexopoulos et al. (2007b) . Other weight functions and even other STS estimators for 2 are available for use; our selection here has been based on the comparatively good analytical and empirical performance of the overlapping area estimator defined by Equation (10) with the weight function defined by Equation (8). The remaining unresolved problem is the selection of the batch size m, which affects not only the bias and variance of the STS estimator 2 A as shown in Equation (11) but also the convergence of 2 A to its limiting distribution. Asymptotically as m → ∞, the STS estimator 2 A has approximately a scaled chi-squared distribution with mean 2 as explained in Section 4.2 of Alexopoulos et al. (2007a) .
For use with DFTC-VE, we propose an automated batch-size determination algorithm that uses the same sequential procedure as in Lada and Wilson (2006) and Lada et al. (2008) ; but instead of using non-overlapping batch means as the basic data items to be tested for independence and normality, we use the "STS-weighted-area" statistics similar to those defined in Equation (9) that are computed from non-overlapping batches in the training data set. For i = 1, 2, . . . , b, the i th non-overlapping batch of size m in the training data set is {X (i −1)m+ j : j = 1, 2, . . . , m}; and we seek a sufficiently large value of m so that the corresponding "STS-weighted-area" statistics {Z i ( f ; m) : i = 1, 2, . . . , b} computed from Equations (12) and (13) below approximately constitute a random sample from a normal distribution. Such a batch size m is large enough to ensure approximate convergence of the final overlapping area estimator 2 A defined by Equation (10) to its appropriate limiting distribution. See Theorem 3 of Alexopoulos et al. (2007b) for the exact asymptotic distribution of 2 A as m → ∞. A formal statement of our batch-size determination algorithm for the STS overlapping area estimator is given below.
Batch-Size Algorithm for the STS Overlapping Area Estimator of 2
Step 1. Take an initial sample of size n ← 4096 from the training data set of size n ← 10 000; and divide the initial sample into b ← 256 adjacent non-overlapping batches of size m ← 16. Set the randomness test size α ran ← 0.20. Set the initial normality test size α nor (1) ← 0.05, the normality test parameter γ ← 0.184 206, and the normality test iteration counter k ← 1.
Step 2. Compute the following statistics from the b nonoverlapping batches of the current batch size m, where the weight function f (·) is defined by Equation (8):
and j = 1, 2, . . . , m, (12)
Step 3. Apply the von Neumann test for randomness (von Neumann, 1941) to the {Z i ( f ; m) : i = 1, 2, . . . , b} defined by Equation (13) (12) and (13); and go to
Step 5.
Remark 3. Using the final batch size m delivered by the algorithm given above, we see that for i = 1, 2, . . . , n − m + 1, the quantity Z * i ( f ; m) given by Equation (9) is the signed, weighted area under the STS defined on the i th overlapping batch {X i + j : j = 0, 1, . . . , m − 1} of size m.
The weight function f (·) is carefully selected to ensure that E[Z * i ( f ; m)] = 0 and lim m→∞ E{ Z * i ( f ; m)] 2 } = 2 for i = 1, 2, . . . , n − m + 1. The final STS variance estimator 2 A defined by Equation (10) is the average of all the {[Z * i ( f ; m)] 2 : i = 1, 2, . . . , n − m + 1} taken over the entire training data set.
Remark 4. The first part of Equation (11) reveals that the bias of the STS variance estimator is o(1/m). To ensure sufficiently small bias as well as adequate convergence of the STS estimator to its limiting distribution, the final batch size delivered by the algorithm above is usually taken to be three times the batch size required to pass the independence test in Step 3 and the normality test in Step 5. This inflation of the final batch size also improves the adequacy of the Brownian-motion approximation to the behavior of the CUSUM statistics used by the J&B and DFTC charts. If the size of the training data set, n, is not large enough to ensure that the {Z i ( f ; m) : i = 1, 2, . . . , b} defined by Equation (13) 
pass both the independence test in Step 3 and the normality test in
Step 5, then we take the final batch size m ← n/20 , which ensures that b = n/m ≥ 20. This design for the batch-size algorithm ensures that no matter how the algorithm terminates, the final STS variance estimator 2 A in Equation (10) has approximately a scaled chi-squared distribution with at least 48 degrees of freedom (Alexopoulos et al., 2007b) .
Remark 5. In the batch-size algorithm given above, we used α ran = 0.20 for the size of the randomness test, and we used the normality-test parameters α nor (1) = 0.05 and γ = 0.184 206. These parameter values are based on the extensive computational experience of Lada and Wilson (2006) in testing certain sets of non-overlapping batch means for randomness and normality before the final delivered set of non-overlapping batch means is used to compute a spectral estimator of the variance parameter of a simulation output process.
"Quick-and-dirty" autoregressive (QDAR) variance estimator
As an alternative to the STS variance estimator, we develop the so-called "quick-and-dirty" autoregressive (QDAR) variance estimator, which is based on a simplified combination of the methods of autoregressive representation and non-overlapping batch means that also underlies the simulation analysis procedures ASAP3 (Steiger et al., 2005) and SBatch (Lada et al., 2008) . By design the QDAR variance estimator is simpler to compute and easier to automate than the STS variance estimators. If we can find a sufficiently large batch size m such that the non-overlapping batch means {X i (m) : i = 1, 2, . . . , b} defined by Equation (12) and computed from the training data set are adequately modeled by an AR(1) process,
with |ϕ X(m) | < 1 and {ε i (m) : i = 1, 2, . . .} i.i.d. N[0, σ 2 ε(m) ], then the variance parameter of the AR(1) process defined by Equation (14) is given by 2 (m) . (15) As detailed below, the key idea underlying the QDAR variance estimator is to do the following:
1. Determine a batch size m sufficiently large to ensure the approximate validity of the AR(1) model defined by Equation (14) In developing and testing the DFTC chart, Kim et al. (2007) find that in practice the adequacy of the Brownianmotion approximation to the behavior of the CUSUM on which DFTC is based requires a lag-one correlation of at most 0.5 in the time series of basic data items used to compute that CUSUM. To compensate for the additional uncertainty introduced by estimation of the variance parameter, in the formulation of the QDAR variance estimator we impose the more-stringent upper bound
on the basic data items used to compute the CUSUM on which DFTC-VE is based-that is, we require a sufficiently large batch size m so that the non-overlapping batch means {X i (m) : i = 1, 2, . . . , b} computed from the training data set satisfy Equation (16) with probability close to one. For additional considerations justifying Equation (16), see p. 77 of Bagshaw and Johnson (1975) . Furthermore, Steiger et al. (2005) and Lada et al. (2008) find that if the batch size m is sufficiently large to ensure that ϕ X(m) ≤ 0.8, then their variance estimators similar to the QDAR variance estimator are sufficiently stable in practice to yield highly reliable and accurate confidence-interval estimators of the steady-state mean. On the basis of all these considerations, we concluded that if we take the batch size large enough to satisfy Equation (16) with probability close to one, then we should be able to use the QDAR variance estimator effectively in distribution-free SPC charts requiring an estimator of the variance parameter.
When the lag-one correlation between individual (unbatched, raw) observations is greater than 0.5, Kim et al. (2007) recommend the use of batching in Phase II to ensure that the lag-one correlation in the data to be monitored does not exceed 0.5; and thus in Phase II, we use the batch size m determined in Phase I so as to satisfy Equation (16) with probability close to one. A formal statement of the algorithm for computing the QDAR variance estimator is given below.
QDAR Algorithm for Estimating 2
Step 1. Choose the initial batch size m, where m = 1 by default. Choose the initial batch count b ≥ b min , where b min = 1024 by default. Take the initial sample of size n = mb from the training data set of size n, where n = 10 000 by default. Also set the size α cor of the test for acceptable lag-one correlation in the batch means and the upper bound ζ on the lag-one correlation in Equation (16) 
where ρ X(m) (m, b) denotes the standard lag-one sample correlation between the batch means based on b non-overlapping batches each of size m; and we let ρ
(1) X(m) (m, b/2) and ρ
(2) X(m) (m, b/2) respectively denote similar estimators of the lag-one correlation between the batch means based on the first and last b/2 non-overlapping batches each of size m.
(where z 1−α cor = −1 (1 − α cor ) = 2.33), then go to Step 4; else estimate the required batch size as follows:
and m ← mid{1.1, Q, 2}m , where · is the ceiling function and mid{u, v, w} denotes the median of the real numbers u, v, w; retrieve additional data from the training data set and update n if necessary to ensure that b ← n /m satisfies b ≥ b min ; and go to Step 2.
Step 4. Compute the estimator of the variance parameter for the batch means, 2
and deliver the final estimator of the variance parameter for the original process, 2 Q ≡ m 2 X(m) .
Remark 6. In the QDAR algorithm given above, the parameter values b min = 1024 and α cor = 0.01 are based on the extensive computational experience of Steiger et al. (2005) with the ASAP3 procedure and Lada et al. (2008) with the SBatch procedure. In ASAP3 and SBatch, the final delivered set of non-overlapping batch means is used to compute a correlation-adjusted batch-means estimator of the variance parameter of a simulation-generated output process.
Remark 7. In Step 3 of the QDAR algorithm, we take the parameter values α cor = 0.01 and ζ = 0.4 so that with approximate probability 1 − α cor = 0.99, the lag-one correlation of the final set of batch means is at most 0.4 as required by Equation (16).
Remark 8. The formula for ϕ X(m) in Equation (17) is the jackknifed estimator of ϕ X(m) and thus has bias of the form O(b −2 ), whereas the standard correlation estimator ρ X(m) (m, b) has bias of the form O(b −1 ). This property coupled with the requirement b ≥ b min = 1024 ensures that ϕ X(m) is an approximately unbiased estimator of ϕ X(m) .
Remark 9. The final variance estimator Equation (18) follows from Equation (15), Remark 8, and the property
is an (approximately)
unbiased estimator of Var[X(m)].
See the online Appendix for a derivation of (19).
DFTC-VE: Distribution-free tabular CUSUM chart with automated variance estimation
Using the estimators given in Equations (1), (2), (10) and (18), we modify the DFTC chart of Kim et al. (2007) to incorporate automated parameter estimation based on a training data set.
DFTC-VE: Distribution-Free Tabular CUSUM Chart with Variance Estimation
Step 1. Compute µ and σ 2 from the Phase I data set using Equations (1) and (2) Step 3. For i = 1, 2, . . . , take the i th observation Y i from the Phase II data set; update the CUSUMs S ± (i ) in Equation (7); and raise an out-of-control alarm if S + (i ) ≥ H or S − (i ) ≥ H.
Remark 10. For the choice of the reference parameter value, Kim et al. (2007) recommend k = 0.1. A search method (such as the bisection algorithm) can be used to solve Equation (20) for the control limit H.
Experiments
We compare the performance of the following distributionfree SPC charts in terms of their average run lengths:
1. The DFTC-VE chart using the estimators σ 2 and 2 computed from Phase I together with the corresponding estimated control limits so as to operate the chart in Phase II.
2. The DFTC chart using the exact values of σ 2 and 2 together with the corresponding exact values of the control limits so as to operate the chart in Phase II.
We also compare the performance of the DFTC-VE chart with that of other distribution-free SPC charts-namely, the R&W chart and the J&B chart-to which we added Phase I estimation of the required process parameters, as outlined below.
R&W chart with estimated marginal variance: From the Phase I data set, determine the smallest batch size m such that
where the Phase I non-overlapping batch means {X i (m) : i = 1, 2, . . . , b } are computed as in the first line of Equation (17); see pp. 288-289 of Runger and Willemain (1995) . Choose the desired value of ARL 0 and find z on such that
Compute Var[ X(m) ], the estimated variance of the batch means, from the entire Phase I data set in the same way that the statistic S 2 (m, b) is computed in Equation (17). For j = 1, 2, . . . , raise an out-of-control alarm after observation
J&B chart with estimated variance parameter: Compute 2 from the Phase I data set using either Equation (10) For i = 1, 2, . . . , take the i th observation Y i from the Phase II data set; compute the updated CUSUMs
and raise an out-of-control alarm if S + (i ) ≥ H or S − (i ) ≥ H.
In our experimental performance evaluation, we considered stationary test processes with normal and nonnormal marginals. We used a single test process with normal marginals, the AR(1) process defined by Equation (4), and the following test processes with non-normal marginals: (i) the EAR(1) process defined by Equation (5); and (ii) the queue-waiting-time process in a steadystate M/M/1 queueing system as detailed in Section 5.3. For each distribution-free chart, we took the target value of 10 000 for ARL 0 ; and we performed 4000 independent replications of each chart applied to each test process. On each replication of each SPC chart, the training data set had marginal mean µ = µ 0 , the in-control mean; and the working data set had marginal mean µ = µ 0 + ησ , where the shift parameter η took the values 0, 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5, 3, and 4. Thus, for each SPC chart, the Phase II experimentation included the in-control condition as well as out-of-control conditions corresponding to "small," "medium," and "large" shifts in the mean.
Throughout this section, we let m 1 and m 2 denote the batch sizes used in Phase I and Phase II, respectively. Note that a new set of Phase I data was obtained on each replication; and thus our batch-size determination algorithms delivered a different batch size on each replication. Over the 4000 independent replications of each SPC chart applied to each test process, we computed m 1 and m 2 , the average batch sizes used in Phase I and Phase II, respectively. On each replication of the R&W chart applied to a test process, in Phase I we used the batch size m 1 that achieves an approximate lag-one correlation of 0.1 for the batch means; and then in Phase II we took m 2 = m 1 . In particular, for the AR(1) and EAR(1) testing processes, we used m 1 from Runger and Willemain (1995) ; and for the queue-waitingtime process, we used m 1 from Kim et al. (2007) , who study the required batch size for highly non-normal, correlated processes.
For the CUSUM-type charts with variance estimation (J&B and DFTC-VE), the batch-size determination algorithm varied depending on which variance estimator was used. On each replication of an SPC chart using the STS variance estimator 2 A , in Phase I we used the final batch size m 1 delivered by the algorithm in Section 3.1; and in Phase II we used the batch size m 2 = 1 so as to compensate for the computational overhead associated with the STS batch-size determination algorithm used in Phase I. Thus, the SPC charts with the STS variance estimator always used raw (unbatched) observations in Phase II. On each replication of an SPC chart with the QDAR variance estimator 2 Q , in Phase I we used the final batch size m 1 delivered by the QDAR batch-size determination algorithm in Section 3.2 to ensure that with approximate probability 1 − α cor = 0.99, Equation (16) was satisfied; and then in Phase II we took m 2 = m 1 .
To provide a baseline for evaluating the performance of the selected SPC charts that incorporate a varianceestimation procedure, for each test process we also present the performance in Phase II of the DFTC chart using the exact values of σ 2 and 2 . On each replication of DFTC applied to each test process, we set the Phase II batch size m 2 according to the procedure specified in Section 3.2 of Kim et al. (2007) so as to ensure that with approximate probability 0.99, the lag-one correlation between the batch means used in DFTC was at most 0.5. Corresponding to each table of estimated ARLs that is presented in this section is a matching table of standard errors for those ARLs that is presented in the online Appendix.
AR(1) processes
For an AR(1) process defined by Equation (4), the marginal variance and the variance parameter are given by
respectively. Table 3 summarizes the performance of the selected SPC charts in the AR(1) processes defined by varying the autoregressive parameter ϕ Y over the values 0.25, 0.5, 0.7, and 0.9. First we consider the impact of variance estimation on the performance of the R&W, J&B, and DFTC-VE charts. As Table 3 shows, the R&W chart with variance estimation delivered values of ARL 0 that were reasonably close to the target value of 10 000 for all values of the autoregressive coefficient ϕ Y . Moreover, for large shifts (η > 1.5) and for all values of ϕ Y under study, the R&W chart outperformed the other charts (including DFTC) with respect to the delivered values of ARL 1 . Thus, we concluded that in the AR(1) process, variance estimation did not significantly degrade the effectiveness of the R&W chart in detecting large shifts in the process mean. Table 3 also shows that in some situations, the performance of the J&B chart was degraded by variance estimation. In particular, when the J&B chart used the STS variance estimator 2 A , the delivered values of ARL 0 were generally 10% to 12% below the target value, corresponding to rates of occurrence of false alarms that were 11% to 14% higher than expected. When the J&B chart used the variance estimator 2 Q , the delivered values of ARL 0 deviated from the target value by percentages ranging from −6.7% to 8.5%. By contrast, from Table 3 of Kim et al. (2007) , we see that when the J&B chart uses the exact value of 2 in the AR(1) process, the delivered values of ARL 0 are only 1% to 4% above the target value. From a similar analysis of the results for the out-of-control conditions in Table 3 of the current paper and in Table 3 of Kim et al. (2007) , we concluded that use of either variance estimator 2 A or 2 Q did not significantly degrade the performance of the J&B chart with respect to the delivered values of ARL 0 .
From the results in Table 3 we concluded that in the AR(1) process, the performance of the DFTC-VE chart was not significantly degraded in comparison with that of the DFTC chart using the exact values of σ 2 and 2 . In particular, the DFTC-VE chart using the STS variance estimator 2 A delivered nearly the same performance in the AR(1) process as that of the DFTC chart for both the incontrol and out-of-control conditions and for all values of ϕ Y . Although the performance of the DFTC-VE chart using the QDAR variance estimator 2 Q was somewhat worse achieved by DFTC or by DFTC-VE using the alternative variance estimator 2 A . Beyond evaluating the impact of variance estimation on the performance of the R&W, J&B, and DFTC-VE charts in the AR(1) process, we evaluate the performance of these charts in comparison with each other. For small shifts (η < 1) and small-to-moderate correlations (0.25 ≤ ϕ Y ≤ 0.7), the DFTC-VE chart with either variance estimator 2 A or 2 Q outperformed R&W with respect to the delivered values of ARL 1 . For medium-to-large shifts (η ≥ 1.5), the R&W chart outperformed the DFTC-VE chart. These conclusions agree with the findings of Kim et al. (2007) about the relative performance of the R&W chart and the DFTC chart when the exact values of σ 2 and 2 are known. Finally, we observe that in the AR(1) process, DFTC-VE outperformed J&B with variance estimation in all cases.
EAR(1) processes
For an EAR(1) process defined by Equation (5), the marginal variance and the variance parameter are given by
respectively. Because of the apparent similarities between the formulas for 2 in Equations (24) and (25), we might expect that the distribution-free SPC charts using variance estimation would exhibit similar performance characteristics in the AR(1) and EAR(1) processes. Table 4 summarizes the experimental results obtained for all four distributionfree SPC charts when they were applied to the EAR(1) process.
Although the performance of the CUSUM-based charts (that is, J&B, DFTC-VE, and DFTC) was nearly the same in the EAR(1) and AR(1) processes, the R&W chart completely failed in the EAR(1) process, delivering values of ARL 0 whose percentage deviations from the target value of 10 000 ranged from −92% to −53%. This failure of the R&W chart is primarily due to the non-normality of the EAR(1) process. The R&W chart is based on the assumption that the batch means are normal, as clearly seen in Equations (22) and (23). Unfortunately in the EAR(1) process, a batch size just large enough to satisfy Equation (21) is not large enough to ensure a sufficient degree of convergence to normality in the batch means so that Equations (22) and (23) can be applied.
From the results in Table 4 we concluded that in the EAR(1) process, variance estimation did not significantly degrade the performance of the DFTC-VE chart in comparison with that of the DFTC chart using the exact values of σ 2 and 2 . We found that in the EAR(1) process, the DFTC-VE chart using the STS variance estimator 2 A delivered nearly the same performance as that of the DFTC chart for both the in-control and out-of-control conditions and for all values of ϕ Y . We also found that in the EAR(1) process, the performance of the DFTC-VE chart using the QDAR variance estimator 2 Q was acceptable but somewhat worse than that of the DFTC chart when ϕ Y took the values 0.5, 0.7, and 0.9. Finally comparing the performance of the J&B and DFTC-VE charts in the EAR(1) process, we concluded that DFTC-VE was more effective in detecting all shifts of the process mean at all levels of the autoregressive parameter ϕ Y .
M/M/1 queue waiting times
The final test process consists of successive waiting times in the queue for an M/M/1 queueing system with arrival rate λ and service rate ν, where λ < ν. Let {A i : i = 1, 2, . . .} denote a sequence of i.i.d. exponential random variables having mean 1/λ. We take A 1 to be the arrival time of the first customer; and for i = 2, 3, . . . , we take A i to be the time between the arrivals of the (i − 1)st customer and the i th customer. Let {B i : i = 1, 2, . . .} denote a sequence of i.i.d. exponential random variables having mean 1/ν. For i = 1, 2, . . . , we take B i to be the service time of the i th customer. Let τ = λ/ν denote the steady-state server utilization. For i = 1, 2, . . . , let Y i denote the waiting time in the queue for the i th customer. To ensure that {Y i : i = 1, 2, . . .} starts in steady state, we take Y 1 = 0 with probability 1 − τ , and we sample Y 1 from an exponential distribution having mean 1/(ν − λ) with probability τ . Subsequent waiting times in the queue are computed from the relation Y i = max{0, Y i −1 + B i −1 − A i } for i = 2, 3, . . . . (26) The steady-state marginal mean and variance of the queuewaiting-time process defined by Equation (26) are given by µ = τ 2 λ(1 − τ ) and σ 2 = τ 3 (2 − τ ) λ 2 (1 − τ ) 2 , respectively, and the variance parameter is given by 2 = τ 3 (τ 3 − 4τ 2 + 5τ + 2) λ 2 (1 − τ ) 4 ; see, for example, p. 287 of Steiger and Wilson (2001) . In our simulation experiments with this test process, we set the service rate ν to unity. We set the arrival rate λ to 0.3 and 0.6, resulting in the server utilizations of 0.3 and 0.6, respectively. Note that for each out-of-control condition corresponding to a shift in the mean of size ησ , we simply added ησ to each individual waiting time after it was generated according to Equation (26). Table 5 summarizes the experimental results obtained for all four distribution-free SPC charts when they were applied to the M/M/1 queuewaiting-time process.
As in the case of the EAR(1) test process, the R&W chart failed in the M/M/1 queue-waiting-time process, 
