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a b s t r a c t
Rapid developments of time series models and methods addressing volatility in
computational finance and econometrics have been recently reported in the financial
literature. The non-linear volatility theory either extends and complements existing time
series methodology by introducing more general structures or provides an alternative
framework (see Abraham and Thavaneswaran [B. Abraham, A. Thavaneswaran, A nonlinear
time series model and estimation of missing observations, Ann. Inst. Statist. Math. 43 (1991)
493–504] and Granger [C.W.J. Granger, Overview of non-linear time series specification
in Economics, Berkeley NSF-Symposia, 1998]). In this work, we consider Gaussian first-
order linear autoregressive models with time varying volatility. General properties for
process mean, variance and kurtosis are derived; examples illustrate the wide range of
properties that can appear under the autoregressive assumptions. The results can be
used in identifying some volatility models. The kurtosis of the classical RCA model of
Nicholls and Quinn [D.F. Nicholls, B.G. Quinn, Random Coefficient Autoregressive Models:
An Introduction, in: Lecture Notes in Statistics, vol. 11, Springer, New York, 1982] is shown
to be a special case.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The sophisticated analysis used by the financial industry has lent increasing importance to time series modeling. Recently,
there has been growing interest in the use of non-linear time series models in finance and economics (see Granger [2]).
Many financial series, such as returns on stocks and foreign exchange rates, exhibit leptokurtosis and volatility varying in
time. These two features have been the subject of extensive studies ever since Nicholls and Quinn [3], Engle [4] reported
them. Kurtosis measured by the moment ratio K = µ4
µ22
gives an estimate of the peakedness of unimodal curves. Leptokurtic
curves have K > 3. Random coefficient autoregressive (RCA) models, Nicholls and Quinn [3], the autoregressive conditional
heteroscedastic (ARCH) models, Engle [4], and their generalization, the GARCH model, Bollerslev [5], provide a convenient
framework for studying time varying volatility in financial markets. Financial time series models for intra-day trading are
typical examples of random coefficient models with GARCH errors. The moments of some volatility time series models are
given in terms of model parameters.
1.1. GARCH models
Consider the general class of GARCH(P,Q)model for the time series yt,where
εt =
√
htZt, (1.1)
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ht = ω+
P∑
i=1
αiε
2
t−i +
Q∑
j=1
βiht−j, (1.2)
where Zt is a sequence of independent, identically distributed random variables with zero mean, unit variance. Let ut = ε2t −ht
be the martingale difference and let σ2u be the variance of ut; (2.8) and (2.9) could be written as
ε2t − ut = ω+
P∑
i=1
αiε
2
t−i +
Q∑
j=1
βjht−j, (1.3)
[
1−
P∑
i=1
αiB
i −
Q∑
j=1
βjB
j
]
ε2t = ω−
Q∑
j=1
βjB
juj, (1.4)
Φ(B)ε2t = ω+ β(B)ut, (1.5)
where, Φ(B) = 1 − ∑Ri=1,ΦiBi,Φi = (αi + βi),β(B) = 1 − ∑Qj=1 βjBj and R = max(P,Q). We shall make the following
stationarity assumptions for ε2t which has an ARMA(R,Q) representation:
(A.1) all the zeros of the polynomial Φ(B) lie outside of the unit circle;
(A.2)
∑∞
i=0 Ψ2i < ∞ where the Ψi’s are obtained from the relation ψ(B)Φ(B) = β(B) with Ψ(B) = 1 +
∑∞
i=1 ΨiBi. The
assumptions ensure that the ut ’s are uncorrelated with zero mean and finite variance and that the ε2t process is weakly
stationary. In this case, the autocorrelation function of ε2t will be exactly the same as that for a stationary ARMA(R,Q)model.
For any random variable εwith finite fourth moments, the kurtosis defined by E(ε−µ)
4
[Var(ε)]2 and if the process {Zt} is normal then
the process {εt} defined by Eqs. (1.3) and (1.4) is called a normal GARCH(p, q) process. The kurtosis of the GARCH process is
denoted by K(ε) when it exists. In order to calculate the zero-mean GARCH kurtosis in terms of the Ψ weights, we have the
following theorem given in Thavaneswaran et al. [6]. In Section 2, we derive the kurtosis of RCA models with GARCH errors
and give some examples.
2. RCA models
Random coefficient autoregressive time series were introduced by Nicholls and Quinn [3] and some of their properties
have been studied recently by Aue [7]. RCA models exhibiting long memory properties have been considered in Leipus and
Sugailis [8]. A sequence of random variables {yt} is called an RCA(1) time series if it satisfies the equations
yt = (φ+ bt)yt−1 + et t ∈ Z,
where Z denotes the set of integers and
(i)
(
bt
et
)
∼
((
0
0
)
,
(
σ2b 0
0 σ2e
))
,
(ii) φ2 + σ2b < 1.
The sequences {bt} and {et}, respectively, are the errors in the model.
Theorem 2.1. Let {yt} be an RCA(1) time series satisfying conditions (i) and (ii) . The RCA(1)model is given by
yt = (φ+ bt) yt−1 + ε2t−1εt (2.1)
and et ∼ N(0,σ2e ), bt ∼ N(0,σ2b ). Then we have the following:
(a) E(yt) = 0, E
(
y2t
)
=
[
3σ6ε
(1 − (φ2 + σ2b ))
]
,
(b) E(y4t ) =
(
9σ12ε
(1− 6φ2σ2b − 3σ4b − φ4)
)(
35− 29 (σ2b + φ2)
1− (σ2b + φ2)
)
,
(a) K(y) =
((
35− 29 (σ2b + φ2)) (1 − (φ2 + σ2b ))
(1− 3σ2b (2φ2 + σ2b )− φ4)
)
.
Proof.
E
(
y2t
)
= E
(
y2t−1φ
2
)
+ E
(
y2t−1b
2
t
)
+ E
(
ε4t−1
)
E
(
ε2t
)
= φ2E
(
y2t−1
)
+ σ2bE
(
y2t−1
)
+ 3σ6ε .
112 A. Thavaneswaran et al. / Applied Mathematics Letters 22 (2009) 110–114
Thus we have
E
(
y2t
)
=
[
3σ6ε
(1 − (φ2 + σ2b ))
]
(2.2)
E(y4t ) = 6φ2σ2bE
(
y4t−1
)
+ 315σ12ε + 3σ4bE
(
y4t−1
)
+ φ4E
(
y4t−1
)
+ 18σ2bσ6εE
(
y2t−1
)
+ 18σ6εφ2E
(
y2t−1
)
and we have
E(y4t ) =
(
9σ12ε
(1− 6φ2σ2b − 3σ4b − φ4)
)(
35− 29 (σ2b + φ2)
1− (σ2b + φ2)
)
K(y) = E
[
y4t
]
E
[
y2t
]2 =
(
9σ12ε
(1− 6φ2σ2b − 3σ4b − φ4)
)(
35− 29 (σ2b + φ2)
1− (σ2b + φ2)
)(
(1 − (φ2 + σ2b ))2
9σ12ε
)
=
((
35− 29 (σ2b + φ2)) (1 − (φ2 + σ2b ))
(1− 3σ2b (2φ2 + σ2b )− φ4)
)
.  (2.3)
When σ2b = 0, the kurtosis of the process yt converges to the one reported by Ghahramani and Thavaneswaran [9],
K(y) = 35−29φ2
(1+φ2) , and when σ
2
b = 0, and φ = 0, the kurtosis of the process yt turns out to be 35; this result was reported
in Appadoo et al. [10].
Theorem 2.2. Suppose yt is an RCA model with GARCH(p, q) innovations of the form
yt = (φ+ bt) yt−1 + εt
εt =
√
htZt
ht = ω+
p∑
i=1
αiε
2
t−i +
q∑
j=1
βjht−j,
where bt is an uncorrelated noise process with zero mean and with variance σ2b . Then, we have the following relationship:
(i) E
(
y2t
)
= E [ht]
(1− φ2 − σ2b )
(ii) E
(
y4t
)
=
[
6
(
σ2b + φ2
)
(1− φ2 − σ2b )(1− 6φ2σ2b − φ4 − 3σ4b )
]
(E [ht])2 +
[
3
(1− 6φ2σ2b − φ4 − 3σ4b )
]
E(h2t )
(iii) K(y) =
[
3(1− φ2 − σ2b )[2
(
σ2b + φ2
)
(1− (α+ β)2 − 2α2)+ (1− φ2 − σ2b )(1− (α+ β)2)]
(1− 6φ2σ2b − φ4 − 3σ4b )(1− (α+ β)2 − 2α2)
]
.
Proof. Thavaneswaran et al [6] show that
E
(
h2t
)
E (ht)
2 =
1
E(Z4t )− (E(Z4t )− 1)
∞∑
j=1
ψ2j
K(ε) = E(Z
4
t )
E(Z4t )− (E(Z4t )− 1)
∞∑
j=1
ψ2j
.
Thus, for a Normal(0, 1) process, the kurtosis is given by K(ε) = 3[1−(α+β)2]1−(α+β)2−2α2 .
E
(
y2t
)
= E ((φ+ bt) yt−1 + εt)2
= φ2E[y2t−1] + σ2bE[y2t−1] + E [ht]σ2Z
= E [ht]
(1− φ2 − σ2b )
=
[
1
(1− φ2 − σ2b )
]
E [ht]
E
(
y4t
)
(1− 6φ2σ2b − φ4 − 3σ4b ) = 6σ2Z
(
σ2b + φ2
)
E(ht)E(y
2
t−1)+ 3σ4Z E(h2t )
E
(
y4t
)
(1− 6φ2σ2b − φ4 − 3σ4b ) = 6
(
σ2b + φ2
)
E(ht)E(y
2
t−1)+ 3E(h2t )
E
(
y4t
)
=
[
6
(
σ2b + φ2
)
(1− φ2 − σ2b )(1− 6φ2σ2b − φ4 − 3σ4b )
]
(E [ht])2 +
[
3
(1− 6φ2σ2b − φ4 − 3σ4b )
]
E(h2t )
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K(y) =
[
6(σ2b+φ2)
(1−φ2−σ2b )(1−6φ2σ2b−φ4−3σ4b )
]
(E [ht])2 +
[
3
(1−6φ2σ2b−φ4−3σ4b )
]
E(h2t )([
1
(1−φ2−σ2b )
]
E [ht]
)2
=
[
6
(
σ2b + φ2
)
(1− φ2 − σ2b )
(1− 6φ2σ2b − φ4 − 3σ4b )
]
+
[
3(1− φ2 − σ2b )2
(1− 6φ2σ2b − φ4 − 3σ4b )
] [
E(h2t )
(E [ht])2
]
=
[
3(1− φ2 − σ2b )[2
(
σ2b + φ2
)
(1− (α+ β)2 − 2α2)+ (1− φ2 − σ2b )(1− (α+ β)2)]
(1− 6φ2σ2b − φ4 − 3σ4b )(1− (α+ β)2 − 2α2)
]
(2.4)
when φ = 0 and σ2b = 0 in (2.4),
K(y) = 3[1− (α1 + β1)
2]
(1− (α1 + β1)2)− 2α21
. (2.5)
Note also that the result given by (2.5) has been observed in Thavaneswaran et. al [6]. When σ2b = 0 in (2.4),
K(y) =
[
6φ2
(1+ φ2)
]
+ 3
(
1− φ2
1+ φ2
) [1− (α1 + β1)2]
(1− (α1 + β1)2)− 2α21
. (2.6)
Note also that the result given by (2.6) has been observed in Ghahramani and Thavaneswaran [9]. 
Example 1. Let {yt} be a Sign RCA–GARCH(1, 1) time series satisfying conditions (i) and (ii) given by
yt = (φ+ bt + Φst) yt−1 + εt, (2.7)
where
εt =
√
htZt, (2.8)
ht = ω+ α1ε2t−1 + βt−1, (2.9)
where Zt and bt are sequences of independent, identically distributed random variables with zero mean, variance given by
σ2Z and σ2b respectively,
st =

+1 if yt > 0
0 if yt = 0
−1 if yt < 0
and where ω, α1, β1 and Φ are real parameters, satisfying the following conditions, ω > 0, α1 ≥ 0, β1 ≥ 0. |Φx| ≤ ω. Note:
E(s2t ) = 1, and in order to calculate the kurtosis, we observe that E(s4t ) = 1. Then, we have the following moment properties:
(a) Eyt = 0, E
(
y2t
)
= ωσ
2
Z
[1− (φ2 + σ2b + Φ2)]
[
1− (α1σ2Z + β1)
] ,
(b) if {bt} and {εt} are normally distributed random variables then the kurtosis K(y) of the process {yt} is given by
K(y) = 3(1− (α1σ
2
Z + β1)2)[1− (φ2 + σ2b + Φ2)]2
(1− 3α21σ4Z − 2α1β1σ2Z − β21)(1− 6(φ2Φ2 + Φ2σ2b + φ2σ2b )− Φ4 − φ4 − 3σ4b )
+ 6
(
Φ2 + φ2 + σ2b
) [1− (φ2 + σ2b + Φ2)]
(1− 6(φ2Φ2 + Φ2σ2b + φ2σ2b )− Φ4 − φ4 − 3σ4b )
.
Example 2. Consider the RCA Sign–GARCH volatility models. Let us state the following proposition, which will be needed
in what follows. Consider the general class of GARCH(1, 1) for the time series yt , where
yt = (φ+ bt) yt−1 + εt
εt =
√
htZt
ht = ω+ (α1 + at−1 + Φst−1) ε2t−1 + β1ht−1,
where Zt ∼ N(0,σ2Z ), bt ∼ N(0,σ2b ) and at ∼ N(0,σ2a ).
st =

+1 if yt > 0
0 if yt = 0
−1 if yt < 0
E (ht) = ω[1− (α1σ2Z + β1)]
assuming E(st) = 0 (2.10)
114 A. Thavaneswaran et al. / Applied Mathematics Letters 22 (2009) 110–114
E
(
h2t
)
= ω
2 (σ2Zα1 + β1 + 1)
[1− β1 (2σ2Zα1 + β1)− 3σ4Z (Φ2 + α21 + σ2a )] [1− σ2Zα1 − β1] (2.11)
Var(yt) = ωσ
2
Z
[1 − (φ2 + σ2b )][1− (α1σ2Z + β1)]
(2.12)
E
[
y4t
]
= 3σ
4
Z(
1− 3σ4b − φ4 − 6φ2σ2b
)E[h2t ] + 6σ4Z
(
σ2b + φ2
)(
1− 3σ4b − φ4 − 6φ2σ2b
) [1 − (φ2 + σ2b )] (E [ht])2 . (2.13)
The kurtosis of the process is given by
K(y) = 3[1 − (φ
2 + σ2b )]2[1− (α1σ2Z + β1)2]
[1− β1 (2σ2Zα1 + β1)− 3σ4Z (Φ2 + α21 + σ2a )] (1− 3σ4b − φ4 − 6φ2σ2b ) +
6
(
σ2b + φ2
) [1 − (φ2 + σ2b )](
1− 3σ4b − φ4 − 6φ2σ2b
) . (2.14)
The proof of (2.14) parallels the proof of Theorem 2.2. Under appropriate assumptions the results converge to the one
reported earlier in the work.
Note that when φ = 0,σb = 0,σa = 0, and σZ = 1, the kurtosis of the process converges to the one reported by
Thavaneswaran et al. [6] as follows:
K(y) = 3[1− (α1 + β1)
2]
(1− (α1 + β1)2)− 2α21
> 3. (2.15)
3. Conclusions
Granger [2], a Nobel prize winner (2003), cited the first authors’s work (Abraham and Thavaneswaran [1]) in his Berkeley
Symposium presentation. In this work some results of Abraham and Thavaneswaran [1] are extended to volatility models.
Moment properties and kurtosis for various classes of volatility models are discussed. The random coefficient Sign model
may be viewed as a special case of a state space model for y2t and the parameter process θt , and inferences on these processes
may be studied as in Thavaneswaran and Abraham [11].
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