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The Lyapunov-type least-squares problem over symmetric cone is
to find the least-squares solution of the Lyapunov equation with a
constraint of symmetric cone in the Euclidean Jordan algebra, and
it contains the Lyapunov-type least-squares problem over cone of
semidefinite matrices as a special case. In this paper, we first give a
detailed analysis for the imageof Lyapunovoperator in theEuclidean
Jordan algebra. Relying on these properties togetherwith some char-
acterizations of symmetric cone, we then establish some necessary
and\or sufficient conditions for solution existence of the Lyapunov-
type least-squares problem. Finally, we study uniqueness of the
least-squares solution.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The Lyapunov matrix equation is one of the fundamental linear matrix equations in matrix theory
[1] and also classical and well-known in system and control theory that plays a significant role in
stability analysis, optimal control etc. [2–6]. However, the exact Lyapunov solution may sometimes be
difficult to achieve by the uncertainty or the large scale of practical data. This inspires us to consider
about some approximate Lyapunov solution with some relaxation strategy such as the least-squares
approach. In this regard, we can introduce the Lyapunov-type least-squares problem over cone of
semidefinite matrices, which is to find the least-squares solution of a Lyapunov matrix equation with
symmetric and positive semidefinite constraint.
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The least-squares problem over cone of semidefinite matrices was first proposed by Block [7] in
1968 for obtaining an optimal symmetric positive definite compliance matrix. This problem was later
reformulatedbyAllwright [8] in 1988 andwell studiedbyAllwright andWoodgate in [9] andWoodgate
in [10],where the solution existencewas characterized and several efficient algorithmswere proposed.
Further progress was made in 1999 by Liao [11] who established the expression of the constrained
least squares solution under certain conditions, and Krislock [12] who reformulated such problem as
a monotone semidefinite complementarity problem that was then solved by interior point methods.
These problems can be unified as min 1
2
‖AX − B‖2F or min 12‖XA − B‖2F with X ∈ Sn+, where A, B are
the given matrices, Sn+ is the semidefinite cone in space of symmetric matrices, Sn, and ‖ · ‖F the
Frobenius norm.
There are also some othermatrix least-squares problems, such as theW-weighted andH-weighted
nearest correlationmatrixproblemswhichwerefirst consideredbyHighamin [13,14]andwell-studied
by Qi and Sun [15], where the objective functions are 1
2
‖W1/2(X−G)W1/2‖2F with some given positive
definite symmetric matrix W and 1
2
‖H • (X − G)‖2F with some given nonnegative symmetric matrix
H and the Hadamard product “•”.
In this vein, the Lyapunov-type least-squares problem over semidefinite cone can be reformulated
as min 1
2
‖LA(X) − B‖2F with X ∈ Sn+, where A, B ∈ Sn are given and LA is the famous Lyapunov
operator defined as LA(X) := 12 (AX+XA). As an immediate consequence, the following generalization
of Lyapunov-type least-squares problem from symmetric matrix space to the fairly general Euclidean
Jordan algebra, which is called the Lyapunov-type least squares problem over symmetric cone, makes
sense:
min 1
2
‖La(x) − b‖2F
s.t. x ∈ K, (1.1)
where a and b are two elements in a simple Euclidean Jordan algebra J with the norm ‖ · ‖F , K is the
corresponding symmetric cone in J , and La : J → J is the so-called Lyapunov operator with respect
to awith La(x) := a ◦ x (see Section 2 for details).
In this paper, our main purpose is to study the solution existence and uniqueness of problem (1.1).
A basic but essential idea of dealing with problem (1.1) is to convert it into the following projection
problem by substituting La(x)with y,
min 1
2
‖y − b‖2F
s.t. y ∈ La(K),
(1.2)
where La(K) := {La(x) : x ∈ K} is the linear image of K under the Lyapunov operator La. It is evident
that the optimal solution of (1.2), if it exists, is exactly the metric projection of b onto the set La(K).
Roughly speaking, problems (1.1) and (1.2) share the same solvability, which means (1.1) is solvable if
and only if (1.2) is so. More precisely, the solution set of (1.1), if non-empty, consists of all the solutions
to the Lyapunov equation La(x) = y∗, where y∗ is the unique solution to (1.2) entailed by the convexity
of the cone La(K). It hence inspires us to consider the solvability of (1.2) first rather than settling (1.1)
directly. The fact that the metric projection onto a closed convex set is well-defined gives us an access
to achieve the solvability of (1.2). As a consequence, we turn to explore the closedness of underlying
cone La(K).
The closedness of linear image of a closed convex set is one of the most fundamental questions
in convex analysis and has attracted much attention. For example, Rockafellar [16] stated a sufficient
condition for the closedness of linear image of any arbitrary closed convex set and Auslender [17]
presented a necessary but also sufficient condition, Pataki [18] gave very intuitive necessary conditions
for the linear image of closed convex cones to be closed and such conditions were sufficient as well
when the underlying cones are nice (more details about nice cone we refer to [18,19]). Here, due to
the special feature of the linear operator La, along with the symmetric cone K , we obtain a necessary
and sufficient condition, the invertibility of a, to ensure the desired closedness of La(K), which is an
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enhanced result for Lemma 3.1 in [20]. This condition is much simpler and easily identified than those
in [18] but coincides with them in our concrete circumstance.
Besides the aforementioned closedness, some other properties and features are also explored for
the underlying cone La(K), such as its pointedness, its (relative) interior and boundary, its faces, its
dual cone and the self duality issue as well.
By employing the features of La(K), we proceed with the analysis of the least-squares problem
(1.1). Obviously, the first order optimality condition of problem (1.1), named the KKT system, takes the
following form
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x ∈ K,
s = La(La(x) − b) ∈ K,
〈x, s〉 = 0,
(1.3)
which is exactly a monotone linear complementarity problem (LCP for short) over symmetric cone
K , see, e.g., [21,22] for more details on such class of problems. From the closedness of La(K) and
others, we assert that the following four statements are equivalent: (i) a is invertible; (ii) The KKT
system (1.3) is strictly feasible; (iii) The KKT system (1.3) has a nonempty, bounded, closed and convex
solution set; (iv) problem (1.1) has a nonempty, bounded, closed and convex solution set. To get a better
understanding for the solutions of (1.1), several other necessary and/or sufficient conditions for the
solvability are established, some of which further enjoy explicit expressions of the optimal solutions.
Under the solvability assumption, we also considered the issue of solution uniqueness.
This paper is organized as follows. Some basic concepts and properties on Euclidean Jordan algebra
and symmetric cone are collected and developed, and several preliminaries on convex analysis are
reviewed in Section 2. Some intrinsic features and properties of the cone La(K) are explored for some
given a ∈ J in the following section. Section 4 is devoted to the solvability and uniqueness of the
Lyapunov-type least-squares problem over symmetric cone. And some concluding remarks are draw
in Section 5.
2. Preliminaries
2.1. Euclidean Jordan algebras
The fundamentals on Euclidean Jordan algebras are followed from Ko¨cher’s 1962 lecture notes [23]
and the monograph by Faraut and Korányi [24].
Definition 1. Let (J , 〈·, ·〉) be an n-dimensional inner product space over real field R endowed with
a bilinear mapping ◦ : (x, y) 	→ x ◦ y from J × J to J . Then the triple (J , ◦, 〈·, ·〉) (J for short) is a
Euclidean Jordan algebra if the following conditions hold:
(1) x ◦ y = y ◦ x for all x, y ∈ J ;
(2) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y) for all x, y ∈ J , where x2 := x ◦ x;
(3) 〈x ◦ y, z〉 = 〈y, x ◦ z〉 for all x, y, z ∈ J .
We call x ◦ y the Jordan product of x and y. We also assume that there exists an element e ∈ J , called
the identity element, such that x ◦ e = x for all x ∈ J .
For any given Euclidean Jordan algebra J , we call the set of squares K := {x2 : x ∈ J } the cone of
squares of J . More precisely, it is known from [24] that a cone is symmetric if and only if it is the cone
of squares of some Euclidean Jordan algebra. Some other basic concepts about the Euclidean Jordan
algebra J are listed below. For any x ∈ J , the integer k is called the degree of x, denoted by deg(x), if k
is the smallest integer such that the set {e, x, x2, . . . , xk} is linearly dependent. The rank of J , simply
denoted by r throughout the paper, is defined as r := max{deg(x) : x ∈ J }. An nonzero element
Z. Luo et al. / Linear Algebra and its Applications 437 (2012) 2498–2515 2501
v ∈ J is said to be idempotent if v2 = v. Two idempotents c1 and c2 are called orthogonal if c1 ◦ c2 = 0.
A complete system of orthogonal idempotents is a set {c1, c2, . . . , ck} where for each distinct i and j,
ci, cj are orthogonal and
∑k
j=1 cj = e. An idempotent is primitive if it cannot be written as the sum
of two other idempotents. A complete system of orthogonal primitive idempotents is called a Jordan
frame, where the number of idempotents in this system is exactly the rank of J .
By employing the tool of Jordan frame, three important decompositions in Euclidean Jordan algebra
are reviewed as follows.
Theorem 1 [24, Theorem III.1.2]. Let J be a Euclidean Jordan algebra with rank r. Then for any x ∈ J ,
there exists a Jordan frame {c1, c2, . . . , cr} and real numbers λ1(x), λ2(x), . . . , λr(x) such that
x =
r∑
i=1
λi(x)ci. (2.1)
The numbers λ1(x), λ2(x), . . . , λr(x) (countingmultiplicities) are called the eigenvalues of x and (2.1) the
spectral decomposition of x.
Theorem 2 [24, Theorem VI.2.1]. Let J be a Euclidean Jordan algebra with rank r, and {c1, c2, . . . , cr}
be some given Jordan frame. Then we have the Pierce decomposition J = ⊕ij Jij , where Jii = {x ∈
J |x ◦ ci = x}, Jij = {x ∈ J |x ◦ ci = x ◦ cj = x2 } are Pierce spaces of J . Furthermore,
(i) Jij ◦ Jij ⊆ Jii + Jjj;
(ii) Jij ◦ Jjk ⊆ Jik, if i = k;
(iii) Jij ◦ Jkl = {0}, if {i, j} ∩ {k, l} = ∅.
Thus the Pierce decomposition for any x ∈ J , with respect to the given Jordan frame {c1, c2, . . . , cr}, can
be expressed as x = ∑ri=1 xici +∑1i<jr xij , where xi ∈ R and xij ∈ Jij .
Theorem 3 [25, Theorem 2.3]. For any a ∈ J with its spectral decomposition a = ∑ri=1 aici, where
a1  a2  · · ·  ar . Denote
α := {i : ai > 0}, β := {i : ai = 0} and γ := {i : ai < 0}. (2.2)
In this case, J can be expressed as the orthogonal direct sum of Jαα , Jαβ , Jαγ , Jββ , Jβγ and Jγ γ , where
Jst := ⊕ij,i∈s,j∈t Jij for any s, t ∈ {α, β, γ }with respect to the Jordan frame {c1, c2, . . . , cr}. Moreover,
for any distinct s, t ∈ {α, β, γ }, denoting Js∪t := Jss⊕Jst ⊕Jtt , then (Jss, ◦, 〈·, ·〉), (Js∪t, ◦, 〈·, ·〉)
are Euclidean Jordan algebras.
Based on the eigenvalues of elements in J , we can define some important functions. Let x ∈ J
with x = ∑ri=1 λi(x)ci, the trace of x, named tr(x), is defined as tr(x) := ∑ri=1 λi(x) and the Frobenius
norm, termed as ‖x‖F , is defined as ‖x‖F := √tr(x ◦ x) =
√∑r
i=1 λ2i (x).
A Euclidean Jordan algebra is said to be simple if it is not thedirect sumof twoother Euclidean Jordan
algebras. Proposition III.4.4 in [24] says any Euclidean Jordan algebra is, in a uniqueway, a direct sumof
simple Euclidean Jordan algebras. Thus, in this paper, we just discuss in the setting of simple Euclidean
Jordan algebra, since the related results can be extended to the non-simple case almost in a parallel
manner.
Next we state an important property on symmetric cones.
Lemma 4. Let J be a simple Euclidean Jordan algebra and K be its cone of squares. Let {c1, c2, . . . , cr} be
any Jordan frame of J . For any element x ∈ J with its Pierce decomposition x = xici + xjcj + xij, where
i, j ∈ {1, 2, . . . , r} and i = j, we have x ∈ K iff
xi  0, xj  0 and ‖xij‖2F  2xixj.
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Proof. The necessity follows from Exercise 7 in [24]. It remains to show the sufficiency. It is trivial to
see that x ∈ K when xi  0, xj  0 and xij = 0. Thus we just consider the case when xi > 0, xj > 0
and xij = 0. For any y ∈ K with the Pierce decomposition y = ∑rk=1 ykck +∑1l<mr ylm, it follows
from the above necessity that yi  0, yj  0 and ‖yij‖2F  2yiyj . Therefore,
〈x, y〉 = xiyi + xjyj + 〈xij, yij〉
 xiyi + xjyj − ‖xij‖F‖yij‖F
 2√xiyixjyj −
√
2yiyj‖xij‖F
=
√
2yiyj(
√
2xixj − ‖xij‖F)
 0,
which yields that x ∈ K . 
We end this subsection with the decomposition of the Lyapunov operator and its generalized in-
verse.
Proposition 1 [26, Theorem 3.1]. For any a ∈ J with its spectral decomposition a = ∑ri=1 aici, the
corresponding Lyapunov operator La can be decomposed as
La =
r∑
i=1
aiCii(a) +
∑
1i<jr
ai + aj
2
Cij(a),
where Cij(a) is the projection operator onto Jij with respect to the Jordan frame {c1, c2, . . . , cr}.
Definition 2 [20, Definition 2.7]. For any a ∈ J with its spectral decomposition a = ∑ri=1 aici, the
generalized inverse of the corresponding Lyapunov operator La is defined as
L†a :=
r∑
i=1
f (ai)Cii(a) +
∑
1i<jr
2f (ai + aj)Cij(a),
where f : R → R is a scalar function with f (t) = 1
t
for any nonzero t and f (0) = 0.
2.2. Fundamentals in convex analysis
Selected fundamentals in convex analysis, which are followed from [16,27–32], are reviewed in this
subsection.
Let X be a finite dimensional inner product space over the real field R. For a given set S ⊆ X , intS
denotes the interior of S, clS denotes the closure of S, and bdS the boundary of S. The affine hull of S,
denoted by aff(S), is the set of all affine combinations of elements of S, that is,
aff(S) :=
⎧⎨
⎩
k∑
i=1
αixi : xi ∈ S, αi ∈ R,
k∑
i=1
αi = 1, k = 1, 2, . . .
⎫⎬
⎭ .
The relative interior of S, denoted by ri(S), is a refinement of the concept of the interior and is defined
as its interior within the affine hull of S. Analogously, the relative boundary of S, denoted by rb(S), is
exactly the boundary within the affine hull of S. Let S1, S2 ⊆ X . S1 ∪ S2, S1 ∩ S2 and S1 \ S2 denote the
union, the intersection and the difference of sets S1 and S2, respectively. For any closed convex subset
 ⊆ X , P(x) denotes the projection of x on. Let  be a linear operator in X , we use N() and R()
to denote the null and the range spaces of , respectively.
Z. Luo et al. / Linear Algebra and its Applications 437 (2012) 2498–2515 2503
A convex cone C ⊆ X is a nonempty set that satisfying λC ⊆ C, C + C ⊆ C,∀λ  0. C is said
to be pointed if C ∩ (−C) = {0}. The dual cone of C is defined as C∗ = {x : 〈x, y〉  0,∀y ∈ C}.
If such dual cone coincides with C itself, then C is said to be self dual. A convex subset F of the cone
C is a face, denoted by F  C, if for any x, y ∈ C satisfying x + y ∈ F , we have x, y ∈ F . The
complementary or conjugate face of the face F in C, denoted by Fc , is defined as Fc = C∗ ∩ F⊥,
where F⊥ is the orthogonal space of F . Fc is known to be a face of C∗. A face F of C is said to be
exposed if it can be expressed as an intersection of C with a supporting hyperplane. Given a convex
set S ⊆ C, let F(S, C) denote the smallest face that contains S, i.e., F(S, C) is the intersection of all
faces in C containing S. A closed convex cone C is called nice if F∗ = C∗ + F⊥ for any F  C. A
cone C is said to be homogenous if it is convex, pointed and for any x, y ∈ intC, there exists a linear
mapping A such that A(x) = y and A(C) = C. It is well-known that: (i) any symmetric cone is self
dual and homogeneous; (ii) homogenous cones are nice cones; (iii) all proper faces of a nice cone are
exposed.
Let J be any simple Euclidean Jordan algebra with the corresponding symmetric cone K , a be any
given element in J with the spectral decomposition a = ∑ri=1 aici, and Jijs be the Pierce subspaces
with respect to a as defined in Theorem 2. We define Jηη := ⊕ij,i,j∈η Jij , Jη∪ξ := ⊕ij,i,j∈η∪ξ Jij ,
Kηη := {x2 : x ∈ Jηη}, Kη∪ξ := {x2 : x ∈ Jη∪ξ }, for any η, ξ ⊆ {1, 2, . . . , r} with η ∩ ξ = ∅. Then
by the above fundamentals of convex analysis, we easily obtain the following lemma.
Lemma 5. Under the above assumptions, we have
(i) for any η, ξ ⊆ {1, 2, . . . , r}with η∩ξ = ∅, (Jηη, ◦, 〈·, ·〉), (Jη∪ξ , ◦, 〈·, ·〉) are Euclidean Jordan
algebras and Kηη , Kη∪ξ are the corresponding symmetric cones respectively;
(ii) for any η ⊆ {1, 2, . . . , r}, Kηη  K and (Kηη)c = Kη¯η¯ with η¯ := {1, 2, . . . , r} \ η;
(iii) F({a}, K) = Kα , for any a ∈ K.
3. Image of Lyapunov operator
3.1. Properties of La(K)
Proposition 2. For any a ∈ J , La(K) is a nonempty convex pointed cone in J .
Proof. It is trivial for a = 0. The remaining is devoted to the case of nonzero a. The nonemptiness
follows from 0 ∈ La(K). The convexity can be deduced by the convexity of the symmetric cone K ,
togetherwith the fact that the image of a convex set under a linear operator remains convex. It is trivial
that La(K) is cone sinceK is so.We turn to showing that La(K) is pointed. For any y ∈ La(K)∩(−La(K)),
there exist x(1) ∈ K and x(2) ∈ K such that
La(x
(1)) = La(−x(2)) = y, (3.1)
Let the spectral decomposition of a be a = ∑ri=1 aici and the index set I := {i : ai = 0}, then the
Pierce decompositions of x(1) and x(2) can be written as
x(1) =
r∑
i=1
x
(1)
i ci +
∑
1i<jr
x
(1)
ij , x
(2) =
r∑
i=1
x
(2)
i ci +
∑
1i<jr
x
(2)
ij .
Henceforth, it follows from (3.1) that
∑
i∈I
ai(x
(1)
i + x(2)i )ci +
∑
1i<jr,ai+aj =0
ai + aj
2
(x
(1)
ij + x(2)ij ) = 0,
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which yields that
x
(1)
i + x(2)i = 0, ∀i ∈ I (3.2)
x
(1)
ij + x(2)ij = 0, ∀i < j, ai + aj = 0, (3.3)
Observing that x(1), x(2) ∈ K , it follows from Lemma 4 that
x
(1)
i = x(2)i = 0, ∀i ∈ I,
x
(1)
ij = x(2)ij = 0, ∀i < j, ai + aj = 0, (3.4)
where (3.4) follows from the fact that if ai + aj = 0, then {i, j} ∩ I = ∅. In this case, y = La(x(1)) =∑
i∈I aix
(1)
i ci +
∑
1i<jr,ai+aj =0
ai+aj
2
x
(1)
ij = 0 which reveals that La(K) ∩ (−La(K)) = {0}. The
pointedness of La(K) follows. 
The aforementioned nonemptiness and convexity remain for any linear operator from J to itself.
However, the pointedness may sometimes fail to preserve for some linear operators, as the following
example shows.
Example 1. Let A : S2 → S2 be defined as A(X) := Y whose off diagonal entries are invariant with
those of X and diagonal entries zero. In this case, A(S2+) := {Y ∈ S2 : Y12 ∈ R, Y11 = Y22 = 0}
which is obviously not pointed.
Proposition 3. For any nonzero a ∈ J , La(K) is closed if and only if a is invertible.
Proof. The sufficiency follows from Lemma 3.1 in [20]. To get the necessity, we can assume on the
contrary that a is not invertible, that is β = ∅. Select j ∈ β and i ∈ α ∪ γ . Without loss of generality,
we set i ∈ α. Let
y(k) := 1
k
ci + y(k)ij with y(k)ij → yij
and
x(k) := 1
kai
ci +
2y
(k)
ij
ai
+ λkcj, with λk 
2k‖y(k)ij ‖2F
ai
.
It is easy to verify that La(x
(k)) = y(k).Moreover, by employing Lemma4, it follows that x(k) ∈ K for any
k. Thus, y(k) ∈ La(K)with y(k) → yij . For any xwith its Pierce decomposition x = ∑rk=1 xkck+∑k<l xkl
satisfying La(x) = yij , we have xi = 0 and xij = 2yijai . Invoking Proposition 5 in [33], we obtain that
x /∈ K . Consequently, we have yij /∈ La(K), which arrives at a contradiction to the closedness of La(K).
Thus a is invertible. This completes the proof. 
The above proposition can be regarded as a special case of Theorem 1.1 in [18]. However, the con-
dition we proposed here, the invertibility of a, is much simpler and easily verified, and also exactly
equivalent to those conditions proposed by Pataki in [18].
Proposition 4. For any a ∈ J , we have ri(La(K)) = La(intK). If a is invertible, then rb(La(K)) ⊆
La(bd(K)). Furthermore, if La is invertible, then int(La(K)) = La(int(K)), and bd(La(K)) = La(bd(K)).
Proof. The first part follows from the convexity of La(K) proposed in Proposition 2, and the fact
ri(A(C)) = A(riC) for any linear operator A and any nonempty convex set C from Proposition 1.4.4 of
[28].
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The second part is derived from
rb(La(K)) = cl(La(K))\ri(La(K))
= La(K)\La(int(K))
= La(bd(K) ∪ int(K))\La(int(K))
= La(bd(K)) ∪ La(int(K))\La(int(K))
= La(bd(K))\La(int(K))
⊆ La(bd(K)),
where the first equality follows from the definition of the relative boundary, the second one is ob-
tained by the closedness of La(K) established in Proposition 3, the third one is from the closedness of
symmetric cone K , and the forth one is derived from the fact A(C ∪ D) = A(C) ∪ A(D) for any linear
operator A.
The first equality in the last part is clear from aff(La(K)) = La(J ) = J resulting from the invert-
ibility of La. For the second one, it suffices to show La(bd(K)) ∩ La(int(K)) = ∅, which is also valid
from the invertibility of La. 
It is worth pointing out that the inclusion in the above proposition can not be changed to equality
when La loses the invertibility. A simple example in S2 is taken for illustration.
Example 2. Let
A =
⎡
⎣ 1 0
0 −1
⎤
⎦ , X1 =
⎡
⎣ 1 0
0 1
⎤
⎦ , X2 =
⎡
⎣ 1 1
1 1
⎤
⎦ .
It is easy to obtain by direct calculation that,
LA(S
2+) =
⎧⎨
⎩
⎡
⎣ a 0
0 b
⎤
⎦ : a  0, b  0
⎫⎬
⎭ ,
ri(LA(S
2+)) = LA(int(S2+)) =
⎧⎨
⎩
⎡
⎣ a 0
0 b
⎤
⎦ : a > 0, b < 0
⎫⎬
⎭ ,
LA(bd(S
2+)) = LA(S2+),
rb(LA(S
2+)) =
⎧⎨
⎩
⎡
⎣ a 0
0 b
⎤
⎦ : a  0, b  0, ab = 0
⎫⎬
⎭ ⊂ LA(bd(S2+)).
Inspired by the characterization of the relative boundary of La(K) as established in the above propo-
sition, we are in a position to explore the structure of faces of La(K) which are exactly components
of the underlying relative boundary. It is known from [34] that for any linear operator A from J to
itself, any face of A(C) can be expressed as a linear image of some face of C under A, provided that
C is a convex cone. Thus, we have for any a ∈ J , if Fa  La(K), then there exists some F  K such
that Fa = La(F). However, the inversion is not true even for some invertible a ∈ J , as the following
example shows.
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Example 3. Let
A =
⎡
⎣ 1 0
0 −1
⎤
⎦ , X =
⎡
⎣ 1 1
1 3
⎤
⎦ , X ′ =
⎡
⎣ 3 1
1 1
⎤
⎦ , and F =
⎧⎨
⎩
⎡
⎣ t t
t t
⎤
⎦ : t  0
⎫⎬
⎭ .
It is easy to verify that A is invertible, X , X
′ ∈ S2+ and F  S2+. From direct calculation, we have
LA(X) =
⎡
⎣ 1 0
0 −3
⎤
⎦ , LA(X ′) =
⎡
⎣ 3 0
0 −1
⎤
⎦ , LA(F) =
⎧⎨
⎩
⎡
⎣ t 0
0 −t
⎤
⎦ : t  0
⎫⎬
⎭ .
Thus, LA(X)+LA(X ′) ∈ LA(F). However, neither LA(X) nor LA(X ′) lie in LA(F), which reveals that LA(F)
is not a face of LA(S2+).
Fortunately, we can find some special face F  K such that La(F)  La(K).
Proposition 5. Let a be any nonzero element inJ . For any nonempty τ ⊂ α∪γ , the setFτa := La(Kτ∪β)
is a proper and exposed face of La(K).
Proof. For brevity, denote τ¯ := α ∪ γ \τ . Thus {τ, τ¯ , β} is partition of the index set {1, 2, . . . , r}.
The fact Kτ∪β ⊆ K leads to Fτa ⊆ La(K). For any y1, y2 ∈ La(K), there exist x(1), x(2) ∈ K such that
La(x
(1)) = y1 and La(x(2)) = y2. If y1 + y2 ∈ Fτa , then ai(x(1)i + x(2)i ) = 0, ∀i ∈ τ¯ . This further leads to
x
(1)
i = x(2)i = 0, ∀i ∈ τ¯ ,
since ai = 0 (i ∈ τ¯ ) and x(1), x(2) ∈ K . That means x(1), x(2) ∈ Kτ∪β and hence y1, y2 ∈ Fτa . On the
other hand, if y1, y2 ∈ Fτa , it is trivial that y1 + y2 ∈ Fτa . Therefore, Fτa  La(K) for any nonempty
τ ⊂ α ∪ γ . It is easy to verify in this case that {0} ⊂ Fτa ⊂ La(K) which reveals that Fτa is a proper
face of La(K). The remaining is devoted to showing that Fτa is further exposed, which is sufficient to
prove that there exists a zτ = 0 such that
Fτa = {La(x) : x ∈ K, 〈La(x), zτ 〉 = 0}, (3.5)
La(K) ⊆ {La(x) : 〈La(x), zτ 〉  0}. (3.6)
For any τ ⊂ α ∪ γ , let τ¯ be defined as before and zτ := −∑i∈τ¯ 1ai ci. To get (3.5), it is equivalent to
show the equivalence between x ∈ Kτ∪β and the system
x ∈ K, 〈La(x), zτ 〉 = 0.
Observe that−La(zτ ) = ∑i∈τ¯ ci ∈ ri(Kτ¯ τ¯ ). Henceforth, if x ∈ Kτ∪β , it is easy to verify that x ∈ K and〈La(x), zτ 〉 = 〈x, La(zτ )〉 = 0. On the other hand, for any x ∈ K satisfying 〈La(x), zτ 〉 = 〈x, La(zτ )〉 =
0, we can get x ∈ Kτ∪β from the properties of symmetric cone K (i.e., x ∈ int(K) ⇔ 〈x, y〉 > 0,∀y ∈ K\{0}). Therefore, the assertion in (3.5) follows. For any y ∈ La(K), there exists an x ∈ K such
that y = La(x) and hence 〈y, zτ 〉 = 〈x, La(zτ )〉  0, where the inequality is followed from the fact
that La(z
τ ) ∈ −ri(Kτ¯ τ¯ ) ⊆ −K . Thus, the assertion in (3.6) arrives. This completes the proof. 
Remark 1. If τ = ∅, then Fτa = {0}; if τ = α ∪ γ , then Fτa = La(K). Both of them are trivial faces in
La(K). It is easy to see that {0} is exposed if we set zτ := −∑i∈α∪γ 1ai ci. If N(La)\{0} = ∅, i.e., La is not
invertible, then La(K) is exposed since we can choose any z
τ ∈ N(La)\{0}.
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3.2. Properties of [La(K)]∗
Theorem 6. For any a ∈ J , the dual cone [La(K)]∗ is a nonempty, convex, closed cone and it is pointed
iff La is invertible. Moreover, F˜a  [La(K)]∗ iff F˜a = {s ∈ J : La(s) ∈ F˜} with F˜  K.
Proof. By definition, we have [La(K)]∗ = {s ∈ J : La(s) ∈ K} whose non-emptiness, convexity
and closedness are evident. Clearly, N(La) ⊆ [La(K)], which derives the equivalence between the
pointedness of [La(K)]∗ and the invertibility of La. Invoking Theorem 2.1 in [34], we further establish
the assertion of the “moreover” part. 
Lemma 7. For any a ∈ J , we have [La(K)]∗ = {s ∈ J : La(s) ∈ Kα∪γ }.
Proof. Note that La(s) ∈ R(La)which tells us that (La(s))ββ = 0. Together with La(s) ∈ K , the desired
result is achieved by Proposition 5 in [33]. 
Proposition 6. For any a ∈ J and any nonempty τ ⊂ α ∪ γ , denote τ¯ := α ∪ γ \ τ . Then the
complement face (Fτa )c = {s ∈ J : La(s) ∈ Kτ¯ τ¯ } and it is an exposed face of [La(K)]∗.
Proof. By the definition of complementary face, we have
(Fτa )c = [La(K)]∗ ∩ (Fτ )⊥
= {s ∈ J : La(s) ∈ K, 〈La(x), s〉 = 0, ∀x ∈ Kτ∪β}
= {s ∈ J : La(s) ∈ K, 〈x, La(s)〉 = 0, ∀x ∈ Kτ∪β}
= {s ∈ J : La(s) ∈ K ∩ (Kτ∪β)⊥}
= {s ∈ J : La(s) ∈ (Kτ∪β)c}
= {s ∈ J : La(s) ∈ Kτ¯ τ¯ },
where the fifth equation follows from the self-duality of the symmetric cone K .
Let u = La(−∑i∈τ ci). As in the proof of Proposition 5, utilizing Lemma 7, we can show (Fτ )c is
an exposed face of [La(K)]∗ by
⎧⎨
⎩ {s ∈ J : La(s) ∈ Kτ¯ τ¯ } = {s : 〈s, u〉 = 0, La(s) ∈ K},(La(K))∗ ⊆ {s : 〈s, u〉  0}. 
3.3. Self duality
Theorem 8. For any nonzero a ∈ J , we have
(i) [La(K)]∗ ⊆ K ⊆ La(K) iff a ∈ int(K);
(ii) [La(K)]∗ = K = La(K) iff a = ke for some k > 0.
Proof. (i) Sufficiency: The condition a ∈ int(K) ensures the existence of L−1a , which implies that
[La(K)]∗ = L−1a (K). Invoking Lemma 2 in [35], we have L−1a (K) ⊆ K for any a ∈ int(K). Thus,[La(K)]∗ ⊆ K . On the other hand, in view of Lemma 2.12 in [36], we have K ⊆ La(K) if a lies in int(K).
Hence the inclusions in (i) are established.
Necessity: Note that a ∈ [La(K)]∗. This togetherwith the condition [La(K)]∗ ⊆ K implies that a ∈ K .
Moreover, the condition K ⊆ La(K) derives that a is invertible, otherwise Kββ  La(K). Therefore,
a ∈ int(K).
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(ii) Thenecessity is trivial. It remains to show the sufficiency. Assumeon the contrary that a = ke for
any k > 0. Since a ∈ int(K), we can find i, j ∈ α such that ai = aj and ai, aj > 0. Let x := ci+ aiaj cj+xij ,
and x
′ := ci + aiaj cj − xij with xij ∈ Jij and ‖xij‖2F = 2aiaj . Relying on Lemma 4, we have x, x
′ ∈ K . It
follows from the condition K = La(K) that La(x), La(x′) ∈ K and hence 〈La(x), La(x′)〉  0. However,
by direct calculation, we have 〈La(x), La(x′)〉 = − ai2aj (ai −aj)2 < 0. A contradiction arrives and hence
a = kewith some k > 0. 
We can also verify that [La(K)]∗ ⊆ −K ⊆ La(K) iff a ∈ −int(K), and [La(K)]∗ = −K = La(K)
iff a = ke for some k < 0 in an analogous way as in Theorem 8. In other words, a = ke with k = 0
is the necessary and sufficient condition to ensure the self duality of La(K) in a special case with
La(K) = kK . Generally, such condition turns out to be sufficient but not necessary for the self duality
of the underlying cone.
Next, we are to propose a necessary condition for this self duality.
Proposition 7. For any self dual La(K), La is invertible.
Proof. By the self duality of La(K), it follows that
R(La) ⊇ La(K) = [La(K)]∗ ⊇ N(La).
Thus N(La) = {0}, which yields the invertibility of La. 
Particularly, if J is a simple Euclidean Jordan algebra with rank 2, a necessary and sufficient con-
dition for the self duality of La(K) is proposed in the following theorem.
Theorem 9. Let J be a simple Euclidean Jordan algebra with rank(J ) = 2, and a be any nonzero element
in J with the spectral decomposition a = a1c1 + a2c2. Then La(K) is self dual if and only if a1 = a2 or
a1 = (−3 ± 2
√
2)a2.
Two preliminary lemmas are established first to support the proof of the above theorem.
Lemma 10. Let J be a simple Euclidean Jordan algebra with rank 2 and a be any nonzero element in J
with its spectral decomposition a = a1c1 + a2c2 (a1  a2). For any y, y′ ∈ La(K), we have 〈y, y′ 〉  0 if
and only if one of the following holds:
(i) a = ke, k = 0;
(ii) a1 > 0, a2 < 0 and − a1a2 ∈ [3 − 2
√
2, 3 + 2√2].
Proof. First we show the “if” part. The result is valid in Case (i) since
Lke(K) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
{0}, k = 0;
K, k > 0;
−K, k < 0.
For case (ii), it suffices to showthat for any x, x
′ ∈ K , the innerproductof La(x)and La(x′) is nonnegative.
By direct calculation, it follows that
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〈La(x), La(x′)〉 =
〈
a1x1c1 + a2x2c2 + a1 + a2
2
x12, a1x
′
1c1 + a2x
′
2c2 +
a1 + a2
2
x
′
12
〉
 a21x1x
′
1 + a22x2x
′
2 −
(a1 + a2)2
4
‖x12‖F‖x′12‖F
 a21x1x
′
1 + a22x2x
′
2 −
(a1 + a2)2
4
2
√
x1x2x
′
1x
′
2
−2a1a2
√
x1x2x
′
1x
′
2 −
(a1 + a2)2
4
2
√
x1x2x
′
1x
′
2,
=
√
x1x2x
′
1x
′
2
2
(−6a1a2 − a21 − a22)
 0,
where the second inequality follows from the fact x, x
′ ∈ K and Lemma4, the last inequality is deduced
by the condition − a1
a2
∈ [3 − 2√2, 3 + 2√2].
For the “only if” part, it is equivalent to show that there exist x, x
′ ∈ K such that 〈La(x), La(x′)〉 < 0 if
neither (i) nor (ii) hold. Note that rank(J ) = 2. Thus both (i) and (ii) are invalid iff one of the following
case holds:
(a) a1 > 0, a2 > 0, with a = ke for any k > 0;
(b) a1 > 0, a2 = 0;
(c) a1 > 0, a2 < 0, with− a1a2 < 3 − 2
√
2, or − a1
a2
> 3 + 2√2;
(d) a1 = 0, a2 < 0;
(e) a1 < 0, a2 < 0, with a = −ke for any k > 0.
Invoking Proposition 8, we know that such x, x
′ ∈ K exist for Case (a) and similarly for Case (e). By
setting x = c1 − a1a2 c2 + x12, and x
′ = c1 − a1a2 c2 − x12 with ‖x12‖2F = − 2a1a2 , it can be verified
by direct calculation that 〈La(x), La(x′)〉 < 0 under the conditions in Case (c). Here, by Lemma 4, x,
x
′ ∈ K . Similarly, by setting x = 1c1 + 3c2 + x12, andx′ = 1c1 + 3c2 + x12 with ‖x12‖2F = 6, we
have 〈La(x), La(x′)〉 < 0 if the conditions in (b) are satisfied. The proof for Case (d) is analogous. From
above argument, the desired result follows. 
Lemma 11. Let J be a simple Euclidean Jordan algebra with rank 2 and a be any nonzero element in J
with its spectral decomposition a = a1c1 + a2c2. For any s, s′ ∈ [La(K)]∗, we have 〈s, s′ 〉  0 if and
only if
a1a2 = 0 and − a1
a2
∈ [3 + 2√2,+∞) ∪ (−∞, 3 − 2√2].
Proof. Sufficiency: For any s, s
′ ∈ [La(K)]∗, there exist y, y′ ∈ K such that y = La(s), y′ = La(s′). Let
the corresponding Pierce decompositions of y and y
′
be
y = y1c1 + y2c2 + y12, y′ = y1′c1 + y2′c2 + y12′.
It follows from the invertibility of La that
〈s, s′〉 =
〈
y1
a1
c1 + y2
a2
c2 + 2y12
a1 + a2 ,
y1
′
a1
c1 + y2
′
a2
c2 + 2y12
′
a1 + a2
〉
 y1y
′
1
a21
+ y2y
′
2
a22
− 4
(a1 + a2)2 ‖y12‖F‖y
′
12‖F
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 y1y
′
1
a21
+ y2y
′
2
a22
− 8
(a1 + a2)2
√
y1y2y
′
1y
′
2

(
− 2
a1a2
− 8
(a1 + a2)2
)√
y1y2y
′
1y
′
2,
 0.
Necessity: The technique is similar to the proof of Lemma 10 and we omit it here for brevity. 
Proof of Theorem 9. From Lemmas 10 and 11, it is easy to verify that a1 = a2 or a1 = (−3± 2
√
2)a2
iff the following two statements hold:
〈y, y′ 〉  0, ∀y, y′ ∈ La(K), (3.7)
〈s, s′ 〉  0, ∀s, s′ ∈ [La(K)]∗. (3.8)
Together with Proposition 3, the self duality of La(K) follows. 
4. Solution analysis
In this section, the solution analysis is carried out for the Lyapunov-type least squares problem over
symmetric cone.
4.1. Solution existence
Theorem 12. For any given a, b ∈ J , problem (1.1) is solvable iff Pcl(La(K))(b) ∈ La(K). Moreover, its
optimal value always exists and equals 1
2
‖P[La(K)]∗(−b)‖2F .
Proof. By the convexity of La(K), as established in Proposition2, togetherwith theprojectionproperty,
it follows that problem (1.2) has at most one solution for any b ∈ J and the unique solution exits iff
Pcl(La(K))(b) ∈ La(K). Henceforth, the first part of the desired result follows.
To get the “moreover” part, it isworth noting that problems (1.1) and (1.2) always share the sameop-
timal value and it is equal to f ∗ := 1
2
‖Pcl(La(K))(b)−b‖2F . Applying theMoreau decomposition,we have
J = cl(La(K))⊕(−[La(K)]∗). This further implies that f ∗ = 12‖P−[La(K)]∗(b)‖2F = 12‖P[La(K)]∗(−b)‖2F .
This completes the proof. 
The following example is proposed to illustrate the above theorem.
Example 4. Let
A =
⎡
⎣ 0 0
0 1
⎤
⎦ B1 =
⎡
⎣ 1 1/2
1/2 0
⎤
⎦ and B2 =
⎡
⎣ 1 1/2
1/2 1
⎤
⎦ .
By direct calculation we have
LA(S
2+) =
⎧⎨
⎩
⎡
⎣ 0 t
t s
⎤
⎦ : t ∈ R, s > 0
⎫⎬
⎭ ∪
⎧⎨
⎩
⎡
⎣ 0 0
0 0
⎤
⎦
⎫⎬
⎭ ,
cl(LA(S
2+)) =
⎧⎨
⎩
⎡
⎣ 0 t
t s
⎤
⎦ : t ∈ R, s  0
⎫⎬
⎭ ,
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and hence
C1 := Pcl(LA(S2+))(B1) =
⎡
⎣ 0 1/2
1/2 0
⎤
⎦ , C2 := Pcl(LA(S2+))(B2) =
⎡
⎣ 0 1/2
1/2 1
⎤
⎦ .
It is easy to verify that C1 /∈ LA(S2+) and C2 ∈ LA(S2+). Actually, the problem
min 1
2
‖LA(X) − B‖2F
s.t. X ∈ S2+,
has the optimal value 0 for B = B1 since for any  > 0, we can find a semidefinite X() :=
⎡
⎣ 1 1
1 
⎤
⎦
such that 1
2
‖LA(X()) − B‖2F = 
2
2
. However, the optimal value is not attained on S2+. For B = B2, the
optimal solution set is
S∗ =
⎧⎨
⎩X∗ ∈ S2 : X =
⎡
⎣ t 1
1 1
⎤
⎦ , t  1
⎫⎬
⎭ ,
and the optimal value is also 0.
The following are some sufficient conditions for the solution existence of problem (1.1).
Theorem 13. The following statements are equivalent:
(i) a is invertible;
(ii) The KKT system (1.3) is strictly feasible;
(iii) The KKT system (1.3) has a nonempty, bounded, closed and convex solution set;
(iv) Problem (1.1) has a nonempty, bounded, closed and convex solution set.
Proof. (i) ⇒ (ii): Let k := max{λmax(La(b)),0}+1
λmin(a2)
. Then for any α  k, (αe, αa2 − La(b)) is a strictly
feasible solution to the KKT system.
(ii) ⇒ (iii): Note that the KKT system (1.3) is exactly a monotone LCP over symmetric cone K due
to the monotonicity of (La)
2. This together with the strict feasibility in (ii) implies the desired result
in (iii) from [37].
(iii) ⇒ (iv): By convexity, we know that the KKT system (1.3) is the necessary and sufficient opti-
mality condition of problem (1.1). Thus, the assertion (iv) follows.
(iv) ⇒ (i): We assume on the contrary that a is not invertible. Then the index set β = ∅. In this
regard, for any optimal solution x∗ of (1.1), x∗ + Kββ is also optimal. This is obviously a contradiction
to the boundedness of the corresponding solution set of (1.1). 
Nextwecanget someexplicit expressions of the corresponding solution set of problem (1.1), termed
S∗, under some special cases.
Proposition 8. (1) For any b ∈ J , if−La(b) ∈ K, then problem (1.1) is solvable and the solution set is
S∗ = Kββ.
(2) For any a ∈ K, if LaL†a(b) ∈ K, then problem (1.1) is solvable and the solution set is S∗ = L†a(b)+Kββ.
(3) For any a ∈ K, if La(b) ∈ K, then problem (1.1) is solvable and the solution set is S∗ = L†a(b)+ Kββ.
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Proof. (1) Note that ‖La(x) − b‖2F = ‖La(x)‖2F + 〈−2La(b), x〉 + ‖b‖2F  ‖b‖2F , and the equality
holds iff La(x) = 0, for any x ∈ K and −La(b) ∈ K . Thus, the solution set of problem (1.1) is exactly
S∗ = {x ∈ K : La(x) = 0}. For any x ∈ S∗ with x = ∑ri=1 xici +∑i<j xij , it follows from La(x) = 0
that
xi = 0, ∀i ∈ α ∪ γ, xij = 0, ∀i < j, ai + aj = 0.
Together with the fact x ∈ K , we obtain
⎧⎨
⎩ xi = 0, ∀i ∈ α ∪ γ ;xij = 0, ∀i < j, {i, j} ∩ (α ∪ γ ) = ∅,
which leads to x = ∑i∈β xici +∑i<j,i,j∈β xij ∈ K . Thus, S∗ = Kββ .
(2) If a ∈ int(K), the result is easy to verify from Proposition 3 and Theorem 13. Thus we just
consider the case a ∈ bd(K). Applying Proposition 3.3 in [20], we know that L†a(b) = L†aLaL†a(b) ∈ K ,
which further reveals that L
†
a(b) is a solution to problem (1.1) and S
∗ = {x ∈ K : La(x) = LaL†a(b)}.
Evidently,
L†a(b) + Kββ ⊆ S∗.
By the fact LaL
†
a(b) ∈ K , it follows from Proposition 5 in [33] that bαβ = 0. Consequently, we have
LaL
†
a(b) ∈ Kαα and L†a(b) =
∑
i∈α
bi
ai
ci +
∑
i<j,i,j∈α
2bij
ai + aj .
For any x ∈ S∗, it follows by direct calculation that
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
aixi = bi, ∀i ∈ α;
ai+aj
2
xij = bij, ∀i < j, i, j ∈ α;
ai
2
xij = 0, ∀i ∈ α, ∀j ∈ β .
Thus,
x = ∑
i∈α
bi
ai
ci +
∑
i<j,i,j∈α
2bij
ai + aj +
∑
i∈β
xici +
∑
i<j,i,j∈β
xij = L†a(b) + PJββ (x).
Note that x ∈ K , which yields that PJββ (x) ∈ Kββ . Thus S∗ ⊆ L†a(b) + Kββ .
(3) Applying (2), it is sufficient to show that LaL
†
a(b) ∈ K . First, we claim that for any a ∈ K ,[La(K)]∗ ∩ R(La) ⊆ K . The claim is trivial if a ∈ int(K). Thus we just consider the case a ∈ bd(K),
which means that β = ∅. For any y ∈ [La(K)]∗ ∩ R(La), it follows that La(y) ∈ Kαα from Lemma
7 and PJββ (y) = 0 which further deduces from Proposition 5 in [33] that yαβ = 0. Henceforth,
y ∈ Jαα . Observe that a can be regarded as an interior point in Kαα in the setting of the Euclidean
Jordan subalgebra Jαα . Applying (i) in Proposition 8, we have y ∈ Kαα , which further yields that
[La(K)]∗ ∩ R(La) ⊆ Kαα ⊆ K.
Thus the claim is established. Note that the condition La(b) ∈ K is equivalent to La(LaL†a(b)) ∈ K
which means that LaL
†
a(b) ∈ [La(K)]∗. Together with the fact LaL†a(b) ∈ R(La), we obtain LaL†a(b) ∈[La(K)]∗ ∩ R(La). By the above claim, all the desired results follow. 
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Two things we need to point out here. The first one is the condition −La(b) ∈ K is equivalent to
b ∈ −(La(K))∗. By the Moreau decomposition, it is obvious that PLa(K)(b) = 0. The other one is as
we can see in the proof of (3), the involved condition is more restrictive than the one in (2). A simple
example in S3 is designed here for illustration.
Example 5. Let
A =
⎡
⎢⎢⎢⎣
2 0 0
0 1 0
0 0 0
⎤
⎥⎥⎥⎦ ∈ bd(S3+), and B =
⎡
⎢⎢⎢⎣
1 1 0
1 1 0
0 0 −2
⎤
⎥⎥⎥⎦ ∈ S3.
From direct computation, we have
LAL
†
A(B) =
⎡
⎢⎢⎢⎣
1 1 0
1 1 0
0 0 0
⎤
⎥⎥⎥⎦ ∈ S3+, and L†A(B) =
⎡
⎢⎢⎢⎣
1
2
2
3
0
2
3
1 0
0 0 0
⎤
⎥⎥⎥⎦ ∈ S3+.
However,
LA(B) =
⎡
⎢⎢⎢⎣
2 3
2
0
3
2
1 0
0 0 0
⎤
⎥⎥⎥⎦ /∈ S3+.
Therefore, in this case,
A ∈ bd(S3+), LAL†A(B) ∈ S3+  LA(B) ∈ S3+.
Actually, the conditions in (2) and (3) of Proposition 8 are sufficient to ensure that PLa(K)(b) =
PLa(J )(b). This observation further inspires us to get the minimum norm solution of problem (1.1) in
terms of another optimization problem which is stated in the following proposition.
Proposition 9. If x∗ is the optimal solution to
min 1
2
‖x − L†a(b)‖2F
s.t. La(x) = LaL†a(b),
x ∈ K,
then x∗ is exactly the minimum norm solution of problem (1.1).
4.2. Solution uniqueness
Necessary and\or sufficient conditions for the solution uniqueness of problem (1.1) are exhibited
in this subsection.
Theorem 14. For any given a and b ∈ J , assume that S∗ = ∅ and let F := F(S∗, K)  K, then problem
(1.1) has a unique solution iff the restriction of La on aff(F) is invertible. Particularly, if ∅ = S∗ ⊆ R(La),
then the unique solution to problem (1.1) is L
†
a(PLa(K)(b)). Moreover, problem (1.1) has a unique solution
for any b ∈ J (i.e., the Globally unique solvability) iff La is invertible.
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Proof. For convenience, we denote the restriction of La on aff(F) by La|F . Applying Theorem 12 we
know that, for any x(1) and x(2) ∈ S∗, La(x(1)) = La(x(2)) which is exactly the projection Pcl(La(K))(b).
Together with the fact that x(1) − x(2) ∈ aff(F) and the invertibility of La|F , we have x(1) = x(2).
Conversely, let x∗ be the unique solution of (1.1). Assume on the contrary that La|F is not invertible on
aff(F), then {0} ⊂ N(La|F ) ∩ F , which further implies that x∗ + (N(La|F ) ∩ F) ⊆ S∗. This comes to
a contradiction. Thus La|F is invertible on aff(F).
The “particular” part is directly followed by the observation of S∗ = {x ∈ K : x = L†a(PLa(K)(b)) +
u, u ∈ N(La)}.
For the “moreover” part, it is well-known that La is self-adjoint and hence so is L
2
a . Thus, it is easy
to verify that the invertibility of La is equivalent to the strong monotonicity of L
2
a . Applying Theorem
21 in [22], we can assert the globally unique solvability of (1.1) immediately. 
5. Concluding remarks
In thispaper,wehavemade twocontributions:One is theexplorationof the linear imageof symmet-
ric cone under the Lyapunov operator; The other is the characterization of necessary and\or sufficient
conditions for the solution existence and uniqueness of the Lyapunov-type least-squares problem over
symmetric cone. All these results may to some extent provide necessary fundamentals on theory and
algorithms for Lyapunov-type conic optimization problems, which remains to be further studied.
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