In this paper, we present an agent-based dialog simulation technique for learning new dialog strategies and evaluate conversational agents. Using this technique the effort necessary to acquire data required to train the dialog model and then explore new dialog strategies is considerably reduced. A set of measures has also been defined to evaluate the dialog strategy that is automatically learned and compare different dialog corpora. We have applied this technique to explore the space of possible dialog strategies and evaluate the dialogs acquired for a conversational agent that collects monitored data from patients suffering from diabetes.
Introduction
Conversational agents have became a strong alternative to provide computers with intelligent and natural communicative capabilities. A conversational agent is a software that accepts natural language as input and generates natural language as output, engaging in a conversation with the user. To successfully manage the interaction with the users, conversational agents usually carry out five main tasks: automatic speech recognition (ASR), natural language understanding (NLU), dialog management (DM), natural language generation (NLG) and text-to-speech synthesis (TTS).
The application of statistical approaches to the design of this kind of agents, specially regarding the dialog management process, has attracted increasing interest during the last decade [8] . Statistical models can be trained from real dialogs, modeling the variability in user behaviors. The final objective is to develop David Griol · Nayat Sánchez-Pi · Javier Carbó · José M. conversational agents that have a more robust behavior and are easier to adapt to different user profiles or tasks. The success of these approaches depends on the quality of the data used to develop the dialog model. Considerable effort is necessary to acquire and label a corpus with the data necessary to train a good model. A technique that has currently attracted an increasing interest is based on the automatic generation of dialogs between the dialog manager and an additional module, called the user simulator, which represents user interactions with the conversational agent [7, 4] . This way, a very important application of the simulated dialogs is to support the automatic learning of optimal dialog strategies.
In this paper, we present an agent-based dialog simulation technique to automatically generate the data required to learn a new dialog model for a conversational agent. We have applied our technique to explore dialog strategies for the DI@Llog conversational agent, designed to collect monitored data from patients suffering from diabetes. In addition, a set of specific measures has been defined to evaluate the main characteristics of the acquired data and the new dialog strategy that can be learned from them. The results of the comparison of these measures for an initial corpus and a corpus acquired using the dialog simulation technique show how the quality of the dialog model is improved once the simulated dialogs are incorporated.
The remainder of the paper is organized as follows. Section 2 describes the proposed agent-based dialog generation technique and the measures used to evaluate the quality of dialogs acquired with different dialog strategies. Section 3 describes the DI@L-log conversational agent and the acquisition of a initial corpus for this task. Section 4 shows the results of the comparison of the measures for the two corpora acquired for the DI@L-log task. Finally, some conclusions and future work lines are described in Section 5.
Our Agent-Based Dialog Simulation Technique
Our proposed architecture to provide context-aware services by means of conversational agents is described in [3] . It consists of five different types of agents that cooperate to provide an adapted service. User agents are configured into mobile devices or PDAs. Provider Agents supply the different services in the system and are bound to Conversational Agents that provide the specific services. A Facilitator Agent links the different positions to the providers and services defined in the system. A Positioning Agent communicates with the ARUBA positioning system to extract and transmit positioning information to other agents in the system. Finally, a Log Analyzer Agent generates user profiles that are used by Conversational Agents to adapt their behaviour taking into account the preferences detected in the users' previous dialogs.
In this paper we focus on the simulation of the user and conversational agents to acquire a dialog corpus. In our dialog generation technique, both agents use a random selection of one of the possible responses defined for the semantics of the task (expressed in terms of user and system dialog acts). At the beginning of the
