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ABSTRACT 
This thesis generalizes the simplicial methods of defining 
derived functors and proves characterization theorems about them. 
In particular, we show that our methods also generalize an alterna- 
tive way of defining derived functors, We use our definitions to 
define the higher Baer invariants of a group relative to a variety 
of groups and compute them in special cases. Finally, we deduce a 
long exact sequence in the homology of groups. 
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INTRODUCTION 
This thesis brings together four approaches to non-abelian 
cohomology. First, there is the theory of derived functors defined 
in terms of triples, developed first in Beck's thesis and later by 
Barr and Beckq and others; much of the work in this area is collected 
in volume 80 of the Springer Lecture notes in Mathematics, 1969. 
A second approach is to use the theory of simplicial resolu- 
tions (with degeneracies) or semi-simplicial resolutions (without). 
This method is used by Andre. in (1)0 Tierney and Voigel in (12), aand 
Keune in (6). This theory bears a relationship to the triple 
theory similar to that born by the Eilenberg-Maclane "bar-resolution" 
definition of the classical cohomology of groups to the definition 
in terms of an arbitrary projective resolution. A key departure in 
Keune's work is that he considers functors taking values in a non- 
abelian category. 
A third approach is used by Rinehart in (11). He reduces 
the non-abelian theory to the theory of the derived functors of an 
additive functor between two abelian categories by going to functor 
categories. This theory agrees with those considered above (in 
situations where the theories are all defined). It has the advan- 
tage of dealing efficiently with exact sequences arising from an 
epimorphism in the domain category. Its disadvantages are that the 
method does not lead to easy calculation and that the range category 
is required to be abelian. 
A fourth approach is due to Frohlich (2), who constructs a 
-6- 
f 
theory of Baer-invariants. If VC: A are varieties of algebras, 
and if V: A -* A and U: A -* V are the corresponding verbal 
sub-algebra and quotient-algebra functors respectively, he considers 
D0V: A -* V and D1U: A -* A (the latter taking values in null 
algebras), though he does not produce a theory of derived functors 
to justify the notation. 
The puppose of this thesis is to produce a theory of derived 
functors combining the main features of simplicial theory and 
Rinehart's theory, and which gives Fr6hlichIs Baer-invariants as 
derived functors, justifying his notation. This allows one to 
define higher Baer-invariants and leads ultimately to an exact se- 
quence in the classical homology of groups which, while suggested by 
the above methods, is obtained classically via the Hochschild-Serre 
spectral sequence. 
-7- 
CHAPTER I 
PRELIMINARIES 
We shall use the following notation throughout this thesis. 
Let "C be a category. lrý denotes the class of objects of 
and if A, B, F_lr_l . then VA, B) denotes the set of t-morphisms 
from A to B. If fe ? -(A, B) and ge 
'C (B. C), then we denote 
by gf the composite of f and g. 
Definition''Ll 
A semi-simplicial t -object (X, d), (or X for short) is 
a graded 'r -object {X nIn>0 
together with r- -morphisms. 
di: X -). x it 0<i<n, such that nn n- 
di dj d 
j-1 
di for 0<i 
n n+l n n+l 
A' si licial r- -object (X, d, s), (or X for short), is 
a semi-simplicial C -object (X, d) together with 'C -morphisms 
Si: X ->. X 0 n+ll 
<i<n, satisfying 
- nn 
SiS SS3. 0<i<j<n, 
n+l n 
p 
n+l n 
di Si = Sj-I d1 0< <j < n, n+l n n-I n 
dj Sj 
n+l n = 
d, 
j+l 
Si 
+l n 
Ix 0<j<n, and 
n n 
d S3 
n+l n .Sjd 
1-1 
9 n-1 n 
3. >j+lp i< n+l. 
1 11 a 
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We call dI the face maps and S1 the degeneracy maps. nn 
Definition 1.2 
If X and'Y are simi-simplicial 'C -objects, then a semi- 
simplicial morphism f from X to Y consists of r--morphisms 
fn: Xn -* Yn. n>0, such that fn commutes with the face maps. 
If X and Y are simplicial f -objects, then a simplicial 
morphism g from X to Y consists of C -morphisms 
X --i-i Y n> 0, such that f commutes with both the face and n -n n 
the degeneracy maps. 
Definition 1.3 
--> C -morphisms, Let AB be a sequence of n+l 
fn 
n >'O. A simplicial kernel of (f 0 posoof 
n) is a sequence 
0i 
K --), A of n+2 rý-morphisms such that f1kj = fj-lk for 
IXTI 91 
0<i< n+l, and universal with respect to this property. 
0 
That is, if Z -) A is any other sequence of n1 +2 'f--morphisms 
. n+ h 
satisfying f213 = fj-lhl for 0<i<j< n+l, then there exists 
a unique f-morphism h: Z -* K with kih=hi for 0<i< n+l. 
Definition 1.4_ 
If A clq an augmented (semi-) simplicial object of A 
is a (semi-) simplicial 'C-object X together with a 'C-morphism 
-9- 
d0X -ý- A such that d0d0=d0d1 00o10 is 
Definition 1.5 
Let 'F be a class of epimorphisms in a category C. 
We say that Pe Itl is 
'E-projective if for every feý, say 
f: A ->. 
-C(P, f): f(P, A) -*C(P, B) is surjective. If is the 
class of all 'F -projectives, then we write 
If '7- is the class of all epimorphisms g in 'C such 
that tý(P, g) is surjec tive for every P F-6) , then we write 
Clearly, 
We say that, - 
is closed if 
We say that - 
is a projective class if it has "enough 
projectives"; i. e., if for every A cj)ý , there is a morphism 
P-*Aet with P 
Definition 1.6 
Let F, be a class of epimorphisms in a category 
r- and let I 
An augmented (semi-)simplicial object X of A elrý 
is called "E -projective if Xn9 for n>0 Given an augmented 
(semi-)simplicial object X of A elrý if 
ko d0 
KnX is the simplicial kernel of X 
n- x 
n_ n-I n-l 
d 
n-I 
n-2' 
n 
n>1 and putting -X_l = A, then there exists-a unique 
r- -morphism 
e: X -* K such that 
ki ed0<i<n, n>1. Thus, we nnnnnn 
- 10 - 
obtain the following diagram, 
40 1 Ärt, äjE ? rU-1 - dz1. ' %-Z.. .. x% CU. ' 
xo 
Definition 1.7 
Let t be a class of epimorphisms in a category An 
augmented semi-simplicial object X of Ael)ý is called f- -exact 
if d0 and e are in n>1. where e is defined as above. 0nn 
X is called a semi-simplicial --resolution of A if it 
is both ýF_ -projective and 
F--exact. 
We want-to define the notion of an algebraic category. 
To do this we need the definitions of adjoint functors and triples. 
The standard reference for the rest of the chapter is Maclane (8). 
Definition*1.8 
Let F:. A-)- 8 and u: 63-+ Abe functors. Then we say F 
is left adjoint to U (and U is right adjoint to F) if for all 
AeJA there'exists a natural bijection. , 
1, BeI81 9 
nA, B: 
(2) (FA, B) 16ý (A I UB) . 
If we choose B= FA, we get 
AJA : 
(B(B, B)"-ý A(A, UFA). 
- 11 - 
Put nA w nA, B 
(l 
B ), then by naturality we can deduce that n: l A -* 
UF 
is a natural transformation from the identity functor on A to 
the functor UF. We call n the unit of adjunction. If we 
choose' A- UB, we get 
8 (FUB, B) A(AjA). nUB, B: 
Put " (1 ), then we can show that u: FU -* I is a UB nUB, B AB 
natural transformation of functors. We call u the counit of 
adjunction. 
Definition 1.9 
A triple IT (T, n, u) in a category 'C consists of an 
endofunctor T,. "C-* 'C a natural transf ormation n: 1T and 
a natural transformation u: T2 -+ T such that the following three 
diagrams are commutative.. 
'T 
2. 
T'T 
3 
1.2.2T 
n is called the two sided unit of Tf and u the associative 
composition of Tf 
Proposition * l. '10 
if F: A -*B is left adjoint to W then there exists 
an induced triple 'IT in A given by, V (UF, n, UuF), where 
- 12 - 
n is the unit and u the counit of adjunction. 
Proof, Straightforwardq see Maclane (5). 
Proposition 1.11 (See Keune (6), page 25) 
Let 1r = (T, n, u) be a triple in a category A Then there 
exists a "universal" pair of adjoint functors F 
11 
:A -)- A 11 and 
U Tr A 
11 
-* A, inducing the triple n (in the sense of 1.10), and 
universal with respect to this property; i. e. if F, U is any pair 
of adjoint functors inducing H, F: A, u: (B-* A; then 
there exists a unique functor 0: 8 -)--A such that 
Or IT U Ir 
A- AAA 
wa U 
F\ U 
/ý 
- bý 
commute, and ft -e 7r 0, where e and eff are the counits of 
adjunction for (F, U) and (F 
n, U ii ) respectively. 
Proof: We define the categorY A 
11 
as follows. 
{(A, ý): Ac JAI, O: TA -* A with OnA, = 'A and O(To) = Ou A 
An A I-morphism. (f): (A, 2t(A is a commutative diagram 
T4 
A A 
Composition is'defined by: (g)(f) (gf). Then an easy check 
n shows that A is a category. 
Def ine 
. 
Un :AA as the "forgetful" functor, i. e. 
- 13 - 
(Al A and Ull (f). 
Define FA -* A by: 
F 11 (A) = (TA, uA) and F" f= (f). 
Then it is easy to see that F 
il 
and Uj' 
that is left adjoint to UI1 with nn 
tion, and e 
il (A, ý) = (ý) the action of the 
Then it is clear that F 
JI 
,0, nn and 
J 
are functors and also 
-n the unit of adjunc- 
counit e 
11 
of adjunction. 
induce the triple H. 
Now given a pair F, U of adjoints inducing H, def ine 0: &ý-An 
by: 
0'= (UB,, UeB),, for Bel8l , and 
4ýf = (Uf)ý where f is a morphism in 
Then it is easy to see that 4ý is unique and that it satisfies the 
required properties. 
Definition 1.12 
A category r- is called algebraic (or tripleable) over a 
catpgory A if f- is equivalent to a category An for some triple 
n in A 
We shall call a category algebraic if itds algebraic over 
the category ISr of sets. 
Ex le' 1.13 
The category T of groups is algebraic. 
Proof : Let ,F: 
S-),. r-T, -be the free functor left adjoint to the 
- 14 - 
forgetful functor U: 'CT -* 'ýf- . Def 
ine T: &ý- & as f ollows: 
if Xel-9 , TX reduced words in the set 
<X> 1, where 
<X)= {W :xC XI More precisely, TX is given by: 
Ec2 
TX x, % > <x 2 <xn'ýl 
:x F-X; 
neW ; if x. =, xi+,, then cI+c i+j 00j- 
Def ine n: 1 4- T by: 
nX(x) <X> xexel-g-l Then n is a natural 
transformation. 
Also, define u: T2 -* T by: 
ux 
<(W>> 
= the reduced word defined by <wý , where 
<<W)> 
is an element in T2X and <W) is an element in TX.. Then it is 
easy to show that H= (T, n, u) is a triple in But 
TC4UF and it can be shown that F and U are a universal pair of adjoint 
functors for the triple H. Thus, I* is equivalent to the 
category 15 
11 
, and so it is an algebraic category* 
Note: It is well known that any class of algebras defined by universal 
operations and relations is an algebraic category. 
We gather together some useful, though trivial, facts about 
algebraic categories. 
Proposition 1.14 (See, for example (8)). 
Let be an algebraic category. Then, (i) there exists 
a faithful functor U: r- -* ZS , so that we can consider an object 
- 15 - 
of 't-0 as a set endowed with some structure; 
(ii) there exists a functor F: S -*-P- with F left adjoint 
to U; 
(iii) products and pullbacks exist in t; 
has a terminal object * whose underlying set is 
{ *1 - 
The above facts enable us to make the following definition. 
Definition 1.15 
Let 'C be an algebraic category. Let U: 5 be the 
faithful functor as'in 1.14. We say f: A -* B in is 
surjective if Uf is Surjective in 
A subset XC: UB generates B is the map FX -)- B, 
corresponding to the inclusion map XCUB via the adjoint, is 
surjective. 
- 16 - 
CHAPTER II 
SEMI-SIMPLICIAL METHODS IN BASE CATEGORIES 
In this chapterv we apply semi-simplicial methods as devel- 
oped in Tierney and V6gel (12) to base categoiies as defined by 
Rinehart (11).. We obtain the same result as Rinehart but feel that 
our methods are direct, make the theory easier to understand and, as 
we shall see later, can be generalized. 
In ý 1, we give details of the semi-simplicial methods 
used to define derived functors of functors taking values in an abelian 
category, In ý 2, we deal with base categories. Since Rinehart 
does not give all the details$ we have dealt with the topic in detail. 
In 3, we consider the semi-simplicial theory over a base category 
and prove that it coincides with Rinehart's theory. 
- 17 - 
ýl Derived Functors 
Let 'C be a category with finite limits and OL an abelian 
category. Given any functor we shall define the derived 
functors of F. But first, we mention some results which will ensure 
the validity of the definition. 
Theorem 1.1 (Comparison theorem, (12)) 
Let 'C be a category and a projective class of epimor- 
phisms in C, For A, A let XA be an F_ 
. -projective 
augmented simi-simplicial object of A and X E, A1 be an 
f, 
-exact 
augmented sými-s, implicial object of A 
1. 
Then any C -morphism 
f: AA can be extended to a semi-simplicial morphism 
Yn X--,,; K 
Also, given any two such extensions, say g: XX 
then there exist_ -morphisms hX-X0<4n, such 
nn n+l 
that 
00 n+l n E 
n+lh n' -fn; 
F-n+l hn-gn; 
if i< 
n-1 n 
F- hj =- n+l nh3ý 1-1 if i> 
n-1 n 
and F- 
j+l h 
j+l 
F-j+l hj 
n+l n n+1 n* 
We obtain the following diagram 
- 18 - 
0 
.... X"*i X. V 
.... -- 
y 
30%. 
Yä0. f. 
. x% w 
ein 
Proof: We shall show the existence of 1j, by induction on n. 
For n= 0, since eE E and XE where 
&=W9 there 
0 0 
exists 1 
1 
:XX such that 0- F- f - fa,. Suppose that 0 00 - o . 0 
f0 P***Pf n 
have been defined for n>0 such that f k-1 k 
fk 
for all i=0,..., k and *0 <k<n. Consider the following 
diagram, 
xfto 
arv X 
ell 
xr" 'P 
F- 0 
11-n 
where (K ,, k is the simýlicial kernel of X n+ n+l) 
n 
n 
Now 
Ei (I ai ), 1aiai 
n n- n+l n-l n n+l 
f 
n-1 
an an+l 
(f a for 0<i<j :i n+l. nn n+l 
L% 
- 19 - 
Thus, by the universal property of simplicial kernels, there exists a 
unique 
C 
-morphism L: X)K such that kj n+l n+l n+l n+l 
Lr,, 
+l 
T'M' 
fol 
Is 
0<j 
:S n+l. But e n+l 
6 F, and X n+l 
e and so there 
exists af -morphism :X VX1 such that C n+l 
i 
n+1 n+l n+l n+l 
It is easy to see that si IY DJ it for n+l n+l n n+ 
0<j. 1 n+l. Thus, by induction, we have the existence of a semi- 
simplicial morphism. X jX 
1 
extending f. 
Suppose g is another such semi-simplicial morphism. Then we shall 
define the hn Is by induction on n. 
For n=0, consider the following diagram, 
A 
X', . 1e CO k; Xd-- 
e, K, k', 
0 
0L 1-0 where (Kl, kit k1 is the simplicial kernel of Xo A 
Since 0f Eo - -morphism E0 00 909 
there exists a unique 
0XK such that k001 and k10 CPO 011 'to oi Cro = 
go 
Then, since and X0C there exists a -morphism 
h0: X 4X 
1 
such that eh0-' This ho satisfies 0 000 
Cen 
0 
the required conditions. 
Suppose h0,... vh n-l 
have been defined for n> 29 and that they 
satisfy the required conditions. ' Then we define hn as follows . 
Consider the following diagram. 
- 20 - 
cr; 
cvlý 
ko 
k#L*l 
Y%m. tt 
Firstly, we want to define 
0 
***of 
nxK such that crn O(n 
n n+l 
cro 0+1 n 
n+l n n; n+l 
crn gn; 
h 
n-1 
a 
no 
< j; 
n+l n 
hj a> 
n-1 n 
I 
and k 
j+l j+1 
k 
j+l jý 
n+l TnI n+l 
yn 
To begin with, define 
C -morphisms 
n-1 X ýx 
10<<n, by Cli n-1 
n-1 CLO f rirl 
n-1 j+l j+l j+l aj +l 
f- h F- h 
n-l' 
0<j1 n-2 
and a n-1 9 n rr-1. 
Now put, for 0<i<n. 0<j< ri-1v 
21 - 
n-1 
ai 
ýLp j+1 
n-1 "Ij +1 
Then, for 0<L<i<n, 
i9<< 
+1; 
> j+l 
EL n-1 
iI 
if i< j+lv 
L 3. n- 
1 Ili n 
n-1 j+l 
F- L n-I -I if i> j+l. 
n-1 j+l 
ani 
Now, for 0<L<i< j+10 
F, 
n+, 
-, ývi+l E n-1 (Ij -an 
EL ei hi ai 
n-1 n n-1 n 
Ei-1 6L hj 
n-1 n n-1 n 
i-i 
Ü h 
j-1 
aLa1 
-1 2 : --1 n n ri- 
E j-i h 
i-i 
a 
i-1 
aL 1 n-1 n n-2 v- 
i-i 
E 
i-i hj aL 
-1 n-1 n nn 
E 
i-i 
ej hjaL 
n-1 n n-1 n 
i-1 -F n-1 aL - n-1 n 
n-1 4,1 
Lj+l 
If 0 -; L <i and i> j+l, we consider two cases. 
Case (i)q L < jo 
- 22 - 
Then, 
+1 a-i -1 
n-1 a1 j+l n n j 
L 
n-i 
j+l hj a 
ip if jý n-1 
n n-i n 
E 
L hi ai 
, n n-1 n 
i 
=F h 
i-i aL - v- ri- 2 ir-1 n 
i 
=F h 
i-i a i-i aL. - v-1 n-2 n-1 n 
= Ei 
Jh i-i 3L 
n-1 n n-1 n 
a i-i E-j h 
i-i L 
n-1 n n-1 n 
i-1 E n-1 L a a . n-1 n 3 
EI i-i 
n- 1 
L N7`i 
-t 1- 
Also, 
Li EL 
L n-1 i 
n- n n-1 
an 
L 
F-n-l-gn-1 an 
L 
=E n-1 
F- 
n 
gn 
i-i L- 
F- 
n-1 
F- 
n 
gn 
i-i -L 
n-1 . v-1 n 
i-1 
1L 
n-1 
en 
- 23 - 
Case (ii), L 
E- L 
3. 
n-l 141 j +1 
EL n-l ai 
n-l aj+l n 
=6LE 
j+l 
hj I 
-1 
a l nU n n- 
= F- 
j+l 
F- L+l hj 
i 
-l 
a - 
n n-1 nn 
F- 
j+1 
hj aLI a 
n n-1 n-2 n-l 
J+1 h J. -l 
L 
F a a - n-l n n-l n-2 
=E 
j+l 
F- 
ihj-L 
-1a n n-l nn 
i-l 
F- 
j+l hj L0 as 10 j+l, 
n-l n, - n-l n 
i-1 n-l L 
c a ' = F- j+1 n n-I 
=E 
i-l L 
-j+ n 
Thus, F- LI 
n--l j+1 
i-l 
AP L for 0L<i, and so by the 
rr-l j+1 
universal property of simplicial kernels, there exists a -morphism. 
-t. p ,: -----> 
K such that for all X j+ n n 
i= 0,..., n and 0< j n-l. Since and X OP there exists nn 
nXX10<j <-n-l, - such that CIj +1 nn 
en n J+ j +I 
Now, put. anf 0n 
and an9 and define XX n+l nnn 
- 24 - 
0<i< n+l, by 
i 
j -1 3' 
n-1 n 
< 
n ai Ii=j; 
n (xj +1 
j+l; 
hi n+l >i> j+l n-1 n 
Then, as above, we can verify that 
L E, i-l for L> 
nn 
and hence there exists 3 3)K 0<n, such that In: Xn n+l 
ki0<i< n+l. Now it is easy to verify that n+l 
qrnj =4 
0 
too*$ 
n satisfy the required conditions. Since e CF, and crn crn n+l 
X F- 61 we obtain hi: XX1 Go <j :5n, such that nnn n+l' 
C hi i 
n+l n 
Yn* 
Thus, the *h also I satisfy the required conditions. By in- nn 
duction, I now all the hn 's are defined. This completes the proof. 
Definition 1.2 
Let OL be an abelian category and Xa (semi-) simplicial 
object in CX We define th .e derived complex NX, of X, as 
follows. 
(NX) 
nXn, 
'-for 'n, > 0 and the'boundary'D m 
(NX)m--), (NX)M_l 
iS defined bY 
3m (-1)1 d', for m> 19 where d is the face 3.0 m 
map of 
- 25 - 
Lemma 1.3 
The derived complex of a (semi-) simplicial object in an 
abelian category is a chain complex. 
Proof: Using the same notation as in 1.2, we have to show that 
ana 
n+1 '- 
0 for all n >, 1. 
Now, by definition 
ni i) ( n+l i aa Z-- Z (-1) dZ (-1) di n n+l 
( 
i=O n j=O n 
(-l) i+j di dj 
n n+l 
i+j i+j i (-l) dj -1 d+E (-l) d dj 
ij: j n n+l n n+l i>) 
3. +j + 
Thus,, for any i"J; the signýof d' dJ will be (-l) from the n n+l 
first sunmation and (-l) 
i+j+l 
from the second. Therefore 
ana 
n+l 'ý 
0, as required. 
Definition 1.4 
Let r, be a category and f,, be a class of epimorphisms 
in, such that semi-simplicial 
F_ 
-resolutions exist for every 
A F_ Let OL be an abelian category and F: OL a functor. 
Construct a semi-simpicial F, -resolution Xd), A of A and 
apply F to get a semi-simpicial object F(X) in OL . Form the 
derived complex N F(X). We define the nth derived functor of 
F relative to Ln FI, by 
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LF-' F (A) = 
Theorem 1.5 
H (N*F(X»q n. > 0 and A Elti. 
With the same notition as in 1.4, 
(i) we can define LS F on morphisms in such that n 
L F: f----->OL is a functor for all n>0; 
(ii) Ln F(A) is independent of the semi-simplicial 
-resolution (up to natural isomprphism); 
(iii) Ln F(P) =0. for all PF_O and n>1, where 
F-=ýp p- 
Proof: (ii) If we have two augmented semi-simplicial 
f, 
-resolutions 
of A, then consider a semi-simplicial morphism inducing the identity 
morphism on A to get the independence of Le F(A) of any particular- n 
resolution. This proves that LF' F(A) is well defined for all n 
A E: It I,, n>0. 
Let f: A A1 be a morphism in Let XA and 
X -), A 
I be augmented semi-simplicial -resolutions of 'A 
and A respectively. By 1.1, there'exists-a'semi-simplicial 
morphism n 
1: X )X 
1 
extending f. Applying F and 
forming the derived complexes, we get the following diagram',, 
F (X F(X) F(X. ) > 
F(j) 
F(xl) 
F(XI o r%l+ 
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n+l 
where a n+l 
E (-l) F(a 
n+l 
) and 
i=o 
n>0. 
n+l 
z (-l) 'T ('5ni+l F-n+l 
i=O 
Since all the squares above are conmutative, 1n induces a, -morphism 
f, 4 
:"0. :L F(A) --> LO F(Al), for all n Define LF (f 0<, t, nnntn 
n>0. To show that Ln F(f) is independent of the choice 
1 
of 1, let gnx )X be another semi-simplicial 
morphism inducing f. Then, as above, -g 
n 
induces at -morphism 
nLn 
F(A) Ln F(A 
1 ), fo r all n>0. We have to show that 
a09n>0. By 1.1 there exist"C -morphisms hi: X--)Ixi nnnn n+l 
for 0<i<n, with certain properties. Define t: X )X 
1P 
nn n+1 
n> 00 by 
nF 
(h i 
1=0 
Then, using the various relations involving hi, as in 1.1, an easy n 
computation shows that- 
n+1 
tn+t 
n-l -an - 
F(fn) -F (gn) for all n>1, i,. e,, 
F(f and F(g ) are homotopic-in. the usual sense via the homotopy nn 
{t 
nn> 
0* Hence the induced morphisms are equal'and so 
anan, n_> 0. Now it is easy to see that LnF is a functor 
for all n> 00 
If PrzP then trivially 
lp 
pppp 
p 
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is an augmented semi-simplicial 
ý--resolution 
of P. Applying F 
and forming the derived complexq we get 
01 F(P) 0 
0000 F(P) ýF(P) :)F (P) (P) 0 
Thus, Iý F (P) F(p), if n=0 
n 
0 if n>1. 
Lemma 1.6 (Snake Lemma) 
Let GL be an abelian-category and suppose we have the 
following commutative diagram with exact rows in (X 
C0 
Then there' exists an OL -morphism 6 Ker h )Coker f such 
that the following sequence is exact, 
Ker f Ker g 
11: 
0 ker h :p Coker f2 Coker g2 Coker h 
where a2* and a2* are the induced morphisms. 
Moreoever, if C1 1 is a monomorphism then so 
is all , and if $2 is 
an epimorphism then so is 02** 
Proof: This is, standard, see Maclane (8). 
Proposition'l. 7_ 
Let C be a category and a class of epimorphisms in 
such that semi-simplicial E -resolutions exist for every object 
in C. Let a be an abelian category. Let 
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1,2,3; be three functors such that for any object 
P E. where 
&I 1? 
9 
F1 (P) ýp F2 (P) : PF 3 
(P) :y0 is exact. 
Then for any object A6 Jr-I , there is a long exact sequence 
LF (A)' LF (A) LF (A) : ý, L F (A) .... n "n 2 
C LoF3 (A) ý 0. 
d 
Proof Letý x)A be an augmented semi-simpliCial -E -resolution 
of A. Apply Fis i=i, 2,3; and form the derived complexes. 
Since (NF i(X))n' '- Fi (X n 
), n>0, and Xn 66) by definition, 
we have the following commutative diagram with exact rowsp 
0 :>F1 (X 
n) 9F 2 
(X 
n) 
F3 (Xn) 0 
FaFaFD' 1n2n3n 
ýeN(\ 0' 
0F1 (X 
n-1) 
F2 (X 
11-1) 
F3 (X 
n-1) 
n. i 
where anF. (-l)' d np n> i=o 
By the snake lemmai we have exact sequences 
Ker F10n ýKer F2a Ker F3a and 
Coker FB Coker FD, Coker F 1n2 n--- " 3D 
0 
f or all n>l. 
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Now, Fia 
n-1 
induces a morphism 
Coker F3 -----ý-Ker i=1,2,3, n>3. in Fian-21 
Thusp we have the following commutative diagram with exact rows. 
Coker F 
3. 
an : pCoker F2an ýCoker F3an0 
0 ýy Ker F1a 
n-2 
Ker F2a 
n-2 -ýKeiý 
F3a 
n-2 
By the definition of LnFI and using the snake-lemma, we obtain the 
required long exact sequence.. 
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2, Base Categories 
Definition 2.1 
Let be a category'and A 01 B and CB be 
morphisms in Then the fibre pMd= (or pullback) of a 
aa- and a is the limit of the'diagram A )Bý C. Denote the 
fibre product by (A x C, n 11 7r 2 if it exists, -where 7r 1 and 7r 2 B 
are the canonical morphisms AxC )A and A x-C ýC 
BB 
respectively. 
Definition 2.2 
Let be a category and a projective class of epi- 
morphisms in 
'The 
pair is called a. base, category 
if the following conditions are satisfied. 
(Bl) If A )B 6 and CB is any morphism 
in then contains the fibre product AxC. 
B 
(B2) 'is closed under 'composition. 
 
(B3) If the composite A :0B ---/C C ýF, then so is 
B C. 
(BO 'If-, A ýA, A )B and C- 4B are 
morphisms in 7C' with A1 : P"& BE 
then 'A 
1xC 
-'A xCE if f A' A6 
BB 
4xc-- - -Axr- 
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Example 2.3 
Let -C be an algebraic category and the class of 
all suriections in Every surjection in is an epi- 
morphism, since if aAB is a surjection then Ua UA UZ 
is a surjection in using 1.1.5. Thus, if A )B -a7--ýC 
2 
are morphisms in "C with 5 10ý 02 then (UOJ)(Ua (UY(U 
But Ua is an epimorphism in S and so Uý 1 UO 2* But U 
is 
faithful and so a1- 02* Thus, -F- is a class of epimorphisms in 
C Now, it is easy to see that since (Bl), (B2)9 (B3), and (B4) 
are satisfied by the category of sets and surjections in sets, they are 
also satisfied in I. I 
In particular is a base category, where 
T4 is the 
category of groups and t is the class of all surjections in 
Definition 2.4 
Let be a base category. Define a category 
as follows. 
'and, given Aa), B and CD any two 
objects in then a h: a consists of a 
AC 
pair of 1ý:, -morphisms h0, h1 such that the diagram f 
is commutative. Then, with the obvious composition 0 
of morphisms, it is easy to see-that -C, is a category. 
Define a class. of morphisms -E, in C, by: 
h (h hl). E -CI (a (a, hA ýB xCC and 
D 
h where a, $ E 
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Thus, an element (h 0jh1) of 
'Ej yields the following commutative 
diagram, where : i) denotes an element of 
A ko C 
C( E) C x 
Tr, 
Proposition 2.5 
Let be a base category and be def ined 
as above. Then is a base category. 
We shall prove some basic lemmas before proving 2.54o 
Lemma ''2.6 
In any category the following isomorphisms hold, 
where isomorphism of two objects is taken to mean that if either object 
exists then so does the other, and they are isomorphic. ' 
(i) 
-- 
if A )B and C : ýB are morphisms in 
then AxCCxA 
BB 
(ii) If A ý, )Bv C : ýB and D ý, A are 
morphisms in and if AxC exists, then 
B 
Dx (A x C) DxC. 
ABB- 
(iii) If A ýPB and 1BB >B are morphisms 
in then AxBA. 
B 
Uv) Given the following diagram in 1:: 9 
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E 
D 
A 
and if AxC and CxE exist, then 
BD 
(A x C) xEAx (C x E) 
BDBD "T 
(v) Given the following diagram in C 
A, x C, C1 
6, 
iý, -E5 
where 6j and 02 are the fibre product morphisms, 
we'have (A X Cl) XTA1xT. 
BA xC A 
Proof: (i) This follows easily from the observation that AxC and 
CxA are both limits of the same dia gram A 
'ýýC. 
B 
(ii) By the universal property of fibre products, we, have the following 
diagram, 
D 
M 'A 
-Ax C X (AXC) x 
A 
\ 
where a 11 42' 01' and are 
the obvious 02 ffl, 7r2 fibre pro- 
duc t morphisms, ax 0, y are unique with properties n1p 
aa=0 IT 222 W0 1 =a0= -y; and $a l' 7r2 ly V a2 02Y 
respectively. 
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In particular, v1 001 .=aIa= 7r 1 and Tr 2 
Om = Ya = ff 2 
by the 
uniqueness of a and Y. 
Thus,, Oa =1Dx (A x C) 
by the uniqueness of Oa 
AB 
Also, a1 aa =w1a=a1 and a2 aO = OZ20 = 02Y = 42 and so 
DxC by the uniqueness ao. 
B 
Thus, a: Dx (A xQDxC. and a is the 
ABB 
unique isomorphism. 
(iii) Let A ), B be a morphism in 
Then 1'ý 'A and so (A. is the fibre product of ý and Bý ý" 'As ý) 
IB if (Ag 1A, 0) satisfies the universal property, i. e. if (EOXIIX2) 
satisfies ýXl ý lB X2 then there exists a 
-x 2, 
--A- :" (ý -f5 
X1 Nei A is 
unique 
f 
-'morphism 0: E- A with lAO xi, and 00 =X 2" 
But putting 0=X, the universal property is satisfied. Thus, 
AxB 2L 
B 
(iv) This follows from the observation that (A x C) xE 
BD 
and Ax (C x E) are both limits of the diagram. in the statement of the 
BD 
Lemma. 
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AxTAx ((A xCx T)p 
AAB (A 1 xc 
B1 
using (i) and (ii), 
(A x (A xCxT, using (iv) 
ABA1xC 
B 
(A xcx Ts using (ii). 
BA1xC 
B1 
ate, 
cwk-oz o, %) 
'Lemma '2.7 
Let (f p'e ) be a base c*ategory and ( Cj , 
f, ) be defined 
as in 2.4. Then, 
(i) is a closed class; 
(ii) isomorphisms in f- are in 
.h1- (iii) if BD and CD are morphisms 
in and (B x Co ir 11., 7r2 is their fibre product (if it exists), D 
then hES implies ir 2 E, and ;9 implies Trl 
(iv) if- a and a are objects in 'Ci and h= (h 0 1h 1 
is a 
t, 
-morphism in &, then h0 F_ In par- 
ticular, & is a class of epimorphisms in f, . 
I *Proof: (i) As in 1.1.5, let ; E==$e and (? ==ýt a Then 
E ! ý;: E 
and we have to show Let 6: A ), B6 i. e. every 
object in is projective relative to 00 Now, 'E is a 
projective class and so for B 61 fJ , there exists some P 6-6) with 
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pB E"S . Then, as OE. 
ý, there exists ý: P)A 
p such that (P B). In particularp OýC- 
But is a base category and so by (B3) in 2.2p 
N/ 
6 E6. Thus ýE and so -E, is a closed class. 
(ii) Let and Then it is easy to see 
that isomorphisms are in Thus, by (i).,, isomorphisms are in 
(iii) We are given the following commutative diagram, 
BxC 4 
D IITZ C 
it, 
iLl 
ýP 
D 
Suppose h 68 . then to show that w26S consider the following diagram, 
5xCC ir C 
where we have identified DxC with C by using 2.6 (iii), condition 
D 
(B3) for and part (ii) above. Now, using condition (B4) for 
we deduce that IT 2 F- 
S. 
A similar argument shows that if Oet. then IrlEt 
(iv) Let a: A : )B and 0: C '7, D be objects of 
Then we obtain the following commutative diagram, 
C( 
Is xC IIL 
C 
D 
D 
Then by part above, W1 and 7r 2 are in 
Since the composite of two elements in is in we deduce that 
h06 Now it is easy to see that is a class of epimorphisms 
in 
--ý 38 - 
Lemma 2.8 
Let be a base category and 1C, be defined 
as in 2.4. If A )B6 f, and C' ?B is any morphism inlfl, 
then the natural morphism AxC 00AxC1 where 
A= Ao- --), A, ) B0B1 
BB0 ; 'o-B 1 and C-C0C1 with A0B09C0j All, 
Blq C, E If, 
Proof: We are given the following diagram, 
(A, x C-) xCo 
A. Cc, 
0 
A, x C, C, 
Ao 
Al. 
where 7r l' ff 2; PI'P2 are the fibre product morphisms and 
morphism factoring through the fibre product. 
a the unique 
As C0 by 2.7 (iii) we deduce that 
(A xCxC 1B1c1 
Now consider the following diagram, 
Aq, xCA, x x 
. ISO 6, so 
:> 
-, e 
A71A S. 
6, 
where A )A xB 
A. x Cc) (A xB0x 
60 -10 
:>BE; 6, and 
is the unique morphism. Applying 
- 39 - 
condition (B4) we deduce that P E: 
E. But 
x bo) x C. 2:: L (A xCxC using 2.6 (i) and (ii)v and an 
61 150 1B1C10 
easy check shows that a and 'a are coherent under this isomorphism. 
Thus aEf,, But A0xC0AxC is the composite 
01 
of a and p1 which are both in Thus, by condition (B2), 
Ao 
BxC. 
--IPA, 
BxC16E, 
- 
01 
Note: This Lemma not only proves that if AB P- 
F11 and 
C )B is any morphism in 'el, then AxC 61 that 
B 
satisfies condition (Bl) of a base categoryq but also shows 
what AxC is, namely A0xC0 -> A1xC1 
BB0B1 
Now we are in a position to prove, proposition 2.5. We 
have to show that 
f,, is a projective class and that (Clot, ) satisfies 
the conditions (Bl) - (B4). 
(a) is a projective class. 
Proof: By 2.7 Uv) 
0 So let A 
ýis a projective c 
P )A 1 F- 
f, 
- 
PAxA 
oe- 
1 
we know that 
61 is a class of epimorphisms in 
= (A 0ýA1) 
be any object in Since 
lass, there exists PIE; 
9. 
where with 
Using condition (Bl) for form 
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PO Ao 
"ýk 
P, xA1 
ý2, 
I'll 
IA0N" 
I/ 
IN/ 
1T 1T, 
-A 
Again, we can find P06(? with P0p1xA0E Then 
AI 
as Ir by 2.7 (iii), we can deduce that P0P16 using 
condition (B2). Thus, P= (P 0 
;? P 1)C 
I -C11. It is easy 
to see that PAE. 
E, and so it remains to prove that (P_ ýP, )E 
where 
f- 
I===> 
G'j 
. 
To prove this let B. " (B 0 
)B I) be any object 
in 
and let a a, -, ,aB )A be amorphism 
in 
0 
1< 
AO 
Ao 
/ 'A P, I 
-A 
From the diagram above, since P0, P1 C(P and using the universal 
property of fibre products, we obtain the existence of three 
f 
-mor- 
phisms 01, Y and Oop as shown. Then, an easy check shows 
that a=(R0BP is a 
C-1-morphism 
and so 
(po---. )Pl) 6 
(b) satisfies condition (BI). 
'Fcrr 6 
reDA 9 
QxA Sot- 
,, P rtacL J3. 
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Proof: Follows immediately from 2.8. 
(c) (Cl, 'F) satisf ies condition (B2). 
Proof: We have to show that is closed under composition. 
Let A ýB and BC be elements of where A= (A--->A, 0 
B= (B ýB C (C and A0 Bog, Cop 
000 
All, B, ClE 
Since Ai----->Bl and Bf )C 1 are 
in by 
condition (B2) for we get that AC1 F- Thus it 
IA remains to show that A0xC0E By the universal 
C1 
14 property of fibre products, there exists a unique morphism 
xC0 such that the following diagram is commutative, 
C11 
011 ýý 
Co 
A, x 
B XCO 
A, x Cý CI C 
A, CI 
In particular, a6y By hypothesis,, yF and so it is 
enough to show that 666. Consider the following. diagram, 
Box A% -- > 
9- (5, x Co) x A% 
50 »pS, x Co > -51 ct 
where B ýB EF- and ýE f- by hypothesis. By applying 0/1 
condition (B4) for we deduce that 
- 42 - 
CxA But 
xC0xAAxC0 by using 2.6 (i) and 
111 
and 6 and e are coherent under this isomorphism. Thus 6 Ef 
and so aee. This shows that satisfies condition (B2). 
(d) ti, tj) satisfies condition (B3). 
Proof: We have to show that if A tB ýC 6 
f-, 
, then 
B : ýC F- FS, Using the same notation as in (c) above, 
AB1 IC G implies B1C1 F-Fby condition (B3) 
for Thus, it remains to show that,, assuming a6f, 
is also in 
Now, as above, a= 6y and so 669 by using condition 
(B3) for (1C, 76). Thus,, OF-f- and so by using condition (BO for 
and the same diagram as above, we deduce that OCE , as re- 
quired. This shows that- ( fl, F-I satisfies condition (M). 
(e) (-Cl, F-1) satisfies condition (B4). 
Proof: Let A)A : ýB E f-I and CB be any 
morphism in -Cj We have to prove that A1xCAxCC 
F-I 
BB 
iff A ), A F- f-, 0 With the usual notation, we get the 
following diagramp 
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x C. ) x (A, x C,, ) 
A, xCj 
B, 
a, 
I A,, x Cco A,, x Cc; so 1 160 
A, x C, A, x C, 
oc 
A!, x A4) 
A, 
AII 
By using condition_ (B4) for it is clear that A 
1, 
x cf-+ A, x C, 6 
iff AAE Thus,, - it remains'to show 1 
that' Ut iff p6t. For this consider the following diagramt 
!> 
AA, x>xS. ) 
x Co 
61 60 
-sl 
Aý. A', x A. Ax A% 
where .. X (A xAx ((A xB)xC 000 (A, x A. ) x Co A Aý, xBB0A, 50 
by 2A (ii) and 
Ax «A xB)xCAxC, by 2.6(ii). 0A -B 01B10B000B00 , -r- 
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As 60 =aE, by condition 04) f or ( f-, F, ) we deduce that it 6 
iff Or. E. Now, by 2.6 <iv) and (v), we deduce, that 
YA1x (A xC (A xA)xCx 11A10B00A10B00 
Thus, since it is easy to check that the various isomorphisms 
are compatible, we deduce that iLE -E if fy This implies 
that y6S if f0ES. as required, and so satisfies condition 
(M). , 
The parts (a), (b)q (c)o (d) and (e) above complete the 
proof of 2.5. 
Definiition 2.9 
Let be a base category. Define (C1081) as 
in 2.4. Then by 2.59 is also a base category and so we 
can define, by using 2.4 and 2.5, a base category (-C2.9 EI). Thus,, 
inductively, we have a base category (-e-,, E, ), n>0, where 
and -6, = S. We call (if,, E, ) the nth based category on ( 
. Tý * 2110 
Let be a base category and define base categories 
as above. Let be the class of -F-m-projectives in 
n>0ji. e. Then,, 
p9Pf or n> 0 n-1 01 n-11) 
. 'Proof: By induction, itiis enough to prove that 
6), = 
tPo-----: 
ý, P, E. 'F-o : Poll Piet?. 
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By part (a) of the proof for 2.50 the right hand side is 
contained in 
?, 
a So let QO ) Q, E. 
e, 
, Qo t Q, EI 
fol 
By using part (a) of the proof for 2.5, we can find (Po : )P 1) 
such that (P 0 
Pl) 
000) 
ý (Qo ) Ql) C61 and P00P1e 
6'0 
But as (Q------'ýQl) 
q, 
we have a splitting, i. e. there exist 0 
U: Qo ), PO and q: Q1P such that au = 1Q 1 
on Q 19 
Then Q0 and Q1 are split factors in Po and P1 respectively. 
But P09, P and it can be easily shown that 
(ýo is closed under 
split factors. Thus, Q0 Ql E. I? O as requiied. 
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S3 
Semi-simplicial methods in base categories 
Definition 3.1 
Let f be a category with zero object, Let o(: A )B 
be a morphism in -C . Then af -morphism k: K )A 
is called 
the'kernel of 
-a 
if whenever ak=0, the zero morphism from K to 
B, andif aL=O for some -C-morphism L: L ýA. then there exists 
a unique f -morphism h: L )K with kh i. e. the following 
diagram is commutative. 
ot. a 
OKS 
Dually, we. define the'cokernel. 
Definitiori 3.2 
Let be a base-category and define 
n, > 0. as in 2. Let D be alcategory with kernels and 
a functor. Then we define associated functors 
F as follows. 
For n=0, F. F. 
For n=l, if aG I'CI, define 
F1(a)= Ker (F a) and if h= (h h1): a ---)0 
ii amorphism in 
f, 
. then define F (h). =F (h ),,,, i. e,, 00( (y 
I, 
F1, ) 
the unique morphism making the following diagram commutative. 
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FO (ý) 
F, (k) 
F. (P) 
For n>2, suppose that F, 
...... 
Fn_l have been defined. 
dCI fmi and def ine 
Let 
Fn (a) = Ker (F n-1 
(a)) and if h= (h 0, 
hjý: a, )a 
is a morphism in then define 
Fn (h) =F n-1 
(h 
O)l 
F 
n(a) 
Thus, inductively, all Fn are defined and it is easy to see that they 
are-all functors. 
'Definition'3.3- 
if ýX-- E 4A is an augmented semi-simplicial object, 
then*strip''X -), A is the augmented semi-simplicial object 
Y- 4Y where YX for n> -1 and 61 for n n+I n n+l 
0<i<n. Similarly, we define strip, on a finite augmented semi- 
simplicial f-object. 
D6finition 3.4 
Let -f- be a category and 
F, 
a class of epimorphisms in 
Let X >A be a (semi-)simplicial -E -resolution 
of A in Then 
F% ( 'ý) 
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F- 0 
4e, 0 x00000 
n- 
FE F- 
1 
is called a 
truncated (semi-)simplicial 
E 
-resolution of length n>0. 
Proposition 3.5 
Let x& 4A be an augmented semi-simplicial f, -object. 
If the m-l st simplicial kernel of strip XEA exists, say 
(Lm_ls, Li), m>2,0 ;, - i< m--l, and if the m-l st simplicial kernel of 
XA exists, say (K. 'j, k' ), then there exist unique 
'C-morphisms 
M-1 M-1 
X-:,? K and 9 
_j: 
L -- -->K , and XxL m---l M7*1 M71 m M-1 M-1 M7-1 K M-1 
is the m 
th 
simplicial kernel of X -E >A, provided the fibre 
product--exists. 
Proof: We have the following diagram. 0 
XM-1 x 
MýZ XWL-3 
X, r% 
Vft-2. 
x L, % 
\L 
Since E 3. &J-1 =6 
j-1 
61 for 0< i< ji m-1, by the m-2 ml- m--2 M7-1 
universal property of K, there exists a unique morphism e- such M- M-1 
that KiE3. By definition, we have F, 
i+l 
M-11 
e-mrl 
M-l* M-1 
L 
for 0, -ý 3. <j <m-1. 
tben E' di = F- 
iE0 
Li 
im-2 m-2 up-I 
Put dj 
0 i+l 0 E 
m!,, 2 
F-M--l Lý F- 
M-2 Em-1. 
L 
=e 
i-i 
F- 0 
m-2 m-1 
ej-1 d for O<i<j. ým. 
ur-2 
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Thus di's' satisfy the semi-simplicial identities and so there'exists 
a unique morphism gm_l such that kj dj. 
Mý- 1 
gnr- i 
Now, suppose that we can form the fibre product 
XM-1 
;xL9 M-1 
M M_j . -i 
where 
For 1 :1i<j<m, 
p00, 
r 10 P. = 
3 
LL 
if 
if I< 
L 
M-19 
ii. -1 L. i-i i-i . 
i-i 
EM--1 ]P i=8 M-1 Lj F- m-1 LLE. m-1 
pip 
and for 0<j, F-0 1PE0 Lj-lL = dj-'L = kj'ý' 'L M- MIll M--l gm-1 
= ÜV-1 m--1 0 m--1 
Thus the semi-simplicial identities are satisfied by P 
0 
Now, suppose that H tx M-1 
also satisfies the 
i i+l 
semi-simplicial identities., Theng put h 
i+l 3. 
and so F- tt for 0<i<j<m, and so there exists M--l M-1 
a unique morphism h: H )L M-1 such 
that Lih=ti=h 
i+l 
0i 0996OPM-10 
Now it is easy to see that e M-1 
0=g 
M-1 
h and so there exists a 
unique morphism H Px M--l xL M--l as 
required. Hence,, 
M--l 
(X 
M-11 KxL MI-19 
P is the m 
th 
simplicial kernel of X >A. 
w-l 
Theorem*3.6 
Let (-C, 7e) be a base category, Then every object in 
-C has a semi-simplicial 
?, 
-resolution. 
and consider (X M-1 Kx 
M-1 
W 
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Proof: Let A be an object in We shall construct a re- 
solution X )A by induction on the length n of a truncated 
resolution. 0 
For n-0. choose XE with X0 --A E 00 "1 
where 
f-=>P. 
For n=1. we first form the fibre product (X 0xX0 qkO, 
k 1 
A 
which exists by condition (Bl) of a base category, and then choose 
XE wi th X 
e, 
)X XX6 We define Eo 61 by 110A0 1) 1 
le 0k0e and FE ke to obtain the following diagram. 1 
X X0 
0 
X0 X XC' A 
For n> It assume by an inductive hypo I thesis that a truncated semi- 
simplicial IF, -resolution of A of length n-l has been constructed. 
We first claim that strip (Xn_rZp. .o99 A) say, 
is a truncated semi-simplicial E-resolution of Y_l of length n-2. 
Clearly we have all the semi-simplicial identities being satisfied and 
all the Yls are E -projective. Thus, it remains to show that the 
mprphisms oý t as shown 
below are in for 0. < t< n-l. 
0 
Jt 
t 
Lt 
where Lt is'the simplicial kernel as in 3.5. 
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Now, by 3.59 K 
t+l LtKx Yt-1 and we 
have 
t 
Xt+I Yt- 
et+1 
)K t+1 
E But K 
t+1 
Lt is also 
in since we can take a t-1 e"e, 
by induction and then use 
2.7 (iii). Hence, if a19, we can deduce that at: Yt >%L te 
But it is easy to check that a le 
6. Therefore 
StTiý (x --T-1, ... 
x F_ W is a truncated semi-simplicial 
6 
-resolution of n-1`4 0 
length rv-2. 
Hence, we can construct the n 
th 
simplicial kernel 
L 
n-l Kxx n-1 
, using 3.5, and we choose Xn E-6) with 
n-1 
xn C'n---: >K 
nC 
"I 
composition and 
of A of length 
F, 
-resolution. 
r. We define the E 
it 
0<i<n. by the usual 
n 
so we have a truncated semi-simplicial -resolution 
n. Hence by induction,, A has a semi-simplicial 
Now we are, in a position to-apply semi-simplicial methods 
to define derived functors of associated functors. 
Definition 3.7 
Let be a base category and let be 
defined as before for all n>0. Let OL be an abelian category. 
Let F: f---ýOt be a functor and F : "CrC-+(Zbe the associated functors 
for all n>0. Then for each m>0 and AE -C,, vp by 3.3, 
there exists a semi-simplicial 7resolution of A in 
Then, by 1.4, we define the associated derived functors 
for all n>0, m>0. We shall write 
EF for LF 
nmnm 
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Proposition 3.8 
Let (If tf) be a base category and let IfLq 
&, ) be de- 
a 
fined as before for all n>0. Let AB be an object in 
ICn f or some m>1, and let (A be 
a (augmented) semi-simplicial 
F,, 
ýresolution of a Then 
A and Q )B are (augmented) semi-simplicial 
&., 
-resolutions of A and B respectively. 
Proof: Let the following be a (augmented) semi-simplicial 
e,, 
7reso- 
lution of (X 0 E41' a N& : ý- - 
E0 
PO A 61 .... f-- W rL-% **P, _ý 
all 
As Pn Qn is-, ; F,, -projdctive, n>0, by 2.109 Pn and Qn are 
F", 
-projective. Also, since compositi6n is co#onentwisev the 
semi-simplicial identities are satisfied by F_ 
i 
and ai for all nn 
M-1 n> 
02 0<i<n. Thus, and Q are i6 -projective semi- 
simplicial objects in lo But an easy check shows that the 
simplicial kernel of the morphisms (6 
3. a 3. n>0 in 'C. is the nn 
i 
induced morphism between the simplicial kernels of the morphisms E, n 
and ai in 'C- a Thus, by the definition of 
-EW%. and using n ml- 
2.7 (iv), Pn and Qn factor through the respective simplicial kernels 
via elements of for all n>1. Also, we know that F_ 
0 and 
m__l 0 
D0 are in and so 6) )A and Q--->B are (augmented) 0 M-1 
semi-simplicial -resolutions of A and B respectively. M-1 
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Theorem'3.9 
Let (f,, -ý_) be a base category and let ( f,,, * 
6n) be defined 
as before for all n>0. Let a be an abelian category and let 
F: -C--40L be a functor with associated functors Fm>0 ni 
If LF is defined as in 3.7 for all n>0, m>0, then 
nm 
LnFm vanishes in '6,, ýprojectives for all n> 19 m>0; 
if AB is an object of -CYYI, IM>1, then 
there exists a long exact sequence 
fr -t t 
LF (B) ip LF ýL F (A) ; PL F (B) n+ 1 m- 1nmn iw-I n m-1 
L0F 
M--1 
(B) : >o . 
Proof: (i) This follows immediately from 1.5 (iii). 
(ii) As in 3.8, let ( C? )(Q ) ý(A (I PB) be an aug- 
mented semi-simplicial -E,, 7resolution of , c< -9" '' Then, using'3.8, 
Fm (a 
n 
Ker (F 
ur-l 
(a 
nKn, say, na0. 
Thus, by the definition of LnFm 
kmk 
LFH ýK -+ K --yK ý Koý nmnn n- 1 0ý 
0)5 
where 
(_J) i (F c)* > 
i=O Kn 
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Also, 
LnF 
M--l 
(A) =Hn(. .. F M-11 
(P 
n) 
Pn 
)F 
M-1 
(P 
n-1 .. - 
p0 
e FM. 
_, 
(P0) 
r 
0)v 
n 
(_J) Fi where KZ F- 9n i=O 
and 
T 
LnF 
M-1 
(B) =Hn M-1 
(Qn) F 
m-1 
(Qn-d-------, "- 
T 
---- -----)F 
m«-i 
(QO) p 0)" 
where n 
z n-> 0. n i=O m-1 n 
Now., P 
n-l 
a n-l Qn-l is a split epimorphism of -Cm7ll, n> 13 
and it is easy to see that a functor takes split epimorphisms to split 
epimorphisms; and so, using the definition of Kn. we obtain the 
following commutative diagram with exact rows in CX 9 
VM-t (? I, -) F., - % 
(Q 
.) 
-, / tl-% NI 
for all n>2. Then, jas usualp the"'snake lemme" completes the 
proof . 
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Definition 3.10 
Let (f p'E) be a base category and F: 'C---> 
Ot af unctor, 
where (X is an abelian category, We say that F is iiMElicially 
a 
right exact if for ABE we have 
F 7r -Fir 
F (A x A) F (A) F(B) 0 
B 
an exact sequence, where (A x A, W19 W2 is the fibre product of a 
B 
with itself. 
Proposition 3.11. 
Let be a base category and F: 'C---, -(X be af unctor 
with CX an abelian category, Then, 
(i) L0F is simplicially right exact; 
(ii) L0Fý, F iff F is simplicially right exact. 
a 
'Proof: Let A)B6 -E and construct part of a semi-simplicial 
-resolution of a as follows, 
P, 
Q0 
where P09 Plo Q09 Q, are in and 
As P0 )PQ 0E we 
have a splitting and if (P 0xP op 
61' 62) 
Q' 
0 
if the fibre product of P0 : ), Qo with itself, then 
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LF 61-L Fd 2 
L0 F(P 
0Qx 
PO) ý LOF(P 
0) 
eLOF(Qo) 10 
is an exact sequence. But L0F (P i)= F(P i) and L0F (Q, 
) -F 
(Q 
ý)) 
i=1,2 by 1.5(iii). Therefore L0F (P 
0xP0 
)-4 FF 
QO 
is an exact sequence. 
Now consider the following commutative diagram, 
F (Q, ) 0 F 
x ro N/ LFF 00 
Lo F (A x A) -,, LF 
(A) 
-ý LO F 
(B) 
00 
00 
where the columns are exact by the definition of L0F and the top two 
rows are exact by the remarks above. Hence, by diagram chasing, 
the bottom row is exact and so L0F is simplicially right exact. 
(ii) If F n, L0 Fp then by (i) above, F is simplicially 
right exact. 
Conversely, let F be simplicially right exact and let A 
be an object in Consider the usual part of the semi-simplicial 
-resolution for A. Since F takes elements in to epimqrp- 
isms, we obtain the following commutative diagram with exact rows. 
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Cf, ) Fo) OF 
(A) 0 
Cf 
0ý 
F(A) and so LFF. as Thus,, by diagram chasingg L0 F(A) 0 
required. 
Proposition'3.12 
Let CC , 
S) be a base category and define as 
before for all m>0. Let a be an abelian category and 
F: -C )a a functor. Define the associated derived functors 
L 
f, 
F for all n>0, m>0. Thenp nm 
(Al) IýF'(P) F (P) for PE where 0mm 
(A2) Lf-F is simplicially right exact; 0m 
(A3) LE-F (P) 0 for PE 
nm 
(A) if 
,ABCm>0. then there exists a 
long exact natural sequence$ 
LF (B) L Fm+ LF (A) LF (B) 
n+l mnnmnm --, 
p L- F (B) 01 
Furthermore, these four conditions characterize all the asso&iated derived 
functors. 
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Proof: By 1.5(iii), 3.9 and 3.11 (ii), conditions (Al) to (A) 
are satisfied. 
which also Suppose we are given functors S 
f- 
satisfy conditions (Al) to (A). Then we shall show 
LnFmSn, 
m 
for all n> 0. m> 09 by induction on n. 
For n=0. with the usual notation and using (Al) and (A2) we obtain 
the following commutative diagram with exact rows. 
Fm L f: m (A) 01 
X A 
Hence, by diagram chasing, we have LEF'(A)' So (A) and so 
0 M. OM 
L0FMS 
03M 
For n >; -, 
O, assume by 'an inductive hypothesis that 
LSF 1\ý S for all m>0. ' Let PaýAE 
n-l m- n-l9m 
with PE By conditions''(Al), (A3) and (A) we obtain 
I 
two long exact natural sequences; G. 
ý &V4%X-Q- CL- 
f- S f- 
000 0 L2FM(A) : 30 LF0L,, F (A) 1 M+l -1 la : -ý 
IFF F (P) LF (A) 0. 
o M+l m0m 
0*00 S 
(A) s (a) :? 0s 2, m 1 Im+l 
0Fm 
(P) s (A) 
osm 
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tS 
Thusq induction and the case n-0 imply that LnFm (A) 2L S n, m 
(A) 
for all n>0, m, > 0. This implies that conditions (Al) to (A) 
characterize all the associated derived functors. 
Remark Rinehart also defined the associated derived functors 
of aýfunctor F from a base category to an abelian category 
(X He considers the categories a) of functors from 
to OL and S Rex ( tGL) of simplicially right exact functors 
from -C to CX He defines an adjoint pair of functors 
(. C pin) 
44 
S; Rex (-C, L1L), 
I 
where I is the inclusion functor. He proves that I is an 
additive, right exact functor of abelian categories. Thusp using 
"classical" methods one can define the derived functors DI for all M 
M>0. Finally, to define derived functors SF (or sattelite n 
functors as he calls them), he puts SnF=D n(F 
#)' This method 
also yields the long exact sequence and in fact t. he functors satisfy 
conditions (Al) to (A). Thus, our definition agrees with 
Rinehart! s. 
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CHAPTER III 
SIMPLICIAL METHODS IN RINEHART CATEGORIES 
In this chapter we generalize some of the results of the 
last chapter. We have done this to emphasise both the semi- 
simplicial and the simplicial theories' of defining derived functors. 
in ý 1, we state the "standard" results on simpiicial sets. 
In ý 2,, we use these simplicial methods to define functors from a not 
necessarily algebraic category to a not necessarily abelian category. 
Thus we have a generalization of a theory of Keune (6) to what we call 
Rinehart categories. At this point, we briefly compare the semi- 
simýlicial and the simplicial theories and sketch their. relative merits. 
In 3, we use simplicial techniques in Rinehart categories to obtain 
a generalization of Rinehart's, theory. 
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Simplicial Sets 
The standard reference for this section is May (9), and so 
we leave out the proofs. 
Definition 1.1 
A simplicial set (Xod, -) is called a Kan complex if for 
every collection of (n+l) elements x0 96.99 xk-l, xk+l'***' x n+l 
in 
X, n >>O such that- diX. =d 
j-1 
X. for k0i<j0k, nnJnL 
there exists an element x in X such that dX=X. n+l n+l I 
f or all ii 
DO-finition_1.2 
Let (E, d, -) and (B, e, -) be simplicial sets and p: E )-B 
a simplicial map. Then p is called a fibration if for every 
collection of (n+l) elements x0 9*6*pxk-l' xk-WOOO' x n+l 
in E 
no 
i. ý -I n.. k 0, such that dXdiX. for k<j0k; and for nn3. 
yF_ B with eiy px for ijk, there exists an element n+l n+l i 
x in E such that, dix=x. for all i0k and px = y. n+l I n+l 3. 
Definition'l. 3 
Let (X, d, S) be a Kan complex and let x and xI be 
elements in X for some n>0. Then x and x1 are called n 
homotopic (x "x if'there exists an element ye, X such that n+1 
d 
i+ly 
= Sn-l dixS n-l di- X1. for 0 <1 < n, n n-1 n n-I n1 
and dnyx, d n+l x1 n+1 n+l y 
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Proposition'l-4 
With the same-notation as, in 1.3, tý. is an equivalence 
relation on Xn for, all n>0. 
Definition 1.5 Q 
Let (X, d, -) be a Kan complex. Let be an element 
in X0 and denote by * all, S n-1 '** 
S1S0*, n> Then 
(X, *) is called a pointed Kancomplex. Also, for n> lo 
define 
i={ 
xe x: (do x, ..., dn x) = nnn 
Put H (X, *) i /% if n>1. 
x /N if n-0. 
We call Hn(X, *) the n 
th homotopy group n>0. 
Theorem 1.6 
Let E and B be simplicial sets and let p: E )B 
be a fibration. Let be an element of B and put F 0 
Then, Egg anit F 
is 
Kan complexes and 
W there exists a long exact sequence of pointed sets, 
000 ---Y il n+l 
(B, *) lin (F, *) golj (E, *) 
ii 
n 
(B, *) lio (B, *) 
where some *E Fo acts as base p6int in E and F; 
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(ii) we can define canonical group structures such that 
the following is a long exact sequence of groups, 
4-4 (B, *) )II (F 0*) (E, *) II (B, n+l n 
'In 
n 
n 
is an abelian group for n>2. 
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2- 
_Simplicial 
methods and derived functors'- -' 
As in chapter 1, we have a definition of an augmented 
simplicial resolution for an object in a category t with epi- 
morphisms We now prove a result which states a set of 
conditions under which a category has augmented simpliCial -6 -resolu-- 
tions. 
Theorem' 2.1 -(The "step-by-step" construction) 
Let (C, 16) be a base'category such that 
(i) a finite number of elements in have a coproduct in 
where 
(ii) morphisms in If- have kernels in 
(iii) for all commutative diagrams, 
Ao 
e OC 
Y\ 0 >> A0 
where K is the kernel of Bi 'i, i 00 1; AA0; and 
denotes an element in 
ae 'if fc 
Then every object in has an augmented simplicial -resolution. 
Proof Let A be an. object in We shall construct the 
resolution N" A- by induction on the length of the truncated 
C 
resolution. 
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For n- 09 there exists Mo c9 with Mo 
wo 
Ac 
Put NM and co -w to get 0000 
0%) 
N-c0ý: O) A. 0 
For n=1, let R Ker e0 and choose Me with 0 
Mw1Re 1 
Put NM0 MI, where is the coproduct symbol and 
define C0 and no as follows 
i 
m0 
110 
--em 
m1 lw 1 --->N 09 1 
is the inclusion. 
i 
m00m0 
m 
where i: R 1 
where 1 is the initial 
object which exists, being the coproduct of 
i 
TJ mm 
00 
By the universal property of coproducts, we have induced 7C -morphisms 
C0 and no which satisfy the simplicial identities. We 
obtain the following diagram. 
ýNj ý-ýMo 
"ýA 
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Now, it remains to show that NN0xNe 
A 
we first show that given any commutative diagram, 
Est A. 
Ko Bo Ao 
For this, 
where K0 is the kernel of B0 ý) A0, ye 
t 
=ý ac- t- For 
this, consider the factorization through the kernel K1 of Bl---ý) Ao 
and apply condition (iii) of the hypothesis. 
AO 
K, 
I C< 
Ko 50 Ac) 
Then ae -co- if f Oe But ye implies Oe by using, 
condition (M) for a base category. Hence, ye7_ implies 
_ae'E. 
Now, consider the diagram, 
N, 
INIO 
R, No x No No A 
where m ), N is the "coproduct" map M1M0M 
7r 2 
and R'r,, Ker (N xN )4 N 1-0A00 
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Since e (M 19 we, have em (M Also, we can 
assume that the diagram is commutative and so, as w1e we have 
NIN0xN0ef, as required. By induction, suppose 
A 
that we have defined N 9,... ON and M poesqM n>2, together 0 n-1 ,, 0 n-1 
with the face and degeneracy morphisms satisfying the various simplicial 
identitites. Also, assume that the various factorizations through 
the simplicial kernels-are via elements in -6 . Consider the 
diagram, 
0 n-2 
where K n-I 
is the simplicial kernel of en-2'*, *"cn-2 L n-1 
is 
the simplicial kernel of (c 
1 n-1 Then, using 
n-l'**"Cn-1 
K is the simplicial kernel of (c 
0 
.. Oc 
n-I Put R Ker(Kn--)-> 
n n-1 n- wn 
mn Choose M6 4ith )RnE: and 
define N as follows. n 
For k EN , let (k) denote the Set Of 
integers '{0,1,,,., ki 
and consider all order preserving surjections a (n) : ý(m) for 
(n) 
such sur- all m<n. It is easy to see that there are m 
jections for each m<n. 
Put 
N where le, is n 
Ul 
cr: (n) (M)ý 
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an isomorphic copy of M, with given isomorphism oi :M -)m 
a 
mamm /n\ 
n %2) n Thus, Nn=m0 11 m1 IL m2 IL M 
n-1 
11 Mn where denotes 
the coproduct of k distinct but isomorphic copies of M Now, 
we can define the face and degeneracy maps. For j 
define 
j: 
(n-1) ' ? (n) by 
i if i-< j; 
i+l if i>j. 
7 j. Put ae ti 
for m<n. 
Case (i) if 
then define 
OW, 09, *. *, n and'all (n) (M) 
ak is a surjection for some k6 
10 1,,,.., nl 
I 
ýcr 
m 
by the obvious composite of the i's followed by an inclusion in 
N In particular, we have ek (MCF) "ý djý n-l* nmm 
Case (ii). if (Y 
k is not a surjection, then we haveetwo, sub- 
cases. 
(a) 'If 0 F- Im (a k ), (for example when k> 0), then define 
k (M5 i 
nm 
k (b) If 0f Im (a (i. e. if k=0 and ca (0) 0 then 
we proceed as follows. 
k -k k Define a (n-1) (mý--l) by aW=aM 
for all i. - Then ak is a surjection. Now, given 
(M7-1) )(p)- as-anorder'preserving surjection, so: 3-s'f-fa 
k 
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Thus we can embed N- in N by mapping each summand M of N Mý 1 n-l e M-1 
to the summand M- of N 
n-l 
via the isomorphism defined'by the its. P 
In particular, we have the following diagram, 
M WM 
el*. O 
'I ýCrl ý tm Lb. 
i F- k 
M'v- --- ---ý 'ý- - -N, -, MO 
where 'emb. is the above embedding and tM: RM -'' )N MI-1 
is the 
monomorphism induced. We define ek an M Cr such that the nM 
above diagram is commutative. 
The, above cases define the action of 
J 
on all M nm 
0<i<n, m<n; and so this induces -C- -morphisms Ci: Ný, N nn n-l* 
A straightfoýrward check shows that"these morphisms'satisfy the required 
simplicial identitites. ' To define týe degeneracy maps$ we first 
define, for k=0,..., n-1; I 
Zk ki is i<k; 
Tj n. 
(n) zy (n-1) by n 
(i) i-1 if 17 k. 
As before, to every Mm in N n-l we can associate an order preserving 
surjection a Theri 0k '(n) (m) S n 
also an order preserving surjection and s o'we define 
k 
on mý nM 
by the obvious composite of i's followed by an inclusion in Nn 
-k 
k' 
n rV 
In particular, n (Mý) M Thus, for the same reason nmM 
as above, we have a definition for the degeneracy morphisms. N, ow, 
a routine check shows that these face and degeneracy maps satisfy the 
various simplicial identities. 
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Finally, it remains*to show that Nn ; ýK ne6. 
For this, 
consider the commutative diagram, 
;> Nm 
Rn, 
rv 
where mn: Mn-Nn is the "coproduct" map,, Rn= Ker(K n, 
ýh-d 
and 
h is the unique induced map, which is in 
f, by the proof of n 
11.3.6. 
Then, as before, wnef, implies NnKn ct , as required. 
Hence, by induction, every object in 1ý has a simplicial ýE -resolution. 
Note: The above construction is a modified version of the procedure 
described by Andre To see that our definitions agree 
n-l 
with' Andrels, 'observe that R= 
r-) 
Ker ei if the right hand n i=O n- 
side exists. We-shall call a resolution obtained by the procedure 
in 2.1, an-I Andre 
?, 
-resolution. 
Now, we want to define derived functors by using the simplicial 
resolutions. But before we can do that we needýto have a comparison 
theorem and the notion of a simplicial homotopy. 
Definition 2.2 
Let (K, e, a) and (L, 3, U) be simplicial objects in a 
category and let f and g be'simplicial morphisms from 
K to L. Then f and g are said to-be simplicially homotoLic 
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if there exist 
t, 
-morphisms 
n>0, such that 
ao h0f 
n+l nn 
09 
n+lp 
n+l hn 
n+l nn 
hj h 3. 
n+l n n-1 6n 
a 
j+l 
hj+l 
n+l n 
j+l 
hj - n+l n' 
(e) ai hj 
n+l n 
AL3' hj 
n n-1 
e 
i-i 
n-I n 
j+l 
ai n n-1 
At hj hj cr n n-1 n n-1 
if i> j+l; 
ii 
if i 
We obtain the following diagram. 
CA+%, K-1 .. - Ertl rv, 
c) 
rv 
;p- 
Llý 
aft+1 
Att 
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Theorem 2.3 
The Simplicial Comparison Theorem. 
Let Ný: 
ý: 
A be an Andre -resolution for A 
and NO A' be an augmented simplicial -exact object in a 
category where "E, is a projective class of epimorphisms in 
Let a: A A' be aC -morphism. Then, 
M there exists a simplicial IC -morphism y-. N NO 
which extends a; and 
(ii) if yl: N 7oNl is any other simplicial 
-morphism extending a, then y and y' are simplicially homo- 
topic. 
'Proof: M We need the following diagram. 
N 
-WO 
) eve, ýP Ift-I -N P-S, 1-11 '60 OC 
We shall def ine Yn by induction on n. For n 00 
since ýeI? aýd D o there 
'exis 
ts a 
C-morphis, 
m yN NC) 0 0 00 
such that' ae 
0 
0 
0Y 
0 0 
So suppose that y0 J1.6 6P 'Y n-l 
haVe been defined for n> 1, and 
that they all commute with the face and degeneracy maps as required. 
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As N is the coproduct of M?, j<n and 0: (n) (j) an order n 
preserving surjection, as in 11.2.1, we shall define- y on the M? n 
separately, and hence by the universal property of coproducts on Nn 
Case (i) M? is non-degenerate, i. e. M? is not an image'of a n-l 
By Theorem II. 1.1, there exists Yn: NnNn such that {Y n 
is a semi-simplicial morphism from N to NI. 
Define Y (Mj') nJ Yn 
IM? 
Case M3 is degenerate. 
Let m? k (Mý) for j, t n-1, (n-1) (t) an order 3, Cn-I t 
preserving surJection. 
As c; n-, is an isomorphism, we define 
U' 
' 
-1 (M'); Yn n-ý Yn-l("n-1) 
i. e. such that the following diagram is commutative. 
Cr_- 
M 
k 
rV 
It is easy to. verify that '(n is well-defined for different values 
of t and 
Hence, by induction, we have defined Yn for all n>0. 
From the definitiong it is obvious that Yn commute with the degeneracy 
maps. Thus, it remains to show that Yn commute with the 
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face morphisms. Now, by definition, the non-degenerate MP j 
commute with the face maps. So let MP be degenerate, say 
M? k (0), as above. We consider three cases. j `n-l t 
case i<k. 
Then 
iiu' 
(Mto) a. -yn(O'n-1 (mt')) an n-1 Yn-ý t 
ma Uk-1 
i, m 
n-2 3n-1 Yn-1 
(P 
k-1 
u- n2 Yn-2 n-1 
k-1 i 
Yn-1 On-2 en-1 
ik (mb Yn-1-- r; n cyn-1, t 
I 
n 
Case k or i k+l 
Then 
i (a k (mb) aiuk- (mt) an Yn n-1 tnn1 Yn-1 
Yn-1 (Mt) 
ik 21. 
Yn-I F-n On-I tn 
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Case (iii) i> k+l 
Then 
Y. ( Cn- 
k (M anill 
n-l'yn-1 
P 
uk 
i-i W) 
n-2 an-ly n-1 t 
uk 
i-1 (M 
n-2 Yn-2 r-n-1 t 
k i-1 (M Yn-1 Crn-2 Cn-1 t 
ik (0) Yn-1 on cyn-1 t 
I 
me 
Thus, '{ ynI is a simplicial morphism extending a and 
the proof of (i) is complete. 
(ii) We shall define a simplicial homotopy h: y )-yl by induction. 
We. need the following diagram. 
I 
... M '' r ... *, I ", ,, ko 
N%, 
w 0 40, 
We define h0 in the same way as in Theoremll-H. Suppose that 0 
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h0..., h 
n-1 
have been defined and that they satisfy the required con- 
ditions. We define hn as follows. 
Case M If is non-degenerate in Nn, then we define 
hi (M? ) iii (M? 
nJnJ 
where _K' is defined as in the semi-simplicial case. n 
Case (ii) If Mý is degenerate, say 
M? Gk (Mý i n-1 t 
Then define hi (Mb such that the following diagramls I commutative, nJ 
depending on whether k<i or k>i; Leý 
kh i-1 
hik if k< 
n n-1 n n-l' 
u 
k-1 hihi cr 
k if k>i. 
n n-1 n n-l' 
m M. t 
rL+l 
Thus, by induction, we have-a definition for hn for all 
ü>0. 
It remains to show that ho,..., O satisfy conditions (a) to (g) nn 
is in definition. By construction, the degenerate satisfy 
conditions (f) and 
. 
(g), and so conditions, (f) and (g) are satisfied. 
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Also, by Theorem Ir'11 , the non-degenerate M?, satisfy conditions 3 
-, (a) to (e). Thus, it remains to show that the degenerate M? 
satisfy conditions (a) to (e). 
Let M? k- 4), as before. j%1t 
(a) 0h0 (M 0h0-ak 
n+l nj n+l nI n-I 
0 k+l ho (0) 
n+l n n-1 t 
uk-a0h0 (mb n1n n-I t 
ukf (mb n-1 n-1 t 
k 
Y- a, (mb n n-1 t 
Yn 
0 
n+ 
n+l 
n+l 
h0 
n Yn*, 
a n+l hnk (mb 
n n+l n n-1 t 
n+l kh n-1 (mb 
n+l n n-1 t 
kanh n-1 (mb 
n-1 n n-I t 
ukIY, 
I 
n- n-I 
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=y, ak n n-1 
"q' (N) 
a n+l hn y n+l nn 
(c) We have to show that 
ýhLh L-1 
ci9 if i<L. on degenerate +1 n n-1 n 
So let mi, =k On-1 
Case (i) i<k<L, i. e. wheno L>2. 
ý týL (mb 
,=aihL(k 
(mb) 
+1 n+' n an-1 t 
uk 
ýL7: 1 
n+l n n-I 
k-1 h L-1 (M 
n-1 n n-1 t 
k-1 h L-2 ýl (Mý) n-1 n-2 6n-I t 
h L- 1 k-1 
i (mb 
n-1 n-2- F-n-I t 
J-1 iý, 
aki (mb n-1 "-ý'n n- t 
= ý-l ,ei 
n-1 n 
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case k< L9 k or k+1. 
Then 
ihLKih', 
aý (Mý, ) )) an+l nP an+l n('n-1 
aikh 
L-ý-l (Mý) 
n+l 'n n-1 t 
n-1 
= 
ýL-l i 'k (0) h L- 1ci (mb 
n-1 r-n '7n-1 t n-I nj 
Case (iii) k<L and > k+l (so L>2 and k< L-2) 
Then 
LLk hh (a (mb) an+ 1n Dn+l n n-1 t 
=aiukh 
L-1 (mb 
n+l n n-1 t 
uk 
i-i 
h L- 1 
n-1 n n-1 
uk 
ýL-2 
e 
i-I 
n-1 n-2 n-1 
ýL-l 
akc 
i-1 
n-1 n-1 n-1 
h L-1 
ik 
n-1 6h Crn-l 
= hý-' e' 
n-1 n 
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Case (iv) k>L. 
Then 
aihL (M e 
n+l ni 
aihL (a k (Mý 
n+l n n-1 t 
ai k+l hL (Mý 
n+l,, n n-1 t 
ukihL (M n-1 ýi n-1 
ukh 
L-1 
n-1 n-2 
h L- 1 k-1 i (mb 
n-I n-2 cn-1 t 
cik (mb n-1 n '7n-1 t 
h L-1 i 
n-1 
This completes the proof of (c). 
(d) We have to show that o 
LhLL 
+1 
ý-l 
n+l nnn 
0 
on degenerate mi 
Case k+l < L. 
Then 
LLLk ah (M. ) ah (cy (W, » n+l nj n+l n n-1 
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Luk ýL-l 
n+l n n-1 
uka 
L-1 h L-1 (H 
n-1 n n-1 t 
uka 
L-1 ýL-2 (0) 
n-1 n n-1 t 
Luk ýL-2 (0) 
n+l n n-1 t 
L hL-1 ak (mb n+l n n-1 t 
L 
n+l n 
(Mj) 
Case (ii) k+l 
Then 
aL ýL (m 3L hL (cr 
k: 
(mb) 
n+l ni n+l n. n-1 t 
Lukh L-1 (0) - n-ýl n n-1 t 
L L-1 L-1 
uh (Mý) n+l n n-1 t 
L 
+1 uL 
hL-l (0) 
nn n-1 t 
=ah CY (w) n+l n n-1 
Lh L-1 
ak (mb n+l n n-1 t 
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aLh L-1 m0 
n+l n10 
Case k>L. 
Then 
aLhL (M e n+l n 
L 1ý (Cyk (Mý)) 
n+l n n-1 t 
L k+l 1ý (Mý ) 
n+l n n-1 t 
ukýaLhL n-1 n n-1 
uk3Lh 
L-1 
n-1 n n-I 
aL u 
k+l h L-1 (Mý 
n+l n n-1 t 
Lh L-1 
a 
k_ (Mý) 
n+ nnt 
Lh L-1 (Mb 
n+l nt 
This completes the proof of (d). 
(e) We have to show that aih 1ý 
i-l if i >. L+l, n+1 n n-l r: *n ' 
on degenerate 
k (mb 
n-1 
as before. 
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Case k<L (and so k+l < i). 
Then 
ai 1ý (M? ) 
k (0)) 
n+l ni 
ani+l "Ln (on-1 t 
ai týk h 
L-1 (0) 
n+l n n-1 t 
uka 
i-i ýL-l 
n-1 n n-1 
k ý-l i-2 
n-1 n-2 n-1 
1ý k 
i-2 (0) 
n--l '7n-2 ý: n-l t 
= 1ý 
i-1 k (0) 
n-1 F-n- '7n-1 t 
m 
j, 
i 
Case (ii) L+l <i< k+l 
Then 
aihL (M 
ihLk (Mý)) 
n+l n3 n+l n n-1 t 
ai 
k+l hL 
n+l nn 
.1 
ukai 
ýý (Mýp 
n-1 n n-I 
=ukj 
i-i, (w) 
n-1 n-2 £n-1 
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hL ok-1 ei-I 
n-1 n-2 n-1 
hL c 
i-1 
ak n-1 n n-1 
ýL , i-i 0 
n-1 en 
(M 
i 
Case i- k+l or k+2 
Then 
aihL (M 0 
n+l ni 
Case (iv) L+1<k +-2 < 
Then 
ihL (m 
n+l ni 
aihL. (CF 
k 
n+l n n-1 
Ii k+l L'ýý a 
n+l un ýýh n-1 
(M P 
hý (Mb 
n-1 t 
hL_ c 
i-1 
cr 
k 
.. n1n n-1 
c 
i-i 
(M? ). n-1 ni 
ihLk 
an+l 
n 
(crl (MP) 
ai 
k+l hL (Mý) 
n+l n n-1. t 
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k+l a i-i hL 
n-1 n n-1 
k+l hL i-2 (Mý ) 
n-1 n-2 n-1 t 
hLk i-2 
n-1 n-2 n-1 
he cr (Mý ) n-1 n n-1 t 
hLcI. -l (M 0 
n-1 ni 
This completes the proof of (e) and hence also of the 
comparison theorem! 
Definition 2.4 
A base category is called a Rinehart category 
if 
(i) a finite number of elements in have a coproduct 
in where 
(ii) morphisms in 'E' have kernels in 
(iii) for all commutative diagrams, 
KI Bl- Ao 
KO AO 
where K is the kernel of BýA; i=0,1, A1=A; 
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and )) denotes an element of 
ýp 
C, f, iff Oc 
L 
'Example'2.5 
Algebraic categories are Rinehart categories. 
*Proof: It is easy to see that (sets, surjections) is a Rinehart 
category. If U is the underlying set functor for an algebraic 
category, then U preserves limits, and preserves and reflects 
surjections. Hence, all algebraic categories are Rinehart 
categories. Observe that by 2.1, Rinehart categories have 
-Andre 6 -resoliltions. 
Now, we are in a position of defining derived functors 
II -'l from a Rinehart category. 
Definition 2.6 
Let be a Rinehart, category. Let 
be the category of-pointed sets. Let F: be a 
functor such that 
and 
9 {g n 
1: KL is a simplicial -C -morphism 
between augmented simplicial -6 -resolutions K and L such that 
gnet for all n>0, then F(g a 
is a fibration for all n*> 0. 
Then we define the derived funct6rs of F as follows. 
Let AE ItJ and construct an Andre. 
?_ 
-resolution NA 
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of A. 
Define LtF(A) 
n 
(FN, *) is a pointed Kai 
if i :AýB 
an Andre 
f 
-resolution 
morphism extending 
TT (FN), n>0, see n 
a complex by conditions (i) and (ii) above). 
is a 'C-morphism, let NB be 
of B and let N )N' be a simplicial 
Then define 
6 Ln F(f) n>0. 
The comparison theorem ensures a valid d efinition of 
A 
for all n 
n>0, see Keune , page 44 and 45) for details. 
Theorem 2.7 
Let F: IC )(S, *) be defined as above. Then, 
(i) LCF vanishes on E, -projectives for all n>1; n 
for all AaB C'F,, there exists a long exact sequence of 
pointed sets 
LlIF (A) > L; F (B) ýp Lf' (Ker Fa nn n-1 n-L) 
Fý F (A) 9, ... -->L6F(B), n-1 0 
where is the simplicial morphism, ýunique upto simplicial homotopy, 
extending a. 
Proof (i) See 11.3.9. GxA 
(ii) Immediate froM' 1.6 (i). 
- 88 - 
From 1.6 (ii), we have group structures on LC F( for n 
n>1, and these give rise to a long exact sequence of groups. We 
now want to look at this group structure in some detail. 
Definition 2.8 
Let G be a simplicial group with face morphism 
Then define the'Moore chain complex, MG, of G as follows. 
n 
(MG) 
0G and 
(MG) n Ker 3n> n Lai 
The differential 0n (MG)n----)P(MG)rr., is defined by, 
1 
(MG) 
Lemma , '2.9 
(MG) 
n with 
differential 
of not necessarily abelian groups. 
0 
no as above, 
is a chain complex 
'Proof: Firstly, we need to check that E)n maps (MG) n 
into (MG) 
n-l 
and that 0n0 n+l '-- 
0. ' Let ze (MG) no 
then 
ii0 a (0 Z) ,=a3Z= D' ) 21 3Z n-1 n n-1 nn1n 
On Z6 (MG) n-l' as required. - 
= 1, for i=1,..., n-1. 
Now, let xe (MG) n+19 
then 
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00 (x) - D, 3, (x) -30a1 (x) -1 and so n n+l n n+l n n+l 
,, 00 in ý. n n+l 
Finally, we have to show that Ifft 0 n+1 
is a normal subgroup of 
-1 Ker 0n If we show that 7- -e n+1 
(x) -ZEI en+l' then 
I'ft 0 
n+1 
is normal in (MG) n and so 
in Ker 0 
n* 
o -1 0 Let u= Cý z. X. an z6G n+1 , where - cr 
is the 
degeneracy morphism. As (MG) n+1 
is trivially normal in G n+lp 
being an intersection of kernels, we have uE (MG) n+l* 
But 0-a0a0 -1 D0X. 0a0 Z- n+l u n+1 n Z- n+l n+1 n, 
7- en+l 
', -Z' and so Ine «Z - 
en+l (x) -e 
Ivn en+l n+l 
is normal in Ker e 
n 
We shall now quote an "old" result. 
Proposition 2.10 (See, for example, Keune (6)). 
The homotopy groups of a simplicial group coincide with 
the homology groups of its Moore chain complex.. 
Thus, if a functor F, as in 2.8, takes values in the 
ca tegory of groups, then to compute Le F( we look at the homology n 
groups of MF(-). We shall do this for a special functor in 
the next chapter. 
We now state. the following result, for reference. 
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''Theorem-2.11 
Let (lC, F, ) be a Rinehart category. Let F: t--)"CT 
be a functor such that F(1,, ) i rr, Then, 
LnF vanishes on F, -projectives for n>1; 
(ii) for all Aa --ý Be6, there exists a long exact 
sequence of groups, 
9e 9L 
cF (A) LcF (B) IOLF- (Ker Fý ý Lc F(A).... nn n-l n-1 n-1 
000 -ý LcF (B) . 
To end this section we shall briefly compare the semi- 
simplicial-and the simplicial methods by considering functors taking 
-value in groups. 
There are at, least two, places, where the semi-simplicial 
method does not give a valid definition for functors taking. value in 
groups, Firstly, since 
fT is not anýýabelian category, we 
cannot "measure the difference" between two group homomorphisms. 
Thus the semi-simplicial comparison theorem does not work. In 
fact it is the degeneracy maps which rectify the situation in the 
simplicial case. 
Secondly, having defined the Moore chain complex, we need 
to have the image of a differential as a normal subgroup of the kernel 
of the next differential. If we do not have degeneracy maps, 
it is not clear, to me, how one 'can ensure this normality condition'. 
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3__* 
_Simplicial 
methods in Rinehart'categories. 
Lemifta' 3.1 
Let (If, f, ) be a Rinehart category and consider the 
commutative diagram in 
K, Ax5 C 
IKO 
where K1 Ker (A xB),: ýp A) and K 0' = 
Ker (B C) 
Then a is an isomorphism. 
Proof: Consider the morphisms K0C and the zero 
morphism K0 >A. Hence, by the universal property of the 
fibre product AxB there exists a unique morphism y :K0AxB 
cc 
satisfying the. usual conditions. In particularl KAxB bA A 0- L--'> c 
is the zero morphism and so by the universal property of the kernel K 
we have a unique morphism 0: K ), K satisfying (K K ý-AxB 00 
Then, an easy, check shows that aý =1K and 
0 
1 Kl* Thus, a 
is an isomorphism. 
Proposition 3.2 
-IýI 
-. Let be. a Rinehart category. Then for every 
commutative diagram, 
- 92 - 
Bi » A, 
AxB 'lý li 
01 
A1 
where 'KI= Ker (B : ý, >A i ), i=0,1; aef, iff 0c -ý! . 
Proof: We shall consider two cases. 
Case (i) YA 
0 
Then, by condition (iii) for a Rinehart categoy, aeEý 'Iff 6e 
es 
But then Aý xBB and so fttiff ae 0A00 
0 
Thus, 
'., 
aet iff Oe asrequired. 
Case (ii) Arbitrary Y* 
Consider the following commutative diagram, 
K, 4. -V At 
;; z 
No P 'At 
AjxS0- 
A0 
0 50 A0 
where K Ker (A B0 7N) A1 and a Oct* 
A0- 
By 3.1,0 is an isomorphism and so (ae f- iff ae is equivalent 
to Cae iff aef'). In particular, we can thusIreduce this 
case to when A to case 
0 
Hence, iff Oe "E. for arbitrary 
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Proposition 3.3... 
If (C f, ) is a Rinehart category then so is 
f or all n>0. 
Proof: By induction, it is enough to prove that (if, , 
f, ) is a 
Rinehart category. Now, (C,, f-, ) is a base category and so we 
need to check the three conditions in the definition of a Rinehart 
category. 
Let P and Q be in where 6, =ý Then 
P0a0P and QQ0 )ý, /Ql for some P0, P131 QoV Ql 
in 
I? and a and 0 in Thus we havesplittings 
PP0 and 00Q )Q 0 such 
that--aa 0 
lp and 
Now, consi'der the following diagram, 0Qi 
PO . 1100 . 
Q0 PO 
I 
0,0 PO 
where y and S are the canonical morphisms. By their, - un- 
iqueness, we have YS = IP-1 LO. and so, 
by condition (B3) of a 
base category, ye Thus, P Oil 
Qo- Pl. ILQl is an 
object in and it is easy to see that it is the coprodu ct of P 
and Q. This shows that the coproduct of two elements in 
exists in "Cl-and so, by induction, does the coprodulct of a finite 
number of elements in 
(ii) if B= (B 1 4)B and A (A 1 )4 A with 
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B ý-A e C,, ' then by 3.2, K- (K 1 ---ý K0) is the kernel of 
B)A. Thus, morphisms in 'Ej have kernels in 
(iii). Consider the following commutative diagram in 
K>A ; Pý 
Cý 
K/ 
where K= Ker (A >, -; >B), KI = Ker (A' B) and denotes 
an element in 
Also, let A= (A ->A'), B= (Bo----); )w B01), A' (Aj7-->j,, A'), 00 
K= (Ko--->-, * K0 and K' (K where denotes 
an element of Then we can construct the following diagram -e 
in 
K2. 
ic 
kt 
kI At 
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where a= (a a 
is the kernel of K 
kernel of KI 2 ýe! 
a0, a1e 't since ; F, ) 
tO )3, K is the kernel of 9K, 01202 
3 
is the kernel of K2 : 01 
le 
K3' is the 
0,0 e-6 since ABe and 01 
is a Rinehart category. 
Now, Oe if f -E '6 ýe , 
iff k2 e-6 , using 3.2; 
iff k3eF, 
iff ýe, using 3.2; 
iff ae 
This completes the proof of the proposition. 
Proposition 3.4 
Let be a Rinehart category and define 
as before for all n>0. Let Aa)B be an object in -CM 
for some m>1, and let 
P 
ý, 
(Q ) -ýP(A 
a IPB) be an Andre 
6m resolution of a. Then A and 
Q ), B are 
Andre %7_1 resolutions for A and B respectively. 
Proof: This is obvious, especially since we already have such a 
result in the semi-simplicial case. 
Theorem-3.5 
Let be a Rinehart category and define 
as before for all n > 0. 
(a) Let F: 7c be a functor as in 2.6 and 
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define F as before for all n>0. Then, 
V (i) LnFm vanishes on iE, m projectives 
for all n>1, m>0; 
(ii) if Aa :ý Bel'C m>1, then there exists a long exact m 
sequence of pointed sets, 
c 9, 
... L F (A) LF (B) Lf' F LV- jFm_j 
(A)... 
n m-1 n m7-1 n-1 mn 
LF (B) 
0 M-1 
(b) Let F: f) fq be a functor as in 2.13, and define 
F 
n: 
'C n. ý11ý as before for all n>0. Then, 
MI LFF vanishes on f, projectives for all n>1, nmm 
> 
if AB elf, Im>1, then there exists m 
a long exact sequence of groups, 
(A) LCF (B) 
JF 
LS Fm. 
_, 
(A)... .r 
n m--l n ur-1 n-1 m n-1 
0 0. --. Le F 
(B). 
0 ur- 1 
Proof: (a) Put together 2.7,3.3, and 3.4. 
(b) Put together 2.11,3.3 and 3.4. 
Definition*3.6 
. Let F: 
be a functor defined as in 2.6. 
Then F is called simplicially exact if L0F=F. 
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Proposition 3.7 
Let F: be a functor defined as in 2.6. 
Then, 
(i) L0 F(P) = F(P) and Ln F(P) = for all PE. 9 
U 
.?. 
1; 
(ii) L0F is simplicially exact. 
Proof: (i) We consider the simplicial 'E -resolution of P con- 
sisting of P in every dimension and the identity as the face and the 
degeneracy maps. 
Then, by definition 
LF (P) F (P) F (P) F (P) , and 
LnF (P) =F (P) Pu for n>1, 
as required. 
(ii) By (i), since L0F and F agree on 
f, 
-projectives, 
we have 
L0 (L 
0 
F) JLL 
0F and so 
L0F is simplicially 
exact . 
Propogition*3.8 
Let F: )ý(*S, *) be defined as in 2.6 and define 
for all m >ý 0. Then, 
(Al) L0Fm (P) =Fm (P) for all P6 and m> 03 
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(A2) L0Fm is simplicially exact for all m>0; 
(A3) LnFm (P) =* for all Pe 
6ýv 
and m>0, n>1; 
if A CL 4-4 Bcm>0, then there exists 
a long sequence of pointed sets, 
... Lg F 
(B) 71 LGF L. 
ýF 
(A) 
AF 
(B) 
n+l mn m+l nmnm 
I: "F (B). 
0 
Furthermore, these four conditions characterize the functors LnFm 
for all n>0, m>0. 
Proof: By 3.5 and 3.7 we know that LnFm satisfy conditions 
(Al) to (A). Suppose we are given functors S n, m : 
C"'; 
which also satisfy the conditions (Al) to (A). Then we shall 
show, by induction on n, that LnFmSn, m 
For n 0. since L0Fm is simplicially exact, we have L0FmFm 
But S is also simplicially exact and it agrees with F on O'm m 
iSm7projectives. S 
O'm 
Fm 
Hence, L0FmS 
O'm 
for all m>0. 
For n>0, assume by an inductive hypothesis that, LFS n-1 m n-l, m 
for all m. > 0. Let AeI frnj and P 01 Ae 'Ere, with 
P el? 't7 
By conditions (Al) (A3) and (A) and the case n= 00 
we obtain two long exact natural sequences in-pointed sets. 
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. *o* ýL2Fm (A) L1F M+i 
«X) ;0 :>L1Fm (A) 
M+l 
(a) F 
M(P) )Fm 
(A) 3 
s 2, m 
(A) S I, m+l 
S1m (A) 
t2=t. - 
F 
M+l 
(a) )F M(P) )Fm 
(A). 
Thus, LnFm (A) =Sn, m 
(A) for all m>0. Hence, by induction 
we, have LnFmSn, m 
for all n>0, m>0. 
Corollary' 3.9 
The simplicial and the semi-simplicial methods, of defining 
derived functors agree whenever both theories apply. 
Proof: Using 11.3.12 and 3.8 it is enough to check that the two 
conditions (A2) agree. Now, F is simplicially right exact 
iff L0F=F iff F is simplicially exact. Thus, the 
two conditions W) agree, as required. 
Note: The above theory generalizes Rinehart's theory and, by our 
characterization, agrees with Rinehart's whenever both theories apply. 
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CHAPTER IV 
BAER'INVARIANTS AS DERIVED FUNCTORS 
In this chapter, we define the higher Baer invariants of 
a group relative to a variety of groups, although the definition applied 
more generally, to n -groups for instance. 
In we give some basic group theoretic definitions 
and define the higher Baer invariants. We compute the first 
Baer invariant and show that our definition agrees with Frohlich's 
definition. 
In 
§ 2, we consider the second Baer invariant. 
We prove that the second Baer invariant of'a group is a homomorphi6 
image of the first Baer invariant of a certain fibre product. 
Finally, we obtain an expression for the secofid Baer invariant of a 
group when the variety is the variety of abelian groups; i. e. a kind 
of "Hopf f ormula" f or' H3 (G, Z in terms of presentations 
1 )R 
0 
ýF 
0G --. ) 
1 and 1RF, --- :ý Fo xF0 G 
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§I 
Definitions and the first Baer invariant. 
We shall state some basic definitions by using notations 
o as given in Hanna NeUmann (10). A variety is a class of groups 
closed under the formation of subgroups, quotient groups and Cartesian 
products. Let X denote the group freely generated by 
x If V is a variety, V(X ) denotes the inter- 1. x2',,, ). W 
section of the kernels of all homomorphisms of X,,, into all groups 
in V. If G is any group, then V(G) denotes the'union of all 
images of V(X ) under all homomorphisms of X into GO ' cc 00 
Then it can be easily shown that V(G) is a fully invariant subgroup 
of G and that G6V iff V(G) =1 GO We call 
V(G) 
the verbal subgroup of G (with respect to the variety if 
n>1, the subgroup of X. 0 generated 
by {xl,, se-9 xn 
I is denoted 
by Xn any element of X 00 
is called'a word and an element of Xn 
is an n-letter word. Any element of V(X. 0 
), 'is'called a law 
of N, and a-law which is also an n-letter word is an n-letter law 
of , V. 
If denotes the category of groups, then V: 
fl-41 
defined by V: G ýV(G) for all G 611ýj is an endofunctor on 
and is called the verbal-subgroup functor (with respect to 
the variety' Y)_ If we define U: 'Cj by 
U: G G/V(g) for all G. 61-C11 , then we get another endo- 
functor, called the'verbal'quotient'group functor. 
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Definition 1.1 
Let G' be a group and Va variety. If U: 
th is the verbal quotient group functor, then the n Baer invariant of 
G with respect to V. is defined to be Ln U(G) for all n>1. 
Since the functor U may not take values in an Abelian 
category, we have to use the simplicial method to define derived func- 
tors, as in Chapter III. Also, this definition immediately gives 
us the fact that that our definition of the Baer invariant of a group is 
independent of the presentation of the group. For the rest of 
this section, we shall work towards the computation of the first Baer 
invariant of a group. 
Prop68ition'l. 2'(And_re'(l)) 
f be the class of all epimorphisms in the category Let , 
of groups. Then-for a group G we can construct a simplicial 
-resolution 'FG 'which begins as'follows. 
.. 00 F1*R0*-1 -ýF 1.0 
*R 
0 e- 
F0» 
F 
where 1 )R 00 
)F 
0GI 
is-a free presenta- 
F 
tion for G, 1 >R 1FF0xF0 >1 G 
is a free presentation for the fibre product FxF and 000 G 
R0 are isomorphic copies of R0R1 is an isomorphic copy of R 
and the face maps are given as follows. 
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0 
ci: 
F 
R0 
F0 
lip R0 -- --. ), 
F0F 
R0 
F 
F000 
R0 
R0 
rv R ---------- ýR 0 
F 
F00F0 
2 
c0 
R0R0 
LR 
Proof: We use the "step-by-step" method to obtain the above res6lution. 
We can also describe how the degeneracy maps act, but they are not 
needed for our calculations. For explicit details of the above 
resolution, see, for example, Johnson (5). 
We shall now prove a statement, the first two parts of which have been 
proved by Fr8hlich (2) in greater generality. 
Proposition 1.3 
Let V be a variety and V and U the, verbal subgroup 
and the verbal quotient group functors respectively. Then, for 
any group 
I U(G) = U(G); 0 
(ii) there exists a natural, exact sequence, 
1)L1 U(G) )L0 V(G) > V(G) )1 
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(iii) L 
n+l 
UaLnV as functors for all n>1. 
Proof: (i) We can prove this by a "general nonsense" proof, but we 
shall do it by an explicit method to get some insight into the detailed 
explanation. We shall first show that U is a right exact 
functor. Let 1A -2-->-B C )l be an exact 
sequence of groups, then we have to show that U(A) U (B) U 
(c) 
is also an exact sequence. 
As a :BýC is a surjection by the definition 
of U, U(P) is also a surjection. Thus, the sequence 
is exact at U(C). Now, for a=a. V(A) 6 U(A), 
(O*cL*)(a) = ($a (a)). V(C) m V(C) = 1, where 
U(a 
Im a* Ker 
Conversely, let U=b. V(B) ý ker 0* and so O(b) E V(C). 
As is a suriection, so is 01 V(B) : V(B) ý V(C). 
. '. 3b1E 
V(B) with ýýO(bl) = a(b). 
bb 6 Ker Im a, by hypothesis. 
a1eA with a (a 1 bb 1 
Finally, a* (a,, V(A)). bb V(B) = b. V(B) 
and so Ker ý* C-- Im a* - 
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Thus the sequence is also exact at U(B) and so U is a right exact 
functor. Now, by definition of L0U and 1.2, 
L0 U(G) =. 
U(P 
0) 
1 0 (UP-, 1)(Ker (Uel» 
U(F 
(UP-11 ) (U(F, 
0 
U (F 
0) 
(uso, 0F 
v(i 
0 
u (F 
0) 
U(F 
0) 
FF 
R00 (R 
0 
( 
V(R 0) 
) 
F 
But, as 1R00F0G : 0.1 is an exact 
sequence and U is right exact, we deduce that L0 U(G) U(G). 
(ii) We have an exact sequence of ýfunctors, * -/ý V 1--4 U 
where I is the identity functor and * is the zero functor. - 
This-yields a long exact sequence of derived functors, 
LILuLVLI 
n+l n+l nn 
77ý L11 :)L1u)L0V), L01L0U 
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But LII and L11= *0 and so 
)L 1U)LV)I)LU is exact. 
But L0U=U by part (i), and so 
)L 1ULVv is exact, 
i. e. 
1)L1 U(G) L0 V(G) V(G) 1 is an 
exact sequence of groups. 
(iii) From the long exact sequence in (ii), since LnI 
for all n>1, we deduce that 
L 
n+1 
U -= LnV, n>1. 
Ddfinition'l. 4 
Let V be a variety with laws V. Then for any 
group G, the. V-marginal,, subgroup of G is the subset V*(G) of 
G forming the subgroup 
V* (G) gEG: V 
. 
(glq .. qgigq ... 99s) = V(glq ... 99s)) 
for all integers 
G, j 19 ... s; i= lo. e., s and 
v an S-letter law. 
I 
With abuse of terminology, we shall call V*(G) the marginal subgroup 
of G (with. respect to the variety V). 
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Definition'1; 5 
Let V be a variety with laws V. Let N be a nor- 
mal subgroup of a group G. Then the V-marginalizer subgroup 
of N in G, V(N, G), is the subgroup of G generated by the set 
t 
v(gl,.. *. qgin, **ogs)v(g, poo*pgs)-': ne N; gie G; 
L. J=1,6669s; vev and v an s-letter lawsfor 
SE N 
We shall now prove a standard result about V(N, G). 
PropogitioA'1.6 
Let V(N, G) be defined as above. Then, 
(1) 'V(N, G) is the largest normal subgroup of G such that for every homo- 
morphism O: G )H with O(N)5; V*(H), V(N,, G) ý Ker 0; 
(ii) V(N, G) is the least normal subgroup of G such 
that''N. *V(N, G) (, 
_ V* 
G 
V(N, G) 
(V(N 
$ G) 
(iii) CN, V (G)] C-: V (N, G) C-: N (ý V (G) 1, where 
IX 
YI denotes to the commutator subgroup of the groups X and Y. 
Proof: (i) To see that V(N, G) is a normal subgroup of G, observe 
that for gEG, nF-N and v; -V, 
9 -1 O(v(glg .... gin,... 3, gs)v(gl, eoopgs)-'). g - 
, Y(g 9v. **, gýng,. --gg) V (ggs 99 IIsIs 
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and as N is normal in G, we can deduce that V(N, G) is also normal 
in G. Now, it is easy to see that V(N, G) satisfies the required 
property. Suppose a normal subgroup K of G also satisfies 
the same property. Then consider the natural homomorphism 
7r: GG V(N, G)* 
N. V(N, G) V* 
(G 
Then, ir (N) = 
V(N, G) 
V(NG)) and so 
K 4;;: Ker ir V(N, G). V(N, G) is the largest normal sugroup 
of G, satisfying the required property. 
G 
From (i) we have ff(N) ý: -: V* 
(V(NG) 
Suppose L 
is a normal subgroup of G with 
NL 4-- V* 
0. 
L-L 
Then, v(gl'..., gin, **. qgs)L V(glp---Pgs)L for all ve 
V, 
n6N, glo.. *, gse G. 
V(N, G)'j9: L L and so V(N, G) is the least normal sub- 
group of G with the given property. 
(iii) Since N is a normal subgroup of G and NIN G V* (GIN), by 
(ii) we can deduce that V(N, G) C-- N. Also, it is obvious 
from the definition that V(N, G) <ý: _: V(G). V 
(N, G) ! ý;: NnV (G) . 
For the first inclusion, since 
N <-- V* G and using the easy fact that V (N, U-) - V(N, G)) 
&(H), 
V(H)] for any group H, see P. Hall ( 15 ), we deduce 
that 
.if,: 
\'it, 
- 
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vG 
V (R, -G) 
But vG 
V(G) 
since V(N, G) (Q V(G). 
( 
T(-N, G) V(N, G) 
[N, 
V (G) 
IQ V(N, G), as required. 
Examples 1. 
(i) If, ' V is the variety of abelian groups and N is 
a normal subgroup of a group G, then V(N, G) = EN'SIG]. 
(ii) If V is the variety of all nilpotent groups of 
class at most c, then V(N, G) = 
[NG,..., G 
c times 
Proof: Routine, ', see Leedham-Green and McKay (7). 
We, now prove two technical lemmas which, we need to find an expression 
for the first Baerýinvariant. 
Lemm-A 1.8 
Let R and S be free groups and F their free product. 
Then, for any variety V, 
RFn V(F) = V(e, F). 
FF 
Proof By 1.6 (iii), V (R , F) RnV (F) . 
Conversely, let y6en. V (F) . 
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As y EV(F)t we can express y as a product, 
n 
TT vs (f s 1'. 001, fs . S=l 
VS6 V 
fEF 
sk 
As F=R*S, we can also write y as a word, y= w(rjvs i), 
rER, s6S, ij > 0, and where 
W(X ill x 12"'Xit' X21' x 31' 906px nd era-1-5 
n 
7v (x 9... Ox )- 
s=l s sl 
st 
veV 
s 
Since v is a law for V for s=l...., n; so is W. 
Define a homomorphism O: F F by 
OIR ,=1 and OIS = 
1SI, the identity morphism 
on S. 
Then, using the above expression for y, 
yC RF nV (F) iff y= w(r,,, s and 
Thus we can write 
y. = w(r,, s W(1,0.. Pl, s e V(RFF) as 
- ill - 
w is a law for V. 
. 1. RF nV (F) V(RF,, F), as required. 
Lemma 1.9 
Let R be a subgroup of af ree group F and let i be 
an isomorphic copy of R. Let Y be a free group and put 
F Y. Let O: X F be a surjection such that 
O(R) R. Then, 
0(0 n V(X)) = V(RF, F) for any variety V. 
Proof: e(OrIM)) e(V(i x X)), using 1.8. 
V(O(kx), 0 W) 
V(RF, F), as required. 
Theorem 1.10 
Let- G be a group and 1 ------ >R 0 
!)F0 1) G ), 1a 
free presentation of G. Then the first Baer invariant of G 
with respect to a variety Y, is given by 
R0n V(F 
0) 
V(R 
0F 0) 
Proof: By definition,. '.. if U is the verbal quotient group functor 
associated to V, then the first Baer invariant of G is given by 
L1 U(G). 
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Using 1.3 (ii), we get L1U (G) = Ker (L 
0V 
(G) ? V(G)). 
We shall compute L0 V(G) by using the explicit resolution given in 1.2. 
By definition,, L0 V(G) ej-uý 
V (F 
0) 
Im(VC 0 Ker(Ve I lj 1 
Now, if V is the verbal subgroup functor, Veo E01 V(F 11 1) 
and Ker Ve Ker c V(F 
R0n V(F 
F 
0 Im(VF-01 I Ker(Vel)) el(i 0n 
V(F 1)) 1 
F 
V(R 
0 
O, F 
0 
), using 1.9. 
I- 
V(F 
0) L0V (G) F 
V(R 
0 
09 F 
0) 
V(F 
L1 U(G) Ker 0 V(G) 
V(R 
0F 0) 
R0n V(F 
0) 
9 as required. 
V(R 
0F 0) 
Note: Lemma 1.8 is now just the easy fact that the first Baer 
invariant of the free group S is trivial. We deduce two 
corollari es, one of which is easy to prove by a direct method and the 
other is well known. 
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Corollarv-1.11 
RO(I V(FO) 
is independent of the presentation for any 
V(R 
0F 0) 
variety and any presentation ' 1- )R 0F0G 
; ýl 
of a group G. 
Corollary 1.1 
The Schur multiplier of a group G, 
where IRF : PG is a free presentation of G, 
is independent of the presentation. 
Proof: Choose V to be the variety ofabelian groups. 
Then V(F) ýF,, F] and V(R, F) [R, F]. 
Note: From 1.11 we can deduce that our definition of the first 
Baer invariant agrees with Frohlich's definition. See 
Leedham-Green and McKay (7) for a group theoretic version of 
Frohlich's definition. 
§2. The Second Baer Invariant 
In this section we shall try to computerthe second Baer 
Invariant of a group. I-have not been able to compute it in 
general but we prove a result which links the second Baer invariant 
of-a group to the first Baer invariant of a certain fibre producte 
Now, by definition, the second Baer invariant of a group 
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G,, with respect to a variety Y, is given by L2 U(G), where U is 
the verbal quotient group functor associated to V. 
By 1.3 (iii), L U(G) n: L1 V(G),. where V is the verbal 
subgroup functor associated to V. Thus, we shall try to compute 
L1 V(G). 
Theorem'2.1 
F 
Let G be a group and 1R 0----4 FG )l a 00 
free presentation of G. Then, for any variety V, the second Baer 
invariant of G is a homomorphic image of the first Baer invariant of 
the fibre product F0xF0 
G 
Proof: By the remarks above, we shall consider L1 V(G). 
Using the resolution in 1.2, 
L1 V(G) 
Ker (Vco) 1 
Ker (Vc 
Im (v ') F-2 I 
Ker (Vr, 1 )tl Ker(Ve 
2 
22 
0 Ker cI r% Ker el n V(F 1) 
c0 (Kere 
1n Kerc 
2 
r)V(F 2222 
F 
Rl' /) V (F 1) 
D 
I say, where 
I 
RFXF is an exact sequence, for 0G0 
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01F then Ker c1n Kerel. Ri 
Now, Dc0 (Ker cn Kere 
2o V(P 2222 
o --E 212 c2 (R 1o v(P2 
)), by the definitions of c2 and c 2* 
F1, 
V (R I, F1), by lemma 1.9 
RF1 () V (F ) 1F11 
maps homomorphically onto LI V(G) 
V (Rl , Fl) 
But as RF 
1-4 
FFx Fo---I" 1 is a free presentation 10G 
of the fibre product, 
LI U(F 
0xF0L2 
U(G), as required. 
G 
We now want to compute the kernel of the surjection ob- 
tained in 2.1. To dothis we need some lemmas. 
LemmA 2.2 
Let w be an n letter word in the alphabet {x l'x2" 
ccE 
say w(XlP*G. Px nXiIx12 
xi 
tv 
where c 1, 
12t 
j and x Ij c xlle. *, x n 
Define an n letter word w' by; 
W1 (xl9.6epx n) xt t 
X. 0000 x9 Then 1 t-, i, 
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(W(xTl x 
-1 
n m WI(xipo*olx n); 
(ii) Ift. G is a group in which 
ETk 
S k' Tt] -1 for some set of 
elements (TI, sk 1 in G, k, C - l...., n; then 
W (T 1s1. 'r2, s2, *. *g Tns n) - 
W' (T 1 9T 2"**' 
Tn Ms , s2,0 .. gs n) - 
. 'Proof: (i) By definition, 
-1 -1 -1 :: 
f- , -c 2- --P- t -1 xn» (Xi 
1112.00. 
xt) 
ctc2ýc1 
X. 6.600x. X. 
t2 
wv (xjpoooex n)- 
c1c2c 
W(T aTs (TLIS. (T s (T s l' T2s2' nn1ii 122tt 
et. 
(, r s)e1s)e2... o(-Ci si 
fi- Is Et 
1i12i2 t-I 
d- if, I 
using the results xy and [Y, XT 
P 
3, Y-11 
CX 
YJxy) for, the hypothesis in (ii). 
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W(TlSlpooos Ti 
ctc t-I El 
s 
Cl 
sE2.., Sýt Tnan 
t 
Ti 
t-1 2- 
tt 
W' (Tl, o 'T n 
). w(sl,. oogs n 
as required. 
. 'Lenuta '2.3 
Let c1 and c 
2, be defined as in 1.2 and let 22 
F 
--l f MR S9 T E<-ýT 
under the natural isomorphism between R,,, andR 00 
fpgeF 
0pS> 
then Ker e1 (1 Ker e2 22 
Proof: By the definition of 
1. 
we deduce that ý2 
<F 
,I 12- ? 71) f: Ker c210 ý6 i -T T under the 
ýnatural isomorphism between R0 and R0, f> 
F*k *^ Now, F200R0R1 and we claim that we do not need con- 
gation of by the whole of F and it is sufficient to allow uT2 
conjugation by the elements in 'F 0*RV 
To see this, let 
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R an d 
Then, (ý'T-Yo TO T -C 0 -C 00 
--i - -ill -1) 
. (ýT-l ^ -1 TTTT) which 
is a product (( 0)(, *, 000 
of generatorsIalready included. 
s0 
. '_1 1 Similarly, (T T)1, sb s0s0TTs0 
- -1 .ý -1 -1- -1 -. -1 (s 
0s0) 
((s 
0- 
Ir ), ca 
0 
which is also a product of generators already included. 
IF 2 
R, Ker c2ý 
<ý 
3, 
(T -r ): 1ýT6R0T 
fle 
F 222 ýF2 By the definition of C 2' we deduce that Ker e2R0 
Then it is easy to see that M CZ Ker e1 (1 Ker c2 2 2* 
Conversely, let xE Ker F- 
1A Ker c2 2 2* 
As xe Ker C2 we can write 
ýh 1-hmm-^: -l 
91 : -l 
W(Tll, T 12' ***' Tlm' 
(Tol Tol )I 't (Ton T on)gm)' 
where. w is some (m+n) letter word, Tlk E Rl, k=1,..., m; 
hk6F 2' gieFo 
* i13, i=1,..., n; m and n are positive integers. 
- 119 - 
As x6 Ker c2 we must have 2' 
c22c2 2(91) - -1 '42(g2) - -1 2(gn) W(1,919696919 (T I (T 9a009 (T 01 02 On 
M times 
=1 (1) 
i 
Define a homomorphism O: F 2ý--4 F2ý by 
K0K0 
R 
L 
Thus, xE Ker c2 also implies that 
12 
6: then Ker c2 Ker 0 
I 
^- el.. A "-\ 2m 
F 
0 
r% ----e 
-1 e (gl) -1 e (g2) '. ý-l 
6 (g. ) 
(T W(1 191#09.91 01 
(T 
02) on) 
m times 
But g194*69gn F01 and so, regarding F1 as a subgroup of 
F 29 we have 
21 i. e. 6 (gi) = c: 
2 (9i), C2 
F2 
222 
^-i 
C2(91) 
jýoj 
e2(g2) 
(,, J)r 2 
(gn) 
W(l, .* pit 
(T 
1 . 009 
)=1 
ý01 2 on 
m times , 
1. 
ý2. ) 
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Now consider x mod M. 
X W(1,9.0.119 
I--. 
m times 
910 
*.. 1 (. F 
T-l)g n) mod M, 01ý01 on on 
F 
as RI GL. 
w 
m times 
c2c2 
^-l 2(91 -1 2(gn mod M, 
T 
01ý01 on on) 
since gi -e2 (gi) mod M, gi6 Fo 1,..., n. 2 
If we define an n-letter word wl by 
w1 (xll'**. px d W(1'00*9ý' x1p 0.0ox then by 
-F-n 
m times 
c2 (gl) c2 (g 
%-l 2 ^-l 2n above, xýw 1((rol T 01 
) 
90#00 
(T 
on 
T 
on) 
mod M. 
Now, as in 2ý2, we can define an n-letter word w and then 
c2c2c2e2 2 (Fld ^--l 2 
(gl) 2 gn (,. s-l 2 
gn 
Xý w1 (-r 01 
(T 
01) on 
T 
on) mod 
M. 
c22c2 (g -C 
2 
2(gl) A7e2(gd 2n^ 2(gn) w1 (T 01 T 01 on on mod M. 
2222 
- C2 
(gl) 
-c2 
(gn) ; ýc, (g, Je: 2(gn) 
w! (TO, Ton WJ(TO! T) mod M, 1 on 
2(2 (g ) 
-C 
2 (g, 2 gk %-C2 k2 by using 2.2 (ii) since 
IT 
ATA9TA 14 
for k, 1,... n and c2 (9 )E Fo. 2k 
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Now, 
-C 
2 (g )-c2 (g 
A21A2n 
w1 (T 01 0 *got on 
c2 (gl) c2 (g -1 22n W(i 00 $ip p *Got (T 01 on 
mm -es 
by (2). 
Also, 
22 
- C2(91) - C2(gn) wl( Tol 9 **09 T on 
-c2 (gl) - -C 
2 (gn) -1 
(w 
1G 01 
2 
3'0**p 'ron 
2 by 2.2. (i), 
and so it equals 
c2 (gl) c2 (g -1 22n (T (T 
01 on 
m times 
1 by using (1). 
xý1 mod M and so we have thecquality, 
ker el n Ker c2M. 22 
Proposition 2.4 
With the same notation as before, if V is the variety 
of abelian groups, then the second Baer invariant of a group G is 
the quotient of the. first Baer invariant of the fibre, -product 
F0xF0 by the normal subgroup N given by 
G 
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N= 
- 
R0s6R0 of,, g 6 
ý 
ýRj F1, F 11 
Proof: By definition, the second Baer invariant 
T IT/rIN -T tyf. -N 
R11n V(Fl) 
J'2'j """*' "lv """' 
where Dc0 (Ker 2 
variety of abelian groups, 
0 have Dc2 (M () [F 
0 D, C2( 
D 
as in 2.1, 
c1 r% Ker c2n V(F If V is Ehe 222 
V(F 2) =, 
EF2 
OF 2, 
J)p and using 2.3, we 
2'F2]) 
rR, F2 
OF 
-1 f -Sg]: i E 2j 
I(T 
T)0 
fo g> )p 
using 1.8. 
0F20 F 2] E2 
(T T 
e 
0 
Tz >T 9 
fpg e 
>o 
ý(T 
Ir- 
1)fs 91 
iýTEý0TT, f, gC: F 
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R V(F 
[R F 
L2 U(G) 11 
Fil 
F11f I's [Rl 
,F T- 
9 1-1 :14TG0, TTf, goEF , 
14, ic(Ir 
Cp11 
R, F 
L1U (F 
0xF 0) G 
as required. 
N 
iIII 
Note: Even in the variety of abelian groupso we have a rather 
complicated expression for N. We shall get a neater expression 
for N in the next chapter byausing classical homology theory. 
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CHAPTER V 
HOMOLOGY AND BAER INVARIANTS 
In this chapter, we link up the homology groups of a, group 
with the Baer invariants, of a group and use this connection to obtain 
a result. relating H3 (G, 7-) and H2 (F x F, Z) . 
G 
In 
§1, 
we prove that-the'simplicial theory, under suitable 
conditions, gives us the classical theory. 
, 
In §2, we use results 
of chapters III and IV to obtain a result which involves a second 
Baer invariant of a group. In 
S3, 
we use a spectral sequence ar- 
, gument to obtain a short exact sequence in homology. 
The classical and the simplicial theories. 
Definition'l. 1 
Let G be a group and ZG its integral group ring. Let 
c: ZG be the ring homomorphism given by c(g) =I for all 
geG. Then Ker (c) is called the augmentation ideal of G, de- 
noted by IG. 
Let A be a, left 2! G-module. We define a functor 
'Diff'(G, '-) from the category of left T_G-modules to abelian gropps 
by Diff (G, A) IG(D A. 
XG * 
We also define a functor Der (G, -) from the category of 
right 2ZG-modules to abelain groups by Der(G, B) = Rom (IG, B), for ZG 
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all right ZG-modules B. 
into B. 
We call Der(G, B) the derivations of G 
'Definition 1.2 
Let 1, " be a category and let AeIC 1. We define a cate- 
gory A) of objects over A as follows. 
I (-C ý A) I= cl -> A: aef(C, A), C6 and 
morphisms are evident compositions. 
category over A. 
. 'Ddf iriition'l. 3 
We call (, C ý A) the comma 
A positive chain complex C. {C nn> C) 
over an abelian category is called 
,., adyclit if H*(C) 0 for n>1. - n- 
Ddfinitibn 1.4 
Let G be a group. Let Bn=Bn (G), n>0, be the 
free abelian group on the, set of. all (n+l) tuples (g pose, g 0n 
of elements of G. Define a right G-module structure on Bn by 
(9 $**egg )-g (g gs-ý-Ig g) for all gfG. 0n-0-n 
Define a differential annB n-1 
by 
n 
(g 
'900.99 
)=E (-l)j, (9 0*009 
e% 
non i=o 0 
gi9***'gn 
- 126 - 
Then En---ý B 
n-1 
B10 
is called the non-normalizedo homogeneous bar resolution of 
where c(g) = 1, for all gcBoo It is easy to show that (B 
is in fact an acyclic chain complex and that n 
is a free G- 
module for all n>0. 
Definition 1.5 
Let G be a group and let A be a lef t W-G-module. 
Let Bn) be the bar resolution of Define a functor 
B 
n( 
A) from the comma category G) to abelian groups by 
B (H, A) =B (H) 0A, for all HGc G) nn ZG 
Thus, we can obtain a chain complex of abelian groups-, 
>B 
n 
(G, A) -->B n-1 
(G, A) :> --->B 1 
(G, A) 
B0 (G, A) , ý, 01. 
, -, , th 
As usual,. we define the n homology group of G with coefficient 
in A,,, Hn (G, A), to. be Hn (IB) for all n>0. For the cohomology 
groups, if B isýa-right 7- G-module and, Bn (H, B) =Hm (B B) 0 JLG n 
defines functors from (-CTI G), to abelian groups, then first we can 
form a cochain complex 
(G, B) Bn-l (G, B) --), Bo (G, B) 
- 127 - 
and then we define O(GqB) - O(CD) for all n>O. 
Now, Diff (G, A), IG 0A 
ZG 
and so B0 (G, A) Diff (GqA). 
chain complex of functors, 
and B0 (G'PA) 0A JZG 
Thus we can form an augmented 
BB (-, A) -4B A) B n n-1 1 --o 
Dif f (-, A) 
by regarding Diff (-, A): (1ýý G)--->M as a functor. 
'Definition 1.6 
Let be a category and 
f, a class of epimorphisms in 
Let F: ýC ; ND be a functor to a category 
(D such that 
the derived functors 
A7 
are defined for all n>0. Then we n 
say that F is -representable if 
LEF for n>0; n 
for n=0. 
'-Proposition'l. 7 
Let the functors Bn (-, A) be defined as above for all n>0. 
Let _F, be the class of all epimorphisms in (ICT I G). Then 
B (. ý, A) is, 
g 
-representable for all n>0. n 
'Proof: Let RG G) It is easy to see that 
all group homomorphisms from free groups to G are 
S 
-projective 
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objects in (& 
I G). Thus we can use a simplicial 'resolution 
N of H by free groups as a simplicial resolution NG of 
E Now, to compute H )G by -projectives in (4 ýG). 
Le B (H, A) we apply B to N to get B (N), form the derived mnnn 
complex as inl[-I-Z, and take homology. 
But we can forget that H is anything but a set. Then 
we can compute LB* (H, A) where' B*(-, A): G) -115 is mnn 
the functor we obtain by forgetting the group structures. We can 
use the same construction of N as before and we shall get the same 
set theoretic result. 
But as a set, H is projective relative to surjections in 
and so 
L ýB (H, A) if m>0; mn 
Bn (H, A) if m=0. 
Thus, by the remarks above, we deduce that -Bn (-, A) is 
f- 
-repre- 
sentable for all n>0. 
'Proposition'l. 8 
Let KKKK 
m MIll 0 
-K, >Ký_l be a chain complex of functors from a 
category -If to-an,. abelian category (X. Let, _E be a projective 
class of epiMOrphisms in -C such that 
(i) Ki is -representable for all i >-O; 
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(ii) for all 
f, 
-projective objects P in 'C . the 
sequence. 
Km (P) ýK 
M-1 
(P) )... --*K 0 
(P) ýp K_j (P) : ý, 0 
is acyclic. 
Ig 
Then LH (K) for all n>0. 
Proof Define a functor T: by T(A) Ker (K 0 
(A) 
for all AC and put R, L0T. 
Thus, >R K0K 
-1 
is an exact sequence on 
-projectives. 
Now'. consider-the commutative, diagram, 
K2K1K0 K_j 
R 
Then, since -L 0 
(K i ýKiq i 0,1,2, and L0 
(R 1L0 (L 0 
T) 
L0T=R 
we have exact sequences, 
(D K2 ýK 1R1 and 
0R1 :ýK0L0K 
But, as KR is an epimorp'hism, we have R 1- K0 
is also exact. 
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L0H0 (K), using 
Also, the long exact sequence of derived functors for yields 
LnK 
-1 
L 
n-I 
R1f or n>1, and 
LK 'R KLK since K 10o0 
ist-representable. 
But then, LnKL 
n-1 
RI and L1 (kl) Hl(K). 
Considering the sequence 
000 : )K 2)K1 )- R1*, and applying 
inductions 
we have 
L 
n-l 
(R 
IHn 
(K), n> 
Thus L (KýI) H (K), for all n>0. 
'Theorem 1.9 
Let G be a group and let A be a left 2ZG-module. 
Then, Ln Diff(G, A)) n: H n+l 
(G, A) for all n>0. 
By-thedefinition of homology, groups, the sequence (1) of 
functors in 1.5, ' 1.7 and 1.8., we deduce*the-ýresult. 
G 
Let the. f unctor u: OU be defined by u (G) LGpGj 
Then, 
L'Eu(G) H (G, for all n>0, and where S is the n n+1 
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class of all surjections in ICT 
Proof: Diff (G,, T_), - IG(D -2 . 
RG 
IG 
(IG) 2 
G 
see Hilton and Stammbach (4) [G,, G] 
' 
. *. Diff (-, Z) = U( -) afid so the result follows. 
We can also prove a similar theorem for cohomology groups. 
Here we just state the result. 
'Theorem * 1-.: 11 
Let G be a group and Ba right ZG-module. Then, 
Lfý'-(DO-r(G, B)) -- 
1" 0+1 (GqB) I 
if n>0; n 
c 
Der (G, B), if n-0. 
g2"'**'Hoiftc)ldgy'and*the'second 
Baer invariant 
Let -(ý be the category of groups and the class of all 
suriections in Then, byM. 2.., 5 is a Rinehart category 
and so we can form Rinehart categories for all n>0. 
. Let' V be a variety of groups and' V and U be the assoc- 
iated. -yerbal. subgroup and'verbal quotient. group functors respectively. 
As in U-- 3-Z , we can-define the associated functors 'Vn ,Un 
for all n>0. - We want to compute 
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L U(G) nýý L V(G) for an arbitrary group G. We shall 21 
use our version of Rinehart's result to compute L2 U(G) by considering 
the functors V2 and U 2' 
Let V and U be the verbal subgroup and the quotient group 
functors respectively, associated to a variety V. if ('& 'f') 
is the Rinehart categroy def ined as above, then 
4V2ý, 12 )U 2 ; ý* 
is an exact sequence 
of functors on I&, . where * denotes the trivial 
functor and I 
the identity functor. 
91 
,C be an Proof Let A- 4ý 
f111 f2 
BD 
92 
Then,, by definition 
v2 (A) = Ker V(f 1n Ker V(gl) 
object of 'q, * 
= Ker f1n Ker g, n V(A), since V is a subfunctor 
of I. 
Also, 12 (X) = Ker f1n Ker gl, and by definition 
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u i(gi) u2 (A) Ker (U 1 
(f 
1) - -: > u1 (f 2)) 
As \4 ýs 
btz \4 Ulocd 
U(f 1) Bu1 
(gl) C U(f 2) D Ker 
((V 
-(A) 
(B)) 
(V 
-(C V(D) 
Ker f V(A) U(g Ker f 2* V(C) Ker - 
V(A) V(C) 
(Ke rf Ker gV (A) 
V (A) 
= 
Ker fI r) Ker g1 
(Ker f, n Ker gl)riV(A) 
12 (A) 
v2 (A) 
Thus, V2 (A)> ý'. I 2 (A) U2 (A) is an exact sequence of groups 
and so- 
)U2* -Is an exact sequence 
of functors. 
Let be a base category and let F be an '; S-repre- 
sentable functor defined on Then F is -representable mm 
for all ra > 0. 
-Proof: We induct on m. 
For m=0, F =--F and the resul t is obvious. So assume 
Fk is ek7representabl'e for some' k>0. 
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a 
Let A"B cj-C k+l then we can get a 
long exact sequencep 
LnFk (A) LnFk (B) L 
n-1 
F k+l L n- 
F (A) 
LoFk (B) 
But since Fk is 7F, k -representaýle, 
LF k- 
if n >, O; 
Fk if n=0. 
LnF k+l(a). 1 for n>0, and 
Fka 
LF Ker (F (A) F (B) 
o, k+l kk 
F k+l 
(a), by definition. 
. *. F k+l. 
is k+l-representable and so, by 
induction, the result 
holds. 
Let be a group and F 'a free group such that F maps 
onto G, ie. Fa : A- G6fwhere'("&, 
6) is' the Rinehart category 
considered before, Form the fibre product square 
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IT 
FxF 
G 
Then, LtU (X) Le VM for n>1 and n2 n-1 2 
LIZU (X) 1, where 
'V 
and U are the verbal subgroup o2 
and the quotient group functors associated to a-variety respectively. 
'Proof: 
- 
From the short exact sequence of functors in 2.1 we obtain a 
long exact sequence of derived functors. ' As I is an -E-represen- 
table functor, by, using 2.2, we deduce that 12 is 2 -representable. 
Hence, 
'I9U V 'for n>2 and so L, =S- n2 n-l 2 
LI9U (x) = Le- V (X) for n>i. n2 n-1 2 
But 
. 
LS IMI (X) 
.= 
Ker 7r n Ker 7r 1 and 
o. 2212 
so from the long exactý sequence we further deduce that 
LS Ij M LS V (X), and L 
F, 
UM1, as required. 12o, 2o2 
Now,, we shall apply the-above result in the special case where 
V is the commutator subgroup functor and U is the coEmutator quo- 
tient gro up functor". Then, from 
Sl, 
we know that for any group 
G, 
L -IU (G) H (G, V) for n>0. 
n n+l 
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We shall write H n+1 
(G) for H 
n+1 
(G, Z) 'and also write H n+l 
(a) for 
e 
LU (a), a cj& 1. Then using Rinehart's resu*ltg for any surjection nmm 
Ea"GCf, where OM ) is the Rinehart category as defined 
before, we obtain a long exact sequence, 
H (E) H (G) 
nn 
H1 (E) 
.... 7 
'Thdc5: tdM'2.4 
Let X be defined as in 2.3. Then with the same notation 
as above, we have a. natural short exact sequence, 
1ýH4 ýG) H2 (X) :>H2 (F-x F) ýH 3 
(G) > 1. 
G 
-Proof:. Consider the element FG CS' and use the sequence 
above. Since F is a free group, it is 
E 
-projective and so 
1 for n>1, i. e. H (F) =I for n> n n+l 
@ 
. *. Hn 
(G) =H n-1 
(a) for n>3.. 
7r 
Now consider the element F x, FFC and use the sequence 
G 
above to get 
H 
n-1 
(F x F) H n-1 
(w1) f or n 
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Finally, consider theelement X- (ir a): 7r -'4ac 
8 
and apply 2) 12 
Rinehart's result to get a long exace"sequence, 
... --*ýH n 
(ir 
1 
), 
IPHn 
(a) --> H n-1 
(X) Hn-1 Or 1) - ý-> ý 
==Z: 4 H (X) H Or H (a) 
Using @ and 0, we obtain 
t 
... ---e -(F x F) 3, H (G) ----> H (X) ýH (F x F) 3G2G- 
R3 (G) ), H1 (X) ---. * H1 Or 1))H1 
(a) 
- 
But HM-L0U2 (X) =1 by 2.3, and since FxF is a sub- 
G 
group of FxF, we have H (F x F). is 1 by considering an easy 
13G 
"homology dimension" argument, see, for example 
Thus, our exact sequence above yields, 
1 ), H4 (G) ýH2 (X) ;0H2 (F x F) H3 (G) Z> 1. 
"Note: The'above'result tells us what the kernel of the surjection 
L 
ý-J 
(F x F) 
AM(G), 
as obtained in IV. 2.1, is 1G-2 
when U is-the commutator quotient group functor. - The required 
kernel turns out to b6'.. 
_H 
(X) and to get a "better" expression 2 
H (G) 4 
we need to compute H2 (X). I tried to compute H2 (X) by using a 
simplicial ;E -resolution for X but did not get a "neat" expression 
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for the kernel required. Thus, unfortunately, we shall use a 
spectral sequence argument to complete our computation. 
"§3-The'Spectral Sequence Argument 
We shall use the standard notition for spectral sequences as 
given in Maclane's "Homology" and for homology we shall use the nota- 
tion as given in Hilton and Stammbach (4). We shall first put to- 
gether some results in homology which we need. 
Lemma'3.1 
Let G be a group and Rý 0F ---2-OG be a free presenta- 
tion of G. Then, 
(i) Hn (R x R, 7) -1=Hn (F x F, Z) for n>3, where 
G 
RxR is the direct product of R with itself and FxF is the 
G 
fibre product of. a' with itself; 
(ii) H1 (R x R, 2Z) R ab 00 
b, 
where Rab stands for 
R factored out by the commutator subgroup of R; 
(iii) R2 (R IxR, Z) =R 
ab QR ab , where denotes 
ab (iv) H (G, M) H (G, R for i>0 and where i+2 i 
R ab is made into a 'ZG-module via a 
all' ab (v) H 
1+4 
(G, Z) Hi (G ,RR) for i>0 and 
aV aV' 
where R (D R is-the ZG-module with'cliagonal action; 
IC aiý, -- ab (vi) H (G, ia'5 QR)=H (G, R)0H (G, 0b) 
for n >-O and where R 
abý (D 
ýR 
abý is the ZG-module with diagonal 
action. 
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Proof: (i) Follows from the fact that R ii a free group and that 
xP is a sAgroup of the direct product of two free groups. 
G 
(ii) Follows from RxRR (D R TR, RxRj fIR, R] 
(iii) Follows from the KUnneth formula and the fact that 
H2 (Ri, Z) = 1. 
(iv) This is a standard reduction theorem. 
(v) Follows from the beginning of the Gruenberg resolution, 
. >. R 
ab (D Rýb (ZG 0 IF) «) ab ab 
IF --.; oZG 2Z 
see Gruenberg (3) for-details. 
(vi), If p ýR 
v 
is a' ZG-projective resolutionof R 
ae 
then P G) PR aV (E) Ralr is a 7-G-projective resolution of 
abK' ab'4 R a) R. 
Lemma 3.2 
With the same notation as above, 
(i) Rx R) u :ýFXF 
aff 1 
y) G is an exact sequence 
G 
of groups, where u is inclusion and ffn 1 :FxFF 
is the pro- 
G 
jection onto the-first component; 
(ii) the spectral sequence for the short exact sequence in 
(i) yiilds- 
R (G, H (R X R, H (F x F, 2Z) whose E2 
p7 P+T G pf If 
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tem is given as follows, 
00 
R-5 ccr) 
ma NIII 
(I. zl 
got) 
H3(c)e l43(ç) 
CL31 
0 
CLV,, 
V4 (ý)Eý CC . T) r LCT 
L2.0 C 
r- 
'Nýn 
Lt3O CLs o 
M3 
where Rn (G) stands for Hn (G, Z ), nN1. 
(i) Thi's is obvious. 
(ii)' We use*the Lyndon-Hochschild-Serre spectral sequence 
and lemma 3.1 to get the result. 
LertmA * 3.3 
With the same. notation as above, 
(i)- d 2o 
is an injection; 
(ii) Im dP- 
0ý =H 
(G, Z) for P---w-! 3 where d- ?0 
is 
the diagonal map, O-Va Mre- i Lcýýý 
-tv 
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Proof: Consider the following commutative diagraiw,,, with exact rows, 
u a7r 
0 
Iff 
1u Al 7rl 
a 
'G 
@- 
-- 5p, F ýý G 
where u0u are inclusions; Ab are diagonal morphisms and 
. ýITl 
is the projection onto the first romponent. i In particular, 
(7r, 1) Ao' = 1R and 7r 1A1 F* 
We shall consider spectral sequences for the exact sequences 
and and so will obtain an induced morphism between the spectral 
sequences, If E denotes an arbitrary term of the spectral Poor 
sequence associated to B then E /2' H (Go H (R, Z)) is given P's Or P 
by the following diagram. 
Cr 
k< 1 .0 
CV 
((4, 
co (11)) Ho(( 
.1 
V, 
Lir 
2z H, CO HIC6r) "3 CCT 
2 -2 
K3 
Let fEE be the induced morphisms of the spectral 
P., 9' ppS, Cr 
sequences. 
We have f : jG) (G) induced by. and so 20 H2 'G 
V ie aB f 20 ý1H2 (G) * We also have f 01 : 
(R , (D )G ýp HO((X, 
MAI))) 
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S i. e. 
f 01 :H0 
(G, H1 (RGDR)) )H0 (G, H1 (R)) which is induced 
by the projection w1 and so f 01 is the projection map onto the 
first component projl, This yields the following commutative dia- 
gram 
VA Cccx, g, (P-)) 
D 
", x LLT) i ji2. (Q) i' Cýr) 
Thus d (d / 0, -). But replacing 7r, 
by we also get 20 2 ff2 
dd and so d (d, J, 10, di As H (F, 2Z) 20 20 20 2 20 2 
its filtration will be trivial and so E 
; CD E )3 20 20 
Ker d ;0=1 and so Ker d 1, i. e. 2 20 
d 20 
is an injection. 
(ii) For p=3 and 4, we*obtain the following commutative 
diagram, 
_2. Rý6) ED 4Z 
(Gr) e) (G 
where f. -1 
_P90 
Rp (G) 
(G) e) 
I-IA-4. 
as it is induc6d by 1G and f p-2,1 proj, 
- 
fv- 
ýL 
j 
!Lu- 
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as it is induced by wle Thus, by the same argument as in (i), 
we deduce that d (d' d' ), p3 and 4. As H (F, Poo P'o P'o 2 
considering its filtration we deduce that E 
100 13 H1 
(G, H1 (R)) 
But EE 
Itd .dI'-1. 30 
Im dH (G, H (R)) H (G, 2) and so 113 30 
Im d 30 =H3 (G, Z). 
Now, H0 (G, H2 (R, 1 and so Ker d'=H (G, H (R)). 21 21 
As H (F, 1, its filtration will be trivial and so E"n 3 21 
Ker d 
But, E21 00 E 
13 21 1. 
1 21 7m d'- 40 
Im d4'0 H2 (G, H1 (R)), by above 
z 
IX H4 (G, W) 
Im dH (G, Z as required. 40 4 
Finally, as d' is a natural isomorphism for p=3 and 4, it is po 
easy to see 
- 
-that d po 
is the diagonal map. 
Let G be a group and R) 0FG bela free presen- 
tation-of G. Let FxF be the fibre product of a with itself. 
G 
Then there exists a natural exact sequence 
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1 >, H (G, 7-) ýR ab @R ab (F 
H3 (G, 2Z) : ), 1. 
Proof: From the spectral sequence considered in 3.2 we also get 
a filtration for H2 (F x F, Z) as follows 
G 
1FF, C. - F, H where 022 
(F x F, 7) 
co 
FI 
co 
F2 
co 
,EE and E 0 02, ' F0 'ý2 11 FI- 20 
Now, E00 E3 Ker 20 20- d1 by 3.3 (i). F 20 1 F 2* 
3 "O 
H3 (G) Q) H3 (G) 
Also, E E 11 11 H (G), 3 using 3.3(ii). Im d 30 
Eoj'ý*ýý H2 (F X F, H3 (G) is exact. 
G 
Now, EE4 E3R 
ab GG R ab 
) 
LS mrý- 
02 02 02 Im d 21 
1 
"6 eA; cvý- - 
But H4 (G) Im d 40 4Q Ker d 21 , by using 3.3(ii). 
Consi der the filtration 1 (--- T0CT1T2 4Q T3 H3 (FFX F, 
G 
As H (F x F, Z) .=1, T *=1 
for j=0,1,2,3. 3 G 
i 
In particular E! 21 
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But E co E3 22 21 21 
Ker d 21 
Im d 40 .1 
. *. Ker d 21 'ý Im d 40 H4 (G), using 3.3(ii),. 
Thus, Im d 21 
44H4 (G) 
Ker 
,d 21 
R ab %R ab 
E 02 H (G, 
Thus, using (D 9 we obtain the exact sequence 
1 '), H (G, F-) )R ab (D R ab H (F -F1 7-) 
(r 'l u H3 (G, r- )- -ti - 1, as. required. 
Note:, This, in particular, implies that H2 (X) R ab (9) Ob 91 
G 
the-tem we were trying to compute in section two of this chapter. 
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