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SAMPLING, METRIC ENTROPY AND DIMENSIONALITY
REDUCTION
DIMA BATENKOV, OMER FRIEDLAND, AND YOSEF YOMDIN
Abstract. Let Q be a relatively compact subset in a Hilbert space V . For a given ǫ > 0
let N(ǫ,Q) be the minimal number of linear measurements, sufficient to reconstruct any
x ∈ Q with the accuracy ǫ. We call N(ǫ,Q) a sampling ǫ-entropy of Q. Using Dimen-
sionality Reduction, as provided by the Johnson-Lindenstrauss lemma, we show that, in an
appropriate probabilistic setting, N(ǫ,Q) is bounded from above by the Kolmogorov’s ǫ-
entropy H(ǫ,Q), defined as H(ǫ,Q) = logM(ǫ,Q), withM(ǫ,Q) being the minimal number
of ǫ-balls covering Q. As the main application, we show that piecewise smooth (piecewise
analytic) functions in one and several variables can be sampled with essentially the same
accuracy rate as their regular counterparts. For univariate piecewise Ck-smooth functions
this result, which settles the so-called Eckhoff conjecture, was recently established in [4] via
a deterministic “algebraic reconstruction” algorithm.
1. Introduction
In this paper we study the “sampling ǫ-entropy” of functional classes in a Hilbert space
V . “Samples” or “measurements” of an element x ∈ V are assumed to be linear functionals
on V , i.e. the values of the scalar products
λv(x) = 〈x, v〉, (1.1)
where v ∈ V is a known vector. To simplify the presentation we shall assume in this paper
that the measurements are exact. See Remark 3.1, where we discuss measurements of a finite
accuracy.
Let Q be a relatively compact subset in V . We start with Kolmogorov’s metric entropy,
which measures “information complexity” of Q in a prescribed resolution ǫ.
Definition 1.1. For each ǫ > 0 the covering number M(ǫ, Q) is the minimal number of
ǫ-balls Bǫ in V covering Q. H(ǫ, Q) = log2M(ǫ, Q) is called the Kolmogorov ǫ-entropy of Q.
Metric entropy H(ǫ, Q) of functional classes Q was introduced and studied in [18, 19, 20].
It is exactly the number of binary bits of information we need to describe any element x ∈ Q
with the accuracy ǫ. Indeed, to get such a description it is necessary and sufficient to specify
This research was supported by the Adams Fellowship Program of the Israel Academy of Sciences and
Humanities, by the ISF, Grant No. 639/09 and by the Minerva foundation.
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the ball Bǫ (or its center) in the minimal ǫ-covering of Q, containing x. The number of the
balls is M(ǫ, Q), and hence the number of bits required is H(ǫ, Q) = log2M(ǫ, Q).
In our definition of the “sampling ǫ-entropy” N(ǫ, Q) we just add the requirement that
the information used to reconstruct unknown x ∈ Q be provided by linear measurements
λv(x) as defined in (1.1).
Definition 1.2. For each given ǫ > 0 the sampling ǫ-entropy N(ǫ, Q) of Q is defined as
the minimal number of exact linear measurements λv(x), sufficient to reconstruct any x ∈ Q
with the accuracy ǫ. The set of measurements used may depend on Q and on ǫ, but not on
the specific x ∈ Q to be reconstructed.
Below we recall some classical results providing sampling entropy for Ck-smooth and
analytic functions. Based on a recent result of [4] we obtain a sharp bound for sampling
entropy for univariate piecewise Ck-smooth functions. However, mostly in this paper we shall
work with a randomized version of sampling entropy. Assume that for each N a procedure
P of a random choice of N measurements (i.e. of an orthonormal system of N vectors in
V ) has been fixed. Let us stress that this procedure depends only on the ambient Hilbert
space V and on the number of measurements N . One specific choice of such a procedure P
is described in Section 2, where we present a version of Dimensionality Reduction, suitable
for our purposes, as provided by the Johnson-Lindenstrauss lemma ([16]).
Definition 1.3. Let Q be a relatively compact subset in a Hilbert space V . For each given
0 < p < 1 and for each ǫ > 0 the sampling (ǫ, p)-entropy N(ǫ, p, Q) of Q is defined as the
minimal number N with the following property: For each fixed x ∈ Q apply the procedure P
to pick randomly N linear measurements λvj , j = 1, . . . , N . Then with probability at least p
the element x ∈ Q can be reconstructed from the measurements values λvj (x), j = 1, . . . , N ,
with the accuracy ǫ.
Notice that the random choice according to the procedure P in Definition 1.3 does not
depend on a specific x ∈ Q. Hence it can be performed “off line”, once forever, and still we
can expect that with probability p any given x ∈ Q can be ǫ-reconstructed from the chosen
set of measurements. However, this last assertion can be now interpreted in a different way,
referring to a choice of x, as the measurements have been fixed in advance. In particular, one
can expect that it is also true that for a randomly chosen x ∈ Q (with respect to a certain
natural probability distribution) with probability p this x can be ǫ-reconstructed from the
chosen set of measurements.
The Johnson-Lindenstrauss lemma is a finite-dimensional result, so in order to apply it we
have to find for each ǫ > 0 a sufficiently accurate (on Q) finite-dimensional approximation
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of the Hilbert space V . We achieve it by making the following assumption, which is satisfied
in all the specific examples considered below:
Assumption A There exists an orthonormal basis (v1, v2, . . .) in V such that for each d ∈ N
the subspace Vd ⊂ V spanned by v1, v2, . . . , vd satisfies the following: For any x ∈ Q we have
|x− πVd(x)|2 ≤ Cd−β|x|2,
where β > 0, C > 0, πVd is the projection of V on Vd, and | · |2 is the Euclidean norm on V .
For example, Assumption A holds for Q being the class of univariate piecewise-Ck func-
tions, and the subspaces Vd of d-th partial sums of the Fourier basis of L
2([−π, π]), with
β = 1.
Our main result is the following:
Theorem 1.1. Let Q be a relatively compact subset in a Hilbert space V satisfying Assump-
tion A. Then for each ǫ > 0 and 0 < p < 1,
N(ǫ, p, Q) ≤ 20
1− pH
( ǫ
6
, Q
)
.
The proof is given in Section 3.
Notice that the parameters C, β in the Assumption A for Q, V do not enter the statement
of Theorem 1.1. However, these parameters affect the required measurements accuracy
(compare to Remark 3.1).
So, at least for exact random measurements, the requirement that the information on
x ∈ Q comes from linear samples does not increase significantly the number of samples we
need in order to achieve the prescribed reconstruction accuracy.
As the main application, we show in Section 4 that multivariate and univariate piecewise
smooth functions, as well as univariate piecewise analytic ones, can be sampled with essen-
tially the same accuracy rate as their regular counterparts. This fact was conjectured in
various forms in many publications in the field. See discussion after Theorem 4.2.
As a direct consequence of the main result of this paper, we confirm a certain very general
principle, which compares sampling entropy of the classical functional classes, defined by
certain regularity assumptions, and of their extensions, which preserve complexity, but may
completely destroy regularity. Examples considered in Section 4 include piecewise-regular
functions, finite-dimensional “warping”, and adding finite-dimensional non-regular signals.
In all these cases the randomized sampling entropy of the extended non-regular classes remains
essentially the same, as for their regular counterparts.
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1.1. Some references and acknowledgement. Several results on Compressed Sensing
and its modifications have recently appeared, where the Johnson-Lindenstrauss lemma, as
well as Kolmogorov’s n-width, play an important role. See [8, 7, 9, 10, 11, 17] and references
therein. On the other hand, recent results in [24] provide important connections of the
sampling entropy of subsets with their “mean width” and other geometric characteristics. It
would be interesting to compare these results with those of the present paper.
The authors would like to thank A. Melnikov and G. Schechtman for useful discussions,
which, in particular, allowed us to correct some steps in the proof, and to significantly
improve the presentation.
2. Johnson-Lindenstrauss lemma
This result ([16]; see also [8, 7, 9, 10, 11, 17] and references therein) is central in numerous
problems involving dimensionality reduction. We need the following special case of it:
Theorem 2.1. Let Z ⊂ Rd be a finite set of cardinality m. Put n = 20
1−p lnm, with p being a
given probability in (0, 1). Let W be a randomly chosen linear n-dimensional subspace in Rd
and let πW : R
d → W be the orthogonal projection onto W . Then with probability at least p
for each x, y ∈ Z we have
1
2
|x− y|2 ≤
√
d
n
|πW (x)− πW (y)|2 ≤ 2|x− y|2. (2.1)
We recall (following [2]) the specific random choice procedure P used, as well as the main
steps of the proof. The orthogonal basis e1, . . . , en of W is formed as follows: e1 is a random
unit vector chosen uniformly in Rd. The second vector e2 is a random unit vector from
the space orthogonal to e1, etc. For a fixed x ∈ Rd with |x|2 = 1 the coordinates of the
projection π(x) ∈ W according to the basis e1, . . . , en are independent random variables
with the expectation
√
1
d
. Application of the central limit theorem to |πW (x)|22, which is
the sum of squares of n coordinates, provides, assuming n ≥ 20
1−p lnm, the following bound:
P{1
2
|x|2 ≤
√
d
n
|πW (x)|2 ≤ 2|x|2} ≥ 1 − 1−pm2 . Finally, applying a union bound over all (m2 )
pairs of distances in Z, we obtain the required estimate.
3. Entropy meets Dimensionality Reduction
In this section we prove Theorem 1.1. Let Q be a relatively compact subset in a Hilbert
space V satisfying Assumption A, with the parameters β, C, and let ǫ > 0 and 0 < p < 1 be
given. Put ǫ1 =
ǫ
6
, and let m = M + 1, where M = M(ǫ1, Q) is the covering number of Q
with ǫ1-balls.
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Let x ∈ Q be an unknown vector. We have to show that for n = 20
1−p lnm, with proba-
bility at least p, the vector x can be reconstructed with an error at most ǫ from random n
measurements. The reconstruction algorithm proceeds in the following steps:
I. Preprocessing.
1. Put d =
(
RC
ǫ1
) 1
β
, where R > 0 is the radius of the minimal ball centered at 0 ∈ V ,
containing Q.
2. Take the d-dimensional subspace Vd = span{v1, . . . , vd} ⊂ V , which exists according to
the Assumption A, and let πVd be the projection on Vd. For any z ∈ Q we have
|z − πVd(z)|2 ≤ Cd−β|z|2 ≤ ǫ1, (3.1)
where the second inequality holds due to our choice of d, and since |z|2 ≤ R.
3. Pick at random a subspace W ⊂ Vd of dimension n, and denote by e1, . . . , en an
orthonormal basis of it, and let πW : V → W be the orthogonal projection of V on W .
Put πˆ =
√
d
n
πW , and fix the set of measurements, associated with W , as the set of linear
functionals
λi(z) = 〈πˆ(z), ei〉 , i = 1, . . . , n ,
for each z ∈ V .
4. Let M(ǫ1, Q) be a minimal ǫ1-cover of Q. Denote by {xj}Mj=1 ⊂ Q the centers of the
covering ǫ1-balls. Let x˜j = πVd(xj), j = 1, . . . ,M , be the projections of xj to Vd. Notice
that πˆ(x˜j) = πˆ(xj) ∈ W . Indeed,
πˆ(x˜j) =
√
d
n
πW ◦ πVd(xj) =
√
d
n
πW (xj) = πˆ(xj),
since a composition of orthogonal projections on the larger and on the smaller subspaces
coincides with the projection on the smaller one. Denote the points
yj = πˆ(x˜j) = πˆ(xj) ∈ W , j = 1, . . . ,M.
II. Reconstruction of x.
For the unknown vector x ∈ Q perform the measurements λi(x), i = 1, . . . , n. Let y =
πˆ(x) ∈ W . The coordinates of y in W are exactly the measurements λi(x), so y is known.
Take one of the points yj, j = 1, . . . ,M , say yj1 in the ball in W of radius 2ǫ1 around y. As
we shall prove below, such points exist. We take xj1 ∈ Q as the desired ǫ-approximation of
x.
Completion of the proof of Theorem 1.1. It remains to show the with probability at
least p, two assertions hold:
a. The existence of points yj in the ball in W of radius 2ǫ1 around y.
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b. For each one of them, say, for yj1, we have |x− xj1 |2 ≤ ǫ.
Consider the point x˜ = πVd(x) ∈ Vd. We have y = πˆ(x) = πˆ(x˜) ∈ W , by the same
reasoning as above. Now, define Z ⊂ Vd as
Z = {x˜, x˜1 . . . , x˜M}.
So Z ⊂ Vd is a finite set of cardinality m = |Z| = M + 1. Let us recall that x˜, as well as x,
is unknown, while x˜j ’s are known points. Now by Theorem 2.1 with probability p for any
u, v ∈ Z we have
1
2
|u− v|2 ≤
√
d
n
∣∣∣πW (u)− πW (v)
∣∣∣
2
≤ 2|u− v|2. (3.2)
Notice that there exists j0 such that
|x˜− x˜j0 |2 ≤ ǫ1. (3.3)
Indeed, ‖πVd‖ = 1, and x ∈ Q belongs to one of the covering balls, so the center of this ball
xj0 satisfies |x − xj0 |2 ≤ ǫ1. Thus, by the definition of y, yj0, the upper bound of (3.2) and
(3.3) we have
|y − yj0|2 ≤ 2ǫ1.
This proves the assertion (a) above, i.e. the existence of points yj in the ball in W of radius
2ǫ1 around y.
Let yj1 be one of such points. It remains to show that |x− xj1 |2 ≤ ǫ. Indeed,
|x− xj1|2 ≤ |x− x˜|+ |x˜− x˜j1 |+ |x˜j1 − xj1 |.
The first and the third terms, by (3.1), do not exceed ǫ1. Now, since yj1 is in the ball in
W of radius 2ǫ1 around y, we have |y − yj1|2 ≤ 2ǫ1. Applying the lower bound of (3.2), we
conclude that |x˜− x˜j1 |2 ≤ 4ǫ1. Finally,
|x− x˜j1 |2 ≤ 6ǫ1 = ǫ,
which completes the proof of Theorem 1.1. 
Remark 3.1. Let us assume that our measurements λv(x) = 〈x, v〉 are normalized, i.e. |v|2 =
1, and have a finite accuracy δ > 0. In order to keep the reconstruction accuracy ǫ we
have (according to our proof of Theorem 1.1 given above) to assume that δ ≤ ǫ√
d
, where
d is the dimension of the ambient space. This is because the linear mapping πˆ providing
the dimensionality reduction in the Johnson-Lindenstrauss lemma, Theorem 2.1 above, is an
orthogonal projection amplified by, essentially,
√
d. Hence this is the expected amplification
factor of the measurement noise. The dimension d = (1
ǫ
)
1
β in typical examples is of order 1
ǫ
.
Altogether we have to require δ ≍ ǫ 32 , where “ ≍ ” denotes equivalence up to constants, not
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depending on ǫ. Whether such a high accuracy of the samples is indeed necessary, is one
of the open problems in our approach. Another open problem concerns the true necessity
of the random choice of the measurements, which seems to be unavoidable in our specific
algorithm above.
Remark 3.2. We do not provide in this paper lower bounds for sampling entropy. Simple
information considerations show that N(ǫ, Q) cannot be much smaller than H(ǫ, Q). Indeed,
let us estimate the maximal amount of information provided by one measurement with the
range [−1, 1] and a possible error of order δ. With this accuracy we can surely identify
only the measurement values quantified up to 2δ, and this gives us log(1
δ
) binary bits of
information. Thus, N measurements provide at most N log(1
δ
) bits. But to specify any given
x ∈ Q up to accuracy ǫ we need exactly H(ǫ, Q) bits, by the definition of the Kolmogorov
entropy, no matter what is the source of the information. Therefore, independently of the
specific reconstruction method we apply, we must have N log(1
δ
) ≥ H(ǫ, Q), or
N(ǫ, Q) ≥ H(ǫ, Q) log−1(1
δ
). (3.4)
Under the assumption δ ≍ ǫ 32 , as in Remark 3.1, we get N(ǫ, Q) ≥ 2
3
H(ǫ, Q) log−1(1
ǫ
).
Remark 3.3. For exact measurements, in a fixed finite dimensional setting, accurate bounds
for sampling entropy are provided in [24] via the “mean width” of Q. It would be interesting
to compare the results of the present paper and of [24] in a situation where the dimension
of the ambient space grows as the required accuracy bound ǫ tends to zero.
4. Main Examples
In this section we state some known and prove some new results on the Kolmogorov
entropy of important functional classes. Through Theorem 1.1 we obtain estimates for the
corresponding sampling entropy, comparing them with the known values, when available.
4.1. Classical regularity spaces. The following result has been established in [18, 19, 20,
27]:
Theorem 4.1. Let Ck(n,K) ⊂ C0(In) be a (relatively compact) subset of C0(In) consisting
of all Ck-smooth functions on In with all the derivatives up to order k bounded by K. Then
H(ǫ, Ck(n,K)) ≍ (1
ǫ
)
n
k .
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Moreover, let A = A(η,K) ⊂ C0([−π, π]) consist of periodic real analytic functions on
[−π, π], extendable into a complex η-neighborhood of [−π, π] and uniformly bounded there by
K. Then
H(ǫ, A) ≍ log2(1
ǫ
).
Kolmogorov’s results have been obtained for the C0 ambient metric. However, for the
classes Cd(n,K) and A(η,K) consisting of functions with uniformly bounded derivatives,
the L2 and C0 norms are equivalent, so the results remain true also in L
2 ambient norm.
Now the following corollary of our general Theorem 1.1 recovers, in principle, the classical
sampling accuracy for smooth functions. For analytic ones it gives less sharp result: Indeed,
sampling with the first N ≍ log(1
ǫ
) Fourier coefficients reconstructs analytic function with
an accuracy ǫ.
Corollary 4.1.
N(ǫ, p, Ck(n,K)) ≤ C(n, k)
1− p
(
4
ǫ
)n
k
, N(ǫ, p, A(η,K)) ≤ C1(η,K)
1− p log
2
(
1
ǫ
)
.
4.2. Piecewise Smooth Functions. In this section we show that the metric entropy of
piecewise smooth functions is essentially the same as for their smooth counterparts. This is
intuitively clear in one variable: In addition to the “smooth information” we have just to
specify the positions of the jumps, which requires a negligible amount of additional informa-
tion. In several variables we have to be more careful: Complexity of the boundaries of the
smooth regions can significantly contribute to the overall entropy.
In what follows we shall consider piecewise Ck-smooth functions f(x1, . . . , xn) defined on
the torus T n which we identify with the n-dimensional box In = [−π, π]n with the opposite
faces glued together.
Assumptions B.
We shall assume that the jumps of f occur at certain Ck-smooth, pairwise disjoint, com-
pact hypersurfaces Σj ⊂ T n, j = 1, . . . , K. The complement in T n of Σ = ∪Kj=1Σj is a union
of certain n-dimensional manifolds Ds whose boundaries ∂Ds are unions of some of Σj . So
we assume that f = fs on each Ds, with fs being C
k-smooth functions on Ds.
The following parameters of f will be essential in formulation of our result: First of all,
let ρ1 denote the minimal distance between the jump submanifolds Σj . Next, denote for
each point x ∈ Σ by n(x) the unit normal vector to Σ at x. Consider a new orthogonal
coordinate system (y1, . . . , yn) at x such that the axis Oyn is parallel to n(x). Locally the
hypersurface Σ near x can be represented by the equation yn = η(y1, . . . , yn−1), with η a
Ck-smooth function. We shall assume that for each point x ∈ Σ this representation is valid
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in a ball B of a radius at least ρ2 in the coordinates y1, . . . , yn−1, with all the derivatives of
η up to order k uniformly bounded by K1 in B.
The constants ρ2 and K1 are closely related to the injectivity radius of Σ, and they can
be estimated through the upper bound on its curvature.
Next, we assume that all the derivatives of the smooth pieces fs of f up to order k are
uniformly bounded by K2 in the corresponding domains Ds. This assumption implies the
upper bound 2K2 for the jumps of all the derivatives of f along Σ.
Definition 4.1. The class PCk(n) = PCk(n, ρ1, ρ2, K1, K2) ⊂ L2(T n) consists of all the
piecewise Ck-smooth functions on the torus T n, satisfying Assumptions B with the parameters
ρ1, ρ2, K1, K2.
Theorem 4.2. The Kolmogorov ǫ-entropy of PCk(n) ⊂ L2(T n) satisfies
H(ǫ, PCk(n)) ≍ (1
ǫ
)m,
where m = 1
k
for n = 1, and m = 2(n−1)
k
for n ≥ 2.
Proof: We shall construct explicitly an ǫ-net in the set PCk(n) ⊂ L2(T n) containing
approximately minimal number of elements. Let us start with dimension n = 1. Assumptions
B imply the uniform bound s on the number of the jump points of f ∈ PCk(1). First we
quantize, up to accuracy ǫ2, the positions of these jump points. ǫ2 appears here, instead of
ǫ, since a shift of the jump points to a distance of order h produces L2-norm of order
√
h for
the difference of the corresponding piecewise smooth functions.
There are at most (2π
ǫ
)2s quantized jump configurations. For each configuration we con-
struct an ǫ-net of Ck functions on each continuity segment ∆j . Taking all the jump config-
urations, and picking independently elements of ǫ-nets on each continuity segment ∆j , we
construct an ǫ-net in L2([−π, π]) for the entire set Ck(1). The number of the elements in
this net is the product of the number of quantized jump configurations, and of the number
of the elements in the nets for each of the continuity segments. After taking logarithm we
get, by the Kolmogorov result, that H(ǫ, PCk(1)) ≍ (1
ǫ
)
1
k . Indeed, the contribution of the
logarithm of the number of quantized jump configurations is at most 2s log(2π
ǫ
), which is
negligible with respect to the main asymptotic rate.
In several variables, we repeat the same construction. The jump manifolds Σ are, by
Assumptions B, Ck smooth (n−1)-dimensional submanifolds in T n, with uniformly bounded
derivatives up to order k (in appropriate coordinate charts η). By Kolmogorov’s result in
dimension n− 1, after quantization with the step ǫ2 and taking logarithm, we get logM0 ≍
(1
ǫ
)
2(n−1)
k for the number M0 of the quantized jump configurations. For the number Mj of
the elements in the ǫ-net on each continuity domain Dj we have logMj ≍ (1ǫ )
n
k . But now,
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in contrast with the one-dimensional case, we have 2(n−1)
k
> n
k
for n ≥ 3. So the asymptotic
behavior is determined by m = max (2(n−1)
k
, n
k
), which is equal to n
k
for n = 1, and to 2(n−1)
k
for n ≥ 2. This completes the proof of Theorem 4.2 
By Theorem 1.1 we conclude that for piecewise smooth functions in one and two variables
the sampling entropy is the same as for their smooth counterparts, while starting with three
variables it becomes strictly larger. This is an artifact of the L2 norm: It requires double
accuracy in positioning of the jumps. In an appropriate pseudo-norm, combining C0-distance
of smooth pieces, and C0-distance of the jump submanifolds, the Kolmogorov ǫ-entropy, and
hence the sampling ǫ-entropy, remain of order (1
ǫ
)
n
k .
This fact was conjectured in various forms in many publications in the field. Let us
consider in somewhat more detail one specific setting of this conjecture.
Periodic Ck functions on [−π, π] are approximated by their partial Fourier sums up to the
frequency N with the accuracy of orderN−k−1. For real analytic functions the approximation
accuracy is of order q−N , q < 1. From this fact it follows that the deterministic sampling ǫ-
entropy of these classes is of order (1
ǫ
)
1
k+1 and log(1
ǫ
), respectively. However, if discontinuity
points appear, this rate drops to 1
N
, no matter what is the signal regularity between the
jumps. It can be shown that if the position of the jumps is free and not known in advance,
any linear method cannot provide better accuracy than 1
N
(see, for example, [12]).
Fourier reconstruction of piecewise smooth functions is important in many theoretical and
applied problems, from numerical solution of non-linear PDE’s developing shock waves, to
medical imaging. Many recent publications have been devoted to various methods of such
reconstruction (see [1, 5, 13, 14, 15, 21] and references therein for a very partial sample).
While it is known that the “smooth” sampling rate can be achieved inside the continuity
intervals, the problem of accurate reconstruction of the positions of the jump points (and
the signal nearby) turns out to be more difficult. See, however, [22] where piecewise smooth
functions which are continuous, but have discontinuous derivatives, are reconstructed from
point-wise samples with full accuracy).
It was conjectured by Eckhoff and other authors ([13, 21] and references therein) that the
“smooth” accuracy rate N−k−1 of Fourier reconstruction of univariate Ck functions from
their first N Fourier coefficients can be achieved also in a piecewise smooth case (including
the positions of the jumps), if we allow non-linear processing of the Fourier data. In spite of
many attempts, this conjecture remained largely open. In [5] we have shown that a modifi-
cation of the original Eckhoff’s method (based on algebraic reconstruction of the positions
and amplitudes of the jumps) produces “half of the accuracy”, N−
k
2 . Recently Eckhoff’s
conjecture was finally settled in [4], by a further significant improvement of the original
Eckhoff’s method. For the the deterministic sampling ǫ-entropy of piecewise Ck-smooth
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functions this result gives the “smooth order” (1
ǫ
)
1
k+1 . However, the analytic version of this
problem remains open. So, the result of the next section is apparently, a first confirmation
of the “Eckhoff-type” conjecture for univariate piecewise-analytic functions.
4.3. Piecewise Analytic functions. To simplify the presentation, we restrict ourselves
only to the case of one variable. Similar result remains true in a multidimensional situation.
Theorem 4.3. Let PA = PA(κ, η,K) ∈ L2([−π, π]) be the set of piecewise real analytic
functions on [−π, π] with at most κ discontinuity points, such that each their analytic piece
can be extended into a complex η-neighborhood of the corresponding real segment, and is
bounded there by K. Then
H(ǫ, PA) ≍ log2(1
ǫ
).
Proof: Exactly as for Theorem 4.2, one-dimensional case. 
By Theorem 1.1 we conclude that for piecewise analytic functions in one variable the
sampling entropy is of order log2(1
ǫ
). It is an open question whether this bound can be
improved to the classical order of log(1
ǫ
).
4.4. Finite-Dimensional Warping. Let a finite-dimensional family of transformations
Ψτ : [−π, π] → [−π, π] be given, with the parameter τ = (τ1, . . . , τs) ∈ Is = [0, 1]s. We
shall assume that Ψτ (x) is Lipschitzian, both in x and in the parameter τ .
Let a relatively compact Q ∈ L2([−π, π]) be given, with all f ∈ Q being Lipschitzian, with
the same Lipschitz constant. Define Q ◦ Ψ := {g = f ◦ Ψτ , f ∈ Q, τ ∈ Is}. Since Ψτ are
Lipschitzian, Q ◦Ψ is also a a relatively compact subset in L2([−π, π]).
Theorem 4.4. For each ǫ > 0 we have H(ǫ, Q ◦ Ψ) ≤ H(ǫ, Q) + C log(1
ǫ
). If Ψτ are
homeomorphisms of [−π, π] then H(ǫ, Q ◦Ψ) ≤ H(ǫ, Q).
Proof: This is a very special case of the results proved in [18, 20, 25] on the metric entropy
of composition classes. Notice that in general H(ǫ, Q ◦ Ψ) may be strictly smaller than
H(ǫ, Q). This happens, in particular, if, Ψ maps the entire interval [−π, π] into one point.

In particular, let Ck, A denote the classes of Ck-smooth and real analytic functions on
[−π, π]
Corollary 4.2. For Ψτ a finite-dimensional family of homeomorphisms we have
H(ǫ, Ck ◦Ψ) ≍ (1
ǫ
)
1
k , H(ǫ, A ◦Ψ) ≍ log2(1
ǫ
).
By Theorems 4.4 and 1.1 we conclude that the sampling entropy of Ck ◦Ψ, A◦Ψ remains
the same as for their regular counterparts, while the regularity may be completely lost.
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4.5. Adding Finite-Dimensional Linear Combinations. It is easy to show that adding
to the functional classes as above linear combinations of a finite number of fixed Lipschitzian
functions, we do not change the order of their Kolmogorov entropy. By Theorem 1.1 the
sampling complexity remains the same as for their regular counterparts, while the regularity
may be completely lost.
5. Some questions and comments
1. Is it possible to take into account a “regular” geometry of the ǫ-nets that appear in
the functional classes discussed in this paper, in particular, for analytic functions? It is well
known that the dimension bound in Johnson-Lindenstrauss lemma is sharp, up to a factor
log( 1
σ
), where σ is the almost-isometry distortion allowed (See [3]). In our applications σ = 1
2
is fixed, but we encounter a gap of order log(1
ǫ
) in the projection dimension for our ǫ-nets,
in particular, in the case of analytic functions. Are these two effects related? Compare also
bound 3.4 above for finite accuracy measurements.
2. What is the true accuracy rate in sampling of piecewise-analytic functions? It is known
that inside the continuity intervals the classical reconstruction rates from Fourier coefficients
can be recovered ([14]).
For piecewise smooth functions the same gap in the upper and lower bounds appears as
in the piecewise analytic case. However, it does not change the asymptotic recovery rate,
because of a much higher complexity of piecewise smooth functions.
3. What is the “true” order of the allowed measurements errors in the results above? As
it was mentioned in Remark 3.1, we can modify the proofs above to include measurements
of a finite accuracy, but the order of the allowed error is ǫ
3
2 , which may be too high.
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