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Introduction 1
This paper sets out to explore the determinants of population growth in European cities and how those forces differ and coincide with findings for the USA. The results illuminate both the extent to which European integration has been having an impact on population movements and also suggest important differences between the situation in Europe and that in the US. In Europe urban population growth seems likely to be a rather imperfect signal of changes in welfare in cities. This is apparently much less true within countries within Europe despite the notorious geographical stickiness of people in Europe. Once one has controlled for other systematic influences, urban population growth is not affected at all by a city having a better climate than the EU12 as a whole -that is the 12 countries that formed the European Union until its enlargement in 1996 to include Austria, Finland and Sweden -but is strongly influenced by it having a better climate than its country.
The results strongly suggest that the model widely used in the US -both in the quality of life literature (Roback, 1982; Blomquist et al, 1988; Gyourko and Tracey, 1991; Gyourko et al., 1999) and in the analysis of urban growth (Glaeser et al, 1995; Rappaport, 1999) -has application but has to be fundamentally modified for a European context. The evidence presented here suggests that labour in Europe is geographically immobile and, in as far as there is mobility in search of quality of life, it is a within country phenomenon. The central assumption of perfectly mobile factors and the equalisation of real marginal returns across cities explicit in the US models cannot reasonably be maintained in the European context, therefore. That said, however, it is interesting how significant climatic differences between cities within countries in Europe appear to have been in determining differential patterns of population urban growth over the past 20 years. In this sense the results reported here can be seen as complementing those reported for Germany in Rehdanz and Maddison (2004) and making more precise those reported previously for the EU12 in Cheshire and Magrini (2002) The impact of climatic variables is analysed within a wider examination of rates of urban population growth. There are other influential regional fixed effects that have to be allowed for. These have been modelled explicitly, however, since some of them are of interest in their own right. In the context of our findings with respect to quality of life differences, the most interesting is the impact of systematic regional differences in a measure of the economic gains from European integration. Here we find that changes in a city's economic potential -a measure of the accessibility of incomes at any point -associated with the integration of the EU and falling transport costs, have had a statistically significant influence on differential rates of population growth across the whole space of the EU of 12. This influence on the spatial pattern of incomes, therefore, does appear to operate at an EU level although in statistical terms it is not so influential or so significant as climatic variation within countries.
The idea that differences in climate might influence long run population movement has a long history. One of the first to investigate it was Graves 1976; 1980 and 1983; 2003a & b; Graves and Linneman, 1979 . His interest was in the influence of climatic differences on migration flows, however, and it was not until the work of Roback (1982) that climatic differences were put into the more general framework of a compensating differentials model from which inferences might hope to be made about regional and urban differences in the quality of life. If people are perfectly mobile and vote with their feet, then it follows that in equilibrium no one could move without being worse off. In such a model, differences in climate will be just one source of differences in quality of life. Other features of the natural environment such as topography, scenery and major natural attractions including ski slopes and access to large bodies of water will also have an influence. So too will features of the manmade environment such as conserved open space, the quality of the housing stock, the quality of local public goods and of course jobs, wages and job opportunities. Such differences will be capitalised into land values (and hence house prices) and reflected in labour markets. There they may appear as differences in wages for given occupations, jobs and qualities of labour and/or into expected earnings, allowing for the probability of an individual with a given stock of human capital not being employed. One may chose to live in a nice place accepting that one will have lower expected money earnings -whether because wages are lower or it is harder to find a job for given skills.
In the US, there seems to be significant power in this model. Various studies (for example, Hoehn et al., 1987; Blomquist et al., 1988; or Gyourko and Tracy, 1991) have found convincing evidence that interregional environmental differences are valued and capitalised in the way predicted by the compensating differentials model. However, as Gyourko et al., 1999 conclude: '…recent work….reports the presence of large city-specific error components in the underlying….estimated …local trait prices….it turns out that….the level of imprecision is such that much better descriptions of local amenity and fiscal conditions, plus superior controls for housing, worker and job quality are needed….' (page 1415)
The authors concluded on a rather pessimistic note. Collecting the additional and better data needed to get better estimates of the underlying hedonic models to obtain more accurate estimates of the relevant local trait prices, would be exceedingly time consuming and expensive. So further progress was unlikely for the foreseeable future.
In a European context the data demands for the estimation of quality of life models are, as was noted in Cheshire (1990) , wholly impossible to meet. There is not even systematic data available on house prices that would allow the estimation of hedonic house price models for European cities across countries. Internationally comparable data on individual workers, their locations, the jobs they do and their remuneration are also absent. The position with respect to local fiscal regimes and the supply of local public goods is even worse. There is thus no prospect of estimating 'compensating differentials' models for the cities of Europe.
In the quality of life literature, however, differences in climate have been found to be the most important single environmental variable in explaining difference between cities. The work of Graves (and most recently Rappaport, 2004) has produced conclusive evidence that once other factors have been standardised for, such climate differences are a highly significant explanatory variable in migration patterns. It does seem well worth exploring the role of such differences in the context of Europe, especially given the popular perceptions that it is increasingly relevant to view Europe as a single integrated economic space. It is in this spirit that we approach the question. Given data limitations, we cannot measure migration flows between the major city regions of the EU12 but we can measure population growth. We can also measure natural population change at the regional level and so measure a surrogate net migration effect.
We focus therefore on patterns of urban population growth over an extended twenty-year period with an open mind. Does the evidence support the view that climate differences in Western Europe are influential factors in urban population growth once natural increase has been allowed for? Does the evidence suggest that the EU12 is a single integrated space? Depending on the answers we may then draw some conclusions as to whether people in the EU12 respond to quality of life differences in making locational choices as they appear to in the US and whether they trade off more obviously economic factors, such as employment prospects and house price differences, against such factors as climate.
The data and estimation
All the analysis is performed on a data set built up over a 25 year period relating to Functional Urban Regions (FURs) defined 2 so far as possible according to common criteria across the EU of 12. Such FURs correspond to the economic spheres of influence of significant employment concentrations and so are relatively self-contained in economic terms. The analysis is conducted only for FURs with a population of more than one third of a million and a core city which exceeded 200 000 at some date between 1951 and 1981. Cities of the former eastern Länder of Germany and Berlin have to be excluded because of lack of data. The variables used are defined in Appendix 1, which also provides a brief description of how they were measured and the sources used. All data are defined to common statistical concepts either weighting data available from the Eurostat REGIO database to estimate values for FURs or collected directly from national statistical offices or common data providers and adjusted where necessary to common definitions. The data on climate are taken from the Climate Research Unit (University of East Anglia) database and for each city relate to the 30 km square which contains the geographical centroid of the FUR. In a very few cases, such as Portsmouth and Southampton, the FURs are so close together they fall in the same square but there is nevertheless considerable climatic variation within most countries. Even within the Randstat cities of the Netherlands there is a 10 percent variation on most climate measures.
Since the focus of this paper is regional fixed effects, the analysis employs OLS. Our estimation strategy is to find the 'best' base model in terms of differences in economic structure and gains from integration and then to explore the impact of climatic differences and alternative functional forms. The models are estimated using robust standard errors. Having chosen a set of best models, we then subject these to extensive tests for specification and econometric problems. The only evidence of any such estimation problems is that there are signs of some multicollinearity and of spatial dependence. The indications are that the multicollinearity which is present does not imply that there is a serious problem of bias in the estimation. It results mainly from the collinearity of the climatic variables, especially in the quadratic form, but also from the functional form selected for some of the economic structure variables. For these, however, there are strong reasons of economic logic. Above all the estimated parameters show considerable stability and are always statistically significant. The tests for spatial dependence mainly suggest the specifications are satisfactory but do indicate that there is a degree of spatial dependence. We therefore also provide the results from a spatial lag model. Although suggesting that perhaps it is useful to include a spatial lag, these results confirm the main findings. Incidentally, and relevant to our focus on the effects and 2 For a detailed discussion of the definition of the FURs used throughout this paper see Cheshire and Hay (1989) .
They are defined on the basis of core cities identified by concentrations of employment and hinterlands from which more commuters flow to the employment core than to any other, subject to a minimum cut off. They were defined on the basis of data for 1971. They are broadly similar in concept to the (Standard) Metropolitan Statistical Areas used in the US. extent of economic integration within Europe, they also suggest that on average a national border imposed an equivalent time distance cost of two hours.
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Some practical and theoretical considerations Within the EU, geographic labour mobility is an order of magnitude less than in the US. If, for example, we measure net interregional population mobility, using similarly sized regions in both the US and the EU, then the incidence of mobility is higher by a factor of 15 in the US. Taking the weighted mean net migration flows between the 51 US states over the decade of the 1990s and expressing that per resident in 1992 yields a mobility rate of 0.005255 -or about 0.5%. Data on net migration at an interregional level are not available for all the EU12 countries so we have to exclude Italy and Portugal. But if the remaining large countriesFrance, Germany, Spain and the UK are divided into their Level 1 regions (in Germany the Länder or in Britain the Standard Regions) and the smaller countries are treated as single units then for the resulting 47 territorial units the weighted mean net migration flow over the 1990s was 0.000382 per person -or about 0.04%. Since the EU is substantially smaller in geographic terms and has larger regional differences in mean incomes one would have expected that net migration flows between units of roughly equal size would have been greater rather than smaller.
Thus, we should not expect necessarily to find that either the patterns of population growth or their determinants were the same in European and US contexts. Equally we should have a degree of scepticism as to whether such population movement as does occur is sufficient to equilibriate spatial differences in opportunities and welfare within any reasonable timeframe in the EU. Glaeser et al., (1995) argue that if we assume perfectly mobile factors, a common CobbDouglas production function (and factors receiving the value of their marginal product) and quality of life decreasing in city size then it follows that population growth is the most useful indicator for growth in urban prosperity or welfare. People vote with their feet and if the combination of the real wage and quality of life they could receive in some other city is higher then they will move to it. This will be an equilibrating process, however, with equalisation of the combined real wage and quality of life on the margin. Population growth thus reflects both productivity growth and growth in a city's quality of life.
Between countries, however, there is not free factor mobility and it may be less reasonable to assume a common production technology, so it is more appropriate to adjust for exchange rate and price differences and analyse (rates of growth of) GDP p.c. if the researcher wishes to investigate differences in economic well being or rates of growth thereof. As noted above, on one reasonable measure, rates of net interregional migration in the US are some 15 times greater than those in the EU. It is also possible that linguistic, cultural and institutional difference between European regions mean that they do not fully share a common production technology and that there are differences in regional rates of technical progress (RodriguezPose, 1998). These considerations suggest the model of urban growth processes frequently applied in the US may be inappropriate in a European context and that in Europe the most relevant variable is growth in real GDP p.c. Thus a further point to the present paper is to investigate what variable is most appropriate if one wishes to investigate spatial differences in welfare or welfare change in a European context: is it population growth or the rate of growth of incomes? It is to this we now turn. Table 1 shows the results obtained in deriving our base model. The dependent variable here, as elsewhere, is the annualised rate of population growth for 121 major EU FURs over the period 1980 to 2000. All variables are defined in Appendix 1. Agricultural and Industrial Employment '75 measure the proportion of the labour force in industry and agriculture respectively in the encompassing level 2 region in 1975. The variable to reflect the influence of the coal industry is measured as a dummy to indicate whether the FUR core or hinterland coincided with a physical coal measure. The port size is a measure of the tons of traffic through each port in 1969. Employment even by such broad sectors as agriculture, industry and services is only available for all relevant regions of the EU12 for one year before 1980. The more specific resource based industries -coal mining and port activity -have had negative environmental and local economic effects. As a result, they are likely to have had a more influential negative effect on a FURs' growth than the broader sector -industry. If quality of life differences are a significant influence on the rate of population growth then since both the coal industry and port activity have had negative impacts on the physical environment of cities and their regions -and perhaps also on their social environment -as well as leaving a poor endowment of human capital, we should expect to find lower rates of population growth in FURs in which coal and port activity were concentrated. That is cities concentrated on these activities not only had a relative decline in economic opportunities but also, even allowing for this, a worse quality of life. It is partly because of the environmental effect that it leaves behind that the influence of the coal industry is measured in terms of the physical co-incidence with coal measures of the FUR core city and its hinterland; the influence of a past specialisation in coal mining would endure after the industry itself had disappeared as a source of employment. Even by 1979, a significant number of the traditional mining areas of Europe had nil or negligible employment left in mining. Thus, the coal variable is, and was intended to be, independent of when mining employment declined.
The results: the basic model
Ports have received little attention in the literature as sources of disadvantage for urban economies. Given their historic importance as locations for processing industries (see, for example, Alonso, 1964) , however, and the way in which the technological transformation of port activity over the period from the mid-1960s to the early 1980s ended this role by eliminating their function as transhipment locations, the legacy of problems ports have left their host cities seems likely to be significant. A further aspect of the transformation of port activity is that it has involved a very substantial increase in capital : labour ratios. An industry which was labour intensive has become capital intensive. Therefore, it is reasonable to expect that while the general effect of having specialised in port activity for a city's economy would have been negative over the period of the analysis, some of the very largest ports might have benefited from the concentration of port activity in few locations. As a result, we might expect the functional form relating port size with city growth to be quadratic with the very largest ports having a less negative effect than medium sized ones.
In understanding urban population growth, therefore, it would seem that these more precise measures of industrial structure, which capture not just declining economic opportunity but also aspects of quality of life differences, should provide more explanatory power than a broad measure of specialisation in industry. The results confirm this.
The base model, model 7, reported in the final column of Table 1 , contains two additional economic variables related to systematic differences between cities. These are explicitly measures of spatial economic variables. At least since the 1960s there have been arguments that (European) integration would have systematic spatial effects, economically favouring core regions. An early empirical attempt to quantify such effects was embodied in the work of Clark et al., (1969) . More recently work by Krugman and Venables has produced formal theoretical models with essentially the same conclusions (see Fujita et al., 1999 for a survey). The Integration Gain variable is calculated directly from the work of Clark et al., (1969) supplemented with the estimates for the regions of Spain and Portugal provided by Keeble et al., (1988) Economic potential is a measure of the accessibility at any location to total GDP allowing for costs of distance including tariffs. For further discussion see Clark et al., 1969 reduction in transport costs following the introduction of roll-on roll-off ferries and containerisation.
As was discussed in Cheshire (1999) the theoretical arguments as to why integration should favour core regions do not imply that the relationship measured for the 1980s or the 1990s should necessarily be linear with respect to the variable used here. Clark's calculations are for different hypothetical states of the world but with regional GDP data estimated for, and fixed at, 1966. Any differential spatial growth induced by integration might have been fastest where economic potential increased most in the initial stages. But such growth would tend to bid up local factor costs and produce additional congestion, other things equal. In turn, if there were a fixed and single integration shock, this would tend to produce deconcentration over time from the core to surrounding regions. Therefore, in the absence of further integration shocks, by the 1980s the relationship between differential urban growth and Clark et al.'s (1969) estimates of the change in economic potential might be expected to be quadratic, with the greatest gains no longer in the core regions but in the outer core or near periphery. In the 20 years from 1980, however, there were a series of integration shocks: the enlargement to include Portugal and Spain; the introduction of the Single European Market; further enlargement and then monetary union. Thus, since our population growth rate is the average over 20 years we might expect the best approximation for the relationship between population growth and the influence of our measure of the spatial impact of Integration Gain to be linear, implying that the greatest gains from integration over the period as a whole were in the core regions in which there were the largest expected increases in 'economic potential'. This is the result reported in Model 7 where the variable is significant and the best statistical results are obtained if the square of the gain in economic potential is used as the independent variable 4 .
As has already been shown, interregional migration in the EU is very restricted. However there are alternative forms of labour mobility, likely to be particularly important in Europe, because of both the dense nature of urbanisation and the relatively effective transport systems and the long distance commuting these render feasible. In the EU, there are swathes of densely urbanised territory where FURs are not just tightly clustered but their boundaries are contiguous. In such conditions, if the economic attractions of a FUR increase relative to its neighbours it will attract in additional commuters. Since changes in commuting patterns are cheap relative to migration, the major adjustment mechanism would be expected to be changes in the former in response to changes in the spatial distribution of economic opportunities between neighbouring FURs. This assumes that conditions influencing the quality of life are constant over time between neighbouring FURs.
If changes in commuting patterns act in this way as spatial adjustment mechanisms between neighbouring FURs, then we should expect a 'growth shadow effect'. A FUR growing economically faster will initially suck in additional workers from neighbouring FURs. Over time these long distance commuters attracted to work in the faster growing FUR may move residence and become short distance inter-FUR migrants leading to population growth in the subsequent period in the economically more dynamic FUR. Moreover, since long distance commuters (and perhaps those reacting to changes in the pattern of spatial economic opportunities) have higher human capital and perhaps favourable unmeasured productivity characteristics then there would also be a composition effect. The productivity of the labour force of the FUR attracting additional commuters would grow relative to that of its neighbours. Finally, there might also be dynamic agglomeration effects favouring productivity growth in the faster growing FUR.
5
This is tested by means of the Interaction variable, measured as the sum of the differences in the growth rate of employment in the FUR and in all FURs within 100 minutes travelling time weighted by distance over the period 1979-1991. It thus proxies for net commuters attracted to employment in each FUR over the first half of the period. Differential employment is discounted by distance measured in minutes since the impact of employment growth in a FUR on the attraction of commuters from neighbouring FURs has been shown to be distance sensitive (see Cheshire et al., 2004) . The estimated parameter for the variable is significant and positive, supporting the interpretation that commuters attracted in one period reinforce the dynamism of the more successful FUR relative to its neighbours and generate differential population growth in it over the period as a whole.
It would seem obvious that a control should be introduced for background differences in net fertility rates. Two possibilities suggest themselves: country dummies and the rate of natural increase in population in the area of each country outside the area of its major FURs. Because of small numbers of observations in small countries, these would have to be grouped to construct dummies. In addition, by using the measured rate of natural increase of population outside the areas of the major FURs one is not only constructing a continuous variable and minimising potential problems of endogeneity but also, in effect, creating a surrogate for net migration. Since the underlying interest is in the drivers of population change resulting from net migration this is a clear advantage. The variable has the expected sign and is highly significant 6 . Table 2 reports the results of adding to this base model variables to reflect climate differences between FURs. The results in the first three columns show the impact of geographical position: 'west' and 'south' measure how far west or south the centroid of the FUR is from its national capital and 'euwest' and 'eusouth' measure how far west and south the FUR is relative to Brussels. How far south a FUR is, is related to its climate. This is not so obviously true of how far west a FUR is although in a European context this will usually be related to a milder but damper climate. What we observe is that south within country is highly significant and the coefficient is stable whether west within country is included or not. Westness is not really significant although it has a negative sign suggesting that dampness is less attractive. This is in strong contrast to the position of the FUR relative to the EU as a whole. Both these measures are completely non-significant. Adding just the 'south within country variable' to the base model, however, increases the R 2 from 0.518 to 0.60. 5 In an ESRC Cities Initiative project, we addressed these issues directly. Changes in commuter flows between a set of 114 EU FURs with cores within 100 minutes travel distance were modelled. It was found that with appropriate lags inward commuting increased as GDP p.c. increased in a FUR, outward commuting increased as unemployment increased in any FUR and the responsiveness of all inter FUR commuting to changes in economic variables declined with time-distance (Cheshire et al., 2004) 6 There are two further issues of interest: these are the impact of the unemployment rate in the FUR at the start of the period and population density. Including the mean FUR unemployment rate for the period 1977 to 1981 in the base model instead of the measure of concentration on industrial activity in the wider region reduces the R 2 significantly and although the parameter associated with unemployment has the expected sign, it is not significant. Population density might be expected to be relevant since if all other things are constant, higher density should be associated with more congestion and higher costs of land. Including it as an additional variable in the 'base model' it has the expected negative sign and increases the R 2 slightly but it is only significant at about the 20 percent level. Parameter estimates shown in italics are not significant at 10% All parameter estimates significant at 5% or better
The next four models in Table 2 include a range of climate variables, each measured relative to the mean value for the country, with a linear specification while the final three models (16 to 18) include climate relative to country variables but use a quadratic functional form. We do not have priors about which specific climate variables should be significant although from US studies we might expect more sunshine and warmer weather to be preferred. Nor can one have priors about the functional form. It would seem most reasonable to expect the relationship (if there is one) to be asymptotic to some upper value of heat, dryness and sunshine. All possible climate variables were tried and we just report some of the more successful here in Table 2 . We should emphasise that the climate variables when expressed as a ratio to the value for the EU as a whole were never significant. The highest t value for any such variable was -1.11 for frost frequency relative to the EU mean.
As expected, we find that cloud cover and wet day frequency are associated with slower, and warmth is associated with faster, population growth. Comparing the results for models 13 and 16, 14 and 17 and 15 and 18 suggests that the quadratic functional form performs systematically better and inspection shows that the relationship is effectively asymptotic to an upper value of dryness and heat as anticipated. Table 3 reports what might be thought of as the best models. In all such models, a quadratic form for the climate variables performs best. The linear estimates for each independent climate variable reported in Table 2 provide a simple guide to the overall impact of the climate variable on population growth: thus more cloud cover and wetness have a negative impact on growth and the variables reflecting a warmer climate have a positive impact. Model 19 includes a direct measure of wetness and the 'south within country' variable. The R 2 increases relative to the comparable models: 8 (which includes the south and west variable but not wetness) and 18 (which includes the ratio of wet days to the country mean but not the south variable). Models 20 and 21 include combinations of climate variables: frost frequency, maximum temperature and wet day frequency all calculated as ratios of the county values. It will be seen that these models appear to perform well and provide striking evidence that climatic differences are strongly and significantly associated with differential rates of urban population growth but only when measured as differences within countries. There is no evidence to suggest that differences in climate across the EU as a whole were relevant although, of course, this is not inconsistent with a degree of international population mobility associated with climatic differences. It suggests rather that in so far as people do make such moves, they select the country first and then, in choosing locations within countries, choose cities with better weather. Table 4 reports the critical results of a series of diagnostics tests for specification and spatial dependence. For illustrative purposes, the results are shown for the so-called base model and for two of the best models, Models 20 and 21. Full results are available from the authors but these show the significant results. As is well known the major problem in testing for problems of spatial dependence is the choice of measures of 'distance'. Past experience (see, for example, Cheshire and Magrini, 2000) has shown that the most sensitive measure of distance when analysing growth differences between European FURs is the inverse of time distance between pairs of FURs (measured as transit time by road including any ferry crossings and using the standard commercial software for road freight). In the present case, we tested for both the inverse of time distance and the inverse of time distance squared and, in addition, experimented with an added time distance for all FURs separated by a national border. 'Time' effects tested for national borders varied from zero to 120 minutes. We found that the greatest sensitivity in the tests for spatial dependence was achieved if the time cost of a national border was set at 120 minutes. In addition, the most sensitive measure of total distance was if the distance between each pair of FURs was represented as the inverse of time distance (including the 120 minutes for a national border) squared. The loglikelihood and information criterion values are included so that the fit of these models can be directly compared with the spatial lagged models reported in Table 5 .
Spatial dependence
The diagnostic tests suggest that there are no problems of either heteroskedasticity or nonnormality of errors. The value of the multicollinearity condition number is relatively high in most of the models in which climate variables are included in quadratic form but since the parameter estimates are stable and the functional form (effectively suggesting that it is asymptotic to an upper value) seems sensible, we are not concerned with this. The highest value for the multicollinearity condition was found for Model 21 but as can be seen from the results of the equivalent model with a spatial lag (see Table 5 ) this may be because the functional form is very close to linear. Of more concern are the results for the tests for spatial dependence. In the models in which 'south within country' or climate variables were included the LM error test -the most reliable and appropriate -suggests no problems of autocorrelation in errors but the results of the LM lag tests (again the most appropriate and reliable) suggest there could be estimation bias because of the omission of a spatial lag variable. This seems likely to be a minor problem, however, only showing up as significant at all when distance is represented in the most sensitive form as the inverse of time distance squared including the 120 minute national border effect: and even then, in Model 21, it is on the margins of significance at 10%. Table 5 reports the results of fitting a spatial lag model using maximum likelihood estimation. The results are shown for the base model and three other good models including Models 20 and 21.
As suggested by the tests for spatial dependence, the spatially lagged value of population growth is significant. However all signs remain appropriate and -except for the spatial effects of EU integration in the 'base' model -all variables are significant at at least 10%. A few variables however, cease to significant at 5%. All other variables are significant at 5% or better, however, and the diagnostics remain reassuring. Perhaps most reassuring of all, and again consistent with the conclusion that problems of spatial dependence are for practical purposes very minor, the coefficient estimates for equivalent models hardly change numerically in the spatially lagged estimates (Table 5 ) compared to the robust standard errors, OLS estimates reported in Table 3 .
Conclusions
The results reported in this paper provide strong evidence that there are some systematic EUwide spatial adjustment effects influencing the rate of growth of city populations. These EUwide effects, however, are only related to economic conditions. Using the predicted value of the change in economic potential associated with EU integration (as reported in Clark et al., 1969) as our measure of the spatial impact of integration, we find a significant positive effect on a FUR's rate of population growth over the whole period 1980 to 2000. We cannot test a full compensating differentials model of population movement but the results strongly support the conclusion that population movement does respond to climatic differences but only within countries. When climatic variables are included relative to EU values, the results are totally non-significant. When they are expressed relative to national mean values, however, they are highly significant and the results appear stable and robust. Not only that but including climatic variables directly rather than the proxy of 'south within country' produces rather better result. This is further evidence that climatic differences themselves influence patterns of population mobility (remembering that since the rate of natural growth of population in the area of each country outside its major cities, represented by FURs, is included, we have a surrogate model for population movement not just population growth). These results have significant implications because they suggest that even with the geographically comparatively sticky population observed in Europe, where interregional net migration flows are several orders of magnitude lower than in the USA, still the idea that people vote with their feet and to some extent trade-off quality of life for income is valid. This is consistent with the single country results recently reported for Germany (Rehdanz and Maddison, 2004) All other things equal we should expect that unemployment rates would be somewhat higher and incomes and income growth somewhat lower where the climate is drier, sunnier and warmer. That we only find climatic differences are significant within countries, not over the EU as a whole, in models of population growth does not imply there is no quality of life driven migration in Europe. Rather it would seem to imply that people when they move chose their country first but, having chosen their country, are then influenced by better weather. This has considerable significance for the interpretation of the welfare implications of measured differences in income or unemployment between cities or regions. A further point of interest is the finding that measures of the spatial lags between cities in their rates of growth of population are most sensitive if national borders are represented as equivalent to a two hour increase in time distance. It may be forcing the results somewhat but it is perhaps suggestive of the continuing impact of national borders on population mobility in Europe.
