Sensor data fusion takes many forms and has diverse purposes. Sensor data fusion can improve a complex r o b o t ' s p i c t u r e o f t h e w o r l d and increase i t s confidence i n t h e t r u t h o f t h a t p i c t u r e .
ABSTRACT
Sensor data fusion takes many forms and has diverse purposes. Sensor data fusion can improve a complex r o b o t ' s p i c t u r e o f t h e w o r l d and increase i t s confidence i n t h e t r u t h o f t h a t p i c t u r e . A computing architecture which supports many d i f f e r e n t schemes f o r f u s i n g s e n s o r d a t a i s necessary t o s u p p o r t t h e a c t i v i t i e s o f complex robots. One such architecture i s t h e d i s t r i b u t e d blackboard mechanism implemented onboard the USMC Ground Surveillance Robot (GSR) El].
The d i s t r i b u t e d b l a c k b o a r d h a s p r o v e n t o be a very u s e f u l a n d f l e x i b l e mechanism through which t o a c c o m p l i s h e f f e c t i v e s e n s o r d a t a f u s i o n .

INTRODUCTION
Today, multiple, redundant and disparate sensors are abundant.
Many e x i s t i n g complex mobile robots employ multiple sensors (e.g. TV cameras, a c o u s t i c , i n f r a r e d and l a s e r r a n g e f i n d e r s , absolute and r e l a t i v e n a v i g a t i o n s e n s o r s , f o r c e and t a c t i l e sensors, etc.).
As t h e c a p a b i l i t i e s o f complex robots increase they can undertake t a s k s o f g r e a t e r c o m p l e x i t y and perform more r o b u s t l y i n u n c e r t a i n and unknown t a s k environments. Sensor data fusion i s a l o g i c a l s t e p t o w a r d s i n c r e a s i n g r o b o t c a p a b i l i t y . I t l e t s a r o b o t make best use o f a l l o f i t s sensor resources to solve complex tasks. Sensor data fusion can improve a colnplex robot's performance by providing hybrid information, by reducing sensor errors and by maximizing sensor use. . A l l e n f u s e s s t e r e o v i s i o n and a c t i v e t a c t i l e s e n s i n g d a t a f o r o b j e c t r e c o g n i t i o n generated by inaccurate sensor data interpretation models, by sensors driven beyond t h e i r bounds of known accuracy and by sensor failures. Flynn i n v e s t i g a t e d t h e use o f m u l t i p l e s e n s o r s w i t h complementary c h a r a c t e r i s t i c s t o -r e d u c e t h e e r r o r i n h e r e n t i n s e n s i n g mechanisms L51.
H y b r i d i n f o r m a t i o n i s i n f o r m a t i o n d e r i v e d f r o m t h e
Her system also exploited sensor redundancy to recover from C31.
Data fusion can reduce sensor errors U.S. Government Work. Not protected by U.S. copyright. s e n s o r f a i l u r e . The m u l t i p l i c i t y o f d a t a available from redundant sensors i s a u s e f u l feature which can go u n d e r u t i l i z e d i f a coherent methodology i s n o t d e v e l o p e d t o a n a l y z e s e n s o r performance. This analysis w i l l almost always i n v o l v e t h e f u s i o n o f d a t a f r o m many sensors. Sensor use can be maximized by using data fusion t o o p t i m a l l y c o n t r o l s e n s o r a p p l i c a t i o n , t o a i d i n s e n s o r c a l i b r a t i o n and t o f i l t e r n o i s y sensor data. Kent uses f a s t i n f r a r e d p r o x i m i t y d e t e c t o r s and a video camera t o grasp dynamic objects
C41.
I n h i s system the vision system generates realtime c a l i b r a t i o n p a r a m e t e r s f o r t h e p r o x i m i t y system.
Brooks [6] and I b e r a l l [7] have developed methods f o r h i d i n g s e n s o r y d a t a b y r e p r e s e n t i n g it i n a f i l t e r e d f o r m w h i c h depends upon t h e p e r c e p t i v e processing needs. Perceptive processing needs can a l s o g u i d e t h e c o n t r o l o f s e n s o r s i n d a t a g a t h e r i n g a c t i v i t i e s L7J. I n a n o t h e r example, t h e Ground Surveillance Robot (GSR) uses s t e e r e d acoustic rangefinders and a vision system mounted on a t h r e e d e g r e e o f f r e e d o m p l a t f o r m f o r t a r g e t t r a c k i n g L11. Each sensor system relays target b e a r i n g i n f o r m a t i o n t o t h e o t h e r t o h e l p s e r v o i t s f i e l d o f view i n t h e p r o p e r d i r e c t i o n .
SENSOR DATA FUSION TECHNIQUE
I n t h e s i m p l e s t s i t u a t i o n , a r o b o t w i t h m u l t i p l e sensors uses them independently.
As the data from multiple sensors are merged t h e c o u p l i n g complexity increases the design complexity s i g n i f i c a n t l y . The f i r s t s t e p t o w a r d d e a l i n g w i t h t h i s c o m p l e x i t y i s t o use a uniform sensor data representation. This agreement i n r e p r e s e n t a t i o n i s necessary to permit economical communication between distributed sensor subsystems. Data from l i k e sensors are the simplest t o fuse since they have t h e same dynamic responses, update rates, c a l i b r a t i o n and e r r o r c o n d i t i o n s . O f t e n l i k e sensor data can be most e f f e c t i v e l y f u s e d a t t h e l o w e s t l e v e l s o f t h e c o m p u t i n g h i e r a r c h y . D a t a fusion problems increase further when t h e i n f o r m a t i o n f r o m d i s p a r a t e s e n s o r s i s merged. I f the physical domains of disparate sensors i n t e r s e c t t h e n d a t a f u s i o n r e q u i r e s knowledge o f the observation times, the sensor responses (both s t a t i c c a l i b r a t i o n and e r r o r ) and t h e f u s i o n method (i .e. , what model i s used t o equate two d i f f e r e n t measurements o f t h e same phenomenon). Several methods can be used t o f u s e d i s p a r a t e sensor data.
O f course, a representation and a c o l l e c t i o n o f methods a r e n o t s u f f i c i e n t f o r practical sensor data fusion.
Timely e f f e c t i v e d a t a f u s i o n r e q u i r e s a f l e x i b l e c o m p u t i n g a r c h i t e c t u r e .
The architecture discussed i n t h i s paper uses a distributed blackboard paradigm. Several examples o f sensor data fusion onboard the GSR are discussed t o i l l u s t r a t e t h e power o f t h e distributed blackboard technique.
Representation
A robot task environment E can be modelled as a f i n i t e unordered set of objects, 0, such t h a t
Each o b j e c t 0 i n t h i s s e t has an a s s o c i a t e d s e t o f p r o p e r t i e s P where
And each object property has a single value hence the simplest task environment representation i s t h e s e t o f 3 -t u p l e s E = ((0 , P , VI,
Unfortunately, knowledge of the environment can n o t be o b t a i n e d d i r e c t l y b u t must be measured through sensors plagued by the inaccuracies of the real world. Sensors introduce errors for a v a r i e t y o f reasons including inherent u n c e r t a i n t i e s , d i s c r e t e sampl i ng and q u a n t i f i c a t i o n e r r o r s , i n a c c u r a t e c a l i b r a t i o n and d e v i c e f a i l u r e s . (VY e ) ) ) n,m r ) where r = subset-of(E) A n o t h e r n o t i o n u s e f u l t o t h i s d a t a r e p r e s e n t a t i o n i s t h e c o n f i d e n c e i n t h e i n t e r p r e t a t i o n o f a property's value. Confidence measures have been proposed as a primary means f o r f u s i n g d a t a a b o u t t h e same o b j e c t p r o p e r t i e s f r o m d i f f e r e n t s e n s o r s
L2,3].
Usually measures of confidence represent t h e s e n s o r s o u r c e ' s f a i t h i n t h e model i t uses t o i n t e r p r e t p r o p e r t y v a l u e s a n d e r r o r e s t i m a t e s . Most simply, a confidence measure can be used as t h e c r i t e r i o n t o choose between c o n f l i c t i n g s e n s o r e s t i m a t e s o f t h e same property value. It can also be used f o r s e t t i n g t h r e s h o l d s and weights i n various averaging schemes. I n t h i s scheme, confidence measures are assigned at the moment t h e i n f o r m a t i o n i s made a v a i l a b l e t o o t h e r consumers.
As a result, these measures can become inaccurate i n dynamic situations. Consistent confidence measure s c a l i n g i s c r i t i c a l i f confidence i s used i n sensor data fusion. Nevertheless, confidence, c, i s a key aspect o f sensor data representation thus changing the object-property tuples i n t h e t a s k e n v i r o n m e n t r e p r e s e n t a t i o n t o E = ((0 , P , (v, e, c ) ) ,
U n f o r t u n a t e l y ,
remains an inadequate r e p r e s e n t a t i o n i n most task domains because i t takes no account of the changing property values o f a dynamic world and, f a i l s t o p r o v i d e any basis for temporal reasoning.
A s t a t i c r e p r e s e n t a t i o n o f unchanging or slowly changing (relative to the l e n g t h o f t h e t a s k ) p r o p e r t i e s is s u f f i c i e n t .
However, many p r o p e r t i e s change t o o r a p i d l y t o ignore temporal considerations. Often a s i g n i f i c a n t amount o f t i m e passes between the t i m e a measurement was made by a sensor and the t i m e i t i s used. Knowledge o f t h i s t i m e i n t e r v a l i s n e c e s s a r y f o r d a t a f u s i o n i n dynamic s i t u a t i o n s s o decisions can be made as t o how best t o use t h e i n f o r m a t i o n and so estimates of current values can be predicted (provided the nature of the dynamics are known). I n a d i s t r i b u t e d c o m p u t i n g e n v i r o n m e n t a l l o w i n g a c c e s s t o d i f f e r e n t s e n s o r d a t a o n m u l t i p l e o c c a s i o n s b y d i f f e r e n t consumers (e.g., other sensor modules, c o n t r o l l e r s and planners) decouples complex processing and lowers communication needs.
The knowledge o f t h e t i m e elapsed since property measurement can be recorded as the observation timestamp made on some absolute t i m e scale (usually defined by a system clock a l t h o u g h t h i s f u n c t i o n c a n a l s o be d i s t r i b u t e d between several computing modules i f some s y n c h r o n i z a t i o n scheme i s used). Therefore, complete task environment reppsentation must include the observation timestamp) t, with each o b j e c t -p r o p e r t y t u p l e E = ( ( 0 , P , (v, e, c y t ) ) , ( 4 ) 1, 1,1 ( 0 , P , (v, e, c y t ) ) ) n n,m Some e r r o r i s t o be expected i n t h e timestamp i t s e l f due t o i n a c c u r a t e s y n c h r o n i z a t i o n , d e l a y s introduced by the sensor and any processing overhead i n a c q u i r i n g t h e d a t a and associating the timestamp. Timestamping sensor data should take place as near t o a c t u a l d a t a a c q u i s i t i o n as possible and known delays should be t a k e n i n t o account i n o r d e r t o m i n i m i z e t h e s e e r r o r s . O c c a s i o n a l l y , c a l c u l a t i o n o f t h e s e n s i n g d e l a y i s dependent upon t h e p r e s e n t s t a t e o f t h e t a s k environment and, thus, requires knowledge of other sensed values.
These
I f two sensor observations,
A and
By are complementary and describe similar (i.e., same measurement u n i t s ) b u t i n d e p e n d e n t s i t u a t i o n s (i.e., no i n t e r s e c t i o n between measurements) t h e n they can be l o g i c a l l y added t o t h e t o t a l environment description without concern for c o n f l i c t .
Each measurement a l s o c o n t r i b u t e s i t s own associated values for accuracy and confidence. I f these observations are complementary but coupled (i.e., C = f(A,B)) then the dependent q u a n t i t y c a n be computed from the prevailing model (i.e., f ( ) ) and i n p u t measurements (i.e.,
A and B). The dependent quantity's accuracy and confidence can also be computed from t h i s model.
More complex s i t u a t i o n s a r i s e when sensor observations intersect (i.e., represent information about the same p r o p e r t y v a l u e o f t h e same o b j e c t ) I n t h e s e s i t u a t i o n s t h e i n f o r m a t i o n must be merged.
I f i n t e r s e c t i n g measurements r e p r e s e n t o b s e r v a t i o n s a t d i f f e r e n t t i m e s o r a t d i f f e r e n t b u t c o n t i n u o u s s p a t i a l p o s i t i o n s t h e n s i m p l e i n t e r p o l a t i o n 1 s the most stralghtforward merging method.
Accuracies and confidences a s s o c i a t e d w i t h i n t e r p o l a t e d v a l u e s c a n a1 so be i n t e r p o l a t e d a l t h o u g h more sophisticated models for computing these parameters can be used i f necessary. Several merging methods are available i f independent sensor observations are completely i n t e r s e c t i n g ( i .e. , same o b j e c t , same property, 
i l i t y t h e o r y [12]. The fused timestamp can be computed i n many d i f f e r e n t ways. The l a t e s t o r e a r l i e s t t i m e s t a m s c o u l d be chosen, a c l u s t e r o f timestamps could &e i n t e r p o l a t e d o r t h e mean c o u l d be computed.
Deciding T h i s f u s i o n method simply makes a d i s c r e t e c h o i c e between several different
measurements o f t h e same property. This choice must be based upon some method t o p r i o r i t y o r d e r t h e d i f f e r e n t measurements.
The confidence associated with each value i n the representation discussed above provides one
means t o make t h i s o r d e r i n g . I n t h e s i m p l e s t s i t u a t i o n , t h e v a l u e w i t h t h e h i g h e s t confidence i s chosen. However, more s o p h i s t i c a t e d h e u r i s t i c s c a n be used which may depend upon knowledge o f t h e s t a t e o f o t h e r p a r t s o f t h e t a s k environment.
I n general, the confidence and timestamps associated with the fused values. are those originally associated with those values. However, i n many s i t u a t i o n s , Bayes r u l e c a n be used t o compute t h e r e s u l t a n t c o n f i d e n c e s o f f u s e d values.
Gui d i ng
I n t h e s e f u s i o n methods, the values from one sensor are used t o g u i d e t h e c o n t r o l o r p r o c e s s i n g o f o t h e r more accurate estimates from another sensor C4j.
As implied, coarser estimates guide t h e d e f i n i t i o n o f more accurate estimates. Processors within a subsystem communicate through shared memory accessed through a high speed parallel bus ( i .e., IEEE 796). Sensor subsystems perform a l l the processing on sensor data to make symbolic information available t o o t h e r subsystems through broadcast reports. Control subsystems provide a1 1 the processing needed t o t r a n s l a t e symbolic plans and sensor input into coordinated effector actions.
G u i d i n g t h e t h r e s h o l d i n g o f s e n s o r i n p u t i s one example of guiding the processing of sensor data. Thresholding i s u s u a l l y a p p l i e d i n c o m b i n a t i o n with another method such as averaging t o f i l t e r e i t h e r t h e i n p u t s o r t h e o u t p u t o f t h e f u s i o n
Knowledge based planning subsystems use symbolic reports from sensor and control subsystems t o formulate and distribute symbolic plans t o the various subsystems. Each subsystem's world model i s defined by and designed into i t s own blackboard which resides in p a r t of the subsystem's shared memory. Subsystems communicate t h r o u g h the Intelligent Communications Interfaces (ICIs) over the LAN. I n t h i s architecture, sensor data fusion can be done within a single processor (usually representing a single sensor g r o u p ) , between processors within a subsystem (usually closely interacting sensor and control groups) through the subsystem's blackboard memory and between subsystems (usually loosely coupled subsystems) through ICIs.
Distributed 61 ackboard Design
The blackboard i s organized as a class tree data structure w i t h inheritance properties and active functions.
The blackboard actually resides i n a subsystem's shared memory and is replicated in each subsystem.
Class inheritance properties enable an economy of representation and generalization.
C1 asses are organized hierardhically with instances assigned t o terminal classes.
The class tree provides one way t o relate blackboard objects to one another. Instances in the blackboard are represented, as discussed above, i n object, property, value, confidence, timestamp tuples.
Accuracy measures have not as yet been implemented although they are f e l t necessary for a complete data fusion capability. The timestamp a t t r i b u t e may be e i t h e r generated automatically by the host operating system from the synchronized system clock or determined e x p l i c i t l y by the writing task. The confidence a t t r i b u t e i s s e t based on the probability of e r r o r i n a given instance measurement or calculation. Both the timestamp and confidence level are presently used to fuse data from multiple sources. Active functions provide data driven programming. access to the blackboard information and provide another way t o relate one object t o another. Standard blackboard interface procedures provide well defined access t o the blackboard information i n any processor or IC1 in a subsystem.
Intelligent Communications Interface
The IC1 mechanism defines a s e t of message passing protocols.
The messages are communicated through the network and contain source identifier, p r i o r i t y , and body. The source address identifies the subsystem transmitting the message. The body may be a plan or a report. Plans can be e i t h e r control plans or report plans. Control plans dictate how a subsystem should control some action.
A r e p o r t plan describes how a subsystem should generate reports on parts of i t s world model.
A report communicates e i t h e r p l a n s t a t u s or information about some portion of the transmitting subsystem's world model. An IC1 i n t e r p r e t s incoming reports, updates the local blackboard with the new information and activates any active functions dependent upon recent blackboard s t a t e changes. A plan parser within the IC1 parses plans received and makes new e n t r i e s i n report or control lists maintained in the blackboard.
The IC1 also implements a pattern matching function t o recognize blackboard conditions which influence the initiation, triggering and termination of resident plans. Details of the IC1 design are described elsewhere The vision subsystem i s mounted on a three degree o f freedom transport platform and w i l l e v e n t u a l l y i n c o r p o r a t e b o t h a s o l i d s t a t e TV camera and the l a s e r r a n g e f i n d e r f o r o b s t a c l e l o c a t i o n , m o v i n g t a r g e t t r a c k i n g , t e r r a i n m o d e l l i n g , s u r f a c e t r a f f i cabi 1 i t y analysis and 1 andmark navigation on the moving vehicle. Obviously, sensor data fusion w i l l be necessary f o r t h e s e f u n c t i o n s . F o r instance, camera and l a s e r must i n t e r a c t t o b u i l d t h e t e r r a i n map b y u s i n g t h e c o n t r a s t map obtained from the camera o u t p u t t o g u i d e t h e d i s c r e t e sampling of the computer steered laser rangefinder. Region range properties can be merged w i t h r e l a t i v e d e p t h c u e s f r o m camera imagery t o p r o d u c e t h e t e r r a i n map. T r a f f i c a b i l i t y e s t i m a t e s f o r d i f f e r e n t r e g i o n s d e r i v e d scene t e x t u r e and l a s e r range v a r i a b i l i t y analyses can then be combined w i t h t h i s map f o r route planning purposes.
Camera, l a s e r and t r a n s p o r t p l a t f o r m p o s i t i o n d a t a must be combined and merged t o o b t a i n l a n d m a r k p o s i t i o n t o enhance v e h i c l e a b s o l u t e p o s i t i o n e s t i m a t e s .
The proximity sensor subsystem uses acoustic ranging sensors t o p r o v i d e s h o r t r a n g e o b s t a c l e p o s i t i o n and t a r g e t t r a c k i n g i n f o r m a t i o n .
Some o f these sensors are steered azimuthally t o w i t h i n a degree o f a c c u r a c y w h i l e o t h e r s a r e f i x e d t o t h e robot.
The proximity sensor subsystem must fuse t h e d a t a f r o m t h i s a r r a y o f n e a r l y i d e n t i c a l s e n s o r s i n t o c o n s i s t e n t t a r g e t and o b s t a c l e p o s i t i o n and v e l o c i t y v e c t o r s . T h i s i s done l a r g e l y u s i n g d i f f e r e n t a v e r a g i n g methods. Unfortunately, the acoustic ranging sensors have very poor angular resolution.
One technique t o overcome the problem inherent to these sensors i s t o use m u l t i p l e s e n s o r s t o t r i a n g u l a t e upon the p o s i t i o n o f t h e t a r g e t . T h i s i s a n o t h e r example o f a v e r a g i n g m e t h o d s f o r d a t a f u s i o n o f i n f o r m a t i o n f r o m l i k e s e n s o r s . F u r t h e r , d u r i n g t a r g e t t r a c k i n g , v i s i o n e s t i m a t e s o f t a r g e t bearing can be fused with p r o x i m i t y e s t i m a t e s t o improve the knowledge of target angular position a n d m o t i o n c r i t i c a l t o a c c u r a t e v e h i c l e response. Likewise, coarse proximity information can be used t o guide the camera s t e e r i n g and p r o c e s s i n g o f t h e camera's complex visual information rapidly enough t o p e r m i t timely v e h i c l e c o n t r o l .
The vehicle attitude sensor subsystem monitors absolute vehicle speed, t r a c k speed, heading, p i t c h and r o l l angles. A fused value of vehicle speed i s d e r i v e d f r o m a true ground speed sensor using doppler radar and a t r a c k speedometer using a confidence based decision method t o t a k e advantage o f t h e g r e a t e r l o w speed accuracy o f t h e t r a c k speedometer y e t use doppler speed f o r h i g h speed o r o t h e r t i m e s when t r a c k s l i p p a g e c o n d i t i o n s may p r e v a i l .
Measurements o f v e h i c l e speed are combined with those o f v e h i c l e a n g u l a r motion t o e s t i m a t e r e l a t i v e v e h i c l e p o s i t i o n . Then decision fusion methods are used t o combine instantaneous vehicle position estimates from dead r e c k o n i n g s e n s o r s w i t h t h e i n t e r m i t t e n t a b s o l u t e e s t i m a t e s f r o m s a t e l l i t e and landmark navigation processes.
These a r e j u s t a few examples o f t h e s e n s o r d a t a f u s i o n p o s s i b i l i t i e s b e i n g e x p l o r e d o n t h e GSR using the technique proposed i n t h i s paper.
CONCLUSIONS
While this technique has been implemented on an autonomous mobile robot i t i s general enough t o be a p p l i e d t o any complex robot system o r s y s t e m o f robots which must be implemented using distributed computing.
The representation discussed above i s f l e x i b l e , 
