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ABSTRACT
In this dissertation, I discuss the nonlinear filtering problem and its applications in
finance. In the first chapter, I present a new filtering approach for nonlinear and non-
Gaussian state space models. This approach builds on the well-established Kalman
filter, featuring a state-dependent least-square linearization of the nonlinear function
and a Gaussian-mixture approximation to the error distribution, and it applies the
quasi-Monte Carlo method for numerical integration during the computation. The
theoretical analysis shows that when the model is Gaussian, the filtering distribution
based on the proposed approach can capture the true first two moments of the state
variable; when the model is non-Gaussian, the filtering distribution can always be
represented by a Gaussian mixture. This study also provides an analysis of the
stability of this new filtering approach. In addition, I propose two methods to estimate
the unknown parameters of the model. The first is an off-line likelihood-based method,
and the second is an on-line dual estimation method. I also establish the consistency
of the proposed quasi-maximum likelihood estimator under general conditions. To
illustrate the proposed approach, I discuss several numerical examples using simulated
data and compare my approach with other existing methods. I find that the proposed
v
approach can outperform these methods in terms of speed and accuracy.
The second chapter examines pairs trading using a general state space model
framework. I model the spread between the prices of two assets as an unobservable
state variable. I show how to use the filtered spread to carry out statistical arbitrage.
I also propose a new trading strategy and present a Monte Carlo-based approach to
select the optimal trading rule.
The third chapter, coauthored with Li Chen, presents a new approximation scheme
for the price and exercise policy of American options. The scheme is based on Hermite
polynomial expansions of the transition density of the underlying asset dynamics and
the early exercise premium representation of the American option price. The proposed
approximations of the price and optimal exercise boundary are shown to be convergent
to the true ones.
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Quasi-Monte Carlo Kalman Filter for
Nonlinear and Non-Gaussian State Space
Models
1.1 Introduction
In 1960, Rudolf Emil Kalman published his seminal paper on the linear filtering prob-
lem. Since then, owing to its simplicity, optimality, tractability, and robustness, the
Kalman filter (KF) has been applied extensively to a wide range of economic prob-
lems, especially in macroeconomics, to estimate dynamic structural economic models
(Harvey, 1994; Hamilton, 1994; Watson, 1980). The Kalman filter, characterized by
the “predict” and “update” steps, is an efficient recursive filter for a linear dynamic
system perturbed by Gaussian noises. It is well known that the Kalman filter is the
optimal linear filter for minimizing the mean square error of the estimation of the
unobservable state variables. However, the basic Kalman filter is limited to linear
and Gaussian assumptions on the model, and the application of the Kalman filter to
nonlinear and non-Gaussian dynamic systems is difficult.
The most common approach for nonlinear systems is the Extended Kalman filter
(EKF) developed by NASA Ames project. Using a Taylor expansion of the nonlinear
systems around the current estimation of the state variables, the EKF is obtained
based on a linear approximation of the original nonlinear system. A Higher-order
EKF was proposed by Jazwinski (1970) and Maybeck (1982). The EKF has been
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proven to be a useful method for filtering nonlinear systems. However, there is no
guarantee of optimality in the mean-square error sense for the EKF. In addition, the
filter is unstable if the assumptions of local linearity are violated.
A recent development related to the nonlinear filtering problem is the Unscented
Kalman filter (UKF) by Julier and Uhlmann (1997). The UKF is based on an un-
scented transformation that uses a set of appropriately chosen weighted points (called
“sigma points”) to parameterize the means and covariances of probability distribu-
tions. The details of the UKF can be found in Julier and Uhlmann (1997), Wan and
van der Merwe (2000) and van der Merwe and Wan (2001). The UKF is based on
a small set of trial points; thus, it is not a truly global approximation of the nonlin-
ear system. In addition, the application of the UKF is limited to models driven by
Gaussian noise.
Particle filtering (Gordon et al. (1993); Del Moral (1996, 1998)) is a simulation-
based technique for filtering problems and has gained popularity in the last 30 years.
Particle filtering (PF) approximates the posterior distribution of the state variable
using a set of particles. The state space model can be nonlinear, and the distribution
of the noises can take any form. Variants of the PF include the Bootstrap filter (BF)
proposed by Gordon et al. (1993), the Auxiliary Particle filter (APF) proposed by
Pitt and Shephard (1999), the Unscented Particle filter (UPF) proposed by van der
Merwe et al. (2000), and the Rao-Blackwellized Particle filter proposed by Doucet
et al. (2000). Del Moral (1996, 1998) and Del Moral and Guionnet (1999ab, 2001)
established its mathematical foundations. Applications of the Particle filter in eco-
nomics and econometrics can be found in Kim, Shephard, and Chib (1998), Flury
and Shephard (2011), Creal et al. (2013), Fernández-Villaverde and Rubio-Ramı́rez
(2007), Fernández-Villaverde et al. (2011), and others. Lopes and Tsay (2011) pro-
vided a survey of the application of the PF in financial econometrics. A PF can
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be applied to a much wider range of dynamic systems than the Kalman filter and
its variants. However, the PF suffers from two problems: sampling degeneracy and
impoverishment. In the particle propagation process, the weight will concentrate on
a few particles after only several iterations, and the weight of most particles will be
close to zero. This is called sampling degeneracy. To address this problem, a resam-
pling procedure was suggested by Kitagawa (1996). In resampling, a particle with a
larger weight is more likely to be drawn, and particles with small weights are likely
to be abandoned. This introduces the problem of sample impoverishment, which
could negatively impact the quality of the PF, as we try to represent the posterior
distribution with very few distinct particles.
In this chapter, we propose a new approach, the Quasi-Monte Carlo Kalman filter
(QMCKF), to estimate nonlinear and non-Gaussian models. We divide the analysis
into two parts: first, for nonlinear models with Gaussian noises; second, with non-
Gaussian noises.
When the model is nonlinear and Gaussian, the least-squares approach is applied
to approximate the nonlinear function in the model with a linear function. We show
that the prediction and filtering distributions can be approximated by a Gaussian
distribution, with mean and variance of which can be estimated in a closed-form
manner, with a simple recursive two-step format, as in the Kalman filter. Essentially,
this approximation can be considered as a Gram-Charlier expansion of the true fil-
tering distribution delivering the true first two moments of the state variable. The
benefits of this least-squares approximation are not only in the computation of the
prediction and filtering distributions; in fact, the nonlinear system is now transformed
into a linear one. Thus, well-established theories on the stability of the Kalman filter
can be applied to discuss the stability of the proposed nonlinear filter.
To compute the true moments of the state variable in the prediction and filter-
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ing distributions effectively, we propose the use of the quasi-Monte Carlo method
(Morokoff and Catflisch, 1995; Niederreiter, 1978, 1992). This is an efficient method
for numerical integration using low-discrepancy sequences, such as the Halton and
Sobol’s sequences.
For non-Gaussian models, we propose to approximate the error distribution using
Gaussian mixtures. For either a linear or a nonlinear model, we show that based on
this approximation, the prediction and filtering distributions can be approximated
by a mixture of Gaussian distributions. The means and variances of the Gaussian
distributions are derived in a recursive two-step manner and can be computed in a
closed-form manner for the linear model, or based on quasi-Monte Carlo simulation
for nonlinear models. The merit of our approach for the general case is that it can
transform the non-Gaussian model into several Gaussian models and solve each of
them simultaneously. We show that this can significantly simplify the computation
of the prediction and filtering distributions and achieve a faster rate of convergence.
We also examine the stability of the proposed filtering approach for both Gaussian
and non-Gaussian models. Specifically, we show that under some mild assumptions,
the filter for Gaussian models is exponentially stable, and the filter for non-Gaussian
models is asymptotically stable.
In the filtering problem, we assume that the parameters in the model are known;
however, in some problems, it is necessary to estimate the unknown parameters in
the model based on the observations. We propose two approaches to solve the param-
eter estimation problem. The first approach is to construct the likelihood function
based on the approximation of the filtering distribution, and then derive the maxi-
mum likelihood estimator of the unknown parameters. We show that the resulting
estimator is consistent. The second approach is to consider the unknown parameters
as new unobservable state variables and to augment the original model to include the
5
parameters into a new model. Then, we apply filtering to the new state variables
and consider the mean of the state variable under the filtering distribution as the
estimates of the parameters.
To test the performance of this new filtering approach, we apply it to several state
space models using simulated data. The results of the proposed approach are then
compared with popular existing filtering techniques, such as the Kalman filter and
the Particle filter. We find that the proposed filter is competitive in terms of both
accuracy and speed.
Furthermore, we consider two empirical applications of the proposed filtering ap-
proach. In the first application, we discuss the filtering and estimation of a stochastic
volatility model considered in Kim, Shephard, and Chib (1998). We show that this
model can be transformed into a non-Gaussian model. We use the Sterling/Dollar
exchange rate data and apply the proposed approach to estimate the unobservable
log volatility and unknown parameters in the model. In the second application, we
discuss a jump model and show that the jump size can be represented by a finite
Gaussian mixture. We further use 3-month Treasury bill data to estimate its jump
probability and jump size and connect the jumps with major macroeconomic events.
In Section 1.2, we begin with a description of the approach to nonlinear and Gaus-
sian state space models. In Section 1.3, we describe the filtering method for nonlinear
and non-Gaussian models. Section 1.4 discusses the stability of the filter for both the
Gaussian and non-Gaussian models. Section 1.5 provides two approaches for the
parameter estimation of state space models. In Section 1.6, we provide various simu-
lation examples of state space models and examine the performance of the proposed
approach in estimating the filtering distribution of the state variables. In Section 1.7,
we present two applications of the proposed approach. Finally, Section 1.8 concludes
the chapter.
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1.2 Nonlinear and Gaussian state space models
1.2.1 Examples
Two examples of nonlinear and Gaussian state space models are provided below. The
first is the Quadratic Term Structure model (QTSM) from Monfort et al. (2015); the
second is Heston (1993) model.
Example 1.1 (Quadratic Term Structure Models)
As an extension of the traditional affine term structure models (Duffie and Kan
(1996), Duffie and Singleton (1997), Dai and Singleton (2000, 2002)), Monfort,
Renne, and Rousellet (2015) considered the following state space representation of
the quadratic term structure model. Suppose Xt is an unobservable state variable of
size n, and Zt is an observable variable of size m. Zt can be considered as, for exam-
ple, the nominal instantaneous interest rate. The Quadratic Term Structure model is
defined as:
Xt = φ+ ϕXt−1 + εt







where εt and ηt are independent Gaussian white noises with unit variance matrices.
ek is the column selection vector of size m whose components are 0 except the k-th
one, which is equal to 1. φ, ϕ, A, and B are parameters in the model.
A quadratic term structure framework with a component-by-component version of
the measurement equation was also explored by Ahn et al. (2002). The framework
designates the yield on a bond as a quadratic function of the underlying state vari-
ables. Ahn et al. (2002) demonstrated that the Quadratic Term Structure models can
overcome the limitations inherent in affine term structure models. They also test the
empirical performance of the above model in determining bond prices and show that
the quadratic term structure models outperform the affine term structure models in
explaining historical bond price behavior in the United States. The same framework
was also applied in Kim and Singleton (2012) and Doshi et al. (2013), among others.
Example 1.2 (Discrete-time Heston’s model)
Heston (1993) proposed a stochastic volatility model based on the Black-Scholes (1973)
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model for stock price dynamics and derived a closed-form solution for the price of a
European call option on an asset with stochastic volatility. The following is a discrete-
time version of Heston’s model: we let S denote the stock price and s the return. In












1− ρ2W1,t + ρW2,t
]
Yt+1 = β






where W1 and W2 are two correlated Gaussian noises with correlation coefficient ρ.
r, β∗, γ, and α are parameters.
This model and its continuous-time version allow for an arbitrary correlation be-
tween volatility and spot asset returns and they were applied in a number of studies
such as Ang et al. (2006), Bakshi, Cao, and Chen (1997), and Bates (1996). The
above model can be interpreted as a nonlinear and Gaussian state space model by con-
sidering s as the observable variable or measurement and Y as the unobservable state
variable with Y entering the measurement equation through a nonlinear exponential
transformation.
1.2.2 The Model
In this section, we consider the following state space model for (X t,Zt) with respect
to the natural filtration Ft ≡ σ ((Xs,Zs) : s ≤ t):
X t+1 = F (X t; θ) + εt (1.1)
Zt = H1 (X t; θ) +H2 (X t; θ)ηt (1.2)
We callX the unobservable state variable and Z the observation or measurement. F ,
H1, and H2 are nonlinear functions of the state variable with parameter θ ∈ Θ. We
assume ε and η are mutually independent random variables such that ε ∼ N (0,Σε)
and η ∼ N (0,Ση) with ηs and ηt, s 6= t, serially independent. In addition, we
assume that the initial state X0 follows a probability measure µ with a finite mean
8
µ0 and variance Σ0.
Owing to the separability between the state variable and the noise in (1.1), it
is obvious that the space of X, which I denote as X , is non-compact. The non-
compactness of X complicates the stability of the nonlinear filtering. When X is
compact, such as in the regime switching model (Hamilton, 1989), the stability of
nonlinear filtering was established in Douc et al. (2004). We leave the discussion
of the stability of the nonlinear filtering when X is non-compact to Section 4. Note
that the space of observation, Z, will also be non-compact, and H2 is assumed to be
invertible.
For the nonlinear and Gaussian state space models (1.1)–(1.2), our interests are





, where FZt ≡ σ (Zs : s ≤ t), given the initial probability measure of X0.
The filtering distribution can be applied to construct the likelihood of the observation.
Second, we want to estimate E
(
f (X t) |FZt
)
for a smooth function f defined on X.
For example, we are interested in the estimation of the first and second moments of
the state variable based on the filtering distribution.
1.2.3 Filtering approach
Linear approximation
Let Zt ≡ {Zt,Zt−1, . . . ,Z0}. Based on the models (1.1)–(1.2), the filtering distribu-
tion p (X t|Zt) and the one-step prediction distribution p (X t|Zt−1) can be computed
as
p (X t|Zt) = ctp (X t|Zt−1) p (Zt|X t) (1.3)
= ctp (X t|Zt−1)φ
(












p (X t|Zt−1) =
∫
p (X t−1|Zt−1) p (X t|X t−1) dX t−1
=
∫
p (X t−1|Zt−1)φ (X t − F (X t−1) ,Σε) dX t−1 (1.5)











If F and H1 are linear, then by the theory of compound distribution, p (X t|Zt−1)
is Gaussian. Consequently, p (X t|Zt) is Gaussian, and a recursive algorithm based
on the above two equations can be used to derive the filtering and prediction distri-
butions. This property is reflected in the well-known Kalman filter (Kalman, 1960;
Kalman and Bucy, 1961). However, when F (or H1) is nonlinear, p (X t|Zt−1) and
p (X t|Zt) are non-Gaussian, even if the noise is Gaussian, and a simple recursive
algorithm cannot be used to obtain the filtering and prediction distributions.
Our approach is based on White’s (1980), who demonstrated that a nonlinear
function can be approximated by applying a least-squares procedure. He also dis-
cussed the properties of this approximation. More specifically, we approximate F
and H1 as:
F (X t−1) ≈ Bt−1X t−1 + bt−1 + et−1 (1.6)
H1 (X t) ≈ A1tX t + at + ct (1.7)
where A1t, Bt−1, at, and bt−1 are deterministic time-varying coefficients. ct and
et−1 are residuals assumed to be Gaussian with mean 0 and variance Σct and Σet−1
respectively. We will use A1t, Bt−1, at, bt−1, Σct , Σet−1 , and A2t to match the true
mean and variance of F and H1, and the second moment of H2. That is, we match
the right-hand side with the left-hand side by choosing values for A1t, A2t, Bt−1, at,
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bt−1, Σct , and Σet−1 such that the equations in (1.8)–(1.12) are satisfied.
E (H1 (X t) |Zt−1) = A1tX t + at (1.8)
Var (H1 (X t) |Zt−1) = A1t Var (X t)AT1t + Σct (1.9)
E (F (X t−1) |Zt−1) = Bt−1X t−1 + bt−1 (1.10)
Var (F (X t−1) |Zt−1) = Bt−1 Var (X t−1)BTt−1 + Σet−1 (1.11)(
E
(







The equations (1.6)–(1.7) transform a nonlinear state-space model to a linear one,
for which the well-established Kalman filter can be applied. We denote p̃ (X t|Zt−1)
and p̃ (X t|Zt) the approximation of the prediction and filtering distributions when
we plug the linearization (1.6)–(1.7) into (1.3)–(1.5). We present the properties of
p̃ (X t|Zt−1) and p̃ (X t|Zt) in Proposition 1.1.
Proposition 1.1
For models (1.1)–(1.2), the approximate prediction and filtering distributions are
Gaussian if the probability measure on the initial state X0 (i.e., µ) is Gaussian.
By matching the true mean and variance of the nonlinear functions in (1.8)–(1.12),
the true mean and variance of the filtered and predicted estimates of the state variable
can be matched. This is shown by calculating, for example, the approximation of
E (X t|Zt−1) and comparing it with the true values as follows:
˜E (X t|Zt−1) =
∫∫
X tp̃ (X t−1|Zt−1) p̃ (X t|X t−1) dX t−1dX t
=
∫∫
X tp̃ (X t|X t−1) dX tp̃ (X t−1|Zt−1) dX t−1
=
∫
X̂ t|t−1p̃ (X t−1|Zt−1) dX t−1
= E (X t|Zt−1)
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The details of computing p̃ (X t|Zt−1) and p̃ (X t|Zt) will be introduced later in
this section, and the algorithm for the implementation will be discussed in Subsection
1.2.4. In the remainder of this chapter, we remove the tilde for p̃ and use p instead
of p̃.
Importantly, through the linearization, the stability of a nonlinear filtering for
(1.1)–(1.2) can be established through the analysis of the stability of linear filtering
based on (1.6)–(1.7). The discussion of stability is covered in Section 1.4.
We are now in a position to discuss how to solve for the values of the parameters
in (1.8)–(1.12). With the help of OLS, the computation is straightforward, and the
results are summarized in the following proposition.
Proposition 1.2
For the nonlinear Gaussian state space models (1.1)–(1.2), we apply (1.6)–(1.12) to
approximate the nonlinear functions F , H1, and H2 by matching the approximated
mean and variance of F and H1, and the variance of H2 with the true ones. The






ât =Z̄t − Â1tX̄
−
t (1.14)
Σ̂ct =ΦH1t − Â1tP−t Â
T
1t (1.15)




t+1 − B̂tX̄ t (1.17)







X t − X̄ t
−
) (
H1 (X t)− Z̄t
)T]
(1.20)
Z̄t =Ep−t [H1 (X t)] (1.21)
P−t =Ept−1
[(
F (X t−1)− X̄ t
−
)(







H1 (X t)− Z̄t
) (





X t − X̄ t
−
)(







X t − X̄ t
) (





t+1 =Ept [F (X t)] (1.26)
X̄ t =Ep−t [X t] (1.27)
ΦF t =Ept
[(


















In the above proposition, we use “ˆ” to denote the estimate of the parameters in
(1.8)–(1.12), and “−” in the superscript to indicate that it is the predicted estimate
of the variable (filtered estimate if no superscript “−”). Further, in (1.20)-(1.29),
we use Ep−t (or Ept) to indicate that the corresponding expectations are based on
the prediction distribution (or filtering distribution), that is, we use p−t (or pt) to
represent p (X t|Zt−1) (or p (X t|Zt)) in (1.20)-(1.29) of Proposition 1.2.
Filtering
Based on linearization (1.6)–(1.7), the models (1.1)–(1.2) can be written as:
X t+1 = B̂tX t + b̂t + et + εt (1.30)
Zt = Â1tX t + ât + ct + Â2tηt (1.31)








. The time-varying parameters Â1t, Â2t,
B̂t, ât, b̂t, Σ̂ct , and Σ̂et in (1.30)–(1.31) are based on (1.13)–(1.19) in Proposition 1.2.
We can verify that B̂t, b̂t, and Σ̂et in (1.30) are calculated based on the approximated
filtering distribution p̃ (X t|Zt), and Â1t, Â2t, ât, and Σ̂ct in (1.31) are calculated
based on the approximated prediction distribution p̃ (X t|Zt−1).
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Now, since the model is linear and Gaussian, the Kalman filter can be applied to
the linearized system. We have the following prior predication and posterior estima-
tion of the mean and variance of the state variable, estimated through the filtering




= B̂t−1X̄ t−1 + b̂t−1 = Ept−1 (F (X t−1)) (1.32)
P−t = B̂t−1P t−1B̂
T
t−1 + Σ̂et−1 +Σε (1.33)
= Ept−1
[(
F (X t−1)− X̄ t
−
)(





Z̄t = ÂtX̄ t
−










H1 (X t)− Z̄t
) (









X t − X̄ t
−
) (













P t = P
−
t −KtStKTt (1.41)
We denote the filter specified by (1.32)–(1.41) as Fgµ, where µ is the initial measure
onX0 and
g indicates that this filter is for Gaussian models. In (1.32)–(1.41), S is the
variance of Z, andC is the covariance between Z andX. Following the Kalman filter
literature, K denotes the Kalman gain matrix. Unlike a true linear state space model
where all coefficients are known, the coefficients in (1.30)–(1.31) are time-varying
and dependent on the state variable, and their values must be determined within
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the filtering process. Note that (1.32)–(1.38) contain the expectations of nonlinear
functions under a Gaussian distribution, which generally does not admit a closed form
solution, and we will use the quasi-Monte Carlo approach to evaluate the expectations
in (1.32)–(1.38). The details will be discussed later.
Based on our Gaussian assumption on e and c, the prediction and filtering distri-
butions are also Gaussian with the mean and variance determined by (1.32)–(1.34)
and (1.40)–(1.41). That is,
p (X t|Zt−1) = φ
(





p (X t|Zt) = φ
(




We briefly introduce the idea of quasi-Monte Carlo; more details on this approach
can be found in Niederreiter (1978, 1992), Morokoff and Caflisch (1994), and Caflisch
(1998).
The quasi-Monte Carlo is a numerical method for evaluating integrals based on
deterministic quasi-random sequences. In contrast to the pseudo-random sequences
used in the Monte Carlo methods, the quasi-random sequences are designed to provide
better uniformity than a random sequence. In the literature about quasi-random
sequences, the uniformity of a sequence is measured in terms of its discrepancy defined
as below:
Definition 1.1 (Discrepancy)
The discrepancy of a set x = {x1, . . . , xG} is defined, using the notation of Niederreiter
(1978), as
DG (x) = sup
J∈J
∣∣∣∣χ (J ;x)G − λs (J)
∣∣∣∣
where λs is the s-dimensional Lebesgue measure, χ (J ;x) is the number of points in




[ςi, κi) = {ω∈ Rs : ςi ≤ ωi ≤ κi}
where 0 ≤ ςi < κi ≤ 1.
Definition 1.2 (low-discrepancy sequence (quasi-random sequence))
Sequence x is said to be low-discrepancy or quasi-random if
DG (x) ≤ cdim(x) (logG)dim(x) G−1
Popular examples of quasi-random sequence are van der Corput sequence1, Halton
sequence2. The quasi-random sequences are efficient for integration because they lead
to smaller errors than the standard Monte Carlo method. This is summarized in the
well-known Koksma-Hlawka inequality.
Theorem 1.1 (Koksma-Hlawka inequality)
Let Īs be the s-dimensional unit cube, Īs = [0, 1] × . . . × [0, 1]. Let f have bounded
variation W (f) on Īs in the sense of Hardy and Krause (K. Basu and A. Owen,






where b is the base and dl (n) is the l-th digit in the expansion of n, then the van der Corput sequence






2Based on the van der Corput sequence, an s-dimensional Halton sequence x = (xn)n is defined
as
xn = (ρb1 (n) , . . . , ρbs (n)) , n = 0, 1, . . . ,
where b1, . . . , bs are the first s prime numbers. For example, the following is a 1-dimensional Halton
sequence:
1/2, 1/4, 3/4, 1/8, 5/8, 3/8, 7/8, 1/16, 9/16, ...
where
6 = 1 ∗ 22 + 1 ∗ 21 + 0 ∗ 20
0 ∗ 2−1 + 1 ∗ 2−2 + 1 ∗ 2−3 = 3/8
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∣∣∣∣∣∣ ≤ W (f)DG (x) .














where the sum is over all the multiindices α which take only the values 0 and 1,
|α| = α1 + ...+ αs, i.e., the number of 1’s and (∂/∂t)α = ((∂/∂t1)α1) . . . ((∂/∂ts)αs).
1.2.5 Algorithm
This section is completed by proposing a recursive algorithm for the implementation
of (1.32)–(1.41). We use the quasi-Monte Carlo approach to evaluate the expectations
in (1.32)–(1.41), and call this filter the Quasi-Monte Carlo Kalman filter (QMCKF)
for nonlinear and Gaussian state space models (1.1)–(1.2). More specifically, the
QMCKF, denoted as F̂gµ, is defined as the following for an initial value X0 ∼ µ and
a simulation size G:
PG−t =Φ̂
G










































The algorithm for (1.42)–(1.47) is summarized in Algorithm 1.
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Algorithm 1: The QMCKF for nonlinear and Gaussian case






from U (0,1) and use Box-Muller transform to make the sequence









• Step 2: Compute and store X̄G−t , Φ̂
G


































































































































































• Step 6: Repeat Step 1-5 for t = 2, . . . T .







in Step 1 will be sampled from µ.
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1.3 Nonlinear and Non-Gaussian state space models
1.3.1 Examples
Before presenting general nonlinear and non-Gaussian state space models, we first
provide two illustrative examples. The first example is the regime switching model
proposed by Hamilton (1994). We show that we can transform the regime switching
model into a linear and non-Gaussian state space model. The second example is the
fat-tailed stochastic volatility model of Jacquier et al. (2004).
Example 1.3 (Regime switching model)
This example is taken from Hamilton (1994). In this example, we consider an un-
observable state variable st that can take a finite number of values 1, 2, . . . , S corre-





where xt is a (k × 1) vector of exogenous variables and wt ∼ i.i.d.N (0, σ2). The
value of the coefficient βst depends on the regime st. Denote
ζt ≡
(










Prob (st+1 = j|st = i, st−1 = i1, st−2 = i2, . . . , ζt) = Prob (st+1 = j|st = i) .
Let Π be an (S × S) matrix such that
Π = (Prob (st+1 = j|st = i))ij .
Let ιi denote the i-th column of the IS, and construct ξt equal to ιi when st = i. Then
the Markov chain of states implies





ξt+j|ξt, ξt−1, . . . , ξ1, ζt
)
= Πjξt.
The regression model can be rewritten as
yt = x
′
tBξt + wt, (1.49)
where B is a (k × S) matrix whose i-th column is given by βi.
The model in (1.48)-(1.49) is an example of a linear and non-Gaussian state space
model. The implication of this example is that a regime switching model can be repre-
sented as a non-Gaussian state space model. However, owing to the non-Gaussianity
of the noise, the Kalman filter cannot be applied to this model to estimate the filtering
distribution of the state variables. The Hamilton filter developed by Hamilton (1989)
is a popular tool for this regime switching model. More details on the theory and
application of regime switching models can be found in Engel and Hamilton (1990),
Lam (1990), Goodwin (1993), Engel (1994), Filardo (1994), Ghysels (1994), Kim
and Yoo (1995), Garcia and Perron (1996), Kim and Nelson (1998), Bai and Perron
(1998), Carrasco, Hu, and Ploberger (2014), and Qu and Zhuo (2020).
Example 1.4 (Fat-tailed stochastic volatility model)
As an extension of the basic log-normal autoregressive stochastic volatility model (Tay-
lor, 1986; Kim, Shephard and Chib, 1998), Jacquier et al. (2004) considered the








log ht = α + β log ht−1 + σηηt t ≥ 1,
λt ∼ p (λt|ν) .
where y is the return from an asset and h is its volatility. α, β, ση, and ν ar pa-
rameters in the model. Jacquier et al. (2004) assumed that εt and ηt are dependent
random variables with εt ∼ N (0, 1) and ηt ∼ N (0, 1). λt is assumed to follow an
i.i.d inverse gamma distribution, or ν/λt ∼ χ2ν. This implies that the marginal distri-
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bution of ε̄t ≡
√
λtεt is given by a Student’s tν. The authors argued that the fat-tailed
stochastic volatility models is more outlier-resistant than the basic stochastic volatil-
ity model. A likelihood-based inference method based on Markov chain Monte Carlo
(MCMC) for this model was discussed by Jacquier et al. (2004), which was based on
the work of Jacquier et al. (1994).
1.3.2 The Model
The general nonlinear and non-Gaussian state space model is:
Xk+1 = F (Xk; θ) + uk (1.50)
Zk = H (Xk; θ) + vk (1.51)
The initial stateX0 is assumed to follow the probability measure µ, which is Gaussian
with mean µ0 and variance Σ0. For the sake of simplicity, we assume uk ∼ N (µu,Σu)
and allow for the non-Gaussianity of vk, that is, vk ∼ pv (·) where pv (·) is a known
parametric PDF with finite first two moments. As in Section 1.2, we assume that u
and v are independent, with vs and vt, s 6= t, serially independent. For simplicity,
in the non-Gaussian model, we assume that the volatility of the observation in the
measurement equation is independent of the state variable. That is, we assume the
H2 function in the Gaussian model (i.e., equation (1.2)) degenerates to be 1 in the
non-Gaussian model. As we will discuss in more detail, the proposed approach to the
non-Gaussian model will treat the Gaussian models (1.1)–(1.2) as a special case, and
it is easy to see that the approach can be simply extended to include a more general
case in which H2 is not 1. X , the space of the state variable, is non-compact because
u is Gaussian; however, for the stability of nonlinear filtering, we limit Z, the space of
observation, to be a locally compact subspace of Rdim(Z). The Gaussian assumption
on µ and u is not necessary and will be relaxed later in this section. When u is
non-Gaussian, we also need to limit X to be a locally compact subspace of Rdim(X).
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Examples of locally compact space include the set of real numbers (e.g., the Gaus-
sian state space model in Section 1.2), a set of finite number of points (for example,
the regime switching models in Example 1.3), or a compact set (e.g., the stochastic
volatility models where state variable is non-negative in Examples 1.2 and 1.4)
1.3.3 Filtering Approach
Define Zk ≡ {Zk,Zk−1, . . . ,Z0}. To derive the prediction distribution p (Xk+1|Zk)
and the filtering distribution p (Xk+1|Zk+1) in (1.50)–(1.51), we first approximate pv
using a series of Gaussian distributions:


















This Gaussian mixture approximation of non-Gaussian density was also applied
by Kim et al. (1998) to improve the performance of estimating a stochastic volatility
model. In their approach, one of the m components, (ai,Pi), is first drawn with the
relative frequency of αi, reducing the non-Gaussian state space model to a Gaussian
model, allowing the Kalman filter to be applied. However, their approach is limited
to univariate cases. In addition, when the model is nonlinear, a simple Kalman filter
cannot be directly applied for filtering. In our approach, instead of sampling (ai,Pi),
we can derive the prediction and filtering distributions in a tractable manner. Our
approach can be applied to nonlinear or multivariate state space models.
To obtain the filtering distribution, we plug this approximation (1.52) into (1.3):













p (Xk|Zk−1) pv (Zk −H (Xk) |Xk) dX t,
and
cki = ck ∗ αi.
Note that (1.53) is similar to (1.3), and the approach in Section 1.2 can also be applied
for the linearization of nonlinear functionsH and F . In Propositions 1.3–1.5, we show
that the prediction and filtering distributions can be written as a mixture of Gaussian
distributions if we start from a Gaussian µ = p (X0).
Proposition 1.3
For a nonlinear and non-Gaussian state space model given in (1.50)-(1.51), the fil-






b0i =µ0 + K0i (Z0 − Eµ [H (X0)]− ai) (1.55)
S0i =Eµ
[











P0i =Σ0 −K0iS0iKT0i (1.59)
β0i =
αiφ (Z0 − Eµ [H (X0)]− ai,S0i)∑I
j=1 αjφ (Z0 − Eµ [H (X0)]− aj,S0j)
. (1.60)
In Proposition 1.3, we use Eµ to indicate the expectation under the distribution µ
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on X0 with mean µ0 and variance Σ0. ai in (1.55) and (1.60), Pi in (1.56), and αi in
(1.60) for i = 1, ...,m are from the approximation (1.52). Furthermore, φ represents
the Gaussian PDF. The next two propositions provide the prediction and filtering
distributions for any time period.
Proposition 1.4
For a nonlinear and non-Gaussian state space model given in (1.50)–(1.51), the pre-




γk+1iφ (Xk+1 − ck+1i,Qk+1i) (1.61)
where
ck+1i =Eφi [F (Xk)] + µu (1.62)
Qk+1i =Eφi
[





In Proposition 1.4, the expectation Eφi is taken under the i-th mixing component
of the filtering distribution p (Xk|Zk) computed according to Proposition 1.5, where
there are Ik components in total. In addition, βki in (1.64) is the i-th weight with
respect to the i-th component of p (Xk|Zk). Also, bki in (1.63) is the filtered mean
of the state variable under the i-th component of p (Xk|Zk). µu in (1.62), and Σu
in (1.63) are the mean and variance of the noise u in (1.50). The resulting distri-
bution p (Xk+1|Zk) has Jk+1 mixing components in total, and its i-th component,
i = 1, ..., Jk+1, is a Gaussian PDF with mean ck+1i and variance Qk+1i, associated
with the weight γk+1i.
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Proposition 1.5
For a nonlinear and non-Gaussian state space model given in (1.50)–(1.51), the fil-




βk+1iφ (Xk+1 − bk+1i,Pk+1i) (1.66)
where
bk+1i =ck+1s + Kk+1i
(


























Zk+1 − Eφ−s [H (Xk+1)]− at,Sk+1i
) (1.72)
Ik+1 =Jk+1 ∗m, (1.73)
I0 =m, (1.74)
for s = 1, ..., Jk+1 and t = 1, ...,m.
In Proposition 1.5, the expectation Eφ−s is taken under the s-th mixing component
of the prediction distribution p (Xk+1|Zk) computed in Proposition 1.4, where we
have Jk+1 components, and ck+1s and Qk+1s are the mean and variance. at in (1.67)
and (1.72), Pt in (1.68), and αt in (1.72) for t = 1, ...,m are the mean, variance,
and weight associated with the t-th component from the approximation (1.52). The
resulting distribution p (Xk+1|Zk+1) has Ik+1 mixing components in total, and its i-th
component, i = 1, ..., Ik+1, is a Gaussian PDF with mean bk+1i and variance Pk+1i,
associated with the weight βk+1i.
In Propositions 1.3–1.5, we keep the notation the same as that for linear models
(1.32)–(1.41): we use S for the variance of the state variable, C the covariance
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between the state variable and observation, and K the Kalman gain matrix. The
idea of the above propositions is we use a Gaussian mixture model to approximate the
non-Gaussian distribution of the noise; then, the prediction and filtering distributions
can be approximated by a mixture of Gaussian distributions with parameters updated
recursively based on a series of the Kalman filters (or the QMCKF if the model is
nonlinear) working simultaneously.
To start the procedure of Propositions 1.3–1.5, we first need to implement the
approximation pv (v) ≈ p̃v (v;ϑ) =
∑m
i=1 αiφ (v−ai,Pi) with ϑ = {αi, ai,Pi}
m
i .
Kim, Shephard, and Chib (1998), following Titterington, Smith, and Makov (1985),
matched the first four moments of the Gaussian mixture approximation to those of
the true density. This approach has limitations in accuracy, speed, and applicability.








× pv (v) dv.
Then we determine ϑ by minimizing H (pv|p̃v).
In practice, H (pv|p̃v) usually does not admit a closed form; therefore, we use the
Monte Carlo approach to evaluate the integration:



























If pv is easy to sample, H (pv|p̃v) can be approximated by























Otherwise, we can apply the importance sampling to reduce the approximation error,
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that is, for a Gaussian PDF ψv
































Other distance criterion can also be applied, for example







• Total variation distance: dTV (pv, p̃v) = 12
∫
|pv (v)− p̃v (v) |dv
The properties of H, d2H and dTV for density approximation were discussed in
Li and Barron (1999), Genovese and Wasserman (2000), Ghosal (2001), Ghosal and
van der Vaart (2001, 2007), and will be further examined in Section 1.4. Numerical
approaches for the implementation can be found in Joseph (2012) and Rue, Martino
and Chopin (2009).
Remark 1.1
In Propositions 1.4 and 1.5, (bk+1i,Pk+1i) and (ck+1i,Qk+1i) are the posterior and
prior estimates of the mean and variance of the state variable within in a single mixing
component. Afterwards, the overall mean and error covariance of the state variable,














































In addition, note that because the prediction and filtering distributions are non-Gaussian,









p (Xk+1|Zk+1) 6= φ
(




The number of mixing components for the prediction distribution (in Proposition 1.4)
is Jk+1, and that for the filtering distribution (in Proposition 1.5) is Ik+1 = Jk+1∗m =
mk+2. The exponential increase in the number of components hinders the application
of this approach. However, most of the weights (γ and β in Propositions 1.4 and
1.5) will become a very small positive number that is close to 0, thus dropping some
of the components by setting the corresponding weights to be 0 does not hurt the
accuracy of the approximation. In practice, we can order the weights and keep only
the largest mM weights (and mixing components) for a small natural number M , and
then we normalize the weights and carry the procedure to the next period. A more
robust approach is first to standardize the Gaussian density of every component and
then order the standardized weights to keep the largest mM components, instead of
ordering the raw weights3.
If uk is non-Gaussian, more specifically, if uk ∼ pu (·), then we can approximate
pu (·) as:










ᾰi = 1 (1.75)
The prediction distribution in Proposition 1.4 needs to be modified accordingly.
The result is presented in the following proposition.
Proposition 1.6
For a nonlinear and non-Gaussian state space model given in (1.50)–(1.51), if the
distribution of the noise u is non-Gaussian, and approximated by (1.75), then, the
3Thanks to Jean-Jacques Forneron for pointing this out.
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γk+1iφ (Xk+1 − ck+1i,Qk+1i) (1.76)
where
ck+1i = Eφs [F (Xk)] + ăt (1.77)
Qk+1i = Eφs
[
(F (Xk)− F (bks)) (F (Xk)− F (bks))T
]
+ P̆t (1.78)
γk+1i = βks ∗ ᾰt (1.79)
Jk+1 = Ik ∗ m̆. (1.80)
for s = 1, ..., Ik and t = 1, ..., m̆.
In Proposition 1.6, the expectation Eφs is with respect to the s-th component
of the filtering distribution p (Xk|Zk). βks in (1.79) is the s-th weight with respect
to the s-th component of p (Xk|Zk). ăt in (1.77), P̆t in (1.78), and ᾰt in (1.79) for
t = 1, ..., m̆ are the mean, variance, and weight associated with the t-th component
from the approximation (1.75).
For both the Gaussian model in Section 1.2 and the non-Gaussian model in Section
1.3, we start the filtering with Gaussian µ on X0. However, this assumption can be
relaxed. If µ is non-Gaussian, then we can approximate it using the following finite
Gaussian mixture model:





X0 − åi, P̊i
)
. (1.81)
The filtering distribution in Proposition 1.3 can be further generalized accordingly.
The next proposition describes this result.
Proposition 1.7
For a nonlinear and non-Gaussian state space model given in (1.50)–(1.51), if the
probability measure on the initial state, µ is non-Gaussian, and approximated by
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β0iφ (X0 − b0i,P0i) (1.82)
where
b0i = ås + K0i
(


























Z0 − Eφ−s [H (X0)]− at,S0i
) (1.88)
I0 = m̊ ∗m, (1.89)
for s = 1, ..., m̊ and t = 1, ...,m.
In Proposition 1.7, Eφ−s denotes the expectation of X0 under the s-th component
in the approximation (1.81). ås in (1.83)–(1.85), and P̊s in (1.87) for s = 1, ..., m̊ are
the mean and variance from the approximation (1.81). In addition, at in (1.83), Pt in
(1.84), and αt in (1.88) for t = 1, ...,m, are the mean, variance, and weight associated
with the t-th component from the approximation (1.52).
1.3.4 Algorithms
We denote the filter in Propositions 1.3–1.5 as Fngµ . As in Section 1.2, the expecta-
tions in Propositions 1.3–1.5 admit no closed-form solution generally and we compute
them using the quasi-Monte Carlo approach. This filtering approach is called the
Quasi-Monte Carlo Kalman filter for nonlinear and non-Gaussian state space models,
denoted as F̂ngµ with X0 ∼ µ. When F and H are linear functions, we have analytic
solutions for the mean and variance of the transformation associated with them; thus,
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the implementation of Propositions 1.3–1.5 can be simplified. When they are nonlin-
ear, a quasi-Monte Carlo-based numerical approach is used for the implementation.
In the following, we present two algorithms: Algorithm 2 is for linear models and
Algorithm 3 is for nonlinear models.
Algorithm 2: QMCKF for linear and non-Gaussian model
• Step 1: For a given pv (·), compute (and store) αi, ai and Pi for i = 1, 2, ...,m.
• Step 2: Compute b0i,P0i,K0i and β0i according to Prop.2 for i = 1, 2, ...,m.
• Step 3: Compute ck+1i,Qk+1i and γk+1i for i = 1, 2, ..., Jk+1, where Jk+1 = Ik,
according to Proposition 1.4.
• Step 4: Compute (and store) X̂k+1|k and P̂ k+1|k.
• Step 5: Compute bk+1i,Pk+1i,Kk+1i and βk+1i for s = 1, 2, ..., Jk+1,
t = 1, 2, ...,m according to Proposition 1.5. Set Ik+1 = Jk+1 ∗m.
• Step 6: Compute (and store) X̂k+1|k+1 and P̂ k+1|k+1.
• Step 7: Repeat Steps 3-6 for k = 0, 1, 2, ..., N .
1.4 Stability
1.4.1 Gaussian model
The problem of filter stability was raised as early as in Kalman’s 1960 seminal paper.
The proof of the stability of the Kalman filter for the linear and Gaussian models
strongly relies on the fact that the Kalman filter consists of a linear recursion and
a Riccati equation, which is not available for most of the existing nonlinear filtering
methods. However, in the proposed approach of this study, because the nonlinear sys-
tem is approximated by a linear system through linearization (1.6)–(1.7), the analysis
of stability based on the linear recursion and Riccati equation can be used to discuss
the stability of the proposed nonlinear filtering approach (1.32)–(1.41). We begin by
reviewing the definitions of various types of stability for dynamic systems.
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Algorithm 3: QMCKF for nonlinear and non-Gaussian model
• Step 1: For a given pv (·), compute (and store) αi, ai and Pi for i = 1, 2, ...,m.








































• Step 3: Repeat Step 2 for i = 1, 2, ..., Jk+1, where Jk+1 = Ik. Compute and
store X̂k+1|k and P̂ k+1|k.




























































• Step 5: Compute Kk+1i = Sk+1iV−1k+1i, Pk+1i = Qk+1s −Kk+1iVk+1iKTk+1i, and





• Step 6: Repeat Steps 4-5 for s = 1, 2, ..., Jk+1, t = 1, 2, ...,m. Set
Ik+1 = Jk+1 ∗m. Compute and store X̂k+1|k+1 and P̂ k+1|k+1.
• Step 7: Repeat Steps 2-6 for k = 0, 1, 2, ..., N .
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Definition 1.3 (Lyapunov stable)
The filter (1.32)–(1.41) is said to be Lyapunov stable if ∀δ > 0, ∃δ′ > 0 s.t.
∥∥∥X̄0 − X̄0′∥∥∥ <
δ implies ∀t ≥ 0
∥∥∥X̄ t − X̄ t′∥∥∥ < δ′, where X̄ t and X̄ t′ satisfy (1.32)–(1.41) with ini-




Definition 1.4 ((asymptotically) stable)
The filter (1.32)–(1.41) is said to be (asymptotically) stable if
∥∥∥X̄ t − X̄ t′∥∥∥ → 0 as
t→∞, where X̄ t and X̄ t
′





Definition 1.5 (exponentially stable)
The filter (1.32)–(1.41) is said to be exponentially stable if ∃a > 0, b > 0, δ > 0 s.t.∥∥∥X̄0 − X̄0′∥∥∥ < δ implies ∥∥∥X̄ t − X̄ t′∥∥∥ < a∥∥∥X̄0 − X̄0′∥∥∥ e−bt ∀t > 0, where X̄ t and
X̄ t
′




Here, Lyapunov stability is the weakest definition. In a dynamic system, if two
solutions start from two different initials that are close to each other, then the two
solutions will always be close to each other. Asymptotic stability is a stronger def-
inition, and it requires the distance between the two solutions to disappear. The
strongest definition is the exponential stability, which guarantees a minimal rate of
decay of the distance between the two solutions. There are other notions of stability
for a dynamic system, but the above three are most closely related to our interests.
In the next section, we introduce two more definitions: observability and uniformly
observability. These are the most important concepts in the discussion of linear and
nonlinear filtering. In their 1968 book, Bucy and Joseph pointed out that:“...suppose
a nonlinear model is not observable, then it is rather wasteful to perform the com-
putations necessary to determine the conditional distribution, because any estimate,
including the optimal one, will perform poorly.”
Definition 1.6 (Observability)
























for l > n is positive-definite for some l, n.
Definition 1.7 (Uniform Observability)
Systems (1.30)–(1.31) are said to be uniformly observable if ∃ integer L and α1 >
0, α2 > 0 s.t.
0 ≤ α1I ≤ Ol,l−L ≤ α2I,∀l ≥ L.
Observability means that if X 6= X ′ , then X̄0 = Xand X̄0 = X
′
will give rise to
different observation sequences of {Zt}t≥1. The concepts of observability and uniform
observability are easy to understand, and the difficulty is how to verify whether the
observability or uniform observability holds for a specific nonlinear state space model
(1.1)–(1.2). A sufficient condition for uniform observability is presented in Lemma
1.1.
Assumption 1.1
{X t} is Feller.4
Lemma 1.1
Under Assumption 1.1, and if H1 has a uniformly continuous inverse, then the system
(1.30)-(1.31) is uniformly observable.
Proof. See R. van Handel (2009).
According to Lemma 1.1, for systems (1.30)–(1.31) to be uniformly observable, we
need both F and H1 to be sufficiently smooth. Thus, when F or H1 is non-smooth,
4A Markov process X = {Xt} is Feller if
• limx→y p (Xt|X0 = x) = p (Xt|X0 = y)
• plimt↓0Xt = x given X0 = x
For both of our Gaussian state space model (1.1)-(1.2) and non-Gaussian model (1.50)-(1.51), if F
is Lipschitz, then {Xt} is Feller. However, if X is discrete, we do not need Lipschitz continuity of F
for {Xt} to be Feller.
34
nonlinear filtering may not be stable because the system may not be observable. In
addition, the assumptions needed in Lemma 1.1 can be relaxed if we restrict the space
of state X further. For example, when X is finite, a sufficient and necessary condition
for uniform observability can be derived (R. van Handel, 2009). The difficulty we have
here when X is non-compact is if F or H1 is not sufficiently smooth, it would be
impossible to infer the value of the state variable given the observations, and the
observability and stability of the filtering would collapse.
Now we are in a position to discuss the stability of the filtering (1.32)–(1.41).





B̂t−1X̄ t−1 +KtZt −KtÂ1tb̂t−1 −Ktât + b̂t−1
This is the Riccati equation for X̄ t, and the discussion of the stability of (1.32)–(1.41)
will be based on this equation.
The proof is based on the Lyapunov’s direct method (also called Lyapunov’s sec-
ond method) and the Lypaunov stability theorem. The idea of this method is to find
a Lyapunov function V (X) (also called “energy”) associated with the state variable;
if the energy is strictly decreasing over time and bounded below by zero, the energy
will go to zero, which means the state variable will converge to the zero state. We re-
fer to Kalman and Bertram (1960) and Kalman (1963) for the details of this method.
First, in Lemmas 1.2 and 1.3, it is important to prove that the error covariance in
(1.41) is bounded from above and below. This is the first step in proving the stability
of nonlinear filtering. Further, in Theorem 1.2, we will define a Lyapunov function,
check whether it is indeed decreasing, and complete the proof.
Lemma 1.2
If systems (1.30)–(1.31) are uniformly observable, then ∀τ ≥ 1, there exists a constant
pτ s.t., ∀t ≥ τ
P t ≤ pτI.
35
Lemma 1.3
If systems (1.30)–(1.31) are uniformly observable, and Σ0 is positive-definite, then
∀τ ≥ 1,∃qτ s.t., ∀t ≥ τ
P t ≥ qτI.
Theorem 1.2
Under Assumption 1.1 and if systems (1.30)–(1.31) are uniformly observable, then
Fg is exponentially stable in X̄ t, that is, ∃ κ1 > 0, ϑ1 > 0, δ > 0 such that
∀t > 0,
∥∥X̄µt − X̄νt ∥∥ < κ1 ‖µ0 − ν0‖ e−ϑ1t,
whenever ‖µ0 − ν0‖ < δ. µ and ν are well-defined Gaussian initial measures on X0
with a mean µ0 and ν0, and ‖ · ‖ is some suitable norm.
Note that Theorem 1.2 concerns the stability of Fg: (1.32)–(1.41), which is infeasi-
ble in practice because we do not know the true value of expectations in (1.32)–(1.41).
In the next theorem, we will discuss the stability of the QMCKF F̂gµ: (1.42)–(1.47).
Theorem 1.3
Under Assumption 1.1 and if systems (1.30)–(1.31) are uniformly observable, then
F̂g is exponentially stable in X̄
G
t , that is, ∃ κ2 > 0, ϑ2 > 0, δ > 0 such that
∀t > 0,
∥∥∥X̄G,µt − X̄G,νt ∥∥∥ < κ2 ‖µ0 − ν0‖ e−ϑ2t,
whenever ‖µ0 − ν0‖ < δ. µ and ν are well-defined Gaussian initial measures on X0
with a mean µ0 and ν0, and ‖ · ‖ is some suitable norm.
In addition to uniform observability, another assumption called uniform control-
lability5 is typically required for the stability of linear filtering. Controllability is to
rule out the possibility of knowing the value of the state variable exactly based on
5Systems (1.30)–(1.31) are said to be uniformly controllable if the controllability Gram Cl,n is
such that there are positive constants α3 and α4:
0 ≤ α3I ≤ Cl,l−L ≤ α4I












the observations; otherwise, there is no filtering problem. However, in our case, it
can be verified that if we assume that the initial measure µ is a well-defined Gaussian
distribution, then uniform controllability is satisfied automatically. More generally,
if µ is non-Gaussian (for example, in the regime switching models), then controllabil-
ity is guaranteed by various assumptions on the non-degeneracy of the noises ε and
η in (1.1)–(1.2).6 For example, the assumptions (A1) (a) and (A1) (b) in Douc et
al. (2004) for the Hamilton filter, and assumption (H1) in Del Moral and Guionnet
(2001) for the Particle filter. Other similar examples can also be found in the work
conducted by R. van Handel (2009, Assumptions 3.1, 3.2).
In the next theorem, the convergence of filter F̂g to Fg is discussed. Del Moral
and Guionnet (2001) established the uniform convergence of the Particle filter by
writing the difference between the exact and approximate filters as a telescoping
sum. A similar method is utilized in this chapter. More specifically, Fg is presented















function F and FG. Then X̄Gt − X̄ t can be written as
X̄
G




Ft · · ·Fi+1FGi X̄
G





The property of X̄
G
t − X̄ t is summarized in Theorem 1.4.
Theorem 1.4
Under Assumption 1.1 and if systems (1.30)-(1.31) are uniformly observable, then
there exists a finite positive Υt such that
‖ X̄Gt − X̄ t ‖≤ ΥtDG
where DG is the discrepancy of the sequence used in the QMCKF with simulation size
G.
6Non-degeneracy of the noises means (1) the transition density of state variable is bounded from
below and above (this is equivalent to assume the state variable is uniformly ergodic), and (2) the
conditional law of observation has a positive density.
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The value of Υt is shown in the Appendix, and it is independent of the type of
sequence or the simulation size used in the QMCKF. The implications of Theorem
1.4 are significant. For every time t, the smaller the discrepancy of the sequence we
use in the QMCKF (1.42)–(1.47) is, the smaller ‖ X̄Gt −X̄ t ‖ would be. Note that, as
shown in Section 1.2, X̄ t from F
g is equivalent to the true mean of the state variable.
1.4.2 Non-Gaussian model
We first extend the idea of observability to non-Gaussian models.
Definition 1.8 (Uniform Observability for non-Gaussian models)
Systems (1.50)–(1.51) are said to be uniformly observable if ∃ integer L and α5 >
0, α6 > 0 s.t. ∀i = 1, . . .m






















such that Pi is the variance matrix of the i-th mixing component in (1.52), and B̂j
and Âi are defined as those in the Gaussian model
7.
It is easy to see that uniform observability holds for non-Gaussian models if the
process of the state variable is Feller, the nonlinear function H is sufficiently smooth,
and Pi is well-defined for all i = 1, . . . ,m.
We also present an assumption of the non-Gaussian density, pv. Suppose φθ (x)
is a Gaussian probability measure on x with θ as the parameters, and denote
G ≡
{
φθ (x) , x ∈ X : θ ∈ Θ ⊂ Rdim(θ)
}
7H2 (Xt; θ) in Gaussian model is assumed to be 1 in non-Gaussian model, so Â2i in (1.6)
degenerates to 1 and we denote Âi for Â1i
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as the location-scale family of the Gaussian density parameterized by θ. In addition,
CG,P is defined as a class of density functions, that is,
CG,P ≡





and P is a probability measure on Θ.
Assumption 1.2
We assume pv ∈ CG,P8.
We are interested in the error of the finite Gaussian mixture approximation of
a given density function. Under Assumption 1.2, Li and Barron (1999) quantified
this approximation error in the relative entropy sense and showed that the rate of
convergence of this approximation is the inverse of the number of components in the
approximation. The bound of the approximation error can be found in their study,
and more general results were given by Genovese and Wasserman (2000), Ghosal
(2001), and Ghosal and van der Vaart (2001, 2007).
Theorem 1.5
Under Assumptions 1.1 and 1.2, and if systems (1.50)–(1.51) are uniformly observ-
able, then the filtered distribution of filter Fng is asymptotically stable in the relative
entropy sense, that is,
H (pµ (Xk|Zk) |pν (Xk|Zk))→ 0 as k,m→∞
where µ and ν are well-defined Gaussian initial measure on X0.
Theorem 1.6
8Examples of distribution in CG,P:
• Generalized Hyperbolic distribution: Students’s t, normal-inverse Gaussian, normal-inverse
Gamma, variance-gamma and others
• Normal-exponential-gamma distribution: Laplace and others
• Exponentially modified Gaussian
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Under Assumptions 1.1 and 1.2, and if systems (1.50)–(1.51) are uniformly observ-
able, then the filtered distribution of filter F̂ng is asymptotically stable in the relative
entropy sense, that is,
H (pµG (Xk|Zk) |p
ν
G (Xk|Zk))→ 0 as k,m,G→∞
where µ and ν are well-defined Gaussian initial measure on X0, and G is simulation
size in the QMCKF.
1.5 Parameter estimation
The classical state space problem involves not only determining the mean and dis-
tribution of unobservable state variables, but also learning the value of unknown pa-
rameters. In this section, we develop two approaches for the estimation of unknown




The off-line estimation method is based on the likelihood of the observation. For
simplicity, we consider the following state space model:
Xk+1 = F (Xk; θ) + uk (1.91)
Zk = H (Xk; θ) + vk (1.92)
In models (1.91)–(1.92), X is the unobservable state variable, Z is the observation,
and θ ∈ Θ is the unknown parameter in the model. Without loss of generality, we
assume uk ∼ N (µu, Σu) , vk ∼ pv (·), and X0 ∼ µ, which is Gaussian with a mean
µ0 and a variance Σ0.
If models (1.91)–(1.92) are Gaussian, that is, if vk is a Gaussian noise with
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N (µυ, Συ), then given the observation of ZN = {Zk}Nk=1 and based on the filtering
approach QMCKF (Algorithm 1), the approximated log-likelihood function, LGg,N (θ),
for parameter θ can be written as:









log (2π) + log








































and G is the simulation size in the QMCKF. Then, for the Gaussian model, the




If models (1.91)–(1.92) are non-Gaussian, that is, if vk is a non-Gaussian noise,
then given the observation of ZN = {Zk}Nk=1 and based on the proposed filtering
approach (Algorithm 3), the approximated log-likelihood function, LGng,N (θ), for pa-
rameter θ can be written as:
LGng,N (θ) ≡ log fGng (θ;ZN) =
N∑
k=1


















where SGkt and Z̄ks are based on Algorithm 3. Subsequently, the simulated maximum
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Various numerical optimization methods, including the EM algorithm can be used
to compute the MSLE.
Asymptotic property of likelihood-based estimator
We will discuss the asymptotic property of θ̂g,MSLE and θ̂ng,MSLE by first presenting
one more assumption. We define Lg,N (θ) = log fg (θ;ZN) and Lng,N (θ) = log fng (θ;ZN)
as the log-likelihood function for a Gaussian model and a non-Gaussian model with
observation ZN .
Assumption 1.3
This assumption is based on the assumptions of Theorem 2.1 of Newey and McFadden
(1994). We assume
(i) θ ∈ Θ, a compact subset of Rdim(θ)
(ii) E [log fg (θ;ZN)] ,
1
N
Lg,N (θ), E [log fng (θ;ZN)],
1
N
Lng,N (θ) are continuous in θ




Lg,N (θ) → E [log fg (θ;ZN)], 1NLng,N (θ) → E [log fng (θ;ZN)]in probability
uniformly in θ ∈ Θ as N →∞
Theorem 1.7
Under Assumptions 1.1 and 1.3 (and Assumption 1.2 for the non-Gaussian model),
and if systems (1.91)–(1.92) are uniformly observable, then θ̂g,MSLE ( or θ̂ng,MSLE),
is consistent if G→∞ as N →∞ (and m→∞ for the non-Gaussian model).
1.5.2 On-line estimation
As an on-line estimation method, the augmented approach (or joint estimation) is
generally used in other filtering methods for state space models, such as the EKF,
42
UKF, and PF. More specifically, for models (1.91)–(1.92), we first assume that the
unknown parameter is time-varying and follows a random walk process:
θk+1 = θk + ξk
where ξk ∼ N (0, ι) for a small positive number ι. Then, we construct an augmented

























































−→v k = [vk] .
Then, the QMCKF can be applied to this augmented state space model (1.93)–
(1.94). The filtered estimate of the mean of θk is the (time-varying) point estimate of
the unknown parameters, and the filtered distribution on θk can be used for inference.
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1.6 Examples and discussions
In this section, several examples are provided to illustrate the performance of the
QMCKF for various state space models.
1.6.1 Linear and Gaussian model
In this example, the performance of the QMCKF is examined and compared with
the Kalman filter and the Particle filter (Gordon et al., 1993; Kitagawa, 1993; details
about the algorithm of the Particle filter are provided in Appendix B). Because this
model is linear, we know that the KF is the optimal filter, and it would be the
benchmark when comparing the QMCKF and PF for this model.
The model is
Xt+1 = 0.99 ∗Xt + εt (1.95)
Zt = Xt + ηt (1.96)
where X0 ∼ N (0.1, 0.001), εt ∼ N (0, 0.01), and ηt ∼ N (0, 0.01). The sample size is
250. Although this model is linear, in the QMCKF (Algorithm 1, we will treat it as
a nonlinear model, and the simulation size as G = 1000. For the Particle filter, the
simulation size was N = 50000. It takes 0.11 second for the KF, 0.97 second for the
QMCKF and 3.31 seconds for the PF.
Figure E.1.1 shows a plot of the posterior estimation of the mean of the state
variable Xt in (1.95)–(1.96). As we can see, both the QMCKF and PF perform well
in estimating the mean of the state variable. However, the performance of the PF in
estimating the posterior distribution is worse than that of the QMCKF (the PDFs of
the posterior distribution for t = 50, 100, 150, and 200 are shown in Figure E.1.2, and
the CDFs are shown in Figure E.1.3). This problem of the PF is not alleviated, even
when the simulation size is increased. The estimation of the posterior distribution
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based on the PF is dependent on the way the PDF is smoothed and it differs when
different bandwidths are chosen.
1.6.2 Nonlinear and Gaussian model
In this example, we compare the performance of the QMCKF and PF for the following
nonlinear and Gaussian models:
Xt+1 = 0.99 ∗Xt +
1
300
∗X2t + 0.01 + εt (1.97)
Zt = exp (Xt) + ηt (1.98)
where X0 ∼ N (0.1, 0.001), εt ∼ N (0, 0.05), and ηt ∼ N (0, 0.05). The sample size is
250.
In the above model, both functions associated with state variable in the mea-
surement equation and dynamic equation are nonlinear. The simulation size for the
QMCKF (Algorithm 1) is G = 1000 and N = 50000 for PF. It takes 0.98 second for
the QMCKF and 3.89 seconds for the PF, respectively.
In Figure E.1.4, we report the result of the filtered estimation of X for both the
QMCKF and PF, and the true value of the state variable is also plotted in Figure
E.1.4. Similar to the linear and Gaussian examples in Section 1.6.1, both the QMCKF
and PF can accurately estimate the mean of the state variable. However, the filtered
distribution based on the PF is problematic. The density and CDF of the filtered
distribution of the QMCKF and PF are shown in Figures E.1.5 and E.1.6, respectively.
As shown in these two figures, compared with the QMCKF, the PF provides a less
smooth estimate of the density and CDF. We also run the PF on the same simulated
data set for 1000 different times, and we report the MSE in estimating the mean of
the state variable in Figure E.1.7, the estimated density of the filtered distribution in
Figure E.1.8, and the estimated CDF in Figure E.1.9. In Figure E.1.7, the horizontal
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line in red is the result of the QMCKF, and the circles are the results of 1000 trials of
the PF. We find that the MSE of the PF is volatile and the QMCKF is better than
the PF with a smaller MSE for almost all of the trials. In Figure E.1.8, the result of
the QMCKF is plotted in a black solid line and the five of the 1000 trials of the PF
are plotted in a dashed line with five different colors. In Figure E.1.9, the red solid
line is for the CDF based on the QMCKF and dots in five different colors are the
CDF based on five of the 1000 trials of the PF. It is clear that for the same data set
and same algorithm, the PF will lead to very different estimations on the density and
CDF of the filtered distribution. This implies that likelihood-based inference method
according to the PF lacks robustness in practice.
1.6.3 Linear and non-Gaussian model
Revisit the Linear and Gaussian model
In this example, we revisit the linear and Gaussian model in Subection 1.6.1. Specif-
ically, we consider the following:
Xt+1 = Xt + εt (1.99)
Zt = Xt + ηt (1.100)
where X0 ∼ N (10.5, 0.02), εt ∼ N (0, 1), and ηt ∼ N (0, 0.01).
In the above model, εt is assumed to be Gaussian, but in the QMCKF, it is treated













αiφ (εt − ai, Pi) .
In Tables 1.1 and 1.2, we provide two approximations for m = 3, and the resulting
approximated densities with the true density are plotted in Figure E.1.10. It is
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Table 1.1: Gaussian Mixture Approximation of Standard Normal Dis-
tribution: APPROX1
i αi ai Pi
1 0.0005 -0.01 1.84
2 0.999 0 1
3 0.0005 0.01 1.84
Table 1.2: Gaussian Mixture Approximation of Standard Normal Dis-
tribution: APPROX2
i αi ai Pi
1 0.0067 -1.75 0.62
2 0.8667 0 0.8
3 0.0067 1.75 0.62
obvious that the first approximation is better at minimizing the distance between
the approximated density and the true density. These two approximations are used
to examine the performance of the QMCKF (Algorithm 2) and check the effect of
the accuracy of the Gaussian mixture approximation on the estimation of the filtered
density.
The estimation of the mean of the state variable, the density, and the CDF of the
filtered distribution based on the first Gaussian mixture approximation are shown in
Figures E.1.11–E.1.13, and those based on the second approximation are shown in
Figures E.1.14–E.1.16. For comparison, the results based on the Kalman filter and
the PF are also presented in these figures. By comparing these figures, we can see
that the accuracy of the estimation of the filtering distribution is strongly dependent
on the goodness of the Gaussian mixture approximation.
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Table 1.3: Gaussian Mixture Approximation of Student’s t3
i αi ai Pi
1 0.0033 -4.50 2500
2 0.008 -3.49 6.6049
3 0.012 -2.68 0.64
4 0.0273 -1.80 0.3025
5 0.0853 -1.18 4.2849
6 0.73 0 0.7407
7 0.0853 1.18 4.2849
8 0.0273 1.80 0.3025
9 0.012 2.68 0.64
10 0.008 3.49 6.6049
11 0.0033 4.50 2500
Linear and non-Gaussian model
In this example, we consider a linear and non-Gaussian model:
Xt+1 = 0.99 ∗Xt + 0.1 + εt (1.101)
Zt = ϕ+Xt + ηt (1.102)
where X0 ∼ N (5, 0.01), εt ∼ t3, and ηt ∼ N (0, 0.001).
In this model, the noise εt follows the Student’s t distribution with a degree of













αiφ (εt − ai, Pi) .
We setm = 11, and the values of the parameters in the approximation are provided
in Table 1.3. The resulting density is plotted in Figure E.1.17.
The estimation of the mean of the state variable is shown in Figure E.1.18, and the
density and CDF of the filtered distribution are shown in Figures E.1.19 and E.1.20,
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respectively. As we can see from these figures, the difference of the results between
both the QMCKF and the PF, in estimating either the mean or the distribution, is
small, but the QMCKF is much faster than the PF (0.60 second for the QMCKF
with simulation size 1000, and 25.67 seconds for the PF with simulation size 50000
or 270.73 seconds for the PF with simulation size 500000).
1.7 Applications
In this section, we apply the QMCKF to two popular models in economics and fi-
nance, and actual data is used to illustrate the approach. In the first example, a
stochastic volatility model is investigated, and a finite Gaussian mixture model is
used to approximate the noise in the model and the QMCKF is applied to esti-
mate the unobservable volatility of asset returns. The proposed approach is applied
to the foreign exchange rate data between Sterling and Dollar from 10/01/1981 to
06/28/1985, and the results is compared with Kim, Shephard, and Chib (1998). In
the second example, a discrete-time jump model is discussed. The results show that
the jump size has a Gaussian mixture representation and can be effectively applied
by the QMCKF. A simulation example is used here to illustrate the performance of
the proposed approach. In addition, the 3-month Treasury bill rate data from 1991 to
1993 are used to estimate the jump probability and jump size, as well as to connect
the dates of jumps with major macroeconomic events.
1.7.1 Stochastic Volatility
The Model
This example is based on the work of Kim, Shephard and Chib (1998). To model




ht/2εt, t = 1 (1.103)








In the above model, yt is the return on asset at time t, ht is the unobservable log
volatility at time t, which follows a stationary mean-reverting process with the Gaus-
sian initial measure on h1 being the stationary distribution. εt and ηt are the uncor-
related standard normal noise. eht/2 is the volatility of return yt at time t, ση is the
volatility of the log volatility (ht), and β is a constant scaling factor of the volatility
of yt. This model was first proposed by Taylor (1986) to model the price of financial
assets, and was discussed by Hull and White (1987) and Jacquier, Polson and Rossi
(1994), and later extended by Jacquier, Polson, and Rossi (2004) for a fat-tailed SV
model.
By taking the logarithm of y2t , the above model can be transformed into a linear
and non-Gaussian model:
zt ≡ log y2t = ht + log ε2t (1.106)
Let ε̃t ≡ log ε2t , then (1.106) can be written as:
zt = ht + ε̃t (1.107)
where ε̃t ∼ logχ21 with E (ε̃t) = −1.2704 and Var (ε̃t) = 4.93. Equation (1.107) and
(1.104)–(1.105) construct a linear and non-Gaussian state space model for the return
of asset. To estimate this model, Harvey, Ruiz, and Shephard (1994) assumed ε̃t ∼
N (−1.2704, 4.93) and applied a Kalman filter to the linearized SV model. A quasi-
maximum likelihood estimation (QMLE) method was used in that paper to estimate
the unknown parameters in the model. As pointed out by Kim et al. (1994), although
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the QMLE by Harvey et al. (1994) was consistent and asymptotically normally
distributed, the deviation of logχ21 from Gaussian made QMLE performe poorly in
small samples. Jacquier, Polson, and Rossi (1994) developed a Bayesian Markov
Chain Monte Carlo method for the analysis of this model. Kim et al. (1994) designed
an offset mixture of normal distribution to approximate the likelihood and argued
that this can improve the efficiency of the MCMC procedure.
FX: Sterling vs. Dollar
Following Kim, Shephard, and Chib (1994), in this example, the QMCKF is applied
to (1.107) and (1.104), and its performance is examined in real data. The dataset
is the daily observations of weekday close exchange rates for Sterling/Dollar from
10/01/1981 to 06/28/1985, downloaded from the St. Louis Fed website. The sample
size is n = 937 (946 in Kim et al. (1994)). rt is denoted as the Sterling/Dollar
exchange rate at time t, and the mean-corrected returns are given by:













The observations are shown in Figure E.1.22.
To initiate the QMCKF, we first need to approximate the density of logχ21 using
Gaussian mixtures. More specifically, for ε̃t in (1.107), the density is approximated




αiφ (ε̃t − ai, Pi) (1.108)
where m is the number of mixing components in the approximation, and the true
















Table 1.4: Approximation of the distribution of logχ21 using 7 Gaus-
sian Components
i αi ai Pi
1 0.00730 -11.40039 5.79596
2 0.10556 -5.24321 2.61369
3 0.00002 -9.83726 5.17950
4 0.04395 1.50746 0.16735
5 0.34001 -0.65098 0.64009
6 0.24566 0.52478 0.34023
7 0.25750 -2.35859 1.26261
For a preset m, the parameters {αi, ai, Pi}mi=1in (1.108) are selected to minimize the
distance between p̃ε̃ (ε̃t) and pε̃ (ε̃t). In Table 1.4, the values of the parameters for
this approximation based on seven mixing components are presented. This is taken
from Kim et al. (1994). In addition, in Table 1.5, another approximation based on
nine mixing components is provided, and the approximated densities of these two
approximations with the true density are plotted in Figure E.1.21. It is obvious that
this 9-component approximation is better than the 7-component approximation of
Kim et al. (1994) in minimizing the approximation error. In the next section, this
9-component approximation is used to analyze the above SV model.





) is reported in Figure E.1.23, and





) is reported in





from Kim et al. (1994) is






is time-varying, and it is close to Kim, Shephard, and Chib’s estimate.
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Table 1.5: Approximation of the distribution of logχ21 using 9 Gaus-
sian Components
i αi ai Pi
1 0.01013 -9.25636 3.14958
2 0.00807 -7.79639 0.80596
3 0.09743 -4.38321 1.36069
4 0.01305 -6.51726 0.70950
5 0.03295 1.35546 0.11235
6 0.32671 -0.58298 0.62139
7 0.24546 0.55478 0.39823
8 0.25512 -2.16859 1.05116
9 0.01008 1.92825 0.10648
1.7.2 Jumps
The Model
It is well known that financial reports, macroeconomic announcements, and the release
of new products or wars can heavily impact the financial market, changing the prices
of stocks, commodities, and interest rates. This demonstrates the importance of
including jumps in dynamic models of financial assets. A large body of literature
has documented compelling empirical evidence for jumps. See Babbs and Webber
(1997), Das and Sundaram (1999), Johannes (2004), Le, Singleton and Dai (2010) for
studies on interest rates, and Engle and Ng (1993), Bakshi, Cao, and Chen (1997),
Bates (2000), Duffie, Pan, and Singleton (2000), and Pan (2002) for studies on stock
prices and returns. To provide a framework that allows for general specifications and
maximum likelihood-based estimation of jump models, the following jump model is
considered:
yt = ht + J̃t × Zt (1.110)









J̃t = J (Jt) (1.113)
Jt ∼ Ber (λ) (1.114)
λ ∼ Beta (α, β) (1.115)







In the above model, yt is considered as the observation, and ht is the unobervable
state variable with an i.i.d noise η. We assume that the jump component J̃ is a
simple linear function of J , where J follows a Beta-Bernoulli process. That is, we
assume that J follows a Bernoulli distribution with λ as the jump arrival rate, and
λ is based on a beta distribution with parameters α and β. In (1.116), we assume
that the jump size Z, conditioning on J , is normally distributed. Depending on the
function form of J, models (1.110)–(1.116) can be interpreted differently, and applied
to model various jump processes. This will be discussed in more detail later.
By combining (1.114) and (1.115), we can compute the possibility of Jt = j for
j = 0, 1 as follows:
P (Jt = j) =
Γ (2) Γ (α + j) Γ (1− j + β) Γ (α + β)
Γ (j + 1) Γ (2− j) Γ (1 + α + β) Γ (α) Γ (β)
, (1.117)
where Γ is denoted as the gamma function. It can be easily verified that if we plug
(1.117) into (1.116), the jump term J̃t × Zt has a Gaussian mixture representation:













We have a straightforward interpretation of (1.118). J can be considered as a
hidden state variable that describes the regime of the financial market, and P (Jt = 0)
and P (Jt = 1) as the likelihood of the different regimes. With the help of the J
function, J̃t can be used to model “jump happens or not” if we let J (J) = J , or
54
“ordinary noises vs. extreme events” if we let J (J) = 1. Given that the financial
market is in different regimes, the noise to the observation y is drawn from normal
distributions with different means and variances. That is, this model can be used
to describe jumps in the mean and jumps in the volatility of the price and return of
financial assets. In the remainder of this section, we set J (J) = 1.
This model can also be considered as a simple discrete-time stochastic volatility
jump (SVJ) model suggested by Bates (1996), and it can be further generalized to
capture other statistical properties of prices and the return of financial assets. For
example, a nonlinear transformation can be applied in (1.110)–(1.111) to develop a
nonlinear term structure models. See Glasserman and Kou (2003), Le, Singleton and
Dai (2010), and Chernov and Muller (2012) for examples. In addition, asymmet-
ric jumps can be incorporated into this model to capture the leptokurtic feature of
the return distribution of assets. See Eraker (2001), Kou (2002), Eraker, Johannes
and Polson (2003), Kou and Wang (2004), and Aı̈t-Sahalia, Cacho-Diaz, and Laeven
(2015) for examples.
A Simulating Example
We consider models (1.110)–(1.116), and adopt the parameter values given in Table
1.6. Based on the values of α and β given in this table and (1.117), we can compute
the possibilities of different jumps. That is,
P (Jt = 0) = 0.9756,
P (Jt = 1) = 0.0244.
We simulate a sample of {Jt, Zt, ht, yt}Tt=1, where T = 500 as shown in Figure
E.1.25. Specifically, Figure E.1.25 presents the observations (y, the top panel), the
true values of the state variable (h, the second panel from above), and the true values
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Table 1.6: Parameter values of a simulating example for the jump
model
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of the jump component (J̃ or J , the third panel from above), and the true values of
the jump term (J̃ × Z, the bottom panel). Note that even when Jt = 1, the jump
size, J̃t × Zt, may not be significant, so that we can not observe sharp kinks in the
jump size in this case. For example, t = 300, as shown in Figure E.1.25.
Our interest is to estimate the jump size and the jump probability, given the ob-
servations using the QMCKF. Figure E.1.26 presents the filtered estimation of the
jump size (E
(
J̃t × Zt|yt, yt−1, ...
)
, the top panel), the estimated jump probability
(P (Jt = 1|yt, yt−1, ...), the middle panel), and compares it with the true jump com-
ponent (the bottom panel). As shown in Figure E.1.26, we can correctly identify 11
ones out of the 15 jumps, where significant changes occur in the data.
Short Rates: Jumps and Macroeconomic Events
There is substantial evidence to support the finding that the dynamics of interest
rates can be affected by macroeconomic events, such as Federal Reserve monetary
policy announcements, wars and political events, and the release of job data. See
Piazzesi (2000), Eraker et al. (2003), Johannes (2004), Dubinsky et al.(2006) and
Kim and Wright (2015). Following Johannes (2004), a 3-month Treasury bill (T-bill)
rate from 1991 to 1993 is used to investigate the connection between the occurrence
of jumps and macroeconomic events. The data set is downloaded from the St. Louis
Fed website, and it has 479 daily observations. We apply the models (1.110)–(1.116)
and the QMCKF to estimate the jump size and jump probability, and identify the
events that generated these jumps.
Figure E.1.27 shows the time series of short rate changes (in percentage, the top
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panel), and filtered estimation of the jump probability (the bottom panel). From
Figure E.1.27, we can identify approximately 10 jumps during the period from 1991
to 1993, which gives an arrival rate of 0.0209. In addition, when these jumps occur,
the short rate will change by more than 10% in all the cases.
We can relate the dates of jumps with the following major macroeconomic events:
(A) 01/09/1991, the outbreak of the Gulf War; (B) 02/01/1991, U.S. unemployment
announcement and comments by the Federal Reserve; (C) 08/19/1991, the collapse
of the Soviet Union; (D) 08/21/1991, the emergence of Boris Yeltsin as leader of the
remnants of the Soviet Union, (E) 12/20/1991, the Federal Reserve lowers the discount
rate; (F) 4/9/1992, large Japanese equity market decline; (G) 7/2/1992, the Federal
Reserve lowers the discount rate; (H) 9/4/92, a U.S. unemployment announcement;
and, (I) October 1992, the Bush-Clinton presidential debates. We also identified a
jump at 11/06/1991, but failed to connect it with any macroeconomic events. The
results are reported in Figure E.1.28.
1.8 Conclusion
The state space model has numerous applications in economics. In this chapter, we
propose a unified set of tools for nonlinear and non-Gaussian state space models,
including filtering, likelihood evaluation, parameter estimation, and the asymptotic
properties. This approach is simulation-based, but provides a simple and tractable
estimation of the filtering distribution. The key features of the proposed approach
are the least square-based linearization and Gaussian mixture approximation of the
non-Gaussian density of the noise in the model. This, combined with the efficient
quasi-Monte Carlo method for integration, enables us to approximate the filtering
distribution of complex models using the well-established Kalman filter. Simulation
experiments show that the proposed approach can achieve significant improvement
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not only in terms of computation speed and ease of implementation, but also in terms
of accuracy and asymptotic properties.
For the parameter estimation of state space model, an off-line method and an
on-line method are presented to estimate the unknown parameters in the model. In
practice, the EM algorithm is an efficient approach for computing the estimate. In
particular, given the structure of the log-likelihood function, an on-line version of
the EM algorithm for the augmented state variable would be an efficient method to
estimate the parameters. This may be an area to explore for future research.
In addition, in this chapter the least square approximation is shown to be able to
match the true first two moments of the state variable, yet matching the true higher
moments can further improve the estimation of the filtered distribution further. More
exploration is needed on how to match the higher moments while maintaining the
linear structure of the approximation.
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Chapter 2
Pairs Trading with General State Space
Models
2.1 Introduction
In the early 1980s, a group of physicists, mathematicians and computer scientists, led
by quantitative analyst Nunzio Tartaglia, used a sophisticated statistical approach to
find the opportunities for arbitrage trading (Gatev et al. 2006). Tartaglia’s strategy,
later coined pairs trading, is to find a pair of two stocks whose prices have moved
similarly historically, and make profit by applying the simple contrarian principles.
Since then, pairs trading has become a popular short-term arbitrage strategy used by
hedge funds and is often considered as the “ancestor” of statistical arbitrage.
Pairs trading is a self-financing portfolio constructed with a long position in one
security and a short position in the other. Given that the two securities have moved
together historically, when a temporary anomaly occurs, one security would be over-
valued, compared with the other, relative to the long-term equilibrium. An investor
may be able to make money by selling the overvalued security, buying the under-
valued security, and clearing the exposure when the two securities revert to their
long-term equilibrium. Because the effect of the market’s movement is hedged by this
self-financing portfolio, pairs trading is market-neutral.
The methods for pairs trading can be broadly divided into nonparametric and
parametric methods. In particular, Gatev et al. (2006) proposed a nonparametric
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distance-based approach to determine the securities for constructing the pairs. A
pair is chosen by finding the securities that minimized the sum of squared deviations
between two normalized prices. They argued that this approach “best approximates
the description of how traders themselves choose pairs.” They found that average
annualized excess returns reach 11% for the top pair portfolios using CRSP daily
data from 1962 to 2002. Other nonparametric methods on pairs trading can also be
found in Bogomolov (2013), among others. Overall, the nonparametric distance-based
approach provides a simple and general method for selecting “good” pairs; however,
as Krauss (2016) and others pointed out, this selection metric is prone to choosing
pairs with small variance of the spread, and thereby limiting the profitability of pairs
trading.
By contrast, the parametric approach tries to capture the mean-reverting charac-
teristic of the spread using a parametric model. For example, Elliott et al. (2005)
proposed a mean-reverting Gaussian Markov chain model for the spread that is ob-
served with Gaussian noise. See Vidyamurthy (2004), Cummins and Bucca (2012),
Tourin and Yan (2013), Moura et al. (2016), Stübinger and Endres (2018), Clegg and
Krauss (2018), Elliott and Bradrania (2018), and Bai and Wu (2018) for other para-
metric methods on pairs trading. Overall, the parametric approach provides tractable
methods for the analysis of pairs trading. However, most of the existing parametric
models are too simple to be capable of capturing the dynamics of asset prices, which
substantially limits the returns from pairs trading.
Compared with the existing methods of pairs trading, the proposed approach has
the following features:
(1) It is based on a general state space model that includes nonlinear and non-
Gaussian model. This model can capture several stylized features of financial asset
prices, including heavy-tailedness, heteroscedasticity, volatility clustering and nonlin-
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ear dependence;
(2) The trading strategy is different from the existing ones. It uses the model’s
features such as heteroscedasticity and volatility clustering, and it can potentially
achieve significantly higher returns and Sharpe ratios;
(3) The optimal trading rules are also different from the existing ones. Although
this rule has no analytic solution, we show that it can be computed effectively using
simulations; and finally,
(4) The optimal trading rule can adapt to various objectives, such as a high
cumulative return, Sharpe ratio, or Calmar ratio.
We apply this approach to two pairs: PEP vs. KO and EWT vs. EWH. I find
that our approach achieves an annualized return of 0.2186 (0.3184) and a Sharpe ratio
of 2.9518 (3.8892) on the PEP-KO (EWT-EWH) pair. In comparison, a conventional
approach applied to the same pairs can only achieve an annualized return of 0.1311
(0.1480) and a Sharpe ratio of 1.1003 (1.1277) for the PEP-KO (EWT-EWH) pair.
Next, we test the approach using all the possible pairs among the largest five banks
and the smallest five banks listed on the NYSE. We find significant improvements over
the conventional approach for almost all the pairs. We also find that pairs of small
banks produce higher returns than the pairs of large banks. This is likely because the
spread between small banks is more volatile, providing more opportunities for active
trading.
The remainder of this chapter is organized as follows. In Section 2.2, we propose a
new model for pairs trading. In Section 2.3, we propose a new trading strategy based
on the mean-reverting property of spreads, and compare it with conventional trading
strategies using simulations. In Section 2.4, we implement the proposed approach on
actual data, and in Section 2.5 we present the conclusions.
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2.2 A New Model for Pairs Trading
We propose the following general state space model with the linear observable process
for pairs trading:
PA,t = λ+ γPB,t + xt + εt (2.1)
xt+1 = f (xt; θ) + g (xt; θ) ∗ ηt (2.2)
where PA is the price of security A; PB is the price of security B; γ is the hedge ratio
between the two securities; and x is the unobservable true spread between PA and
PB. We assume that x follows a mean-reverting process as in (2.2), εt ∼ N (0, σ2ε),
and ηt ∼ p (ηt; θ). Popular choices for f , g and p can be the following. Our framework
applies to all of them.
• Linear mean-reverting (Ornstein–Uhlenbeck process): f (xt; θ) = θ1 + θ2xt
• Nonlinear mean-reverting model: f (xt; θ) = θ1 + θ2xt + θ3x2t
• Ait-Sahalia’s nonlinear mean-reverting model (Ait-Sahalia, 1996): f (xt; θ) =
θ1 + θ2x
−1
t + θ3xt + θ4x
2
t
• Homoskedasticity model: g (xt; θ) = θ0
• Linear heteroscedastic model: g (xt; θ) = θ0 +
∑m
i=1 θixt−i
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In models (2.1)-(2.2), since λ and θ1 in the f function can not be identified simulta-
neously, we let λ = 0 and denote ψ = (γ, θ, σε) ∈ Ψ as the identifiable parameter of
the models (2.1)-(2.2). ψ is estimated based on the data set {PA,t, PB,t}Tt=1.
It is easy to find that the general framework for pairs trading includes linear and
Gaussian model as special case for the dynamics of the spread, and our approach
can be applied to all these cases. The new model has three advantages compared
with existing models for pairs trading, such as Elliott et al. (2005) and Moura et al.
(2016). First, because η can be non-Gaussian, x can follow a non-Gaussian process.
By allowing for this non-Gaussianity in η, the model can capture the distributional
deviation from Gaussianity and reproduce heavy-tailed returns.
Second, the model can capture heteroscedasticity in financial data. A well-known
feature of financial time-series is volatility clustering: “large changes tend to be fol-
lowed by large changes, of either sign, and small changes tend to be followed by
small changes” (Mandelbrot, 1963). This feature was documented later in Ding et
al. (1993), and Ding and Granger (1996) among others. In model (2.2), the volatil-
ity persistence can be represented by an ARCH-style modeling. Details about the
application of an ARCH model in finance can be found in Bollerslev et al. (1992).
Third, to characterize the nonlinear dependence in financial data, we allow f to be
nonlinear. Scheinkman and LeBaron (1989) found evidence indicating the presence of
nonlinear dependence in the weekly returns of the CRSP value-weighted index. Ait-
Sahalia (1996) found nonlinearity in the drift function of interest rate and concluded
that “the principal source of rejection of existing (linear drift) models is the strong
nonlinearity of the drift.” we keep the functional form of f flexible and as a result,
we can capture the nonlinear dependence in financial data.
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2.3 A New Approach to Pairs Trading
In this section, we discuss the trading strategies and trading rules for pairs trading.
In this study, a trading strategy is a method of buying and selling of assets in markets
based on the estimation of the unobservable spread. A trading rule is the predefined
value that generates the trading signal for a specific trading strategy with an investing
objective. To implement a strategy and rule on pairs trading, we need the following
quantities: (i) parameter estimates for the models (2.1)-(2.2), (ii) an estimate of
the spread, and (iii) choice of a specific strategy and the optimal trading rule. We
discuss these aspects in this section. More specifically, in Subsection 2.3.1, we present
an algorithm for filtering the unobservable spread and parameter estimation. In
Subsection 2.3.2, we discuss two benchmark trading strategies. In Subsection 2.3.3,
we present and compare three popular trading rules associated with the benchmark
trading strategies. In Subsection 2.3.4, we propose a new trading strategy, where we
change the way we open or close a trade, and discuss the benefit of this new strategy
compared with the benchmark strategies. Because the existing trading rule can not
be simply applied to the models (2.1)-(2.2), we propose a new approach to calculate
the optimal trading rule based on a simulation of the spread. The details of this
simulation-based method are presented in Subsection 2.3.5. In Subsection 2.3.6, we
summarize the procedures for pairs trading. These procedures can be applied to pairs
trading for all the trading strategies and rules discussed in this chapter.
2.3.1 Algorithm for Filtering and Parameter Estimation
For the specification of models (2.1)-(2.2), I run the following algorithm of Quasi
Monte Carlo Kalman filter (QMCKF) for nonlinear and non-Gaussian state space
models to estimate the unobservable spread and unknown parameters in the models,
based on the observations {PA,t, PB,t}Tt=1. This approach treats linear and Gaussian
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model as a special case, and its theoretical properties are studied in Zhang (2020).
Suppose the initial spread x0 follows N (µ,Σ) for any reasonable choices of µ and Σ.
• Step 1: For non-Gaussian density p(ηt), we use Gaussian mixture density to ap-
proximate its pdf and denote the approximation as p̃ (ηt) =
∑m
i=1 αiφ (ηt − ai,Pi),∑m
i=1 αi = 1 associated with parameters {αi, ai,Pi}
m
i=1, and Gaussian density
φ1. If ηt is Gaussian, then this step can be dropped.
• Step 2: Generate a Box-Muller transformed Halton sequence {x(g)t,s }Gg=1 with
sequence size G from φ (xt − bt,s,Pt,s), where bt,s and Pt,s are from Step 5 in











































where ak and Pk, k = 1, ...,m, are from the approximation in Step 1. When
t = 0, {x(g)0,s}Gg=1 is sampled from N (µ,Σ).
• Step 3: Repeat Step 2 for s = 1, 2, ..., Jt+1, with Jt+1 = mt, and k = 1, . . .m,
and store ct+1,i and Qt+1,i for i = 1, 2, ..., It+1, with It+1 = Jt+1 ∗m = mt+1.
• Step 4: Based on the results from Step 3, generate a Box-Muller transformed
Halton sequences {x(g)t+1,i}Gg=1 from φ (xt+1 − ct+1,i,Qt+1,i) for i = 1, 2, ..., It+1,
1To get this approximation, we determine the values of {αi, ai,Pi}mi=1 by minimizing the relative
entropy between the true density p (ηt) and its approximation p̃ (ηt).







× p (η) dη.
The above relative entropy can be computed in a numerical manner if it does not admit a closed-form
solution.
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with It+1 = m












































where Qt+1,i and ct+1,i are from Step 3.
• Step 6: Repeat Steps 4-5 for i = 1, 2, ..., It+1, with It+1 = mt+1. Compute and
store x̄t+1 and P̄t+1 where x̄t+1 =
∑It+1


















φ (PA,t+1 − ct+1,i − γ ∗ PB,t+1,Vt+1,i)∑It+1
i=1 φ (PA,t+1 − ct+1,i − γ ∗ PB,t+1,Vt+1,i)
.
• Step 7: Repeat Steps 2-6 for t = 0, 1, 2, ..., T .
The output {x̄t}Tt=1 from Step 6 is our estimation of the spread. To estimate the





















and the MLE, ψ̂MLE, of the unknow parameter will be determined to maximize the




A straightforward grid search can be used to find ψ̂MLE when the number of the
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unknown parameters is small. Otherwise, several optimization algorithms can be
applied to find ψ̂MLE. See Hajivassiliou and McFadden (1998) and Cameron and
Trivedi (2005) for details.
Also, a dual state-parameter estimation approach can be used to estimate the
parameters. In this approach, we consider the unknown parameters as state variables
and obtain the filtering estimation of the original state variables and unknown pa-
rameters simultaneously. See Wan, van der Merwe, and Nelson (1999) and Wan and
Nelson (2000) for examples.
2.3.2 Benchmark Trading Strategies
As we discussed in Section 2.1, the basic idea for pairs trading is to open a trade (short
one asset and long the other one) when the spread deviates from the equilibrium, and
to close the trade when the spread returns to the equilibrium. The trading strategies
for pairs trading are constructed based on this idea. We use Figures 2·1 and 2·2
to illustrate two benchmark trading strategies (hereinafter, Strategies A and B). In
Figures 2·1 and 2·2, the same estimated spread is plotted as solid lines, while a preset
upper boundary U and a preset lower boundary L are plotted as dashed lines. We
discuss how to choose the optimal U and L in Subsection 2.3.3. The upper and lower
boundaries act as thresholds to determine whether the spread has deviated enough
from the long-term equilibrium, and we use these two criteria to open a trade. In
addition, a preset value C acts as a threshold to determine whether the spread has
returned to the long-term equilibrium, and we use this criterion to close a trade. In
this study, we take C as the mean of the spread, and plot it as a solid green line in
both Figures 2·1 and 2·2.
In Strategy A (illustrated in Figure 2·1), a trade is opened at t1 when the spread
is higher than or equal to U . In this case, we sell 1 share of stock A and buy γ shares
of stock B. When the spread is less than or equal to the mean (i.e., C), we close the
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Figure 2·1: Trading Strategy A
Figure 2·2: Trading Strategy B
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trade and clear the position. The return from this trade is thus U − C. At t2, when
the spread is less than or equal to L, we open a trade, buying 1 share of stock A and
selling γ shares of stock B. We close this trade and clear the position at t′2, when the
spread is higher than or equal to the mean. The return from this trade is C − L.
In Strategy B (illustrated in Figure 2·2), we open a trade when the spread crosses
the upper boundary from below (e.g., at t1 ) or crosses the lower boundary from above
(e.g., at t2 ). Unlike the Strategy A, we will hold the portfolio until we need to switch
the position. Thus, in Strategy B, we clear the exposure at the same time when we
open a new trade ( i.e., t2 and t
′
1 coincide).
2.3.3 Conventional Trading Rules
When implementing pairs trading, the trading rule for a specific trading strategy is
the computation of optimal thresholds, U and L, for fulfilling an investing objective
based on that strategy. There are three popular approaches for computing the op-
timal thresholds, when the model (2.2) is linear mean-reverting, homoscedastic, and
Gaussian (i.e., f is linear, g is a constant, and η is a Gaussian noise). The optimal
trading rule for a general specification of model (2.2) is given in Subsection 2.3.5.
• Rule I: Ad hoc boundaries
Rule I takes U to be one (1-σ rule) or two (2-σ rule) standard deviations above the
mean, L to be one or two standard deviations below the mean, and C is the mean of
the spread. This rule is simple and popular in practice. In particular, the 2-σ rule
was first applied by Gatev et al. (2006) and later checked by Moura et al. (2016),
Zeng and Lee (2014), and Cummins and Bucca (2012). The 1-σ rule was discussed in
Zeng and Lee (2014), and the performance of the 1-σ rule and 2-σ rule was compared
in the same paper.
• Rule II : Boundaries based on the first-passage-time
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This rule was first adopted by Elliott et al. (2005) and later by Moura et al. (2016).



















Here, given the value of current spread, t∗, the optimizer of the above pdf, is the
likeliest time that the spread will revert to the mean. In model (2.2), if the spread
follows the Ornstein–Uhlenbeck process, then we can first standardize x, and use t∗
to construct the optimal C. A similar idea can be applied to compute U and L.
• Rule III: Boundaries based on the renewal theorem
This rule was first proposed by Bertram (2010), and then extended by Zeng and Lee
(2014). Under this rule, each trading cycle is separated into two parts, τ1 and τ2,
defined by
τ1 = inf {t;xt = C|x0 = U} , and τ2 = inf {t;xt = U |x0 = C} ,
where x is the spread. Suppose T is the time taken to complete each trade cycle, i.e.,
T = τ1 + τ2, and Nτ is the number of transactions we can have in the period [0, τ ].
Then, by the renewal theorem, the return per unit time is given by:









E (τ1) + E (τ2)
.
where E (τ1) and E (τ2) can be computed based on the density of the first passage
time, as mentioned in Rule II.
The problem of this rule, as Zeng and Lee (2014) have pointed out, is that when
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there is no transaction cost, this strategy implies that U (and L) will be arbitrarily
close to C. This suggests that the trader values the trading frequency more than the
profit per trade. Consequently, this could increase the risk of the portfolio signifi-
cantly.
2.3.4 The New Trading Strategy
We summarize the new trading strategy (hereinafter, Strategy C) in Figure 2·3. The
basic idea of Strategy C is similar to both Strategies A and B: opening a trade when
the spread is far away from the equilibrium and closing the trade when the spread
returns to the equilibrium. Unlike Strategies A and B, in Strategy C, we open a
trade when the spread crosses the upper boundary from above (or crosses the lower
boundary from below), and we clear the position when the spread crosses the mean, or
crosses the boundaries (U and L) after a trade has been opened (i.e., the spread crosses
the upper boundary from below or the lower boundary from above). For example, in







4, we clear the exposure. In Figure 2·3b for a heteroscedastic model,





Now we discuss the properties of this trading strategy when the model (2.2) is
homoscedastic (i.e., the g function is constant) and when it is heteroscedastic (i.e.,
g is non-constant). In the first situation, the main benefit of Strategy C is that we
can avoid holding the portfolio when the spread is larger than the upper boundary
(or smaller than the lower boundary). This would significantly decrease the portfolio
risk and drawdown. The main drawback of Strategy C is that the return can be lower
because we open a trade when the spread is closer to the mean of the spread than
in the case of Strategy A. Therefore, there is a trade-off between the risk and the
return. When model (2.2) is heteroscedastic, this strategy can not only reduce the
risk but also improve the return because opening a trade now depends on the level
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of volatility, and consequently, the boundaries are no longer constant over time. The
logic of this new strategy is illustrated in Figures 2·3a and 2·3b, for homoscedastic
and heteroscedastic cases, respectively.
2.3.5 Simulation Based Method for Optimal Trading Rule
For a general specification of models (2.1)-(2.2), the conventional trading rules in
Subsection 2.3.3 are difficult to apply. For example, the 1-σ or 2-σ rules can not be
applied when model (2.2) is heteroscedastic. For a complicated specification of model
(2.2), it is impossible to derive the density of the first passage time explicitly; thus,
rules II and III are unavailable in this case.
To compute the optimal trading rule under model (2.2) for all of the trading
strategies, we propose to select the optimal boundaries (i.e., for U and L; I set C
as the mean of the spread by default2) based on the Monte Carlo simulation of the
spread (equation (2.2) given the estimation of the unknown parameters). Different
criteria or investing objectives, such as expected return, Sharpe ratio or Calmar ratio,
can be used to determine the optimal boundaries for a given trading strategy.
Now, we use the following five specifications of model (2.2) to describe the details
of the computation of the new trading rules:
• Model 1: xt+1 = 0.9590 ∗ xt + 0.0049 ∗ ηt, ηt ∼ N (0, 1)
• Model 2: xt+1 = 0.9 ∗ xt + 0.2590 ∗ x2t + 0.0049 ∗ ηt, ηt ∼ N (0, 1)
• Model 3: xt+1 = 0.9590 ∗ xt +
√
(0.00089 + 0.08 ∗ x2t ) ∗ ηt, ηt ∼ N (0, 1)
2I assume C as the mean of the spread for simplicity, and this assumption can be relaxed to
construct more flexible strategies. For example, we can define C ≡ ( mean±∆) for a parameter ∆
and we close the trade when the spread enters into this region. Our simulation-based method can
also be applied to compute the optimal ∆. See an example of this strategy in Tie et al. (2018). A
more detailed discussion of this strategy is provided in the online appendix.
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Figure 2·3: Trading Strategy C
(a) Trading Strategy C in Homoscedastic Model
(b) Trading Strategy C in Heteroscedastic Model
73
• Model 4: xt+1 = 0.9590 ∗ xt + 0.0049√3 ∗ ηt, ηt ∼ t-distribution with 3 degrees of
freedom
• Model 5: xt+1 = 0.9 ∗ xt + 0.2590 ∗ x2t + 0.0049√3 ∗ ηt, ηt ∼ t-distribution with 3
degrees of freedom
Model 1 is a linear, Gaussian, and homoscedastic model. This is the most popular
model used for pairs trading. See Elliott et al. (2005) and Moura et al. (2016)
for examples of this model. Model 2 is a nonlinear mean-reverting and Gaussian
model; Model 3 is a linear mean-reverting, Gaussian, and nonlinear heteroscedastic
model; Model 4 is a linear mean-reverting and non-Gaussian model; and Model 5
is a nonlinear mean-reverting and non-Gaussian model. The last four models are
different extensions of Model 1 and have never been discussed in the literature on
pairs trading. These five models can be considered as the benchmark models for
pairs trading. Further extensions are available based on the combination of these
models, and our simulation-based method for the optimal trading rule can also be
applied to them.
For every specification of Models 1-5, we calculate the optimal trading rules
through the N simulations of the spread for Strategies A, B and C and compare
the resulting performances of the three strategies based on the expected return and
Sharpe ratio. More specifically, across all of the examples, we represent the optimal
trading rule (upper boundary U and lower boundary L) as the ratio of its difference
with the mean of the spread to one standard deviation of the spread, and we consider
the upper boundary U between [0.1, 2.5] and lower boundary L between [−2.5,−0.1]
for a grid size of 0.1. For every specification of Models 1-5 and every realization of the
process of the spread {x(m,n)t }Tt=1, where m is for different models (m = 1, 2, 3, 4, 5),
and n is for different realizations of the spread in the simulation (n = 1, . . . N), we
choose Ui from [0.1, 2.5] and Lj from [−2.5,−0.1], where i, j = 1, ..., 25, and compute
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the resulting cumulative return and Sharpe ratio for difference strategies. More specif-
ically, we denote the cumulative return and Sharpe ratio as CRm,k,ni,j and, SR
m,k,n
i,j ,
respectively, where k is for difference strategies (k = 1, 2, 3). For model m and strat-
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where z = CR or SR. Across all of the examples, we set the total trading period to
be 1,000 trading days (or approximately four years), and we set the simulation size to
be N = 10, 000. For simplicity, we assume that the transaction cost is 20 bp (0.2%)3,
and the annualized risk-free rate is set at 0.
In Table 2.1, we report the optimal trading rule for every combination of the five
models and three strategies, and the resulting expected cumulative return and Sharpe
ratio4. As we can find from this table, when the model is heteroscedastic, Strategy C
outperforms the other two strategies in terms of both the cumulative return and the
Sharpe ratio. Moreover, for the other homoscedastic models (Models 1, 2, 4, and 5),
the Sharpe ratio of Strategy C is competitive, although the cumulative return is not.
This supports our discussion of this new strategy in Subsection 2.3.4.
3This transaction cost is on one asset of the pair. Since a complete trading includes transactions
on two assets, the total transaction cost of one complete trading is 40 bp.
4If the spread and the strategy are symmetric around the mean, then the optimal upper boundary
and lower boundary should also be symmetric around zero, i.e, U∗ = −L∗. However, due to the
approximation error in gridding, the absolute values of U∗ and L∗ may not be exactly the same in
Table 2.1.
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We leave the detailed results of the simulation method in the appendix. More
precisely, the expected cumulative returns and Sharpe ratio as functions of various
choices of U and L are given in Figures E.2.1-E.2.5 for every possible combination of
the three strategies and four models.
Table 2.1: Optimal Selection of Trading Rule for Cumulative Return
and Sharpe Ratio
Model Strategy U∗ L∗ CR U∗ L∗ SR
Model 1
A 0.7 -0.7 0.3868 1.1 -1.1 0.0882
B 0.5 -0.5 0.4245 0.5 -0.5 0.0807
C 1 -1 0.2990 0.9 -0.9 0.1044
Model 2
A 0.8 -0.8 0.5562 1.2 -1.3 0.1308
B 0.6 -0.6 0.6085 0.6 -0.6 0.1203
C 1.2 -1.3 0.3300 1.2 -1.3 0.1163
Model 3
A 0.3 -0.2 3.9413 0.4 -0.4 0.0751
B 0.1 -0.1 4.0139 0.1 -0.1 0.0743
C 0.8 -0.8 6.6763 0.1 -0.1 0.2499
Model 4
A 0.6 -0.6 0.3792 1 -1 0.0881
B 0.4 -0.5 0.4071 0.5 -0.5 0.0782
C 1 -1 0.2243 1 -1 0.0829
Model 5
A 0.7 -0.7 0.5359 1.2 -1.2 0.1293
B 0.5 -0.5 0.5760 0.5 -0.5 0.1145
C 1.2 -1.2 0.2423 1.4 -1.4 0.0961
Note: The third and forth columns are the optimal boundaries based on
maximizing the cumulative return, and the fifth column is the resulting cu-
mulative return. The sixth and seventh columns are the optimal boundaries
based on maximizing the Sharpe ratio, and the eighth column is the resulting
Sharpe ratio. The cumulative return is displayed in decimal.
2.3.6 Summary
Now we summarize the procedures for pairs trading based on models (2.1)-(2.2) and
conclude this section.
• Step 1: Choose a specific model for (2.1)-(2.2). Given this model and observa-
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tions {PA,t, PB,t}Tt=1, we run the Quasi Monte Carlo Kalman filter and obtain
the filtered estimation of the spread {x̄t}Tt=1 and the estimation of the unknown
parameters in the model. The details of running QMCKF are discussed in
Subsection 2.3.1.
• Step 2: Choose a trading strategy, and determine the optimal trading rule (i.e.,
the optimal U and L) for a specific criterion using the Monte Carlo simula-
tion based on the data until time T . The details of this step can be found in
Subsections 2.3.3–2.3.5.
• Step 3: For t > T , we run QMCKF and estimate x̄t with ψ = ψ̂, the estimate
of the parameters obtained in Step 1. We use this {x̄t}t>T and follow the preset
trading strategy and optimal trading rule from Step 2 to generate the signal for
trading.
2.4 Applications
In this section, we test the performance of pairs trading through general state space
modeling for different trading strategies. Across all of the applications in this section,
we assume that the transaction cost is 20 bp and the annualized risk-free rate is 2%,
and we test the performance of Strategies A, B, and C for two specifications of model
(2.2):
• Model I: xt+1 = θ0 + θ1xt + θ2 ∗ ηt, ηt ∼ N (0, 1)
• Model II: xt+1 = θ0 + θ1xt +
√
θ2 + θ3x2t ∗ ηt, ηt ∼ N (0, 1)
As we explained in Subsection 2.3.4, the new trading strategy (Strategy C) can
significantly improve the performance of pairs trading when the model (2.2) is het-
eroscedastic. See Model 3 of Table 2.1 for a comparison based on simulation. In the
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following, we use actual data to compare the performance of various strategies and
show the improvement of the heteroscedastic modeling combined with the proposed
strategy.
2.4.1 Pepsi vs. Coca
In this example, we examine the performance of pairs trading for PEP (Pepsi) and
KO (Coca). The data consist of daily observations of adjusted closing prices of PEP
and KO from 01/03/2012 to 06/28/2019. Panel A of Table 2.2 reports the parameter
estimation of both Models I and II for this pair. The annualized performance metrics
are provided in Panel A of Table 2.3. It is clear that in Model II, the annualized return
of Strategy C is almost 50% higher than those of Strategies A and B, while Strategy
C maintains almost half of the risk (measured by annualized standard deviation) of
Strategy A or B. By comparing these matrices, we find that this improvement is
significant. However, the difference in the performances of Strategies A and B across
the two models is limited. This implies that the effect of heteroscedasticity modelling
on the performances of Strategies A and B is not significant. This is because in
Strategies A and B, the hedging portfolio is held until the spread is around the mean;
therefore, the frequency of changing positions is lower in Strategies A or B than that
in Strategy C.
2.4.2 EWT vs. EWH
In this example, we examine the performance of pairs trading for EWT and EWH.
The data consist of daily adjusted closing prices of EWT and EWH from 01/01/2012
to 05/01/2019. EWT is the iShares MSCI Taiwan ETF managed by BlackRock. It
seeks to track the investment results of an index composed of Taiwanese equities,
while EWH similarly corresponds to Hong Kong equities. Following the example of
PEP vs. KO, we test the performance of Strategies A, B, and C for Models I and
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Table 2.2: Parameter Estimation of Model I and Model II on PEP
vs. KO and EWT vs. EWH
Panel A: PEP vs. KO Panel B: EWT vs. EWH
Model I Model II Model I Model II
γ 1.98 2.03 1.40 1.42
σ2ε 0.012 0.011 0.0007 0.0006
θ0 -0.0001 -0.001 -0.0004 -0.0015
θ1 0.9572 0.9330 0.9898 0.9589
θ2 0.029 0.0003 0.0337 0.0016
θ3 - 0.1283 - 0.1136
Table 2.3: Annualized Performance of Pairs Trading on PEP vs. KO
and EWT vs. EWH
Strategy and Model Return Std Dev Sharpe Calmar Pain index
Panel A: PEP vs. KO
Strategy A, Model I 0.1311 0.0988 1.1003 1.3742 0.0195
Strategy B, Model I 0.1385 0.1153 1.0052 1.2204 0.0334
Strategy C, Model I 0.0618 0.0534 0.7649 0.8243 0.0087
Strategy A, Model II 0.1340 0.1038 1.0751 1.4040 0.0200
Strategy B, Model II 0.1407 0.1139 1.0366 1.2398 0.0258
Strategy C, Model II 0.2186 0.0659 2.9518 8.2384 0.0030
Panel B: EWT vs. EWH
Strategy A, Model I 0.1480 0.1111 1.1277 1.3042 0.0156
Strategy B, Model I 0.1109 0.1362 0.6531 0.7836 0.0328
Strategy C, Model I 0.1294 0.0740 1.4458 3.0926 0.0080
Strategy A, Model II 0.1402 0.1223 0.9622 1.2354 0.0196
Strategy B, Model II 0.1093 0.1349 0.6473 0.7717 0.0306
Strategy C, Model II 0.3184 0.0752 3.8892 10.3005 0.0032
II. We report the parameter estimation in Panel B of Table 2.2, and the annualized
performance in Panel B of Table 2.3. Comparing the annualized performance, we
find that the heteroscedasticity modeling can improve the performance of Strategy C
significantly, while it has no effect on Strategy A or B.
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2.4.3 Pairs Trading on U.S. Banks Listed on the NYSE
We use this example to illustrate the improvement of our new modeling and strategy
by implementing pairs trading on U.S. banks listed on the NYSE from 01/01/2013
to 01/10/2019. To avoid data snooping and make our results more concrete, we use
a simple method in choosing assets and constructing pairs. Specifically, based on
market capacity, we select the five largest banks to construct a group of large banks
and the five smallest banks to construct a group of small banks. The large bank group
includes JPM, BAC, WFC, C, and USB5, and the small bank group includes CPF,
BANC, CUBI, NBHC, and FCF6. We compare the performance of Model I combined
with Strategy A against Model II combined with Strategy C. Model I combined with
Strategy A is a popular approach in the existing literature on pairs trading, making
it a good benchmark for comparison.
In Panel A of Table D.1, we report the performance of these two approaches on
10 pairs of the large banks. The performance on 10 pairs among the small banks is
given in Panel B of Table D.1. It is apparent that Model II combined with Strategy
C outperforms Model I combined with Strategy A for almost all the pairs, either in
terms of annualized returns or annualized Sharpe ratios. The improvement in the
Sharpe ratio of Model II combined with Strategy C is much more significant than
that in returns. For example, when trading is implemented on pairs among large
banks, the improvement in return is 41.29%, and the improvement in the Sharpe
ratio is 89.23%. If trading is implemented on pairs of small banks, the improvement
in returns is 74.41%, and that in the Sharpe ratio is 151.8%.
In addition, by comparing the results in both panels of Table D.1, we find that
5JPM is for J P Morgan Chase & Co; BAC is for Bank of America Corporation; WFC is for
Wells Fargo & Company; C is for Citigroup Inc.; USB is for U.S. Bancorp.
6CPF is for CPB Inc.; BANC is for Banc of California, Inc.; CUBI is for Customers Bancorp,
Inc.; NBHC is for National Bank Holdings Corporation; FCF is for First Commonwealth Financial
Corporation.
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the performance of pairs of small banks is better than that of large banks, either for
Model I combined with Strategy A or Model II combined with Strategy C is applied
for trading. For example, applying Model I combined with Strategy A, the mean
of the returns of all pairs of large banks is 0.0703, and that of small banks can be
improved to 0.1524. Moreover if Model II combined with Strategy C is applied, we
can get an improvement of 0.1664 (from 0.0994 to 0.2658) by switching from trading
on large banks to trading on small banks. In Table D.2, we report the performance
of the two approaches of pairs trading for all possible pairs between large banks and
small banks, that is, we pair one large bank with one small bank. For some pairs,
such as JPM-CUBI and BAC-CUBI, the spread is far from being mean-reverting,
thus resulting in poor pairs trading performance.
To further investigate the performance of pairs trading, we check the out-of-sample
performance of the two approaches on the 10 bank stocks. More precisely, we separate
01/10/2012 to 01/12/2019 into two periods: 01/10/2012 to 01/01/2018 (in-sample
period) and 01/01/2018 to 01/12/2019 (out-of-sample period). We use the in-sample
data to train the model, estimate the parameter of the model, and determine the
optimal trading rules. In the out-of-sample period, we use the parameters and optimal
trading rules based on in-sample data to generate the trading signal. The results
are given in Tables D.3-D.6. From these tables, we can also confirm our earlier
findings that Model II combined with Strategy C outperforms Model I combined
with Strategy A in terms of both the returns and Sharpe ratio, and the improvement
is more significant with regard to the Sharpe ratio.
2.5 Conclusion
Pairs trading is a statistical arbitrage involving the long/short position of overpriced
and underpriced assets. The results in this study show that digging into the modeling
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and trading strategy can improve the performance of pairs trading significantly and
harness its greater potential of pairs trading in the financial market. This finding can
help the empirical research on the general profitability of pairs trading and discussions
on the tests of market efficiency, which we leave for future research to address.
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Chapter 3
Hermite Polynomial-based Valuation of
American Options with General
Jump-Diffusion Processes1
3.1 Introduction
The valuation of American-style options poses a challenge for both academic and in-
dustrial professionals. One of the difficulties comes from the fact that such a valuation
process relies on the identification of an optimal exercise policy. So far, considerable
effort has been put into simple settings where the underlying asset price follows a
log-normal process and the interest rate is constant (i.e., the standard model, or the
Black-Scholes model). Within this context, Kim (1990) decomposed the American
option price into two parts: the corresponding European option price and an Early
Exercise Premium (EEP) that captures the gains from exercising the option prior to
its maturity. Similar results are provided by Jacka (1991) and Carr et al. (1992). The
EEP representation of the American option price has proved extremely useful because
it provides a recursive integral equation for the optimal exercise boundary. Solving
the integral equations is key to the valuation process: it identifies the optimal exercise
policy, providing a parametric formula for the option price. Such an approach, based
on the integral equation, is straightforward to implement and shows significant ad-
vantages over other numerical procedures such as methods based on binomial lattices,
1This chapter is coauthored with Li Chen (Questrom School of Business, Boston University,
lichencharlie@gmail.com)
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Monte Carlo simulation, and Partial Differential Equations (PDE). See Brodie and
Detemple (2004) for a survey of methods on the valuation of American options.
While the valuation of American options in the standard model has been resolved,
empirical evidence suggests that the log-normality assumption does not hold in real-
ity. For example, the “volatility smile” phenomenon is a well-known pattern in option
pricing practice. To allow for the consistency of models with empirical regularities,
non-constant, or even non-deterministic model parameters should be considered. Un-
fortunately, analytical results in the standard model can not be generalized to models
with stochastic parameters in a straightforward manner. Efforts have been made to
solve diffusion models with nonconstant parameters. For example, Jacka and Lynn
(1992) considered general contingent claims written on diffusion processes. Detem-
ple and Tian (2002) presented an integral equation approach for the valuation of
American-style derivatives when the underlying asset price follows a general diffusion
process and the interest rate is stochastic. See Rutkowski (1994), and Gukhal (2001)
for the valuation of American options for other non-standard models.
All the above-mentioned methods rely on the fact that the transition density
of the underlying asset dynamics admits a closed functional form. Such conditions
have limited the scope of stochastic processes that can be considered. Furthermore,
even when the transition density exists in closed form, the structure may be quite
complex, and in turn, the method may be difficult to implement. To overcome these
difficulties, this article presents a systematic treatment of the valuation of American
options based on Hermite polynomial expansions and the EEP formula. Therefore,
our contributions to the literature are threefold.
The first contribution is that our method does not rely on the existence of analyti-
cal solutions to the transition density or the characteristic function of the distribution
of the underlying asset price. Moreover, there are no requirements for affine struc-
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tures. We propose using Hermite polynomials to approximate the transition density
for a given jump-diffusion model. The Hermite polynomial approximation is based on
Ait-Sahalia (2002, 2008), and Yu (2007). This approach gives an explicit sequence of
closed-form solutions to the transition density and is shown to converge to the turn
density. See Ait-Sahalia (1999), Egorov, Li, and Xu (2003), Ait-Sahalia and Kimmel
(2007, 2010), and Xiu (2014) for studies related to this approach.
The second contribution is that, our method is fast and accurate, while the price
and exercise policy can be jointly approximated by our approximation scheme. Owing
to the inherent nature of the EEP approach, by solving the integral equations with the
Hermite polynomial-based approximation to the transition density, we can generate
an approximation of the optimal exercise boundary. In turn, we provide a theorem
(Theorem 3.2 in Subsection 3.2.3) on the convergence of our proposed approximation.
When we increase the order of the Hermite polynomial in the approximation of the
transition density, the proposed approximations of the price and exercise boundary
of American options further improve. We can control the smoothness and accuracy
of the exercise boundary by changing the polynomial order in the expansion of the
transition density.
Third, our method can be easily extended to jump-diffusion models and multidi-
mensional cases. The extension is straightforward to implement without additional
theoretical/modeling complications. Kou (2002) established the analytical solutions
for European option pricing in a jump-diffusion model. However, the American option
pricing with jump-diffusion processes remains challenging. Gukhal (2001) derived an
EEP formula for the value of American options in a jump-diffusion model. Despite all
these efforts, one major drawback is that jump-diffusion models usually come with-
out closed-form transition densities. Even if such a density exists, its functional form
may be quite complicated in structure and the implementation requires a significant
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amount of human and computer power. Our method, on the other hand, can over-
come these difficulties. By using a Hermite polynomial expansion, we can control
the computational cost of the pricing algorithm by specifying the order of the expan-
sion. Moreover, unlike conventional approaches such as the PDE-based method (finite
difference, for example), Hermite polynomial expansions can be applied to a vector
of stochastic processes, and the results can be directly applied to multi-dimensional
models.
The structure of the chapter is as follows. Section 3.2 describes an approach to the
American option valuation when the underlying asset prices follow a general diffusion
process. Section 3.3 describes the generalization of the method to jump-diffusion
processes. Section 3.4 presents a numerical algorithm for implementing the proposed
approach. Section 3.5 provides several examples to demonstrate the efficiency of the
proposed approach. Finally, Section 3.6 concludes the chapter.
3.2 Valuation of American Options in Diffusion Models
3.2.1 American Options
We consider the stock price S defined on a probability space (Ω,F ,P∗) with filtration
F = (Ft)0≤t≤T satisfying the usual conditions and following:
dSt = (r (St; θ)− δ (St; θ)) dt+ σ (St; θ) dWt. (3.1)
We also denote µ (St; θ) = r (St; θ) − δ (St; θ). Let DS = (s, s̄) be the domain of the
diffusion S.
The arbitrage-free price of an American put option with a finite expiration T > 0
and a strike price K can be expressed as the expected value of its discounted payoff:








under the risk-neutral probability measure P∗. Here τ is the stopping time.
3.2.2 Early Exercise Boundary
Let B = {Bt : Bt ≥ 0, t ∈ [0, T ]} denote the optimal early exercise boundary of the
American put option. Then the arbitrage-free price of the American put option,
P (t, St), solves the following free boundary problem:
LP = 0,
P (T, ST ) = (K − ST )+ ,
lim
St↑∞
P (t, St) = 0,
lim
St↓Bt















Theorem 3.1 (Exercise Premium Representation)
We assume that r, δ, and σ are continuously differentiable, and (3.1) has a unique
strong solution. Then, in the continuation region C2, the value of the American put
option, P0 ≡ P (0, S0 = s0), has the following early exercise premium representation:
P0 = p0 + e0 (3.3)
where p0 represents the price of a European put option, that is,
p0 ≡ p (0, S0 = s0) =
K∫
0
e−rT (K − ST )ψ (ST ;S0 = s0) dST , (3.4)
2The continuation region is the set of pairs (S, t) at which immediate exercise is sub-optimal.
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and e0 is the early exercise premium given by





(rK − δSt) e−rtψ (St;S0 = s0) dStdt, (3.5)
and ψ (St;S0 = s0) denotes the risk-neutral transitional density function of St, given
S0 = s0. The exercise boundary Bt solves the recursive nonlinear integral equation
K −Bt = p (t, Bt) + e (t, Bt, B (·)) ∀t ∈ [0, T ) , (3.6)






r (BT ; θ)




At maturity, BT = K ≥ BT−. The functions p and e in (3.6) are defined as following:
p (t, Bt) ≡
K∫
0
(K − ST )ψ (ST ;St = Bt) dST , (3.7)





(rK − δSs) e−r(s−t)ψ (Ss;St = Bt) dSsds. (3.8)
The equations (3.4)-(3.6) in Theorem 3.1 for the valuation of American options
can be simplified if we make further assumptions on the model. For example, if we
assume that the stock price follows a geometric Brownian Motion (GBM), that is,
r (St; θ) = r, σ (St; θ) = σ for constants r and σ, and δ (St; θ) = 0, then we have a
Black-Scholes style formula for the valuation of American options. We summarize
this result in the following lemma.
Lemma 3.1 (Exercise Premium Representation under GBM)
If the stock price S follows geometric Brownian Motion, then the value of the Amer-
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ican put option, P0, can be written as:
P0 = Ke
−rTN (k2 (S0, K, T ))− S0N (k1 (S0, K, T )) + rk
T∫
0
e−rtN (b2 (S0, Bt, t)) dt,
(3.9)
where






















and Bt solves the following integral equation:




e−r(s−t)N (b2 (Bt, Bs, s− t)) ds. (3.10)
3.2.3 Hermite Polynomial-based Approximation
Theorem 3.1 provides an intuitive approach to the valuation of American options in
diffusion models; however, we still have two difficulties. First, most of the diffusion
models do not admit a closed-form solution for the transition density. Second, the
exercise boundary B is unknown in (3.5), and we need to solve the integral equation
(3.6) recursively to compute B.
In this study, we propose the use of the Hermite polynomials to approximate the
transition density. Our approach is based on the work of Ait-Sahalia (2002, 2006)
and Yu (2007). The Hermite polynomial approach by Ait-Sahalia (2002) provided
an explicit sequence of closed-form functions to approximate the unknown transition
density. Ait-Sahalia (2006) and Yu (2007) extended the approach to multivariate case
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and jump-diffusion models.
To approximate the transition density of the stock price S, we first transform S
into a new random variable Y by defining Y ≡ γ (S) =
∫ S
du/σ (u). We know that
Y has a unit diffusion, that is,
dYt = µY (Yt; θ) dt+ dWt,
where
µY (y; θ) =
µ (γ−1 (y; θ) ; θ)






γ−1 (y; θ) ; θ
)
. (3.11)




. According to Ait-Sahalia (2002), the
transition density of Y can be approximated using Hermite polynomials, and the
transition density of S can then be derived from that of Y. More specifically, the
transition density of S with time interval ∆ can be approximated up to order m as
following:
ψ̃(m) (St+∆ = S
′;St = S) = σ






















where φ (z) ≡ exp (−z2/2) /
√
2π denotes the density function of standard normal
distribution, and for all j ≥ 1,
cj (γ (S
′; θ) |γ (S; θ) ; θ) = j (S ′ − S)−j
γ(S′;θ)∫
γ(S;θ)
(w − γ (S; θ))j−1
×
{
λ (w; θ) cj−1 (w|γ (S; θ) ; θ) +
(





where λ (x; θ) ≡ − (µ2Y (x; θ) + ∂µY (x; θ) /∂x) /2 with µY defined in (3.11), and c0 =
1.
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Once we obtain the approximation of the transition density of S in (3.12), we can
plug ψ̃(m) into Theorem 3.1 and obtain the approximation of the valuation of American
options. More specifically, we have the following approximated early exercise premium










0 ≡ p̃(m) (0, S0 = s0) =
∫ K
0
e−rT (K − ST ) ψ̃(m) (ST ;S0 = s0) dST represents
the approximated price of a European put option and ẽ
(m)
0 is the approximated early















(rK − δSt) e−rtψ̃(m) (St;S0 = s0) dStdt.
(3.15)
The approximated exercise boundary up to order m, B̃
(m)
t , solves the following recur-
sive nonlinear integral equation:













∀t ∈ [0, T ) . (3.16)










(K − ST ) ψ̃(m)
(





































r (BT ; θ)







T = BT = K ≥ B̃
(m)
T− .
The following theorem guarantees that the proposed approach in (3.14)–(3.18) is
a well-behaved approximation of the value of American options.
Theorem 3.2













Proof. In Appendix B.2
3.3 Valuation of American Options in Jump-Diffusion Mod-
els
3.3.1 Valuation of American Options
In this section, we discuss the approximation of the value of American options when
the underlying asset price follows a jump-diffusion process. Because of the discontin-
uous nature of the asset price path, the exercise premium representation is different
from that without jumps. Specifically, we consider the stock price under the risk-
neutral measure, and assume that it follows:
d logSt = (r (St; θ)− δ (St; θ)− ρj) dt+ σ (St; θ) dWt + (J − 1) dqt (3.19)
where dq is a Poisson process with rate ρt, J − 1 is the proportional change in
the price due to a jump with density function ν as a function of jump size with
support DJ , and j = E (J − 1). We assume r (St; θ), δ (St; θ), and σ (St; θ) are
smooth functions of St. Then, based on Gukhal (2001), the value of the American
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put option, P0 ≡ P (0, S0 = s0), has the following representation:
P0 = p0 + e0 + g0 (3.20)
where
p0 ≡ p (0, S0 = s0) =
K∫
0
e−rT (K − ST )ψ (ST ;S0 = s0) dST (3.21)





(rK − δSt) e−rtψ (St;S0 = s0) dStdt (3.22)
and







e−rtρ (P (t, JtSt−)− (K − JtSt−))
× ψ (St−;S0 = s0)ψ (JtSt−;St−) d (JtSt−) dSt−dt. (3.23)
The exercise boundary Bt solves the following integral equation
K −Bt = p (t, Bt) + e (t, Bt, B (·))− g (t, Bt, B (·)) (3.24)
where
p (t, Bt) =
K∫
0
(K − ST )ψ (ST ;Bt) dST





(rK − δSs) e−r(s−t)ψ (Ss;Bt) dSsds







e−r(s−t)ρ (P (s, JsSs−)− (K − JsSs−))
× ψ (Ss−;Bt)ψ (JsSs−;Ss−) d (JsSs−) dSs−ds.
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The representation in (3.20) has a straightforward interpretation. As in the case
without jumps, p0 represents the price of a European put option, e0 is the early
exercise premium, and g0 is the rebalancing cost due to the jumps of stock prices
from the exercise region (the stock price is below the exercise boundary) into the
continuation region (the stock price is above the exercise boundary).
3.3.2 Hermite Polynomial-based Approximation
Our approach to studying jump-diffusion models is similar to our approach in Sec-
tion 3.2. We first approximate the transition density using Hermite polynomials.
According to Yu (2007), an approximation of the order m > 0 is obtained as follows:
ψ̃(m) (St+∆ = S













D(k) (S, S ′)∆k (3.25)
where








































k [ρ (s)− L]C(k) (s, S ′)
 ds, for k ≥ 0, (3.28)
D(1) (S, S ′) = ρ (S)− υ (S ′ − S) , (3.29)
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, for k ≥ 0, (3.30)
where
mk (S, S
′, w) ≡ C(k)
(
w−1B (w) , S















σ (s)−1 ds, (3.33)






(s, s′) + (r − δ − ρj) s∂f
∂s
(s, s′) , (3.34)
and
Lf (s, s′) = L f (s, s′) + ρ
∫
DJ
[f (s+ c, s′)− f (s, s′)] υ (c) dc. (3.35)
Once we obtain the Hermite polynomial approximation of the transition density as
above, we plug the approximation into (3.21)-(3.23), and solve the integral equation
(3.24) recursively. More specifically, we have the approximated value of the American
put option up to order m, P̃
(m)













0 ≡ p̃(m) (0, S0 = s0) =
K∫
0







































P̃ (m) (t, JtSt−)− (K − JtSt−)
)
× ψ̃(m) (St−;S0 = s0) ψ̃(m) (JtSt−;St−) d (JtSt−) dSt−dt. (3.39)
The approximated exercise boundary up to order m, B̃
(m)
t , solves the following recur-
sive nonlinear integral equation:































(K − ST ) ψ̃(m)
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ψ̃(m) (JsSs−;Ss−) d (JsSs−) dSs−ds. (3.43)
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3.4 Numerical Method and Algorithm
Following Detemple (2006), we divide the period [0, T ] into N equal subintervals and
let ∆ = T/N . We then use a step function to compute the exercise boundary recur-
sively. The algorithm works as follows: suppose that our step function approximation




n∆ , n = 0, . . . , N
}
. The terminal condition tells us
that B̃
(m,N)
N∆ = min {K, (r (BT ; θ)/δ (BT ; θ))×K} . Suppose that B̃
(m,N)
l∆ is known for




l∆ , l = 0, . . . , n
}
can be obtained by discretizing the integral in
(3.16) for a diffusion model, or (3.40) for a jump-diffusion model using the trapezoidal
rule. For example, we obtain the following equation for diffusion models:

























































And for jump-diffusion models, we have


























































































ψ̃(m) (Jt+s∆St+s∆−;St+s∆−) d (Jt+s∆St+s∆−) dSt+s∆− (3.47)





n∆ , n = 0, . . . , N
}
. Finally, the value of the American put option can be
computed by substituting the exercise boundary into (3.14) for diffusion models or
(3.36) for jump-diffusion models.
3.5 Applications
In this section, we illustrate how to compute the value of the American put option
and the corresponding exercise boundary for diffusion models and jump-diffusion
models. We use these examples to illustrate the accuracy and speed of the proposed
approach. We approximate the transition density using m = 2 for all the examples
in this section.
3.5.1 Applications to Diffusion Models
Geometric Brownian Motion (GBM) Model
In the geometric Brownian Motion model, the stock price S follows
dSt = (r − δ)Stdt+ σStdWt,
where r, δ, and σ are constants. To test the efficiency of our recursive algorithm in
Section 3.2, we compare the results from our approach with those from four widely
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used methods: the binomial method by Cox, Ross, and Rubinstein (1979), the ac-
celerated binomial methods by Breen (1991), the finite difference method, and the
analytical approximation by Geske and Johnson (1984). We use the results from
the binomial method with 10,000 time-steps as a benchmark to measure the accu-
racy. Following Huang et al. (1996) and Geske and Johnson (1984), we set S0 = 40,
r = 4.88%, and δ = 0.
Table 3.1 reports the valuations of American options from the six approaches.
Columns 1 through 3 represent the values of the parameters, K (strike price), σ
(volatility), and T (maturity), respectively. Column 4 gives the numerical results
from the binomial method with 10,000 time-steps, and we take this approach as a
benchmark. Column 5 includes the results in Table I of Geske and Johnson (1984).
Columns 6 through 8 report the results from the binomial method with 150 time-steps,
the finite difference method with 200 steps, and the accelerated binomial method with
150 time-steps. Column 9 shows the results of the proposed approach with 100 time-
steps. The accuracy is measured by the root mean squared error, as shown in the
last row. It is clear from this table that the proposed approach achieves the best
performance in terms of accuracy compared with the other methods.
We report the approximated exercise boundary in Figure E.3.1 for several combi-
nations of strike prices and volatility. The parameters values are the same as those in
Table 3.1, and T is 0.5833. This figure shows the marginal effect of strike prices and
volatility on the exercise boundary. For example, as the volatility becomes smaller,
the responding exercise boundary becomes flatter. The intuition for this result is that
when the volatility is small, the return from withholding American options is limited;
thus, the American put option will be exercised at a higher boundary instead of a
lower one. This result can also be confirmed by checking the partial difference of the
exercise boundary with respect to the volatility in (3.10).
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Table 3.1: Value of American Options Based on Di↵erent Numerical
Methods
K   T (yr) Binomial G&J Binomial II Accelerated FD Hermite
35 0.2 0.0833 0.0062 0.0062 0.0061 0.0061 0.0278 0.0062
35 0.2 0.3333 0.2004 0.1999 0.1995 0.1994 0.2382 0.2004
35 0.2 0.5833 0.4328 0.4321 0.4340 0.4331 0.4624 0.4329
40 0.2 0.0833 0.8522 0.8528 0.8512 0.8517 0.9874 0.8523
40 0.2 0.3333 1.5798 1.5807 1.5783 1.5752 1.6244 1.5800
40 0.2 0.5833 1.9904 1.9905 1.9886 1.9856 2.0177 1.9906
45 0.2 0.0833 5.0000 4.9985 5.0000 4.9200 5.0052 5.0000
45 0.2 0.3333 5.0883 5.0951 5.0886 4.9253 5.1327 5.0886
45 0.2 0.5833 5.2670 5.2719 5.2677 5.2844 5.2699 5.2673
35 0.3 0.0833 0.0774 0.0744 0.0775 0.0772 0.1216 0.0774
35 0.3 0.3333 0.6975 0.6969 0.6993 0.6977 0.7300 0.6976
35 0.3 0.5833 1.2198 1.2194 1.2239 1.2218 1.2407 1.2199
40 0.3 0.0833 1.3099 1.3100 1.3083 1.3095 1.3860 1.3100
40 0.3 0.3333 2.4825 2.4817 2.4799 2.4781 2.5068 2.4828
40 0.3 0.5833 3.1696 3.1733 3.1665 3.1622 3.1819 3.1699
45 0.3 0.0833 5.0597 5.0599 5.0600 5.0632 5.1016 5.0598
45 0.3 0.3333 5.7056 5.7012 5.7065 5.6978 5.7193 5.7059
45 0.3 0.5833 6.2436 6.2365 6.2448 6.2395 6.2477 6.2440
35 0.4 0.0833 0.2466 0.2466 0.2454 0.2456 0.2949 0.2466
35 0.4 0.3333 1.3460 1.3450 1.3505 1.3481 1.3696 1.3461
35 0.4 0.5833 2.1549 2.1568 2.1602 2.1569 2.1676 2.1551
40 0.4 0.0833 1.7681 1.7679 1.7658 1.7674 1.8198 1.7683
40 0.4 0.3333 3.3874 3.3632 3.3835 3.3863 3.4011 3.3877
40 0.4 0.5833 4.3526 4.3556 4.3480 4.3426 4.3567 4.3530
45 0.4 0.0833 5.2868 5.2855 5.2875 5.2863 5.3289 5.2870
45 0.4 0.3333 6.5099 6.5093 6.5103 6.5054 6.5147 6.5101
45 0.4 0.5833 7.3830 7.3831 7.3897 7.3785 7.3792 7.3833
RMSE 0.0000 5.34e-03 2.64e-03 3.53e-02 4.10e-02 2.16e-04
100
The GBM model is one of the limited cases in which we know the true transition
density, and to examine the accuracy of our approximated exercise boundary, we plug
in the true transition density into the numerical algorithm in Section 3.4, and compare
the results with our approximated exercise boundary. We report this comparison for
different strike prices and volatility in Figure E.3.2.
In Figure E.3.3, we compare the results of our proposed approach with the finite
difference method for approximating the exercise boundary.
To further investigate the performance of our approach, we report the approxi-
mated value of the American put option with respect to strike prices from 10 to 70 in
Figure E.3.4a. In addition, we computed the approximated value of the American put
option for different strikes based on various orders of the Hermite polynomial-based
approximation of the transition density. More specifically, the first order approxima-
tion means m = 1; the second order means m = 2; the third order means m = 3. We
use the results from the binomial method as a benchmark for comparison, and report
the relative error of the approximation in Figure E.3.4b.
Constant Elasticity Volatility (CEV) Model
The Constant Elasticity Volatility model assumes that the stock price S follows
dSt = (r − δ)Stdt+ σSα/2t dWt,
where r, δ, σ, and α are constants. Detemple and Kitapbayev (2018) applied this
model to study the pricing of the American VIX option. Further extension of this
model on the valuation of the VIX option can be found in Goard and Mazur (2013).
We set K = 100, r = 6/100, δ = r/2, σ =
√
10/5, S0 = 40, and T = 1. We
report in Figure E.3.5 the approximated exercise boundary of the CEV model for
α = 1.9, and α = 1.7, respectively. From Figure E.3.5, we find that as α decreases,
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the volatility of the stock price decreases, and thus the optimal exercise boundary
becomes higher. This result is the same as that found in the GBM model.
Nonlinear Mean Reversion (NMR) Model










where a, b, c, v, σ, and γ are constants. This model was discussed in Ait-Sahalia
(1996, 1999), and Gallant and Tauchen (1998) for modeling the interest. Eraker and
Wang (2012) proposed a similar model for the VIX option.
In the NMR model, we set a = 500, b = 5, c = 0.05, v = −0.05, σ = 0.2, γ = 3/2,
K = 20, r = 5/100, δ = 0, S0 = 20, and T = 0.0833. We report the approximated
exercise boundary shown in Figure E.3.6.
Double Mean Reversion (DMR) Model
The Double Mean Reversion model assumes that
dSt = β (yt − St) dt+ σ
√
StdWt
dyt = ξ (α− yt) dt+ κ
√
ytdUt
where W and U are two independent Brownian motions, and α, β, ξ, κ, and σ are
constants.
Based on the usual square root model, this DMR model includes an additional
stochastic factor for the mean level of the stock price. In this model, the speed
of mean-reversion towards the short-run stochastic mean level of the stock price is
controlled by β, and the speed of mean-reversion towards the long-run mean level
of the short-run stochastic mean is controlled by ξ. This model was discussed in
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Amengual (2008), Mencia and Sentana (2009), and Egloff et al. (2010).
In the DMR model, the optimal exercise boundary is a function of time, t, and
y. We set K = 40/100, r = 4.88/100, δ = 0, σ = 0.25, κ = 0.2, β = 2.5, ξ = 4,
α = 0.25, T = 0.5. In Figure E.3.7, we report the approximated exercise boundary
in the DMR model. The boundary is approximated with 20 steps on time, and 100
steps on y for y in [0, 1].
3.5.2 Applications to Jump-Diffusion Models
Merton’s Jump-Diffusion Model
Merton (1976) proposed a jump-diffusion model to incorporate discontinuous returns,
and derived a closed-form vanilla option pricing formula. Merton’s jump-diffusion
model assumes that:
d logSt = (r − δ − λj) dt+ σdWt + (J − 1) dqt,
where dq is a Poisson process with rate λt, J has a lognormal distribution with mean
µJ and variance σ
2
J , and j = E [J − 1] = exp (µJ + σ2J/2)− 1.
We set K = 40, r = 4.88/100, σ = 0.2, µJ = 0, σJ = 0.2, S0 = 40, and T = 0.5.
Additionally, we approximate the exercise boundary for different values of λ. More
specifically, we try λ = 1/100, 10/100, and 25/100, and present the results in Figure
E.3.8. By comparing the exercise boundaries in Figure E.3.8, we find that when λ is
smaller, the exercise boundary is higher. The intuition for this result is that when λ
is smaller, the jump in the return occurs less frequently, and thus the return becomes
less volatile. Similar to the models without jumps in this section, when the stock
price or the return is less volatile, the exercise boundary becomes higher.
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Kou’s Jump-Diffusion Model
To incorporate the leptokurtic feature of the return distribution and “volatility smile”
phenomenon in option market, Kou (2002) proposed a double exponential jump-
diffusion model. This model assumes
d logSt = (r − δ) dt+ σdWt + Jdqt
where J has an asymmetric double exponential distribution with density:
υ (z) = p ∗ η1e−η1z1{z≥0} + q ∗ η2e−η2z1{z<0},
where η1 > 1, η2 > 0, p+ q = 1, and 0 ≤ p, q ≤ 1. The mean, variance, and skewness























2 (p3 − 1) η31 − 2 (q3 − 1) η32 + 6pqη1η2 (qη2 − pη1)(
pη22 + qη
2
1 + pq (η1 + η2)
2) 32 .
Also, dq is a Poisson process with rate λt.
In Figure E.3.9, we report the approximated exercise boundary for Kou’s jump-
diffusion model with λ = 1/100, 10/100, and 20/100, respectively. We set K = 40,
r = 4.88/100, δ = 0, σ = 0.2, p = 0.04, q = 0.96, η1 = 3.7, η2 = 1.8, S0 = 40, and
T = 0.5. We approximate the boundary by 50 steps on time. Similarly, we find that
the smaller the intensity of the jump is, the higher the exercise boundary becomes.
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3.6 Conclusion
In this study, we develop a new approach to approximate the exercise boundary and
the value of the American put option based on Hermite polynomials. We also provide
a numerical scheme for implementing the proposed approach. We show theoretically
that our approximation will converge to the true exercise boundary and the value
of the American put option, and provide evidence for the efficiency of our approach
through several numerical examples including diffusion processes and jump-diffusion
processes. We only discuss the case of the American put option; however, the value
of the American call option can be approximated similarly.
A drawback of our approach is its computational complexity. Although we have a
closed-form approximation of the transition density for a given jump-diffusion model,
we need to evaluate the integral of the transition density, and the integral usually
does not admit a closed-form solution. This incurs a heavy computational burden on
the numerical implementation. Other approaches for approximating the transition
density, such as finite mixture models, can simplify the integral equation, and thus




A.1 Assumptions of Chapter 3
Assumption A.1 (Smoothness of Coefficients)
The functions r (St; θ), δ (St; θ) and σ (St; θ) are infinitely differentiable in S, and
three times continuously differentiable in θ, for all S ∈ DS and θ ∈ Θ.
Assumption A.2 (Non-Degeneracy of the Diffusion) 1. IfDS = (−∞,+∞), there
exists a constant c such that σ (St; θ) > c > 0 for all S ∈ DS and θ ∈ Θ.
2. If DS = (0,+∞), there exists constants ζ0 > 0, ω > 0, η ≥ 0 such that
σ (St; θ) ≥ ωSη for all 0 < S ≤ ζ0 and θ ∈ Θ.
Assumption A.3 (Boundary Behavior)
For all θ ∈ Θ, µY (y; θ) in (3.11) and its derivatives with respect to y and θ have at
most polynomial growth near the boundaries and limy→y+orȳ− λ (y; θ) < +∞ where
λ (y; θ) ≡ − (µ2Y (y; θ) + ∂µY (y; θ) /∂y) /2.
1. Left Boundary: If y = 0, there exist constants ε0, χ, ς such that for all 0 < y ≤
ε0 and θ ∈ Θ, µY (y; θ) ≥ χy−ς where either ς > 1 and χ > 0, or ς = 1 and
χ ≥ 1. If y = −∞, there exist constants E0 > 0 and K0 > 0 such that for all
y ≤ −E0 and θ ∈ Θ, µY (y; θ) ≥ K0y.
2. Right Boundary: If ȳ = +∞, there exist constants E0 > 0 and K0 > 0 such
that for all y ≥ E0 and θ ∈ Θ, µY (y; θ) ≤ K0y. If ȳ = 0, there exist constants
ε0, χ, ς such that for all 0 > y ≥ −ε0 and θ ∈ Θ, µY (y; θ) ≤ −χ|y|−ς where




B.1 Proofs of Chapter 1
B.1.1 Proof of lemma
Proof of Lemma 1.2
For t ≥ τ , define a state estimate




























Since this estimate is not the optimal one and not of minimum variance, we have
the inequality
P t ≤ var
(
X̄ t − ˜̄Xt
)





























































An upper bound of var
(
X̄ t − ˜̄X t
)
can be obtained based on the assumption of
uniform observability (Definition 1.7).
Proof of Lemma 1.3














































































Based on (B.2)-(B.3), Q̌t and Q̌
−
t+1 can be interpreted as posterior and prior estima-















































































































Then P t = Q
−1
t ≥ q̃−1τ I ≡ qτI
B.1.2 Proof of propositions
Proof of Proposition 1.1
We can plug (1.6)-(1.7) into (1.3)-(1.5), and we will have:
p̃ (X t|Zt) = c̃tp̃ (X t|Zt−1) p̃ (Zt|X t)
= c̃tp̃ (X t|Zt−1)φ
(




p̃ (X t|Zt−1) p̃ (Zt|X t) dX t. And
p̃ (X t|Zt−1) =
∫





X t −Bt−1X t−1 − bt−1,Σε +Σet−1
)
dX t−1
If we begin the filter with Gaussian µ, i.e., if we let p̃ (X0|Z−1) = µ, then it is
easy to verify that p̃ (X t|Zt) and p̃ (X t|Zt−1) have the Gaussian kernel.
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Proof of Proposition 1.2
Elemental.
Proof of Proposition 1.3-1.7
We only provide the proof for Proposition 1.3 because the proofs for Proposition








c0iφ (X0 − µ0,Σ0)φ (Z0 −A0X0 − a0−ai,Pi +Σc0)
where we make use of p (X0) = µ ≡ φ (X0 − µ0,Σ0), and apply the linearization:
H (X0) ≈ A0X0 + a0 + c0
such that c0 ∼ N (0,Σc0). Notice that in the above formula, p (X0|Z0) is a weighed
sum of product of two Gaussian densities. It is easy to verify that
φ (X0 − µ0,Σ0)φ (Z0 −A0X0 − a0−ai,Pi)
can be represented as another Gaussian density. Note that unlike the linear case,
here p (X0|Z0) is a Gaussian mixture, and may not be Gaussian.
B.1.3 Proof of theorems
Proof of Theorem 1.2








Based on Lemma 2 and Lemma 3, we can construct γ1
(∥∥X̄ t∥∥) = pN ∥∥X̄ t∥∥2 and
γ2
(∥∥X̄ t∥∥) = qN ∥∥X̄ t∥∥2 and it is easy to verify that
0 ≤ γ1
(∥∥X̄ t∥∥) ≤ V (X̄ t, t) ≤ γ2 (∥∥X̄ t∥∥)
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B̂t−1X̄ t−1 +KtZt −KtÂ1tb̂t−1 −Ktât + b̂t−1
We only consider the homogeneous part of above equation, since the remaining

































































































∥∥X̄ t−τ−1∥∥2 ≤ −ν2 ∥∥X̄ t∥∥2 ≡ γ3 (∥∥X̄ t∥∥)
Proof of Theorem 1.3
By Koksma-Hlawka inequality, it can be verified that for large enough simulation






































t−1 −KGt âGt + b̂
G
t−1
The result can be established based on this equation.
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Proof of Theorem 1.4
Based on Theorem 1.2, ‖ Ft · · ·Fi+1X̄
µ
i −Ft · · ·Fi+1X̄
ν
i ‖≤ κ1eϑ1(i−t) ‖ µ0−ν0 ‖, then














W (Fi)DG, where W (Fi) is defined in (1.2.4), and DG is the discrepancy defined
in (1.1). Since the discrepancy DG is only dependent on the type of low-discrepancy
sequence used in QMCKF and the simulation size G, we can further simplify the
above formula as:











ϑ1(i−t)W (Fi). It is easy to see that Υt is bounded since W (Fi) is
bounded for every Fi.
Proof of Theorem 1.5
Step 1 : We denote p̄µ (Xk|Zk) as the true filtering distribution for non-Gaussian
model (1.50)-(1.51) such that µ is a well defined Gaussian initial measure on X0.
Suppose we initiate the filtering from Gaussian p̄µ (Xk|Zk−1) and since pv ∈ CG,P, we
have










µ (Xk|Zk−1)φθ (Zk|Xk)P (dθ)
It is clear that p̄µ (Xk|Zk−1)φθ (Zk|Xk) has a Gaussian kernel because p̄µ (Xk|Zk−1)
is a Gaussian. This implies p̄µ (Xk|Zk) ∈ CG,P.
Step 2 : From (1.53), we have the approximated filtering distribution based on
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µ (Xk|Zk−1)φ (Zk −H (Xk)−ai,Pi)
This means pµ (Xk|Zk) is a Gaussian mixture approximation of p̄µ (Xk|Zk). Ac-




H (p̄µ (Xk|Zk) |pµ (Xk|Zk)) = O (logm/m)
Thus we have H (p̄µ (Xk|Zk) |pµ (Xk|Zk))→ 0 as m→∞.
Step 3 : For two well defined Gaussian initial measures µ and ν,
H (pµ (Xk|Zk) |pν (Xk|Zk)) ≤ H (p̄µ (Xk|Zk) |pµ (Xk|Zk))
+H (p̄ν (Xk|Zk) |pν (Xk|Zk)) +H (p̄µ (Xk|Zk) |p̄ν (Xk|Zk))
We assume the true filtering distribution is stable, thenH (p̄µ (Xk|Zk) |p̄ν (Xk|Zk))→
0 as k →∞. Then the stability of approximated filtered distribution of Fng is estab-
lished:
H (pµ (Xk|Zk) |pν (Xk|Zk))→ 0 as k,m→∞.
Proof of Theorem 1.6
Similarly to the proof of Theorem 1.4, we define two functionals J and JG such that
pµ (Xk|Zk) = J (pµ (Xk−1|Zk−1) ,Zk) = Jkpµk−1,
and
pµG (Xk|Zk) = J






















Jk · · · Ji+1JGi p
µ





1Ghosal and van der Vaart (2007) obtained an improved bound:
infpµ H (p̄µ (Xk|Zk) |pµ (Xk|Zk)) = O (logm/ exp (m))
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→ 0 as G→∞. The result of Theorem 6 follows from Theorem 5.
Proof of Theorem 1.7
From the construction of quasi Monte-Carlo integration and the Koksma-Hlawka









∣∣LGng,N (θ)− Lng,N (θ)∣∣→ 0 as G→∞, N →∞, and m→∞.
From (iv) of Assumption 1.3, we can conclude that 1
N
LGg,N (θ) converges uniformly
to E [log fg (θ;ZN)] and
1
N
LGng,N (θ) converges uniformly to E [log fng (θ;ZN)]. Then
consistency of the MSLEs follows by Theorem 2.1 of Newey and McFadden (1994).
B.2 Proofs of Chapter 3
B.2.1 Proof of Theorem 3.2
Step 1: According to Ait-Sahalia (2002), we apply the following transform to S by
S → Y → Z:






2 (Y − y0) .
We approximate the transition density of Z by the following Hermite polynomial
construction up to order m:
ψ̃
(m)
Z (Zt+∆ = z





Z (∆, z; θ)Hj (z) ,
where φ is the density of standard normal distribution, H is the Hermite polynomials
and ηZ is the coefficient in the approximation. We have





















and Q is a constant. pZ (∆, z
′|z; θ) is defined as the true transition density of Z. It
is easy to verify that j−1/2 (j + 1)−1 ≤ % (a constant), and
m∑
j=0

















−3w2/8R (|w|, |z|) eb1|w||z|+b2|w|+b3|z|+b4z2
)
dw
where R is a polynomial of finite order in (|w|, |z|) with coefficients uniform in θ ∈ Θ,
and where the constants bi, i = 0, . . . 4, are uniform in θ ∈ Θ.





is convergent, and thus bounded.
Then,










(j + 1)!v2j+1 (∆, z)
}
/2








j=0 (j + 1)!v
2
j+1 (∆, z) are integrable.
It follows from above that ψ̃
(m)
Z is also integrable.
By our assumption, σ is globally nondegenerate, that is, there exists a constant ξ









∆−1/2 (γ (S ′)− γ (S)) , γ (S)
)
.
It is easy to verify that ψ̃
(m)
S is integrable. From Ait-Sahalia (2002), we know ψ̃
(m)
S is
convergent to the true transition density ψ as m→∞. Then, by DCT, we have the
integral of ψ̃
(m)
S will converge to the integral of ψ. That is p̃
(m)
0 → p0 as m→∞. We
complete the proof for the first part of Theorem 3.2.
Step 2: By our construction in Subsection 3.2.3 for approximating the exercise
boundary, we have B̃
(m)
T = BT and B̃
(m)















t , B (·)
)
. Based on our analysis

































and let F (Bt) be a smooth function of Bt such that
F (Bt) ≡ p (t, Bt) + e (t, Bt, B (·)) +Bt.






(K) and Bt = F





as the inverse function of F̃ (m).
Because ψ̃
(m)
S → ψ as m→∞, we know p̃(m) (t, ·)→ p (t, ·) and ẽ(m) (t, ·, B (·))→





(K)→ F−1 (K), and thus B̃(m)t → Bt as m→∞.
Next, we assume that B̃
(m)
s → Bs for s > t. We denote δ(m)t = B̃
(m)
t −Bt. It is easy
























































As ψ̃(m) is uniformly integrable, and δ
(m)
















































































→ F−1 (K). This means B̃(m)t → Bt as m → ∞ for any t ∈ [0, T ], which establishes
the second part of Theorem 3.2.
Step 3: As we already proved in Step 2, B̃
(m)
t → Bt as m → ∞, and since ψ̃(m)
is uniformly integrable, it is straightforward to have ẽ
(m)
0 → e0 as m→∞.
Step 4: It is elemental to prove that P̃
(m)
0 → P0 as m→∞ based on our results




C.1 Algorithm of Bootstrap Particle filter
The Particle filter used in this paper is the Bootstrap Particle filter with multino-
mial resampling approach proposed by Gordon et al. (1993). Suppose we have the
following state space model:
Xt+1 = F (Xt, εt; θF )
Zt = H (Xt, ηt; θH)
Let θ = {θF , θH} be the set of parameters in the above model. Also, we assume
ε ∼ pε (· ), η ∼ pη (· ), and X0 ∼ µ (· ). The algorithm of Bootstrap Particle filter is
summarized in Algorithm 4.
Algorithm 4: Bootstrap Particle filter






















normalize this importance weights.












D.1 Tables of Chapter 2
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Table D.1: Performance of Pairs Trading on Pairs of Large Banks and





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
Panel A: Pairs of Large Banks
JPM BAC 0.1185 1.0030 0.0961 1.1126 -18.90 10.93
JPM WFC 0.0229 0.2268 0.0581 0.7434 153.7 227.8
JPM C 0.0567 0.5359 0.1049 1.3486 85.01 151.7
JPM USB 0.0412 0.3971 0.0663 0.7832 60.92 97.23
BAC WFC 0.0451 0.3455 0.0695 0.6046 54.10 74.99
BAC C 0.0874 0.8158 0.1369 1.7516 56.64 114.7
BAC USB 0.0554 0.3786 0.0923 1.0077 66.61 166.2
WFC C 0.1031 0.8041 0.1014 0.9731 -1.649 21.02
WFC USB 0.0591 0.5631 0.0674 0.8934 14.04 58.66
C USB 0.1140 0.9040 0.2009 2.0862 76.23 130.8
Mean 0.0703 0.5974 0.0994 1.1304 41.29 89.23
Min 0.0229 0.2268 0.0581 0.6046 153.7 166.6
Max 0.1185 1.0030 0.2009 2.0862 69.54 108.0
Median 0.0579 0.5495 0.0942 0.9904 62.69 80.24
Panel B: Pairs of Small Banks
CPF BANC 0.1832 0.6745 0.2158 1.3428 17.79 99.08
CPF CUBI 0.1092 0.4736 0.2374 1.3563 117.4 186.4
CPF NBHC 0.1436 0.7694 0.1912 1.2573 33.15 63.41
CPF FCF 0.1162 0.7127 0.2175 1.7210 87.18 141.5
BANC CUBI 0.1583 0.5199 0.4820 1.9742 204.5 279.7
BANC NBHC 0.2105 0.8353 0.1807 1.1435 -14.16 36.90
BANC FCF 0.1669 0.5830 0.3094 2.1898 85.38 275.6
CUBI NBHC 0.1575 0.6049 0.2392 1.4485 51.87 139.5
CUBI FCF 0.1362 0.5593 0.2718 1.5292 99.56 173.4
NBHC FCF 0.1425 0.8161 0.3132 2.5273 119.8 209.7
Mean 0.1524 0.6549 0.2658 1.6490 74.41 151.8
Min 0.1092 0.4736 0.1807 1.1435 65.48 141.4
Max 0.2105 0.8353 0.4820 2.5273 129.0 202.6
Median 0.1506 0.6397 0.2383 1.4889 58.29 132.7
Note: Return is the annualized return, displayed in decimal. Sharpe is the annualized Sharpe ratio.
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Table D.2: Performance of Pairs Trading on Pairs Between Large





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
JPM CPF 0.0670 0.3965 0.1833 1.4799 173.6 273.2
JPM BANC 0.0587 0.2396 0.0935 0.8334 59.28 247.8
JPM CUBI -0.0604 -0.2669 0.0423 0.3536 170.0 232.5
JPM NBHC 0.1860 0.9750 0.2683 2.1385 44.25 119.3
JPM FCF 0.1151 0.7230 0.2594 2.3479 125.4 224.7
BAC CPF 0.0778 0.3770 0.2486 1.5596 219.5 313.7
BAC BANC 0.0565 0.2124 0.1383 0.7916 144.8 272.7
BAC CUBI -0.0959 -0.3612 0.0473 0.5852 149.4 262.0
BAC NBHC 0.1942 0.9496 0.3420 2.4948 76.11 162.7
BAC FCF 0.1729 0.9061 0.2541 2.1954 46.96 142.3
WFC CPF 0.0420 0.2149 0.1138 1.2746 171.0 493.1
WFC BANC 0.1671 0.6058 0.2071 1.0214 23.94 68.60
WFC CUBI 0.0606 0.2572 0.2053 1.3002 238.8 405.5
WFC NBHC 0.1410 0.7844 0.1237 0.9464 -12.27 20.65
WFC FCF 0.1058 0.5948 0.1366 1.3104 29.11 120.3
C CPF 0.1421 0.7000 0.2214 2.1513 55.81 207.3
C BANC 0.0244 0.0961 0.1999 1.1101 719.3 1055
C CUBI -0.0031 -0.0138 0.0617 0.4357 2090 3257
C NBHC 0.2164 1.0536 0.2927 2.3896 35.26 126.8
C FCF 0.1520 0.7687 0.2246 1.8611 47.76 142.1
USB CPF 0.0782 0.4494 0.2408 2.0902 207.9 365.1
USB BANC 0.1435 0.5450 0.2361 1.7444 64.53 220.1
USB CUBI -0.0678 -0.2938 0.0700 0.3497 203.2 219.0
USB NBHC 0.1911 1.2574 0.2384 2.1422 24.74 70.37
USB FCF 0.0789 0.5077 0.1206 1.1142 52.85 119.5
Mean 0.0898 0.4671 0.1828 1.4409 103.6 208.4
Min -0.0959 -0.3612 0.0423 0.3497 144.1 196.8
Max 0.2164 1.2574 0.3420 2.4948 58.04 98.41
Median 0.0789 0.5077 0.2053 1.3104 160.2 158.1
Note: Return is the annualized return, displayed in decimal. Sharpe is the annualized Sharpe ratio.
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Table D.3: In Sample and Out of Sample Performance of Pairs Trad-





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
Panel A: In Sample Performance
JPM BAC 0.1145 0.8864 0.1501 1.8003 31.09 103.1
JPM WFC 0.0160 0.1461 0.0795 0.9451 396.9 546.9
JPM C 0.0664 0.5686 0.1013 1.5193 52.56 167.2
JPM USB 0.0186 0.2172 0.0629 1.4293 238.2 558.1
BAC WFC 0.0027 0.0179 0.0568 0.4748 2004 2553
BAC C 0.0920 0.7252 0.1193 1.5417 29.67 112.6
BAC USB 0.0603 0.3936 0.1535 1.5144 154.6 284.8
WFC C 0.0827 0.5918 0.1219 1.2283 47.40 107.6
WFC USB 0.0600 0.6432 0.0739 0.9603 23.17 49.30
C USB 0.1146 0.8553 0.1695 1.7648 47.91 106.3
Mean 0.0628 0.5045 0.1089 1.3178 73.42 161.2
Min 0.0027 0.0179 0.0568 0.4748 2004 2553
Max 0.1146 0.8864 0.1695 1.8003 47.91 103.1
Median 0.0634 0.5802 0.1103 1.4719 74.11 153.7
Panel B: Out of Sample Performance
JPM BAC -0.0503 -0.4730 -0.0500 -0.4760 0.5964 -0.6342
JPM WFC -0.0809 -0.5693 -0.0361 -0.3281 55.38 42.37
JPM C -0.0841 -0.6845 0.0299 0.3228 135.6 147.2
JPM USB 0.0867 0.9267 0.1297 1.6816 49.60 81.46
BAC WFC 0.0364 0.4593 0.0464 0.4636 27.47 0.9362
BAC C -0.0512 -0.3766 0.0149 0.2612 129.1 169.4
BAC USB -0.0037 -0.0252 0.0587 0.5169 1686 2151
WFC C -0.0586 -0.3472 0.0698 0.7619 219.1 319.5
WFC USB -0.1029 -0.6961 0.0269 0.3591 126.4 151.6
C USB -0.0486 -0.2948 0.0942 0.7796 293.8 364.5
Mean -0.0357 -0.2081 0.0384 0.4343 207.6 308.7
Min -0.1029 -0.6961 0.0500 -0.4760 51.41 31.62
Max 0.0867 0.9267 0.1297 1.6816 49.60 81.46
Median -0.0508 -0.3619 0.0382 0.4114 175 2 213.7
Note: The data is from 01/10/2012 to 01/01/2018. Return is the annualized return, displayed in
decimal. Sharpe is the annualized Sharpe ratio.
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Table D.4: In Sample and Out of Sample Performance of Pairs Trad-





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
Panel A: In Sample Performance
CPF BANC 0.2713 0.9758 0.3513 2.0574 29.49 110.8
CPF CUBI 0.1226 0.4404 0.4457 1.9114 263.5 334.0
CPF NBHC 0.1905 0.9823 0.2559 1.7188 34.33 74.98
CPF FCF 0.1855 1.2385 0.2453 2.5505 32.24 105.9
BANC CUBI 0.2500 0.6928 0.4076 1.9505 63.04 181.5
BANC NBHC 0.2406 0.8926 0.1699 1.4127 -29.38 58.27
BANC FCF 0.2056 0.7819 0.3308 1.8279 60.89 133.8
CUBI NBHC 0.1130 0.3808 0.2164 1.8059 91.50 374.2
CUBI FCF 0.1125 0.4133 0.1886 1.1579 67.64 180.2
NBHC FCF 0.1026 0.5723 0.2523 1.8035 145.9 215.1
Mean 0.1794 0.7371 0.2864 1.8197 59.64 146.9
Min 0.1026 0.3808 0.1699 1.1579 65.59 204.1
Max 0.2713 1.2385 0.4457 2.5505 64.28 105.9
Median 0.1880 0.7374 0.2541 1.8169 35.16 146.4
Panel B: Out of Sample Performance
CPF BANC 0.1856 0.7541 0.1649 0.8297 -11.15 10.03
CPF CUBI -0.0924 -0.3528 0.2424 1.8467 362.3 623.4
CPF NBHC -0.0769 -0.3944 0.1621 1.0216 310.8 359.0
CPF FCF -0.0373 -0.1906 0.2094 1.4249 661.4 847.6
BANC CUBI 0.1266 0.7454 0.4109 2.5902 224.6 247.5
BANC NBHC -0.1577 -0.6720 -0.0797 -0.3926 49.46 41.58
BANC FCF 0.0107 0.0821 0.1601 1.3930 1396 1596
CUBI NBHC -0.1475 -0.5514 0 - 100 -
CUBI FCF -0.1137 -0.4079 0 - 100 -
NBHC FCF -0.0578 -0.3088 0.1520 1.0421 363.0 437.4
Mean -0.0360 -0.1296 0.1422 0.9756 494.6 852.6
Min -0.1577 -0.6720 -0.0797 -0.3926 49.46 41.58
Max 0.1856 0.7541 0.4109 2.5902 121.4 243.5
Median -0.0674 -0.3308 0.1611 1.0319 339.2 411.9
Note: The data is from 01/10/2012 to 01/01/2018. Return is the annualized return, displayed in
decimal. Sharpe is the annualized Sharpe ratio.
123
Table D.5: In Sample Performance of Pairs Trading on Pairs Between





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
JPM CPF 0.1668 0.9415 0.2866 3.0567 71.82 224.7
JPM BANC 0.2067 0.7134 0.2581 1.5501 24.87 117.3
JPM CUBI 0.0649 0.9832 0.2576 1.6633 296.9 69.17
JPM NBHC 0.1505 0.8387 0.2735 2.2745 81.73 171.2
JPM FCF 0.2083 1.3273 0.3281 2.9235 57.51 120.3
BAC CPF 0.1572 0.7484 0.2099 1.7310 33.52 131.3
BAC BANC 0.2361 0.7452 0.1708 1.0044 -27.66 34.78
BAC CUBI 0.0789 0.2755 0.1669 1.4519 111.5 427.0
BAC NBHC 0.2608 1.2323 0.3354 2.5663 28.60 108.3
BAC FCF 0.1918 1.0401 0.2653 2.3337 38.32 124.4
WFC CPF 0.0376 0.1924 0.0988 0.6388 162.8 232.0
WFC BANC 0.2371 0.8323 0.2165 1.0599 -8.690 27.53
WFC CUBI 0.0729 0.2682 0.2307 1.9597 216.5 630.7
WFC NBHC 0.0974 0.5548 0.0917 0.6167 -5.850 11.16
WFC FCF 0.0656 0.3971 0.1413 1.1406 115.4 187.2
C CPF 0.0571 0.2873 0.1766 1.4015 206.3 387.8
C BANC 0.2454 0.8899 0.2154 1.9512 -12.22 119.3
C CUBI 0.0715 0.2696 0.1589 1.0954 122.2 306.3
C NBHC 0.1279 0.6511 0.2125 1.5321 66.15 135.3
C FCF 0.1160 0.6154 0.1790 1.3736 54.31 123.2
USB CPF 0.0654 0.4915 0.2126 1.9990 225.1 306.7
USB BANC 0.2164 0.7529 0.3389 1.9118 56.61 153.9
USB CUBI 0.0565 0.2443 0.2826 1.9450 400.2 696.2
USB NBHC 0.1340 0.9289 0.1947 1.5321 45.30 64.94
USB FCF 0.0922 0.6221 0.2167 2.1579 135.0 246.9
Mean 0.1366 0.6737 0.2208 1.7148 61.61 154.5
Min 0.0376 0.1924 0.0917 0.6167 143.9 220.5
Max 0.2608 1.3273 0.3389 3.0567 29.95 130.3
Median 0.1279 0.7134 0.2154 1.6633 68.41 133.2
Note: The data is from 01/10/2012 to 01/01/2018. Return is the annualized return, displayed in
decimal. Sharpe is the annualized Sharpe ratio.
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Table D.6: Out of Sample Performance of Pairs Trading on Pairs





Model I + Strategy A Model II + Strategy C Improvement (in %)
Return Sharpe Return Sharpe Return Sharpe
JPM CPF 0.1514 0.8997 0.2731 2.3058 80.38 156.3
JPM BANC 0.2190 0.9752 0.2023 1.1630 -7.626 19.26
JPM CUBI 0.0965 1.1227 0.1610 1.0135 66.84 -9.727
JPM NBHC 0.0303 0.1492 0.1799 1.8165 493.7 1117
JPM FCF 0.0878 0.4209 0.1682 1.0338 91.57 145.6
BAC CPF 0.0379 0.1702 0.1592 1.3579 320.1 697.8
BAC BANC 0.1763 0.6913 0.1693 0.8830 -3.971 27.73
BAC CUBI 0.0926 0.3435 0.1014 0.4298 9.503 25.12
BAC NBHC -0.0212 -0.0999 0.0144 0.7148 167.9 815.5
BAC FCF 0.0196 0.0899 0.1117 0.8152 469.9 8.6.8
WFC CPF -0.0625 -0.2981 -0.0061 0.6388 90.24 314.3
WFC BANC 0.0583 0.2249 0.1282 0.6058 119.9 169.4
WFC CUBI -0.0181 -0.0652 0.2826 1.5870 1661 2534
WFC NBHC -0.1181 -0.5631 0.0447 0.2594 137.8 146.1
WFC FCF -0.0821 -0.3725 0.1225 0.8413 249.2 325.9
C CPF -0.0072 -0.0314 0.1433 1.1894 2090 3888
C BANC 0.1238 0.4691 0.0839 0.6480 -32.23 38.13
C CUBI 0.0459 0.1692 0.2568 1.2778 459.5 655.2
C NBHC -0.0648 -0.2911 0.2108 2.1138 425.3 826.1
C FCF -0.0265 -0.1143 0.2174 1.2651 920.4 1207
USB CPF 0.2108 2.2429 0.2652 2.4946 25.81 11.22
USB BANC 0.1951 0.8939 0.1909 1.3332 -2.153 49.14
USB CUBI 0.1516 0.7685 0.2356 1.5712 55.41 104.5
USB NBHC -0.0242 -0.1258 0.1514 0.9637 725.6 866.1
USB FCF 0.0037 0.0192 0.1979 1.2151 5249 6229
Mean 0.0510 0.3076 0.1626 1.1815 218.6 284.2
Min -0.1181 -0.5631 -0.0061 0.2594 94.84 146.4
Max 0.2190 2.2429 0.2826 2.4946 29.04 11.22
Median 0.0379 0.1692 0.1682 1.1630 343.8 587.4
Note: The data is from 01/01/2018 to 01/12/2019. Return is the annualized return, displayed in




E.1 Figures of Chapter 1
Figure E.1.1: Estimation of the mean of state variable for linear and
Gaussian model.
















Note: The solid line in black is the estimation of the KF, the dashed line in red is the
estimation of the PF, and the dotted line in purple is the estimation of the QMCKF. The
simulation size in the QMCKF is G = 1000, and the simulation size in the PF is N = 50000.
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Figure E.1.2: Plot of the density of filtered distribution at t =
50, 100, 150, 200.























































Note: The solid line in red is the estimation of the density based on the QMCKF, the dashed
line in blue is the kernel estimation based on the PF and the dash-dotted line in purple is the
estimation based on the KF. The simulation size in the QMCKF is G = 1000, and the
simulation size in the PF is N = 50000.
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Figure E.1.3: Plot of the CDF of filtered distribution at t =
50, 100, 150, 200.











































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, the dots in
blue is the empirical CDF based on the PF and the dash-dotted line in purple is the
estimation based on the KF. The simulation size in the QMCKF is G = 1000, and the
simulation size in the PF is N = 50000.
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Figure E.1.4: Estimation of the mean of state variable for nonlinear
and Gaussian model .



























Note: The solid line in black is the estimation of QMCF, the dashed line in blue is the true
value of the state variable and the dash-dotted line in red is the estimation of the PF. The
simulation size in the QMCKF is G = 1000, and the simulation size in the PF is N = 50000.
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Figure E.1.5: Plot of the density of filtered distribution at t =
50, 100, 150, 200.
































































Note: The solid line in red is the estimation of the density based on the QMCKF, and the
dashed line in blue is the kernel estimation based on the PF. The simulation size in the
QMCKF is G = 1000, and the simulation size in the PF is N = 50000.
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Figure E.1.6: Plot of the CDF of filtered distribution at t =
50, 100, 150, 200.










































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, and the dots
in blue is the empirical CDF based on the PF. The simulation size in the QMCKF is
G = 1000, and the simulation size in the PF is N = 50000.
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Figure E.1.7: MSE in estimating the mean of the state variable.
























Note: The solid line in red is based on the QMCKF and the 1000 circles are the results of
1000 different trials of the PF.
132
Figure E.1.8: Plot of the density of filtered distribution at t =
50, 100, 150, 200.











































































Note: The solid line in black is the estimation of the density based on the QMCKF, and the
dashed lines in other colors are the kernel estimation based on 10 different trails (only 5 of
them are plotted) of the PF on the same data set. The simulation size in the QMCKF is
G = 1000, and the simulation size in the PF is N = 50000 for every trail.
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Figure E.1.9: Plot of the CDF of filtered distribution at t =
50, 100, 150, 200.








































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, and the dots
in other colors are the empirical CDF based on 1000 different trails (only 5 of them are
plotted) of the PF on the same data set. The simulation size in the QMCKF is G = 1000,
and the simulation size in the PF is N = 50000 for every trail.
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Figure E.1.10: Gaussian mixture approximation of the standard nor-
mal distribution.



















Note: The solid line in blue is the true density, the dashed line in red is the approximation
based on the values of parameters selected according to the Table (1.1), and the dashed line
in black is the approximation based on the values of parameters selected according to the
Table 1.2.
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Figure E.1.11: Estimation of the mean of state variable for linear and
Gaussian model.




















Note: I use my approach for non-Gaussian model to approximate the filtering distribution
for this Gaussian model. The solid line in black is the estimation of the KF, the dashed line
in red is the estimation of the PF, and the dash-dotted line in purple is the estimation of the
QMCKF. The simulation size in the PF is N = 50000. The approximation of the density of
the noise is according to the Table 1.1
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Figure E.1.12: Plot of the density of filtered distribution at t =
50, 100, 150, 200.























































































Note: The solid line in red is the estimation of the density based on the QMCKF, and the
dashed line in blue is the kernel estimation based on the PF, and the dash-dotted line in
purple is the estimation of the KF. The simulation size in the PF is N = 50000. The
approximation of the density of the noise is according to the Table 1.1
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Figure E.1.13: Plot of the CDF of filtered distribution at t =
50, 100, 150, 200.














































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, and the dots
in blue is the empirical CDF based on the PF, and the dash-dotted line in purple is the
estimation based on the KF. The simulation size in the PF is N = 50000. The approximation
of the density of the noise is according to the Table 1.1
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Figure E.1.14: Estimation of the mean of state variable for linear and
Gaussian model.




















Note: The solid line in black is the estimation of the KF, the dashed line in red is the
estimation of the PF, and the dash-dotted line in purple is the estimation of the QMCKF.
The simulation size in the PF is N = 50000. The approximation of the density of the noise is
according to the Table 1.2
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Figure E.1.15: Plot of the density of filtered distribution at t =
50, 100, 150, 200.































































































Note: The solid line in red is the estimation of the density based on the QMCKF, the dashed
line in blue is the kernel estimation based on the PF, and the dash-dotted line in purple is
the estimation of the KF. The simulation size in the PF is N = 50000. The approximation of
the density of the noise is according to the Table 1.2
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Figure E.1.16: Plot of the CDF of filtered distribution at t =
50, 100, 150, 200.














































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, the dots in
blue is the empirical CDF based on the PF, and the dash-dotted line in purple is the
estimation based on the KF. The simulation size in the PF is N = 50000. The approximation
of the density of the noise is according to the Table 1.2
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Figure E.1.17: Gaussian mixture approximation of Student’s t dis-
tribution with degree of freedom 3.
















Note: The solid line in black is the true density and the dashed line in red is the
approximated density according to Table 1.3.
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Figure E.1.18: Estimation of the mean of state variable for linear and
non-Gaussian model.














Note: The solid line in black is the estimation of the QMCKF, the dashed line in red is the
true value of state variable, and the dash-dotted line in purple is the estimation of the PF.
The simulation size in the PF is N = 500000. The approximation of the density of the noise
in the QMCKF is according to the Table 1.3.
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Figure E.1.19: Plot of the density of filtered distribution at t =
300, 500, 700, 900.
















































































Note: The solid line in red is the estimation of the density based on the QMCKF, and the
dashed line in blue is the kernel estimation based on the PF. The simulation size in the PF is
N = 500000. The approximation of the density of the noise is according to the Table 1.3.
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Figure E.1.20: Plot of the CDF of filtered distribution at t =
300, 500, 700, 900.













































































Note: The solid line in red is the estimation of the CDF based on the QMCKF, and the dots
in blue is the empirical CDF based on the PF. The simulation size in the PF is N = 500000.
The approximation of the density of the noise is according to the Table 1.3.
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Figure E.1.21: Gaussian mixture approximation of logχ21 distribu-
tion.
Note: The solid line in orange is the true density, the solid line in blue is the approximated
density according to the Table (1.5) with 9 mixtures and the solid line in blue is the
approximated density according to the Table 1.4.
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Figure E.1.22: Plot of the absolute value of return of Sterling/Dollar.










Note: The dataset is the daily observations of weekday close exchange rates for
Sterling/Dollar from 10/01/1981 to 06/28/1985, with 937 observations.
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based on the QMCKF.













Figure E.1.25: The time series of the observation, state variable,
jump component and jump size in simulation.
Note: The top panel shows the the observations (y); the second panel from above shows the true
values of the state variable (h), the third panel from above shows the true vaules of the jump
component (J̃ or J), and the bottom panel shows the true values of the jump term (J̃ × Z).
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Figure E.1.26: The time series of the estimated jump size and jump
probability, 1991-1993.
Note: The top panel shows the filtered estimation of the jump size (E
(
J̃t × Zt|yt, yt−1, ...
)
); the
middle panel shows the estimated jump probability (P (Jt = 1|yt, yt−1, ...)); and the bottom panel
shows the true jump component for comparison
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Figure E.1.27: The time series of the short rate changes and filtered
jump probability, 1991-1993.
Note: The top panel shows the time series of short rate changes in percentage; and the bottom
panel shows the filtered estimation of the jump probability
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Figure E.1.28: The time series of the estimate jump size and the
related macroeconomic events, 1991-1993.
Note: The annotations (A)-(I) represent the following dates and events: (A) 01/09/1991, the
outbreak of the Gulf War; (B) 02/01/1991, U.S. unemployment announcement and comments by
the Federal Reserve; (C) 08/19/1991, the collapse of the Soviet Union; (D) 08/21/1991, the
emergence of Boris Yeltsin as leader of the remnants of the Soviet Union, (E) 12/20/1991, the
Federal Reserve lowers the discount rate; (F) 4/9/1992, large Japanese equity market decline; (G)
7/2/1992, the Federal Reserve lowers the discount rate; (H) 9/4/92, a U.S. unemployment
announcement; and, (I) October 1992, the Bush-Clinton presidential debates.
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E.2 Figures of Chapter 2
Figure E.2.1: Performance of Strategy A, B and C based on Model 1
(a) Return of Strategy A, Model 1 (b) Sharpe Ratio of Strategy A, Model 1
(c) Return of Strategy B, Model 1 (d) Sharpe Ratio of Strategy B, Model 1
(e) Return of Strategy C, Model 1 (f) Sharpe Ratio of Strategy C, Model 1
154
Figure E.2.2: Performance of Strategy A, B and C based on Model 2
(a) Return of Strategy A, Model 2 (b) Sharpe Ratio of Strategy A, Model 2
(c) Return of Strategy B, Model 2 (d) Sharpe Ratio of Strategy B, Model 2
(e) Return of Strategy C, Model 2 (f) Sharpe Ratio of Strategy C, Model 2
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Figure E.2.3: Performance of Strategy A, B and C based on Model 3
(a) Return of Strategy A, Model 3 (b) Sharpe Ratio of Strategy A, Model 3
(c) Return of Strategy B, Model 3 (d) Sharpe Ratio of Strategy B, Model 3
(e) Return of Strategy C, Model 3 (f) Sharpe Ratio of Strategy C, Model 3
156
Figure E.2.4: Performance of Strategy A, B and C based on Model 4
(a) Return of Strategy A, Model 4 (b) Sharpe Ratio of Strategy A, Model 4
(c) Return of Strategy B, Model 4 (d) Sharpe Ratio of Strategy B, Model 4
(e) Return of Strategy C, Model 4 (f) Sharpe Ratio of Strategy C, Model 4
157
Figure E.2.5: Performance of Strategy A, B and C based on Model 5
(a) Return of Strategy A, Model 5 (b) Sharpe Ratio of Strategy A, Model 5
(c) Return of Strategy B, Model 5 (d) Sharpe Ratio of Strategy B, Model 5
(e) Return of Strategy C, Model 5 (f) Sharpe Ratio of Strategy C, Model 5
158












































































































































































































































































































































































































































































































































































































































































































































































Figure E.3.4: The Value of American Put and Strikes
(a) The value of American put with respect to different strikes for various orders of
approximation
(b) Approximation error of the American put value with respect to different strikes
for various orders of approximation
Note: (a) first order represents m = 1 in the Hermite polynomial approximation of the
transition density; second order represents m = 2; third order represents m = 3. (b) the blue
curve is the relative error in approximating the price with first order accuracy of the
approximation of the transition density; yellow curve is that for second order accuracy; green
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