Topological information are the most important kind of qualitative spatial information. Current formalisms for the topological aspect of space focus on the global relations between regions, while overlooking their internal structure. Complex regions could be of multiple pieces and/or have holes and islands to any finite level. We propose a layered graph model for representing the internal structure of complex plane regions, where each node represents a connected component of the interior or the exterior of a complex region. More importantly, the model provides a complete representation in the sense that the (global) topological relation between two complex regions can be determined by the (local) topological relations between associated simple regions. Moreover, this graph model has an inherent hierarchy which is exploited for map generalization.
Introduction
Qualitative spatial reasoning (QSR) is an established research subfield in Geographical Information Science (GISc) and Artificial Intelligence. One basic requirement of QSR is to provide qualitative, non-numerical information at various details for spatial representation and reasoning. QSR is an interdisciplinary is represented as a link graph, where a node represents a connected component of the interior or the exterior of the complex region, and two nodes are linked if their closures share a curve. Nodes in the link graph of a complex region have a natural order and two nodes are directly connected only if one is immediately higher than the other. Given the link graph, the holes and the generalized region of each bounded component can be computed efficiently. As for the unbounded component, we prove that its complement is actually a composite region, which composes of finite simple regions. Note that holes and generalized regions are all simple regions. We call these simple regions the atoms of the complex region. We then prove that these atoms are necessary and complete for locally determining the 9IM relation between two complex regions. This means, on one hand, knowing the 9IM relations between the atoms of two complex regions is sufficient to determine the 9IM relation between these complex regions; on the other hand, if one atom is removed from the atom set of a complex region A, there exists two complex regions B 1 , B 2 such that the 9IM relation between A and B 1 is different from that between A and B 2 , despite that all corresponding local relations are equal.
We believe this provides a partial justification for the rationality for applying the 9IM approach on complex region. It also suggests that the 9IM relation between complex regions can be implemented through the implementation of the 9IM relation between simple regions.
Our graph representation gives rise to a natural method for generalizing complex regions step by step. This introduces a new idea for map generalization, which is a very important technique used in cartography and GISs.
The rest of this paper proceeds as follows. Section 2 recalls some basic notions and preliminary results, and Section 3 proposes the graph model. A complete characterization of the (global ) 9IM relations between two complex regions locally is given in Section 4, and the generalization technique is introduced in Section 5. The last section concludes the paper.
Backgrounds
In this section, we introduce the basic notions and preliminary results needed in this paper.
Basic topological notions
Definition 1 (open set). A topology T over a nonempty set U is a subset of ℘(X) that is closed under arbitrary unions and finite intersections. We call (X, T ) a topological space, and call each set in T an open set. For a set A of X, the interior of A, denoted by A
• , is the largest open set which is contained in A.
Definition 2 (closed set and regular closed set). Given a topological space (X, T ), a set A ⊆ X is a closed set if its complement X \ A is open. For any B ⊆ X, the closure of B is the smallest closed set, written B, which contains B. A closed set A is regular if A • = A.
For any set A, it is easy to check that A • is a regular closed set, which is called the regularization of A. For two regular closed subsets A, B, the union of A and B is regular closed, but the intersection of A and B is not necessarily regular.
Definition 3 (boundary). Given a topological space (X, T ), the boundary of a subset A of X, denoted by ∂A, is defined to be the set difference of A and A
• , i.e. ∂A = A \ A
• .
Definition 4 (connected set).
A subset A of the real plane is disconnected if there exist two disjoint open sets U, V such that U ∩ A and V ∩ A are nonempty and A ⊆ U ∪ V . We say A is a connected set if it is not disconnected.
Definition 5 (connected component).
For an open set A, we call a connected set U ⊆ A a connected component of A if U is a maximally connected subset of A.
Note that two different connected components are disjoint.
What is a complex plane region?
In this paper, we concern ourselves with two-dimensional areal objects in the real plane (with the usual topology). As usual, we define a plane region to be a regular closed set in the real plane. For a bounded plane region A, we call a component of A • a positive component of A, and call a component of A e (the exterior of A) a non-positive component of A. There are two kinds of non-positive components. One is unbounded, the other is bounded. Since A itself is bounded, A e has a unique unbounded component, called the unbounded component of A and usually written as b 0 . We also call bounded components of A e negative components of A. Clearly, each region has at least one positive component and a unique unbounded component. Note a closed disk has no negative component. Regions that are topologically equivalent to a closed disk are often known as simple regions.
Definition 6 (simple region [4] ). A set A on the real plane is called a simple region if it is homeomorphic, i.e. topologically equivalent, to a closed disk.
In this paper, we are interested in establishing a valid representation scheme for plane regions. The primary requirement for such a representation is that each region should be finitely representable. This means that each object can be reconstructed by applying finite basic operations (e.g. union, intersection, and difference) upon a finite set of atomic simple regions.
It is clear that not all bounded regions can be regarded as finitely representable. It is reasonable to require a complex region to have only finite (positive and negative) components. As for each bounded component, as a connected open set, we require it has zero or a finite number of holes. The following definition of simple region with holes [4, 11] is an appropriate formalization for finitely representable components.
Definition 7 (simple region with holes). Suppose a 0 , a 1 , · · · , a k are simple regions such that
a simple region with holes (srh) if A is connected and G = (V, E) is acyclic. In this case, we call a i (i ≥ 1) a hole of A, a 0 the generalized region of A, and call A the carrier of these holes. We often write (a 0 ; a 1 , · · · , a k ) for A and write A for its generalized region a 0 .
Note that a srh is a bounded connected region, which can be reconstructed from a finite set of simple regions.
A complex region is defined as the following.
Definition 8 (complex region [11] ). A complex region is a bounded regular closed subset of the real plane that has a finite set of positive components and a finite set of negative components, where the closure of each component is a simple region with holes.
The above definition successfully delimits the intuitive concept of a 'finitely representable' region by decomposing a complex region into disjoint components. The 'link' between these components, however, is still missing. For example, the two regions in Fig. 1 both have two positive components and one negative components, but these components clearly have different configurations. In the following section, we will develop a qualitative scheme for the internal structure of complex regions, which analyzes each complex region into a finite set of simple regions.
A graph representation of complex region
In this section, we provide a graph representation of complex regions based on components and strong connectedness. In the following sections, a bounded component is always an open connected subset, and its closure is always a simple region with holes, and the notation c always denotes the closure of a set c.
Link graph
We recall that a simple curve in the plane is a subset of the real plane that is topologically equivalent to the closed interval [0, 1] . The boundary of each simple region contains a simple curve. Proposition 1. The intersection of the closures of two components of a complex region A is a finite (maybe empty) set or contains a simple curve. In particular, the intersection of the closures of two positive (non-positive, resp.) components is a finite set.
We say two components are strongly connected or linked if the intersection of their closures contains a simple curve. Each component is linked with at least one other component, because its boundary is contained in the union of the boundaries of all other components.
Definition 9 (link graph). The link graph L A of a complex region A is defined as an undirected graph (N (A), E(A)) as follows:
• N (A) is the set of all components (positive, negative, or unbounded) of A;
• For n 1 , n 2 ∈ N (A), {n 1 , n 2 } ∈ E(A) if they are linked.
Note that if two nodes are linked, then exactly one is positive. 
where b 0 is the unbounded component of A. The link graph of a complex region can be interpreted in a natural way as a hierarchical graph or a layered graph.
Definition 10 (layered graph).
A layered graph L = (N, E) is a graph where N is decomposed into "layers" L 0 , · · · , L k , and each edge connects only vertices in successive layers.
Note that a layered graph is an undirected graph and two nodes are connected only if they are in two successive layers. This implies that a layered graph can be directed in a natural way: for each edge {n 1 , n 2 }, we add an arrow from n 1 to n 2 if n 2 is contained in successive level of that of n 1 . We say a node n is a leaf if there is no arrow from n to nodes in the successive layer. If there is a directed edge from n 1 to n 2 , then we call n 1 a parent of n 2 , and call n 2 a child of n 1 .
Proof. For each component c ∈ N (A), we define lev(c), the level of node c, inductively as follows:
• The level of b 0 is 0;
• For an undefined c * , if there exists a predefined node c which is linked to c * , then set the level of c * to be lev(c) + 1.
For each edge {n 1 , n 2 } in E(A), it is easy to prove lev(n 1 ) − lev(n 2 ) = ±1. This shows that L A is a layered graph. In what follows, we will always use the above associated level function for a complex region. In this way, we construct a layered graph for each complex region. In particular, for the complex region in Figure 3 , it is clear that lev(b 0 ) = 0, lev(a 1 ) = lev(a 2 ) = 1, and lev(b 1 ) = 2.
The two regions in Fig. 1 have different link graphs (see Fig. 4 ). The same conclusion holds for the two regions in Fig. 2 (see Fig. 5 ). This suggests that link graph model is more expressive.
Special complex regions
Simple region with holes (srhs) is a special kind of complex regions. The following proposition characterizes srhs in terms of link graph.
Proposition 3. Let A be a complex region. Then A is a simple region with holes if and only if the link graph L A has a unique node at level 1 and has no node with level above 2.
In other words, a complex region is a srh if and only if its link graph has the form as the one given in Fig. 6 Composite region is another frequently used kind of complex regions.
Definition 11 (composite region [1]).
A complex region A is called a composite region if there exist a set of simple regions {s 1 , s 2 , · · · , s k } such that Figure 6 : The link graph of a srh with k-holes
The link graph of a composite region with k-atoms
where
It is easy to prove that the holes of a srh is a composite region. Moreover, composite regions are indeed base area in [13] .
Note a composite region has no negative components. We have the following characterization of composite regions in terms of their link graphs.
Proposition 4.
A complex region is a composite region if and only if its link graph has no node with level above 1.
In other words, a complex region is a composite region if and only if its link graph has the form as the one given in Fig. 7 The definition of a srh (Dfn. 7) requires the holes should not separate the carrier into pieces. Relaxing this restriction, we obtain a more general kind of complex regions.
Definition 12 (quasi-simple region with holes, q-srh). Suppose a 0 , a 1 , · · · , a k are simple regions such that
• a i ⊂ a 0 and ∂a i ∩ ∂a 0 is finite for all 1 ≤ i ≤ k;
• any two a i (1 ≤ i ≤ k) meet at most at one point.
a quasi-simple region with holes (q-srh) if G = (V, E) is acyclic. We call each a i (1 ≤ i ≤ k) a hole of A, and call A the carrier of these holes.
It is clear that a srh is a q-srh. Figure 3 (left) illustrates an example of a q-srh A which is not a srh. • For each node n in L A , lev(n) ∈ {0, 1, 2};
• The undirected subgraph obtained by removing b 0 , the unbounded component of A, is still connected.
sketch. On one hand, suppose A = (a 0 ; a 1 , · · · , a k ) is a q-srh with k holes. We show L A satisfies the above properties. By the properties of the holes a 1 , · · · , a k , we know lev(n) ∈ {0, 1, 2} for each node n. We next show the undirected subgraph obtained by removing b 0 is still connected. Note that a 0 as the union of A itself and all holes a 1 , · · · , a k is a simple region. Since ∂a i ∩ ∂a 0 is finite for each i ≥ 1, we know the boundary of a 0 contains finite meet points. These meet points partition ∂a 0 into finite arcs, each of which belongs to a unique positive component. To prove that the subgraph is connected, we need only show all positive components are connected. This is straightforward.
On the other hand, suppose the link graph of A satisfies the two conditions. We need only prove that the closure of the union of all these bounded components is a simple region. This is also straightforward. Figure 10 shows a complex region B that is not a q-srh. This is because the graph G = (V, E) associated to b 1 , b 2 , b 3 is cyclic.
Computing the holes and the generalized region
Suppose the link graph L A of a complex region A is given. The following questions are natural. For a node n 1 in L A , is the component represented by n 1 a simple region? and if not, how to construct its generalized region and holes?
Before answering these questions, we first introduce the following definition.
Definition 13 (c-union). Suppose a 1 , · · · , a k are k bounded components of a complex region A. We call {a i } i=1:k the c-union of a 1 , · · · , a k .
The following lemma shows that a component has holes if and only if the corresponding node separates the link graph. Figure 8 shows a much complicated region and its link graph, where an arrow from c 1 to c 2 suggests that the level of c 1 is lower than that of c 2 . For this complex region, it is easy to see that only the closure of a 2 has a hole, the closures of other components are simple regions. The above theorem describes how to compute the holes and the generalized region of a component. The components that are contained in these holes can be characterized as follows. For two complex regions A and A ′ , the 9IM relation between A and A ′ is defined as
Local characterization of the 9IM relations
It has been proved that there are all together 34 different 9IM relations between complex regions [11, 6] . In this section, we characterize the 9IM relations in terms of the components of the two complex regions. We introduce the following notion of intersection degree.
Definition 14 (intersection degree). The positive intersection degree of a component c of A, w.r.t. A ′ , denoted by deg
Similarly, the intersection degree of c, w.r.t.
We next give each of the nine intersections a characterization in terms of components. Note that I ee is always nonempty because A and A ′ are bounded. For I ∂∂ we have
Proof. This is because ∂A = {∂a : a ∈ Γ + (A)} and
The remaining seven intersections can be determined by the intersection degrees given in Dfn. 14.
The case of I ∂• is similar.
The case of I e• is similar.
The case of I e∂ is similar. We take the proof of the case I •∂ as example.
The latter is equivalent to saying that there exist a positive
This is also equivalent to deg(a) > 1.
We now define the atom set of a complex region.
Definition 15 (atom set of complex region). A simple region a is called an atom of a complex region A if one of the following conditions is satisfied:
• there exists a bounded component c of A such that a is the generalized region or a hole of c;
• a is a connected component of the composite region −b 0 , where b 0 is the unbounded component of A.
We write ATOM(A) for the atom set of A.
In the following, we consider how to determine the nine intersections locally, i.e. by using atoms of A and A ′ . We begin with I ∂∂ . By Lemma 3, we need check if ∂a ∩ ∂a
. For a bounded component a, we know a is a srh and ∂a = ∂a. Therefore, we need only consider the intersection of the boundaries of two srhs.
Proof. This is because the boundary of a srh is the union of the boundaries of all its simple regions. Therefore, the boundary-boundary intersection of two complex regions can be reduced to the boundary-boundary intersection of atoms. To determine the other intersections, we check the following two types of intersections:
I1. Is a ∩ b empty for two bounded components a, b?
I2. Is a ∩ b 0 empty for a bounded component a and an unbounded component b 0 ?
The intersection of two bounded components can be decided in the following way. 
Proof. This is because
Since A is a connected set, it must be contained in a component of −b 0 . That is, A must be contained in some simple region b i , which is equivalent to saying that the generalized (simple) region of A, viz. a 0 , is contained in b i .
By the above lemmas, we know the nine intersections of two complex region A, A ′ can be determined by the RCC8 (or equivalently 9IM) relations between atoms of A and A ′ . By the above lemmas, we have the following theorem. Are these atoms also necessary for determining the 9IM relation between A and A ′ ? In other words, if we delete an atom o from the atom set ATOM(A), are there two complex regions
The answer is positive. To show an atom o of A is necessary, we need only find a new simple region o 
Proof. Note that o ∈ ATOM(A) implies ∂o ⊆ ∂A. We construct a simple region o ′ that is similar to o but ∂o ′ ⊆ ∂A. We take the case when o is the generalized region of a bounded component c as example. For each ρ ∈ ATOM(A), take a point P ρ in ∂o∩∂ρ if it is nonempty. Note that there exists at least a segment α of the closed Jordan curve ∂o that is disjoint from all the holes of c. Take a point P ∈ α such that P = P ρ for all ρ. So the distance from P to the holes of c is nonzero. Removing a tiny part around P from o such that the resulting region is still simply connected and disjoint from all holes of o. Write o ′ for this simple region. Clearly, there is a point Q in the boundary of o ′ which is not contained in the boundary of A. This implies
On the other hand, for each A-atom ρ = o, if ∂ρ ∩ ∂o is empty, so is ∂ρ ∩ ∂o ′ ; and if ∂ρ ∩ ∂o is nonempty, then P ρ ∈ ∂ρ ∩ ∂o ′ = ∅. Moreover, the part-whole relation between o ′ and each ρ is the same as that between o and ρ. Therefore, M (ρ, o) = M (ρ, o ′ ) for all A-atoms ρ = o. The case when o is a hole of a bounded component c or when o is a component of −b 0 is similar.
As a consequence, we know each atom in ATOM(A) is necessary.
Theorem 3 (necessary)
. Each atom of a complex region A is necessary in locally determining the 9IM relation of A and some other region. 
Generalization by dropping
Map generalization is a very important technique used in cartography and GISs. We now propose a new method to generalize a complex region into simpler ones, while keeping as much topological information as possible.
For a quasi-simple region with holes A = (a 0 ; a 1 , · · · , a k ), we obtain its generalized region A by dropping all its holes. We could also obtain less complicated regions by dropping holes from a complex region. Take Figure 8 as example, b 2 is the unique hole of a 2 . Dropping b 2 could obtain a simpler complex region.
We next generalize a complex region step by step by dropping one hole at a time.
Let A be a complex region with link graph L A . Suppose n is a node (component) that has the highest level, i.e. lev(n) = max{lev(n ′ ) : n ′ is a node of L A }. Then n has no children, and, therefore, is a simple region. Let p 1 , · · · , p k be the parents of n. It is easy to see that r = {p i } k i=1 ∪ {n} is also a connected simple region. In this way, we obtain a new complex region A 1 by merging the hole n into its parents. Note that each A-component other than n and p 1 , · · · , p k is an A 1 -component. Note r is also a component of A 1 . The link graph of A 1 is obtained by setting
• E 1 = {{s, t} ∈ E : s, t ∈ V 1 } ∪ {{m, r} : (∃i){m, p i } ∈ E}. Figure 10 shows a complex region and one step of its generalization.
Note that after each step of dropping, we obtain a complex region that has fewer components.
Step by step, we will obtain a complex region A that cannot be generalized, i.e. A has no holes. We call A the generalized region of A. We note that, when A is a srh, the two definitions of generalized region of A are identical. The following lemma is straightforward.
Proposition 7. For a complex region A, let A be its generalized region, and let b 0 be its unbounded component. Then A is −b 0 , the set complement of b 0 .
Conclusion
In this paper we have established a layered graph representation for the internal structure of complex plane regions. In such a graph, a node represents a component of the complex region, and there is an edge between two nodes iff the two components share a common one-dimensional boundary. Based on this formalism, we give methods for computing the atoms of the complex region, which are either holes or the generalized region of a component. We proved that these atoms are necessary and sufficient for determining the nine-intersection relation between complex regions. Furthermore, the hierarchical representation also provides a natural way for generalizing the complex region. This is very important in automatic cartography and GISs.
As byproducts, several useful concepts, e.g. quasi-srh and generalized region, were introduced.
