ABSTRACT In this paper, we propose a simple and efficient approach to generate a high-quality trimap from the input image. Most of the state-of-the-art matting algorithms require human intervention in the form of trimap or scribbles to generate the alpha matte from the input image. An attentively created trimap is required to acquire an accurate alpha matte. This is a very tedious task and may even become impractical for some applications. The accuracy of trimap-based approach reduces drastically as the trimap becomes thicker and coarser. We use the co-fusion-based method to generate a high-quality trimap in less time, which assists in obtaining accurate and fast results. The experimental results demonstrate that our method produces good quality trimap, which results in an accurate matte estimation. We validate our results by replacing our generated trimap by manually created trimap while using the same image matting algorithm.
I. INTRODUCTION
Image matting is a process to estimate the foreground scene in image and video scene accurately, which is a very important technology in the field of image and video editing. In image segmentation, we segment the image into binary images by marking pixels, each pixel either belongs to the foreground or the background completely. However, image matting is different from image segmentation, in which some pixels may belong to both the foreground and the background, and these pixels are called mixed pixels. The mixed pixels are linear combinations of foreground pixels and background pixels. Porte and Duff proposed the synthetic formula in 1984 as follows:
where α represents opacity and can take any value within [0, 1] . F, B are the foreground and background pixels respectively. If α = 1, the pixel belongs to the foreground completely; If α = 0, the pixel belongs to the background completely; otherwise, the pixel is a mixed pixel. In natural images, most pixels either belong to a limited foreground or background. However, in order to separate the foreground and background in the image completely, it is necessary
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to estimate the alpha value of the mixed pixels accurately. Considering that most of the images we analyzed are RGB images, we can get 3 equations (one for each channel) and 7 unknowns (alpha and F, B for each color channel). Therefore, the matting problem is a serious under-constrained problem [1] , which requires users to provide a large amount of prior information to estimate α. The priori information is provided in the form of trimap [1] primarily, which marks specific pixels belonging to the foreground and background. In order to extract meaningful foreground objects fully, almost all matting methods rely on user intervention. The user marks the input image as three parts: foreground, background, and unknown area. This image, labeled as three parts, is called trimap.
In natural images, pixels belonging to the foreground or background account for the majority, and mixed pixels occupy only a small portion of the image. For the solution of the matting problem, we can only rely on the limited foreground information and background information to estimate the alpha value of the unknown region. Ideally, the unknown region of trimap should be composed of very small mixed pixels around the foreground object boundary. The smaller the unknown region, the higher the accuracy of the obtained alpha mask. However, it is almost impossible for users to specify such an ideal unknown region, which requires a large number of human interactions, and the results are usually undesirable, especially when the boundary of the foreground object is transparent or translucent. User specified trimap is a difficult and time-consuming task. The results obtained by the trimap-based matting algorithm largely depend on a great extent on the precision of the user input trimap. The accuracy of trimap is one of the important factors affecting the accuracy of matting results [2] . Levin et al. [3] proposed the spectral matting algorithm, which can automatically extract the alpha mask from the image without providing a priori information. However, the method can produce wrong results when processing images with complex texture background. In order to alleviate this problem, users need to specify trimap to obtain a high-precision mask. We hope that we can generate accurate trimap easily and quickly to reduce the workload of users.
According to the types of prior information provided by users, the matting method can be divided into trimap-based method and scribble-based method. The main disadvantage of the trimap-based approach is that specifying a trimap is a difficult and time-consuming task for the user, and the outcome depends largely on the accuracy of the trimap provided by the user. If the trimap provided is rough (the unknown region is large) or there is an error (the explicit background area is marked as the foreground), we will generate wrong alpha mask. Specifying an accurate trimap area not only consumes a lot of user effort, but the trimap of different user marks will also be different.
In order to reduce the workload of users, scribble-based method, which only requires users to provide foreground and background, is proposed as a prior information, but this will mark most pixels as unknown regions. Comparing with the trimap-based method, the biggest disadvantage of the scribble-based method is that the precision is too low. The scribble-based method has advantages in processing simple images, reducing the workload of users greatly. However, when the boundary between foreground and background is blurred or the background has complex color information, the method cannot get accurate results. In order to improve the accuracy of the scribble-based method, the all colors of the foreground area must be included when providing foreground information, or scribble is distributed evenly. Using trimap of different precision level to test the same image, the sum of absolute difference (SAD) of rough trimap is almost twice that of fine trimap [4] . In image and video processing, the user interacts with each frame image, which is either undesirable or tedious. Therefore, it is necessary to find a simple and fast method to generate trimap.
In this paper, we propose a new method to generate trimap. Many colorization methods use the idea of color-based transfer, which can get the color transition between different regions, so it can also achieve a certain soft segmentation effect. We borrow and adopt previous techniques from colorization papers for soft segmentation. We use different soft segmentation images to generate trimap. Firstly, we use different soft segmentation methods to process the input image separately to obtain different soft segmentation results. Then, we cluster different soft segmentation images. Through fuzzy clustering, each soft segmentation image is divided into three regions: foreground region, background region and unknown region. Because of different soft segmentation methods and different degree of color bleeding, different soft segmentation images can get different clustering results. Finally, at the superpixel level, different cluster images are weighted and fused to produce the final trimap. Our basic processing unit is superpixel, and the core of our work is the choice of each superpixel weight. The main contributions of this paper are as follows: 1) We propose a simple and efficient approach to generate a high quality trimap for image matting to reduce the influence of human intervention. 2) We deal with the pixels of different cluster images at the superpixel level and determine the weight of each superpixel. We can get a more accurate fusion image. 3) We combine the density peak clustering (DPC) algorithm to improve the fuzzy C-means clustering (FCM) algorithm and form the DPC-FCM algorithm. We can get better clustering results.
The rest of this paper is arranged as follows. In Section 2, we review some of the matting algorithms and the current methods for generating trimap automatically. In Section 3, we introduce the method of this paper in detail. In Section 4, we show the matting results obtained using different trimap. In Section 5, we summarize the main ideas of this paper and look forward to the future work.
II. RELATED WORK
We review previous works that are the most relevant to our work. In particular, we discuss the works related to the two categories of image matting and the works related to generate trimap.
Most image matting techniques can be categorized into color-sampling-based and alpha-propagation-based methods. The color-sampling-based methods [1] , [5] - [9] solve the matting problem by using color samples from the known foreground and background regions to estimate alpha mattes in unknown regions. The bayesian matting by Chuang et al. [1] analyzes colors of unknown pixels using local color distribution by statistical methods. The bayesian algorithm takes the smoothness of the image as a hypothesis and assumes that the pixels are distributed according to the gaussian model. Centering on the unknown pixel, a continuous sliding window is used to select adjacent foreground and background pixels, and the acquired foreground and background pixels are used to construct a color distribution. The alpha value of an unknown pixel is calculated by a good bayesian framework and is calculated using the maximum a posteriori probability typically. Robust matting [5] collects color samples with respect to the color composite equation and are spatially close to the unknown pixels. However, for samples with complex backgrounds, the samples collected may be wrong or missing. Shared matting [6] and weighted color and texture matting [7] find the best samples by combining spatial, photometric, and probabilistic information measured by color and texture, respectively. He et al. [8] proposed the global sampling matting which uses all color samples in the known regions to find the best combination of foreground and background samples for matte estimation. However, the method of global sampling cannot get ideal results when the foreground object color is close to the background color, and the quality of the collected samples is poor. An unknown pixel may be the wrong linear combination of foreground pixel and background pixel. Shahrian et al. [9] proposed the comprehensive sampling matting which uses gussian mixture model (GMM) to cover all color variations in the foreground and background regions of an image for accurate alpha matte estimation. The sampling-based methods all work under the good condition of trimap, especially in the case of local color sampling. When the precision of trimap is not good enough, the color-sampling-based methods will fail.
The alpha-propagation-based approaches [10] - [15] analyze statistical correlation among pixels to propagate alpha values from the known regions to the unknown regions. The alpha-propagation-based approaches do not require explicit foreground and background color information to solve the matting problem. These methods utilize the local image statistics by defining various affinities between neighboring pixels to model the matte gradient across the image instead of directly estimating the alpha value at each pixel. The poisson matting by Sun et al. [10] estimates the matte gradient from the image using boundary information from a user supplied trimap and then reconstructs the matte by solving poisson equation. It is based on the assumption that intensity change in the foreground and the background is smooth. The global learning based [11] approach learns the global alpha-color model from some chosen labeled pixels closer to the unlabeled pixel, and suits better to the case when a trimap is provided and the unknown region is narrow. Levin et al. [12] introduced the color line model and proposed the matting laplacian to solve the matte estimation problem in a closed form. The method does not use any global parameters, but calculates the alpha value using the mean and variance of the local estimation. This work is later extended by He et al. [13] whom proposed the large kernel matting for high resolution image matting. Based on the nonlocal principle, Lee and Wu [14] introduced the nonlocal matting which propagate alpha values across nonlocal neighbor of a pixel. This work is later extended by Chen et al. [15] whom proposed the KNN matting which propagates alpha across the k nearest nonlocal neighbors. The nonlocal matting method needs to estimate the alpha value using the large kernel, while the KNN matting does not depend on the large kernel function, and samples in the global range, the accuracy of the result is improved. Since KNN matting creates clustering laplacian based on feature vector thus selection of wrong feature vector can generate error. Cho et al. [16] introduced a deep learning approach to combine results from closed form matting and KNN matting which achieves better results in natural image matting. Xu et al. [17] proposed a new matting algorithm based on deep learning. First, the image and the corresponding trimap are used as input, the deep convolutional network is used to learn and predict the corresponding alpha mask, and then the predicted alpha mask is improved with a small convolution network to have a more accurate boundary.
Soft segmentation is decomposing an image into two or more segments where each pixel may belong partially to more than one segment. The layer contents change depending on the specific goal of the corresponding method [18] , [19] . Soft color segments are shown to be useful for several image editing applications such as image recoloring. In contrary to natural image matting methods, soft segmentation rely on automatically generated semantic features in defining soft segments instead of a trimap, and generate multiple soft segments rather than foreground segmentation. Although they appear similar, natural matting and soft segmentation have fundamental differences. Natural matting, with a trimap as input, becomes the problem of foreground and background color modeling, may it be through selection of color samples or propagation of color information. Meanwhile, soft segmentation focuses on detecting soft transitions that best serve the target application. Several image editing methods rely on user-defined sparse edits on the image and propagate them to the whole image [20] . Semantic segmentation has improved significantly with the introduction of deep neural networks [21] . Literature [22] introduced semantic soft segments to accurately represent the soft transition between image regions. The graph is constructed such that the corresponding Laplacian matrix and its eigenvectors reveal the semantic objects and the soft transitions between them. Yağız et al. [22] used the eigenvectors to create a set of preliminary soft segments and combine them to get semantically meaningful segments. Finally, they refine the soft segments so that they can be used for targeted image editing tasks.
A quantitative color is input in a certain area of the image to be colored, and the previously input color is expanded and spread to the entire image to be colored using a different algorithm. Levin et al. [23] based on the above steps, the input color on the image to be colored is the condition, and the YUV color space is used as the coloring basis, think of this type of coloring problem as a whole image optimization problem. Yatziv and Sapiro [24] based on the YUV color space, separated the luminance channel from the chrominance channel, and assumed that the structure of the luminance channel Y and the chrominance channel UV of the pixel point at the same position were closely related. Where the luminance changes rapidly, the color boundary of an object may be represented in the image, but where the brightness change is not obvious, the structural changes of the UV channel are usually not obvious. Therefore, the corresponding mathematical model can be established by calculating the geodesic distance [25] between the two luminance points in the image, and the similarity between the two luminance points can be expressed. Based on this theory, Yatziv proposed a fast image coloring method using dijistra shortest path algorithm. The technology of deep learning is also used in the image coloring process. Cheng et al. [26] proposed a image colorized method based on neural network. This method uses neural network to extract features from image, uses L2 loss to train neural network, and combines bilateral filtering [27] to improve the result. Larsson et al. [28] used convolution neural network to extract the low-dimensional feature and semantic information of image, and to predict the color distribution of each pixel by using supercolumn model. Iizuka et al. [29] extracted the global feature of the image and the low-dimensional local feature of the image on the one hand, using the two-stream structure. Then the global feature and local feature are fused to predict the color information of each pixel. Zhang et al. [30] used the VGG-style [31] convolution neural network to extract features from image and predict the color distribution histogram of each pixel to color image.
The existing algorithms for automatically generating trimap [32] - [35] mainly rely on binary segmentation of the image to obtain the initial boundary of the foreground object. Cho et al. [32] introduced an automatic approach to generate trimaps. Firstly, performing binary segmentation to roughly segment a light-field image into foreground and background based on depth and color. Next, estimating accurate trimap through analyzing color distribution along the boundary of the segmentation using guided image filter and KL-divergence. Ahmad et al. [33] focused on unsupervised image matting, proposed the use of The gestalt laws of grouping to generate trimap automatically. Singh and Jalal [34] also used binary segmentation method to obtain foreground object, then extends the boundary of foreground object to obtain initial trimap, and then uses regional growth algorithm to improve trimap to obtain more accurate trimap. Gupta and Raman et al. [35] proposed using image salience to generate trimap. Firstly, the super-resolution algorithm is used to detect the image and analyze the local features of each superpixel. Secondly, the feature vectors are clustered to obtain the superpixels of the foreground and background. Then, a threshold is set to divide the updated saliency into binary images, and finally the desired trimap is obtained by corrosion expansion.
III. TRIMAP GENERATION
In this section, we describe in detail the framework for generating trimap in this paper. The framework consists of three parts: image soft segmentation, fuzzy clustering and weight fusion.
As shown in Figure 1 , we process the image at the superpixel level, and the core step is to determine the weight of each superpixel. We formulate the weight selection as an energy minimization problem, where we incorporate recommendations from similar superpixel, foreground/background priors through similar superpixel voting, and neighbor smoothness constraints. Specifically, firstly, we need to generate a soft segmentation map of the input image. In order to make the system robust and avoid relying heavily on a single soft segmentation method, we use different soft segmentation methods to obtain soft segmentation map of the input image. Then, using fuzzy clustering method to divide the soft segmentation image into three parts roughly: foreground, background and unknown area. Different soft segmentation methods will produce different soft segmentation map, so the rough trimap by fuzzy clustering will be different. Finally, we generate the final trimap by weighting fusion of the various rough trimap at the superpixel level. Rather than deal with cluster images separately, our method based on the principle of co-fusion, cooperative fusion of cluster images.
A. SOFT SEGMENTATION
Based on the idea of scribble, the user can assign different colors to the input image, and objects with different semantics can also have the same color. The method is based on the VOLUME 7, 2019 FIGURE 2. Soft segmentation results. Left to right: Input image, Levin [23] , Yatziv [24] , Qiu [37] , Cheng [26] , Iizuka [29] .
principle that color similarity is consistent, and color contrast is performed near the image to achieve color transfer. In this paper, we mark the input image as two colors.
Scribble-based method, introduced by Levin et al. [23] , required manually specifying desired colors of certain regions. With the optimization relying on normalized cuts [36] . The cost function is as follows:
where C represents the components of U and V . N (r) is a region centered on r and s is a pixel of r neighborhood. The weight W rs denotes the similarity between the pixels r and s. Yatziv and Sapiro et al. [24] constructed a weight function to represent the similarity of adjacent pixels.
where s and t represent two pixels in the image, C(p) is a curve between s and t, and ∇Y is a gradient of the pixel value of the image. The similarity of the two pixels is expressed as the minimum of the gradient sum on the curve connecting the two points with the smallest change in luminance. Qiu and Guan et al. [37] believed that geometrical structure between different color channels is related.
where
represents the calculated weight, N X denotes the neighborhood of the pixel centered on x, and m denotes the two-dimensional coordinates of the pixel.
Cheng et al. [26] proposed a CNN model. Iizuka et al. [29] proposed an end-to-end convolution neural network model. We use the models of Cheng and Iizuka to retrain the network to meet our needs.
The scribble-based method require the user to draw the color on the image to provide the color clue, and then use different algorithms to achieve the transfer of the color from the marking position to the unknown color region. In this method, although user interaction takes some efforts, it has the advantage that people can label different parts of the image according to their requirements, so that the soft segmentation image can meet our need for color more. And we only need to interact with two colors, which takes 10 seconds in photoshop. Figure 2 shows the soft segmentation result. We can obtain better soft segmentation results in the obvious foreground/background area, but there is a phenomenon of color bleeding at the junction of foreground and background. It is possible that different soft segmentation methods have different errors at the intersection of colors due to the difference of human interaction and different ways of color transfer, etc. These errors are presented in the second line of Figure 2 . In the process of trimap estimation, if just one soft segmentation method is used, the estimated trimap has a large error and quite rough. Inaccurately soft segmentation images can cause larger errors in the trimap. Figure 3 shows a trimap estimated using a single soft segmentation method, the trimap estimated from only one soft segmentation method is rough.
In an ideal image, the foreground object and the background region have a large difference, so the foreground object and the background region can be distinguished by simple clustering. However, in practice, the difference between the foreground object and the background area of the image is small, and the background area is relatively complex and has characteristics similar to that of the foreground object to a certain extent, which has a great impact on clustering. At this time, if clustering is carried out, the results will be poorly performed. Therefore, we first soft segmentation the image to make a big difference between the foreground object and background area.
B. FUZZY CLUSTERING
Among the many fuzzy clustering algorithms, the most widely used algorithm is the fuzzy c-means algorithm (FCM). The FCM clustering algorithm [38] - [40] divides the pixels by iterative optimization of the energy function, and divides the pixels into a certain region according to the extent to which each pixel belongs to a different region. The core idea of FCM is to find suitable membership and clustering centers to minimize the variance and iteration error of the clustering energy function. Suppose X = {x 1 , x 2 , ..., x n } be the value of the image pixel, and the image is composed of c regions. The clustering center of the region is represented as FIGURE 3. Estimate the trimap using a single soft segmentation method. (a) Trimap estimated using the soft segmentation method of [23] . (b) Trimap estimated using the soft segmentation method of [24] . (c) Trimap estimated using the soft segmentation method of [37] . (d) Trimap estimated using the soft segmentation method of [26] . (e) Trimap estimated using the soft segmentation method of [29] . p = {p 1 , p 2 , ..., p c }, q = {q ik } cn is the membership matrix, and q ik represents the membership degree of x i belonging to the k-class region, where 1 ≤ k ≤ c. The value of the energy function is the weighted cumulative sum of the pixel-to-cluster center 2 norm measure, which is expressed as follows:
where J (Q, P) represents the sum of the squares of the weighted distances from the pixel to the cluster center. The smaller the value of J (Q, P), the more likely the pixels belong to the same area, and the better the clustering effect. h ∈ [1, ∞] is the weighted index of membership degree, which strengthens the contrast of pixel value belonging to different regions and determines the ambiguity degree of classification result. We take h = 3. The objective optimization function is established by using lagrange multiplier to minimize J (Q, P). The optimization conditions are: ∂J /∂λ = 0, ∂J /∂q ik = 0, ∂J /∂p ik = 0. According to the optimization conditions, we can get the eq(6,7). We hope to find the appropriate membership degree and clustering center. The iterative updating expressions of membership degree and clustering center are:
t represents the number of iterations. Iterative equations (6) and (7), if the iteration termination condition is met, t > T or max i p
< , the iteration is stopped. The pixels are classified according to the principle of maximum membership. If q ji > q jk , x j is classified as category i region.
In the iteration of FCM algorithm, clustering center and membership degree need to be initialized, but different initial values may lead to local or global optimal solution, resulting in weak robustness of the algorithm. Therefore, the quality of initialization has a decisive impact on the optimal solution of energy function. Fuzzy clustering algorithm is asymptotically stable near the clustering center, but not uniformly asymptotically in a large range of clustering centers, which depends on the accuracy of the initial cluster center and membership estimates. We use density peaks clustering algorithm (DPC) [41] - [43] to improve the deficiencies of FCM clustering algorithm.
In the DPC algorithm, the ideal cluster center is surrounded by adjacent points with lower local density and a relatively large distance from any point with higher density. In order to accurately find the clustering center of the above conditions, two quantities of each data point i need to be calculated: local density ρ i and the shortest distance δ i from data point i to higher local density point j, in order to describe the clustering center. There are two calculation methods for ρ i : the cut-off kernel and the gaussian kernel. When the sample data size is small, the gaussian kernel calculation method is adopted.
where d ij is the euclidean distance of data points i and j. D c is the cutoff distance. First, calculate ρ i and δ i for all data points x i in the sample dataset, respectively, and then calculate a variable γ that comprehensively considered the ρ value and the δ value. γ i = ρ i δ i , i ∈ I . The larger the γ value, the more likely it is to be the clustering center. Then {γ } N i=1 is arranged in descending order, from which a number of data points are extracted, and these points are taken as the clustering center. The remaining data points are allocated to the clusters that belong to the data points closest to them and with higher density. The boundary area density ρ b of each cluster is defined as: the distance between data points belonging to one cluster and those belonging to other clusters is less than the total number of data points with truncation distance d c . The points with higher density than ρ b are regarded as core points, and the rest as noise points, thus obtaining the final result of clustering. However, in DPC algorithm, there is no exact measurement standard for the size judgment of dataset size, so the selection of sample density calculation method may affect the clustering result. Moreover, if there is an error in the classification of the clustering center of a sample data, the final clustering results will vary greatly. Since the density between different clusters will have a large difference, if the clustering continues under the euclidean distance measure, the different cutoff distances d c will produce different clustering results, and it is easy to lead to wrong results.
Therefore, this paper uses adaptive distance to calculate similarity. We converted the adaptive similarity [44] into weights and added them to the euclidean distance to generate the weighted euclidean distance. Among the existing similarity measures, the self-adjusting similarity calculation method takes into account the influence of neighborhood data distribution on two-point similarity and accurately reflects the distribution characteristics of complex structure data sets.
where 
where A ij ∈ [0, 1] is the adaptive similarity between point i and point j. Weight ω i = 1 − A ij . After using the weighted euclidean distance formula to calculate the similarity, the differences between objects can be calculated more accurately. DPC algorithm can calculate the nearest distance from local density ρ i and point i of each data point to the point with higher local density based on this formula, so as to select the clustering center point more accurately and improve the accuracy of clustering results. The clustering process of this paper can be divided into two parts. Firstly, DPC algorithm is used to calculate the ρ i and δ i of each data and characterize the clustering center. The larger the ρ i δ i value is, the more likely the point is to be the clustering center. Then, FCM algorithm is used to perform the iteration to achieve better clustering effect. Figure 4 shows the pipeline of the clustering algorithm. Figure 5 shows our clustering results.
C. WEIGHT SELECTION
Co-segmentation [45] , [46] is a hot research topic in computer vision field in recent years, the best method to achieve the co-segmentation effect is the cooperative significance detection method. Firstly, cooperative detection of common targets among multiple images is carried out, and then image segmentation is carried out on this basis. Collaborative significance detection considers a variety of saliency information and fuses the information to obtain a more accurate result while detecting image saliency. Inspired by collaborative saliency detection, we collaboratively detect clustered images and fuse them to obtain more accurate trimaps.
Considering a group of N images I = {I 1 , I 2 , ..., I N }, M soft segmentation methods are used to obtain M soft segmentation maps of image I n . Using the method described in section 3.2 was used to process M soft segmentation graphs, and obtained M clustering images, expressed as C n = {C n1 , C n2 , ..., C nM }. In addition, the superpixel image of [23] , literature [24] , literature [37] , literature [26] and literature [29] . The first line represents the case of color bleeding in the soft segmentation image, and we mark the area of color bleeding with green. The second line is our clustering result. image C n is obtained by using the method of reference [47] , each superpixel is taken as our basic processing unit, each superpixel containing unknown region is defined as the element e. Let z(n, k, m) represent the relevant weight of element e(n, k, m) belonging to image n, superpixel k and clustering image m. Construct the weight vector z = [z 1 , z 2 , ..., z N ] T , using u and v as index elements.
Our goal is to find the best weight for each element so that the clustering images can be fused at the superpixel level to obtain an accurate trimap. We consider co-fusion as a weight selection problem. On the one hand, we want to give higher weight to more competitive elements. On the other hand, we hope to have some consistency in the weight selection of adjacent elements. We express the problem as a quadratic programming problem.
where U is the a priori of the similarity of the elements and λ is the equilibrium parameter. z T Gz is a pairwise smoothing term that encourages neighborhood elements to use similar weights. The choice of each weight is in the range between 0 and 1, and the sum of the weights of one superpixel is 1. According to formula (11) to determine z, the fused image J n of pixel p can be simply expressed as J n (p) = There is no uniformity of the soft segmentation maps obtained by different methods, and the degree of color bleeding of the soft segmentation image obtained by soft segmentation methods is different. If we use soft segmentation images directly, it will lead to serious errors. First, we use DPC-FCM clustering algorithm to distinguish the obvious foreground and background, as well as possible unknown regions. Then, we further divide the foreground, background and unknown regions according to the features of each superpixel. The feature descriptor for each element consists of an average-dense SIFT descriptor and an average color in the RGB, HSV, and LAB spaces. Depending on the potential foreground/background and unknown pixel distribution of each element, superpixels at the same location may have different feature descriptions.
X f , X b and X represent the data matrix of foreground descriptor, background descriptor and unknown region descriptor respectively. Construct similarity matrices S f , S b and S to represent potential foreground similarity, potential background similarity and unknown region similarity respectively.
where d represents the number of superpixels in the image, and set the parameter ϒ = 1/300. If all pixels in an element are foreground, the potential background similarity is set to zero and vice versa. We identify similar elements for each element. Considering the weight of each element to encourage or prevent it from playing a role in the final fusion of trimap images. We want the area of the unknown region to be as small as possible. When there are very few unknown pixels in the element, it can be simply divided into foreground or background. We focus on the processing of superpixels in unknown regions, and when the corresponding similarity is greater than the similarity threshold θ (set to 0.6), we consider giving it a higher weight. We define the prior term U as:
where U fb represents the foreground/background prior and U uk represents the prior of the unknown region. In co-fusion of clustering images, we compare the average threshold of similar elements with the threshold of the element under consideration to determine whether the element needs to be emphasized. Suppose T represents the threshold of each element. For element u, we calculate the priori of its unknown VOLUME 7, 2019 FIGURE 10. Qualitative comparisons with user inputs. Top to bottom: Input image, bayesian matting [1] , comprehensive sampling matting [49] , IFM matting [50] , KNN matting [15] , learning matting [11] , poisson matting [10] , and three-layers matting [51] .
region as follows:
where δ(·) is the indicator function, if the condition is true, it is equal to 1, otherwise it is 0, which is used to determine whether the element v is a similar element. If the value of U uk is large, it means that the element is different from other elements, considering empowering it a smaller weight. Similar elements can recommend that a given element be a foreground/background or an unknown region. The foreground/background priori of the element is defined as:
where R u (v) is the penalty term. For element u and a similar element v, if its foreground descriptor is closer than the background descriptor, it is suggested to carry out foreground penalty (1 − T (u)); otherwise, it is suggested to carry out background penalty (T (u) − 0), namely:
Smoothing terms are necessary to suppress inconsistencies in the weight distribution between adjacent elements. We define adjacent elements as elements that are similar in the feature space and whose element thresholds are close. If a pair of elements are very close in the feature space and have similar thresholds, they should be encouraged to have similar weights. Therefore, the smoothing term z T Gz is used to ensure that adjacent elements have similar weights. The smoothing term G in formula (11) is defined by using the normal normalized Laplace matrix.
where E is the identity matrix, V is the neighborhood matrix, and Q is the diagonal matrix composed of the row sum of FIGURE 11. Qualitative comparisons with our estimated trimap. Top to bottom: Input image, bayesian matting [1] , comprehensive sampling matting [49] , IFM matting [50] , KNN matting [15] , learning matting [11] , poisson matting [10] , and three-layers matting [51] .
the matrix V . V considers the similarity of feature spaces, namely:
Setting the normalized parameter ϒ = 1/300.
IV. EXPERIMENT
We use the public alpha matting benchmark [48] to quantitatively evaluate our estimate trimap. Table 1 summarizes the quantitative comparison of the manually generated trimap and the trimap of this paper in terms of RMSE and MAD, respectively. The trimap estimated in this paper gets better results in different images, and our estimated trimap has smaller RMSE and MAD. When the current scene and background colors are highly overlapping around the boundary, our estimation of trimap may not be very fine, but it can still improve matting's effect. For example, in the cattle image, the generated trimap manually and our estimated trimap are closer in the RMSE and MAD evaluations, but our trimap can still get better results. More data can be find in Appendix A. In order to better verify the superiority of our estimated trimap, we created the corresponding trimap according to the steps of [33] and [34] to verify the impact of different levels of trimap on the advanced matting algorithm. Figure 8 shows some of our test images and trimap. The second line trimap is given by the user, the third line of the trimap is generated according to the method of [34] , the forth line of the trimap is generated according to the method of [33] , and the fifth line trimap is generated according to the method in this paper. It can be clearly seen that the accuracy of trimap estimated in this paper is significantly better than that of manually generated trimap. When the foreground/background has high recognition, the unknown region of the estimated trimap in this paper is narrow and contains almost only mixed pixels, as shown in the first column of Figure 8 . When the FIGURE 12. On the test dataset provided by the alpha matting website, quality assessments were performed using manually generated trimaps and our estimated trimaps, respectively. The first and third lines show the matting results obtained using the manually generated trimap. The second and fourth lines show the matting results obtained using our estimated trimap. We compare our estimated alpha mattes with results from previous methods. Left to right: Input image, bayesian matting [1] , comprehensive sampling matting [49] , IFM matting [50] , KNN matting [15] , learning matting [11] , poisson matting [10] , and three-layers matting [51] .
foreground color and the background color are close, or there are a lot of small hairs at the edge of the foreground object, the unknown region of the estimated trimap in this paper is also smaller than the unknown region of the manually generated trimap, as shown in the second column and the fifth column in Figure 8 .
The trimap estimated by the methods of literature [33] and literature [34] is less accurate than the manually created trimap and the trimap we estimated. For example, in images of ''Bear'' and ''Girl'', there are some mistakes in trimap generated by these two methods. Figure 15 and Figure 16 show the RMSE and MAD evaluations of the above four methods, respectively, from which we can get that our estimated trimap can achieve the best result. The rougher the trimap, the larger the value of RMSE and MAD. Our estimated trimap has the minimum in the RMSE and MAD evaluations of different matting algorithms, proving that our estimated trimap has the best accuracy. Accurately estimated trimap is good for better matting results.
We evaluate the performance of the algorithm based on REMS and MAD. RMSE calculation is as follows:
MAD is defined as follows:
where α * i is the ground truth alpha and N is the total number of pixels. α i is the alpha value estimated by matting algorithm. Figure 9 shows the change trend of evaluation indexes RMSE and MAD in the ''Girl'' image. It can be seen clearly that the evaluation quality of different matting algorithms has been significantly improved after using the trimap estimated in this paper. In the ''Girl'' image, there is a large amount of fine hair on the edge of the foreground object, and the unknown area of the manually generated trimap is large. The more accurate trimap estimated in this paper is helpful to improve the accuracy of the results. In the evaluation of REMS, the improvement of poisson matting is the biggest, while the effect of KNN matting and three-layers matting is the most obvious, and the result is closest to the baseline image. In MAD evaluation, the best results were also obtained in KNN matting and three-layers matting. Compared with the manually generated trimap, the accuracy of the matting result is improved by at least 1-2 times and up to 10 times by using the trimap in this paper. [1] , comprehensive sampling matting [49] , IFM matting [50] , KNN matting [15] , learning matting [11] , poisson matting [10] , and three-layers matting [51] .
We use different matting algorithms to verify the performance of trimap estimated in this paper. We use bayesian matting algorithm [1] , comprehensive sampling matting algorithm [49] , IFM matting algorithm [50] , KNN matting algorithm [15] , learning-based matting algorithm [11] , poisson matting algorithm [10] and three-layer matting algorithm [51] to verify our trimap and manually generated trimap. Figure 10 and Figure 11 respectively show the results obtained by different matting algorithms under the manually generated trimap and our estimated trimap. From the perspective of visual perception, the results obtained by using the trimap in this paper are superior to those obtained by using the manual trimap. After using trimap estimated in this paper, matting algorithm has been improved to varying degrees. We not only experimented on the benchmark dataset, but also evaluated the test dataset. Figure 12 shows our results on the test dataset provided by alpha matting. Only from the visual effect, it can be seen obviously that the matting results by using our estimated trimap are improved significantly and the estimation of foreground objects is more accurate. For example, in the blue zoom area of the ''elephant'' image, more accurate results can be obtained using the trimap in this paper. In the ''pineapple'' image, using the manually generated trimap, the area that is obviously foreground is treated as a mixed pixel, and the trimap using this paper has no such problem. From the enlarged part of the ''pineapple'' image can be obtained clearly, using the trimap in this paper to deal with the edge details more accurately. Figure 13 and Figure 14 show the matting results obtained using the trimap estimated in [34] and [33] , respectively. Trimaps created according to these two methods are not as accurate as the manually created trimap and our estimated trimap, which results in poor quality matting results. For example, in the first column of Figure 13 , some areas of the image are not accurately estimated, and all of them are processed as foreground, namely the blue zoom area. In the second column of Figure 14 , the processing in the blue zoom area and the yellow zoom area is poor. A larger FIGURE 14. Qualitative comparisons with [33] estimated trimap. Top to bottom: Input image, bayesian matting [1] , comprehensive sampling matting [49] , IFM matting [50] , KNN matting [15] , learning matting [11] , poisson matting [10] , and three-layers matting [51] .
unknown area results in an inability to accurately estimate the hair at the edge of the foreground object.
V. CONCLUSION
Image matting is an important process for accurate estimation of foreground object from the background in image and video editing applications. we note that almost all the matting algorithms require user intervention in the form of trimap or scribbles as input to these algorithms. The performance of these algorithms depends on these user inputs. Also manually generating a trimap consumes a lot of time. To alleviate this problem and make the whole matting process automatic, we have proposed a simple and efficient framework for generating the trimap for a given input image. The experimental results demonstrate that the generated trimaps are very close to that of manually created trimaps which results in accurate matte estimation. On some images, our generated trimap is more accurate than the manually created trimap. Our trimap outperforms manually created trimap in term of both RMSE and MAD. In the future, the work of automatically generating trimap will definitely be applied in the field of image and video on a large scale, which saves users a lot of time. As for future work, we want to achieve a fully automatic generation of precise trimaps.
APPENDIX
The quantitative comparison results of the remaining 21 training examples in the alpha matting benchmark dataset are shown in Table 2, Table 3 and Table 4 . Table 9 shows the quantitative comparison results of the 8 test images in the alpha matting benchmark dataset.
We use the dataset provided by alpha matting benchmark to create 54,00 images, each foreground object has 200 different backgrounds. We quantitatively compare our estimated trimap and manually created trimap on this synthetic dataset. Table 5, Table 6 , Table 7 and Table 8 show the average results TABLE 2 . Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps(1-7).
TABLE 3.
Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (8) (9) (10) (11) (12) (13) (14) . VOLUME 7, 2019 TABLE 4. Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (15) (16) (17) (18) (19) (20) (21) .
TABLE 5.
Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (1-7, average).
TABLE 6.
Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (8-14, average).
TABLE 7.
Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (15-21, average). VOLUME 7, 2019 TABLE 8. Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (22-27, average).
TABLE 9.
Quantitative comparisons in term of RMSE and MAD with trimaps given by narrow and our generated trimaps (Test Set). of quantitative comparisons. We calculated the average of RMSE and MAD for 200 images, respectively. Figure 17 shows a partial dataset that we synthesized.
From Table 2 to Table 4 , we compared the remaining 21 images in the alpha matting benchmark dataset quantitatively, the results obtained by our estimated trimap are still VOLUME 7, 2019 FIGURE 17. The dataset we synthesized.
better than those obtained by manually created trimap. From Table 5 to Table 8 , in the dataset we synthesized, we use the 200 different background images for quantitative comparison and caculate the average value. It can be concluded that our estimated trimap is better than the manually created trimap. When dealing with complex background images, the results obtained after using our estimated trimap are better than those obtained using manually created trimap. Overall, the accuracy of the results obtained using our estimated trimap is 2 times higher than the accuracy of the results obtained using the manually created trimap. 
