Utilizing inverse uncertainty quantification techniques, structural health monitoring (SHM) can be integrated with damage progression models to form a probabilistic prediction of a structure's remaining useful life (RUL). However, damage evolution in realistic structures is physically complex. Accurately representing this behavior requires high-fidelity models which are typically computationally prohibitive. In this paper, high-fidelity fatigue crack growth simulation times are reduced by three orders of magnitude using a model based on a set of surrogate models trained via three-dimensional finite element analysis. The developed crack growth modeling approach is experimentally validated using SHM-based damage diagnosis data. A probabilistic prediction of RUL is formed for a metallic, single-edge notch tension specimen with a fatigue crack growing under mixed-mode conditions.
Introduction
Structural health monitoring (SHM) is motivated by the idea that diagnosis of an individual structure's current health state increases safety and reliability through a systematic reduction of uncertainty. 1 However, SHM diagnosis only provides information on the current state of damage which inherently limits its utility. This is especially true for applications such as fatigue where remaining useful life (RUL) is of interest. A more comprehensive approach would be to utilize SHM systems to detect and quantify damage but then extend this information through damage prognosis, a prediction of how that damage will propagate and ultimately impact the structural RUL.
Two primary challenges exist when performing damage prognosis within a SHM framework. First, the problem is probabilistic in nature. SHM sensors cannot provide a deterministic assessment of the exact damage state, and the models used to predict how that damage progresses are approximations of the true underlying physics. Therefore, uncertainty quantification has a central role in damage prognosis. Second, the evolution of damage occurs at multiple length scales. Fatigue damage, which will be the focus of the present work, typically initiates at the microscale, emanating from material defects or flaws, and eventually coalesces into macroscale damage such as cracks or delaminations. 2, 3 Herein, the macroscale will be of primary interest since the current state of the art in SHM diagnosis tends to restrict detectable damage to this regime. [4] [5] [6] There are many fracture-mechanics-based onedimensional growth models for macroscale fatigue cracks. 7 Most of these models stem from the work of Paris and coworkers in which the crack growth rate is a function of empirical parameters and either the stress intensity factor (SIF) or the strain energy release rate. 8 For idealized geometries and boundary conditions, these values can be computed analytically, meaning these methods possess the advantage of being relatively fast to execute. As such, a great deal of work has been devoted to fatigue damage prognosis using these types of models for both composite and metallic structures; examples are provided in the references. 3, 9 In the context of SHM, sensors are used to acquire damage data in situ. These data can then be used to inversely quantify the uncertainty in model parameters using stochastic approaches such as particle filtering 10 or Markov chain Monte Carlo (MCMC) methods 11 (the latter of which will be discussed in this paper). Propagating these uncertainties back through the model results in a probabilistic prediction of RUL. 3, 9, 11 For SHM to be an effective tool, it must be applicable to real-world structures. Damage evolution often progresses in two or three dimensions under the influence of mixed-mode driving forces. 12 Simulations of this behavior utilizing one-dimensional models can be inaccurate. In contrast, finite element (FE) analysis is capable of capturing this behavior, but often at a prohibitive computational cost for use with MCMC methods, which can require thousands to millions of simulations to reliably sample from the target posterior distribution. 11 Parallel MCMC algorithms constitute an active area of research that could eventually alleviate this burden. [13] [14] [15] [16] However, these methods depend on a set of Markov chains (i.e. each realization is dependent on its predecessor) and, therefore, still require an intractable number of simulations when utilizing FE analysis. Furthermore, methods such as those presented by Neiswanger et al. 16 tend to be aimed at problems where a large set of data is available which needs to be divided among processors rather than problems where the model evaluation itself is cumbersome.
Surrogate models have garnered a great deal of attention for their ability to quantitatively represent the primary features of high-fidelity models while significantly improving computational efficiency. 11, 17 Recent research into high-fidelity damage prognosis has focused heavily on employing surrogate modeling techniques. [17] [18] [19] [20] [21] [22] Spear et al. used artificial neural networks to relate discrete damage to overall structural residual strength. 18 The models were trained using full-fidelity fracture simulations. With a focus on probabilistic fatigue prognosis, Sankararaman et al. used FE analysis to develop surrogate models capable of returning an equivalent SIF for a given three-dimensional crack configuration and multi-axial loading condition based on a characteristic plane approach. 17, 19 Ling and Mahadevan then integrated this approach with diagnosis data to develop probabilistic fatigue damage prognostics for aluminum test specimens. 20 Hombal et al. expanded on this work by presenting a two-stage technique for planar approximation of a non-planar crack. 21 While the aforementioned semi-analytical approaches retain some advantages of high-fidelity modeling, they tend to simplify the fundamental growth mechanics and restrict simulated crack geometry.
More recently, Hombal and Mahadevan offered an approach based on non-parametric representations of arbitrary crack fronts that were dimensionally reduced via principal component analysis (PCA) 23, 24 for use as input to a surrogate model. 22 In this way, complex crack evolution can be modeled in a low-dimensional space, reducing computation times while retaining the mechanics of the non-planar growth. The inputs to the surrogate model were a dimensionally reduced crack front and an applied load block, which consisted of a given load over a predefined number of cycles. The output was the low-dimensional representation of the new crack front after application of the load block, which means that the crack growth was internal to the surrogate model and was not modeled explicitly. The method is inherently dependent on a predefined growth rate function and does not provide any SIF information to the user. As a result, uncertainty in growth rate parameters, which are known to exhibit a high degree of scatter, 25, 26 cannot be quantified or accounted for. The goal of the present work is to develop a flexible prognosis framework for high-fidelity fatigue crack growth. It is important that the methods used allow for the handling of a variety of uncertain model parameters, particularly those affecting the crack growth rate. To accomplish this, the method is based on a separation of the crack evolution process and the crack driving force computations. The latter procedure typically relies on FE analysis and thus consumes the majority of the total simulation time. Therefore, surrogate models are implemented to replace this expensive FE solution. Crack growth can then be simulated efficiently using the output of the surrogate models (i.e. the crack driving forces) and typical fatigue crack growth algorithms. The proposed method, which is outlined in Figure 1 , enables modeling of arbitrary crack geometries and does not restrict access to growth parameters since they are external to the surrogate, making it well suited for probabilistic prognosis.
The remaining sections of this paper are organized as follows. First, the prognosis method is presented over three subsections discussing the growth algorithm, the surrogate modeling approach, and the SHM-based inverse uncertainty quantification problem, respectively. Next, an experiment to validate the new method is presented, followed by a discussion on the development, verification, and validation for the surrogate models and the resulting crack growth model. Finally, the results of the prognosis using the developed model are presented and discussed.
Damage prognosis method
FRANC3D is a fracture mechanics code wherein arbitrary, three-dimensional, geometrically explicit cracks are inserted into a FE mesh and grown via re-meshing. This allows for high-fidelity, mesh-independent predictions of crack growth. 27 Evaluation of the crack driving forces (e.g. SIFs) requires computation of the displacements using FE analysis, which can be computationally demanding. This problem is exacerbated by large FE models that are typically associated with high-fidelity structural or material analyses. The goal of the present work is to apply surrogate modeling techniques to significantly alleviate this demand while maintaining fidelity. FRANC3D will be used both as a benchmark and as a platform with which to develop training data for the proposed surrogate modeling approach. However, FRANC3D is just an example of a high-fidelity damage growth simulator, and the proposed method is general to any FE-based method for calculating crack driving forces.
The proposed framework for prognosis and the proposed crack growth modeling approach were both developed using the Python programming language 28 with the intention of developing a generalized foundation for future research. The fatigue crack growth algorithm, the surrogate modeling approach, the SHMbased inverse uncertainty quantification procedure, and their connectivity ( Figure 1 ) are discussed in the following three subsections, respectively. It should be noted that the prognostic methodology is versatile and can accommodate a variety of models for a variety of materials (e.g. composites, metals, etc.), geometric complexities, and damage types, but only one problemdependent instance of a fatigue crack growth model will be discussed herein.
Fatigue crack growth algorithm
To alleviate the computational burden of high-fidelity crack growth modeling, FE solutions are replaced by a set of surrogate models. However, these surrogate models alone are not enough to model crack growth since they only replace the FE-based calculation of the SIFs or any other associated outputs from the highfidelity model. Therefore, the surrogates act as a callable function within a larger algorithmic framework responsible for propagating the crack, applying load, and controlling the crack growth rates. A fracture mechanics approach to modeling damage growth was adopted for this purpose.
Without the need for a FE mesh, the crack front was represented parametrically as a collection of m points in space (Figure 2 ). Only the front was modeled, although, in a more general approach, the crack surface could be represented explicitly by recording the crack front history throughout the simulation. While it would significantly increase the complexity of the algorithm, modeling multiple cracks is possible. However, for simplicity, a single front will be used to describe the algorithm in the remainder of this section. Crack growth is calculated on a point-by-point basis over the front. An initial crack front is supplied by the user, and then the surrogate models provide, as necessary, the mode I, mode II, or mode III SIFs along with any other pertinent outputs associated with each individual crack front point. By definition, the SIF values correspond to a local set of orthogonal axes at each crack front point. As shown in Figure 2 , these axes are defined by the local crack front normal (ê 1 ) and tangent (ê 3 ) unit vectors and their cross product (ê 2 ). These components can typically be derived directly from the crack front geometry, although, with some high-fidelity crack simulators such as FRANC3D, these are standard outputs and can be queried if needed using the proposed surrogate models.
If subjected to mixed-mode conditions, the crack can change directions or kink. 27 A kink angle, u kink , can be calculated via a user-defined algorithm. At each crack front point, u kink is used to rotate the local axes aboutê 3 , resulting in a set of m new growth directions. A variety of models for crack kinking exist, 27, [29] [30] [31] and, due to the flexibility of the current framework, the user can choose which to implement. As an example, in the experimental validation, presented later, the maximum tangential stress (MTS) condition 27, 29 was used. At each crack front point, the kink angle was defined as
where, ignoring the effects of high-order stress terms, the resolved mode I SIF at each crack front point
Here, K I, i and K II, i are the first two SIF modes and s uu, i is the hoop stress at a characteristic distance from the crack tip, r. Once (1) is solved, the local axes at each crack front point are rotated by u kink, i about the tangent vector,ê 3, i , resulting in a set of m new growth directions.
To obtain the growth increments, a SIF range is defined as DK = K I, max À K I, min where K I, max and K I, min are the mode I SIFs at maximum and minimum load for a given fatigue cycle, respectively. The ratio of the minimum and maximum loads is defined as the load ratio, R. Crack front points can be advanced along the growth directions by a growth increment defined in one of two ways. The first method assumes a constant growth rate over a small number of cycles, DN, such that the crack growth increment at each crack front point, Da i = da dNi 3DN . Here, da dNi is the one-dimensional growth rate at the ith crack front point and is a function of crack driving forces, DK i , and the load ratio, R. With this technique, the accuracy of the model is dependent on the number of cycles per growth step. As a result, it is typically used with one-dimensional growth models where the computational burden of smaller step sizes is typically negligible. 3, 32 While this method is simple to implement, it can cause inaccuracies in geometric progression of the crack front in time, especially for threedimensional modeling.
The second method, which was used in this study, can provide more accuracy and is referred to as the median extension approach. 27 Here, the crack growth increment at the ith point is
where da dNmedian is the crack growth rate evaluated using the median value of DK over the m crack front points, and Da median is the user-specified median extension. Using equation (3), the crack can be propagated at each crack front point, i = 1, . . . , m, independent of cycle count. However, this method requires postprocessing in the form of integration over the crack steps to obtain the cycle count for each step and the final accumulated cycle count at failure. To do this, perpendicular projections from the jth crack front to the (j + 1)th crack front at each of the m front points are utilized. These projections can be thought of as lines drawn along the original growth vectors from the ith point until they intersect with the (j + 1)th front.
The DK values at these two points (the ith point on the jth front and the point of intersection on the (j + 1)th front) are used to integrate the crack growth rate equation over the propagation distance, Da, from 0 to Da i . Crack points that lie outside of the part boundaries are not considered in this integration procedure, as shown in Figure 2 . In the present work, a linear relationship was assumed between the two DK values, described by
While it is known that, even for simple geometries, the true physical relationship is nonlinear, 7,33 equation (4) was a better approximation than assuming a constant DK for the integration of the crack growth rate equation. The associated error scales with the magnitude of the growth step. For both methods, if crack kinking is considered, an effective equivalent SIF range should be used such that DK (2)) in the new growth direction at maximum and minimum load, respectively.
Regardless of the technique used to simulate crack propagation, the crack growth rate must be defined by a user-specified crack growth law. As an example, the work presented herein uses Walker's modified Paris law in order to incorporate R-ratio effects,
where C, b, and n are empirical parameters and DK Ã is a general crack driving force parameter. When calculating the growth increment, DK Ã = DK i . In contrast, during the integration step of the median extension approach,
It should be noted that the crack growth framework is general, such that any crack growth model can be used in place of equation (5).
Once the crack growth increment and direction are defined at all front points, the current crack front can be propagated forward in time for DN cycles or by the median extension approach with post-processing integration. At each step, the new crack front points are compared to the geometric boundaries of the host component. A spline is fit through the front and trimmed anywhere the crack has met a free surface, as shown in Figure 2 . A new set of m uniformly distributed crack front points is then interpolated along the spline, comprising the new crack front. The crack growth process is repeated, and the crack front at each subsequent step is stored until a stopping condition is met (e.g. K I, max .K I, critical ).
Surrogate models
The crack growth algorithm implemented in this study was based on a fracture mechanics approach as described in the previous section. However, the algorithm is dependent on the ability to obtain a set of driving forces (e.g. K I and K II ) at each crack front point based on the current geometry and position of the crack front within a given component. High-fidelity models, such as FRANC3D, typically do this by creating a cracked mesh and passing it to a FE code, which then completes a stress analysis and returns displacements, temperatures, and crack surface tractions. With this information, crack driving forces can be computed and the crack can be propagated in a manner similar to that described in the previous section. This FE solution is where the majority of the computational cost resides. Therefore, a surrogate modeling approach was developed that, given the same inputs that would be passed to an FE code (i.e. crack front geometry and position), returns crack driving forces while reducing computation times by orders of magnitude when compared to the FE solution. The general outline of the surrogate model training procedure is shown in Figure 3 .
Surrogate modeling involves representing complex physical models as input-output (IO) relationships using machine learning. Reducing complexity in the IO relationship through a reduction of input parameters is often required for tractability due to the curse of dimensionality. 24 As the number of inputs to the surrogate model increases, the training set required to characterize the parameter space grows exponentially. By isolating the crack evolution in a separate algorithm and only using the surrogate model to capture the FEbased SIF computations, the modeled relationship becomes simple, direct, and well-defined. In the proposed method, the inputs and outputs are obtained a priori using high-fidelity fatigue crack growth simulations. FRANC3D is a natural candidate for providing the required training data, a procedure which will be discussed in more detail in ''Experimental validation.'' Ideally, crack geometry and loading will serve as inputs, and the output will be the corresponding SIF profile. However, the surrogate model is not limited to retrieval of SIFs along the crack front and can theoretically return any crack-front-specific information that the training simulator (e.g. FRANC3D) provides.
Even with the simplistic IO relationship presented above, the total number of parameters needed to describe a single crack front in three dimensions is 3m, resulting in an intractable IO relationship for any reasonable value of m. However, as demonstrated by Hombal and Mahadevan, 22 PCA can be used to solve this issue. PCA is a statistical technique for dimensionality reduction of any data set that consists of correlated variables. The data are transformed to a new set of variables called the principal components, which are uncorrelated and ordered such that the first few typically account for the majority of the variance in the original data set. 23, 24 PCA was used to reduce the dimensions of both the crack fronts and their associated SIF profiles. The PCA reduction can then be inverted to recover the SIF solution over the crack front that corresponds to the given geometry with negligible losses. As an example, crack fronts with 3m = 120 parameters were dimensionally reduced to only four parameters while still accounting for 99.999% of the variance. In general, this percentage can be calculated using the covariance matrix of the principal components, where the total variance is the sum of all the diagonal elements and the retained variance is the sum of only the elements chosen for retention (e.g. the first four elements from the previous example). 23 The surrogate models are trained via supervised learning, and, therefore, the generation of the training data is a critical step. For use with MCMC, the surrogate models require training data dispersed over the infinite number of potential crack geometries, which are problem-dependent. Typically, this data is generated using a sampling method such as the Monte Carlo, Latin hypercube, or sparse grid techniques. 11 However, the proposed approach is unique in that the potential crack geometries are independent of most of the parameters considered in the uncertainty quantification analysis (e.g. crack growth rate parameters) due to the decoupling of the crack evolution process and the crack driving force computations. Therefore, only the parameters affecting the crack path require sampling when generating training data. If the boundary conditions (excluding amplitudes) on the cracked part or component remain constant, only parameters defining the crack initiation site need to be sampled as the crack path from that point will be predefined and invariant. Therefore, the number of parameters that need to be sampled to form the training set are reduced significantly. While the aforementioned sampling techniques can still be utilized, this reduction in parameters often enables the use of simple uniform grid sampling over one or two dimensions.
Assuming there exists some discoverable correlation between crack front geometries at different locations and orientations throughout the component and their corresponding output information (e.g. SIF profiles), each high-fidelity growth step provides a single training point. Coupling the invariant boundary condition concept with the fact that the IO relationship is independent of cycle count, a high-fidelity crack growth simulation consisting of t steps produces t data points. As a result, a computationally reasonable number of crack growth simulations can provide a large set of training data. This method for deriving training data is also efficient in that only admissible data, as defined by the chosen FE model, are considered. In other words, training data whose existence is improbable or impossible based on the given high-fidelity model are not considered, resulting in higher training efficiency.
One of the primary goals of the proposed approach is to ensure scalability to more complex problems. For boundary conditions that do vary, the same approach can be applied but more training data will be required. If the variation with respect to time is known, the training simulations must reflect this in a time-dependent manner, which could require the training simulations to sample from the crack growth parameters as well. Conversely, if the variations in boundary conditions are random, then parameters defining these variations can be sampled at each growth step to develop the training set. Both of these special cases will increase the number of parameters and, thus, the required training simulations (i.e. the curse of dimensionality). However, another advantage of the proposed approach is that training data can be generated a priori and in parallel, reducing the computational burden that would typically be associated with crack growth simulation-based supervised learning. Scalability can also be extended to geometric complexities. In theory, the proposed method is only limited by what can be modeled by the highfidelity simulator. This inherent capability also allows for the method's application to damage-specific complexities such as multiple cracks, interface debonding, adhesive failure, and so on. The specific effects of these types of damage on the development of the surrogate models are out of the scope of this work and are left to future demonstrations and developments of the prognosis framework. However, it is important to highlight the impact of crack initiation sites on the proposed approach.
It was previously mentioned that crack initiation parameters are the primary drivers of the training methodology, and, therefore, assumptions have to be made as to the limits on and distributions of these parameters. For example, if a complex component has a multitude of high-stress regions, it becomes challenging to determine where the crack will form, which in turn makes the training procedure more cumbersome. A brute force approach could be adopted which would involve sampling from all possible crack initiation sites. However, a more intuitive approach is demonstrated by Emery et al. 2 Here, preliminary, reduced-order, conservative screenings of an uncracked component are conducted to determine the most likely areas of damage initiation. This step is referred to as Level I, while Level II consists of the type of prognosis presented in this paper. Level III is a higher-fidelity, microscale approach that would provide even more reliable estimates of damage initiation. Adopting this methodology in the present work would allow for an informed decision about how to select the initiation parameters for training data generation.
Finally, evaluating the adequacy of the training set will always be an inherent challenge for surrogate modeling. The number of training points and the methods used to generate them must be validated. Cross-validation and bootstrapping techniques are commonly used for this purpose. 24, 35, 36 As shown in Figure 3 , the accuracies of the surrogate models (and, thus, the quality of the training data sets) developed in the present work are evaluated through a cross-validation procedure, which will be discussed in more detail in the following sections. The process of validation can also include a model selection procedure, where various machine learning algorithms are tested to see if they improve the relative performance of the resulting surrogate models. As part of the iterative validation of the surrogate models, training data can be selectively added or removed if any part of the original set is deemed insufficient or extraneous (e.g. engenders overfitting). Iterative updating of the surrogate model can be reinitiated at any time throughout the evolving prognosis process.
SHM and inverse uncertainty quantification
The previous two sections discussed the model to be used for prognosis. However, this model is deterministic. In order to develop a probabilistic prediction of RUL, the model must be nested within a probabilistic framework. As demonstrated in the literature, 3, 9, 11, 20 SHM diagnosis data provide an opportunity to move beyond simply using a crack growth model in conjunction with a Monte Carlo approach, given some set of assumed or empirically derived uncertain model parameters. In SHM, damage diagnosis data collected over the life of an individual component or structure can be used to inform the prognosis through what is known as Bayes' theorem of inverse problems. 10, 11 Assuming unbiased, independent, and identically distributed measurement errors, e k , the relationship between the model and the experimental observations is expressed as
where U k , f k (Q), and Q are random variables representing the experimental measurements, model response, and model parameters, respectively. Herein, f k (Q) is the response from the proposed crack growth model, k designates the index of the responses corresponding to the observations (e.g. crack tip location at particular cycle counts), and Q is a user-defined set of model parameters to be designated as random variables (i.e. those parameters which will be considered uncertain). The total number of observations is denoted by n obs .
The goal is to determine the posterior density of Q given the observed realizations, y obs , of U k . Considering q to be the realizations of Q, Bayes' theorem can be used to formulate the probabilistic solution to the inverse problem as follows
where p(qjy obs ) is the posterior density of interest, p 0 (q) is the prior density in which any a priori knowledge of the parameters can be incorporated, and p is the number of parameters. Assuming normally distributed errors (i.e. e k ;N(0, s 2 )), SHM diagnosis data influence the problem through the likelihood
where SS q is the sum of squares error between the model response and the observed data, defined as
Equation (7) is intractable for most problems, especially when p is large. However, MCMC techniques, whose stationary distribution is the posterior density in equation (7), provide a viable solution to the inverse problem.
11

Experimental validation
Experimental setup
Two tension-tension fatigue crack growth experiments were conducted using single-edge notched AA2024-T3 specimens. Adapted from work by Ingraffea et al., 37 holes were drilled (Figure 4) to induce a localized mixed-mode state, causing cracks growing nearby to kink. A constant amplitude stress of 5.95 ksi was applied with R = 0:1 at a frequency of 10 Hz. Cracks were initiated by notching the specimen using electrical discharge machining (EDM) with a notch depth of approximately 0.08 inches. The first test was stopped once the crack growth rate exceeded 1:0310 À5 in/cycle. This was assumed to correspond to a conservative end of life (EOL) condition,
Here, K I, EOL '24:0 ksi Á in
1=2
was determined by recreating the final, as-measured, cracked component in FRANC3D, applying the maximum load, and computing K I, max . The data obtained from this experiment were used for the experimental validation of the proposed method. The observed fatigue crack path and associated dimensions for the first specimen are presented in Figure 5 . While no sensor-based diagnosis data were available for these experiments, visual crack tip measurements were taken over the specimen lifespan (i.e. each data point corresponds to a specific cycle count). To approximate the capabilities of sensor-based SHM (e.g. guided wave interrogation), Gaussian white noise was added to the x and y measurements with variances, s 2 , of 4:0310 À4 and 2:0310 À3 in 2 , respectively. Qualitatively, it was assumed that a sensor array placed horizontally along the specimen width would be able to capture the x position more accurately than the y position of the crack tip, which is reflected in the variation between the two variances. Quantitatively, the variances were chosen to achieve a desired signal-to-noise ratio with the intent of obscuring both the crack starting location with respect to the hole as well as the crack shape, in general. The five crack tip location measurements used for prognosis are represented by the circles in Figure 5 .
The second experiment served the purpose of quantifying the EOL condition of a crack breaching the first hole since the reinitiation process would not be modeled. The crack arrested for three million cycles before the test was stopped. This value was used as a conservative EOL condition and was accounted for in RUL predictions through an applied offset (i.e. once a simulated crack breached the hole, the EOL was determined by taking the current cycle count and adding three million cycles).
Surrogate model development, verification, and validation
Knowledge of the specimen geometry and boundary conditions enables creation of the crack growth model. Recall from Figure 1 that the model consists of two parts: (i) a surrogate model that returns crack driving forces, which then informs (ii) the crack growth algorithm. For each crack growth step and its corresponding three-dimensional crack front, the surrogate models could be queried to determine the crack driving forces, which were then used to advance the crack front via the crack growth algorithm. This process was iterated until the stopping condition defined in equation (10) was met at any point along the front. Once developed, the crack growth algorithm was general in its mechanics, and required only information about the specimen geometry and boundary conditions as inputs. Therefore, the training of the surrogate model was the most intensive aspect of the proposed method and will be discussed in detail.
To adequately train the surrogate model, 30 crack initiation locations, y 0 , were simulated ( Figure 6 ). The cracks were uniformly spaced from 0.0 to 0.3782 in, assuming it was known a priori that the crack would initiate in this region only. The origin is shown in Figure 5 . Each simulated crack had an initial length of 0.08 in and started as a straight-through crack (i.e. no crack front curvature). Training simulations were carried out using FRANC3D (Abaqus 38 was used for the FE analysis) with median crack extension steps of 0.008 in and a crack front template radius of 0.004 in. The crack front template is a shape-and size-controlled cylindrical set of elements placed about a crack front in FRANC3D that is used to compute crack driving forces using the M-integral method. 39 For more information on how FRANC3D computes crack driving forces using the crack front template, refer to the software reference manual. 27 While the mesh changed with each crack growth step in the training simulations, the choice of template radius dictated that there be approximately 60 elements through the thickness of the model. Growth increments and kink angles were calculated using the Walker model (equation (5)) and the MTS criterion (equation (1)), respectively. Each crack growth simulation was comprised of approximately 100 steps, which initially resulted in a set of 3000 first-order relationships between a given crack front geometry and the corresponding output information at each crack growth step (Figure 6 ), which, for this example, consisted of K I , K II , and the crack front point local axes. More specifically, theê 1 andê 3 vectors along the crack front, as shown in Figure 2 , were part of the surrogate output list. Theê 2 vector along the front was then calculated by taking the cross product of the other two vectors.
The inclusion of the local axes as outputs was primarily due to two factors. First, the developed crack growth algorithm showed inconsistencies when calculating the local normal vector,ê 1 , for certain cases, especially those where the crack front is nearly straight. This issue is exacerbated by the thin specimen as the crack front curvature is minimal. The geometric representation of the crack front is being improved for future work, but, for the present demonstration, the addition of these outputs improved the reliability of the model. Second, it became necessary to reduce model sensitivity to poor K II training data. The K II IO relationship proved difficult to capture for this particular specimen design, and the local axes helped to mitigate errors from the surrogate model predictions through self-correction of the crack growth direction at each crack step. The K II issue will be discussed in more detail later in this subsection. However, adding the local axes to the output list is without loss of generality as these are standard outputs from FRANC3D simulations.
Finally, while the proposed methodology allows for the inclusion of loading (e.g. a fatigue load spectrum) as an input to the surrogate model, this was not necessary since the experiment was conducted with constant amplitude loading. The loading would take the form of an additional input variable (or variables) if considered.
Both the inputs (crack fronts) and the outputs (SIF and local axes profiles) were dimensionally reduced using PCA. Reducing the dimension of the inputs, as mentioned in the previous section, eases the burden placed on the machine learning algorithms. Reducing the dimension of the outputs reduces the number of surrogate models that need to be trained, stored, and loaded during the prognosis procedure. A data set dimensionally reduced using PCA can be inversely transformed to recover the original data set with some loss depending on the number of components used. Borrowed from the work by Hombal and Mahadevan, 22 the percentage transformation error between the original data and the inversely recovered data after transformation can be calculated using
whered is a given data array post-transformation to the low-dimensional space and post-inverse transformation back to the physical space. The original data array before transformation is denoted as d. A breakdown of how many principal components were used for each data set, the associated percentage of retained variance, and the percentage error in the inverse transformation are listed in Table 1 . After dimensionality reduction, the number of output parameters was 17, meaning the number of surrogate models required to link the dimensionally reduced input data to each output was also 17. Gaussian process regression (GPR) was an ideal choice for training because of its ability to both capture the complex IO behavior and quantify the uncertainty in the surrogate model predictions. 11, 24 The training data were fit with a set of GPR models using the scikit-learn module 40 for machine learning in Python. However, it should be noted that the uncertainties associated with the GPR predictions were not propagated through the crack growth model, which is an exercise left for future work.
Upon testing the resulting crack growth model, it was observed that the simulated cracks were growing in what would be considered a physically incorrect manner. In particular, the crack front points along the free surface were growing faster than those on the interior. This behavior was attributed to inadequate training data that did not provide enough flexibility for the crack growth to reach equilibrium in all three dimensions. To remedy this issue, each of the 3000 crack fronts were used as a basis to develop four additional crack front shapes (i.e. degrees of curvature) per original crack front. One of these four shapes was forced to be a straight-through crack. The remaining three modified fronts were developed by fitting the original front shape with a second-order polynomial. The midpoint of this curve was then increased or decreased to vary the curvature of the crack fronts based on observed admissible shapes from FRANC3D simulations. Training points with initial lengths of less than 0.08 in were also added to the set at this time for robustness. These cracks were all reinserted into the component mesh using FRANC3D, and the driving forces were computed. For each original front, there were now five fronts with varying curvature, and the resulting training set consisted of more than 15,000 training points. Again, these training analyses could be completed in parallel in order to reduce the upfront computation time. The additional training points allowed for enough flexibility to maintain equilibrium in the crack growth process and corrected the aforementioned issue. This procedure serves as a good example of the flexibility of the proposed training method.
A hybrid approach was adopted for the new data set in which GPR was used for K I and local axes training, and nearest neighbors regression, 24 a simpler machine learning algorithm, was adopted for the crack front-K II relationship. Again, the scikit-learn module 40 was used for training the models. One of the issues with GPR is the inability to handle large or dense data sets. For a data set of size n, the training has complexity O(n 3 ) with storage demands O(n 2 ). 41 Practically speaking, this means that data sets containing over a few thousand points become difficult to fit. Since the K I and local axes relationships tended to be well structured for the present example, the entire data set was not necessary for training. However, the K II relationships were much noisier and required more data, motivating the hybrid approach. The surrogate models were then cross-validated, but the process was completed separately for the two different machine learning algorithms. The cross-validation approaches used were based on the inherent training requirements of the algorithms. Only around 25% of the total data set could be used to train the GPR models as a result of the aforementioned restrictions, meaning 75% remained for testing purposes. With such a large set of data for testing, a holdout method was used with random subsampling (RSS) 35 repeated five times. In contrast, the nearest neighbors algorithm, which requires larger training data sets, was validated using K-fold cross-validation 35, 36 with K = 10. This means that the data were split into ten segments, or folds. Nine of the folds were used for training and the remaining fold was used for testing. The process was repeated until each fold had been tested.
Two examples of the validation results are plotted in Figure 7 . The test data are plotted as circles and the absolute value of the residuals (i.e. the difference between the test data and the values predicted by the surrogate models) are plotted as intensities represented by a color bar. Higher intensities indicate points in the test space that were predicted with lower accuracy. The test data for the first principal component of K I were predicted very well, with only a few apparent outliers. The test data for the first principal component of K II were predicted with lower accuracy in general, especially in certain regions such as the left vertical line of the x 3 plot. The concentration of higher errors should be investigated further in future work. While the PCA components and thus the shapes of the data in Figure 7 do not have a direct physical meaning, it is likely that the vertical lines associated with the third component, x 3 , represent the five different front shapes. If the errors are concentrated on a particular crack shape, it may be possible to improve the training data set through selective removal or smoothing. Figure 7 also demonstrates the differences in the K I and K II data structures for the respective first principal components. The K II data appear to be noisier, in general. Results for the remaining principal components for K I and K II were similar to those shown, as were those obtained for the local axes models. Figure 7 . Surrogate model validation for the first principal component for K I (GPR) and K II (nearest neighbors). The independent variables x 1 , x 2 , x 3 , and x 4 are the first four principal components of the crack fronts, respectively. Test data points are plotted as circles to demonstrate the structure of the test data space. To demonstrate the accuracy of the surrogate models, the absolute values of the residuals between the test data and the associated predictions are plotted as color intensities.
Quantitatively, the percentage prediction error, e, was used as a measure of fit. The percentage prediction error for the surrogate models was defined as
where x test is a dimensionally reduced vector of input parameters comprising a single test data point, c M denotes the surrogate model, and M denotes the mapping between the input data and the output data in the test data set. Percentage prediction error is calculated for each pair of input and output vectors, so the shape of x test is an s-dimensional vector where s is the number of input parameters. In the present example, s = 4. It was assumed that the inverse transform of the principal components was conducted internally in M and c M. In other words, the comparison occurring in equation (12) is in the physical space. As an example, for the surrogate model corresponding to the K I values, the numerator is the norm of the vector corresponding to the difference between the predicted and test values of K I , which are both m-dimensional vectors. Equation (12) is evaluated for every output at each data point in the test data array over all of the cross-validation sets. The resulting statistics of the percentage prediction error, e surr , are presented in Table 2 . The aforementioned issues with the K II IO relationship are evident in the cross-validation results. Although not explicitly discussed, it should be noted that each IO relationship was modeled with both machine learning algorithms. The final hybrid approach was chosen based on selecting the surrogate models which resulted in the minimum mean error, m e surr , after cross-validation. As an example, the percentage prediction errors obtained for K II using GPR were even higher than those shown in Table 2 , which were obtained using the nearest neighbors algorithm.
It is not surprising that the K II IO relationship is much harder to capture as any supervised learning approach is susceptible to outliers and noisy training data. The K II values for the present experiment, on average, ranged from À0:2 to 0:2 ksi Á in 1=2 . In contrast, the K I values were orders of magnitude higher, ranging from 3.0 to 24:0 ksi Á in 1=2 . Since both K I and K II are calculated from the same set of displacements, this difference in magnitude means the signal-to-noise ratio is much smaller for K II , resulting in larger relative errors.
The training data also consisted of some crack fronts with K II values implying an impending transition to a slant crack; in other words, there was a linear transition from positive to negative K II values over the crack front. While this behavior is typically observed for cracks growing in thin plates, the mechanism that is causing this to appear in the training data seems to act randomly in terms of which side of the crack returns positive or negative K II values. If this were the case, the resulting semi-chaotic crack bifurcation would certainly contribute to very poor training results. Thus, it was concluded that further post-processing of the training sets obtained from FRANC3D would likely be required to improve the stability and structure of the K II results, which was left for future work. However, as will be seen in the next subsection, the errors obtained for K II were mitigated through the use of theê 1 andê 3 surrogate models.
Crack growth model development, verification, and validation
While necessary, traditional cross-validation alone was not sufficient for model validation due to the nature of the training methodology. The training and test data were developed from the same original set of 30 crack growth simulations; consequently, the data points were correlated with their neighbors along a given training path. Therefore, a set of five new cracks were simulated using FRANC3D. Each new simulation started from y 0 values that were not included in the training set and thus were better representatives of future model use. These simulations were used to validate both the growth algorithm and the surrogate model in unison with the assumption that the overall performance of the crack growth model was dependent on the accuracy of the surrogate models. An example comparison of crack growth simulations obtained from the FRANC3D model and the proposed model is presented in Figure 8 . The proposed model matches the FRANC3D results quite well in both the x, y and x, z Cartesian planes, which serves as validation for the surrogate models as well as the crack growth algorithm. Furthermore, the cycle-based post-processing of the median extension steps appears valid. Quantitatively, the percentage prediction error is used again, this time taking the form
whereĈ j is the crack front (expressed as the x, y, z coordinates of each front point) predicted by the proposed model at the jth crack growth step, and C j is the crack front predicted by the FRANC3D simulation. Equation (13) was evaluated for each individual crack front for all five crack growth simulations. The mean prediction error over the resulting set of crack fronts was 0.202%. The fact that the high percentages seen in Table 2 did not have a significant impact on the final model predictions may seem counter-intuitive at first. However, analyzing the sensitivity of the crack growth predictions to the K II errors revealed that, as long as the local axes were included in the surrogate model outputs and median extension steps close to that of the original training data were used, the crack growth model could selfcorrect the growth direction. In fact, setting K II = 0 over the entire crack front for every growth step, which, per equation (1), sets u kink = 0, only increased the percentage prediction error from 0.202% to 0.385%. However, when used with GPR results, the errors for K II were high enough to destabilize the model. This suggests that there is some threshold below which the model maintains stability through the local axes corrections, but above which it causes an excessive diversion from the base crack fronts used for training the surrogate models. Furthermore, examining Figure 7 , it is possible that the model is operating primarily in regions of lower error in the K II space, which could also act to mitigate the effect of the high percentages seen in Table 2 . More work will be required to better understand the complexities in the training data sets. Nonetheless, the following important conclusions can be made with respect to the experimental example.
The model is driven primarily by a predefined set of admissible crack shapes, represented by the local axes. The IO relationship for the local axes was accurately represented by the GPR surrogate models. The K I IO relationship was critical to add flexibility to the model as it allows for changes in crack growth rate (i.e. the number of cycles required to move between the admissible crack shapes). This relationship was also captured accurately by the surrogate models. While it was shown that the final crack growth prediction was not critically sensitive to errors below a currently undefined threshold for the K II output, it was also noted that including these values as outputs still improved the overall model accuracy.
The third point suggests that an improvement in the K II predictions should be pursued in future work (e.g. through pre-processing of the training data) as it is reasonable to assume that more reliable K II results would add increased flexibility and reliability to the model. Again, the above list is problem-specific. It is likely that, in a different specimen, the K II values could have a less noisy, more structured IO relationship that is better captured by machine learning algorithms (e.g. cases where K II dominates). Similarly, the IO relationship between the crack front and the local axes may not be as easily captured for a different specimen geometry. For the present example, however, it has been shown that the proposed crack growth model is capable of reproducing the FRANC3D results with high accuracy when operating in the parameter space of interest. 
Experimental validation results and discussion
The final crack growth model, developed using the surrogate modeling approach, demonstrated a reduction in total fatigue crack growth simulation times from approximately three hours with FE analysis to under 7 seconds: over three orders of magnitude faster. The proposed model was used for damage prognosis in the context of the experiment outlined previously. For all prognosis simulations, growth increments and kink angles were calculated using the Walker model (equation (5)) and the MTS criterion (equation (1)), respectively. Median extension steps of 0.008 in were used for crack propagation.
The Bayesian inverse problem was solved utilizing the acquired diagnosis data, the proposed crack growth model, and an adaptive MCMC algorithm based on the Python module PyMC. 42 One sample was defined as a single run of the model. For each SHM diagnosis data point, the model response (i.e. surface crack tip x and y coordinates) at a given cycle count was compared to the corresponding experimental observation using equation (8) . A burn-in of 10,000 samples was used to encourage sampling from the true posterior density, and then 20,000 samples were drawn. Thinning was conducted by retaining every fifth sample, and the resulting Markov chains are shown in Figure 9 . Errors were assumed to be unbiased, independent, and identically distributed with e k ;N (0, s 2 ). A number of metrics can be employed to ensure chain convergence. 11 However, since the present work is focused on the development of the modeling framework and not the actual MCMC procedure, this step was excluded and chains were deemed burned-in based on the acceptance ratio and visual inspection. Similarly, for illustrative purposes, only two model parameters were considered to be random variables: 1) the starting location of the crack, y 0 , and 2) the Walker exponential parameter, n. A global sensitivity analysis 43 would typically be conducted to inform these choices and determine which of the many model parameters contributed most to the overall uncertainty, but this step was also excluded here for simplicity. Uninformative prior densities were assumed such that y 0 ;U (0:01, 0:365) and n;U (1:0, 6:0). Updated parameter probability density functions (PDFs) were inversely determined, as shown in Figure  9 . Only the five data points highlighted in Figure 5 were considered. In a real-world prognosis scenario, as more data become available, the parameter estimation procedure can be repeated in the hopes of reducing the overall uncertainty in the parameter PDFs.
Once the parameter PDFs were determined, a Monte Carlo sampling method was used to generate parameter realizations. For this example, 4000 model realizations were constructed and propagated through the crack growth simulation framework. The result was a set of 4000 potential crack paths. From this set, 95% credible and prediction intervals for the predicted path were formed as shown in Figure 10 . The credible intervals were derived by first linearly interpolating the y values for each of the 4000 paths over a uniform grid defined along the x-axis. Next, the y values at each x interval were sorted from least to greatest, and the value corresponding to the 5% and 95% indices (i.e. 200th and 3800th, respectively) were stored. These stored values over the entire x grid formed the credible intervals. Prediction intervals were formed in a similar way, with the exception that standard deviation samples from the MCMC-derived variance distribution were added to the final crack path x and y results before sorting. In this way, the credible interval can be considered a measure of the model fit while the prediction interval is a sum of this propagated uncertainty and the measurement errors. 11 The prediction interval is of particular interest as it represents 95% confidence that the next measurement will be within these bounds. The x values resulting in violation of equation (10) were not included in Figure 10 , which explains the sharp cutoff of the intervals shown in the figure.
In addition to predicted paths, the prognosis also provided a distribution of RUL values, which were plotted in a histogram in Figure 11 . The histogram is bimodal (i.e. two distinct regions of probability exist), since, as discussed earlier in this section, a three million cycle offset was added to the cycle count of any crack breaching the hole. A mean predicted RUL was calculated by sorting all of the potential RUL values and taking the median value; this value is represented by the red dotted line in Figure 11 . The median value approach was used in order to avoid skewing the mean dramatically with the simulated cracks to which the offset was applied. The experimentally observed RUL is plotted as a black dotted line and, since it and the predicted mean both lie within the left mode of the bimodal histogram, this region is expanded in the inset with an increased bin count for improved visualization and further comparison.
Two important observations can be made from the crack path data presented in Figure 10 . First, the experimentally observed crack, represented by the solid black line, lies entirely within both the credible and the prediction intervals, which can be interpreted as validation of the proposed method. At the time that the fifth data point was acquired, it was possible to predict the crack path up to the EOL condition with the quantified uncertainty as shown. Second, the mean predicted path, which is represented by the dotted black line, appears to fit the five data points better than the true crack. This provides further validation for the method and suggests that the mean prediction should approach the true crack path with more data, less noise, or a combination of both. Future work should include an investigation of the effect of noise and number of data points on the final prediction and uncertainty bounds.
Knowing that the bimodal behavior shown in the RUL plot (Figure 11 ) is due to the added cycles for simulated cracks that grew into the hole, the left mode can be qualitatively interpreted as the probability that the crack will miss the hole and reach an unstable state, while the right mode is then the probability that the crack will hit the hole. While this result is not profound in the context of the present paper, it is a good example of the flexibility and fidelity that this modeling approach affords the user.
Quantitatively, the experimentally observed RUL is 71,968 cycles greater than the predicted mean RUL. However, it is clear that the observed RUL is still within the predicted RUL distribution, albeit in the tail. The prediction is conservative, although this is not an attribute of the proposed approach and is simply a coincidence. Since conservatism is not guaranteed, the goal of the prognosis is to enclose the observed RUL with a predicted region of high probability. While not examined for the present proof of concept, more indepth metrics are also available for evaluating the performance of a prognostic framework. 44 The presence of the observed RUL in the tail of the predicted distribution rather than the regions of higher probability may be a result of the noise and sparsity of the data. These two factors could create an artificial bias, and, as such, their effect on the final result should be investigated in future work. Additionally, model discrepancy 11 could be present in the training simulator. The validation of the crack growth model (Figure 8 ) is based on a comparison with FRANC3D alone, and the presence of model discrepancy in FRANC3D itself was not studied. The choice of equation (5) as the crack growth rate model could also be a source of model discrepancy. More accurate crack growth models exist in the literature and should be tested in future work in an attempt to improve the model predictions. Finally, other model parameters may need to be considered uncertain, as it is possible that more sensitive parameters exist in the model besides the starting location and the chosen crack growth rate parameter. Future work should include a global sensitivity analysis.
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Conclusions
A method for probabilistic prognosis of fatigue crack growth was demonstrated that is both high in fidelity and flexibility. Prohibitive, time-consuming SIF computations were replaced by efficient surrogate models trained via high-fidelity FE-based simulations. The proposed approach was validated through fatigue crack growth experiments with induced, localized, mixedmode conditions. Noisy visual measurements of the crack tip location history were used to inversely quantify the uncertainty in model parameters, including those associated with the crack growth rate. These uncertainties were then propagated through the modeling framework to predict the observed RUL and crack growth path. Using the surrogate modeling approach, simulation times were reduced by over three orders of magnitude while maintaining a high level of accuracy. Although the experiment was relatively simple, the developed modeling framework is general, and the same techniques can be applied to more complex structures requiring high-fidelity, SHM-based prognosis. Future work should focus on demonstrating the utility of the proposed modeling framework for more complex geometries and materials (e.g. composites), expanding and generalizing verification and validation efforts (especially for mode II SIFs), investigating the effects of diagnosis data quality and quantity, and performing more detailed analyses of parameter sensitivity and crack growth model selection. 
