We present an update with increased statistics to our published analysis of hadronic and leptonic cross sections and of the leptonic forward-backward asymmetries in e + e collisions. The published results were based on a total of 454 000 hadronic and 58 000 leptonic events. This analysis adds 733 000 hadronic and 88 000 leptonic events recorded at the Z 0 peak in 1992 by the OPAL experiment a t LEP. A model independent analysis of Z 0 parameters based on an extension of the improved Born approximation leads to tests of lepton universality and gives an interpretation of the results within the Standard Model framework. We also present a model independent test for new physics.
Introduction
We present hadronic and leptonic cross sections and leptonic forward-backward asymmetries measured in e + e collisions at a mean centre-of-mass energy of p s=91.299 GeV. The data were recorded during 1992 by the OPAL experiment at LEP. The integrated luminosity of the 1992 dataset is approximately 25 pb 1 , which doubles the total available. The 1992 data are combined with our published cross sections and asymmetries [1, 2] , from data accumulated up until the end of 1991 at centre-of-mass energies within 3 GeV of the Z 0 mass, M Z . This allows an improved determination of electroweak parameters and a more stringent test of the Standard Model. The larger 1992 data sample has enabled more detailed systematic studies to be made, leading to a reduction of the systematic errors for the luminosity measurement and the lepton analyses presented.
A description of the OPAL detector and Monte Carlo programs is given in section 2. The luminosity measurement and the hadronic and leptonic event selections are described in sections 3, 4 and 5, respectively. The results of the LEP energy calibration are given in section 6 and the determination of electroweak parameters is presented in section 7. Finally, the results are summarized in section 8.
The OPAL Detector and Simulation
The OPAL detector is described in detail elsewhere [3] . The trajectories of charged particles are measured using a precision vertex drift chamber, a jet chamber and z-chambers, inside a solenoidal coil. This is surrounded by a time-of-ight counter array and a lead glass electromagnetic calorimeter with a presampler, which measures the positions and energies of showering particles. Outside this are a hadron calorimeter and four layers of muon chambers. Forward detectors are used for measuring the luminosity. A right-handed coordinate system is adopted by O P AL, where the x axis points to the centre of the LEP ring, and positive z is along the electron beam direction. The angles and are the polar and azimuthal angles, respectively.
For the generation of Monte Carlo events for the process e + e ! hadrons we used the JETSET [4] and HERWIG [5] programs with parameter sets optimized by a study of global event shape variables in OPAL data [6] . The KORALZ [7] program was used for e + e ! + and e + e ! + , and BABAMC [8] and BHLUMI [9] for the process e + e ! e + e . The detector response was simulated by a program [10] that treated in detail the detector geometry and material as well as the eects of detector resolution and eciency. The simulated events were then reconstructed by the same procedure that was used to analyse the OPAL data. 3 The Luminosity Measurement
The integrated luminosity w as determined from small-angle Bhabha scattering events observed in the forward detectors [11] , using essentially the same procedure as for the 1991 data [1] . Each forward detector consists of three major elements: a calorimeter which measures the energy and position of electromagnetic showers; three layers of proportional tube chambers, situated behind the four radiation length presampler section of the calorimeter, which give better spatial resolution and are used to dene the acceptance for the Bhabha selection; and two planes of drift chambers in front of the calorimeter which are used to survey the precise positions of the tube chambers.
In [1] , the largest contribution to the systematic error (0.30%) resulted from inhomogeneity in the reconstruction of clusters in the proportional tube chambers and evidence for a shift in the survey of one drift chamber quadrant. In order to reduce this uncertainty, the 1992 data have been analysed using new tube chamber reconstruction algorithms, taking advantage of the improved understanding of the detector. As a result the tube chamber ineciency has decreased from 2.0% to 1.2%, in agreement with Monte Carlo simulation, and the resolution has improved from 3.5 mm to 2.0 mm.
Another eect has been to improve the precision of the drift chamber survey of the locations of the tube chambers. The images of the drift chamber sense wires are located in the tube coordinate system by t w o methods of analysis, with largely independent systematic errors. In [1] the dominant contribution to the systematic errors on these quantities arose from the dierences in the results of the two methods. Using the new reconstruction algorithms the two methods gave consistent results. The mean positions of the two sense wires were determined with precisions of 56 m and 80 m, respectively (previously 98 m and 118 m), resulting in a reduction of the contribution to the systematic uncertainty in the luminosity from 0.21% to 0.12%. The uncertainty in the absolute positions of the boundaries of the Bhabha acceptance contributed a further 0.11%, giving a total systematic error on the luminosity due to uncertainties in the locations of the tube chambers of 0.17%.
In our previous analysis the separation of the drift chamber sense wires in diagonally opposite chambers at the same end was measured with a precision of 91 m. At the end of 1992 an optical survey of the drift chamber support structure was performed by the CERN metrology laboratory, reducing this uncertainty t o 4 2 m.
As in our previous analyses [1, 2 ] the eect of inhomogeneity in the tube chamber reconstruction was estimated by dividing the acceptance in into 8 identical telescopes and determining a luminosity from each. The rms variation of the 8 calculated luminosities was 0.67% (previously 0.90%). Assuming that each telescope gives an independent measurement of the luminosity, the error on the overall luminosity is estimated to be 0.25%. This error includes a contribution of 0.18% from statistics and so the remaining 0.17% is assigned as a systematic error (previously 0.30%). Similar estimates of the systematic error were obtained when the acceptance was divided into 16 and 32 telescopes. Figure 1 shows the fraction of the total number of Bhabha events for each telescope for the case when the acceptance is divided into 8.
Using the new tube reconstruction algorithms the cross section for the Bhabha event selection was determined to be 12.705 0.014 nb from Monte Carlo. The analysis of six distinct Monte Carlo datasets, generated using dierent v ersions of the detector simulation program, GEANT [12] , or with minor dierences in the assumed detector geometry, g a v e dierent v alues of the cross section ( 2 of 10.75 for 5 degrees of freedom). Since the number of generated events in individual Monte Carlo datasets was insucient to allow further investigation, the statistical uncertainties were scaled so that 2 =d.o.f.= 1. The eect of this additional contribution was to increase the systematic uncertainty o n the Monte Carlo cross section from 0.20% (estimated from the variation of the luminosity with cut values) to 0.23%.
The individual contributions to the error on the absolute luminosity are listed in Table 1 . These were added in quadrature to give a n o v erall experimental error of 0.41%. Of this, 0.22% was due to the nite data and Monte Carlo statistics. When the theoretical uncertainty of 0.3% is included the nal error on the 1992 luminosity becomes 0.51%. The correlation coecient b e t w een the errors on the 1991 [1] and 1992 luminosities is 0.50. In estimating this the systematic errors obtained from thè 8 telescope' analysis for the two y ears were taken to be uncorrelated.
The Hadronic Decay Channel
From the 1992 data, 733 059 multihadronic events were selected using the same criteria as described in our previous publication [1] . The correction factors that account for selection eciency and background are listed in Table 2 . The overall correction, f, w as 1.0011 with an uncertainty f= f= 0 : 20%. The hadronic cross section is given in Table 6 .
The background contamination from non-resonant processes was estimated from the data as described in [1] ; here the 1991 data were used to evaluate the dependence on centre-of-mass energy. This resulted in a background estimate of 0:060 0:016 nb.
Possible failures in the data acquisition system and in the reconstruction program for high multiplicity e v ents were investigated. An upper limit of 0.04% on the ineciency due to such failures was obtained and assigned as a systematic error.
The inuence of accidental hits in the forward detector calorimeter on the selection were checked by comparing dierent selection criteria that do not use the forward detector clusters [2] . No systematic eect was found within the 0.05% statistical accuracy, which w as assigned as a systematic error. 5 The Leptonic Decay Channels
The analysis of leptonic nal states was performed using techniques very similar to those described in our previous publications [1, 2] . Events were required to lie within the angular ranges j cosj < 0:70, j cos j < 0:95 and j cos j < 0:90 for the e + e , + and + channels, respectively. The factors by which the selected numbers of candidate events were corrected in order to account for experimental eciency and background are given in Tables 3, 4 and 5, for electron, muon and tau pairs, respectively. The leptonic cross sections are given in Table 6 . In the case of muon and tau pairs the total production cross section is quoted. Corrections for the selection eciency and geometrical acceptance for these analyses were evaluated using Monte Carlo events generated with the KORALZ program. In the case of electron pairs the cross section is quoted within the geometrical acceptance and acollinearity cuts, corrected for selection ineciency and backgrounds.
For the measurement of the forward-backward asymmetry, e v ents were required to have acollinearity angles of less than 10 for the e + e channel and less than 15 for the + and + channels. For the + and + channels the forward-backward asymmetry was calculated using an unbinned maximum likelihood t to the angular distribution. This was checked by simply counting the numbers of forward and backward events. For the e + e channel, in the absence of a convenient parametrization for the dierential cross section, the forward-backward asymmetry was calculated with the simple counting method. The measured leptonic forward-backward asymmetries within the geometrical acceptance are given in Table 7 . The numbers of events used in the asymmetry measurements are larger than for the cross sections since less stringent requirements on the status of the detector were needed. This was because a precise knowledge of neither the absolute selection eciency nor the luminosity was required for the asymmetry analysis.
The increased data sample collected in 1992 allowed the systematic studies described in [1, 2] to be repeated with increased precision. A number of new studies were performed. This, together with continual improvements made in both the performance and understanding of the OPAL detector, is reected in the reduced systematic errors given in the tables. In the following three sections we describe briey the most signicant improvements for each leptonic channel. 
The e + e Channel
Electron pair events were selected using very similar criteria to those in [1] . Candidate electrons were identied by the signature of a high energy electromagnetic cluster associated with a charged track. Events were required to contain two electron candidates with an acollinearity of less than 10 . Cuts on the number of electromagnetic clusters and the numb e r o f c harged tracks were used to reject hadronic events. A requirement of high visible energy was used to remove the remaining backgrounds, in particular that from tau pair events. Since our previous publication [1] , a modication has been made to the minimum electromagnetic cluster energy cut. In the previous analysis, two electromagnetic clusters were required to satisfy E > 0 : 25 p s. In the present analysis, this condition has been changed to E 1 > 0:20 p s and E 2 > 0:10 p s, where E 1 and E 2 refer to the highest and second highest cluster energy respectively. This modication avoids the loss of events ( 0:05%) exclusively due to the cluster energy cut. With these selection criteria, a total of 25 280 e + e candidates were selected from the 1992 data sample, within an acceptance of j cosj < 0:70 and acollinearity < 10 .
The dominant systematic error quoted in [1] w as due to the uncertainty in determining the edge of the acceptance. Based on the larger data sample collected in 1992, we w ere able to repeat the studies of this problem described in our previous publication with better statistical precision. In addition we examined the distributions measured by high quality tracks for the electrons inside and outside the cos cut dened by the electromagnetic cluster measurement. From these studies, the error of the cross section due to the uncertainty on the edge of the acceptance was reduced to 0.12%.
The e + e events were separated from the + background using a cut on the total electromagnetic energy at 0.80 p s, as shown in Figure 2 -a. Since there is a small discrepancy between data and Monte Carlo distributions in the region of the cut, the ineciency was determined by studying the events which failed the energy cut. In Figures 2-b and c, distributions of the acoplanarity and the sum of the charged track momenta are shown for these events. The excesses of data over Monte Carlo simulation are due to e + e events. We estimated an additional ineciency of 0.30%, above the 0.06% predicted by the simulation, giving a total of 0:36 0:11%.
Similarly the tau pair background was studied using a subsample of the accepted e + e candidates for which the background was enhanced by requiring high acoplanarity and low momenta. An extra 0.10% was estimated, above the 0.28% predicted by Monte Carlo simulation, giving a total tau pair background of 0:38 0:11%.
At least two of the high energy electromagnetic clusters were required to be associated with charged tracks within 5 in and 10 in . Monte Carlo simulation was used to measure the ineciency for nding matched charged tracks and the causes of the missing tracks in e + e ! e + e events were also studied in detail. It was found that the Monte Carlo simulated well both the fraction of very low energy electrons in the e + e nal state, and the fraction of electrons which lose energy due to hard bremsstrahlung in the material before the central tracking chambers. A discrepancy was observed between data and Monte Carlo for the events which, in spite of the existence of two or more charged tracks, contained less than two electromagnetic clusters matched to tracks. From these studies, we obtained an additional tracking ineciency of 0.15% to be added to the Monte Carlo estimate of 0.34%, making a total correction of 0:49 0:09%.
A search for e + e events rejected due to the low m ultiplicity requirement w as performed in the region just above the multiplicity cut, by selecting events with either high electromagnetic energy or high track momenta. A small ineciency of 0:01 0:01% was found.
The full set of correction factors, valid within the angular acceptance of j cos j < 0:70 and acollinearity < 10 , together with the corresponding systematic uncertainties are summarized in Table 3. The overall correction, f, w as 1.0045 with an uncertainty f= f= 0 : 22%.
The sign of the charge of the particles was determined from tracks in the central detector. A small fraction ( 1:5%) had the same sign assigned for both tracks. As in [1] , an alternative method of charge determination was applied to these events, which used the acoplanarity b e t w een the two electromagnetic clusters. The eciency for correct charge assignment using the acoplanarity w as estimated from the data and using Monte Carlo simulation. The uncertainty from this was found to be negligible. Other sources of possible bias on the forward-backward asymmetry were studied using similar methods to those used for the geometrical acceptance, described above. As a result of all these studies we assigned an uncertainty of 0.002 to the asymmetry measurement.
For the analyses in section 7, the program ALIBABA [13] is used to predict the t-channel and s-t interference contributions to the e + e ! e + e cross section. In order to check this program we have extended our e + e selection, using slightly modied cuts, out to j cos j < 0:90, where QED t-channel contributions dominate. Figure 3 shows the angular distribution of the data after correction for ineciency and backgrounds. It agrees well with the ALIBABA prediction.
The + Channel
Muon pair events were selected within the range j cos j < 0:95 using selection criteria unchanged since our previous publication [1] . Candidate muon pairs were required to contain at least two tracks having a momentum of greater than 6 GeV, matched to the beam interaction point and identied as muons by at least one outer detector (electromagnetic calorimeter, hadron calorimeter or muon chambers). Multihadrons were rejected by requirements on the charged track m ultiplicity. Remaining tau pair and two photon backgrounds were rejected by a requirement that the visible energy, dened as the sum of the two highest momentum tracks plus the highest energy electromagnetic cluster, be at least 0.60 p s.
These criteria selected 34 259 events from the 1992 data. As a result of larger data and Monte Carlo samples the statistical sensitivity of the systematic studies has been improved leading to reduced uncertainty. Better use of the jet chamber track information on poorly constrained tracks has led to a reduction in the cosmic ray background fraction from 0.200.05% to 0.030.02%. More accurate modelling of the hadron calorimeter and thus of the pion punchthrough simulation resulted in a decrease of the tau pair background estimate from 1.150.15% to 0.960.10%. The signal eciency measured from Monte Carlo has also increased from 91.070.09% to 91.400.06%, mainly due to improvements in track reconstruction. These are discussed in more detail below.
The two dominant systematic errors reported previously remain the largest, these being the estimation of the tau pair background in the sample and the estimation of the eect of track reconstruction problems in the regions close to the jet chamber sense wire planes.
As in [1] , the predicted background from e + e ! + was checked by studying the visible energy, acoplanarity and acollinearity distributions in subsamples of the selected muon pair candidates for which the level of background was enhanced. The fraction of data events lost from tracking ineciencies was studied using an alternative m uon pair selection which w as almost independent of the central tracking, based on highly collinear hits in the outer detectors [1] . Due to improved reconstruction of tracks close to jet chamber sense wire planes this fraction was reduced from 1.05% to 0.75%. However, the improvements w ere found to aect data and Monte Carlo dierently, leading to a greater discrepancy between the observed and predicted fractions. The correction derived from this discrepancy has thus increased from 0.330.11% to 0.480.10%. The error on this correction arises from the uncertainty in the eciency of the alternative m uon pair selection.
The full set of correction factors for the muon pair cross section measurement, together with the corresponding systematic uncertainties are summarized in Table 4 . The overall correction factor, f, was 1.0903 with an uncertainty f= f= 0 : 19%.
Additional event selection criteria were applied for the forward-backward asymmetry measurement. To suppress radiative e v ents, the acollinearity had to be less than 15 0 , which rejected 1.26% of the + events. To ensure unambiguous charge determination, the events were required to contain exactly two oppositely charged tracks, which rejected a further 1.32% of + events. To ensure a high quality polar angle measurement, tracks in the barrel region used to determine cos had to have both z-chamber and vertex chamber z information. Failing this, if matched hits were found in the barrel muon chambers then these hits were used in combination with the beam interaction point to determine the polar angle. In 0.21% of the events neither track could be used.
The asymmetry was measured using a maximum likelihood t to the polar angle distribution, using tracks of randomly chosen charge. The systematic uncertainties of the measurement w ere studied by comparing the asymmetry determined using only positive tracks to that using only negative tracks in a sample where both tracks had good cos measurements. No signicant dierence was found. Additionally, the acoplanarity measured in the muon chambers was used as an alternative method of charge determination, and the quality requirements on the barrel tracks were varied. For each o f these samples, the result of the t was also compared with a simple counting method determination of the asymmetry. As a result of these checks, an uncertainty of 0.001 was assigned to the asymmetry measurement.
Tau pair events were selected within the angular range j cosj < 0:90 using criteria that have remained unchanged since our previous publications [1, 2] . Events were required to contain two back-to-back, collimated, low m ultiplicity jets identied using information from the central tracking chambers and the electromagnetic calorimeters. Time-of-ight measurements were used to reject cosmic ray e v ents and muon identication to reject e + e ! + . The remaining backgrounds from multihadrons, two-photon processes and e + e ! e + e () w ere rejected using multiplicity cuts, and demanding the two jets to be narrow, with an acollinearity of less than 15 0 . These criteria selected 28 553 events from the 1992 data.
The uncertainty in determining the edge of the geometrical acceptance was studied by comparing the number of events accepted when tracks only, clusters only or both tracks and clusters were used to reconstruct the + pair event axis. The Monte Carlo simulation reproduced the data to within 8 0.10%. Taking into account the 2 mrad angular resolution of the track measurement a systematic error of 0.17% was assigned.
Backgrounds were checked by selecting subsamples of the candidate tau pair events in which the background fraction of a given source was enhanced [2] . The increased data and Monte Carlo statistics enabled us to perform more extensive studies, resulting in reduced systematic errors on the background estimates.
Hadronic events were rejected using multiplicity cuts [2] . To assess the residual hadronic background the distribution of the sum of the invariant masses of the two jets, reconstructed using both tracks and clusters, was investigated in the data for all topologies other than the 1-1 and 1-3 topologies (1 or 3 charged tracks in each jet). In the region of high invariant masses the tau pair contribution was assessed using the Monte Carlo simulation and subtracted. It was also necessary to subtract the contributions from tau pair events containing multiple hard photons or four fermions in the nal state, which w ere not simulated by the Monte Carlo program. Their magnitude was estimated from the mass distribution of the data with 1-3 topology. The hadronic background was estimated to be 0.51 0.14%. This estimate was nearly free from uncertainties arising from Monte Carlo modelling of fragmentation.
The overlaps between the + selection and the e + e and + selections were examined using a data sample which contained e + e , + and + events within the same geometrical acceptance. Similar studies to those described in subsections 5.1 and 5.2 were performed. The background from muon pair events misidentied as tau pairs due to track reconstruction problems resulted in a correction of 0.16% to the Monte Carlo prediction and a total + background of 0.98 0.11%. The small loss of tau pair events due to misclassication as muon pairs was found to be correctly simulated by the Monte Carlo to within 0.08%. The residual e + e background was investigated using a similar technique to that described in subsection 5.1. Near the edge of calorimeter modules, an excess of data over Monte Carlo prediction of 0.27 0.08% was observed, giving a total background of 0:410:15%.
To e v aluate the loss of tau pair events due to the cut on the total shower energy of 0.80 p s this distribution was studied in detail ( Figure 5-a) . The high shower energy region was populated by e + e background and also by ! decays, where the 0 from the subsequent ! decay carried most of the energy, resulting in a low momentum charged pion in such e v ents. Further cuts were applied to suppress the e + e background. Figures 5-b and c show the distribution after requiring that either of the tau jets have track momentum less than 0.40 of the beam energy and, in addition, that the acoplanarity angle be greater than 0.5 0 . A small discrepancy between data and the simulated distributions beyond the cut point resulted in a correction of 0.12 0.06% to the ineciency evaluated by Monte Carlo.
The dominant non-resonant background processes were e + e ! e + e e + e and e + e ! e + e + .
These were studied using Monte Carlo simulation and from a subsample of the tau pair candidates containing a pair of nal state electrons or muons. By comparing the distributions of the missing momentum vector the Monte Carlo prediction was found to be good to within 0.05%.
The full set of correction factors and the corresponding systematic uncertainties are summarized in Table 5 . The overall correction, f, w as 1.3024 with an uncertainty f= f= 0 : 44%. The anticorrelation of uncertainties due to cross-over of events from one leptonic channel into another was 0.14% between the + and + samples and 0.09% between the e + e and + channels.
For the forward-backward asymmetry measurement, events in which the two taus were assigned the same charge sign were not used and at least one tau was required to have a c harge of 1. This rejected 1.9% of the + events. The resulting asymmetry measurement w as corrected by 0:001 0:001 to account for the asymmetry of the e + e background. Possible biases to the asymmetry measurement were examined by comparing the results when tracks only, clusters only or both tracks and clusters were used to reconstruct the direction of the + pair, and also from comparison of results obtained using the polar angle of the + , the or the average of the two. An uncertainty of 0.002 was estimated for the tau pair asymmetry measurement.
LEP Energy Calibration
A precise calibration of the LEP energy scale was achieved in 1991 resulting in a systematic uncertainty of 6 MeV on M Z [14] . The calibration of the LEP energy scale in 1992 [15] w as performed using a similar procedure. In 1992, however, calibrations with resonant depolarization were successful only late in the year and showed a large spread resulting in an error of 18 MeV on the centre-of-mass energy. This causes an uncertainty o f 0.02 nb on the hadronic pole cross section and an uncertainty of 0.001 on the forward-backward asymmetry at the Z 0 pole of e + e ! + and e + e ! + , which is fully anti-correlated with the uncertainty o f 0.001 on the forward-backward asymmetry of e + e ! e + e .
The spread of the centre-of-mass energies, due to the energy spread of the particles in the beams, was 465 MeV for the running periods in 1990-91 and 515 MeV for the running period in 1992 [15] . Our quoted cross sections and asymmetries are not corrected for the energy spread. It was taken into account b y correcting the measured cross sections in the tting procedure as described in our previous publication [1] .
Determination of Electroweak Parameters
Electroweak parameters were determined from the 1992 measurements described in the previous sections combined with our 1991 results (Tables 6-10 (Tables 11-13 in [2] ). The procedure used to t the cross sections and the leptonic asymmetries was essentially the same as that described in our previous publications [1, 2] . The systematic errors of our measurements reported previously were in general larger than those of the 1992 data. The 1992 systematic errors for the hadronic and leptonic event selections were treated as common uncertainties among the data sets for 1992, 1991 and 1990. The correlation of the systematic errors for the luminosity measurement i n 1992 and 1991 is given in section 3. As described in our previous publication [1] we did not include the information from the absolute luminosity measurement in 1990 and we also did not use the 1990 absolute energy calibration.
The theoretical parametrizations of the total and dierential cross sections for the processes e + e ! hadrons, e + e ! + , e + e ! + and the contribution of s-channel diagrams to e + e ! e + e were obtained using the program ZFITTER [16] . For the process e + e ! e + e we used the program ALIBABA [13] to describe the contributions from the t-channel diagrams and from s-t interference. These were then added to the s-channel dierential cross sections calculated by ZFITTER. Following the recommendation in [13] , an uncertainty of 0.5% was assigned to these contributions.
The analysis methods presented in subsections 7.1 7.3 remained unchanged since our last publication [1] , to which the reader is referred for formulae, details of the ts and parameter denitions. Our earlier data included some o-peak luminosity, recorded at centre-of-mass energies within 3 GeV of M Z . Since all the 1992 data were accumulated close to the Z 0 peak, the precision of those electroweak parameters which are determined by o-peak data (M Z , Z , C a Z and C s Z ) remains unchanged compared to [1] . for`= e o r :
Extended Improved Born Approach
The result of our measurement is:
R e= = 1:007 0:010 R = = 1:0089 0:0087 :
Column three of Table 8 gives the results for a 7 parameter model-independent t when lepton universality w as assumed explicitly by imposing C(e + e ) C( + ) C( + ) for each of the four C parameters. 
Derived Parameters
The partial decay widths had , ee , and , as given in Table 9 , have been obtained by a parameter transformation from the parameters C s ZZ (e + e ), C s ZZ ( + ), C s ZZ ( + ), M Z , Z and pole had [1] from our model independent t. The leptonic partial widths are consistent with each other, as already observed in the results for the C s ZZ parameters. For the decay width of the Z 0 into invisible nal states, inv , w e obtain: W e also apply a parameter transformation to our model independent t to describe our data in terms of the standard LEP parameter set, M Z , Z , pole had , R`and A pole FB [1] . The results are given in Table 10 . Parameter correlation matrices are given in the Appendix. Figure 7 shows, for each leptonic species, the resulting one standard deviation contours in the R`-A pole FB plane. The comparison of the Rv alues for the individual leptonic species provides a test of lepton universality with similar sensitivity to the ratio of C s ZZ parameters, as the overall normalization error cancels in R`. These results are again compatible with lepton universality.
Standard Model Fits
In this section we compare the data to the Standard Model prediction and infer constraints on the model's unknown input parameters. From the t [1] Figures 8 and 9 show comparisons of the measured cross sections and asymmetries with the result of the Standard Model t. We observe excellent agreement b e t w een the data and the result of the t. Figure 10 shows the 2 -curves, as a function of M t , for the direct Standard Model t to the corrected cross sections and forward-backward asymmetries. From these 2 -curves we derive an upper limit on M t of: M t < 210 GeV at 95% CL :
Epsilon Parameter Fits
In this section we analyse our data in terms of parameters which are aimed at decoupling the eects of unknown top and Higgs masses from the possible eects of new physics. We use the`' parameters [20] 
The result of this is that 1 contains most of the M t and M H dependence. The parameter 3 , however, is largely free from such eects. A measurement o f 3 is therefore an unambiguous test of the Standard Model, and has the potential to disentangle the eects of some classes of new physics.
In the following we present three such ts based upon the results of our model independent t i n T able 8, column 3:
Fit 1 uses only the parameters C s ZZ and C a ZZ which correspond to the dening measurements for 1 and 3 , namely ``a nd A pole FB . Fit 2 uses all C parameters Fit 3 uses also the information contained in Z and pole had . W e incorporate them in such a w a y as to eliminate the eect of complications arising from QCD and the b-quark vertex. This is achieved by tting to the expression: meas Z = meas had + ( 3 + m ) ``+ 3 ``SM ``: (6) had is itself derived from a parameter transformation on pole had (as described in [1] ), leaving an expression which contains measured quantities, which are varied within their error, and ``a s the only quantity parametrized in terms ofĝv ( 1 ; 3 ) andĝà ( 1 ; 3 ).
The results of these three ts are summarized in Table 11 . The values obtained for 1 and 3 in Fits 1 3 are compatible with each other. Figure 11 displays the one standard deviation contours in the 1 -3 plane from Fit 3. The comparison with a range of Standard Model values is also indicated in Figure 11 and shows good agreement.
8 Summary and Conclusions
We h a v e presented an update to our published results by adding a total of 733059 e + e ! hadrons, 25 280 e + e ! e + e , 34 259 e + e ! + and 28 553 e + e ! + events, recorded during 1992 at a mean centre-of-mass energy of 91.299 GeV. The results are consistent with our previous publication, and the precision of parameters such a s R and A pole FB , where the errors are dominated by the number of leptonic events at p s = M 2 Z , has improved signicantly. We h a v e performed a model independent analysis of Z 0 parameters based on an extension of the improved Born approximation. We h a v e also performed a model independent test for new physics based on the framework suggested in [20] . Comparing the resulting parameters with the Standard Model prediction we observe good agreement. Several observables that test lepton universality h a v e been presented and show agreement with this hypothesis. Our results are consistent with those of the other LEP Collaborations [22] . Table 4 : Summary of the correction factors and systematic errors for the 1992 e + e ! + cross section calculation. Note that the eects`muon identication',`tracking losses' and`cut on number of tracks' were, in principle, simulated by the Monte Carlo. The quoted corrections were introduced to take i n to account the observed discrepancies between the data and Monte Carlo for these eects. Table 6 : The 1992 cross sections without systematic errors, from a total of 733 059 e + e ! hadrons events, 23 998 e + e ! e + e events, 32 492 e + e ! + events and 27 036 e + e ! + events. The cross sections are quoted including the statistical uncertainty of luminosity Bhabha events. tot had is the total cross section after correction for eciency and acceptance. ee is the cross section measured within the angular acceptance j cosj < 0:70 and the acollinearity angle less than 10 , corrected for the eects of eciency. tot and tot are the total cross sections after correction for eciency and acceptance for a cut on the mass of the nal state fermion pair p s 0 > 0:1 p s. Table 8 into the standard LEP parameter set. The second error quoted on M Z and Z is due to the uncertainty of the LEP energy. In the last column we give the Standard Model value for each parameter assuming M t = 150 GeV, M H = 300 GeV and s (M 2 Z ) = 0 : 12, xed. The range quoted for the Standard Model prediction reects variations of M t in the interval 50 < M t (GeV) < 230 and M H in the interval 60 < M H (GeV) < 1000. The open area shows the Monte Carlo distribution for the process e + e ! + . The shaded area shows the Monte Carlo distribution for background events only (mostly e + e ! e + e ). 
