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A NOTE ON THE Z2 × Z2-GRADED IDENTITIES OF E ⊗ E OVER
A FINITE FIELD
LUI´S FELIPE GONC¸ALVES FONSECA
Abstract. Let F be a finite field of charF = p and size |F | = q. Let E
be the unitary infinity dimensional Grassmann algebra. In this short note, we
describe the Z2×Z2-graded identities of Ek∗⊗E, where Ek∗ is the Grassmann
algebra with a specific Z2-grading. In the end, we discuss about the Z2 × Z2-
graded GK-dimension of Ek∗ ⊗E in m variables.
1. Introduction
Infinite-dimensional unitary Grassmann algebra E is an important topic in PI-
theory. Kemer [11] proved that every non-trivial variety of algebras over a field of
characteristic zero is generated by the Grassmann hull of some finite dimensional
algebra.
Many algebraist have studied the Grassmann algebra in a combinatorial way. In
this approach, they investigate the identities and other properties.
In 1970’s, Regev and Krakovski [13] described the ordinary polynomial identities
of E over a field of characteristic zero. Years later, other mathematicians [1], [10]
[15] contributed to the study of polynomial identities of Grassmann algebra over
fields of positive characteristic.
Beyond the ordinary case, the identities of Grassmann algebra have been studied
in many other contexts in the recent years. One of this is the graded case. For this
context, we can cite for example the contribution of [3], [5], [6], [8], [9].
Other interesting task in PI-theory is the polynomial identities of square tensor
Grassmann algebra. This algebra is one of the algebras covered by Kemer in Kemers
Tensor Product Theorem.
In 1982, Popov [14] described the ordinary polynomial identities of E ⊗ E over
a field of characteristic zero. The description of the polynomial identities of E ⊗E
over a field of positive characteristic is still an open question. Despite this, there
were progress in the graded case [2],[7], [12] and [16]. In this list, all authors worked
over infinite fields of characteristic different from 2. In [7], the author worked over
a field of characteristic zero.
In this paper, we combine the methods of Centrone and da Silva [2] and Fonseca
[8]. Our main goal is to describe the Z2×Z2-graded polynomial identities of Ek∗⊗E.
Here Ek∗ ⊗ E is viewed as an algebra over a finite field of characteristic different
from 2.
2. Preliminaries: Grassmann Algebra
Let F be a finite field of characteristic char(F ) = p > 2 and size |F | = q. In this
paper, all vector spaces and all algebras will be over F . We denote the set of the
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positive integers by N. Let Z≥0 = N∪{0}. We denote the set of the first n positive
integers by n̂.
Let A be an algebra. We define the commutator of two elements a1, a2 by
[a1, a2] := a1a2−a2a1. Inductively, the commutator of n ≥ 3 elements a1, . . . , an ∈
A is defined by [a1, . . . , an] := [[a1, . . . , an−1], an].
Let G be a group. An algebra A is graded when there exist subspaces {Ag}g∈G
such that A =
⊕
g∈GAg and AgAh ⊂ Agh for all g, h ∈ G. An element a ∈ Ag is
called homogeneous of G-degree g. In this situation, let us denote: α(a) = g.
Definition 2.1. Let U be a vector space with an infinite countable basis
{e1, . . . , en, . . .}. We denote the infinity-dimensional unitary Grassmann algebra of
U by E. We let E∗ denote the infinite-dimensional non-unitary Grassmann algebra
of U .
It is well known that E = E0 ⊕ E1, where:
E0 = spanF{1E, ei1 . . . . .ei2n |i1 < . . . < i2n, n ≥ 1},
E1 = spanF {ei1 . . . . .ei2n+1 |i1 < . . . < i2n+1, n ≥ 0}.
(E0, E1) is called the canonical Z2-grading of E. The set
B = {1E, ei1 . · · · .ein |i1 < . . . < in, n ≥ 1}
is called the canonical basis of E.
Let b = ei1 . · · · .ein ∈ B. The set supp(b) = {ei1 , . . . , ein} is said to be the
support of b. We denote the cardinality of supp(b) by l(b).
Remark 2.2. Let us consider a mapping ||.|| : {e1, e2, . . . , . . .} → Z2 such that
||ej1 . . . . .ejm || = ||ej1 ||+ . . .+ ||ejm ||. The mapping ||.|| induces a Z2-grading on E.
The map ||.||k∗ is defined by
||ei||k∗ =
{
1, for i = 1, . . . , k
0, for i = k + 1, . . . .
3. Preliminaries: Free Algebra
Let T = {t1, . . . , tn, . . .} be an infinite countable set of variables. We will denote
the ordinary free algebra generated by T by F 〈T 〉.
Let V = {v1, . . . , vn, . . .},W = {w1, . . . , wn, . . .}, X = {x1, . . . , xn, . . .}, Y =
{y1, . . . , yn, . . .} be sets of infinite variables. V,W,X, Y will denote variables of
Z2 × Z2-degree (0, 0), (1, 0), (0, 1), (1, 1), respectively.
Definition 3.1. Let Z = V ∪W ∪X∪Y . The unitary free algebra freely generated
by Z will be denoted by F 〈Z〉. The algebra F 〈Z〉 has a natural Z2 × Z2-grading,
where α(1) = (0, 0) and:
F 〈Z〉(i,j) = spanF {zk1 . · · · .zkn |α(zk1) + . . .+ α(zkn) = (i, j)}, (i, j) ∈ Z2 × Z2.
Remark 3.2. The algebra F 〈Z〉 has a natural Z2-grading too:
F 〈Z〉0 = F 〈Z〉(0,0) ⊕ F 〈Z〉(1,0), F 〈Z〉1 = F 〈Z〉(0,1) ⊕ F 〈Z〉(1,1).
Remark 3.3. We shall order the elements of Z. We consider v1 < v2 < . . . <
vn1 < . . . < w1 < . . . < wn2 < . . . < x1 < . . . < xn3 < . . . < y1 < . . . < yn4 < . . .
We denote the variables of a polynomial f ∈ F 〈Z〉 by var(f). Let m ∈ F 〈Z〉 be
a monomial. Let z ∈ Z. We denote the number of occurrences of z in m by degzm.
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A polynomial f(z1, . . . , zn) ∈ F 〈Z〉 is said to be a polynomial identity for A
when f(a1, . . . , an) = 0 for all a1 ∈ Aα(z1), . . . , an ∈ Aα(zn). We denote the set of
all polynomial identities of A by TZ2×Z2(A). Analogously, we can define the concept
of ordinary polynomial identity of A.
Due to work of Regev (Lemma 1.2b and Corollaries 1.4 and 1.5, [15]), it is known
that
Proposition 3.4. (1) The polynomial tp is a polynomial identity for E∗;
(2) The image of the function f : E → E, with rule f(t) = tp, is spanF{1E}.
Particularly, if a ∈ spanF {1E} and b ∈ E∗, then f(a+ b) = ap + bp = ap;
(3) The polynomial g(t) = tpq − tp is an ordinary polynomial identity for E.
(4) If f(t) is a polynomial identity of E, then f(t) divides g(t).
An endomorphism φ : F 〈Z〉 → F 〈Z〉 is said to be a Z2 × Z2-graded endomor-
phism when φ(F 〈Z〉g) ⊂ F 〈Z〉g for all g ∈ Z2 × Z2. An ideal I ⊂ F 〈Z〉 is called a
TZ2×Z2-ideal when φ(I∩F 〈Z〉g) ⊂ F 〈Z〉g for all graded endomorphism φ and for all
g ∈ Z2 ×Z2. The TZ×Z2-ideal generated by S is the intersection of all TZ×Z2-ideals
that contain S. Let S ⊂ F 〈Z〉 be a non-empty set. We denote the TZ×Z2-ideal
generated by 〈Sby〉TZ×Z2 . We say that S ⊂ F 〈Z〉 is a basis for the graded identities
of A when TZ2×Z2(A) = 〈S〉TZ×Z2 .
4. Preliminaries: Tensor Square Grassmann Algebra
Let C = {ei ⊗ 1E , 1E ⊗ ej |i = 1, 2, . . . ; j = 1, 2, . . .}. The canonical basis B′ of
E ⊗ E is formed by 1E ⊗ 1E , the elements of C, and
{ei1 . · · · .ein ⊗ ej1 · · · ejm |i1 < . . . < in, j1 < . . . < jm, n,m = 1, 2, . . .}.
Notice that if a1 ⊗ b1, . . . , an ⊗ bn ∈ B′, then
∏n
i=1 ai ⊗ bi 6= 0 if and only if
supp(ai) ∩ supp(aj) = supp(bi) ∩ supp(bj) = ∅ for all i, j ∈ n̂ distinct.
Definition 4.1. Let a⊗ b, a′ ⊗ b′ ∈ B′. Let us define:
(1) Supp(a⊗ b) = (supp(a), supp(b)) (tensor support of a⊗ b);
(2) l(a⊗ b) = l(a) + l(b) (support length).
We say that Supp(a⊗ b) ∩ Supp(a′ ⊗ b′) = ∅ when aba′b′ 6= 0.
Definition 4.2. Let a1 ⊗ b1, . . . , an ⊗ bn be distinct elements of B′. Let c =∑n
i=1 λiaibi(λi ∈ F − {0}). Let us define
(1) Supp− union(c) = (∪nj=1(supp(aj)))
⋃
(∪ni=1(supp(bi))),
(2) max− l(c) = max{l(a1) + l(b1), · · · , l(an) + l(bn)},
(3) max− ind(c) = {i ∈ n̂|l(ai) + l(bi) = max− l(c)},
(4) g − sum(c) =
∑
i∈max−ind(c) λi(ai ⊗ bi).
5. Preliminaries: p-polynomials
We now present the definition of p-polynomial.
Definition 5.1. A linear combination of monomials
f(v1, . . . , vn) =
∑l
j=1 αjmj(v1, . . . , vn)
is said to be a graded p-polynomial when degvimj ≡ 0 mod p, degviml < pq for
all i ∈ n̂ and j ∈ l̂.
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In the same way, we can define ordinary p-polynomials. According to work of
Bekh-Ochir and Rankin ([1]), if p(t1, . . . , tn) is a non-zero ordinary p-polynomial,
there exist α1, . . . , αn ∈ F such that p(α11E , . . . , αn1E) = β.1E 6= 0 (Corollary
3.1,[1]). It is not difficult to see that p(α11E⊗1E, . . . , αn1E⊗1E) = β.1E⊗1E 6= 0.
This fact implies the following corollary.
Corollary 5.2. Let f(v1, . . . , vn) be a non-zero (Z2 × Z2-graded) p-polynomial.
There exists (α1, . . . , αn) ∈ Fn such that f(α11E⊗1E , . . . , αn1E⊗1E) = β1E⊗1E 6=
0.
6. Preliminaries: Commutators
Let A = A0 ⊕ A1 be a Z2-graded algebra. The tensor algebra A ⊗ E has a
Z2-grading and a natural Z2 × Z2-grading defined as follows:
(1) (A⊗ E)0 = (A0 ⊗ E0)⊕ (A1 ⊗ E0), (A⊗ E)1 = (A0 ⊗ E1)⊕ (A1 ⊗ E1).
(2) (A⊗E)(0,0) = (A0⊗E0), (A⊗E)(1,0) = (A1⊗E0), (A⊗E)(0,1) = (A0⊗E1),
(A⊗ E)(1,1) = (A1 ⊗ E1).
Definition 6.1. Let A = A0 ⊕ A1 be a Z2-graded algebra. Let a1, a2, . . . , an ∈
A0 ∪ A1. Let b = b0 + b1, b0 ∈ A0, b1 ∈ A1. Let c = c0 + c1, c0 ∈ A0, c1 ∈ A1. Let
us define:
(1) [a1, a2]Z2 := a1a2 − (−1)
α(a1)α(a2)a2a1;
(2) [c, d]Z2 := [b0, c0]Z2 + [b0, c1]Z2 + [b1, c0]Z2 + [b1, c1]Z2 ;
(3) [a1, . . . , an]Z2 := [[a1, . . . , an−1]Z2 , an]Z2 .
At light of Definition 6.1, we consider the commutator [, ]Z2 of elements of A⊗E
or F 〈Z〉 viewing these Z2 × Z2-graded algebras as Z2-graded algebras.
Remark 6.2. Let a1 ⊗ b1, a2 ⊗ b2 ∈ (B′) ∩ (∪(i,j)∈Z2×Z2(Ek∗ ⊗ E)(i,j)). We have
[a1 ⊗ b1, a2 ⊗ b2]Z2 = [a1, a2]⊗ b1b2.
By direct calculations, it is possible to verify that [z1, z2, z3]Z2 , z1, z2, z3 ∈ Z
belongs to TZ2×Z2(Ek∗ ⊗ E).
Definition 6.3. We denote the TZ2×Z2 -ideal generated by the following type of
identities
[z1, z2, z3]Z2 , z1, z2, z3 ∈ Z.
by J .
The next proposition is a result proved in [2].
Proposition 6.4 (Proposition 8, [2]). Any Z2 × Z2-grading polynomial in F 〈Z〉
can be written, modulo J , as a linear combination of polynomials of the type
zi1 . · · · .zir [zj1 , zj2 ]Z2 . · · · .[zjt−1 , zjt ]Z2
with zl ∈ Z, i1 ≤ i2 ≤ · · · ≤ ir and j1 < . . . < jt.
It is well known that [tp1, t2] = −[t2, t1, . . . , t1] (t1 appears p times in the last com-
mutator) is a consequence of [t1, t2, t3]. So [v
p
1 , v2]Z2 belongs to J . Consequently,
we have the following result.
Proposition 6.5. Let m = va11 . · · · .v
an
n be a monomial. Modulo J ,
m ≡ fvb11 . · · · .v
bn
n ,
where f is a monomial p-polynomial and 0 ≤ a1, . . . , an ≤ p− 1.
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Definition 6.6. Let u = h1.h2.h3.h4[zj1 , zj2 ]Z2 . · · · .[zjt−1 , zjt ]Z2 as in the state-
ment of Proposition 6.4, where:
: h1 = v
ai1
i1
. · · · .v
ain1
in1
, h2 = w
bj1
j1
. · · · .w
bjn2
jn2
,
: h3 = x
cl1
l1
. · · · .x
cln3
ln3
, h4 = y
dr1
r1 . · · · .y
drn4
rn4
.
Let us define:
(1) For z ∈ Z, degzu := the number of occurrences of z in u,
(2) deg(u) :=
∑
z∈z degzu,
(3) beg(u) := h1h2h3h4,
(4) begVW (u) := h1h2,
(5) begXY (u) := h3h4,
(6) expXY (u) := (cl1 , . . . , cln3 , dr1 , . . . , drn4 ),
(7) end(u) := zj1zj2 . · · · .zjt−1zjt .
7. Z2 × Z2-graded identities of Ek∗ ⊗ E
In (Definition 18, [2]), it is shown that for a field of positive characteristic, the
following polynomials are Z2 × Z2-graded identities for Ek∗ ⊗ E.
Definition 7.1. The following polynomials are identities of Ek∗ ⊗ E
(1) (w1)
p,
(2) (x1)
pz2w3,
(3) (y1)
pz2y3,
(4) (x1)
p−1[x1, z2]Z2 ,
(5) (y1)
p−1[y1, z2]Z2 ,
(6) [z1, z2, z3]Z2 ,
(7) z1z2. · · · .zk+1, z1, . . . , zk+1 ∈W ∪ Y .
Remark 7.2. Notice that
(1) (x1)
p+1 ∈ 〈(x1)
p−1
1 [x1, z2]Z2〉Z2×Z2 ,
(2) (y1)
p+1 ∈ 〈(y1)p−1[y1, z2]Z2〉Z2×Z2 .
Definition 7.3. We denote the TZ2×Z2 -ideal generated by the seven type of iden-
tities in Definition 7.1 by H. We denote the TZ2×Z2 generated by the identity the
seven identities in Definition 7.1 and the identity vpq1 − v
p
1 by I.
Definition 7.4. Let f be a polynomial as in the statement of Proposition 6.4. The
polynomial f is said be of type SE when there exist polynomials h1, h2, h3, h4, h5
such that f = h1h2h3h4h5, where:
(1) h1 = v
ai1
i1
. · · · .v
ain1
in1
, i1 < . . . < in1 , 0 ≤ ai1 , . . . , ain1 ≤ p− 1,
(2) h2 = w
bj1
j1
. · · · .w
bjn2
jn2
, j1 < . . . < jn2 , 0 ≤ bj1 , . . . , bjn2 ≤ p− 1,
(3) h3 = x
cl1
l1
. · · · .x
cln3
ln3
, l1 < . . . < ln3 , 0 ≤ cl1 , . . . , cln3 ≤ p,
(4) h4 = y
dr1
r1 . · · · .y
drn4
rn4
, r1 < . . . < rn4 , 0 ≤ dr1 , . . . , drn4 ≤ p.
(5) h5 = [z1, z2][z3, z4]. · · · .[z2n−1, z2n], n ≥ 0, z1 < . . . < z2n(if n ≥ 1).
Furthermore, we say that f is type SSE when it is type SE and the following three
additional conditions hold
: degh2 + degh4 ≤ k,
: if degxih3 = p, then degxiend(h5) = 0,
: if degyih4 = p, then degyiend(h5) = 0.
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Bearing in mind the Propositions 6.4, 6.5 and the Definition 7.1, we have the
following corollary.
Corollary 7.5. Let f ∈ F 〈Z〉. Modulo I, f can be written as
f = f0 +
∑n
i=1 fiui,
where f0, f1, . . . , fn are p-polynomials and u1, . . . , un ∈ SS. These elements of SE
are pairwise distinct
In (Proposition 20, [2]), the authors asserted that each element of type SE
(modulo H) is a linear combination of elements of type SSE.
The next lemma is a refinement of Corollary 7.5 and a consequence of (Proposi-
tion 20, [2]).
Corollary 7.6. Let f ∈ F 〈Z〉. Modulo I, f can be written as
f = f0 +
∑n
i=1 fiui,
where f0, f1, . . . , fn are p-polynomials and u1, . . . , un ∈ SSE. These elements of
SSE are pairwise distinct.
8. SSE order
We now introduced a variation of SS Total Order defined in [8] (see Definition
2.3 ). The symbol <lex−lef denotes the usual left lexicographical order.
Definition 8.1. Let m ∈ N. Let A = (a1, . . . , am) ∈ (Z≥0)m. Let
ext(A) = (b1, . . . , bm, bm+1, bm+2, bm+3, . . . , bm+n, . . .),
where bi = ai for i ∈ m̂, and bi = 0 for i ≥ m+ 1.
Definition 8.2. Let m1,m2 ∈ N. Let
A = (a1, . . . , am1) ∈ (Z≥0)
m1 ,A′ = (a′1, . . . , a
′
m2
) ∈ (Z≥0)m2 ;
ext(A) = (b1, . . . , bm1 , . . .), ext(A
′) = (b′1, . . . , b
′
m2
, . . .).
We say that ext(A) ≡(0,1) ext(A
′) when (|b1 − b′1|, . . . , |bn − b
′
n|, . . .) ∈ ({0, 1})
∞.
Definition 8.3. Let ext(A), ext(A′) be as in the statement of Definition 8.2.
Suppose that ext(A) ≡(0,1) ext(A
′). We say that ext(A) <≡(0,1) ext(A
′) when
a1, |a1 − a′1| are odd or there exists an integer i > 1 such that a1 ≡ a
′
1, . . . , ai−1 ≡
a′i−1 mod 2, ai, |ai − a
′
i| are odd.
Definition 8.4 (SSE Order). Let
m1 = zi1 . · · · .zin1 [zj1 , zj2 ]. · · · .[zj2n2−1 , zj2n2 ]
and
m2 = zk1 . · · · .zkn3 [zl1 , zl2 ]. · · · .[zl2n4−1 , zl2n4 ],
as in the statement of Definition 7.4. We say that m1 < m2 when
(1) If degm1 < degm2;
(2) If degm1 = degm2, and begVW (m1) <lex−lef begVW ;
(3) If degm1 = degm2, begVW (m1) = begVW (m2), ext(expXY (m1)) 6≡(0,1)
ext(expXY )(m2) and begXY (m1) <lex begXY ,
(4) If degm1 = degm2, begVW (m1) = begVW (m2), ext(expXY (m1)) ≡(0,1)
ext(expXY )(m2), begXY (m1) 6= begXY and
ext(expXY (m1)) <≡(0,1) ext(expXY (m2));
(5) If degm1 = degm2, beg(m1) = beg(m2) and end(m1) <lex−lef end(m2).
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Definition 8.5. Let f = f0+
∑n
i=1 fiui as in the Corollary 7.6. The leading term
of f (which is denoted LT (f)) is the greatest element of the set {u1, . . . , un} (with
respect the SSE order).
9. Some calculations
We present some calculation on Ek∗ ⊗E in this section. These calculations were
done by [2] in other context (see Lemmas 13 and 17).
Definition 9.1. Let z ∈ Z. We denote an evaluation of z in (Ek∗ ⊗ E)α(z) by z.
Proposition 9.2. Let j, n, t ∈ Z≥0. Let z = c⊗ d ∈ B
′ such that l(c) is odd.
Let
Type 1: v1 =
∑t
i=1 ej+k+2i−1ej+k+2i ⊗ en+2i−1en+2i.
Type 2: v2 = ej+k+1 ⊗ en+1en+2 +
∑t−1
i=1 ej+k+2iej+k+2i+1 ⊗ en+2i+1en+2i+2.
Type 3: w1 =
∑t
i=1 eiej+k+i ⊗ en+2i−1en+2i, t ≤ k.
Type 4: w2 = e1 ⊗ en+1en+2 +
∑t−1
i=1 ei+1ej+k+i ⊗ en+2i+1en+2i+2, t ≤ k.
Type 5: x1 =
∑t
i=1 ej+k+i ⊗ en+i.
Type 6: x2 = ej+k+1ej+k+2 ⊗ en+1 +
∑t−1
i=1 ej+k+i+2 ⊗ en+i+1.
Type 7: y1 =
∑t
i=1 ei ⊗ en+i, t ≤ k.
Type 8: y2 = e1ek+1+j ⊗ en+1 +
∑t−1
i=1 ei+1 ⊗ en+t+1, t ≤ k.
Type 9: v3 = α1E ⊗ 1E + v1.
Type 10: v4 = α1E ⊗ 1E + v2.
We have the following calculations:
1.1: (v1)
t = t!(
∏t
i=1 ej+k+2i−1ej+k+2i)⊗ (
∏t
i=1 en+2i−1en+2i).
2.1:
v2
t−1[v2, z] = 2(t−1)!(ej+k+1(
∏t−1
i=1 ej+k+2iej+k+2i+1)c)⊗ ((
∏t
i=1 en+2i−1en+2i)d).
3.1: (w1)
t = t!(
∏t
i=1 eiej+k+i)⊗ (
∏t
i=1 en+2i−1en+2i).
4.1: (w2)
t−1[w2, z]Z2 = 2(t− 1)!(e1(
∏t−1
i=1 ei+1ej+k+i)c)⊗ ((
∏t
i=1 en+2i−1en+2i)d).
5.1: (x1)
t = t!(
∏t
i=1 ej+k+i)⊗ (
∏t
i=1 en+i).
5.2: (x1)
t−1[x1, z]Z2 = 2t!((
∏t
i=1 ej+k+i)c)⊗ ((
∏t
i=1 en+i)d).
6.1: x2
t = (t− 1)!(
∏t+1
i=1 ej+k+i)⊗ (
∏t
i=1 en+i) if t is odd. If t is even, we have
(x2)
t = 0.
6.2: (x2)
t−1[x2, z]Z2 = 2(t− 1)!((
∏t+1
i=1 ej+k+i)c)⊗ ((
∏t
i=1 en+i)d) if t is even,
(x2)
t−1[x2, z]Z2 = 0 if t is odd.
7.1: (y1)
t = t!(
∏t
i=1 ei)⊗ (
∏t
i=1 en+i).
7.2: (y1)
t−1[(y1), z] = 2t!((
∏t
i=1 ei)c)⊗ ((
∏t
i=1 en+i)d).
8.1: (y2)
t = (t− 1)!(e1ek+1+j(
∏t−1
i=1 ei+1 ⊗ en+t+1))⊗ (
∏t
i=1 en+i) if t is odd.
(y2)
t = 0 if t is even.
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8.2: (y2)
t−1[y2, z] = 2(t− 1)!((e1ek+1+j(
∏t−1
i=1 ei+1 ⊗ en+t+1))c)⊗ ((
∏t
i=1 en+i)d)
if t is even. (y2)
t−1[y2, z] = 0 if t is odd.
9.1: g − sum[(v3)t] = (v1)t.
10.1: g − sum(v4)t−1[v4, z] = (v2)t.
Definition 9.3. Let n1, n2, n3, n4 ∈ N. Let us define:
Zn1,n2,n3,n4 := {v1, . . . , vn1} ∪ {w1, . . . , wn2} ∪ {x1, . . . , xn3} ∪ {y1, . . . , yn4},
f(Zn1,n2,n3,n4) := f(v1, . . . , vn1 , w1, . . . , wn2 , x1, . . . , xn3 , y1, . . . , yn4).
Definition 9.4. Let u(Zn1,n2,n3,n4) be an element of SSE. Let z ∈ var(u). Sup-
pose that t = degzu. A graded endomorphism φ : F 〈Zn1,n2,n3,n4〉 → Ek∗ ⊗ E is
said to be suitable with respect u when
: For all distinct z1, z2 ∈ var(u), we have Supp(φ(z1)) ∩ Supp(φ(z2)) = ∅.
Furthermore
(1) If degzend(u) = 0 and z ∈ V , then z is Type 1.
(2) If degzend(u) = 1 and z ∈ V , then z is Type 2.
(3) If degzend(u) = 0 and z ∈W , then z is Type 3.
(4) If degzend(u) = 1 and z ∈W , then z is Type 4.
(5) If degzend(u) = 0 and z ∈ X , then z is Type 5 if t is even, z is Type 6 if t
is odd.
(6) If degzend(u) = 1 and z ∈ X , then z is Type 5 if t is odd, z is Type 6 if t
is even.
(7) If degzend(u) = 0 and z ∈ Y , then z is Type 7 if t is even, z is Type 8 if t
is odd.
(8) If degzend(u) = 1 and z ∈ Y , then z is Type 7 if t is odd, z is Type 8 if t
is even.
Definition 9.5. Let φ : F 〈Zn1,n2,n3,n4〉 → Ek∗ ⊗ E be a suitable graded homo-
morphism. An element a ∈ B′ is called complete with respect φ if
Supp− union(a) = ∪z∈Zn1,n2,n3,n4Supp− union(φ(z)).
Proposition 9.6. Let u(Zn1,n2,n3,n4) be an element of SSE. Let
φ : F 〈Zn1,n2,n3,n4〉 → Ek∗ ⊗ E be a suitable graded homomorphism with respect u.
Then:
(1) φ(u) = αa, α ∈ F − {0} and a ∈ B′,
(2) a is complete with respect to φ.
Proof. It follows straightforward from Proposition 9.2 and Definition 9.4. 
Remark 9.7. At light of Proposition 9.6, it is possible to define a natural homo-
morphism ψ : F 〈Zn1,n2,n3,n4〉 → Ek∗ ⊗ E as follows:
ψ(z) =
{
φ(z), if z ∈W ∪X ∪ Y,
αz1E ⊗ 1E + φ(z), if z ∈ V.
ψ is called the homomorphism associated with the suitable homomorphism φ
and the n-tuple (αv1 , . . . , αvn1 ) ∈ F
n.
Bearing in mind the Corollary 5.2 and the Proposition 9.6, we have the following.
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Proposition 9.8. Let u(Zn1,n2,n3,n4) be an element of SSE. Let f(v1, . . . , vn1) be
a non-zero p-polynomial.
There exist a suitable homomorphism φ : F 〈Zn1,n2,n3,n4〉 → Ek∗ ⊗ E and an
n1-tuple (αv11E ⊗ 1E , . . . , αvn1 1E ⊗ 1E) such that
(1) f(αv11E ⊗ 1E , . . . , αvn1 1E ⊗ 1E) = α1E ⊗ 1E 6= 0
(2) g − sum(ψ(u)) = βb, β ∈ F − {0}, b ∈ B′,
where a is complete with respect φ.
10. Main theorem
In the next theorem, we use an idea of ([8] Theorem 3.7) and an idea of ([2]
Theorem 21).
Theorem 10.1. The TZ2×Z2-ideals I and TZ2×Z2(Ek∗ ⊗ E) are equal.
Proof. First of all, note that I ⊂ TZ2×Z2(Ek∗ ⊗ E). We will prove the reverse
inclusion. Suppose for the sake of the contradiction that the reverse inclusion is
false. In other words, there exists f ∈ TZ2×Z2(Ek∗ ⊗ E)− I.
By Corollary 7.6, f ≡ f0 +
∑n
i=1 fiui, where f0, . . . , fn are p-polynomials,
u1, . . . , un are distinct elements of SSE. For simplicity, we assume that u1 is LT (f).
Suppose without loss of generality that var(f1) = {v1, . . . , vn1} and var(u1) =
Zn1,n2,n3,n4 .
According to Corollary 5.2, there exists an n1-tuple (αv1 , . . . , αvn1 ) ∈ F
n1 such
that f1(αv11E⊗1E , . . . , αvn11E⊗1E) 6= 0. By Proposition 9.6, there exists a suitable
graded homomorphism φ such that φ(u1) = βa 6= 0, β ∈ F, a ∈ B′. Furthermore, a
is complete with respect φ. Let ψ be the homomorphism associated with n1-tuple
(αv1 , . . . , αvn1 ) and the suitable homomorphism φ.
Let ui 6= u1. We claim que none summand of ψ(ui) has support-length equal to
l(a). So, g − sum(ψ(f)) = βa. This fact will be a contradiction.
Indeed, ui < u1. Let c be a summand of ψ(ui). There are three cases to analyze.
: Case 1: degui < degu1. In this situation, there exists a variable z ∈ Z such
that degzui < degzu1. Bearing in mind the Proposition 9.2 and the Defini-
tion 9.4, we conclude that supp(ψ(z)) 6⊂ supp(c). Consequently, l(c) < l(a).
: Case 2: degu1 = degu1 and ui − u1 is not multi-homogeneous. In this
situation, there exists a variable z ∈ Z such that degzui < degzu1. The
conclusion is analogous to the case 1.
: Case 3: u1−ui is multi-homogeneous. Notice that if beg(u1) = beg(ui), then
end(u1) = end(ui). Consequently ui = u1.
Subcase 3.1) begVW (ui) <lex−lef begVW (ui). In this context, there
exists a variable z ∈ V ∪W such that degz(beg(ui)) < degz(beg(u1)). By
types 1 and 3 in Proposition 9.2, we have ψ(ui) = 0.
Subcase 3.2) begVW (ui) = begVW (ui) and begXY (u1) 6= begXY (ui).
3.2.1) Considering that u1 − ui is multi-homogeneous, it follows
that ext(expXY (ui)) ≡(0,1) ext(expXY (u1)). According to definition of
SSE order, we have ext(expXY (ui)) <(0,1)
ext(expXY (u1)). So there exists a variable z∪X∪Y such that degz(beg(u1)
and |degz(beg(u1) − degz(beg(ui))| are odd. At light of types 6 and 8 in
Proposition 9.2, we conclude that ψ(ui) = 0

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Remark 10.2. In [2], the authors calculate the Z2 ×Z2- graded GK-dimension of
Ek∗ ⊗ E in m variables over an infinite field of characteristic different of two.
Just as with the Z2-graded dimension of E (see page 7, [4]), the free algebra
F 〈Zm,m,m,m〉
F 〈Zm,m,m,m〉∩TZ2×Z2(Ek∗⊗E)
is finite dimensional. So, its Z2 × Z2 graded - Gelfand
Kirilov dimension in m variables is equal to 0.
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