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El objetivo del presente trabajo es examinar los impactos de la oferta 
monetaria sobre los precios agrarios e industriales en Colombia, 
mediante técnicas econométricas de series temporales adecuadas a las 
características estocásticas de los datos. Para estudiar las relaciones de 
equilibrio de largo plazo entre oferta monetaria y los precios agrarios e 
industriales se utilizó la metodología econométrica de la cointegración 
desarrollada por  Engle y Granger  y Johansen.  Los resultados de este 
trabajo investigativo darán evidencia empírica adicional de las relaciones 
entre variación de los precios agrarios e industriales y la oferta 
monetaria, así como de los impactos que las variaciones en la oferta 
monetaria tienen sobre los precios en el sector agrario e industrial en 
Colombia; pretende aportar luz sobre en cuál contexto de la política 
monetaria los agricultores salen favorecidos, abriendo paso a nuevas 
perspectivas de investigación para abordar las relaciones entre 





















The aim of this paper is to examine the impact of money supply on agricultural 
and industrial prices in Colombia, using time series econometric techniques 
appropriate to the stochastic characteristics of the data. To study the 
relationship of long-run equilibrium between money supply and agricultural and 
industrial prices are used econometric methodology of cointegration developed 
by Engle and Granger and Johansen. The results of this research work will 
further empirical evidence of the relationship between changes in agricultural 
and industrial prices and the money supply and the impacts that changes in 
money supply on prices in agriculture and industry in Colombia; aims to shed 
light on the context in which monetary policy favored farmers out, making way 
for new perspectives for research to address the relationship between 
























          Pág.  
 
INTRODUCCIÓN         11 
1. REVISIÓN TEÓRICA        14 
2. METODOLOGÍA ECONOMÉTRICA Y DATOS    19 
2.1. Estacionariedad de las Variables.      19 
2.2. Cointegración y Mecanismo de Corrección del Error   20 
2.2.1. Estimación de Relaciones de Equilibrio de Largo    23 
          Plazo entre oferta monetaria y precios. 
2.2.2. Pruebas sobre los coeficientes de cointegración   26 
2.3. Magnitud y respuesta de los precios a los choques monetarios. 28 
2.3.1. Funciones de Impulso-Respuesta Ortogonales (Choleski)  28 
2.4. Datos.          32 
3. RESULTADOS Y ANÁLISIS       33 
3.1 Descripción del comportamiento de las variables     33 
3.1.1.  Estadísticas descriptivas de las variables    34 
3.2. Pruebas de raíces unitarias       36 
3.3 Pruebas de cointegración de los precios agrarios    37 
      e industriales y la oferta monetaria 
3.4 Funciones de Impulso respuesta      42 
4. CONCLUSIONES        52 
BIBLIOGRAFÍA         54 















Tabla 1. Estadísticas descriptivas del logaritmo de  precios agrarios 
al productor, precios industriales al Productor  y Oferta Monetaria 
34 
Tabla 2. Resultados de la prueba de raíz unitaria, DFGLS 
destendencializada  para las primeras diferencias del logaritmo de 
lppa, lppi, LM1 y L M3 
37 
Tabla. 3.  Resultados de las pruebas de cointegración entre el 
logaritmo de M1 nominal desestacionalizado,  LM1SA, logaritmo del 
índice del precios al productor de bienes agrarios  LPPA, y el 
logaritmo del índice de precios al productor de bienes industriales, 
LPPI en Colombia. 
38 
Tabla. 3.1 Resultados de las pruebas de cointegración entre el 
logaritmo de M3 nominal desestacionalizado, LM3SA, logaritmo del 
índice del precios al productor de bienes agrarios  LPPA, y el 
logaritmo del índice de precios al productor de bienes industriales, 
LPPI 
38 
Tabla 4. Prueba de neutralidad del dinero M1 40 
Tabla 4.1.  Vector corrector del error 41 
Tabla 5.  Prueba de neutralidad y exogeneidad de la oferta 
monetaria M3 
41 
Tabla 5.1.  Coeficiente de ajuste Vector de cointegración con 















Gráfica 1. Evolución trimestral de la Oferta monetaria en Colombia    33 
Gráfica 2. Evolución trimestral de M1 nominal        35 
Gráfica 3. Evolución trimestral de M3 nominal        35 
Gráfica 4. Variación porcentual de log M1.        36 
Gráfica 5. Variación porcentual de M3.         36 
Gráfica 6. Respuesta de los precios agrarios e industriales      42 
Gráfica 7. Respuesta a largo plazo de los precios ante impactos  
      monetarios           42 
Gráfica 8. Respuesta de los precios agrarios a corto plazo ante impactos  
       monetarios            50 
Gráfica 9. Respuestas a largo plazo de los precios agrarios e industriales  51 





















Existe un gran número de vínculos a corto y largo plazo y efectos monetarios y 
reales de cambios en la estructura general de la economía y de las políticas 
macroeconómicas  que influyen sobre las cantidades, los precios, y el ingreso 
en el sector agrario, los cuales son descritos como vínculos hacia delante 
(forward linkages); eventos, reales y monetarios, originados en la agricultura 
que afectan a la economía global caracterizados como vínculos hacia atrás 
(backward linkages), así como relaciones definidas como de interdependencia o 
feed-back [Ardeni y Freebairn (2002)]. 
 
Una amplia literatura en los años recientes se ha dedicado a estudiar los 
efectos de los agregados macroeconómicos sobre la agricultura. En los años 
70’s y 80’s,  por ejemplo, la variación en tasas de cambio, en las tasas de 
inflación, los precios relativos agrarios, y el ingreso indujeron a un nuevo campo 
de investigación sobre las relaciones entre la política macroeconómica y el 
sector agrario [Schuh (1974,1976), Tweeten (1980),Gardner (1981), Chambers 
(1981, 1984), Chambers y Just (1982), Barnett, Bessler y Thompsom (1983); 
Bessler (1984), Rausser (1985a, 1985b ), Rausser etal (1986), Ardeni y 
Rausser (1995), Díaz-Bonilla y Robinson (2009),  entre otros. 
           
La política monetaria tiene efectos tanto nominales como reales sobre la 
economía en general y el sector agrario en particular en el corto y mediano 
plazo, pero en general ningún efecto real en el largo plazo1. En un sentido 
macroeconómico, políticas monetarias expansivas implican crecimiento de la 
oferta monetaria y más bajas tasas de interés, lo cual induce a corto plazo a 
una combinación de crecimiento real del producto y mayor inflación; políticas 
monetarias restrictivas tiene efectos opuestos.  
 
                                                 
1
 Véase una revisión de la literatura en Ardeni y Rausser (1995)   
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Esta área de investigación ha destacado la idea que si ocurre un shock 
exógeno no anticipado (como una expansión monetaria, por ejemplo) los 
ajustes ulteriores de precios y  tasas de interés sucederán más tempranamente 
en unos sectores que en otros. Asumiendo que los precios se ajustan más 
rápidamente en los mercados competitivos que en los de competencia 
imperfecta, los precios agrarios aumentarán más rápido que los precios no 
agrarios, a condición que los mercados agrarios  sean en efecto  más 
competitivos. Sin embargo, estos resultados todavía dependen, como lo ha 
señalado Ardeni y  Freebairn (2002:1479), de la ortogonalización de la 
representación media móvil de los vectores autoregresivos cointegrados 
utilizados para la estimación.      
 
En Colombia, diversas investigaciones han auscultado las relaciones entre 
moneda e inflación general [entre otros, Quintero (1980), Gutiérrez y Ávila 
(1983), Calderón y Herrera (1990), Lorente(1990), Gómez,(1997); otros 
estudios examinan la incidencia de la variación del  precio de los alimentos 
sobre la inflación  [Avendaño (1986), Rojas (1988), SAC (1999), Bejarano y 
Hamann (2005), Melo y Riascos (2004),  entre otros], pero sin detenerse a 
analizar los mecanismos de  transmisión entre ellas ni los impactos de la oferta 
monetaria sobre los precios en el sector agrario.  
 
Una excepción es el trabajo de  Ramírez  (1991) en el que analizó los efectos 
de un shock monetario sobre los precios agrícolas e industriales para el período 
1980-1990 mediante modelos de series temporales con los que probó que un 
cambio en la cantidad de dinero afecta en mayor medida a los precios agrarios 
que a los industriales en el corto plazo; en el largo plazo, el shock los afecta de 
manera similar a ambos. Sin embargo, no se realizan pruebas inferenciales 
sobre las magnitudes de las relaciones de largo plazo entre las variables, ni 




El propósito de este trabajo es examinar las relaciones dinámicas entre los 
índices de precios agrícolas e industriales,  y  el crecimiento de los medios de 
pago, para ello se requiere revisar si existen relaciones de largo plazo entre 
dichas variables, si existe relación de causalidad entre moneda y precios, y qué 
efectos produce un shock monetario sobre los precios agrarios e industriales en 
el corto  y largo plazo  
 
La primera parte de este trabajo se examina teóricamente las relaciones entre 
la inflación y la oferta monetaria. En la segunda parte se presenta una 
descripción del comportamiento  de los  precios agrarios e industriales y los 
agregados de la oferta monetaria en Colombia. En tercer lugar se presentan las 
características de las variables en relación con su comportamiento aleatorio 
para luego estimar un modelo de vectores autoregresivos, var,  sin restricciones 
o un modelo vector de corrección del error, vec, en caso de que las variables 
estén cointegradas. A partir de estos modelos se estiman las funciones de 
impulso respuesta mediante la metodología de Cholesky. Al final se analizan 

















1. REVISIÓN TEÓRICA 
 
El enfoque estructuralista  es su consideración que la oferta monetaria  es 
pasiva y sólo se acomoda a los cambios en el nivel de precios ocurridos en el 
sector detallista. Este enfoque ve el origen de la inflación en  shock producidos 
en el sector  real  que elevan los precios nominales de los productos, materias 
primas y otros insumos. Si todos los precios de la economía fueran 
perfectamente flexibles ajustándose con la misma rapidez en respuesta a 
iguales magnitudes de exceso de demanda, el nivel general de precios se 
ajusta de la misma forma, aunque cambien los precios relativos. Los 
incrementos en algunos precios serían exactamente compensados  por la 
declinación en otros. 
 
Una segunda característica distintiva está relacionada con el supuesto que  
asume en cuanto a la estructura del sector de la economía que se analiza: i) la 
agricultura es considerada como un sector perfectamente competitivo 
productora de bienes homogéneos  cuyos precios son flexibles, pueden 
aumentar o disminuir (precio-flexible); ii) la industria, en contraste, es vista 
como oligopolística  produciendo bienes heterogéneos bajo rendimientos 
crecientes a escala, y altas barreras financieras que impiden la entrada de 
nuevas firmas. Los precios en este sector son fijados según los costos variables 
de producción más un margen de ganancia. Al estar determinados por los 
costos, los precios nominales industriales tienden a ser inflexibles a la baja 
(precio –fijos).  
 
Esto es posible solamente si la oferta monetaria es flexible y relativamente 
pasiva a su demanda. Este rol pasivo de la oferta monetaria es la principal 
característica distintiva del enfoque estructuralista de la inflación. Un shock o 
cualquier shock que eleve los precios de los alimentos bienes precios flexibles 
en relación con los bienes precios fijos es asumido que van a ser ajustados por 
las autoridades monetarias. Esto ocurre porque las autoridades monetarias 
15 
 
carecen de control efectivo sobre la oferta monetaria debido a que los costos 
sociales o políticos de control de la oferta monetaria son excesivamente altos 
(Olivera 1970) 
 
Este diferente grado de rigidez de los precios en los distintos sectores de la 
economía explicaría que un cambio  en la política monetaria que afecte la 
demanda nominal conduce a una respuesta más fuerte [una sobre-reacción, u 
overshooting] en los mercados de precios flexibles que en la de los mercados 
fijos. Esto es, los precios relativos cambian y hay efectos reales de corto plazo 
(Bordo ,1980; Tweeten, 1980; Frankel, 1986; Andrews y Rauser, 1986). De esta 
forma, aumentos de los precios agrarios, debidos a causas reales, como malas 
cosechas, pueden ser el origen de la inflación. Pero ello sólo es posible si la 
oferta monetaria cede de forma pasiva a su demanda. Esta es una 
característica básica de la explicación estructuralista que permite análisis 
empíricos [Barnett et al (1983) citado por Millán (1991)].   
 
Las explicaciones del diferente grado de ajustes en los precios relativos 
incluyen también diferencias en las elasticidades de oferta y demanda de los 
bienes específicos  y los efectos de la duración de los contratos y por tanto de 
la fijación de precios, y de la  rapidez del ajuste. De acuerdo con Bordo (1980) y 
Frankel (1986), un cambio en la oferta monetaria origina una respuesta más 
rápida en los precios de los productos no elaborados (materias primas y no 
terminados) que en los precios de los productos manufacturados (terminados), 
una respuesta más rápida en los precios agrarios que en los industriales  y una 
respuesta más rápida en los precios de los bienes no durables que en los 
durables. La hipótesis de Tweeten (1980) va en sentido contrario a la hipótesis 
de Bordo y Frankel  
 
La evidencia empírica  no es, por tanto,  concluyente: Bessler (1984), para 
Brasil; Chambers (1984); Devados y Mayers (1987) para EE.UU. Taylor y 
Spriggs (1989) para Canadá; Millán (1991) para España; Larue y Babula (1994) 
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para Canadá y EE.UU. encontraron evidencias de no neutralidad, al igual que 
Starleaf et al (1985) para EE.UU. En cambio, Tweeten  (1980), Greenes y Lapp 
(1986); Robertson y Orden (1990) para Nueva Zelanda; Choe y Kao (1993); 
Dorfman y Lastrapes (1996) y Zanías (1998) para Grecia no pudieron rechazar 
la hipótesis de neutralidad. 
  
El análisis de las relaciones entre la agricultura y las políticas monetarias han 
sido abordadas dentro del análisis de la influencia de las variables 
macroeconómicas en este sector y se han utilizado varios métodos 
cuantitativos: los modelos estructurales, los de equilibrio general y los de series 
temporales. 
 
Los modelos estructurales se caracterizan porque parten de ecuaciones en las 
que se incluyen variables explicativas y en ocasiones variables exógenas para 
explicar el desempeño del sector agrario y probar y cuantificar hipótesis sobre 
las interacciones agricultura – macroeconomía. En los modelos de Rausser 
(1985a, 1986 y 1986b)  se encontraron evidencias que soportan los análisis 
iníciales de Schuh (1976) que en el corto plazo las políticas macro son más 
importantes que las políticas sectoriales. En particular, las simulaciones de 
política monetaria encontraron tener efectos importantes vía su influencia sobre 
la tasa de cambio y los efectos overshooting asociados con las  características 
de la agricultura como un sector precio – flexible.  
 
A un nivel más desagregado de productos agrarios, Lapp y Smith (1992) han 
encontrado que la inflación general  y especialmente la inflación incierta, en el 
nivel macro  causa la variabilidad de los precios de los productos agrarios con 
incrementos de 20  a 40 %. Esto es, la política macro puede alterar los precios 
relativos dentro de la agricultura como en el resto de la economía.      
 
Los modelos estructurales parecen ser una herramienta analítica poderosa 
pues permiten la inclusión de complejidad y detalle, diversas interacciones y los 
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ajustes pueden resolverse en forma dinámica. Sin embargo han sido criticados, 
especialmente porque se impone una especificación a  priori del  modelo. Esto 
implica la escogencia de un paradigma macroeconómico, la elección del 
mecanismo de ajuste, la forma de la competición, el mecanismo de las 
expectativas y la elección de las variables endógenas /exógenas incluyendo las 
variables de política.  
 
Los modelos de equilibrio general han sido usados para  evaluar los efectos de 
shock de demanda y ofertas en el sector agrícola sobre otros sectores y sobre 
la economía en general y  los efectos de cambios en otros sectores de la 
economía sobre el sector agrícola (Por ejemplo, Dervis, de Melo y Robinson, 
1982; Greenaway and Miller ,1993). En estos modelos se representa a la 
agricultura como un sector con desagregaciones de  más de 100 industrias  
vinculadas con tablas de insumo-producto, cuentas nacionales, balance de 
pago, e identidades de clarificación de los mercados de productos e insumos 
con los que se asegura la captación de los efectos del equilibrio general en las 
industrias y sectores de la economía. En la mayoría de los casos los modelos 
de EGC son expresados en términos reales y no son muy adecuados para 
analizar fenómenos monetarios.  
 
Las perturbaciones analizadas en el sector agrícola incluyen shock en la 
producción provocados por inundaciones, sequías, cambio tecnológico, 
cambios en los precios de las mercancía en mercados internacionales, y 
cambios de política que afectan las cantidades y wedges entre los precios de 
los productores y los compradores. 
 
Los cambios reales en variables económicas tales como la tasa de cambio real, 
o un incremento en los salarios como una forma de inflación de costos, un 
boom o una depresión en un sector de exportación y cambios en la política 
industrial (tarifas, por ejemplo),  tienen efectos significativos sobre los precios, 




Las críticas a los modelos estructurales y a los modelos de EGC, 
particularmente preocupados con el rol dominante de las restricciones 
impuestas y la influencia de los errores de especificación, han estimulado el uso 
de técnicas de series temporales para cuantificar los vínculos económicos entre 
la agricultura y el resto de la economía. Los datos observados se utilizan para 
revelar más de su historia con muy  poca consideración por los razonamientos 
a priori. Para probar la dirección de la causalidad  entre las variables se han 
utilizado los procedimientos de causalidad de Granger; las  funciones de 
impulso respuesta, así como también la descomposición de la varianza, han 
sido usadas para trazar los patrones de comportamiento en el tiempo  y las 
magnitudes de la respuesta del desempeño de variables endógenas a shock o 
perturbaciones  en diferentes variables. Los modelos de series temporales 
generan resultados robustos y confiables cuando se trabaja con datos 
estacionarios, sin embargo, la mayoría de datos económicos sobre niveles de 
precios, moneda y cantidades usados para estudiar la relación entre vínculos 
intersectoriales parecen ser no estacionarios, por lo que es necesario su 
transformación para evitar problemas de regresiones espurias.  
 
El uso de series temporales para el análisis de las relaciones entre agricultura y 
macroeconomía tiene su pro y sus contras. La disposición de dejar que los 
datos hablen evita el problema de la predeterminación a priori de los resultados 
y de incurrir en problemas de especificación. Sin embargo, en el cálculo de las 
funciones de impulso -respuesta, por ejemplo, se hacen supuestos previos 
sobre la estructura de recursividad de la causación de la variable y la 
ortogonalidad  del error de perturbación y su asignación, la estructura de los 
retardos son determinados por los datos. Como argumentó Orden y Fackler 







2. METODOLOGÍA ECONOMÉTRICA Y DATOS 
 
2.1. Estacionariedad de las Variables. 
 
Con el fin de evitar el problema de las relaciones espurias entre las variables 
consideradas se analizan las características estocásticas de los datos. En la 
práctica econométrica actual, especialmente a partir del trabajo de Fuller (1976) 
y de Nelson y Plosser (1982), se plantea a necesidad de aplicar el operador 
diferencias  a fin de conseguir series estacionarias mediante la aplicación de 
contrastes o pruebas de raíces unitarias. Se utilizará la prueba de Dickey Fuller 
con mínimos cuadrados generalizados destendencializados, conocidas por su 
sigla en inglés como DFGLS, propuesta por Elliot, Rothenbeg, y Stock, ERS, 
(1996). 
 
ERS propone una modificación simple a la prueba ADF en la que los datos son 
destendencializados para que las variables explicativas sean  extraídas de los 
datos antes de ejecutar la prueba de regresión.  ERS definen una quasi 
diferencia de ty la que depende del valor 𝛼que representa un punto específico 
alternativo contra el que se quiere probar la hipótesis nula: 
 
 
A continuación, considere una regresión OLS de la quasi-diferencia de los 
datos sobre  la quasi-diferencia :  
 
 
Donde, tx contiene una constante, o una constante y tendencia y  son las  
estimaciones de la regresión OLS. 
Todo lo que necesitamos  ahora es un valor  para . ERS recomienda el uso 




Ahora, definimos la estimación mínimo cuadrática generalizada de los datos 
destendencializados, utilizando  las estimaciones asociadas con la :  
 
 
Luego, la estimación de la prueba DFGLS implica la estimación de la ecuación 
de la prueba ADF estándar después de sustituir el GLS destendencializado 
por el original : 
 
 
Observes que puesto que  es destendencializado no se incluye el en la 
prueba de la ecuación DFGLS. Como con el caso de la prueba ADF, se 
considera la relación  - para probar ̂  en la ecuación anterior. 
 
Mientras la relación t  en la DFGLS   sigue  una distribución  Dickey-Fuller en el 
caso de la constante solamente, la distribución asintótica difiere al incluir tanto 
una constante y una tendencia. ERS (1996), simula los valores críticos de la 
prueba estadística en esta última configuración para valores
. 
 Se rechaza la hipótesis nula para valores que caen por debajo de estos valores 
críticos tabulados por ERS (Tabla 2). 
 
2.2. Cointegración y Mecanismo de Corrección del Error 
 
Si se prueba que las series de precios son integradas, para  estudiar las 
relaciones  de equilibrio de largo plazo entre la oferta monetaria y los precios 
agrarios e industriales,  (hipótesis de neutralidad del dinero), se utilizará  la 
metodología econométrica de la cointegración desarrollada por Granger (1983) 
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y Engle y Granger (1987). La definen así: ―los componentes de un vector ty   
(m 1) se dicen que están cointegrados  de ordenes d y b, y se denota  por ty  
 CI (d, b), si: 
(i) todos los componentes de ty  son integrables del mismo orden  d, I (d), 
(ii) existe un vector ,  no nulo, tal que 
t
t
T zy      I(d - b) con b>0. Al vector 
  se le denomina vector de cointegración‖. 
 
El caso más considerado es aquel en el que d = b =1, es decir, cuando todos 
los elementos de ty  son I (1)  y z t es I (0), estacionario. En el caso que   
exista no será único, salvo que m = 2. Sin embargo, el número máximo de 
vectores de cointegración  linealmente independientes  que puede haber entre 
m variables integradas del mismo orden es m-1. Así, si se normaliza, haciendo 
que uno de sus elementos sea unitario, habrá m-1 vectores de cointegración 
distintos. Al número de vectores de cointegración linealmente independientes 
se le denomina rango de cointegración (Engle y Granger, 1987). 
 
Si las variables están cointegradas, una diferenciación de los datos sería 
contraproducente ya que podría oscurecer la relación de largo plazo entre las 
variables. Los estudios de cointegración y una técnica relacionada, el 
mecanismo de corrección del error, MCE, tienen que ver con métodos de 
estimación que preservan la información acerca de la covariación de largo y 
corto plazo de las variables.  
 
Aunque introducido por Sargan (1964), y Davidson et al (1978) han sido Engle y 
Granger (1987) quienes lo han popularizado al demostrar que los sistemas 
formados por variables cointegradas  admiten la llamada representación en 
términos del Mecanismo de Corrección del Error2 . Un modelo MCE  combina  
variables en niveles, que recogen las relaciones de largo plazo sugeridas por la 
                                                 
2
 Esta equivalencia es conocida en la literatura econométrica como Teorema de la Representación de  Granger. 
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teoría económica, junto con las diferencias de dichas variables, que captan los 
desajustes existentes en el corto plazo. De esta forma, los modelos MCE se 
usarán para modelizar tanto la transmisión de la inflación general y la originada 
en el sector agrario, como las relaciones de largo plazo entre las variaciones 
monetarias y los precios agrarios.  
En términos formales, un vector de variables ty  (m1) admite una 
representación MCE si se puede expresar como: 
tt
t
zLA y  1)(   (1) 
Donde  t  es una perturbación multivariante; A(L) es una matriz (m  m) 
polinómica  en el operador de retardos que cumple A(0) = Im y que A(1) tiene 
todos los elementos finitos;  y
t
T
tz  ,   y     0.   
 
En forma de sistema de ecuaciones, para dos variables (m = dinero  y p = 
precio, por ejemplo) con k retardos, en un modelo MCE   cada una de las 
variables en diferencias pueden estar determinadas, por ejemplo, por el vector 

































     (2 a) 
 
Donde el vector (1, -) es común en ambas ecuaciones, los polinomios de 
retardos )(Li  y )(Li  tienen todas sus raíces fuera o sobre el circulo unitario, 
es decir, no son estacionarias, y al menos uno de los coeficientes i (i =1,2), 
conocidos como parámetros de velocidad del ajuste,  es distinto de cero. 
 
En las dos ecuaciones del sistema (4) y (4a) si tp  , tm  son integradas de orden 
1, I (1), todos los términos son estacionarios, excepto los del paréntesis; para 
que estos lo sean las variables tp  y tm  deben estar cointegradas, con 
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coeficiente de cointegración. Si efectivamente lo están, la regresión 
ttt zmp    no es espuria y permite expresar tp    en función de tm  con un 
error estacionario ttt mpz  .  Los términos entre paréntesis, con las variables 
en niveles, recogen la relación de largo plazo  entre ellas (relación de 
cointegración). Este término es el ―corrector del error‖ (también conocido como 
desequilibrio de corto plazo), en el sentido que será distinto de cero  
únicamente cuando haya alejamiento de la situación de equilibrio. Si, por 
ejemplo, en el momento t se da que 0 tt mp  , es decir que tp  está por 
debajo de la relación de equilibrio que mantiene respecto a tm , entonces el 
termino de corrección del error provocará un aumento superior de 1 tp  a fin de 
corregir la brecha en la relación de equilibrio, esto es, la desviación de la 
situación de equilibrio zt-1 se corrige en el siguiente período mediante un ajuste 
hacia dicha relación. Así, el parámetro asociado al término ―corrector del error‖, 
, se denomina velocidad de ajuste  y representa la proporción del desequilibrio 
que se va corrigiendo en cada periodo. El resto de variables son las variables 
en primeras diferencias y sus retardos, y explican la evolución a corto plazo, es 
decir, los cambios de un período respecto al anterior. A partir de   se puede 
determinar el sentido de causación (en el sentido de Granger) entre las 
variables: si ningún i es nulo las variables se causan mutuamente, lo que 
provoca que ninguna de las variables pueda considerarse exógena débil para la 
inferencia sobre los parámetros de la otra; si 2 es nulo, tm causa a tp  , pero no 
lo contrario. 
 
2.2.1. Estimación de Relaciones de Equilibrio de Largo Plazo entre oferta 
monetaria y precios. 
 
Johansen (1988) propone estimar el modelo utilizando la máxima-verosimilitud 
con información completa. El procedimiento parte de la modelación de vectores 
autoregresivos, VAR, sugeridos por Sims (1980), en el que todas las variables 
se consideran endógenas, y cada una de ellas se puede escribir como una 
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función lineal de sus propios valores retrasados y de los valores retrasados de 
todas las demás variables del sistema. Esta propuesta tiene la ventaja, a 
diferencia del método bi-etápico de Engle y Granger, que puede calcular más 
de una relación de cointegración cuando se estima el modelo con más de dos 
variables, como es nuestro caso.  
 
Formalmente, sea un modelo VAR de orden k 
 tktktt yyy    ......11    (3) 
 
Donde y  es un vector columna de orden (m1), m es el número de variables 
del modelo,  Tmttt yyy ),,( 1  . En este modelo las variables son oferta 
monetaria e índice de precios agrarios e industriales a nivel del productor;  i  
son matrices de parámetros  (mm), i = 1,.., k ;  y t es un vector de 
perturbaciones aleatorias distribuidas con media nula. Se asume que las 
perturbaciones están todas, las de una misma ecuación y las de distintas 
ecuaciones, correlacionadas entre si en un mismo instante t, pero 
incorrelacionadas entre ecuaciones en distintos momentos de tiempo. Se 
asume, además, que las perturbaciones de esta matriz de varianzas y 
covarianza  se distribuyen normales. 
 
El modelo (5) puede ser  expresado como3: 















j II mmi ; 
La matriz   de dimensión (mm) contiene la información sobre la relación a 
largo plazo o relaciones de equilibrio entre la variables. El rango de dicha matriz 
define el número de relaciones de cointegración diferentes que existen entre las 
m variables. El rango máximo de la misma es  m-1, de tal forma que: (i) si rg () 
                                                 
3
 Sigo en este punto a Favero (2001, pag 63.) 
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= 0 todos los vectores son linealmente dependientes por lo que no existe 
ninguna relación de cointegración entre las variables; este es el caso en el que 
la no estacionariedad se elimina tomando las variables en primeras diferencias. 
(ii) Si rg () = m, las variables son estacionarias. (iii) Si rg () = 0 < r < m, 
entonces existen r vectores (columnas) linealmente independientes que 
recogen r relaciones de cointegración diferentes. 
En este caso T donde  es una matriz m  r de ponderación y   es 
una matriz de m  r que determina los parámetros de cointegración. Por tanto,  
el rango de la matriz  es crucial en la determinación del número de 
vectores de cointegración.  
 
El procedimiento de Johansen está basado en el hecho que el rango de una 
matriz es igual al número de raíces características diferentes de cero, de aquí 
que la construcción del test es bastante intuitivo. Habiendo obtenido 
estimaciones de los parámetros de la matriz  4 se asocian con las 
estimaciones de las m raíces características ordenadas de mayor a menor 
como sigue: m  21 . Si las variables no están cointegradas entonces el 
rango de  es cero y todas la raíces características son cero. En este caso 
cada una de las expresiones )1ln( i   es igual a cero también. Si el rango de 
 es uno y 10 1   , entonces el 11ln(  ) es negativo y 
0lnlnln 32  m  . Johansen deriva un test del número de raíces 
características diferente de cero considerando los estadísticos de la traza: 
)ˆ1ln()( itraza Tr       (5) 
Y del máximo valor propio: )ˆ1ln()1,( 1.max  rTrr     (5 a), 
 T es el número de observaciones utilizadas para estimar el VAR. El primer 
estadístico  prueba la hipótesis nula que a lo sumo existen ―r‖ relaciones de 
cointegración frente a una alternativa genérica. El test se realiza de forma 
                                                 
4 Véase en Johansen (1988, 1991) el procedimiento de estimación 
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secuencial comenzando  desde la hipótesis nula de la existencia a lo sumo de 
cero vectores de cointegración hasta el caso de a lo sumo ―r‖ vectores, para el 
que ya no se puede rechazar Ho. El segundo estadístico prueba la hipótesis 
nula de a lo sumo r vectores de cointegración  frente a la alternativa de a los 
sumo r+1 vectores de cointegración. Ambos estadísticos son inferiores al valor 
tabulado para aceptar la hipótesis nula. Los valores críticos han sido tabulados 
por Johansen y Juselius (1990) y en Osterwald –Lenun (1992).Tales valores 
están condicionados a dos factores: i) el número de relaciones de 
cointegración,  y ii) los componentes deterministas incluidos en el modelo, los 
cuales pueden aparecer tanto en la parte dinámica del modelo VAR como en 
los vectores de cointegración. 
 
2.2.2. Pruebas sobre los coeficientes de cointegración 
   
Interesa probar la hipótesis de neutralidad monetaria, lo cual implica que el 





 . Es decir, que las 
variaciones de la oferta monetaria se trasmiten de manera total a las 
variaciones de los precios agrarios e industriales. Las filas corresponden a los 
vectores de cointegración y las columnas a las variables: oferta monetaria y 
precios agrarios e industriales.   
 
El  test estadístico Razón de Verosimilitud expresado como )
ˆˆ(2   LR       
contrasta la prueba, con una distribución asintótica 2  se distribuye 
asintóticamente según una   smr 2χ grados de libertad , y donde elog  
de máxima verosimilitud del modelo sin las restricciones, y elog
  de Lmax 
del modelo con las restricciones, distribuido como 





r= numero de vectores de cointegración; m= número de variables; s= el numero 
coeficientes no restringidos. 
 
Interesa probar si existe la posibilidad en la oferta monetaria de la existencia de 
exogeneidad débil, para lo cual se plantea la hipótesis de que el coeficiente de 
ajuste sea cero, dejando que lo demás varíen libremente  





Es decir, que el coeficiente de ajuste de la primera y segunda ecuación es nulo, 
por tanto la variable es exógena. 
El test estadístico relación de verosimilitudes con una distribución 2 (r  (m-k)) 
grados de libertad comprueba si las restricciones son válidas.  
 
La hipótesis conjunta de que la oferta monetaria es neutral y causa a los 











En  resumen, se partió de un modelo VAR para el que es necesario evaluar las 
características estocásticas de sus variables mediante pruebas de raíces 
unitarias; la determinación de la longitud de los retardos de las variables se hizo 
aplicando criterios  estadísticos de Akaike, Schwartz y Hannan Quinn (Judge et 
al,1988:761; Lütkepohl,1993:129-132; 382-384); el supuesto de no 
autocorrelación de los errores y normalidad de los mismos se evaluó mediante 
las pruebas del multiplicador de Lagrange LM y Jarque de Bera en versiones 
multivariadas, respectivamente. Calculadas  el número de relaciones 
cointegrantes se determinó la relación de causalidad entre los precios agrarios 
e industriales y la oferta monetaria (M1 y M3) y se impusieron restricciones 
sobre los coeficientes de los vectores de cointegración y los coeficientes de 
ajuste para probar neutralidad de la oferta monetaria y exogeneidad de la 
misma    
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2.3. Magnitud y respuesta de los precios a los choques monetarios. 
 
2.3.1. Funciones de Impulso-Respuesta Ortogonales (Choleski) 
Para medir la transmisión de  los choques monetarios sobre los precios 
agrarios e industriales, se acude a las funciones de impulso respuesta. . El 
objetivo es el estudio de las interacciones dinámicas de diferentes tipos de 
perturbaciones y controles fortuitos, y de hecho, los usos típicos de esta 
modelación reflejan esta motivación, así mismo se pasará al análisis de las 
funciones impulso-respuesta, a fin de realizar  evaluación de políticas y el  
análisis del poder predictivo del sistema.  
Al observar una función de Impulso-Respuesta, teóricamente se mira que en 
cada ecuación el coeficiente de la propia variable rezagada tendrá una media 
inicial de 1, y todos los demás tendrán una media inicial de 0, con la varianza 
de la variable a priori disminuyendo a medida que aumenta la longitud del 
rezago. Al aumentar la longitud del rezago, disminuye la varianza; es decir, 
cada vez es mayor la certeza de que el coeficiente es cero. Para todos los 
demás coeficientes, dicho valor inicial será de 0 y los valores iniciales de los 
coeficientes rezagados se concentrarás más en torno a cero.   
En este estudio, para evaluar el grado de transmisión de los shock monetarios 
sobre  precios agrarios e industriales    a corto  y a largo plazo, se utilizarán las 
funciones de impulso respuesta generalizadas propuestas por Choleski (1990), 
La descomposición Choleski es extensamente usada, más técnicamente los 
errores son ortogonalizados por una descomposición, así la matriz de 
covarianza resultante es triangular inferior (los elementos por encima de la 
diagonal principal son cero). Cambiando el orden de las ecuaciones, se puede 
cambiar dramáticamente las funciones impulso-respuesta. Seguidamente se 
presenta una ilustración del proceso. 
En un proceso estocástico estacionario con n componentes, donde las 
condiciones de invertibilidad son observadas, puede, de acuerdo con el 
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teorema de Wold, expresarse a través de una representación de medias 
móviles: 
Xt = A0 et  + A1 et-1 + A2 et-2  +… 
Xt = (A0L0 + A1L1 + A2L2 +…) et 
Xt = A (L) et      (6) 
en donde Xt es un vector de n series temporales; Aj son matrices (n×n) de 
parámetros del modelo; A0 = In; y, A(L) es un polinomio matricial infinito en L, 
donde L es un operador de retardo, tal que L0Xt = Xt ; L1Xt = Xt-1 ; ... ; y et-k es 
un vector (n×1) de los errores con k retardos, para k ≥ 0. 
 
En la ecuación (8), et es el error de predicción de un periodo hacia adelante, 
hecho con base en las informaciones disponibles hasta t-1, y está definido por: 
et = Xt - E[Xt / Xt-1 , Xt-2 ... ] 
Los errores de predicción de k periodos al frente están definidos por: 
Et+k = Xt+k - E [Xt+k / Xt, Xt-1,... ], para k = 1, 2, 3, ... (7) 
Si los valores propios de la matriz A corresponden al inverso de las raíces del 
polinomio característico A (L) se situarían dentro del círculo unitario, o sea, 
fuesen todos menores que uno, en módulo, la ecuación (6) podrá expresarse 
en la forma autorregresiva. Multiplicándose los dos lados de la ecuación (6) por 
A (L)-1, obteniéndose:             A(L)-1 Xt = et   (8) 
Es, cuando un modelo de medias móviles puede ser representado en su forma 
autorregresiva, este hecho, implica que la siguiente relación está satisfecha:                   
B (L) A (L)-1 = I. 
 
Después de determinado el orden del VAR (número de retardos p de cada una 
de las variables) y estimada la ecuación, es posible estudiar la respuesta a los 
choques, a través de la función de respuesta al impulso en la representación de 
medias móviles de la ecuación (6), así como la descomposición de la varianza 




La visualización de la elasticidad al impulso respuesta se obtiene expandiendo 
la ecuación (1), de la siguiente forma: 
Xt = A0 et + A1et-1 + A2et-2 + … 
 
Al estimarse los coeficientes en la representación de medias móviles, es 
posible describir la respuesta dinámica de las variables del sistema dada una 
variación en cualquiera de ellas. Con todo, se debe previamente diagonalizar la 
matriz de varianza y covarianza, para que los choques no estén 
contemporáneamente correlacionados y, por tanto, no puedan ocurrir 
simultáneamente con probabilidad no nula. La diagonalización de la matriz  
permite evitar que choques contemporáneos puedan afectar a más de una 
variable, o sea, contaminar todo el sistema. Para eso se utiliza el método de 
descomposición de André-Louis Cholesky basado en Nash (1990). 
 
Partiendo del principio de que la matriz  es no singular, el método de 
descomposición de Cholesky, prueba que existe una matriz G, triangular inferior 
y no singular, tal que    = GG´, en que G´ es la traspuesta de G, y: 
G-1(G´)-1 = I 
 
A continuación se define que t = G
-1 et, o sea E [t ´t] = I, significando que los 
residuos de las estimaciones (et) son combinaciones lineales de las 
innovaciones o choques aleatorios (t) en cada una de las variables del sistema: 
E [t ´t] = E [G
-1 et e´t (G´)
-1] = [G-1(G´)-1] = I 
Pre-multiplicando (1) por G-1, se obtiene: 
G-1B0Xt – G
-1B1Xt-1 – G-
1B2Xt-2 - … - G
-1BpXt-p = H (L) Xt = t (9) 
G-1B (L) Xt = t   (10) 
donde H(L) = G-1B(L) 
en la representación de medias móviles se tiene: 
Xt = P (L)t   (11) 
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donde P(L) = A(L)G. Obsérvese que (12) es una representación en medias 
móviles, visto que t es un ruido blanco. 
 
Por tanto, la ecuación (13) permitirá que se observe el hecho de un choque 
unitario de una desviación típica en apenas una de las variables sobre las 
demás variables del sistema. Si, por ejemplo, ocurre una innovación de una 
desviación típica en la variable i, en t-k, habrá un impacto sobre el vector X, en 
el periodo t, a través de la i-ésima columna de Pk. 
 
Esta representación permite hacer dos importantes observaciones: 
1. Innovaciones en la primera variable (1t) afectan contemporáneamente a las 
variables posteriores, más la primera variable no está afectada 
contemporáneamente por ninguna de las demás. Por tanto, la segunda variable 
va a tener impacto sobre las demás excepto en la primera; la tercera tendrá 
impacto a partir de la tercera y así sucesivamente. 
 
2. El orden por la cual las variables están dispuestas en el sistema afecta a los 
resultados. Según Burgstaller (2002) existen dos proposiciones generales para 
encontrar el orden apropiado: en primer lugar se toman variables cuya 
correlación de los residuos es menor, y en segundo se sitúan, lado a lado, las 
variables con alta correlación de residuos. 
 
La descomposición de Choleski tiene la ventaja de reducir la discrecionalidad 
del investigador. Supone que existe un modelo interpretable abajo que tiene 
una forma recursiva (las variables hasta arriba del triángulo afectan 
contemporáneamente a las otras variables y las variables hasta abajo del 
triángulo afectan sólo a ellas mismas 
 
Sin embargo la descomposición de Choleski impone un orden en la causalidad 
que es arbitrario y requiere validación empírica. Opciones que ante cambios del 
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orden siga los mismos resultados y que la matriz de covarianzas de las 
innovaciones sea triangular. 
2.4. Datos. 
 
Se utilizaron las bases de datos del  Banco de la República.  El indicador de los 
precios Agrarios es el índice de precios al por mayor de los bienes 
agropecuarios (IPPA) y el indicador de los bienes industriales es el índice de 
precios al por mayor de los bienes industriales (IPPI) elaborados por el Banco 
de la República. Los indicadores de la oferta monetaria son M1 y M3 obtenida 
del Banco de la República. 
 
El período de estudios abarca desde marzo de 1982 a diciembre del 2008. La 
periodicidad de los datos es trimestral. Los indicadores M1 y M3 son 
presentados por el Banco de la República en forma semanal. Para formar la 
serie trimestral se tomó el dato de la última semana de cada mes y luego se 
calculó un promedio simple de los tres meses, tanto de M1 como de M3. Dichos 
indicadores están expresados nominalmente  en miles de millones de pesos.  
Tanto M1 como M3 fueron desestacionalizados con el método  X-11. Al igual 
que los índices de IPPA e IPPI, a M1 y M3, fueron transformadas a logaritmo 
natural con el fin de reducir la variación de estos,  homogenizar la varianza 
(LPPA y LPPI), e interpretar los resultados como elasticidades.   
 
Se utilizó el software Econometric Views, versión 6.0, para hacer los cálculos 










3. RESULTADOS Y ANÁLISIS 
 
3.1 Descripción del comportamiento de las variables 
 
Definición, gráficas, y descripción del comportamiento durante el periodo: M1, 




La grafica 1 muestra el comportamiento de las variables M1 y M3 sin logaritmos 
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Gráfica 1.Evolución trimestral de la oferta monetaria en Colombia
M1 Y M3 (miles de millones de pesos corrientes)1982q1:2008q4
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3.1.1.  Estadísticas descriptivas de las variables 
 
Tabla 1.  
 
Estadísticas descriptivas del logaritmo de  precios agrarios al productor, 
precios industriales al Productor  y Oferta Monetaria 
 
  LPPA LPPI LM3         LM1 
 Media 3.720.245 3.798.972 9.730.153 8.411.137 
 Mediana 4.120.887 4.097.389 1.027.457 8.736.929 
 Máximos  5.200.815 5.174.227 1.212.514 1.080.152 
 Mínimos 1.213.773 1.440.943 6.557.962 5.521.633 
 Desviación estándar  1.257.135 1.180.959 1.707.620 1.562.040 
 Sesgos -0.539262 -0.558144 -0.408990      -0.305285 
 Curtosis 1.871.633 1.947.025 1.756.525 1.834.317 
Prueba de normalidad Jarque-Bera 1.096.391 1.059.685 9.968.945 7.792.260 
 Probabilidad 0.004161 0.004999 0.006843  0.020320 
 Suma 4.017.864 4.102.889 1.050.856 9.084.028 
 Suma de las desviaciones al cuadrado 
1.691.016 1.492.292 3.120.084 2.610.768 
 Observaciones 108 108 108 108 
 
Como se puede apreciar, las variables no tienen distribución normal al 5% de 
acuerdo al estadístico de Jaque – Bera. En las gráficas que siguen, construidas 
con datos trimestrales, se puede apreciar que: 
 
El logaritmo  de M1y M3 nominal desestacionalizados muestran un crecimiento 
de los medios de pagos hasta el año 1998, la postura de la política monetaria 
era de proveer la liquidez que fuera necesaria al sistema (Carrasquilla 1998, pg. 
87)  y caen en los años 98 por motivo de la crisis financiera tanto interna como 
internacional que se genera desde ese año. Se aprecia un crecimiento de los 
medios de pagos desde el año 2000. De igual forma se puede apreciar que los 
índices de precios al productor de bienes agrícolas e industriales crecieron más 
rápidamente mostrando unos picos en los años 98 y 99, lo cual puede 
explicarse por la caída que tuvo la producción en ese año la cual fue 
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condicionada tanto por factores financieros como por el fenómeno del niño que 
duplico la inflación de alimentos del 16,4% en diciembre de 1997 a 30% en 
junio de 1998. (Gómez 2006). (Véase Graficas 2 y 3). 
 
   
 
En la gráficas 4 y 5 se puede apreciar  que las variaciones relativas del 
logaritmo  de M1 y M3 nominal desestacionalizado parecen oscilar alrededor de 
una tendencia común, sin embargo sus cambios no ocurren con la misma 
secuencia temporal determinada; los índices de precios agrarios e industriales 
crecen antes que los medios de pagos, otras veces ocurre lo contrario y en 
otras varían sincrónicamente. Así mismo se aprecia que los precios agrarios 
varían en mayor proporción a lo que lo hacen los bienes industriales y en 
algunos casos los medios de pagos M1 y M3 crecen en mayor proporción a los 















82 84 86 88 90 92 94 96 98 00 02 04 06 08
LM1SA LPPA LPPI
Grafica 2.Evolución trimestral de M1 nominal, indice
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Grafica 3. Evolución trimestral de M3 nominal. Indice

























































Resultados muy parecidos se aprecian en Lorente (1990) para el periodo 1951-
1989 
 
3.2. Pruebas de raíces unitarias. 
 
Los resultados de la prueba de raíz unitaria  DFGLS para las primeras 
diferencias de las variables,  se presentan en la tabla 2. Estos resultados 
indican que hay evidencia para rechazar la hipótesis nula de la existencia de 
una raíz unitaria en las primeras diferencias de las variables, ya que el 
estadístico ERS-GLS calculado es mayor en términos absolutos al valor crítico 
al 1% para todas las variables. Esto es, existe una raíz unitaria en las variables 
en niveles pero no en sus primeras diferencias. Por tanto son integradas de 
orden uno, y en sus primeras diferencias se vuelven estacionarias. En términos 
económicos significa que la influencia del valor inicial en las variables y de los 
shocks pasados y presentes son igualmente importantes, teniendo efectos 
permanentes en el nivel de la variable. Así todas las medidas no anticipadas de 
política económica del pasado (Shocks) afectan a la evolución presente y futura 
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Grafica 4. Variación porcentual de log M1 desestacionalizado
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Grafica 5.Variación porcentual de M3 desestacionalizado y












Tabla 2.  
Resultados de la prueba de raíz unitaria, DFGLS destendencializada  para 






Vr crítico al 
5%* 




Lppa -4,93 -3,58 -3,03 -2,74 5 
Lppi -6,04 -3,57 -3,03 -2,74 1 
LM1 nominal 
Desestacionalizado 
-13,49 -3,57 -3,03 -2,74 2 
LM3 nominal 
Desestacionalizado. 
-4,85 -3,57 -3,25 -2,74 1 
*Elliott-Rothenberg-Stock (1996, Tabla 1) 
 
Aunque estas variables en forma individual no permiten hacer predicciones, al 
asociar con otras variables nos permite determinar si estas guardan relaciones 
de largo plazo a través de  la prueba de cointegración. Es decir que podrían 
tener una tendencia común que las une. 
 
3.3 Pruebas de cointegración de los precios agrarios e industriales  
y la oferta monetaria 
 
La tabla 3 muestra los resultados de la prueba de cointegración de Johansen  
entre  el logaritmo de la oferta monetaria M1 y M3 nominal desestacionalizada,  
y  el logaritmo del índice de precios al productor de bienes agrarios y del índice 
de precios al productor de bienes industriales en Colombia. Tanto el estadístico 
de la traza como el del máximo valor propio indican que hay evidencias para 
rechazar la hipótesis de la no existencia de ningún vector de cointegración ya 
que los valores calculados de ambos estadísticos son superiores a los valores 
críticos tabulados al 5%. Pero no se puede rechazar la hipótesis de la 
existencia de un vector de cointegración ya que los valores calculados de los 
estadísticos son menores que los valores críticos. Por tanto podemos concluir 
que las variables analizadas están  cointegradas, lo cual implica que  existe una 
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relación de equilibrio de largo plazo entre los índices de  precios al productor de 
bienes agrícolas e índice de precios al productor de bienes industriales en 
Colombia y las variables monetarias M1 y M3. 
 
Tabla. 3.   
Resultados de las pruebas de cointegración entre el logaritmo de M1 
nominal desestacionalizado, LM1SA, logaritmo del índice del precios al 
productor de bienes agrarios  LPPA, y el logaritmo del índice de precios al 











al 5% para 
estadístico 
de la traza 












Ninguna 43,81 31,09 35,19 22,30 0,005 0,002 
A lo sumo 1 12,72 7,54 20,26 15,89 0,39 0,60 
A lo sumo 2 5,18 5,18 9,16 9,16 0,26 0,26 
Trace test indicates 1 cointegrating eqn(s) at the 0.05 level     
 * denotes rejection of the hypothesis at the 0.05 level     
 **MacKinnon-Haug-Michelis (1999) p-values     
 
Tabla. 3.1  
Resultados de las pruebas de cointegración entre el logaritmo de M3 
nominal desestacionalizado, LM3SA, logaritmo del índice del precios al 
productor de bienes agrarios  LPPA, y el logaritmo del índice de precios al 












al 5% para 
estadístico 
de la traza 












Ninguno 35,69 17,39 35,19 22,30 0,04 0,21 
A lo sumo 1 18,30 12,50 20,26 15,90 0,09 0,16 
A lo sumo 2 5,80 5,80 9,16 9,16 0,21 0,20 
Trace test indicates 1 cointegrating eqn(s) at the 0.05 level     
 * denotes rejection of the hypothesis at the 0.05 level     
 **MacKinnon-Haug-Michelis (1999) p-values  
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La prueba de cointegración de los precios con LM1 se realizo sobre un VAR sin 
restricciones con tres variables endógenas (LM1SA, LPPA, LPPI), retardadas 
en cinco trimestres  óptimos de acuerdo al criterio de Akaike y Hannan-Quinn, y 
una variable exógena que es un intercepto (C). Para el caso de LM3 la prueba 
de cointegración se realizo sobre un VAR con tres variables endógenas 
(LM3SA, LPPA, LPPI), retardadas en seis trimestres  óptimos de acuerdo al 
criterio de Akaike y Hannan-Quinn, y una variable exógena que es un intercepto 
(C). 
 
A los residuos de los  vectores autoregresivos, VAR, se le aplicó la prueba del 
multiplicador de Lagrange (LM), para probar la autocorrelación, la prueba de 
White de homocedasticidad y la  prueba de normalidad  Jarque –Bera en 
versión multivariadas. Los resultados se muestran en el anexo 1 Y 2  
 
Las ecuaciones  de cointegración multivariadas  𝛽𝑇  obtenida, normalizada con  
M1, y M3 son las siguientes:  
430109,4866701,3147335,51  LppaLppisaLm  
31075,1188311,3272759,333  LppaLppisaLm   
 
Esta relación de cointegración entre dinero y precios en Colombia ha sido 
evidenciada, entre otros, por Lorente, (1990) con índice de precios al 
consumidor;  Ramírez, (1991) y Jaramillo (1999) con inflación básica; 
Robertson y Orden Para Nueva Zelanda, (1990). 
 
Para probar neutralidad y exogeneidad de la oferta monetaria sobre los precios 
agrarios e industriales se impusieron restricciones sobre los coeficientes del 
vector cointegración 𝛽𝑇y sobre la matriz de coeficientes de ajuste     




  , para ambos 
modelos, en donde la columna uno  representa  el coeficiente que toma la 
variable  M1 o M3; la columna dos corresponde al valor de la variable precios 
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industriales; la tres el coeficiente de precios agrarios y el asterisco, que varía 
libremente es el coeficiente de la constante.  
 
En la matriz  , el cero corresponde al valor que toma el coeficiente de ajuste 
de M1 o de M3 dependiendo del modelo, y los asteriscos el coeficiente de 
ajuste de los precios industriales y agrarios respectivamente 
 
Los resultados de la prueba relación de verosimilitud se muestran de la 
siguiente manera en la tabla 4 y  en el anexo 1.9  
 
Como puede verse para el modelo con M1 se rechaza la hipótesis de 
neutralidad monetaria y exogeneidad débil  de la oferta  monetaria al 1% de 
significación con  3 grados de libertad. O sea, los datos analizados no aceptan 
la estructura  propuesta para el vector de cointegración y el coeficiente de 
ajuste, por ende se adoptará el modelo sin restricciones. Tabla 4.1.  
Coeficientes de ajuste del modelo M1 
 
Tabla 4. 
Prueba de neutralidad del dinero M1 
Chi-square(3)   25.47850 
Probability   0.000012 
Cointegrating Eq:  CointEq1   
LM1SA(-1)   -1.000.000 
LPPI(-1)   1.000.000 
LPPA(-1)   1.000.000 
C 
  -0.080750 
   (0.78480) 







Tabla 4.1.   
Vector corrector del error 









t estadístico entre paréntesis 
 
La relación de causalidad a lo Granger, medida por la significancia del 
coeficiente de ajuste, señala que  en el modelo oferta monetaria (M1) los 
precios agrarios e industriales, los precios industriales y los precios agrarios 
son exógenos, ya que no son significativos. Es decir, estos evolucionan de 
manera independiente y la variable de ajuste es la oferta monetaria 
 
Los resultados para el modelo con M3. Se muestran en la tabla 5 y en el anexo 
2.9 Como se observa, los datos aceptan la hipótesis de neutralidad y la 
exogeneidad débil de la oferta monetaria a un nivel de significancia del 4% con 
tres grados de libertad. Es decir, un aumento del 1% en la oferta monetaria, 
medida por M3, se traduce en un aumento del 1% en los precios agrarios e 
industriales mayoristas. Y la oferta monetaria evoluciona independientemente. 
 
Tabla 5.   















Tabla 5.1.   
Coeficiente de ajuste Vector de cointegración con restricciones para M3 
 
Error Correction: D(LM3SA) D(LPPI) D(LPPA) 
CointEq1 
0.000000 -0.007863 0.000678 
(0.00000) (0.00297) (0.00672) 
[ NA] [-2.64391] [ 0.10086] 
t estadístico entre paréntesis 
 
Como quiera que se acepta el modelo con M3 con restricciones, se adopta para 
el cálculo de las funciones de impulso respuesta 
 
3.4 Funciones de Impulso respuesta 
 
Dado este orden de causalidad de las variables, se estimaron las funciones de 
impulso respuestas de Cholesky según el orden siguiente: para el modelo con 
M1: Lppi,  Lppa,  LM1sa;  y  para el modelo con M3: LM3sa Lppi, lppa.  
 
Esta función es simplemente la representación de medias móviles asociada con 
el modelo estimado y explica la respuesta del sistema a shocks en los 
componentes del vector de perturbaciones. La función impulso-respuesta traza 
la respuesta de las variables endógenas en el sistema ante un shock en los 
errores. Un cambio en ε1 cambiaría inmediatamente el valor de Y. Ello además 
cambiaría todos los valores futuros de las demás variables endógenas del 
sistema, debido a la estructura dinámica del sistema.   
 
En una  función impulso-respuesta, separa los determinantes de las variables 
endógenas dentro de los shocks o identifica innovaciones con variables 
específicas. Entonces, traza el efecto corriente y valores futuros de las 
variables endógenas ante un ―shock‖ de una desviación estándar a las 




Más técnicamente los errores son ortogonalizados por una descomposición 
Choleski, así la matriz de covarianza resultante es triangular inferior (los 
elementos por encima de la diagonal principal son cero). La descomposición 
Choleski  es extensamente usada, es un método un poco arbitrario de 
atribución de efectos comunes. Cambiando el orden de las ecuaciones, se 
puede cambiar dramáticamente las funciones impulso-respuesta.  
 
Como existe cointegración entre las variables analizadas LM1sa, LM3sa y los 
precios tanto agrícolas como industriales, se estimo un modelo VEC que 
guarda todas las propiedades de un VAR, pero incluye la restricción de largo 
plazo. Para estimar este modelo se toma la primera diferencia de cada serie, 
que se corre contra la constante, el residuo (término de corrección de errores 
de la regresión de cointegración, rezagados un periodo) y contra 10 rezagos 
tanto para LM1sa como para LM3sa de la primera diferencia de cada serie.  
 
El resultado es un modelo de simulación que permite examinar cómo responde 
el sistema a cambios imprevistos en las variables del modelo. Para estudiar 
estas respuestas, se supone que en un momento cero (t = 0) ocurre un cambio 
en las variables explicatorias, y no se presenta ninguna nueva perturbación 
exógena en periodos posteriores. Para normalizar este efecto se supone que 
este shock es una desviación estándar de la serie. 
 
i. Respuesta de los precios agrarios e industriales ante shocks en la 
oferta monetaria M3. 
 
En el periodo t = 0 ocurre una innovación en M3 equivalente al 1,8%, los 
precios agrarios responden rápida y positivamente ante el cambio monetario, 
creciendo en el corto plazo 1,4% en los cuatro primeros trimestres, 
posteriormente este efecto se revierte (los precios caen 0,5%) en los tres 
trimestres seguidos, esto puede ser explicado por la inflexibilidad de la oferta 
agraria en el corto plazo (Londoño, 1985), ante aumentos en la cantidad de 
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dinero, los agricultores se ajustan vía aumentos de precios elevando su nivel. 
Este efecto e amortiguado en el largo plazo, ya que los productores han tenido 
tiempo de ajustar su oferta; la serie crece al final del periodo 24 un 4,6%.  En el 
largo plazo se observa un incremento permanente de los precios  agrarios 
hasta el periodo t = 24 cercano al 59%. (Ver graficas 6g, 7c y tablas en el anexo 
No 2.10 y 2.11). 
 
Una innovación del 1,8% en M3 genera en los precios industriales un efecto 
inverso en el corto plazo, presentando una caída de estos de aproximadamente 
el 0.17% en los primeros siete trimestres, luego crecen constante y 
positivamente un 2,1% hasta el trimestre 24. En el largo plazo el efecto es el 
mismo, los precios industriales al por mayor muestran una caída del 1,8% hasta 
el trimestre 7 y luego crecen hasta alcanzar un crecimiento permanente del 
15,4% (Ver graficas 6d, 7b y tablas en el anexo No. 2.10 y 2.11). 
 
Se puede observar que ante shock de la oferta monetaria M3 en el corto plazo, 
los precios agrarios presentan crecimientos mientras que los precios 
industriales reaccionan en forma opuesta. Esta situación puede ser explicada 
por la a mayor flexibilidad en la oferta industrial, (tiene precios fijos) que permite 
ajustes en el corto plazo vía cantidad y no solo por precios como ocurre con los 
productos agrarios. 
 
Por tanto, a la luz de los datos aquí analizados, se puede concluir que un 
cambio monetario tiene un efecto fuerte al aumentar los niveles de los precios 
agrarios en forma significativa, el sector agrario es precio flexible, en el sentido 
que shock en la oferta monetaria son respondidos con variaciones inmediatas 
de los precios, los cuales por las rigideces de la oferta no se ajustan 
inmediatamente, generando inflación. El sector industrial, mientras tanto, es 
precio fijo, en el sentido que aumentos de los precios provocados por aumentos 
en M3, la oferta responde con aumentos en el corto plazo, lo cual neutraliza o 
minimiza las presiones inflacionarias por los efectos del crecimiento de M3. En 
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el largo plazo para las dos series los precios responden en forma similar ante el 
shock. 
 
ii. Respuesta de la oferta monetaria M3, ante shock en los precios 
agrarios e industriales. 
 
En el periodo t = 0 ocurre una innovación del 3,3% en los precios agrarios, se 
observa un rezago en el primer periodo, luego los medios de pago M3 crecen 
suave y positivamente hasta un 0,4% durante toda la serie. En el largo plazo 
M3 muestra igualmente un rezago de un trimestre y luego un crecimiento 
moderado durante toda la serie muy cercano al 7%. (Ver graficas 6b y 7a y 
tablas anexo 2.10 y 2.11). 
 
Si la innovación ocurre en los precios industriales del orden del 1,5%, se 
aprecia un rezago en el primer trimestre, luego una caída suave pero 
permanente en los medios de pagos M3 de una magnitud cercana al  0.2% y 
crecen positivamente hasta el final de la serie  un 1%. En el largo plazo el 
efecto es el mismo, un rezago en el primer trimestre, luego una caída suave 
durante los seis periodos siguientes de la serie cercanos al 0,7% y un 
crecimiento hasta el final de la serie del 9% de los medios de pagos M3. Esta 
situación se debe a una respuesta de las autoridades monetarias de controlar la 
cantidad de dinero ante un incremento en los precios. (Ver graficas 6c y 7a y 
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iii. Respuesta de los precios agrarios e industriales ante shocks en la 
oferta monetaria M1. 
 
Una innovación del 2,6% en el periodo t = 0, en la serie de M1, la serie de 
precios agrarios responde rápida pero negativamente en los primeros tres 
periodos ante el cambio monetario, cayendo un 0,2% en el corto plazo, 
posteriormente los precios agrarios crecen en forma constante hasta el final de 
la serie hasta un 2,3%. En el largo plazo se muestra un incremento moderado 
durante todos los 24 trimestres alcanzando los precios agrarios incrementos del 
28,8% ante innovaciones en los medios de pagos. (Ver graficas 8i, 9c y tablas 
en el anexo No. 1.10 y 1.11). 
   
Una  innovación del 2.6% en los medios de pagos M1, produce un crecimiento 
suave, positivo y permanente en los precios industriales un poco más alto al 
impacto del shock 3%. En el largo plazo se evidencia un crecimiento mayor en 
los precios industriales hasta del 42%, mostrando una transmisión de 16 veces 
mayor al shock. (Ver graficas 8f, 9b y tablas en el anexo No. 1.10 y 1.11).  
 
iv. Respuesta de LM1sa ante un shock en los precios agrarios e 
industriales. 
 
Una innovación en la serie de los precios agrarios del orden del 3,3%, trae 
como efecto inmediato una caída considerable en la tasa de crecimiento de la 
serie de medios de pago M1 con un rezago de un periodo, presentando una 
disminución permanente del 4,4%. Esto sugiere, que como respuesta al 
aumento de los precios agrarios, las autoridades monetarias restringen la 
cantidad de efectivo en manos del público para evitar presiones inflacionarias. 
En el largo plazo se observa un efecto igual, los medios de pagos caen 
vertiginosamente con un periodo de rezago hasta alcanzar disminuciones 
permanentes hasta del 74% en el trimestre 24. (Ver graficas 8b, 9a y tablas en 





En el periodo t = 0, se produce una innovación en los precios industriales del 
1,5%, se observa que los medios de pagos M1 no reaccionan en forma 
inmediata presentando un rezago de un periodo. En el trimestre dos comienzan 
a caer lentamente hasta el cuarto  trimestre 0,35%, luego suben en forma 
constante desde el trimestre 5 alcanzando un incremento cercano al 6% en 
toda la serie. En el largo plazo se evidencia igualmente una caída con un 
periodo de rezago hasta el trimestre 6, seguidamente los medios de pagos 
suben hasta alcanzar niveles de crecimiento del 52% en el trimestre 24. Esta 
situación se debe igualmente a la respuesta de las autoridades monetarias de 
controlar la cantidad de dinero ante incrementos en los precios industriales. 
 
En síntesis, se tiene que la respuesta de M1 es mayor y más rápida ante las 
innovaciones de los precios agrícolas que ante las innovaciones en los precios 
industriales. Esto sugiere que las autoridades monetarias actúan más 
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Grafica 9. Respuestas a largo plazo de los precios
 agrarios e industriales a impactos monetarios en M1
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Apoyado en el análisis de la series de tiempo realizado, se pueden destacar 
varias conclusiones sobre los impactos de la oferta monetaria M1 y M3 sobre 
los precios agrarios e industriales al por mayor en Colombia en el periodo 1982 
– 2008, lo cual arroja luces sobre los diferentes escenarios analizados entre 
política monetaria y precios industriales y agrarios y entre las relaciones entre 
macroeconomía y agricultura en Colombia. 
 
Los impactos entre dinero y precios agrarios e industriales son distintos para 
cada agregado monetario, sin embargo se muestra que existe una influencia 
importante de los cambios en la cantidad de dinero sobre estos precios. Se 
puede observar que los precios agrarios presentan un crecimiento mayor que 
los precios industriales, en el corto plazo ante innovaciones monetarias en M3. 
Esta situación puede ser explicada por la  mayor flexibilidad en la oferta 
industrial, que permite ajustes en el corto plazo vía cantidad y no solo por 
precios como ocurre con los productos agrarios.  
 
Se puede concluir que el sector agrario es precio flexible, en el sentido que 
shock en la oferta monetaria son respondidos con variaciones inmediatas de los 
precios, los cuales por las rigideces de la oferta no se ajustan inmediatamente, 
generando inflación. El sector industrial, mientras tanto, es precio fijo, en el 
sentido que aumentos de los precios provocados por aumentos en la cantidad 
de dinero, la oferta responde con aumentos en el corto plazo, lo cual neutraliza 
o minimiza las presiones inflacionarias por los efectos del crecimiento M1 y M3. 
 
Así mismo se encuentran rezagos en los efectos de la política monetaria. Los 
precios no responden en forma inmediata ante las innovaciones en moneda, 




Se evidencia así mismo la existencia de una relación de equilibrio de largo 
plazo entre los índices de  precios al productor de bienes agrarios e índice de 
precios al productor de bienes industriales en Colombia y las variables 
monetarias M1 y M3. Sin embargo estas relaciones difieren dependiendo del 
agregado monetario que se utilice ya sea M1 o M3.  
 
Como puede verse, la relación de causalidad a lo Granger, medida por la 
significancia del coeficiente de ajuste, señala que  en el modelo oferta 
monetaria (M1 y M3) y los precios agrarios e industriales, cabe la posibilidad de 
la existencia de exogeneidad débil de los precios, ya que estos no son 
significativos. Es decir, estos evolucionan de manera independiente y la 
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1.1. RESPUESTAS DE CORTO PLAZO DE LAS VARIABLES LM1SA, LPPA 
y LPPI ANTE SHOCK IGUAL A LA DESVIACIÓN ESTANDAR 
 
Response of LM1SA: 
Period LPPI LPPA LM1SA 
 1  0.000000  0.000000  0.026345 
 2 -0.001519 -0.003474  0.024023 
 3 -0.003491 -0.002376  0.028536 
 4 -0.003493 -0.007202  0.023949 
 5 -0.002617 -0.011298  0.019068 
 6 -0.000898 -0.018249  0.017803 
 7  0.000980 -0.023258  0.016182 
 8  0.004140 -0.027588  0.017486 
 9  0.007170 -0.030650  0.017800 
 10  0.010205 -0.033228  0.018654 
 11  0.013018 -0.035269  0.019353 
 12  0.016634 -0.037016  0.019971 
 13  0.020187 -0.038396  0.020722 
 14  0.023760 -0.039691  0.021506 
 15  0.027086 -0.040653  0.022597 
 16  0.030898 -0.041493  0.023707 
 17  0.034602 -0.042048  0.024841 
 18  0.038294 -0.042601  0.025974 
 19  0.041737 -0.042978  0.027184 
 20  0.045486 -0.043346  0.028390 
 21  0.049137 -0.043573  0.029578 
 22  0.052787 -0.043839  0.030756 
 23  0.056224 -0.044010  0.031985 
 24  0.059853 -0.044199  0.033204 
 
    
    





Response of LPPI: 
 Period LPPI LPPA LM1SA 
 1  0.014952  0.000000  0.001707 
 2  0.017012  0.001336  0.002337 
 3  0.018753  0.000784  0.004580 
 4  0.018699  0.002878  0.008576 
 5  0.029327  0.003282  0.009235 
 6  0.031477  0.005342  0.010132 
 7  0.033823  0.004350  0.010969 
 8  0.034047  0.005738  0.013434 
 9  0.042148  0.005389  0.014357 
 10  0.044551  0.006745  0.015146 
 11  0.047359  0.005802  0.016149 
 12  0.047985  0.006702  0.018077 
 13  0.054339  0.006281  0.019067 
 14  0.056832  0.007206  0.019883 
 15  0.059856  0.006427  0.020747 
 16  0.060884  0.007002  0.022328 
 17  0.066057  0.006570  0.023296 
 18  0.068580  0.007209  0.024171 
 19  0.071674  0.006592  0.025001 
 20  0.073038  0.006986  0.026360 
 21  0.077388  0.006603  0.027312 
 22  0.079893  0.007058  0.028209 
 23  0.082956  0.006582  0.029024 



































Response of LPPA: 
Period LPPI LPPA LM1SA 
1 0.010337 0.032061 0.002515 
2 0.015179 0.031782 0.000210 
3 0.009492 0.029302 -0.002725 
4 0.009139 0.024797 0.005679 
5 0.019347 0.028213 0.005909 
6 0.025358 0.029049 0.006745 
7 0.022075 0.027561 0.006061 
8 0.021685 0.025928 0.008520 
9 0.029486 0.025667 0.009406 
10 0.035470 0.025391 0.008881 
11 0.034904 0.024219 0.009594 
12 0.035395 0.023274 0.011601 
13 0.041408 0.023161 0.012961 
14 0.046778 0.023086 0.013123 
15 0.047722 0.022489 0.013840 
16 0.048860 0.021966 0.015528 
17 0.053661 0.021929 0.016808 
18 0.058409 0.021948 0.017319 
19 0.060225 0.021611 0.018106 
20 0.061834 0.021296 0.019563 
21 0.065832 0.021287 0.020815 
22 0.070028 0.021341 0.021519 
23 0.072307 0.021152 0.022344 




1.2. RESPUESTAS ACUMILADAS DE LARGO PLAZO DE LAS VARIABLES 
LM1SA, LPPA y LPPI ANTE SHOCK IGUAL A LA DESVIACIÓN 
ESTANDAR 
 
Accumulated Response of LM1SA: 
 Period LPPI LPPA LM1SA 
 1  0.000000  0.000000  0.026345 
 2 -0.001519 -0.003474  0.050367 
 3 -0.005010 -0.005849  0.078903 
 4 -0.008503 -0.013051  0.102852 
 5 -0.011121 -0.024349  0.121920 
 6 -0.012018 -0.042598  0.139723 
 7 -0.011038 -0.065856  0.155905 
 8 -0.006899 -0.093444  0.173391 
 9  0.000272 -0.124094  0.191191 
 10  0.010476 -0.157323  0.209845 
 11  0.023494 -0.192592  0.229197 
 12  0.040128 -0.229608  0.249168 
 13  0.060315 -0.268004  0.269890 
 14  0.084075 -0.307695  0.291396 
 15  0.111161 -0.348348  0.313993 
 16  0.142059 -0.389841  0.337700 
 17  0.176661 -0.431889  0.362541 
 18  0.214955 -0.474490  0.388516 
 19  0.256691 -0.517469  0.415700 
 20  0.302177 -0.560815  0.444090 
 21  0.351314 -0.604388  0.473668 
 22  0.404101 -0.648227  0.504424 
 23  0.460325 -0.692237  0.536409 
 24  0.520178 -0.736436  0.569613 




   





Accumulated Response of LPPA: 
 Period LPPI LPPA LM1SA 
 1  0.010337  0.032061  0.002515 
 2  0.025516  0.063843  0.002726 
 3  0.035008  0.093145  8.55E-07 
 4  0.044147  0.117942  0.005680 
 5  0.063494  0.146155  0.011589 
 6  0.088853  0.175205  0.018335 
 7  0.110928  0.202766  0.024395 
 8  0.132613  0.228694  0.032915 
 9  0.162099  0.254360  0.042322 
 10  0.197569  0.279751  0.051202 
 11  0.232473  0.303970  0.060796 
 12  0.267868  0.327245  0.072397 
 13  0.309276  0.350406  0.085358 
 14  0.356054  0.373492  0.098481 
 15  0.403776  0.395981  0.112321 
 16  0.452635  0.417946  0.127849 
 17  0.506297  0.439876  0.144657 
 18  0.564705  0.461823  0.161976 
 19  0.624930  0.483434  0.180082 
 20  0.686764  0.504730  0.199645 
 21  0.752596  0.526017  0.220460 
 22  0.822624  0.547357  0.241979 
 23  0.894931  0.568509  0.264324 



































Accumulated Response of LPPI: 
 Period LPPI LPPA LM1SA 
 1  0.014952  0.000000  0.001707 
 2  0.031964  0.001336  0.004044 
 3  0.050717  0.002120  0.008624 
 4  0.069416  0.004998  0.017200 
 5  0.098742  0.008280  0.026435 
 6  0.130219  0.013623  0.036567 
 7  0.164042  0.017972  0.047536 
 8  0.198089  0.023710  0.060970 
 9  0.240237  0.029099  0.075326 
 10  0.284788  0.035844  0.090472 
 11  0.332146  0.041646  0.106621 
 12  0.380131  0.048348  0.124698 
 13  0.434470  0.054629  0.143765 
 14  0.491302  0.061835  0.163648 
 15  0.551158  0.068262  0.184394 
 16  0.612042  0.075264  0.206723 
 17  0.678099  0.081834  0.230018 
 18  0.746680  0.089043  0.254189 
 19  0.818353  0.095635  0.279190 
 20  0.891391  0.102621  0.305550 
 21  0.968779  0.109224  0.332862 
 22  1.048672  0.116282  0.361071 
 23  1.131628  0.122864  0.390095 





2.1. RESPUESTAS DE CORTO PLAZO DE LAS VARIABLES LM3SA, 
LPPA y LPPI ANTE SHOCK IGUAL A LA DESVIACIÓN ESTANDAR 
 
 
Response of LM3SA: 
Period LM3SA LPPA LPPI 
 1  0.019423  0.000000  0.000000 
 2  0.026090  0.000430 -0.001389 
 3  0.034279  0.001365 -0.001989 
 4  0.037791  0.002228 -0.001754 
 5  0.039728  0.002419 -0.001353 
 6  0.047297  0.001773 -0.000527 
 7  0.051556  0.001713 -0.000287 
 8  0.057329  0.001860  0.000665 
 9  0.060821  0.002401  0.001328 
 10  0.063737  0.002712  0.002120 
 11  0.067991  0.002977  0.002840 
 12  0.071196  0.003056  0.003760 
 13  0.075151  0.003178  0.004514 
 14  0.078208  0.003257  0.005215 
 15  0.081011  0.003457  0.005799 
 16  0.083950  0.003548  0.006638 
 17  0.086523  0.003698  0.007229 
 18  0.089410  0.003723  0.007842 
 19  0.091947  0.003847  0.008275 
 20  0.094364  0.003893  0.008881 
 21  0.096708  0.003990  0.009304 
 22  0.098898  0.003991  0.009731 
 23  0.101146  0.004046  0.010035 
 24  0.103223  0.004043  0.010448 







Response of LPPI: 
 Period LM3SA LPPA LPPI 
 1 -0.000269  0.000000  0.014257 
 2 -0.003772  0.001398  0.017316 
 3 -0.003040  0.000263  0.018429 
 4 -0.002854  0.001228  0.017421 
 5 -0.003385  0.001207  0.026367 
 6 -0.002871  0.002196  0.026814 
 7 -0.001737  0.000492  0.026477 
 8  0.000122  0.001294  0.024428 
 9  0.000322  0.000822  0.029972 
 10  0.000918  0.001526  0.029046 
 11  0.002875 -0.000102  0.028339 
 12  0.004610  0.000615  0.026021 
 13  0.005729 -5.35E-05 0.029605 
 14  0.006683  0.000509  0.028091 
 15  0.008513 -0.000889  0.027321 
 16  0.010311 -0.000317  0.025133 
 17  0.011448 -0.001048  0.027486 
 18  0.012702 -0.000631  0.025833 
 19  0.014404 -0.001815  0.025147 
 20  0.016049 -0.001355  0.023191 
 21  0.017248 -0.002051  0.024763 
 22  0.018465 -0.001724  0.023148 
 23  0.020066 -0.002723  0.022591 






































Response of LPPA: 
 Period LM3SA LPPA LPPI 
 1  0.006247  0.030029  0.011636 
 2  0.006308  0.029127  0.017907 
 3  0.010532  0.023984  0.014274 
 4  0.016585  0.017830  0.011544 
 5  0.013926  0.021359  0.020667 
 6  0.011531  0.016807  0.025965 
 7  0.012013  0.017325  0.022364 
 8  0.015935  0.018039  0.020561 
 9  0.017968  0.021193  0.026953 
 10  0.018913  0.020277  0.029209 
 11  0.021864  0.020185  0.025467 
 12  0.024082  0.019452  0.023830 
 13  0.024938  0.019983  0.028122 
 14  0.025915  0.019290  0.029285 
 15  0.028186  0.018922  0.026394 
 16  0.030692  0.018733  0.025180 
 17  0.031795  0.019327  0.027932 
 18  0.033004  0.019172  0.028340 
 19  0.035083  0.018692  0.026063 
 20  0.037135  0.018468  0.025059 
 21  0.038392  0.018646  0.026844 
 22  0.039530  0.018471  0.026867 
 23  0.041327  0.018013  0.025114 
 24  0.043077  0.017910  0.024300 




2.2. RESPUESTAS ACUMILADAS DE LARGO PLAZO DE LAS 
VARIABLES LM3SA, LPPA y LPPI ANTE SHOCK IGUAL A LA 
DESVIACIÓN ESTANDAR 
      
Accumulated Response of LM3SA: 
 Period LM3SA LPPA LPPI 
 1  0.019423  0.000000  0.000000 
 2  0.045513  0.000430 -0.001389 
 3  0.079793  0.001795 -0.003378 
 4  0.117584  0.004023 -0.005132 
 5  0.157312  0.006441 -0.006485 
 6  0.204608  0.008214 -0.007012 
 7  0.256164  0.009927 -0.007299 
 8  0.313494  0.011787 -0.006633 
 9  0.374315  0.014188 -0.005305 
 10  0.438052  0.016900 -0.003185 
 11  0.506042  0.019877 -0.000345 
 12  0.577239  0.022933  0.003415 
 13  0.652390  0.026111  0.007929 
 14  0.730598  0.029368  0.013144 
 15  0.811609  0.032825  0.018943 
 16  0.895560  0.036373  0.025582 
 17  0.982082  0.040071  0.032811 
 18  1.071493  0.043794  0.040653 
 19  1.163439  0.047641  0.048928 
 20  1.257804  0.051534  0.057810 
 21  1.354512  0.055524  0.067114 
 22  1.453410  0.059515  0.076844 
 23  1.554556  0.063561  0.086880 






























Accumulated Response of LPPI: 
 Period LM3SA LPPA LPPI 
 1 -0.000269  0.000000  0.014257 
 2 -0.004041  0.001398  0.031573 
 3 -0.007081  0.001661  0.050002 
 4 -0.009936  0.002889  0.067423 
 5 -0.013321  0.004096  0.093790 
 6 -0.016192  0.006292  0.120604 
 7 -0.017929  0.006784  0.147080 
 8 -0.017807  0.008079  0.171508 
 9 -0.017485  0.008901  0.201480 
 10 -0.016567  0.010427  0.230525 
 11 -0.013692  0.010324  0.258864 
 12 -0.009082  0.010940  0.284886 
 13 -0.003353  0.010886  0.314491 
 14  0.003329  0.011395  0.342582 
 15  0.011842  0.010505  0.369903 
 16  0.022153  0.010188  0.395036 
 17  0.033601  0.009141  0.422522 
 18  0.046303  0.008510  0.448355 
 19  0.060707  0.006695  0.473502 
 20  0.076755  0.005340  0.496693 
 21  0.094003  0.003288  0.521456 
 22  0.112468  0.001564  0.544604 
 23  0.132534 -0.001159  0.567195 
 24  0.154077 -0.003522  0.588080 
Accumulated Response of LPPA: 
 Period LM3SA LPPA LPPI 
 1  0.006247  0.030029  0.011636 
 2  0.012555  0.059156  0.029542 
 3  0.023087  0.083139  0.043816 
 4  0.039673  0.100970  0.055360 
 5  0.053598  0.122328  0.076026 
 6  0.065130  0.139135  0.101992 
 7  0.077143  0.156461  0.124355 
 8  0.093078  0.174499  0.144917 
 9  0.111045  0.195692  0.171870 
 10  0.129958  0.215969  0.201079 
 11  0.151822  0.236154  0.226545 
 12  0.175904  0.255606  0.250376 
 13  0.200841  0.275589  0.278498 
 14  0.226756  0.294879  0.307783 
 15  0.254942  0.313801  0.334177 
 16  0.285634  0.332534  0.359356 
 17  0.317429  0.351862  0.387288 
 18  0.350433  0.371034  0.415629 
 19  0.385516  0.389725  0.441691 
 20  0.422651  0.408194  0.466751 
 21  0.461042  0.426840  0.493595 
 22  0.500572  0.445311  0.520462 
 23  0.541900  0.463325  0.545576 
 24  0.584976  0.481234  0.569876 
