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A certain convergence notion for extended real-valued functions, which has been 
studied by a number of authors in various applied contexts since the latter 1960s is 
examined here in relation to abstract optimization problems in normed linear 
spaces. The main facts concerning behavior of the optimal values, the optimal 
solution sets and the a-optimal solution sets corresponding to “convergent” 
sequences of such problems are developed. General linear perturbations are incor- 
porated explicitly into the problems of the sequence, lending a stability-theoretic 
character to the results. Most of the results apply to nonconvex minimization. 
1. INTRODUCTION 
This paper treats “convergent” sequences of implicitly constrained, 
linearly perturbed optimization problems of the form 
P(u): minimize J(x) - (x, v) over x E X. (1.1) 
We assume f: X + [-co, + co ] and that X is a real normed linear space with 
topological dual V. We write (x, u) to denote the value of v E V at x E X. 
Our objective is to examine the behavior of the optimal value of P(u), 
o(u) = i;f{ f(x) - (x, u)}, (1.2) 
and for E E [0, +co) the sets of e-optimal solutions of P(v), 
a(& E) = {x E X/f(x) - (x, u) < E + w(u)), (1.3) 
as the problem elements f and v are allowed to range over convergent 
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sequences and E tends toward zero. We regard all problem constraints as 
being embodied in f; via the use of the possible function value +oo. 
Other work involving approximating sequences of optimization or 
variational problems, carried out in a spirit roughly similar to that followed 
here, can be found, for example, in Refs. [3-9, 13, 15-20, 24-27, 29-3 1, 
34-37, 41, 44-46, 48491. In these sources one can find many further 
references to related work in a wide variety of areas of application, including 
approximation, nonlinear programming, stochastic optimization, control 
theory. free boundary problems, evolution equations, variational problems 
with obstacles, and others. 
The various sequences involved will be indexed with the subscript a, 
ranging over the values 1. 2,... co. The convergence z’, + U, considered here 
with regard to problem P(o) will usually be in the strong (i.e., norm) 
topology on V, although certain refinements will involve merely weak or 
weak * convergence. 
A key issue is what notion to use for the convergence f, -+ f,. It turns 
out, perhaps surprisingly, that the notion most natural for the present work is 
not ordinary pointwise convergence of functions. but rather a distinctly 
different yet subtly related convergence notion. one arising from both 
geometric and technical considerations. It can be defined in terms of 
epigraphs, that is, the sets of the form 
as follows: f, + f, if and only if 
w-lim epi f, c epi f, c s-b epi f,. (1.4) 
Here, s-l& and w-lim denote the usual limit inferior and limit superior of a 
sequence of sets, except taken in the strong (i.e., norm) and weak topology, 
respectively. Thus, 
s-l& epi f, = { s-lim(x,, pu,) / (x,, ,U,) E epi f,, Vu E (a)} 
and 
w-h epi f, = { wh(xB, luo) I (xD. ,qd E vi fo, VP E Gal, V(P) = (a) 1, 
where (a) denotes the sequence 1. 2,... (excluding co) and we write simply 
(p) c (a) to denote a subsequence @I) of (a). In words, (1.4) says that (a) 
each point of epi f, is realizable as the strong limit of a sequence drawn 
from the epi fa’s, and (b) epi f, contains each weak subsequential limit of 
each sequence drawn from the epi f,‘s. Alternatively, (1.4) can be regarded 
as saying that the set-valued mapping a + epif, is (a) strongly lower 
semicontinuous at a = a, and (b) weakly upper semicontinuous at a = co. 
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Mosco [35] was the first to consider this specific convergence notion 
(1.4) with its crucial distinction between weak and strong topologies, while 
the finite-dimensional case was considered a bit earlier by Wijsman [45,46]. 
Salinetti and Wets [41] have given detailed study to comparing and 
contrasting the present notion f, -f, with ordinary pointwise convergence 
(see also Marcellini [29]; Attouch [4, Prop. 1.191, [5, Prop. 1.71; Denkowski 
[ 171; and Dolecki et al. [20]). 
Depending on the particular space X under.consideration, variants of (1.4) 
may be appropriate, sometimes yielding refined results. When X is the dual 
of some other normed linear space V,,, for example, many of the results 
below admit variants/refinements in which the role of w-lim epi f, (cf. (1.4)) 
is played by w*-hm epi f, , involving the weak * topology induced on X by 
V,,. As another example, in a discussion involving spaces paired in duality. 
the strong topology in (1.4) would generally be replaced by the Mackey 
topology (cf. Joly [24,25]). 
The paper is organized as follows. Section 2 gives certain background 
dealing with f, -+ f, and with convex analysis. In Sections 3-4 the general 
behavior of o(u) and C!(V, E) is examined for convergent sequences of 
problems P(u). For example, in Section 4, concerning the set QoG(um% 0) of 
exact solutions to the limit problem P,(v,), Theorem 4 provides strong 
“necessary conditions” in terms of the sets f2,(tl,, 0) as a -t co, while 
Theorem 5 provides quite weak “sufficient conditions” applying to 
nonconvex problems in terms of the sets Qa(u,, E,) as a + co. In 
Sections 5-6 the idea of sufficiency as embodied in Theorem 5 is explored in 
more detail, with several variants and refinements obtained. Among them, we 
point out in particular Theorem 10 of Section 6 and the remarks following it. 
In Section 7 we see that significant refinements of the earlier results are 
possible when X is finite dimensional. Throughout Sections 4-7, some of the 
results are also derived in dual form, yielding for nonconvex functions new 
technical properties of f, -+ f, involving both function values and E- 
subgradients. 
2. PRELIMINARIES 
Throughout the paper, whenever a collection of functions f,, f,,..., f, 
appears it is assumed that f,: X+ [-cm, +co] for each a= 1,2...., co, 
where X is some fixed real normed linear space having topological dual V. 
Additional hypotheses on X and/or the f,‘s will be explicitly introduced as 
needed. The symbol B will always denote the unit ball centered at the origin. 
Insight into the nature of the convergence defned by (1.4) is given by the 
following characterization in terms of function values. 
314 L. MCLINDEN 
LEMMA 1 (Mosco [35, Lemma 1.101). (a) One has epi f, c s-l& epif, 
if and only iffor every x, there exists a sequence (x,) such that 
*m = s-lim x, and 
‘T- 
llmfakJ Gfm(x,). 
(b) 
- 
One has w-hm epi f, c epi f, if and only if 
holds whenever (p) c (a) and x,~ = w-lim xg. 
It is not hard to show that in Lemma l(b) it is enough to take just the 
single, trivial subsequence (JI) = (a). 
COROLLARY. If f, + f,, then for every x, there exists a sequence (x,) 
such that 
x, = s-lim x, and fAxA = limf,(x,). 
We recall next several notions from convex analysis. For further 
background on this one can consult, for example, Moreau 1331, Brondsted 
[ 111, Rockafellar [40], Laurent [28], or Ekeland and Temam [22]. 
For any function J X-+ [-co, +co], the set 
dom f = {xEXI f(x) < +m) 
is the effective domain of J We say f is proper provided f is never -co and 
not identically +co, and that f is convex provided epi f is convex in X X R. 
Following Fenchel [23], we say that the conjugate off (not assumed here 
to be convex or even proper) is the function f *: V-t [ -00, +co ] given by 
f*(v) = "",P f(-? c> -f(x)}. 12.1) 
Immediately from (2.1), (1.2) one has 
o(v) = -f*(v). (2.2) 
One can consider also the biconjugate off, which is the function f * * on X 
given by 
f**(x) = ";P {(XT v> -f *(v)L (2.3) 
It is weakly lower semicontinuous and convex. One has f * proper only if f 
is proper. On the other hand, f * is never -co when f is not identically +co, 
and f* is not identically +co provided f admits at least one weakly 
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continuous affine minorant. In the latter case, f ** coincides with the largest 
weakly lower semicontinuous convex minorant of J It follows that 
f**=f (2.4) 
when f is proper convex and weakly lower semicontinuous. 
When X is a dual space, say the dual of VO, then one can take the 
supremum in (2.3) just over V,. Here, f  ** is never -co provided f  admits 
at least one weak * continuous affine minorant, in which case f  * * coincides 
with the largest weak* lower semicontinuous convex minorant of J 
Therefore (2.4) holds when f  is proper convex and weak* lower semicon- 
tinuous. 
For any f: X-+ [-co, +oo] and any E E [0, +co), let us define the E- 
subdzfirenrial off to be the multifunction a,$ X + V given by 
c E 3,f(x) 0 f(x’)>f(x)-6+(x’-xX,c),Vx’EX. (2.5) 
The image sets aE f  (x) are weak* closed and convex, although possibly 
empty. Using (1.2) (1.3), (2.1) and (2.2), one can check easily that, for any 
x E X, Y E V and e E [0, +a), the following five conditions are pairwise 
equivalent: 
x E qu, E), (2.6) 
o(u) <f(x) - (x7 v> GE + w(LI), (2.7) 
iyf(Y)-(Y- x,tl)},<f(x)~~+inf(f(~)-(1,-x,u)t, (2.8) ? 
f*(c) - E ,< (x, u> -f(x) <f *(tl). (2.9) 
0 E d,f (x). (2.10) 
We shall use also the multifunction &+f *: V-+ X defined by 
xEa,*f*(u) 0 f*(v’)>f*(v)-&+(X,0-U),VU’E v. (2.11) 
The image sets a,*f *(v) are weakly closed and convex, and possibly empty. 
The inequality f  > f  * * and characterization (2.9) yield that in general 
u E ac f(x) =? x E cY,*f *(v), (2.12) 
while the converse implication holds provided f(x) = f  * *(x). 
The biconjugate f  ** on X defines a problem in the same way f  defines 
P(v). We say the closed convex regularization of P(v) is the problem 
F(L~): minimize f  * *(x) - (x, t’) over x E X. (2.13) 
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TO this problem we associate an optimal value and approximate optimal 
solution sets just as in (1.2), (1.3): 
W(u) = i;f {f**(x) - (x, u)), (2.14) 
iqu,E)=(XEX~f**(x)-(x,u)<&+f3(U)}. (2.15) 
From (f * *)* = f * one obtains immediately that 
W(u) = o(u). (2.16) 
Since a, f * *: X -+ V is given by 
u E a,f**(x) e f**(x')>f**(x-c+(x'-xX,u),Vx'EX, (2.17) 
one can also check easily that the following five conditions are pairwise 
equivalent: 
x E qu, E), (2.18) 
a(u)<f**(x)- (x,u)< & + O(u), (2.19) 
inf(f**(Y)-(Y,v)},<f**(x)~E+i~f(f**(J?)-(~-x,C’)J, (2.20) 
Y 
f*(v) - E < (x, 0) -f**(x) <f *(oh (2.21) 
u E a,f **(x). (2.22) 
Finally, observe that when X is the dual of some other space, say V,, c V, 
then the preceding three paragraphs still apply with 
V, aE f ,  weak *, atf *, weakly, aE f  * * 
replaced everywhere, respectively, by 
V,,, a,*f, weakly, a,f *, weak*, a:f * *. 
We close this section by recalling two basic theorems concerning f, + f,. 
In view of (2.2) and the equivalences among (2.6)-(2.10), they go far toward 
establishing the appropriateness of definition (1.4) to our present study, at 
least in the convex case. 
THEOREM 1. Assume X is a rejlexiue Banach space and that each 
function f, , f2 ,..., f, is proper conuex and norm lower semicontinuous. Then 
one has f,+f, ifand only iff,*-+f&. 
This theorem was established by Wijsman [45, 46) in the finite- 
dimensional case. Independently, Walkup and Wets [43] established for 
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reflexive Banach spaces a closely related result involving polar cones. Their 
result, incorporating a metric viewpoint, is in a sense stronger and, as was 
pointed out by R. T. Rockafellar, implies Theorem 1 (see [40, 
Theorem 14.41). Theorem 1 per se was established for reflexive Banach 
spaces by Mosco [36] and Joly [24,25]. Theorem 3 in Section 3 can be 
regarded as a nonconvex counterpart of Theorem 1. 
For the second background theorem we adopt the notation 
G&f) = {(x, u) E Xx VI x E &f(x)}. 
THEOREM 2. Assume X is a Hilbert space and that each function 
f,, fi,..., f, is proper convex and norm lower semicontinuous. Then one has 
f, + f, if and only if 
(i) w-i& G(a, f,) c G(a, f,) c S&I G(a, f,) and 
(ii) there exist pairs (x,, Us) E G(a, f,) for a = 1, 2,..., co such that 
CL 7 v,) = s-lim(x,, v,) and f&d = limf,(x,). 
This theorem is due to Attouch [3, 51, who also gives other charac- 
terizations in terms of resolvants and Yosida approximants (see also Brezis 
[ IO]). Matzeu [30] has proved a result for separable reflexive Banach spaces 
which is similar to Theorem 2 but with the roles of the weak and strong 
topologies intermixed; see also Boccardo and Marcellini [9]. The “only if’ 
half of Theorem 2 is extended in a number of ways by Theorems 4 and 5 of 
Section 4. 
3. BEHAVIOR OF W(U)FOR CONVERGENT SEQUENCES OF PROBLEMS P(v) 
To each f, in a collection of functions f,, f:,..., f, we associate an 
optimization problem of the type (1. 1 ), denoted by P,(. ), together with 
optimal value w,(e) an approximate solution sets a,(., .) given by (1.2) and 
(1.3), respectively. 
The following result has essentially been observed already by Salinetti and 
Wets [41, p. 2231. 
PROPOSITION 1. Assume X is a reflexive Banach space and that f, -+ f,, , 
where each function f, fi,..., f, is proper convex and norm lower semicon- 
tinuous. Then for every v, there exists (v,) such that 
U a, = s-lim v,, w,(v,) = lim w,(v,). 
ProoJf: By Theorem 1, f x --) f z. For any o we can thus apply the 
Corollary to Lemma 1 and appeal to (2.2). 
318 L. MCLINDEN 
We turn now to the nonconvex case. The following result will play a key 
role in several subsequent results. 
LEMMA 2. Assume that epi f, c s-b epi f,. Then one has 
- 
~m(~~m) > hm in (3.1) 
whenever (jl) c (a) and v, = w-lim vq in V. If X is a Banach space, then 
(3.1) holds whenever v, = w*-lim vb in V. If X is the dual of some other 
normed linear space V,, , then (3.1) holds whenever v, = w-lim vD in V,. 
Proof: Let @I) c (a) and (v,), u, be given satisfying any of the alternate 
hypotheses. By (1.2), inequality (3.1) is equivalent to the condition 
Under any of the alternate hypotheses one has (x, v~) = lim(x, ~9~) for each 
x E X and also 
3r < +co such that )I vD I( < r, VDE Go) (3.2) 
(e.g., [47, pp. 120 and 1251). In particular, for (3.1) it suffices to prove that 
f&> > h l;flfbW - (Y-X, qd, vx E x. 
Let x E X. By Lemma l(a), there exists (x,) such that 
x = s-lim x,, lim f,(x,) < f,k). 
From 
and also (using (3.2)) 
C-Y - xq 9 DO> G Ilx - -yqlI . llvbll Q r lI-~q -4L 
we obtain 
rll-q-XII +f&)2i;flf&~) - (Y--U. v&t 
for any j3 E (/I). Therefore 
0 +S,(x) > lim r IIxg -x/I + 
-r-- 
h .&(x0) > lim i;f{ fo( 4’) - ( y - x, vo> t, 
as desired. 
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In the next result we employ a modification of the notation (1.2): 
VrE [O, 01))~ Qv> = ,,$$, (f(x) - (x3 v)l. (3.3) 
LEMMA 3. Assume X is a reflexive Banach space and that u7-lim epi f, c 
6 f, T where f, is not identically, +a~. Then 
wr,(v,) < lim u:(v,) (3.4) 
holds whenever r E (F, +co) and v, = s-lim v,, where 
F= inf(p 1 3x E domf,, llxll = p). 
ProoJ Note that dom f, f 0 yields F < +co. Now suppose (3.4) failed 
for some r E (F, fco) and some v, = s-lim v,. Then o&(vm) E R and there 
exist (j?) c (a) and E > 0 satisfying 
o;(vq) < w&(v,) - 3&, VP E uo 
Hence, there exists (xq) such that 
IIxbII G r and f&J - &3~VO> G 4dV~l) - k VP E Go). 
By reflexivity, there exist (y) c (/I) and x, such that x, = kr-lim x,. Pick 7 so 
that 
I(x,, cy> - (x, 7 L’, >I < E. vy > 7. 
Then for each y > 7 we have 
Therefore b&(x,) <f,(x,), where x, = n,-lim x7. By Lemma I(b), this 
contradicts our hypothesis. Thus, (3.4) holds whenever r E (F, +03) and 
V ~, = s-lim 8,. 
THEOREM 3. Assume that X is a reflexive Banach space and that 
fa -f, 7 where f, is not identically +a~. Suppose there exist r c +oo and 5 
such that f,(x) = +oo for all llxll > r and a = I?,..., 00. Then W, -+ L()~, and 
moreover, 
w,(v,) = lim w,(v,) (3.5 1 
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holds whenever v, = s-lim v, . More generally, (3.5) holds if v, = slim u, 
and there exist r < fco and E such that w~(zY,) = wL(z.7,) for all a = a...., 00. 
ProoJ: Combine Lemmas 1, 2 and 3. 
4. BEHAVIOR OF Q(V,E)FOR CONVERGENT SEQUENCES OF PROBLEMS P(v) 
We begin by establishing for the convex case a strong “necessary 
condition” which must be satisfied by the exact solutions of the limit 
problem P,(v,) in relation to the solutions of the approximating problems 
Pa(v,). 
THEOREM 4. Assume X is a reflexive Banach space and that f, -f,, 
where each function f,, fi ,..., f, is ro p p er convex and norm lower semicon- 
tinuous. Then for every v, and every x, E Qm(vm, 0), there exist (v,) and 
(x,) satisfying 
VW = s-lim v,, We = lim w,(v,), 
xc@ = s-lim x,, x, E fi,(v, 9 0). 
Proof. By (2.2) and the equivalence (2.6) o (2.10) for E = 0, it suffices 
to establish the following: If (xco, voo) E G(& f,), then there exists a 
sequence of pairs (x,, v~) E G(a, f,) such that 
(x,3 21~) = s-lim(x,, v ) 
fz(v,)=limfz(v,)P’ 
(4.1) 
(4.2) 
We argue by contradiction. Suppose (4.1) fails, i.e., that (x,, v,) E G(a, f,) 
and there exists an E > 0 for which 
G(a,f,)n[(~~,,v,)+2~B]=0 (4.3) 
occurs for infinitely many a’s, say on a subsequence (/I) c (a). Here, 
B= ((x,v)EXx V~~~x~~*+I~v~l*< 1). By Theorem I we can apply 
Lemma l(a) in V as well as in X to obtain sequences (x,) and (v,) satisfying 
-rcc = s-lim x, , lim f&J <f,hA (4.4) 
vu2 = s-lim v, , llm fX(v,) < f 3v,). (4.5) 
We now claim there exists B such that 
(4.6) 
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where i = (c2)/2. Using (4.4) and (4.5), pick p so that 
($9 uq) E (x, 9 u,) + a w>~. (4.7) 
Now let p > 0 be given, and suppose that 
f&qJ +f;w - &3? uo> G 1. (4.8) 
This means that uq E a,Ifo(~o). Hence, the lemma of Brondsted and 
Rockafellar [ 121 implies that there exists a pair (x, v) E G(a, fn) satisfying 
IIX-q3ll <A II u - UBll < \/Jil 
These imply (x, u) E (xD, uo) + EB, which combines with (4.7) to yield 
(x. u) E (x, 3 uco) + 2&B. Since also (x, u) E G(a,f,), this contradicts (4.3). 
We conclude that (4.8) fails for each p >/I, i.e., that (4.6) holds. Now 
combining (4.6) with (4.4) and (4.5), we obtain 
But this conflicts with f,(x,) +Sz(o,) < (x~, LIP), which follows from the 
assumption (x, , tjoo) E G(a,f,). This contradiction proves there exists a 
sequence of pairs (x,, uJ E G(a,f,) such that (4.1) holds. We now show 
that (4.2) also holds for any such sequence of pairs. By Theorem 1. we can 
apply Lemma l(b) in V to obtain 
.Eiu’A < limf,*it),) (4.9) 
and Lemma I(a) in V to obtain a sequence (u;) satisfying 
- 
u, = s-lim 21;) lim fZ(uL) <fZ,iu,). (4. lo) 
For each a, (xa, ua) E G(a,f,) yields 
Taking the limit superior throughout this inequality yields, in view of 
lim(x,, u; - v,) = (xa,, U, - II& = 0, the inequality 
T- 
limf,*(u;) > hm((x,, vi - u,) +f,*(u,)) = lime(u,). (4.11) 
Combining (4.1 l), (4. lo), (4.9) yields (4.2), completing the proof. 
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Happily, it turns out that an extremely weak “sufftcient condition” applies 
quite broadly to the exact solutions of P,(t),) in relation to the approximate 
solutions of the approximating problems P,(o,). Any real normed linear 
space will do, and the f,‘s need not be convex or even lower semicontinuous. 
THEOREM 5. Assume f, -f,. Let (/I) c (a) and corresponding 
sequences (x,), (II,), (E& satisfy the conditions 
x, = ti!-lim xg, u oj = w-lim uq, (4.12) 
7 
Then x, E Q,(L), , 0), and furthermore 
lim(fo(xo) - C-Q, uoi) = h-0 w,(vJ = w,(v,), (4.14) 
lim i:f{ Jo(x) - (x - xDl u&l = limf&) =f&d (4.15) 
where the limits are finite if f, is proper. If X is a Banach space, then in 
(4.12) the weak topology on V can be replaced by the weak * topology. rf X is 
the dual of some other normed linear space V,, then in (4.12) and the 
hypothesis f, + f, (see (1.4)) the nleak topology on X can be replaced by the 
weak* topology induced by V,,, provided { vD 1 p = l,..., co } c V,,. In anq 
case, the technical condition (4.13) is fulfilled automatically whenever either 
of the limits in (4.12) actually occurs in the norm topology. 
ProoJ We have that 
lim wo(vo) < lim( fo(xo) - (xq, Llo)) 
7 
< llm(Eb + qkvo)) 
= lim wo(uo) 
G %A~,) (4.16) 
(4.17) 
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so equality holds throughout and the common value is the quantity 
%d~,) =f&,) - km* fJoo>* (4.18) 
Here, (4.16) follows from Lemma 2, and (4.17) follows from Lemma 1 (b) 
and (4.13). This establishes (4.14). We also have that 
-;- T- 
WqJ~u) + (xs3 on)> < h f&J 
< lim(x,, vu> + lim(fu(xo) - (xu7 zlu)) 
so equality holds throughout. Here, (4.19) follows from (4.13) and (4.14) 
(actually, just the first part of the string of inequalities leading to (4.14)), 
while (4.20) follows from Lemma l(b). This establishes (4.15). Finally. 
(4.18) shows x, E am(um, 0) and that the common values in (4.14), (4.15) 
are finite if f, is proper. The refinements involving alternate topologies 
follow from the preceding proof, by appealing to the refinements in Lemma 2 
and to the obvious weak* variant of Lemma 1 (b). The remark concerning 
(4.13) is elementary (e.g., (47, pp. 120 and 1251). This concludes the proof. 
For the convex case in Hilbert spaces, the technical condition (4.13) can 
be avoided en route to obtaining x, E R,(tl,, 0). The special case of this 
result in which the tolerances cg are identically zero (and ~1, = 0) has been 
observed already by Wets [44, p. 4001. 
PROPOSITION 2. Assume X is a Hilbert space and that f, -& . where 
each function f,, fi . . . . . f, is ro p p er convex and norm lower semicontinuous. 
Let @) c (a) and corresponding sequences (x& (uq), (Ed) satisfJ1 the con- 
ditions 
ProoJ First, suppose each eB = 0. Then (x0, vB) E G(c?,~~) for each 
p E (/3). Since (x,, voo) = w-lim(x,, uq), the left-hand inclusion in the “only 
if’ half of Theorem 2 yields (x,, ZJ~) E G(a, f,,), i.e., x, E R,(u,, 0). For 
the general case 0 ,< sD -+ 0, we appeal to the Bronsted-Rockafellar lemma 
324 L. MCLINDEN 
[ 12) for each /I E (/?). From vg E 8EB,fo(xe) this yields pairs (fD, Go) E G(a,f,) 
satisfying 
II-% - xqll G 67 II flo - c’pll G d&i. 
Since (x, , tloo) = w-lim(x,, vo) and 0 = lim Ed, it is routine to deduce 
(-LJ? urn) = w-lim(&, ~7~). The “only if’ half of Theorem 2 can now be 
applied just as before, but to the pairs (J?~, fib) in place of (x0, L’~). 
Observe that Theorem 4 can be paraphrased as asserting (for the convex 
case in reflexive Banach spaces) that 
Qoo(vmr 0) c U {s-l&1f2~(v,, 0) 1~1, = s-h v,}, (4.21) 
plus associated limit information about optimal values. Correspondingly, 
Theorem 5 can be paraphrased as asserting (for the nonconvex case in 
genera1 normed linear spaces), in particular, that 
u (w-lim Q,(v,, en) ] 0, = s-lim L’,, 0 < E, + 0) = Q,(u, * O), (4.22) 
plus associated limit information about optima1 values. 
The next two sections explore further the type of sufficiency criterion for 
optimality exemplified by (4.22) and Theorem 5, including the issue of 
guaranteeing 
0 + w-lim Q,(u,, e,). (4.23) 
5. FURTHER SUFFICIENCY CRITERIA 
We begin with a sharpened form of Theorem 5 ensuring the existence of 
appropriate cluster points (cf. (4.23)). 
THEOREM 6. Assume that X is a reflexive Banach space and that 
f, -f,. Let (x,), (v,), u,, (E,) SaWY 
x, E L?,(v,, e,), v, = s-lim u,, 0 < E, + 0, 
and assume there exist r < +03 and E such that 1(x, II< rfor all a > E. Then 
Wf,(x,) - (x, y v,)) = lim w,(v,) = w,(v,), (5.1) 
and there exist (p) c (a) and x, such thar 
w-lim x0 = x, E J2noo(v,, 0), (5.2) 
lim i;f{ &(xX) - (x - xg, vdl = lim f&d =f&,>. (5.3) 
SEQUENCES OFOPTlMlZATlON PROBLEMS 325 
1. hm, urn) = lim(x,, u,), then in (5.3) the p’s can be replaced by a’s. If f,. 
is proper, the limits in (5.1), (5.3 j arefinite. 
Proof. By reflexivity, the assumed bound on JIx, 1) implies the existence 
of (/II) c (a) and x, such that x, = w-lim xg. Since condition (4.13) is 
fulfilled for (p), Theorem 5 immediately yields (5.2), (5.3) and (4.14), as well 
as the finiteness assertion once we have strengthened (4.14) to (5.1). Toward 
this end, suppose that lir~o,(tl,) < am. Then there exist r < wm(tlJL,) 
and (y) c (a) such that wY(uy) Q r for all y E (7). Since clearly f,-+foc (e.g., 
[35, p. 5211) and the xy)s are norm bounded, part of the present theorem 
already established (specifically, the second equation of (4.14)) applies to 
yield a further subsequence (6) c (y) such that w,(tl,) <i&n w6(t’&. This 
results in the absurdity w,(v,) < r < 05,(unc), and thus shows that 
om(uW) < !ir~ ou(tla). The same argument can be made, with all inequalities 
reversed and limits superior and inferior interchanged, to yield that 
o,(u,) > lim Ok. It follows that 
which establishes (5.1). Finally, suppose (x,, v,) = lim(x,, ~1~). Using this. 
together with (5.1) and (5.2), we obtain 
lim(w,(u,) + (x,3 tla)) > !Mf,kJ - &,I 
= limf,(x,) 
as well as the analogous estimates with inequalities reversed and limits 
superior (and the E,‘S suppressed). This establishes the refinement of (5.3) 
and completes the proof. 
The next result is dual to Theorem 6. (Recall the equivalences among 
(2.6~(2. lo).) 
THEOREM 7. Assume that X is a reflexive Banach space and that 
f, -f,. Let (x,), xoor (~,I, @,) saW.Y 
u, E 4mf,(~,), x, = s-h x,, 0 < E, -+ 0, 
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and assume there exist r < + CO and Ci such that I( v, (I< r for all a > Ci. Then 
fm(x,) = lim f,(x,) = lim igf{ f,(x) - (x - x,, va)), (5.4) 
and there exist (j3) c (a) and v, such that 
w-lim vq = v, E fY,J,(x,), (5.5) 
fz(v,) = lim f$(vq) = lim((x,, vo) -f,(x)). (5.6) 
Zf (x,, v,) = lim(x,, v,), then in (5.6) the /l’s can be replaced bJ> a’s. Iff, 
is proper, the limits in (5.4), (5.6) arefinite. 
Proof: The first part of the argument is a straightforward reworking of 
the proof of Theorem 6, up to the point at which Theorem 5 yields (5.4), 
(5.6) and (4.15). From there, the details concerning replacing /?s by a’s can 
be a little tricky. One first obtains foo(xcc) < bfn(xa) and foo(x,) > 
- 
hmf,(x,), in each case using a reductio ad absurdum argument based on 
applying the second equality of (4.15) to a subsequence fY-fX. Using these 
inequalities, one obtains 
f&m) < lim f,kJ 
~lim(~,+i~f{f,(x)-(x-x,,v,)}) 
= @ i;f{ f,(x) - (x - x,, tl,)} 
T- 
< llmf,(-c) 
9f,ca 
establishing (5.4). Finally, from (x,, v,) = lim(x,, Pi), together with (5.4) 
and (5.5), one obtains 
!M(x,* v,> -LA,)) > lim(f3t’J - L) 
= !ilJ f,*(v,) 
2 !i!.?l(x, 9 0,) + lim(f,*(~J,) - (x, 9 v,)) 
> c&r VEX> -fzW 
=f 3vcoh 
as well as the analogous estimates with inequalities reversed and limits 
superior (and the E,‘S suppressed). This establishes the refinement of (5.6). 
The next result provides a convenient criterion for exploiting Theorem 6. 
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THEOREM 8. Assume that X is a reflexive Banach space and that 
f, -.f, 9 where f, is not identically +a~. Let Urn be such that there exists a 
proper convex norm lower semicontinuous function k on X having the 
following two properties: (i) k <f, for all a suflciently large (excluding 
a = 03); (ii) there exists y > inf{k- (e, V,)} such that (xE X I k(x) - 
(x, 0,) < ]I} is weakly compact. Then there exists ,u > 0 such that for an?’ 
v,. (v,), (x,), (E,) satis@ng 
one has 
II 1’03 - Fmll < ,u, v, = s-lim v,, 
x, E Qrr(v, ~5J 0 < E, + 0, (5.7) 
Wf,(x,) - C-y, 9 v~)) = lim o,(v,) = wX(v,) E R (5.8) 
and also the existence of (J3) c (a) and x, such that 
rv-lim xD = x, E .R,(v, . 0), (5.9) 
lim i;f{ fo(x) - (x - xD, vg)} = lim fo(xo) =f,(x,) E R. (5.10) 
If (xmv v,) = lim(x,, v~), then in (5.10) the p’s can be replaced by a’s. In 
particular, one has 
0 f w-h Q,(v,, E,) c f200(v,, O), 
lim o,(v,) = We E R 
whenever v, = s-lim v,, ]] v, - fir, ]] ( ,u. 0 < E, --t 0. 
(5.11) 
(5.12) 
Proof: By the Moreau-Rockafellar theorem [32, 33, 381, property (ii) 
implies k* is bounded above on Coo + pB for some ,U > 0. Now consider any 
E > 0 and v, = s-lim v,, where ]] v, - Um ]] ( ,L We have k* bounded above 
on a norm neighborhood of L’~, so k* is norm upper semicontinuous at L’,. 
Moreover, results of Moreau [32, 331 ( see also Asplund and Rockafellar 12, 
Theorem 21) imply that for any L E [0, fco) there exists ,L > 0 such that the 
set 
T= u {a,k*(v) I v E v, + ,CB) 
is Mackey equicontinuous, hence norm bounded by some r < +co. Now take 
A to be 
A= 3s + k*(v,) + w,(v,). 
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Notice that A E (0, +a~). (Indeed, 
--oo < -k*(c,) < -fJ3u,) = oic(v,) < +a, 
follows from 
which itself follows by property (i) and Lemma l(a).) Using upper semicon- 
tinuity, choose ,EE (O,g] so that k*(v) < E + ~*(LJ,) for all u E u, +,iiB. 
Then pick Cr so that v, E L’, + ,iiB and k <f, for all a > E, and finally. using 
Lemma 2, pick G> & so that wa(tl,) < E + o,(L’,) for all a > a. Then for 
any a > cx’ and any x E azfx(tl,) 2 a,(~‘, , E), the estimates 
k(x) - (x, 00) <f: *(xl - (-c ~a) (by 6)) 
< E + wa(ua) (by x E a:.!-,*(~,)) 
<E+E+W,(v,) (by a’) 
=A-c-k*(v,) (by 1) 
<A-E+E-k*(v,) (by R 4 
imply that x E a,, k*(v,) c T (by c, Cr). Thus, whenever t’, = s-lim v,, 
IIV, - Coo I( < P, E > 0 there exist A > 0, r < +co, a’ satisfying 
Suppose now that (x,), (E,) satisfy (5.7). By (5.13), there exists r < +co 
such that llxuI( < r for all a sufftciently large, so that Theorem 6 applies. 
From (5.1), (5.2) and (5.3) follow (5.8), (5.9) and (5.10), respectively, as 
well as the refinement of (5.10). The second part of (5.11) follows from 
Theorem 5. The existence part of (5.1 I), as well as (5.12), will follow from 
(5.9) and (5.8), respectively, provided a sequence (x,) satisfying (5.7) can be 
chosen. This is indeed possible when 0 < E, + 0, due to the fact that. for all 
a sufficiently large, -co < -k*(v,) < o,(v,) (from property (i) and 
properties of k) and wn(v,) < +a~ (by Lemma 2 and w,(v,) < +a~). This 
concludes the proof. 
From Theorem 8 we can deduce information concerning the behavior of 
the directional derivatives of ma(.) as a -+ co. The result actually handles 
approximate directional derivatives as well. Since w(.) is concave (cf. (2.2)) 
we define these whenever w(u) is finite by means of 
w;(u; z) = sup 
I 
o(v + 52) - u(v) - E ( 
\’ 
Vv,zE v, (5.14) 
r>O 5 
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for any E E [0, fco). When E = 0, this is just 
o.qv; z) = litJ w(v + 5z) - O(L~) 9 
5 
(5.15) 
which is of traditional interest due to the “marginal rate of change” data it 
conveys. We emphasize the natural importance of the quantities (5.14) for 
strictly positive values of E also. This is due to the fact (cf. Rockafellar [39, 
p. 5041. 140. p. 2201; and Moreau (33. p. 671) that 
sup 1 ~(Z’f5z)--(Z’)-s 1 =inf((X,z)(XE~(tl,&)} (5.16) 
r>O 5 
whenever E E [0, +a-~) and z E V (recall (2.13)-(2.15)). 
COROLLARY. Under the hypotheses of Theorem 8, the approximate direc- 
tional derivative functions (co,): (u; z) defined as in (5.14) satisjj 
(%xl (0 00 ; zcJ < limb,)~” (v, ; ZJ (5.17) 
whenever u, = s-lim c,, 11 u,= - t’=, 11 < ,D, 0 < E, --, 0, z, = Aim z, . 
Proof: Let u,, (n,), z, ) (zJ. (E,) be given as described. Since w, is 
concave and finite at ncr, the difference quotient r-‘[w,(u, + rzoc) - 
w,(v,)] is nondecreasing as r 10 (e.g., [33, p. 641 or [40, p. 2141). Hence, 
given any u < (01,); (II~; zK), there exists a r > 0 such that 
lh + 54 - 6% II < i4 u < rp’[w,(u,m + 52,) - w,(L’,)]. 
Since c’, = s-lim v, and z, = s-lim z,, assertion (5.12) of Theorem 8 implies 
w,(u, + rz,) = lim o,(v, + rz,), w~(uic) = lim o,(t),). 
Since 0 = lim s,, it follows that for all sufftciently large CL one has 
0 < r-‘b,(v, + 52,) - wa(va) - ca] < (~0,);~ ( 1,; z,). 
By the arbitrariness of o, this completes the proof. 
The next result is dual to Theorem 8. 
THEOREM 9. Assume that X is a reflexive Banach space and that 
f, -f, 9 where f, is proper. Let fcr be such that there exist M < +a~, p > 0, 
cl for which 
f,(x) GM, VxET, +pB, Vu>& (5.18) 
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Then for any (x,), xm, (II,), (6,) satisfying 
xc0 = s-lim x,, 
0 < E, -+ 0, (5.19) 
one has 
lim inf{ f,(x) - (x - xu, u,) 
x 
} = lim f,(x,) = f,(x,) E R, (5.20) 
and also the existence of (j?) c (a) and u, such that 
w-lim ug = u, E 8, f&x,), (5.21) 
lW(x,, us) -fo(x6)) = hf $(u,) =Pm(um) E R. (5.22) 
If (x,, urn) = lim(x,, u,), then in (5.22) the /3’s can be replaced by a’s. In 
particular, if for all a suficiently large the functions f, are proper convex, 
one has 
0 f: M&i haf,(x,) c aOf,( (5.23) 
lim f,(x,) =f,(x,) E R (5.24) 
whenever x, = s-lim x, , IJ x, - Xcc 1) < ,u, 0 < E, --+ 0. 
Proof. In outline this proof is similar to that of Theorem 8, although we 
shall get by without using the Moreau and Rockafellar results. Comparing 
the situation with that of Theorem 8, we find here the roles of X and V 
interchanged, with the role of k* being played here by the function h defined 
on X by 
h(x)= ‘lm 
I 
if xEx, +,&I, 
otherwise. 
Let E > 0 and x, = s-lim x,, where ((x, - x,(( < ,u. By direct argument 
using the form of h, one can obtain the fact that, for any 
,G E (0, ,u - (Ix, - R, I[), the set 
T=u (a,h(x)(xEx,+@?} 
is norm bounded in V for all A E [0, + co). Indeed, u E 3, h(x) occurs if and 
only if x E I, +puB and ,U [lull - (x - XoD, u) <A, which in turn implies 
bll~-xmll)l141~~* s ince every x E x, + $IS satisfies ((x - A& (( Q ,G + 
IIX, - Zm 11 < p, this last condition yields that 
II~II~~o1-IIx-~,II)-‘6~cu-~-ll~,-~,II)-’<+~ 
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whenever TV E 3,/z(x) and x E x, + /iB. It follows that T is norm bounded, 
say by r ( +oo. Now apply the preceding to the choice 
A= 2E + h(x,) -fa(x,) E (0, +a). 
(One has -a~ <f,(x,) < &~f~(x,) < h(x,) < +a, by using the 
properness of f,, Lemma l(b), and f, < h for all large a.) Note that 
h(x) = h(x,) on x, + ,CB. Pick E so that x, E x, + ,CB for all a > E-, and 
then, using Lemma l(b), pick a’> @ so that f,(x,) - E <f,(x,) for all 
cz > a’. Then for any a > a’ and any u E a&(x,), the estimates 
h*(u) - (x,, 0) GfX(u) - (x,9 u> Wfa G A) 
GE -.m*) (by u E ~,Mx,)) 
GE + E -fmkd (by a’) 
= A- h(x,) (by A> 
= A - h(x,) 0-v 4 
imply that u E a,h(x,) c T (by F, 01). Thus, whenever x, = s-lim x,, 
IIXCO - cZ~ 11 < p, E > 0 there exist A > 0, r < +a, a’ satisfying 
%fa(x,) = ~,4x,) = Iv E VI II VII G r/v VU>& (5.25) 
Suppose now that (u,), (E=) satisfy (5.19). By (5.25), there exists I < +co 
such that II u,II < r for all a sufficiently large, so that Theorem 7 applies. 
From (5.4), (5.5) and (5.6) follow (5.20), (5.21) and (5.22), respectively, as 
well as the refinement of (5.22). The inclusion in (5.23) is always valid, by 
Theorem 5. For the existence part of (5.23), as well as (5.24), the idea is to 
invoke (5.21) and (5.20), for which we must be assured that a sequence (v,) 
exists satisfying (5.19). A convenient condition guaranteeing this is for the 
f,‘s to be proper convex for all a sufficiently large. For then, as is well 
known, f, < h will imply 0 # 8, f,(x,) c a,f,(x,) for all a sufficiently 
large. This completes the proof. 
Let us now define approximate directional derivatives of the functions 
appearing in Theorem 9. Motivated by the convex case, we define these 
whenever f(x) is finite by means of 
fL(x;z)= h; 
I 
f(x + sz) -f(x) + & 
vx, z E x, 
5 
(5.26) 
for any E E [0, +co). We then have, at least when f is convex, 
f A(x; z) = l$ f (x + rz) -f(x) 
5 
(5.27) 
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and also 
inf 
r>O I 
f(x + rz> -f(x) + E = sup 
5 I 1 (Z? v> Iv E a,f(x) 1 
for E E [0, +oo) and z E X (cf. (5.14)-(5.16)). 
(5.28) 
COROLLARY, Under the hypotheses of Theorem 9, and assuming that f, 
is proper convex, the approximate directional derivative functions (f,): (x: z) 
defined as in (5.26) satisfy 
- 
Wf,Xa (x, ; zd < (f,>6 (x, ; zm> (5.29) 
whenever x, = s-lim x,, 1(x, - 3m (1 < ,u, 0 < E, -+ 0, z, = s-lim z, . 
ProoJ Like that for the Corollary to Theorem 8. 
6. A SUFFICIENCY CONDITION ENSURING STRONG CONVERGENCE 
Our goal in this section is to establish a sufficiency result for J~,(v,, 0) 
containing some very strong conclusions (Theorem 10) and also a dual form 
of it (Theorem 11). 
We use the following definition for any fixed vectors x, E X, ~1, E V such 
that w,(v,) is finite. For any y > 0, consider the following property: 
there exist i > 0, .D > 0 and &such that 
5 -’ < y and the function k satisfies 
1 
e) 
k <f, for all CI > 2 (excluding (x = co ), 
where k is defined by 
k(x) = We t (x, cs) - I, t p J/x -x,(1. (6.1) 
If n(y) is satisfied for every y > 0, we say that property z holds (at X, with 
respect to v~). As will become apparent, property 71 serves as a uniform 
local version (at x, with respect to ~1,) of the property 
- w-hm epi f, c epi f, (6.2) 
(cf. (1.4)). As we shall elaborate presently, evidence is available to support 
the view that property w is satisfied generically in the reflexive Banach space 
setting. 
THEOREM 10. Assume that epi f, c s-b epi f, and that f, is proper. 
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Let x, and v, be such that w,(v,) is finite and property 71 holds. Then fo, 
every 1’ > 0 and v, = slim v, there exist E > 0 and ci such that 
JJ,(LT, 3 ~)cx,+yB, Vu = G,..., co. (6.3) 
It follows that Q-(v,, , 0) c (x~} and, for ever)? (,8) c (a) and corresponding 
sequences (x,), (v~), is,), that the conditions 
‘T5 E R,(v, % $)’ O<Eq-‘O, v cc = slim L’~ (6.4) 
imply 
x, = s-lim xg. (6.5) 
If ~oo(v~, 0) = {x~ 1 and the nontriviality condition dom f, ~6 {.Y~} is met, 
then conditions (6.4) imply also that 
limMdx5) - bn9 us)) = lim on(vo) = w,(v,), (6.6) 
lim i;f{ &(x) - (s - x5- LID)1 = limf5(x5) =f&,). (6.7) 
If f, is norm lower semicontinuous at x,, then R,(v,,, 0) = {x,,) and f, is 
norm rotund at x, with respect to v,. 
How stringent is the norm rotundity condition forced upon a proper, norm 
lower semicontinuous f, by the hypotheses of Theorem lo? In other words, 
how “likely” is it that this necessary condition will be satisfiable by some x, 
for a given parameter v,? Let us recall that Asplund [ 1, Theorem 3) (cf. 
also Ekeland and Lebourg [21, pp. 208-2091) has shown the following: If (i) 
X is a reflexive Banach space whose dual admits an equivalent Frechet- 
differentiable norm, (ii) f, is proper and norm lower semicontinuous on X, 
and (iii) o,(v) > -co for all v belonging to some norm neighborhood N of 
L’m, then there exists a norm dense G, subset G c N such that (among a 
number of his conclusions) one has for each v E G that f, is norm rotund at 
some unique x(u) with respect to u. More recently, Troyanski 1421 has 
proved a result implying that the dual of every reflexive Banach space admits 
an equivalent Frechet-differentiable norm. We therefore have the following: 
If X is a reflexive Banach space and f, is proper and norm lower semicon- 
tinuous, then the previously mentioned necessary condition on f, is satisfied 
generically by o, E int(domf2). (Note: 0 # int(dom fz) if there exist 1’ 
and y > inf(fz* - (., v)} such that (x E X Ifz*(x) - (x, v) ,< y} is weakly 
compact.) 
After proving Theorem 10 we shall present a dual version of it. In view of 
the norm rotundity feature just discussed, it is perhaps not surprising (cf. 
[2, 141) that the dual result entails Frechet-differentiability at a certain point. 
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For greater initial readability we stated Theorem 10 formally in terms of 
the sets C!(U, E). In fact, though, a sharper form will actually be proved, one 
in which LI(v, E) is replaced everywhere by the larger set fi((v, E) = afJ*(v). 
(Recall the equivalences (2.6) o (2. lo), (2.18) e (2.22) and also (2.12) 
(2.16).) 
THEOREM 10’. Assume that epi f, c s-lick epi f, and that the function 
f, is proper. Let x, and v, be such that w,(v,) is finite and property ?t 
holds. Then for every y > 0 and v, = s-lim v, there exist E > 0 and 6 such 
that 
n,<v,, E) = x, + YR Va = G,..., 00. (6.3’) 
It follows that fi,(v,, 0) c {x,} and, f or every (J) c (a) and corresponding 
sequences (x,), (v,), (Ed), that the conditions 
xq E q&j 3 E&’ 0 < Eq + 0, v, = s-lim vB (6.4’) 
imply 
x, = s-lim xg. (6.5’) 
rf a&, 9 0) = (xm} and the nontriviality condition dom f, a! (x,) is met, 
then conditions (6.4’) imply also that 
lim( f o* *(x& - (x0, v4)) = lim aB(vo) = f3’oo(v,), (6.6’) 
lim i;f{ f $ *(x) - (x - xo,v5)} =limft*(x,)=f~*(x,). (6.7’) 
If f, is norm lower semicontinuous at x,, then Qm(v,, 0) = b,(v, , 0) = 
{xoo} and f, is norm rotund at x, with respect to v,. 
Our proof of Theorems 10 and 10’ invokes the following result. Notice 
that assertion (6.10) applies a fortiori to the situation of Theorem 10. 
PROPOSITION 3. Assume that epi f, c s-l&~ epi f, and that the function 
f, is proper. Let xca, urn, 1, ,u and a’ be such that w,(v,) isftnite and the 
triple (1, +t, a’) satisfies R(Y) for y = &-I. Then for every n E (0, 1) and 
1’ o. = s-lim v, there exists ci such that 
%&L 3 ~2) c x, + ~(rtP4 Va = a ,^..., 00, (6.8) 
where p(n) = (1 + 3~) A(1 - q)-‘p-’ decreases to &-’ as r,~ 1 0. Thus, 
.n&, , 0) c x, + 1,~ - ‘B. (6.9) 
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In addition. 
0 f QJL’, 3 O), va = ii,..., CD, (6. IO) 
whenever X is the dual of another normed linear space V,, the f,‘s are 
weak * lower semicontinuous, and the w,(v,)‘s are not -co, with 
(v, I a = l,..., co) C v, C v. 
Proof. Let 9 E (0, 1) and V, = s-lim v,. Using Lemma 2, we can obtain 
ci > a’ such that a > 6 implies wJv,) & +A+ uoo(v,) as well as 
v, E v, + guB and 11x, 11 . I( v, - v, (I < Y$. Some computation shows that 
~-%(%J+~~,J--u,) if vEv,+,uB, 
otherwise. 
Now consider any a > 8. Then 
-wJv,) 2 --o,(v,) - VA 
= (k*(u,) - A- (x,, v, - v,)) - ql 
> k*(v,) - (1 + 24-)/I. 
Suppose x E fi=(v,, +I) = a$ f z(va). Then for each u E v, + ,uB it follows 
that 
k*(v) 2.f X(v) 
2f X(va) - VA + (x, u - VJ 
= -u,(u,) - fg + (x, v - VJ 
> k*(v,> - (1 + 3q)A + (x, v - u,), 
which yields x E aTk*(v,) with [= (1 + 3q)A. But the latter condition holds 
if and only if 
Since x, + (1 - q) pB c (x, + r,yB) + (1 - q) pB, we can conclude that 
(x-xmo v - ua> < L vu E v, + (1 -a)@, 
and hence 
II~-~~II=II~--xcaII**~~~~-~rl)-‘~--’=P~rl~. 
Notice that the limit index a = co is also covered by the preceding argument. 
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Indeed, the only missing ingredient is the fact that k* af&. But this follows 
from 
k<fcc, (6.11) 
which itself follows from 
using Lemma 1 (a), the hypothesis that k <f, for all a sufftciently large, and 
the lower semicontinuity of k. We have thus shown (6.8). Since fincc(u,, 0) c 
fi,(v,, VA) for every v E (0, 1), with p(q) clearly decreasing to 1,~’ as 
v 1 0, it follows from (6.8) that (6.9) also holds. Finally, suppose X is the 
dual of some normed V,,. For each E > 0 and (II = l,..., 00 the set a,(~, , E) is 
weak* closed, if ~1, E V, and f, is weak * lower semicontinuous, and also 
nonempty if ~~(0,) > --co. Since these sets form a decreasing nest as E 1 0, 
it follows from (6.8) and the weak* compactness of X, + p(q)B that, for 
each a = d,..., co, their intersection over E E (0, +I] is nonempty. Since this 
intersection is exactly R,(u,, 0), this establishes (6.10) and completes the 
proof. 
Joint Proof of Theorems 10 and 10’. Let y > 0 and L’, = s-lim u,. By 
property rc, there exists a triple (A, ,u, a’) satisfying property 7r(y/2). Therefore, 
by Proposition 3, for each 9 E (0, 1) there exists & such that (6.8) holds. 
Now pick any v E (0, l/5] and then choose E = ~1. Since the corresponding 
value p(v) satisfies p(q) < 21,~’ < y, this establishes (6.3’) (and hence also 
(6.3)). Since the index a = co is covered here, 
Qm(L’, ’ 0) c a&, 7 0) = {-urn I (6.12) 
follows. Now consider any (x,), (v,), (E& satisfying (6.4’). Observe that 
(6.3’) holds for all indices /I > 6. So, for any y > 0 there exist E > 0 and j 
such that fi,(v,, E) c x, + yB for all /I > /I?. Pick p> B so that E,, ,< E for all 
p > fl. Then, for any p > j?, 
xg E i&(u,, eb) c fin,@, , E) c x, + yB. 
This establishes (6.5) (for both Theorems 10 and 10’). Now assume f, is 
norm lower semicontinuous at x,. Since we already have (6.12), for 
f2m(u, 9 0) = &(u, 7 0) = {x, 1 (6.13) 
it will suffice to show x, E flm(um, 0), that is, 
f&co) - (x, 7 urn> G fJ + w,(ucA vu > 0. (6.14) 
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Let u > 0. Using semicontinuity. pick y > 0 so that 
f&, ) - (xc0 3 uoo> - a/2 <f,(x) - (*y, Li,>, VXEX,+@. (6.15) 
By (6.3’), there exists E > 0 such that 
Q&cc 3 E)cX=+yB. (6.16) 
Put E’ = min(e, a/2}. Since E’ > 0 and oK(c,) > -co. there exists an 
x’ E n,(c, ) E’), that is, an x’ satisfying 
fm(x’) - (x’, u,=) < E’ + cI),(L’,). 
Since E’ < E, so that Rm(us, E’) c Q,(u,, E), it follows from (6.16) that 
x’ E x, + yB and then from (6.15) that 
.L(x,> - (xm,7 urn> < a/2 +f#) - (x’, t!z,i. 
Combining the last two inequalities and using E’ < o/2 yields (6.14). Hence, 
(6.13) is established. Now observe that (6.3’) yields, in particular, that for 
each y > 0 there exists E > 0 such that s2,0(~,, E) cx,, + yB. Since 
-y, E finso@, , 0) means o,(o,) =f,(-4 - (xm, u,,>, 
Thus, for every y > 0 there exists c > 0 such that 
This is just norm rotundity off,. at x, with respect to L’,. 
Finally, we tackle the assertions that (6.4) implies (6.6), (6.7). and that 
(6.4’) implies (6.6’), (6.7’). Analysis of the proof of Theorem 5 reveals that 
the strings of inequalities given there would establish that (6.4) implies both 
(6.6) and (6.7) provided we could justify inequalities (4.17) and (4.20) 
without recourse to Lemma l(b). Thus, we shall show below that (6.4) 
implies 
f&m,) G lim fo&J. (6.17) 
Now consider the assertion that (6.4’) implies (6.6’) and (6.7’). In outline, 
the argument for (6.6’) is similar to one of the two strings of inequalities 
used for Theorem 5: 
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fi ~&J~) < Wfo* *&) - (xg, uq)) 
-7-- 
< WE, + ao(un)) (6.18) 
- 
= lim Wo(~!B) 
= lim wB(uB) (6.19) 
< WCCAU,) (6.20) 
= W,(u,) (6.21) 
GG*w - c&Y u,> 
< !i!m-o* *tq - (xg 9 q3)) (6.22) 
< lime, + q3(u!J) (6.23) 
= !h-l q&l,). 
We need to justify the numbered steps. Steps (6.18) and (6.23) follow from 
(6.4’). Steps (6.19) and (6.21) follow from (2.16). Step (6.20) follows from 
Lemma 2. This leaves only step (6.22), which will follow once we show 
km9 u,) = lim(xB, uo>, (6.24) 
.f2*k@> < limSo**(-q3). (6.25) 
Recall that we previously proved (6.4’) implies (6.5). Together with u, = 
s-lim uD, this yields (6.24). In order to complete the proof of (6.6’), it will 
therefore suffke to show (6.4’) implies (6.25). We defer this for a moment 
and consider the argument leading to (6.7’). Consider the following string of 
inequalities, also patterned after the proof of Theorem 5: 
7 
lim@,(u,) + (xq, uq)) < llm f o* *(x0) 
-;- 
< lim(x,, uo> + 1lmt.f~ *(qd - (x0, u&l 
< (x, 3 urn> + tf2*tx,) - (x, 7 urn)) (6.26) 
=f&*t%J 
< limf~*(x,) (6.27) 
< lim@, + fq&lq) + (x0, u&J 
= lim@,(uJ + (x0, ug)). 
Step (6.26) here would follow from (6.24) and (6.6’), while step (6.27) is 
precisely (6.25). It follows that in order to complete the proof that (6.4’) 
implies both (6.6’) and (6.7’),it suffices to show (6.4’) implies (6.25).Recall 
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now the only unfinished part of the argument showing (6.4) implies both 
(6.6) and (6.7) is the assertion that (6.4) implies (6.17). 
We shall now give a joint proof that (6.4) implies (6.17) and that (6.4’) 
implies (6.25). This will complete the joint proof of Theorems 10 and IO’. 
There are two cases to consider, described in terms of the quantity 
m = inf(A > 0 1 3y > 0 3p > 0 36, (A,p, a’) satisfies n(y)}. (6.28) 
Case I: M = 0. (Here, we deduce both (6.17) and (6.25)) For any E > 0 
there exist y > 0 and a corresponding triple (A, p, a’) satisfying property 71(y) 
and also 2A < E. We have k <f, for all a = Z,..., co (the inclusion of GL = co 
is justified by (6.11)). Since k > const + (a, Us), it follows that there exists 
p> Cz such that 
fo>f;*>k vp = p,..., co. (6.29) 
Now by (6.5), which follows from either (6.4) or (6.4’), pick /? > p so that 
2 II XL? - xc0 II * II L’m IIG 6 w>P. (6.30) 
Consider any p > /?. Using (6.29), (6. l), ~~(0,) = fm(xm) - (xm, ucc) (from 
x, E Qm(uco, 0)) and (6.30), we obtain 
fo@o> >f o* *w 
> k&d 
>f,(x,) + (xq - x, 5 u,> - A+ 0 
>f&,) - 6 
>f ,$*(x,) - E. 
By the arbitrariness of E, this establishes both (6.17) and (6.25). 
Case II: m > 0. (Here, we deduce domf, c (x~}.) Consider any X # x,, 
and suppose f,(f) < fco. Pick any y satisfying 0 < y < m(6 + m))’ 
112 - x, 11, where 6 = f,(X) - (2, vaj) - We > 0. Then 
-~+~Ilx-xx,II~-~+~y-‘I/~-xx,II 
>m(-I +y-‘I&f-x,/l) 
>--m+d+m, 
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so that 
Since this contradicts f, > k (recall (6.1 l)), we must have f,(2) = +a. 
This establishes that domf, c {x~} in Case II. By the nontriviality 
assumption, it follows that Case I must occur. This completes the proof of 
Theorems 10 and 10’. 
The result dual to Theorems 10 and 10’ will use the following definition 
for any fixed vectors x, E X, c, E V such that f,(x,) is finite. For any 
y > 0, consider the following property: 
there exist L > 0, P > 0 and Cs uch that ’ 
1,~ - ’ < y and the function h satisfies i 
I 
n*(Y) 
f, < h for all u > 6 (excluding a = oo), 
where h is defined by 
h(x)= 
1 +f&,> + (x - x,, v5) 
I +03 
1 
;he:wfs;- + pB’ (6.3 1) 
I f  n*(y) is satisfied for every )’ > 0, we say that property X* hofds(at x, with 
respect to urn). As will become evident, property rc* serves as a uniform local 
version (at x, with respect to Us) of the property 
(cf. ( 1.4)). 
epi f, c s-l@ epi f, 
THEOREM 11. 
- 
Assume that w-hm epi f, c epi f, and that the function 
f, is proper. Let x, and v, be such that fm(x,) is finite and property R* 
holds. Then for every y > 0 and x, = s-lim x, there exist E > 0 and C$ such 
that 
a,f,(x,) = u, + ~4 va = G,..., co. (6.32) 
It follows that a,, f,(x,) c { vm} and, for every (‘J) c (a) and corresponding 
sequences (x,), (II,), (EJ, that the conditions 
vL3 E 4&3(x0)+ 0 < ED -+ 0, x, = s-lim xB (6.33) 
SEQUENCES OF OPTIMIZATION PROBLEMS 341 
imp~v 
L’ cc = s-lim uD. (6.34) 
Conditions (6.33) imply also that 
fx(-y,) = limf&J = 1 im inf( f,(x) - (x - xq, LJ~)}, (6.35) 1 
fZ(v,) = lim f,*(u,) = lim((-v,,, ~1~) -f&J), (6.36) 
provided a,, &(x,) = (Us} and f, satisfies the following nontritjialit> 
condition: the largest weakly lower semicontinuous convex minorant of 
f, - (e, urn) is not constantly equal to o~(L~~) = inf,( f,(x) - (x, tl=)}. If 
f, is convex, then 3, f,&) = { uoo) and f, is Fr&het-differentiable at x, 
with Vfm(xm) = ~1,. If f, is convex and weakly lower semicontinuous, it 
satisfies the nontriviality condition unless f,(x) = (x, urn,) + wm(vs). 
How stringent is the Frlchet-differentiability condition forced upon a 
proper convex f, by the hypotheses of Theorem 1 I? Combining the 
previously cited result of Troyanski [42] with another theorem of Asplund 
[ 1, Theorem 11, we have the following: If X is a reflexive Banach space and 
f, is proper convex, then f, is Frichet-differentiable on a dense G, subset 
of int(dom f,). 
Our proof of Theorem 11 relies on the following result, which is dual to 
Proposition 3. 
PROPOSITION 4. Assume that hr-lim epi f, c epif, and that the function 
f, is proper. Let x,, , ~1, , ,I > 0, ,u > 0 and & be such that fcc(xm) isJnite 
and the triple (A, ,u, Cs) satisfies property n*(r) for y = ,$I - ‘. Then for euerq 
VE (0, 1) and x, = s-lim x, there exists & such that 
~,.lf,CqJ = L’, +dvP. Va = I?,..., 00, (6.37) 
wherep(q)=(l +3~)1(1 -q))‘p-’ decreases to 1,K’ as ~10. Thus. 
~ofnc,(X,)CV,+~~~‘B. (6.38) 
In addition, 
0 # hf,(x,), va = G,.... co, (6.39) 
protlided the functions f, , f2 . . . . . f, are ProPer c0twe.v. 
Proof. Let v E (0, 1) and x, = s-lim x,. Using Lemma l(b), we can 
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obtain c? > & such that a > 6 implies f,(x,) - gA <f,(x,) as well as 
X, E X, + r,@ and [/x~ -x,11 . I(u,(I < ~2. Now consider any a > 8. Then 
.m,> >f&m) - rll 
= (h&J - 1 - (x, - x, 1 u,)) - ?A 
> h(x,) - (1 + 2q)A. 
Suppose u E a,,f,(x,). Then for each x E x, + ,uB it follows that 
h(x) >f,(x) 
>/f&J - @+ (x - x,3 0) 
~h(x,)-(l+3rl)~+(x-x,,~), 
which yields o E 8, h(x,) with [ = (1 + 3r7)1. But the latter condition holds if 
and only if 
Since X, + (1 - V) ,uB c (x, + r,yB) + (1 - 9) ,uB, we can conclude that 
(x-xx,, v-u,)<L VxEx, + (1 -q)pB, 
and hence (1 u - u, I( < [( 1 - q)- ’ p -’ = p(q). Notice that the limit index 
a = co is also covered by the preceding argument. Indeed, the only missing 
ingredient is the fact that 
.fm < h, (6.40) 
which follows from Lemma l(b) and the hypothesis that f, < h for all a 
sufficiently large. We have therefore shown (6.37). Since a,f,(x,) c 
a,,f,(x,) for every q E (0, l), with p(q) decreasing to @’ as n 10, (6.38) 
follows from (6.37). Finally, let f,, f2,.., f, all be proper convex. Then for 
1 any a = a,...,co we have that f, is convex, never -co, and bounded above on 
the neighborhood Ua = x, + (1 - q)pB of x,. The bound follows from 
CJ, c x, + pB and the fact that on x, + pB we have f,(x) < h(x) < A + 
f&,) + P II UC0 II. It is well known that this information is sufftcient to imply 
0 # a&(x,). This completes the proof. 
Proof of Theorem 11. Let y > 0 and x, = s-lim x,. By property rr*, 
there exists a triple (A.,p, a’) satisfying property n*(r/2). Therefore by 
Proposition 4, for each v E (0, 1) there exists di such that (6.37) holds. Now 
pick any n E (0, l/5] and then choose E = F$. Since the corresponding p(n) 
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satisfies p(q) < 2,$1-’ < y, this establishes (6.32). Since a = co is covered 
here, 
aof&,) c (~0x1 (6.4 1) 
follows. Now consider any (x,), (u,), (E& satisfying (6.33). Observe that 
(6.32) holds for all indices /3 > 6. So, for any y > 0 there exist E > 0 and ,8 
such that c?&(x~) c u, + yB for all p >B. Pick p>j? so that .sg < E for all 
/? > p. Then, for any p > 8, 
This establishes (6.34). Now assume f, is convex. Since f, < h (see (6.40)), 
f, is bounded above by I +f,(x,) + ,u ]] U, ]] on x, + ,uB. Since f, is never 
-co, this is enough to imply 0 #a,&(~,). In view of (6.41), this yields 
a,f,(x,) = {v,}. Now let us show f, is Frechet-differentiable at x, with 
Vfoo(x,) = ucor that is, 
lim sup f&m + rz) -faJkm> _ cz u 
5 9 cc 
> = o (6.42) 
TlO ZOB 
Let E > 0. By property z*, there exists a triple (I,p, a’) satisfying property 
n*(e). It follows that, for any z E B and r E (O,p]], 
0 < t-‘(fm(x, + 52) -fm(x,)) - (G ~cc> (6.43) 
< P--‘(fm(x, + PZ) -fm(x,)) - (z, urn> (6.44) 
<lp-’ (6.45) 
< E. 
Here, (6.43) follows from v, E iY,f,(x,), (6.45) follows from 
fm(x, + pz) < h(x, + pz) (recall (6.40)) and (6.44) follows from the fact 
(due to the convexity of f,) that the difference quotients appearing are 
nondecreasing in the real parameter. It follows that 
sup fAxa + =) -fal(xm) 
- (z, uoo> < 6 r E (O,P]. 
rel3 r 
This establishes (6.42). 
Finally, let conditions (6.33) be satisfied once more. For assertions (6.35) 
(6.36) we consider the following string of inequalities: 
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- z((xo. uo> -fZ(uo)> <llmf&,) 
cf&,) (6.46) 
G lim .&j&J (6.47) 
< !im(E, + (xg 7 vfi> -f$(qJ) 
= l&$(x,, us) -f,*(u,)). 
Inequality (6.47) follows from Lemma l(b). If we can establish (6.46) it will 
follow that 
lim((xD, uD) -f,*(u,)) = limf&J ==fa(x,). (6.48) 
which is just (6.35). Using (6.48) together with (6.34) and u, E a,f,(.~,), 
one can obtain the estimate 
as well as the analogous estimate with inequalities reversed and limits 
superior (and the E~‘S suppressed). This would establish (6.36). 
The proof of Theorem 11 will therefore be finished once we establish 
(6.46). For this, consider the quantity 
m* = inf(A > 0 13~ > 0 3,~ > 0 36, (A,p, G) satisfies n.*(y)}. (6.49) 
Case I: m* = 0. (Here, we deduce (6.46).) For any E > 0, there exist y > 0 
and a corresponding triple (A,.B, a’) satisfying property x*(y) and also A < E. 
Now pick p > cx’ so that llxq - x, 11 < ,B for all /3 >, /?. It follows that 
G fo(xo) < Wt&fo) - (xg, u,)) + lim(x,, uo> 
- 
< llm(&d - (x,, uo>> + (G, cm> (6.50) 
- 
= 114 +f&,) - (x,, ~1,)) + (x,,, ~3,~) (6.5 1) 
G & +f,km)* 
For (6.50) and (6.5 I), use (6.34) and consider that eventually /3 > fi > a’. By 
the arbitrariness of E, this establishes (6.46). 
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Case II: m* > 0. (Here, we deduce that the largest weakly lower semicon- 
tinuous convex minorant of f, - (., boo) is constantly equal to the value 
inf{ f, - (., v,)} = w,(v,).) Consider any y > 0 and corresponding triple 
(A,P, a’) satisfying property n*(y). Since f, < h (recall (6.40)), we therefore 
have 
f,(x) - (x9 cm> G h,(x) = 1 +fm(x,) - (xoc, 0,) + vx,+us(4 
(where vc equals 0 on C and + co off C), which implies 
(f, - c.9 VA)* (0) 2 We) = -1 -fo3(xcJ + (x,, 7 v + um> + P II lJ II 
and hence 
(f, - c.3 u,>>* +f&,) - (x,9 . + urn) > --A +cr //~/I. 
Using A> m* > 0, we obtain 
llm*I(fm - (= um))* +fc&,) - (x,3 . + L!,>l 
>Ppll.(I- lay-‘[I.[/- 1. 
By property 7c*, in this estimate y can be taken arbitrarily near zero. It 
follows that 
and hence 
(f, - (-3 o,)>* (VI = +a, VOfCE v. 
Since (f, - (-, v,))* (0) = -ooo(v,) E R, where finiteness follows from 
u, E a,f,(.u,) and the properness off,, we obtain 
(f, - (-7 v,))* tc> = -I, + W,o,(“), VcE v. 
Taking conjugates yields 
(t-, - (-7 urn))** tx> = w,tt‘,>. VXEX. 
Therefore, since the nontriviality condition on f, rules out precisely this 
situation, Case I must occur, and thus (6.46) holds. When f, is convex and 
weakly lower semicontinuous, then (since f, is also proper by assumption) 
one has (f, - (., cl,))** =f, - (., uoo), and so the nontriviality condition 
can fail only if f,(x) - (x, uclj) = w,(v,) for every x E X. This concludes 
the proof. 
640!35/4-4 
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Refinements of these results hold when X is the dual of some other 
normed linear space I’, . On X one systematically substitutes the weak* 
topology induced by V, in place of the weak topology, and one restricts the 
parameters u to lie in V, c v. The modified proofs exploit the refinement in 
Lemma 2, the remarks following (2.22), and also, for example, the weak* 
lower semicontinuity of ]]x]]. 
7. THE FINITE-DIMENSIONAL CASE 
Due to the availability of neighborhoods having finitely many extreme 
points, significant refinements of the previous results are possible in finite- 
dimensional spaces. The refinements are based on the presence of certain 
uniformities which, in turn, derive from two finite-dimensional results for 
convex functions: Lemma 4 below, and a result of Rockafellar asserting that 
pointwise convergence implies uniform convergence on compacta 140. 
Theorem 10.81. 
Various forerunners of the following result have been observed by several 
researchers, including Robert [ 37, Proposition 4. IO] and Salinetti and Wets 
[41, Corollary 3B]. 
LEMMA 4. Assume that X is finite-dimensional and that epi f, c 
!ir~ epi f,, where each function f,, f,,..., f, is convex. Let 2, E int(dom f,), 
Then for every 1 > 0 there exist ,u > 0 and a’ such that the function h defined 
on X bq 
if xE.f, +,uB, 
otherwise, 
satisfies 
f,<k Va = a’,..., 00. (7.1) 
In particular, there exist M < +03, p > 0, E such that 
f,(x)GM vx E I, + pB, Va = a,..., 00, (7.2) 
and 
7- 
llm f&d <f&d whenever .Fa, = lim x,. (7.3) 
These assertions also hold if f,, f, ,... are mere!v quasi-convex and f, is 
merely upper semicontinuous at X,. 
ProoJ Clearly, (7.2) and (7.3) will follow from (7.1). Now let A > 0, and 
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without loss of generality suppose Xm = 0. For (7.1), it suffices to exhibit 
,u > 0 and a’ such that 
Vx E ,uB, Va = 6 ,..., 00. (7.4) 
Since f, is upper semicontinuous at X= (e.g., 140. Theorem 10.1 ]), there 
exists y > 0 such that 
f,(x) <13/z +fcm? Vx E 2yB. (7.5) 
By finite-dimensionality, there is a (full dimensional) standard simplex P 
centered at 0 and contained in yB. Suppose its vertices are labeled x’ for 
j = 0, l...., m. By Lemma l(a), for eachj there exists (xi,) such that 
x’ = lim xi,, llW&!J GS9. (7.6) 
Now observe there exists ,U > 0 sufficiently small that 
.d + ,uB c 2yB. Vj, (7.7) 
and also 
,uB c conv{$] whenever ,i? E .r’ + pB, 
i 
Vj. (7.8) 
(Indeed, one can suppose B corresponds to the Euclidean norm and then 
take any ,u E (O,,Z], where b is half the distance between the origin and the 
(m - 1)-dimensional faces of P.) By (7.6), for each j there exists ai such that 
ST’, E x’ + pB and Va > aj. (7.9) 
Put a’= max{aj ] j= 0, l,..., m), and consider any a > 6. We have 
di E xj +,uB for every j (by (7.9)), hence ,uB c convj{x’,} (by (7.8)). Then 
for any x E pB we obtain 
(quasi-convexity off,), 
(by (7.9)), 
(by (7.7), (7.5)). 
This completes the proof. 
We present two theorems summarizing the main finite-dimensional 
refinements of the earlier results for P,(u,), P,(v,),..., P,(u,). The first deals 
with the nonconvex case. 
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THEOREM 12. Assume that X is finite-dimensional and that f, + f,, 
where f, is proper. Let Urn be such that there exists a proper convex lower 
semicontinuous function k on X such that k <f, and (x E X 1 k(x) - 
(x, t’,) < r} is nonempty and bounded for some <E R. Assume also that 
there exist r < +co and a such that 
f,(x) = +a whenever I(xJI > r, Va>E. (7.10) 
Then there exists ,u > 0 such that each of the following properties holds for 
c= (VE vI(~v-z7tsocl~ tp}. 
(a) Whenever v, + v, E C and 0 < E, + 0, one has 
- 
0 # hm Q,(v,, E,) c Qm(voo, 0), 
lim w,(v,) = w,(v,) E R. 
(b) More generally, whenever (x,), (v,), v,, (E,) satisfy 
x, E a,tv, 7 L>. v, --t v, E c, 0 < E, -+ 0, 
one has 
lWf,W - CL V v,)) = lim o,(u,) = wco(v~) E R 
and the existence of (/I) c (a) and x, such that 
xq + x, E Q,(v, 7 0). 
(7.11) 
(7.12) 
(7.13) 
(7.14) 
(7.15) 
(c) The functions w, converge pointwise to w, everywhere on C, and 
this convergence is uniform on (v E V 1 II v - Urn II< ,t7t for every ,ii E (0, p). 
(d) Whenever v, + v, E C, 0 < E, + 0 and z, + z, , the approximate 
directional derivative functions w:(v; z) (defined in (5.14)) satisfy 
(%xl (vcc; z.m> < !i!eL)l., (cm ; zd (7.16) 
(e) Wh enever v, + v, E C, 0 < E, -+ 0 and y > 0, there e.rists L? such 
that 
fia(v,, E,) c Qm(v, 3 0) + Y& Va>&, (7.17) 
q&,9 E,) c .n&,, 0) + I& Va>&. (7.18) 
(The sets fi(v, E) are defined in (2.13)-(2.15).) 
Proof. Parts (a), (b) and (d) will follow basically from Lemma 3, 
Lemma 4 and Theorem 8 and its Corollary. Then, parts (c) and (e) will 
follow from (a) and (d), with the aid of [40, Theorem 10.81. We begin by 
SEQUENCES OF OPTIMIZATION PROBLEMS 349 
observing that f, -+f, and (7.10) imply epi f 2 c lim epi f ,*, by Lemma 3 
together with (2.2) and Lemma l(a). (Note: Lemma l(a) and f, -f, imply 
that (7.10) applies also to a = co.) Since the functions f ,* are convex, 
Lemma 4 will apply to 6, provided we can show 5, E int(dom f 2). For 
this, observe that k <f, implies f 2 < k*, hence int(dom k*) c int(dom f 2,). 
Furthermore, the assumed nonemptiness and boundedness of some lower 
level set of k - (., 6,) is equivalent to fi, E int(dom k*). (See, for example, 
[40, Theorem 27.1(d)(f)], or the Moreau and Rockafellar results used in the 
proof of Theorem 8.) Therefore Lemma 4 implies there exist M < +co, p > 0, 
E such that 
fX(u)<M VV E Coo +pB, Va = E ,..., ~0. (7.19) 
It follows that 
cm +,uB cdomf,“, va = a,..., co. (7.20) 
h*<f:*<fa, Va = a,..., to, (7.21) 
where h is the function defined on V by 
h(v)= ?a I if vELT,+pB, otherwise. 
By (7.21), Theorem 8 applies, yielding parts (a) and (b). and the Corollary 
to Theorem 8 applies also, yielding part (d). For (c), observe that from 
f, f +co and Lemma l(a) we have ma(.) < +cc for all a sufficiently large. 
Then by (7.20) and (7.12) it follows that the w,, for all a sufficiently large, 
are finite everywhere on C and converge pointwise to w, there. Therefore, 
(c) follows from [40, Theorem 10.81. Finally, consider part (e). Clearly, it 
suffices to show (7.17) just in the case of 0 < E, + 0. Suppose it fails. Then 
there exist ~1, + t’, E C, 0 < E, + 0, y > 0 for which 
occurs on some subsequence (J) c (a). For each /I E (p) pick xq such that 
By (7.10), we can assume that xq + x, for some x,. Then (7.11) implies 
X, E Qnco(um, 0). We have reached the absurdity 
0 < y < 11-Q - x,, I( + 0. 
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Thus, (7.17) holds. For (7.18), let u, + v, E C, 0 < E, + 0 be given. By (d), 
(~,xl (v, ; z) ,< lim&J;, (v, ; z), VZE v. (7.22) 
Furthermore, the functions (w,):~ (ua ; .) for all a sufficiently large and for 
a = co are finite. Indeed (setting E o. = 0 to cover a = co simultaneously), 
(5.16) yields 
k& (v, ; * )=inf((x,.)(~E~~(v,,&,)}. (7.23) 
Now pick IL?> (5 (where d is as in (7.20)) so that U, E C and also 
w=(.) < +co for all a > a’. Then for any a = G,.... co it follows from (7.20) 
that ZJ=-E int(dom f,*), and hence from [40, Theorem 27.1 (d)(f)] and (2.15) 
that Q,(v,, ~~2) is nonempty and bounded. By (7.23), this shows 
(wa)h (v,; .) is everywhere finite for all a = E,..., 00. Now let y > 0 be given. 
By (7.22) and [40, Corollary 10.8.11 there exists a^ > a’ such that, for any 
a > ~2, 
(%sl @cc ; z) - Y < (%Xe (u, ; z), VzE B. 
By positive homogeneity (see (7.23)) this implies 
(w*)A (vm; z> - Y II ZIG (am (v, ; z), VZE v, 
and by (7.23) this yields 
wx ,(L’,,O) +ye = w  X&,.0) + Iv,* 2 v/i/j&‘&, 
(where ws denotes the function having value 0 on S and +co off S). Taking 
conjugates yields 
that is, 
cl .n,(v,, E,) c cf(&,(v,, 0) + yB). 
Since the sets fi=(v=, se) are closed (as well as convex) and 7B is compact, 
the closure operations here are redundant (e.g., [40, Corollary 9.1.2 and 
Theorem 8.41). This establishes (7.18) and completes the proof. 
Now consider the convex case. 
THEOREM 13. Assume that X is j%ite-dimensional and that f, +f,, 
where each function f, , f2 ,..., f, is proper convex and lower semicontinuous. 
Let Ua, be such that {x E X 1 f,(x) - ( x, 6,) < () is nonempty and bounded 
for some (E R. Then there e.rists p > 0 such that each of the following 
properties hofdsfor C= (UE VI llv-fi~ll <,u). 
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0 # Iim fl,(v,, E,) = Om(u,, Oh (7.24) 
lim o,(u,) = wm(vco) E R. (7.25) 
(b) More generallv, whenever (x,), (v,), Us, (E,) satisfy~ 
x, E Q,(v, 9 L), v, + v, E c, 0 < E, -+ 0, (7.26) 
one has 
Wf&,) - (x,, va)) = lim ~~(0,) = ~~(0,) E R 
and the existence of Q?) c (a) and x, such that 
(7.27) 
xq + x, E Q,(v, 7 0). (7.28) 
(c) The functions w, converge pointwise to w, everywhere on C, and 
this convergence is uniform on (v E V 111 v - Foe II< ,E} for every ,i E (0, p). 
(d) Whenever v, + v, E C, 0 < E, -+ 0 and z, -+ z,, the approximate 
directional derivative functions w:(v; z) (defined in (5.14)) satisfy 
@%)b (v,; zm) < lim(q& (0,; z,). (7.29) 
(e) Whenever v, + U, E C, 0 < E, -+ 0 and y > 0. there exists oi such 
that 
Q,(u,, 4 = fi,(o, 7 0) + YB, t/a>& (7.30) 
Proof: This is much the same as the proof of Theorem 12, so we only 
remark on a few points. The role of (7.10) and Lemma 3 is played here by 
convexity and Theorem 1. The refinement in part (a) from 0 < E, -+ 0 to 
0 < E, -+ 0 follows from convexity of the f,‘s. (See the end of the proof of 
Theorem 8 and also the proof of (6.10) in Proposition 3.) Lacking (7.10) 
here, the proof of (7.30) follows that of (7.18) rather than (7.17). 
Some of the results in Theorem 13 can reportedly be derived using the 
recent results of Attouch and Wets [7], to which we have not had access. 
We conclude by giving results which can be regarded as dual to those of 
Theorem 13. 
THEOREM 14. Assume that X is finite-dimensional and that f, + f,, 
where f, is proper convex for all a = a,..., co. Let X, E int(dom f,). Then 
there exists p > 0 such that each of the following properties holds for 
c= {XEXIIlX-x,11 <p}. 
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(a) Whenever x, + x, E C and 0 < E, -+ 0, one has 
0 * hm f%af&> = 4f,(x,)~ 
lim.L(x,) =f&xO E R. 
(b) More generally, whenever (x,), x=,, (v,), (6,) satisfy 
v, E %JxX,)~ X,‘X~I:C, 0 < E, -+ 0, 
one has 
lim iqf{ f,(x) - (x - x,, v,>l = limf,(x,) =f&,) E R 
and the existence of (~3) c (a) and v, such that 
fJg * t’, E alf&,X 
lim((xs, us> -f&J) -f&d) = limfo*(vo) =fZ,(v,) E R. 
(7.3 I) 
(7.32) 
(7.33) 
(7.34) 
(7.35) 
(7.36) 
(c) The functions f, converge pointwise to f, everywhere on C, and 
this convergence is uniform on {x E X 1 /Ix - Xcc (1 ( ,D} for every ,U E (0, ,a). 
(d) Whenever x, -+ x, E C, 0 < E, + 0 and z, + zoo, the approximate 
directional derivative functions f :(x; z) (deJned in (5.26)) satisfy 
Wf,X, (x,; z,) G (f&i (x, ;zA- (7.37) 
(e) Whenever x, +x, E C, 0 < E, -+ 0 and y > 0, there exists & such 
that 
4ef,W = ~,f&,> + 14 t/a>&. (7.38) 
Proof: Like that of Theorems 12 and 13. Theorem 9 and its Corollary 
play the role of Theorem 8 and its Corollary. Note that for part (e) one 
needs the fact that, for some G, the sets i3eefa(xa) are nonempty and bounded 
for all a = G,..., 00. For boundedness, see (5.25); for nonemptiness, observe 
that 0 # 8, f,(x,) c acmf,(x,) follows from f, being proper convex and 
bounded above around x, (by (7.2)). 
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