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Abstract. This paper presents a performance evaluation of a novel Vector 
Evaluated Gravitational Search Algorithm II (VEGSAII) for multi-objective 
optimization problems. The VEGSAII algorithm uses a number of populations of 
particles. In particular, a population of particles corresponds to one objective 
function to be minimized or maximized. Simultaneous minimization or 
maximization of every objective function is realized by exchanging a variable 
between populations. The results shows that the VEGSA is outperformed by other 
multi-objective optimization algorithms and further enhancements are needed 
before it can be employed in any application. 
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Introduction 
The Gravitational Search Algorithm (GSA) has been firstly introduced by Rashedi et al. 
in 2009 [1]. The population-based optimization algorithm is derived based on the 
Newtonion Law of Gravity and the law of motion. GSA has been found superior to 
some well-established optimization algorithms, such as Central Force Optimization 
(CFO) [2] and Particle Swarm Optimization (PSO) [3].  
In order to apply the GSA algorithm to multi-objective optimization problems, a 
number of variants of GSA algorithms have been reported. The first variant is called 
Multi-Objective GSA (MOGSA) [4]. Later, Nobahari et al. have proposed a Non-
dominated Sorting GSA (NSGSA) [5]. Recently, a novel approach for handling multiple 
objectives using GSA is proposed. The proposed approach is called Vector Evaluated  
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GSA (VEGSAII) [6]. VEGSAII uses a number of populations of particles in which a 
population corresponds to one objective and the multi-objective optimization is realized 
by exchanging a variable between populations. Specifically, the direction of a particle is 
not only determined by all the particles in its population, but also with the addition of 
the best particle of its neighboring population. 
The purpose of this paper is to investigate the performance of the VEGSAII 
algorithm. ZDT test function is used as the benchmark multi-objective optimization 
problem and the performance of the VEGSAII algorithm is evaluated in terms of 
Number of Solutions (NS), Generational Distance (GD), and Spread. To conclude the 
finding, the performance of VEGSAII algorithm is compared to the existing NGSA-II, 
SPEA2, and SMPSO algorithms. 
1. Gravitational Search Algorithm 
Searching in GSA is performed by a set of N particles. The position of the ith particle in 
n dimensions is denoted as    
, 
, … , 
	for i = 1, 2, …. , N. In a particular dth 
dimension, the position of ith particle can be represented as 
. In GSA, every particle 
has its own mass. The mass of ith particle is influenced by fitness value, 
, which is 
subjected to the position of the particle in a search space. The mass of ith particle is 
updated as follows:  
	 
	

∑ 	



                                                                (1) 
where 	 is defined as  
	 
		
  		

		
  		

                                                              (2) 
The best(t) and worst(t) are defined subjected to the optimization problem.  
The flowchart of GSA is shown in Fig. 1. During initialization, the positions of 
particles are randomly positioned in the search space. The velocity of each particle and 
the iteration number, t, are set as zero. Gravitational constant is also initialized. Then, 
the fitness of each particle, 
, is calculated according to objective function. After that, 
the gravitational constant, G(t), is updated based on the following equation: 
 
	     


                                                               (3) 
 
where T is the total number of iterations. The next step is to calculate the mass, M, and 
acceleration,  , for each particle. The mass, M, is calculated based on Eq. (2). 
Acceleration of ith particle in dth dimension, 
	 , determines the direction of a 
particle and can be calculated based on the law of motion, as follows: 
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 Figure 1. Flowchart of Gravitational Search Algorithm 
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                                                                (4) 
where  is called inertia mass of ith particle. Note that   . The total force, 
, 
that act on particle ith in a dimension d, is calculated as follows: 

	   ∑ 
	,     (5) 

	   	

	
  	

	
   

	  
		    (6) 
where !  is the passive gravitational mass related to particle i, "  is the active 
gravitational mass related to particle j, ε is a small constant,   is the Euclidian 
distance between particle i and j, and  is a uniform random variable in the interval 
[0,1]. Finally, the velocity, 
, and position, 
, of ith mass are updated as follows: 

  1	      
	  
	     (7) 

  1	  
	    
  1	    (8) 
where   is another uniform random variable in the interval [0,1]. The algorithm 
ends if the stopping criterion is met. 
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2. Vector Evaluated Gravitational Search Algorithm (VEGSA) 
The VEGSA assumes M populations of P1, P2, P3, … , PM, of size N aim to 
simultaneously optimize M objective functions. Each population optimizes one objective 
function. Information transfer between populations, as shown in Fig. 2, is introduced to 
promote trade-off between objectives. Two versions of VEGSA algorithm are proposed 
in this paper, namely, VEGSAI and VEGSAII. Both algorithms occupy an archive to 
store the non-dominated solutions and this archive is updated at every iteration. 
However, this study focuses on VEGSAII only. In VEGSAII, the direction of a particle 
is not only determined by all the particles in its population, but also with the addition of 
the best particle of its neighbouring population. 
Let m be the index of a population, m = {1, 2, … , M} and 

 be the fitness of 
jth particle of the mth population. Eq. (6) is modified as follows: 
 (9) 
  (10) 
where 
,
 is the total force that act on particle ith in a dimension d of population m. 
The force that act on ith particle by the best particle in a neighboring population is 
denoted by 
,
. 
 
 
Figure 2. Information transfer between populations in Vector Evaluated 
Gravitational Search Algorithm 
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Table 1. The parameter and its value used in experiments 
Parameter Value 
Iteration 250 
Number of agent per swarm, N 50 
Archive size 100 
# 100 
 2
-52 
 20 
Number of run 30 
3. Performance Evaluation 
The parameter values used in the experiments are shown in Table 1. In VEGSAII 
algorithm, an archive is introduced to maintain and to update the non-dominated 
solutions at every iteration. The size of the archive chosed in this study is 100. In this 
study, the ZDT [7] benchmark test problems were used to validate the performance of 
the algorithm. The ZDT includes six test problems. However, the ZDT5, which is used 
for binary evaluation, has been excluded because this study focuses on the continuous 
search space problem. The parameters used for the test problems are based on [7]. 
Three quantitative performance measures, which are Number of Solutions (NS), 
Generational Distance (GD), and Spread have been used to evaluate the performance of 
the VEGSA. The NS is calculated based on the number of nondominated solutions found 
at the end of the iteration. The GD measure [8] represents the average distance between 
the Pareto front obtained, PFo, and the true Pareto front, PFt, as formulated in Eq. (11) 
and Eq. (12).  
                                                                   (11) 
 
                                              (12) 
This measure estimates how close the PFo lies to the PFt. Hence, a smaller GD 
value represents better performance. The Spread [9] is used to measure the extent of the 
PFo distribution of the along the PFt. Eq. (13), Eq. (14), and Eq. (15) show the 
calculation of Spread. 
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Table 3. VEGSAII performance againts NGSA-II, SPEA2, and SMPSO Algorithms 
ZDT Test Problem Algorithm NS GD Spread 
ZDT1 NSGA-II 100 0.000223 0.379129 
SPEA2 100 0.000220 0.148572 
SMPSO 100 0.000117 0.076608 
VEGSAII 55.36 0.045 0.94 
ZDT2 NSGA-II 100 0.000176 0.378029 
SPEA2 100 0.000182 0.158187 
SMPSO 100 0.000051 0.071698 
VEGSAII 96.03 0.002 0.74 
ZDT3 NSGA-II 100 0.000211 0.747853 
SPEA2 100 0.000230 0.711165 
SMPSO 99.9 0.000203 0.717493 
VEGSAII 99.66 0.10 0.65 
ZDT4 NSGA-II 100 0.000486 0.392885 
SPEA2 100 0.000923 0.298269 
SMPSO 100 0.000134 0.092281 
VEGSAII 97.43 0.015 0.77 
ZDT6 NSGA-II 100 0.001034 0.357160 
SPEA2 100 0.001761 0.226433 
SMPSO 100 0.012853 0.390481 
VEGSAII 84.13 0.009 0.71 
 
 
 
• The population size of the SMPSO was set to 100, and a maximum of 250 
iterations was employed. The C1 = C2 = Random[1.5, 2.5] and the ω = 
Random[0.1, 0.5]. Additionally, 15% of the particles in the SMPSO algorithm 
are subjected to polynomial mutation with ρm = 1/N and μm = 20. 
The performance of VEGSAII algorithm in terms of NS, GD, and Spread is 
tabulated in Table 2. Table 3 shows the performance of VEGSAII algorithm against 
NSGA-II, SPEA2, and SMPSO. These results show that the number of non-dominated 
solution obtained by VEGSAII is the worst for the ZDT1 problem. For the case of 
ZDT2, ZDT3, ZDT4, and ZDT6, the number of non-dominated solutions obtained are 
less than the number of non-dominated solutions obtained by the state-of-the-art 
algorithms. Note that the size of archieve is limited to 100 in this study. The value of 
GD and Spread measures are also significantly higher than NSGA-II, SPEA2, and 
SMPSO in most cases. The VEGSAII algorithm exhibits better Spread values than the 
state-of-the-art algorithms only for the case of ZDT3.  
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4. Conclusions 
The primary objective of this study is to perform performance evaluation of the newly 
introduced VEGSAII algorithm. The VEGSAII algorithm requires a number of 
populations of agents. The number of population is equal to the number of objective. 
Simultaneous minimization or maximization of every objective function is realized by 
exchanging a variable between populations. For the case of VEGSAII, the direction of a 
particle is not only determined by all the particles in its population, but also with the 
addition of the best particle of its neighboring population. Based on ZDT test problem 
and by examining its performance in terms of NS, GD, and Spread, it is found that the 
current VEGSAII algorithm is still immature and further enhancements are needed 
before it is ready to be employed in any application. 
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