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Computations in cortical circuits are mediated by
synaptic interactions between excitatory and inhibi-
tory neurons, and yet we know little about their
activity in awake animals. Here, through single and
dual whole-cell recordings combined with two-
photon microscopy in the barrel cortex of behaving
mice, we directly compare the synaptically driven
membrane potential dynamics of inhibitory and
excitatory layer 2/3 neurons. We find that inhibitory
neurons depolarize synchronously with excitatory
neurons, but they aremuchmore activewith differen-
tial contributions of two classes of inhibitory neurons
during different brain states. Fast-spikingGABAergic
neurons dominate during quiet wakefulness,
but during active wakefulness Non-fast-spiking
GABAergic neurons depolarize, firing action poten-
tials at increased rates. Sparse uncorrelated action
potential firing in excitatory neurons is driven by
fast, large, and cell-specific depolarization. In con-
trast, inhibitory neurons fire correlated action poten-
tials at much higher frequencies driven by slower,
smaller, and broadly synchronized depolarization.
INTRODUCTION
The neocortex is composed of an intricate network of excitatory
and inhibitory neurons, which interact strongly through local
synaptic microcircuits. Action potentials in excitatory cortical
neurons evoke release of the neurotransmitter glutamate, driving
excitatory postsynaptic potentials in target neurons. Inhibitory
cortical neurons release the neurotransmitter gamma aminobu-
tyric acid (GABA) evoking inhibitory postsynaptic potentials.
Whole-cell recordings in awake animals have begun to shed light
on the synaptically driven membrane potential dynamics found
in excitatory neurons (Crochet and Petersen, 2006; Lee et al.,
2006; Poulet and Petersen, 2008). However, no equivalent
measurements have yet been reported for inhibitory neurons
and we therefore lack functional information on a critical popula-
tion of cortical neurons.
In vitro recordings in brain slices and in vivo recordings under
anesthesia have shown that the activity of inhibitory GABAergic422 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.neurons balances excitation (Borg-Graham et al., 1998; Galar-
reta and Hestrin, 1998; Shu et al., 2003; Wehr and Zador,
2003; Haider et al., 2006; Volgushev et al., 2006; Okun and
Lampl, 2008; Haider and McCormick, 2009; Atallah and Scan-
ziani, 2009) and orchestrates action potential timing in excitatory
neurons (Klausberger et al., 2003; Buzsa´ki and Draguhn, 2004;
Gabernet et al., 2005; Fuchs et al., 2007; Cardin et al., 2009;
Sohal et al., 2009). Much less is known about the activity and
functional role of identified inhibitory cortical neurons in awake
behaving mammals (Fujisawa et al., 2008), although many awake
studies have reported high action potential firing rates in extra-
cellular recordings of suspected GABAergic neurons with narrow
spike waveforms (Mountcastle et al., 1969; Beloozerova et al.,
2003; Mitchell et al., 2007; Sakata and Harris, 2009). Studying
awake animals is of crucial importance since differences in brain
states have profound influences on cortical dynamics and
sensory processing.
Here, we focus on the primary somatosensory barrel cortex of
mice, which contains a remarkable map of the mystacial
vibrissae such that each whisker is individually represented in
a well-defined cortical barrel column (Petersen, 2007). For
example, the C2 barrel column is known to process tactile infor-
mation relating to the C2 whisker. This sensory pathway there-
fore offers unique opportunities for linking the architecture of
specific synaptic microcircuits to cortical sensory processing.
When mice explore their environment they actively move their
whiskers back and forth at high frequencies in a behavior termed
whisking. Active sensory perception and sensorimotor integra-
tion are thus prominent features of this system (Kleinfeld et al.,
2006). Interestingly, sensory processing and membrane poten-
tial dynamics in the barrel cortex differ dramatically between
quiet and active behavioral states (Fanselow and Nicolelis,
1999; Castro-Alamancos, 2004; Hentschke et al., 2006; Crochet
and Petersen, 2006; Ferezou et al., 2006, 2007; Lee et al., 2008).
During quiet wakefulness (when the mouse is not moving its
whiskers) brief deflections of a single whisker evoke large-ampli-
tude sensory responses that propagate across a large part of the
sensorimotor cortex, whereas the same stimuli delivered during
active whisking evoke small-amplitude and localized sensory
responses (Crochet and Petersen, 2006; Ferezou et al., 2006;
Ferezou et al., 2007). Surprisingly, cortical sensory responses
therefore appear to be partially suppressed during active states,
a phenomenon that was also recently reported for auditory
cortex (Otazu et al., 2009). In order to define the functional oper-
ating principles of the neocortical microcircuits during these
different brain states, here we investigate the membrane
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Figure 1. GABAergic Input Suppresses Action Potential Firing in
Excitatory Layer 2/3 Barrel Cortex Neurons of Awake Mice
(A) In vivo two-photon microscopy was used to image GABAergic neurons
labeled with GFP (green) in an awake head-restrained GAD67-GFP knockin
mouse (Tamamaki et al., 2003). A whole-cell recording (upper pipette outlined
in white) was established with an excitatory neuron. The recording electrode
was filled with Alexa-594, which diffused into the recorded neuron labeling
the soma with a red fluorescence.
(B) A second pipette (lower white outline) containing Alexa-594 and 200 mM
gabazine (a GABAA antagonist) was positioned close to the recorded neuron.
After collecting control data, gabazine was injected into the extracellular
space. The left image shows an early period of the gabazine injection and
the second image is taken approximately 5 s later showing the rapid diffusion.
(C) During quiet wakefulness, slow large-amplitude membrane potential
fluctuations are recorded in layer 2/3 pyramidal neurons accompanied by
low-frequency action potential firing. During the gabazine application, action
potential firing increased. Upon washout of the gabazine, action potential firing
returned to baseline control level.
(D) During control conditions most action potentials occur individually, but
during gabazine application most action potentials occur in a burst of two or
more action potentials.
(E) Increases in action potential firing upon gabazine application were
observed in all recorded layer 2/3 pyramidal neurons (n = 8). Data are pre-
sented as mean ± SEM.
Neuron
Membrane Potential Dynamics of GABAergic Neuronspotential dynamics of both excitatory and inhibitory neurons in
the mouse barrel cortex during behavior quantified through
high-speed filming of whisker movements.
RESULTS
Local GABAergic Input Hyperpolarizes Excitatory
Neurons and Reduces Action Potential Firing Rates
GABAergic inhibition is thought to play a fundamental role in gov-
erning the activity of excitatory neurons. We tested this hypoth-
esis in the C2 barrel column of awake head-restrained mice by
locally injecting gabazine (a GABAA receptor antagonist) while
measuring the membrane potential in a nearby excitatory pyra-
midal neuron. In order to differentiate excitatory and inhibitory
neurons, we studied knockin mice expressing GFP from the
GAD67 gene locus, which specifically labels GABAergic neurons
(Tamamaki et al., 2003; see Figure S1 available online).
GABAergic synaptic transmission is unaltered in GAD67-GFP
mice compared to wild-type (Figure S2). The GABAergic neurons
in the GAD67-GFP mice are sufficiently brightly labeled to allow
routine high-resolution visualization in awake head-restrained
mice through two-photon microscopy (Figure 1). The whole-
cell (WC) recording pipette contained a red fluorescent dye
(Alexa-594), which diffused into the recorded neurons. Lack of
colocalization of green fluorescence (from GFP-expression)
with the red fluorescence (from the whole-cell pipette) indicated
that the recordings were from excitatory neurons (Figure 1). In
agreement with previous studies (Crochet and Petersen, 2006;
Poulet and Petersen, 2008; de Kock and Sakmann, 2009), during
control periods of quiet wakefulness, excitatory neurons in layer
2/3 of the mouse barrel cortex fire action potentials at low rates
(0.35 ± 0.1 Hz, n = 8; Figure 1). After collecting baseline traces of
control spontaneous activity, gabazine (200 mM) was coinjected
with red fluorescent dye (Alexa-594) rapidly diffusing over
several hundred micrometers within a few seconds. Following
gabazine injection, excitatory neurons on average depolarized
by 5.1 ± 0.9 mV (n = 8) and action potential firing rates increased
by almost an order of magnitude (2.7 ± 0.9 Hz, n = 8). In addition,
we noted that excitatory neurons increased burst firing following
blockade of GABAA-mediated inhibition. Whereas under control
conditions most action potentials in layer 2/3 pyramidal neurons
occur individually, following blockade of GABAergic inhibition
most spikes occurred in bursts of two or more action potentials
within 20 ms (control 32% ± 10% of spikes occur in bursts; ga-
bazine 73% ± 7% of spikes occur in bursts). GABAergic synaptic
inputs onto excitatory neurons in layer 2/3 barrel cortex of awake
mice therefore act to hyperpolarize excitatory neurons, prevent-
ing initiation of action potentials and also preventing burst firing
of action potentials. In order to understand how GABAergic
neurons evoke this inhibition, it is essential to record their activity.
Properties of Excitatory and Inhibitory Neurons
during Quiet Wakefulness
We therefore targeted whole-cell recordings to GFP-labeled
GABAergic neurons in layer 2/3 of awake head-restrained mice
under visual control through two-photon microscopy (Margrie
et al., 2003; Kitamura et al., 2008; Figures 2A–2C). We distinguish
between three classes of cortical neurons. Non-GFP-expressingexcitatory neurons responded to depolarizing current injection
with an adapting firing pattern of broad action potentials
(1.06 ± 0.04 ms, mean ± SEM, n = 39; Figures 2A, 2D, and S3).
The somatic input resistance of excitatory neurons in layer 2/3
measured in response to hyperpolarizing current during quiet
wakefulness was 38 ± 3 MU (n = 38; Figure 2E). In response to
depolarizing current injection, fast-spiking (FS) GABAergic
GFP-expressing neurons (Figures S3 and S4) fired action poten-
tials at very high frequencies with little adaptation and narrow
spike waveforms (0.32 ± 0.02 ms, n = 25; Figures 2B and 2D).Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 423
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Figure 2. Whole-Cell Recordings of GABAergic Neurons in Awake Mice
(A–C) Whole-cell recordings of membrane potential in awake mice from an excitatory pyramidal neuron (A), a GABAergic Fast-Spiking (FS) neuron (B), and a
GABAergic non-fast-spiking (NFS) neuron (C). Upper panels show two-photon images of whole-cell recording pipettes (WC; outlined for easier visibility) and
neurons filled with red fluorescent dye. Green fluorescence specifically labels GABAergic neurons in these GAD67-GFP knockin mice (Tamamaki et al.,
2003). Middle panels indicate action potential discharge pattern in response to injection of depolarizing current. Lower panels indicate spontaneous membrane
potential dynamics during quiet wakefulness.
(D–G) The three classes of neurons have different action potential durations (D), input resistances (E), mean membrane potentials during quiet wakefulness (F),
and spontaneous action potential firing rates during quiet wakefulness (G). The data are presented as mean ± SEM. Statistical significance according to Student’s
t test is indicated by ** for p < 0.01.
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Membrane Potential Dynamics of GABAergic NeuronsInput resistance of GABAergic FS neurons was 61 ± 12 MU
(n = 25; Figure 2E). Other GFP-expressing GABAergic neurons
(Figures S3 and S4) fired broader action potentials (0.84 ±
0.03 ms, n = 44; Figures 2C and 2D) at lower frequencies in
response to current injection and we term these non-fast-spiking
(NFS) GABAergic neurons. The input resistance of GABAergic
NFS neurons (112 ± 7 MU, n = 39) was significantly higher than
that of excitatory or GABAergic FS neurons (Figure 2E). Whereas
GABAergic FS neurons correspond to parvalbumin-positive
inhibitory neurons (Figure S4), GABAergic NFS neurons corre-
spond to parvalbumin-negative inhibitory neurons (Figure S4)
expressing other markers such as somatostatin, calretinin, or
VIP (Figure S5; Gonchar et al., 2007).
As a population, the action potential kinetics of GABAergic
NFS neurons were significantly different from those of excitatory
pyramidal neurons (Figure 2D), but it is important to note that
their distributions overlap extensively (Figure S3). Thus an excit-424 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.atory neuron could not be differentiated from an inhibitory neuron
in the neocortex on the basis of action potential waveform alone
and, in our experiments, the genetically encoded GFP-label for
GABAergic neurons was essential. This may be an important
general point considering the wealth of neurophysiological data
originating from unidentified neurons. A similar conclusion was
recently drawn from extracellular recordings targeted by two-
photon microscopy to GFP-positive GABAergic neurons in the
primary visual cortex under anesthesia using the same GAD67-
GFP knockin mouse as studied here (Liu et al., 2009).
Interestingly, both types of GABAergic neurons were signifi-
cantly depolarized compared to excitatory neurons during quiet
wakefulness (excitatory 58.1 ± 1.2 mV, n = 32; FS 50.6 ±
0.9 mV, n = 20; NFS 52.0 ± 0.8 mV, n = 42; Figure 2F). Action
potential threshold, however, was not different between these
classes of neurons (excitatory 40.1 ± 1.4 mV, n = 24; FS
41.4 ± 0.9 mV, n = 20; NFS 39.6 ± 0.7 mV, n = 35). Excitatory
Neuron
Membrane Potential Dynamics of GABAergic Neuronsneurons therefore need to receive a much greater depolarizing
input in order to fire an action potential from the mean membrane
potential compared to GABAergic neurons, with GABAergic FS
neurons on average being closest to threshold. Presumably as
a consequence, both types of GABAergic neurons also sponta-
neously fired action potentials at significantly higher frequencies
compared to excitatory neurons during quiet wakefulness
(Figure 2G) and notably GABAergic FS neurons fired at an order
of magnitude higher rates than excitatory neurons (excitatory
1.1 ± 0.3 Hz, n = 34; FS 11.0 ± 1.9 Hz, n = 20; NFS 2.9 ± 0.6 Hz,
n = 43). Extracellular cell-attached recordings showed similar
differences in action potential rates comparing excitatory and
GABAergic neurons (excitatory 0.9 ± 0.5 Hz, n = 4; FS 13.1 ±
4.6 Hz, n = 7; NFS 4.6 ± 0.9 Hz, n = 8; Figure S6). Since
GABAergic neurons form approximately 12% of the total
neuronal population in layer 2/3 of the cortical C2 barrel column
(Lefort et al., 2009), the overall number of action potentials during
quiet wakefulness in GABAergic neurons appears to roughly
equal the number of action potentials in excitatory neurons.
BehavioralModulation ofMembranePotential Dynamics
Sensory processing and membrane potential dynamics of excit-
atory neurons in the mouse barrel cortex differ dramatically
between different whisker-related behaviors, defining ‘‘quiet’’
and ‘‘active’’ brain states (Crochet and Petersen, 2006; Ferezou
et al., 2006, 2007; Poulet and Petersen, 2008). These brain states
are generated internally within the central nervous system and
do not depend upon sensory input from the periphery (Poulet
and Petersen, 2008). During quiet wakefulness, we find large-
amplitude, slow membrane potential fluctuations in excitatory
and inhibitory neurons (Figures 2A–2C). During activity, when
the mouse was moving its C2 whisker, the slow oscillation was
suppressed in all three types of neurons (Figures 3A–3C, S7,
and S8). In other respects, the three classes of neurons behaved
in radically different manners. In agreement with previous obser-
vations (Crochet and Petersen, 2006; Poulet and Petersen,
2008), excitatory neurons on average depolarized slightly, but
significantly, during whisking (quiet 58.1 ± 1.3 mV; whisking
56.4 ± 1.4 mV; n = 21; Figure 3D); reduced membrane potential
variance during whisking (quiet 39.5 ± 7.0 mV2; whisking 20.6 ±
4.9 mV2; n = 19; Figure 3E) and on average did not change their
mean action potential firing rates (quiet 1.0 ± 0.3 Hz; whisking
1.0 ± 0.4 Hz, n = 25; Figure 3F). During whisking GABAergic FS
neurons on average did not change their mean membrane
potential (quiet 50.5 ± 1.1 mV; whisking 50.7 ± 1.2 mV;
n = 15; Figure 3D), but membrane potential variance was
reduced (quiet 38.6 ± 5.0 mV2; whisking 18.2 ± 4.0 mV2; n = 17;
Figure 3E) and action potential firing was also markedly reduced
(quiet 10.6 ± 2.1 Hz; whisking 4.2 ± 1.4 Hz, n = 16; Figure 3F). On
the other hand, during whisking periods, GABAergic NFS
neurons on average depolarized significantly (quiet 51.5 ±
0.8 mV; whisking 48.0 ± 1.2 mV; n = 23; Figure 3D); reduced
membrane potential variance (quiet 44.0 ± 5.1 mV2; whisking
28.7 ± 5.3 mV2; n = 23; Figure 3E) and increased their action
potential firing rates (quiet 2.2 ± 0.4 Hz; whisking 4.5 ± 0.9 Hz,
n = 28; Figure 3F). The active brain state during whisking is there-
fore characterized by a prominent change in the relative func-
tional contributions of different types of GABAergic neurons.During quiet wakefulness GABAergic FS neurons dominate,
whereas during active periods, GABAergic NFS cells provide
an equally prominent source of inhibition.
Fast Membrane Potential Dynamics Phase-Locked
to Whisker Movement
During active whisking periods, excitatory layer 2/3 barrel cortex
neurons exhibit fast membrane potential oscillations which are
phase-locked to the rapid forward and backward whisker move-
ments (Crochet and Petersen, 2006; Poulet and Petersen, 2008).
These phase-locked membrane potential oscillations might
underlie one mechanism of encoding object locations through
sensitizing neurons to fire action potentials in response to object
contact at a specific point in the whisking cycle (Fee et al., 1997;
Curtis and Kleinfeld, 2009) and a specific potential role for
GABAergic inhibition has been suggested to contribute (Curtis
and Kleinfeld, 2009). We therefore analyzed the membrane
potential dynamics of GABAergic neurons with respect to the
quantified millisecond-by-millisecond whisker movements. The
time of the peak whisker protraction was identified for each cycle
of whisker movement. The membrane potential was subse-
quently averaged from each whisking cycle aligned at the peak
of protraction. This analysis was carried out for excitatory
neurons, GABAergic FS neurons and GABAergic NFS neurons
(Figure 3G). By comparing the protraction-triggered average
membrane potential to shuffled traces averaged at randomized
times during whisking, we found that about half of the neurons
in each of the three classes had a significant phase-locked
modulation of the membrane potential with respect to whisking
(significant whisking modulation was found in 5 out 12 excitatory
neurons; 6 out of 11 GABAergic FS neurons and 7 out of 18
GABAergic NFS neurons). The amplitude and phase of the
membrane modulation by whisking varied across recordings, but
there were no significant differences comparing excitatory
neurons, GABAergic FS neurons and GABAergic NFS neurons
(Figure 3H). The amplitude of membrane potential modulation by
whisking in significantly phase-locked neurons was 3.4 ± 0.8 mV
(n = 5) for excitatory neurons; 3.0 ± 0.3 mV (n = 6) for GABAergic
FS neurons and 3.5 ± 0.7 mV (n = 7) for GABAergic NFS neurons.
Highly Correlated Membrane Potential Dynamics
of Excitatory and Inhibitory Neurons during Quiet
Wakefulness
Having characterized the patterns of membrane potential
dynamics in individual excitatory and inhibitory neurons during
quiet and active brain states, we next investigated how these
patterns of activity were related between the different types of
neurons through simultaneous dual whole-cell recordings
(neuronal somata separated by 140 ± 19 mm, n = 21). Membrane
potential fluctuations during quiet wakefulness were highly
correlated in dual recordings from nearby excitatory neurons
(Figure 4A), with a zero-time cross-correlation coefficient of
0.59 ± 0.13 (n = 5; Poulet and Petersen, 2008). Interestingly,
we also found that the slow membrane potential oscillations
during quiet wakefulness were in phase and highly correlated
in all dual recordings involving an excitatory neuron and an inhib-
itory GABAergic FS neuron (Figure 4B) and in all dual recordings
involving an excitatory neuron and a GABAergic NFS neuronNeuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 425
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Figure 3. Behavioral Modulation of Membrane Potential Dynamics in GABAergic Neurons
(A) Whole-cell recordings of membrane potential in awake mice during quiet wakefulness and active whisking from an excitatory pyramidal neuron (black), a
GABAergic Fast-Spiking (FS) neuron (red) and a GABAergic non-fast-spiking (NFS) neuron (blue). Action potentials are truncated to allow an expanded view
of the subthreshold membrane potential fluctuations. The upper green traces show whisker angle, which was used to define quiet and whisking periods.
(B) Membrane potential recordings during active whisking and quiet wakefulness, as above but from three different neurons. Action potentials are truncated to
allow an expanded view of the subthreshold membrane potential fluctuations.
(C) Quantification of the 1–5 Hz area in fast Fourier transforms of membrane potential indicates that the slow oscillation observed during quiet (Q) wakefulness is
significantly reduced by whisking (W) in all three cell classes.
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Membrane Potential Dynamics of GABAergic Neurons(Figure 4C). Quantified across all dual recordings of an excitatory
and a GABAergic neuron, the zero-time cross-correlation coeffi-
cient was 0.67 ± 0.03 (n = 14). For excitatory versus GABAergic
FS neurons, the zero-time cross-correlation coefficient was
0.66 ± 0.04 (n = 6) and for excitatory versus GABAergic NFS
neurons, the zero-time cross-correlation coefficient was 0.67 ±
0.05 (n = 8). Therefore, local GABAergic neurons do not drive
the hyperpolarized phase of the slow oscillation, but instead their
activity is synchronized to balance excitation (Borg-Graham
et al., 1998; Galarreta and Hestrin, 1998; Shu et al., 2003;
Wehr and Zador, 2003; Haider et al., 2006; Volgushev et al.,
2006; Okun and Lampl, 2008; Haider and McCormick, 2009;
Atallah and Scanziani, 2009). Dual recordings from two
GABAergic neurons also showed highly correlated membrane
potential dynamics during quiet wakefulness with a zero-time
cross-correlation coefficient of 0.71 ± 0.04 (n = 6). All cross-
correlation peaks were centered at close to zero time difference
(for pairs of two excitatory neurons 0.29 ± 2.2 ms, n = 5; for pairs
of one excitatory and one inhibitory neuron, the inhibitory neuron
followed the excitatory neuron by 2.1 ± 1.6 ms, n = 14; for pairs of
two inhibitory neurons 0.44 ± 1.1 ms, n = 6). The slow membrane
potential oscillations found during quiet wakefulness are there-
fore not generated by alternating activities of excitatory and
inhibitory neurons in the local neocortical microcircuits. Instead,
the slow synchronous oscillations that we observed in all layer
2/3 neurons are likely to reflect propagating waves of activity
traversing the C2 barrel column as imaged by voltage-sensitive
dye experiments investigating spatiotemporal dynamics of the
sensorimotor cortex in awake mice (Ferezou et al., 2006, 2007).
Active Brain States Reduce Membrane Potential
Synchrony
During whisking the neocortex enters into an active brain state
with reduced membrane potential synchrony in nearby excit-
atory neurons (Poulet and Petersen, 2008). We therefore investi-
gated whether active whisking also changed membrane poten-
tial correlations between excitatory and inhibitory neurons.
In an example experiment with a dual recording from an excit-
atory and a GABAergic FS neuron, we found strongly correlated
membrane potential fluctuations, with higher correlation during
quiet periods compared to during active whisking (Figure 5A).
This example experiment also provides a further example of a
GABAergic FS neuron firing more action potentials during quiet
wakefulness compared to during whisking as described above
(Figure 3).(D) During whisking the membrane potential depolarizes significantly in excitator
(E) During whisking the membrane potential variance decreases significantly in a
(F) Action potential firing rate is unchanged on average in excitatory neurons, but
icantly increased in GABAergic NFS neurons during whisking. Each lightly color
wakefulness and active whisking. The solid lines with filled circles represent mea
** for p < 0.01 and * for p < 0.05.
(G) Individual example neurons showing fast membrane potential oscillations ph
aligned to the peak of protraction for each whisking cycle (green trace, whisker an
GABAergic NFS neuron).
(H) The amplitude and most depolarized phase of the membrane potential relativ
circle indicates the amplitude and phase of modulation in an individual neuron). A
locked to whisker movement (5 out of 12 excitatory neurons; 6 out of 11 GABAerg
comparing excitatory, GABAergic FS neurons or GABAergic NFS neurons.Another example experiment with a dual recording from one
GABAergic FS and one GABAergic NFS neuron (Figure 5B) shows
highly correlated slow oscillations during quiet wakefulness but
less-correlated activity during whisking. Importantly, the differen-
tial effect of the active brain state upon the two classes of
GABAergicneurons (Figure 3) isalsoclearlyobserved in this simul-
taneous dual whole-cell recording. The GABAergic NFS neuron
fired action potentials at high frequency during whisking and
reduced firing during quiet wakefulness, whereas the GABAergic
FS neuron only fired action potentials during quiet wakefulness.
State-dependent changes in membrane potential synchrony
were observed in dual recordings involving the different combi-
nations of excitatory and inhibitory neurons. The zero-time
cross-correlation coefficient between two excitatory neurons
during quiet periods was 0.46 ± 0.19 and during whisking was
0.22 ± 0.11 (n = 3; Figure 5C); the zero-time cross-correlation
coefficient between an excitatory and an inhibitory neuron during
quiet wakefulness was 0.67 ± 0.04 and during whisking was
0.36 ± 0.08 (n = 10; Figure 5D); and the zero-time cross-correla-
tion coefficient between two inhibitory neurons during quiet
wakefulness was 0.69 ± 0.05 and during whisking was 0.44 ±
0.17 (n = 4; Figure 5E). These highly synchronous membrane
potential depolarizations in excitatory and inhibitory neurons
indicate that a prominent role of GABAergic neurons is to
balance excitation during both quiet and active brain states.
Different Membrane Potential Dynamics Drive
Excitatory and Inhibitory Neurons toward Action
Potential Threshold
The highly correlated membrane potential dynamics are domi-
nated by subthreshold events, which could drive synchronous
action potential firing. In order to investigate this possibility, we
computed spike-time histograms showing the time of action
potentials in one cell with respect to the time of action potentials
in the other nearby neuron in our dual recording experiments
(Figures 6A–6F). The sparse action potential activity in dual
recordings from two excitatory neurons (n = 4 dual recordings)
was not correlated with only a 1.6% chance of finding a synchro-
nous action potential within a 10 ms window (±5 ms; Figures 6A
and 6B). The more frequent action potentials in GABAergic
neurons were broadly synchronized and if an action potential
occurred in an inhibitory neuron, then there was a 33% chance
of a synchronous spike within a 10 ms window (±5 ms) in an other
nearby recorded GABAergic neuron (n = 5 dual recordings; Fig-
ures 6E and 6F). Importantly, a highly significant synchronizationy neurons and GABAergic NFS neurons, but not in GABAergic FS neurons.
ll three classes of neurons.
is significantly decreased in GABAergic FS neurons during whisking and signif-
ed line in (C)–(F) indicates the results from a single cell recorded during quiet
n ± SEM. Statistical significance according to Student’s t test is indicated by
ase-locked to whisker movement found by averaging the membrane potential
gle; black trace, excitatory neuron; red trace, GABAergic FS neuron; blue trace,
e to the whisker movement varied across different neurons (each color-coded
bout half of the neurons in each of the three classes were significantly phase-
ic FS neurons; 7 out of 18 GABAergic NFS neurons). No differences were found
Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 427
B Quiet
0
time (ms)
200-200
0
1
V
m
 c
ro
ss
-c
or
re
la
tio
n
Vm Exc
100 μm
Vm FS
L1
L2/3
200 ms
5 mV
C
Excitatory vs GABAergic FS
Excitatory vs GABAergic NFS
Excitatory vs Excitatory
1
0
V
m
 c
ro
ss
-c
or
re
la
tio
n
-500 0 500
time (ms)
1
0
V
m
 c
ro
ss
-c
or
re
la
tio
n
-500 0 500
time (ms)
1
0
V
m
 c
ro
ss
-c
or
re
la
tio
n
-500 0 500
time (ms)
20 mV
500 ms
20 mV
500 ms
20 mV
500 ms
A
Excitatory vs GABAergic FS
Vm Exc1
Vm Exc2
Vm Exc
Vm FS
Vm Exc
Vm NFS
Quiet
Quiet
Quiet
truncated
APs
-40 mV
-40 mV
-40 mV
-40 mV
Figure 4. Correlated Activity of Excitatory and
Inhibitory Neurons during Quiet Wakefulness
(A) A dual recording involving two excitatory neurons
(black and gray traces) shows highly synchronous slow
oscillations during quiet wakefulness, which is quantified
in the cross-correlogram (right).
(B) Two example experiments of dual recordings of an
excitatory neuron and a GABAergic fast-spiking (FS)
neuron. Upper example shows an anatomical reconstruc-
tion of the somatodendritic arborizations of an excitatory
pyramidal neuron (black) and a GABAergic fast-spiking
(FS) neuron (red), which were simultaneously recorded in
an awake mouse. During quiet wakefulness the membrane
potential dynamics of these neurons were highly corre-
lated (upper middle trace shows one second of the dual
recording; and upper right shows the cross-correlation).
Action potentials are truncated to increase the vertical
scale. Lower example shows a different experiment with
highly synchronous slow membrane potential oscillations
in an excitatory neuron and a GABAergic FS neuron during
quiet wakefulness.
(C) A dual recording involving an excitatory neuron (black)
and a GABAergic non-fast-spiking (NFS) neuron (blue)
shows highly synchronous slow oscillations during quiet
wakefulness.
Neuron
Membrane Potential Dynamics of GABAergic Neuronsof action potential firing in dual recordings involving GABAergic
neurons was also observed in analyses of randomly selected
subsets of the GABAergic neuron data, which were downsampled
to match the dataset from dual recordings of excitatory neurons.
Action potentials are therefore highly specific events occurring
independently in neighboring layer 2/3 excitatory neurons,
whereas nearby inhibitory neurons show broadly synchronized
firing. In order to understand the mechanisms underlying these
differences in spiking activity, we analyzed the membrane
potential trajectories leading to action potential threshold. Spike428 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.initiation is driven by a much larger depolariza-
tion in excitatory pyramidal neurons than in
GABAergic neurons (Figure S9). For both excit-
atory and inhibitory neurons, intrinsic conduc-
tances underlying action potential generation
play only a minor role in the membrane potential
trajectory over the 20 ms preceding spike initia-
tion (Figure S9). Synaptic inputs therefore drive
the membrane potential to action potential
threshold.
In dual recordings (Figures 6G and 6H), we
examined the cellular specificity of the synaptic
input driving action potentials. The large depo-
larization preceding action potential initiation
in excitatory neurons was specific for the spiking
neuron, with much smaller synchronous depo-
larization observed in a neighboring excitatory
neuron (Poulet and Petersen, 2008) or in a
neighboring inhibitory neuron. That large cell-
specific depolarizations drive action potentials
in excitatory neurons provides an explanation
for the asynchronous cell-specific firing of excit-
atory neurons. On the other hand, the depolar-ization driving spiking in an inhibitory neuron was almost iden-
tical to the depolarization in another nearby GABAergic neuron,
which therefore provides a simple explanation for the correlated
action potential activity of inhibitory neurons.
DISCUSSION
Through whole-cell recordings targeted by two-photon micros-
copy to genetically-defined neuronal populations in the C2 barrel
column of awake mice, we have obtained the first insights into
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 Excitatory vs GABAergic FS Figure 5. Behavioral Modulation of Corre-
lated Activity of Excitatory and Inhibitory
Neurons
(A) Simultaneous dual whole-cell recording from
an excitatory neuron (black) and a GABAergic FS
neuron (red). The upper trace (green) shows the
whisker angle quantifying active whisking and
quiet periods. The action potential firing rate is
elevated in the GABAergic FS neuron during quiet
wakefulness compared to the preceding period of
whisking. Membrane potential fluctuations are
highly correlated between the excitatory and the
GABAergic FS neuron. The cross-correlograms
(right) reveal a higher correlation during quiet
wakefulness compared to active whisking.
(B) Simultaneous dual whole-cell recording of two
GABAergic neurons (left images show the whole-
cell recording pipettes and patched neurons filled
with red fluorescent dye together with GFP fluores-
cence indicating GABAergic genotype of the
neurons). During whisking the GABAergic NFS cell
(blue trace, upper cell in the two-photon images)
is depolarized and fires action potentials at high
rates, whereas the GABAergic FS cell (red trace,
lower cell in the two-photon images) does not fire
action potentials. During whisking their membrane
potential dynamics are uncorrelated. During the
ensuingperiod ofquiet wakefulness, themembrane
potentials become highly correlated (cross-correla-
tion is shown on the right). Action potentials are
truncated to increase the vertical scale.
(C–E) The average cross-correlations of Vm across
all dual recordings involving two excitatory neurons
(C), one excitatory and one inhibitory neuron (D)
and two inhibitory neurons (E) were computed
separately for whisking periods and quiet wakeful-
ness. The membrane potential correlations were
reduced during whisking.
Neuron
Membrane Potential Dynamics of GABAergic Neuronsthe membrane potential dynamics of identified GABAergic and
excitatory neurons during different behavioral states. Investiga-
tion of GFP-labeled GABAergic neurons was of critical impor-
tance in our study since electrophysiological characterization
alone did not allow unambiguous differentiation of excitatory
neurons from GABAergic NFS neurons. Such observations
stress the importance of recordings from identified neurons
and provide a cautionary note for interpretations of neurophysi-
ological data from unidentified neurons. In addition, we found
that the membrane potential dynamics of both excitatory and
inhibitory neurons depend strongly upon behavioral state,
revealing the importance of recording from awake behaving
animals. These first membrane potential recordings from identi-
fied GABAergic neurons in awake mice therefore provide an
important step toward understanding the functional operationNeuron 65, 422–435,of synaptically connected local cortical
microcircuits during behavior.
Behavioral Modulation of
GABAergic FS and NFS Neurons
We find that GABAergic neurons in awake
mice fire action potentials at considerablyhigher rates than nearby layer 2/3 pyramidal neurons, in good
agreement with previous extracellular recordings from sus-
pected GABAergic neurons (Mountcastle et al., 1969; Beloozer-
ova et al., 2003; Mitchell et al., 2007; Fujisawa et al., 2008;
Sakata and Harris, 2009). That the mean membrane potential
of GABAergic neurons is almost 10 mV closer to action potential
threshold compared to excitatory neurons is likely to contribute
mechanistically to the higher firing rates (Figures 2F and 2G).
The activity of different classes of GABAergic neurons depends
strongly upon brain state and behavior (Figure 3), with
GABAergic FS neurons dominating quiet wakefulness (schemat-
ically summarized in Figure 7A) and GABAergic NFS neurons
playing a prominent role during whisking (schematically summa-
rized in Figure 7B). In future studies, it will be of great interest to
further classify GABAergic neurons on the basis of detailedFebruary 11, 2010 ª2010 Elsevier Inc. 429
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Figure 6. Action Potentials in Excitatory
Neurons Are Driven by Large, Brief, and
Cell-Specific Depolarization, Whereas
GABAergic Neurons Are Driven by Broadly
Synchronized Depolarization
(A) Example simultaneous recording from two
excitatory neurons. Asynchronous action poten-
tials are evoked by large, brief and specific depo-
larization. Action potentials are truncated to
increase the vertical scale.
(B) Across all dual recordings from two excitatory
neurons, for every action potential recorded, the
relative time of action potentials in the other nearby
simultaneously recorded neuron was quantified.
The histograms of spike times were binned in 10
ms intervals and normalized to the total number
of trigger spikes. There is no obvious AP
synchrony for pairs of excitatory neurons. The
same analysis carried out for shuffled AP timings
is shown superimposed in red.
(C) Example simultaneous recording from one
excitatory and one GABAergic FS neuron. Brief,
large and cell-specific depolarizations in the excit-
atory neuron drive action potentials, which are
broadly synchronized to the firing of the inhibitory
neuron. Action potentials are truncated to increase
the vertical scale.
(D) Same analysis as in (B), except now across all
dual recordings involving one excitatory and one
inhibitory neuron.
(E) Example simultaneous recording from two
GABAergic FS neurons. Action potentials are
broadly synchronized through correlated slow
membrane potential depolarizations. Action
potentials are truncated to increase the vertical
scale.
(F) Same analysis as in (B), except now across all
dual recordings involving two inhibitory neurons.
(G) Spike-triggered grand average across all
simultaneous dual recordings indicates that the depolarization driving an action potential in an excitatory neuron (black traces, far left, and center left) is
much larger than the simultaneously recorded depolarization in a neighboring excitatory neuron (gray trace, far left) or in a neighboring GABAergic neuron
(red trace, center left). Action potentials in excitatory neurons are therefore driven by large depolarizations that are not present in other nearby neurons. In
contrast, the depolarization driving action potentials in GABAergic neurons (red traces, center right and far right) is almost identical to the depolarization observed
in a neighboring excitatory neuron (black trace, center right) or a neighboring GABAergic neuron (blue trace, far right). Action potentials are truncated to increase
the vertical scale.
(H) The membrane potential trajectory in the 20 ms leading to spike initiation in one cell was quantified across dual recordings. Each lightly-colored line shows the
result of a dual recording and the solid lines with filled circles represent mean ± SEM. For each experiment, the left indicates the spiking neuron and the right the
other simultaneously recorded neuron. Action potentials in excitatory neurons were driven by large and cell-specific depolarizations. Action potentials in inhibitory
neurons were driven by smaller depolarizations, which were also observed in nearby neurons. Statistical significance according to Student’s t test is indicated by
** for p < 0.01 and * for p < 0.05.
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Membrane Potential Dynamics of GABAergic Neuronsmorphology and molecular markers (Ascoli et al., 2008). Indeed,
it is important to note that there is extensive functional diversity
even within the three different classes of neurons that we
characterize. Therefore, although we find highly significant
differences on average comparing between the behaviors of
excitatory, GABAergic FS and GABAergic NFS neurons, within
each group there is a wide distribution of membrane potential,
membrane potential variance, firing rates, correlations and a
variable dependence of these measurements upon whisker
behavior. By combining electrophysiological measurements
with anatomical reconstruction of axonal arborizations and
with characterization of gene expression, it may be possible in
future studies to further subdivide the layer 2/3 cortical neuron430 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.population into additional subclasses with more consistent
response properties.
Interestingly, the intrinsic electrophysiological differentiation
between GABAergic FS and GABAergic NFS neurons already
leads to remarkable functional differences on average during
different brain states. Whereas GABAergic FS neurons reduce
spike rates during active periods (Figures 3A, 3B, and 3F),
GABAergic NFS neurons depolarize (Figures 3A, 3B, and 3D)
leading to increased action potential rates (Figure 3F). The
different brain states could be accompanied by different neuro-
modulatory inputs to the neocortex, which might directly affect
the membrane potential and spiking activity of the neocortical
GABAergic neurons in a subtype-specific manner (Bacci et al.,
Quiet wakefulness
Active wakefulness
Excitatory
Vm
GABAergic
FS Vm
GABAergic
NFS Vm
Excitatory
Vm
GABAergic
FS Vm
GABAergic
NFS Vm
A
B
Excitatory glutamatergic input
Neuromodulatory input
FS inhibitory input
NFS inhibitory input
Excitatory
GABAergic FS 
GABAergic NFS
Figure 7. Simplified Schematic Summary of
Behavioral Modulation of Membrane Poten-
tial Dynamics of Inhibitory and Excitatory
Neurons in the Layer 2/3 Neocortical Micro-
circuit of the C2 Barrel Column
(A) During quiet wakefulness, when the whiskers
are not moving (left), GABAergic fast-spiking (FS)
neurons dominate spiking activity (symbolized by
thick output arrow) in the neocortical microcircuit
(center). During quiet wakefulness GABAergic FS
neurons might receive strong excitatory glutama-
tergic input. The high spike rates in the
GABAergic FS neurons might inhibit nearby excit-
atory neurons and GABAergic non-fast-spiking
(NFS) neurons. Slow large-amplitude membrane
potential (Vm) fluctuations dominate, which are
synchronous in nearby excitatory and inhibitory
neurons (right). Large, brief, and cell-specific
depolarizations drive sparse action potentials in
excitatory neurons. The action potentials in
GABAergic neurons are largely driven by the
synchronous slow oscillations.
(B) During active whisking behaviors (left),
GABAergic non-fast-spiking (NFS) neurons fire
action potentials at higher rates, perhaps receiving
enhanced facilitating glutamatergic input and/or
enhanced neuromodulatory input. The enhanced
activity of GABAergic NFS neurons might inhibit
excitatory pyramidal neurons and GABAergic FS
neurons. Excitatory input to GABAergic FS
neurons might be reduced through short-term
synaptic depression. The slow large-amplitude
Vm oscillations are suppressed and membrane
potential synchrony is reduced (right). Excitatory
neurons and GABAergic NFS neurons depolarize
during active periods. GABAergic NFS neurons
increase firing rates, whereas GABAergic FS
neurons reduce action potential discharge
frequency.
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Membrane Potential Dynamics of GABAergic Neurons2005; Gulledge et al., 2007; Freund and Katona, 2007; Fanselow
et al., 2008).
In addition, the differential brain-state-dependent activity of
GABAergic FS and NFS neurons could result from target speci-
ficity of glutamatergic or GABAergic synaptic inputs. Synaptic
connectivity mapping has revealed that different classes of
GABAergic neurons receive differential layer-specific input
(Yoshimura and Callaway, 2005; Xu and Callaway, 2009), which
could drive cell-type specific activity during different behavioral
states. GABAergic neurons might also inhibit each other in a
subtype specific manner and, for example, GABAergic FS
neurons might inhibit GABAergic NFS neurons during quiet
wakefulness, whereas some types of GABAergic NFS neurons
might inhibit GABAergic FS neurons during active behaviors
(Da´vid et al., 2007).
Another contributing mechanism might relate to short-term
synaptic plasticity and the observation that some classes of
GABAergic NFS neurons receive facilitating glutamatergic input
from local excitatory pyramidal neurons and from the thalamus,
whereas GABAergic FS neurons uniformly receive depressing
glutamatergic input (Galarreta and Hestrin, 1998; Reyes et al.,
1998; Gibson et al., 1999; Gupta et al., 2000; Kapfer et al.,
2007; Silberberg and Markram, 2007; Tan et al., 2008). Sustainedincreases in thalamic firing rates during whisking (Fanselow and
Nicolelis, 1999) could lead to depression of synaptic drive onto
GABAergic FS neurons, but could drive facilitating excitatory
input evoking sustained activity in GABAergic NFS neurons
(Tan et al., 2008).
Differential activity of specific classes of GABAergic neurons
might contribute substantially to state-dependent processing
of sensory information in the barrel cortex (Fanselow and
Nicolelis, 1999; Castro-Alamancos, 2004; Hentschke et al.,
2006; Crochet and Petersen, 2006; Ferezou et al., 2006, 2007;
Lee et al., 2008) and could help drive the neocortex into different
brain states, which in future studies could be tested by optoge-
netic manipulations (Cardin et al., 2009; Sohal et al., 2009).
Correlated Synchronous Activity in Excitatory
and Inhibitory Neurons
Both during quiet wakefulness and during active whisking,
GABAergic neurons depolarize synchronously with nearby excit-
atory neurons in layer 2/3. This was revealed quantitatively by
the high cross-correlation coefficients between membrane
potentials recorded in excitatory and inhibitory neurons (Figures
4, 5A, and 5D). Although membrane potential correlations
decreased during whisking compared to quiet periods, theyNeuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 431
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Membrane Potential Dynamics of GABAergic Neuronsnonetheless remained highly correlated. Decorrelation of mem-
brane potentials during activity increases the independence of
individual neurons, which might lead to an enhanced capacity
for processing information within the neocortical neuronal
networks (Poulet and Petersen, 2008). These cross-correlation
analyses are dominated by subthreshold membrane potential
changes. It is therefore important that we also found correlated
action potential activity in inhibitory neurons when excitatory
neurons fired action potentials (Figures 6C and 6D). The spiking
activity of GABAergic neurons in awake mice is therefore timed
to balance excitation, preventing explosive activity in the recur-
rently connected cortical microcircuit. Indeed the sparseness
of action potential firing in excitatory neurons results in part
from the high spiking activity of the GABAergic neurons evoking
substantial inhibition preventing action potential initiation in the
pyramidal neurons (Figure 1).
Previous in vitro and in vivo anesthetized studies have already
provided strong evidence for closely balanced excitation and
inhibition (Borg-Graham et al., 1998; Galarreta and Hestrin,
1998; Shu et al., 2003; Wehr and Zador, 2003; Haider et al.,
2006; Volgushev et al., 2006; Okun and Lampl, 2008; Haider
and McCormick, 2009; Atallah and Scanziani, 2009). Although
our finding of correlated synchronous activity in excitatory and
inhibitory neurons is therefore not unexpected, it is nonetheless
important to establish the functional operating principles of the
neocortex in unanaesthetized animals, since neural networks
under anesthesia or in vitro could behave in radically different
ways. That the activity of excitatory and inhibitory neurons is
closely correlated during both quiet and active brain states of
awake animals is therefore of fundamental importance. A key
role for GABAergic neurons in awake animals is therefore to
balance excitation and in addition GABAergic neurons may
provide a dynamic filter allowing only a subset of excitatory
neurons to spike at a given moment in a specific context.
Different Membrane Potential Dynamics Drive Action
Potentials in Excitatory and Inhibitory Neurons
Although subthreshold membrane potential changes are in
general highly correlated across all cell types, action potentials
are generated by different membrane potential dynamics in excit-
atory and inhibitory neurons. The depolarization driving the
membrane potential to action potential threshold is primarily
driven by synaptic inputs and not by the intrinsic conductances
underlying action potential generation (Figure S9). However, a
mechanistic interpretation of the synaptic conductances under-
lying the membrane potential trajectory toward action potential
threshold comparing excitatory and inhibitory neurons is compli-
cated by cell-type differences in mean resting membrane poten-
tials, membrane time constants, input resistances and mecha-
nisms of dendritic integration. To avoid these complications,
we therefore compare excitatory neurons with each other and
inhibitory neurons with each other. In such a comparison, we
find that the highly correlated membrane potential dynamics
are not sufficient to evoke action potentials in excitatory neurons,
which instead are driven by additional large, rapid and cell-
specific synaptic inputs (Figure 6G), which result in asynchronous
action potential activity (Figures 6A and 6B). Because we
compare two simultaneously recorded excitatory neurons, the432 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.cell specificity cannot result from intrinsic differences in cell-
type. The cell-specificity of the depolarization driving action
potentials in excitatory neurons could result from the temporally
precise convergence of cell-specific large-amplitude unitary
excitatory synaptic connections (Song et al., 2005; Lefort et al.,
2009) or perhaps from active dendritic events evoked by clus-
tered input on specific dendritic branches (Nevian et al., 2007;
Losonczy et al., 2008; Petreanu et al., 2009). On the other hand,
action potentials in inhibitory neurons are driven by smaller depo-
larizations, which are nearly identical in other nearby inhibitory
neurons (Figure 6G). The highly correlated subthreshold mem-
brane potential depolarizations therefore appear to be sufficient
to drive broadly synchronized spiking of inhibitory neurons, which
is readily compatible with data from extracellular recordings of
suspected inhibitory neurons under anesthesia reporting broader
receptive fields in inhibitory neurons compared to excitatory
neurons (Swadlow and Gusev, 2002; Bruno and Simons, 2002;
Sohya et al., 2007; Liu et al., 2009).
Future Perspectives
Our membrane potential recordings in behaving animals begin to
shed light on the functional operation of cortical microcircuits
and the underlying mechanisms driving action potential firing in
inhibitory and excitatory neurons. In future studies it will be of
critical importance to investigate other cortical layers and further
subclasses of excitatory and inhibitory cortical neurons during
different brain states and to place their activity in the context of
tactile sensory perception (Krupa et al., 2004; von Heimendahl
et al., 2007; Stu¨ttgen and Schwarz, 2008; Curtis and Kleinfeld,
2009; Jadhav et al., 2009). Indeed, network dynamics in the
barrel cortex may differ significantly during different tactile
behaviors and during associative learning. Clearly our study is
therefore only a first step toward a comprehensive description
of cortical microcircuit function during behavior. The current
study offers insights into the physiological mechanisms linking
synaptic function to neocortical network activity and behavior,
providing the first evidence for differential regulation of
membrane potential dynamics and synchrony in inhibitory
GABAergic cortical neurons during different behavioral states.
EXPERIMENTAL PROCEDURES
Animal Preparation and Surgery
All experiments were carried out in accordance with the Swiss Federal Veter-
inary Office. Male 5- to 8-week-old heterozygous knockin mice expressing
GFP from the GAD67 gene locus (Tamamaki et al., 2003) were implanted
with a light-weight metal head-holder and a recording chamber under deep
isoflurane anesthesia. All whiskers except C2 were trimmed and the location
of left C2 barrel column was functionally located through intrinsic optical
imaging under light isoflurane anesthesia. The cortical surface was visualized
through the intact bone. The C2 whisker was deflected at 10 Hz for 4 s and
the evoked hemodynamic signal was imaged by a Qicam CCD camera
(Q-imaging) under 630 nm illumination provided by LEDs. The images were
processed online by custom written routines running in IgorPro (Wavemetrics).
A small craniotomy was made over the functionally identified location of the C2
barrel column, in order to target whole-cell recordings.
Habituation to Head-Restraint
Mice readily habituate to head-restraint. The first head-restrained sessions of
each mouse lasted only for a few minutes and this period was gradually
Neuron
Membrane Potential Dynamics of GABAergic Neuronsincreased each day until the mouse would sit calmly for a period of roughly 1
hr. Following several days of habituation to head-restraint, recordings were
performed in a session lasting up to 2 hr, after which the mouse was sacrificed
to obtain anatomical information.
Recording Behavior
We used a high speed (500 Hz) MotionPro camera (Redlake) to film whisker
movements under infrared illumination, synchronized with electrophysiolog-
ical recordings. Only brief epochs (lasting up to 20 s) could be filmed due to
the limited on-board camera memory of 2 GB. Image analysis software (Knut-
sen et al., 2005) running in Matlab was used to quantify whisker angle off-line.
Not all experiments included filmed whisking episodes and there are therefore
more data for quiet wakefulness than for active whisking.
In Vivo Two-Photon Microscopy and Whole-Cell Recordings
GFP-expressing neurons in layer 2/3 of the C2 barrel column were visualized
using a two-photon laser scanning microscope (Prairie Instruments). Femto-
second pulsed infrared excitation light of 880 nm was generated by a MaiTai
laser (SpectraPhysics) and focused into the brain via a 40 3 0.8 NA water
immersion objective (Olympus). Backscattered infrared light was prevented
from hitting the photomultiplier tubes (PMTs) by an E650SP filter (Chroma
Technology). A dichroic mirror followed by band-pass filters split emitted fluo-
rescence into a red (607 ± 22.5 nm) PMT channel and a green (525 ± 35 nm)
PMT channel. The green channel was used to visualize GFP and the red
channel was used to visualize the patch-clamp pipette, which contained
10 mM Alexa-594 (Invitrogen) added to the intracellular solution. Pipettes had
resistances of 5–7 MU and were filled with an intracellular solution containing
(in mM): 135 potassium gluconate, 4 KCl, 10 HEPES, 10 phosphocreatine,
4 MgATP, 0.3 Na3GTP (adjusted to pH 7.3 with KOH) and also 3 mg/ml biocy-
tin. Whole-cell electrophysiological measurements were made with a Multi-
clamp 700B amplifier (Molecular Devices). With a slight positive pressure in
the pipette, a combination of visual guidance and monitoring of electrode tip
resistance was used to bring the patch pipette into contact with the targeted
cell using micromanipulators (Luigs and Neumann). Gentle suction was used
to establish a gigaseal, and slightly stronger suction allowed establishment
of the whole-cell recording configuration. The Vm was filtered at 8 kHz and digi-
tized at 20 kHz by ITC-18 (Instrutech Corporation) under the control of IgorPro
(Wavemetrics). Except for brief current pulses to assess firing pattern and
input resistance, no current was injected during recording and Vm was not cor-
rected for liquid junction potentials. Access (series) resistance was compen-
sated for on-line and data was discarded if it was higher than 50 MU. All
recordings were obtained from neurons located in layers 2 and 3. For excit-
atory neurons the subpial recording depth (mean ± SEM) was 216 ± 6 mm
(n = 39); for fast-spiking GABAergic neurons the mean recording depth was
196 ± 4 mm (n = 25); and for non-fast-spiking GABAergic neurons the mean
recording depth was 183 ± 3 mm (n = 49).
After the experiments, the mice were deeply anesthetized and perfused with
4% paraformaldehyde (PFA). Subsequently, 100 mm thick coronal sections
were prepared for biocytin staining with the ABC-kit Vectastain (Vector) to
reveal the morphology of the recorded neurons. Neuronal reconstruction
was performed in three dimensions with Neurolucida software (Micro Bright
Field Bioscience; Figure 4B).
Data Analysis
Action potential half-width (Figure 2D) was measured as the full width of the
spike at half-maximal amplitude measured from threshold to peak (as illus-
trated in Figure S3A). The time corresponding to action potential threshold
was taken as the peak of the third derivative of the membrane potential
(Kole and Stuart, 2008). Input resistance (Figure 2E) was estimated by first
manually correcting access resistance on-line using the bridge balance of
the Multiclamp 700B and then measuring the steady-state Ohmic resistance
of a hyperpolarizing current pulse. The membrane potential (Figure 2F) was
computed as the mean over a 20 s period of quiet wakefulness. The frequency
of action potential firing (Figure 2G) during quiet wakefulness was measured
over the same period.
Fast Fourier transforms (FFTs; Figure S8) were computed as magnitudes in
IgorPro for segments of the recordings during whisking and immediately adja-cent quiet periods. The low frequency (1–5 Hz) power (Figure 3C) was calcu-
lated by integrating the computed FFTs from 1 Hz to 5 Hz. The mean
membrane potentials (Figure 3D), membrane potential variance (Figure 3E)
and the action potential frequencies (Figure 3F) during quiet and active periods
were measured over these same periods.
Cross-correlations of membrane potential changes (Figures 4 and 5) were
computed by subtracting the average value of each trace, normalizing each
trace to its standard deviation and then computing the correlation in IgorPro
to generate a cross-correlogram with a maximal value of 1 for identical traces
(Lampl et al., 1999; Poulet and Petersen, 2008). The cross-correlation analysis
of the dual recordings from pairs of excitatory neurons (Figure 5C) includes one
experiment from Poulet and Petersen (2008) in which the two neurons were
anatomically identified as excitatory pyramidal neurons (Figures 3A–3C in Pou-
let and Petersen, 2008), in addition to four new recordings from pairs of excit-
atory neurons in GAD67-GFP mice (however whisking epochs were only re-
corded in two of these new experiments). Action potential synchrony
(Figures 6B, 6D, and 6F) was computed by constructing the spike time histo-
grams for one cell relative to the time of a spike in the other simultaneously re-
corded neuron. The bin width was set to 10 ms and the spike counts were
divided by the total number of trigger spikes (277 action potentials in 6 excit-
atory cells for pairs of excitatory neurons; 502 action potentials in 9 excitatory
cells for pairs with one excitatory and one inhibitory neuron; 1625 action poten-
tials in 10 inhibitory cells for pairs of inhibitory neurons).
The membrane potential dynamics leading to action potential initiation
(Figures 6G, 6H, and S9) were computed by averaging segments of membrane
potential traces aligned to each action potential. The average membrane
potential trajectory for each cell from 22 ms to2 ms before action potential
threshold was fitted with a linear fit (IgorPro) and the gradient of the fitted line
was taken as the value of dV/dt (Figure 6H and S9C).
All data are presented as mean ± standard error of the mean. Student’s
t tests (two-tailed, paired, or unpaired assuming unequal variances) were
performed in Excel (Microsoft) to evaluate statistical significance. The number
of cells analyzed is denoted by ‘‘n.’’
SUPPLEMENTAL INFORMATION
Supplemental Information includes nine figures and Supplemental Experi-
mental Procedures and can be found with this article online at doi:10.1016/
j.neuron.2010.01.006.
ACKNOWLEDGMENTS
We thank Sylvain Crochet and James Poulet for useful discussions and critical
reading of the manuscript. We thank Kaspar Vogt for GAD67-GFP knockin
mice, originally made by Yuchio Yanagawa. This work was funded by grants
from the Swiss National Science Foundation (C.C.H.P.), SystemsX.ch
(C.C.H.P.), Human Frontiers in Science Program (C.C.H.P.), an EMBO long-
term fellowship (F.M.), and Deutsche Forschungsgemeinschaft grant Sta
431/8-1 (J.F.S.).
Accepted: December 28, 2009
Published: February 10, 2010
REFERENCES
Ascoli, G.A., Alonso-Nanclares, L., Anderson, S.A., Barrionuevo, G., Bena-
vides-Piccione, R., Burkhalter, A., Buzsa´ki, G., Cauli, B., Defelipe, J., Faire´n,
A., and , et al.Petilla Interneuron Nomenclature Group. (2008). Petilla termi-
nology: nomenclature of features of GABAergic interneurons of the cerebral
cortex. Nat. Rev. Neurosci. 9, 557–568.
Atallah, B.V., and Scanziani, M. (2009). Instantaneous modulation of gamma
oscillation frequency by balancing excitation with inhibition. Neuron 62,
566–577.
Bacci, A., Huguenard, J.R., and Prince, D.A. (2005). Modulation of neocortical
interneurons: extrinsic influences and exercises in self-control. Trends Neuro-
sci. 28, 602–610.Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 433
Neuron
Membrane Potential Dynamics of GABAergic NeuronsBeloozerova, I.N., Sirota, M.G., and Swadlow, H.A. (2003). Activity of different
classes of neurons of the motor cortex during locomotion. J. Neurosci. 23,
1087–1097.
Borg-Graham, L.J., Monier, C., and Fre´gnac, Y. (1998). Visual input evokes
transient and strong shunting inhibition in visual cortical neurons. Nature
393, 369–373.
Bruno, R.M., and Simons, D.J. (2002). Feedforward mechanisms of excitatory
and inhibitory cortical receptive fields. J. Neurosci. 22, 10966–10975.
Buzsa´ki, G., and Draguhn, A. (2004). Neuronal oscillations in cortical networks.
Science 304, 1926–1929.
Cardin, J.A., Carle´n, M., Meletis, K., Knoblich, U., Zhang, F., Deisseroth, K.,
Tsai, L.H., and Moore, C.I. (2009). Driving fast-spiking cells induces gamma
rhythm and controls sensory responses. Nature 459, 663–667.
Castro-Alamancos, M.A. (2004). Absence of rapid sensory adaptation in
neocortex during information processing states. Neuron 41, 455–464.
Crochet, S., and Petersen, C.C.H. (2006). Correlating whisker behavior with
membrane potential in barrel cortex of awake mice. Nat. Neurosci. 9, 608–610.
Curtis, J.C., and Kleinfeld, D. (2009). Phase-to-rate transformations encode
touch in cortical neurons of a scanning sensorimotor system. Nat. Neurosci.
12, 492–501.
Da´vid, C., Schleicher, A., Zuschratter, W., and Staiger, J.F. (2007). The inner-
vation of parvalbumin-containing interneurons by VIP-immunopositive inter-
neurons in the primary somatosensory cortex of the adult rat. Eur. J. Neurosci.
25, 2329–2340.
de Kock, C.P., and Sakmann, B. (2009). Spiking in primary somatosensory
cortex during natural whisking in awake head-restrained rats is cell-type
specific. Proc. Natl. Acad. Sci. USA 106, 16446–16450.
Fanselow, E.E., and Nicolelis, M.A.L. (1999). Behavioral modulation of tactile
responses in the rat somatosensory system. J. Neurosci. 19, 7603–7616.
Fanselow, E.E., Richardson, K.A., and Connors, B.W. (2008). Selective, state-
dependent activation of somatostatin-expressing inhibitory interneurons in
mouse neocortex. J. Neurophysiol. 100, 2640–2652.
Fee, M.S., Mitra, P.P., and Kleinfeld, D. (1997). Central versus peripheral deter-
minants of patterned spike activity in rat vibrissa cortex during whisking.
J. Neurophysiol. 78, 1144–1149.
Ferezou, I., Bolea, S., and Petersen, C.C.H. (2006). Visualizing the cortical
representation of whisker touch: voltage-sensitive dye imaging in freely
moving mice. Neuron 50, 617–629.
Ferezou, I., Haiss, F., Gentet, L.J., Aronoff, R., Weber, B., and Petersen, C.C.H.
(2007). Spatiotemporal dynamics of cortical sensorimotor integration in
behaving mice. Neuron 56, 907–923.
Freund, T.F., and Katona, I. (2007). Perisomatic inhibition. Neuron 56, 33–42.
Fuchs, E.C., Zivkovic, A.R., Cunningham, M.O., Middleton, S., Lebeau, F.E.,
Bannerman, D.M., Rozov, A., Whittington, M.A., Traub, R.D., Rawlins, J.N.,
and Monyer, H. (2007). Recruitment of parvalbumin-positive interneurons
determines hippocampal function and associated behavior. Neuron 53,
591–604.
Fujisawa, S., Amarasingham, A., Harrison, M.T., and Buzsa´ki, G. (2008).
Behavior-dependent short-term assembly dynamics in the medial prefrontal
cortex. Nat. Neurosci. 11, 823–833.
Gabernet, L., Jadhav, S.P., Feldman, D.E., Carandini, M., and Scanziani, M.
(2005). Somatosensory integration controlled by dynamic thalamocortical
feed-forward inhibition. Neuron 48, 315–327.
Galarreta, M., and Hestrin, S. (1998). Frequency-dependent synaptic depres-
sion and the balance of excitation and inhibition in the neocortex. Nat. Neuro-
sci. 1, 587–594.
Gibson, J.R., Beierlein, M., and Connors, B.W. (1999). Two networks of elec-
trically coupled inhibitory neurons in neocortex. Nature 402, 75–79.
Gonchar, Y., Wang, Q., and Burkhalter, A. (2007). Multiple distinct subtypes of
GABAergic neurons in mouse visual cortex identified by triple immunostaining.
Front. Neuroanat. 1, 3.434 Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc.Gulledge, A.T., Park, S.B., Kawaguchi, Y., and Stuart, G.J. (2007). Heteroge-
neity of phasic cholinergic signaling in neocortical neurons. J. Neurophysiol.
97, 2215–2229.
Gupta, A., Wang, Y., and Markram, H. (2000). Organizing principles for a diver-
sity of GABAergic interneurons and synapses in the neocortex. Science 287,
273–278.
Haider, B., and McCormick, D.A. (2009). Rapid neocortical dynamics: cellular
and network mechanisms. Neuron 62, 171–189.
Haider, B., Duque, A., Hasenstaub, A.R., and McCormick, D.A. (2006).
Neocortical network activity in vivo is generated through a dynamic balance
of excitation and inhibition. J. Neurosci. 26, 4535–4545.
Hentschke, H., Haiss, F., and Schwarz, C. (2006). Central signals rapidly
switch tactile processing in rat barrel cortex during whisker movements.
Cereb. Cortex 16, 1142–1156.
Jadhav, S.P., Wolfe, J., and Feldman, D.E. (2009). Sparse temporal coding of
elementary tactile features during active whisker sensation. Nat. Neurosci. 12,
792–800.
Kapfer, C., Glickfeld, L.L., Atallah, B.V., and Scanziani, M. (2007). Supralinear
increase of recurrent inhibition during sparse activity in the somatosensory
cortex. Nat. Neurosci. 10, 743–753.
Kitamura, K., Judkewitz, B., Kano, M., Denk, W., and Ha¨usser, M. (2008).
Targeted patch-clamp recordings and single-cell electroporation of unlabeled
neurons in vivo. Nat. Methods 5, 61–67.
Klausberger, T., Magill, P.J., Ma´rton, L.F., Roberts, J.D., Cobden, P.M.,
Buzsa´ki, G., and Somogyi, P. (2003). Brain-state- and cell-type-specific firing
of hippocampal interneurons in vivo. Nature 421, 844–848.
Kleinfeld, D., Ahissar, E., and Diamond, M.E. (2006). Active sensation: insights
from the rodent vibrissa sensorimotor system. Curr. Opin. Neurobiol. 16,
435–444.
Knutsen, P.M., Derdikman, D., and Ahissar, E. (2005). Tracking whisker and
head movements in unrestrained behaving rodents. J. Neurophysiol. 93,
2294–2301.
Kole, M.H.P., and Stuart, G.J. (2008). Is action potential threshold lowest in the
axon? Nat. Neurosci. 11, 1253–1255.
Krupa, D.J., Wiest, M.C., Shuler, M.G., Laubach, M., and Nicolelis, M.A.
(2004). Layer-specific somatosensory cortical activation during active tactile
discrimination. Science 304, 1989–1992.
Lampl, I., Reichova, I., and Ferster, D. (1999). Synchronous membrane poten-
tial fluctuations in neurons of the cat visual cortex. Neuron 22, 361–374.
Lee, A.K., Manns, I.D., Sakmann, B., and Brecht, M. (2006). Whole-cell record-
ings in freely moving rats. Neuron 51, 399–407.
Lee, S., Carvell, G.E., and Simons, D.J. (2008). Motor modulation of afferent
somatosensory circuits. Nat. Neurosci. 11, 1430–1438.
Lefort, S., Tomm, C., Floyd Sarria, J.C., and Petersen, C.C.H. (2009). The
excitatory neuronal network of the C2 barrel column in mouse primary somato-
sensory cortex. Neuron 61, 301–316.
Liu, B.-H., Li, P., Li, Y.-T., Sun, Y.J., Yanagawa, Y., Obata, K., Zhang, L.I., and
Tao, H.W. (2009). Visual receptive field structure of cortical inhibitory neurons
revealed by two-photon imaging guided recording. J. Neurosci. 29, 10520–
10532.
Losonczy, A., Makara, J.K., and Magee, J.C. (2008). Compartmentalized
dendritic plasticity and input feature storage in neurons. Nature 452, 436–441.
Margrie, T.W., Meyer, A.H., Caputi, A., Monyer, H., Hasan, M.T., Schaefer,
A.T., Denk, W., and Brecht, M. (2003). Targeted whole-cell recordings in the
mammalian brain in vivo. Neuron 39, 911–918.
Mitchell, J.F., Sundberg, K.A., and Reynolds, J.H. (2007). Differential attention-
dependent response modulation across cell classes in macaque visual area
V4. Neuron 55, 131–141.
Mountcastle, V.B., Talbot, W.H., Sakata, H., and Hyva¨rinen, J. (1969). Cortical
neuronal mechanisms in flutter-vibration studied in unanesthetized monkeys.
Neuronal periodicity and frequency discrimination. J. Neurophysiol. 32,
452–484.
Neuron
Membrane Potential Dynamics of GABAergic NeuronsNevian, T., Larkum, M.E., Polsky, A., and Schiller, J. (2007). Properties of basal
dendrites of layer 5 pyramidal neurons: a direct patch-clamp recording study.
Nat. Neurosci. 10, 206–214.
Okun, M., and Lampl, I. (2008). Instantaneous correlation of excitation and
inhibition during ongoing and sensory-evoked activities. Nat. Neurosci. 11,
535–537.
Otazu, G.H., Tai, L.H., Yang, Y., and Zador, A.M. (2009). Engaging in an
auditory task suppresses responses in auditory cortex. Nat. Neurosci. 12,
646–654.
Petersen, C.C.H. (2007). The functional organization of the barrel cortex.
Neuron 56, 339–355.
Petreanu, L., Mao, T., Sternson, S.M., and Svoboda, K. (2009). The subcellular
organization of neocortical excitatory connections. Nature 457, 1142–1145.
Poulet, J.F.A., and Petersen, C.C.H. (2008). Internal brain state regulates
membrane potential synchrony in barrel cortex of behaving mice. Nature
454, 881–885.
Reyes, A., Lujan, R., Rozov, A., Burnashev, N., Somogyi, P., and Sakmann, B.
(1998). Target-cell-specific facilitation and depression in neocortical circuits.
Nat. Neurosci. 1, 279–285.
Sakata, S., and Harris, K.D. (2009). Laminar structure of spontaneous and
sensory-evoked population activity in auditory cortex. Neuron 64, 404–418.
Shu, Y., Hasenstaub, A., and McCormick, D.A. (2003). Turning on and off
recurrent balanced cortical activity. Nature 423, 288–293.
Silberberg, G., and Markram, H. (2007). Disynaptic inhibition between neocor-
tical pyramidal cells mediated by Martinotti cells. Neuron 53, 735–746.
Sohal, V.S., Zhang, F., Yizhar, O., and Deisseroth, K. (2009). Parvalbumin
neurons and gamma rhythms enhance cortical circuit performance. Nature
459, 698–702.
Sohya, K., Kameyama, K., Yanagawa, Y., Obata, K., and Tsumoto, T. (2007).
GABAergic neurons are less selective to stimulus orientation than excitatoryneurons in layer II/III of visual cortex, as revealed by in vivo functional Ca2+
imaging in transgenic mice. J. Neurosci. 27, 2145–2149.
Song, S., Sjo¨stro¨m, P.J., Reigl, M., Nelson, S.B., and Chklovskii, D.B. (2005).
Highly nonrandom features of synaptic connectivity in local cortical circuits.
PLoS Biol. 3, e68. 10.1371/journal.pbio.0030068.
Stu¨ttgen, M.C., and Schwarz, C. (2008). Psychophysical and neurometric
detection performance under stimulus uncertainty. Nat. Neurosci. 11, 1091–
1099.
Swadlow, H.A., and Gusev, A.G. (2002). Receptive-field construction in
cortical inhibitory interneurons. Nat. Neurosci. 5, 403–404.
Tamamaki, N., Yanagawa, Y., Tomioka, R., Miyazaki, J., Obata, K., and
Kaneko, T. (2003). Green fluorescent protein expression and colocalization
with calretinin, parvalbumin, and somatostatin in the GAD67-GFP knock-in
mouse. J. Comp. Neurol. 467, 60–79.
Tan, Z., Hu, H., Huang, Z.J., and Agmon, A. (2008). Robust but delayed thala-
mocortical activation of dendritic-targeting inhibitory interneurons. Proc. Natl.
Acad. Sci. USA 105, 2187–2192.
Volgushev, M., Chauvette, S., Mukovski, M., and Timofeev, I. (2006). Precise
long-range synchronization of activity and silence in neocortical neurons
during slow-wave oscillations. J. Neurosci. 26, 5665–5672.
von Heimendahl, M., Itskov, P.M., Arabzadeh, E., and Diamond, M.E. (2007).
Neuronal activity in rat barrel cortex underlying texture discrimination. PLoS
Biol. 5, e305. 10.1371/journal.pbio.0050305.
Wehr, M., and Zador, A.M. (2003). Balanced inhibition underlies tuning and
sharpens spike timing in auditory cortex. Nature 426, 442–446.
Xu, X., and Callaway, E.M. (2009). Laminar specificity of functional input to
distinct types of inhibitory cortical neurons. J. Neurosci. 29, 70–85.
Yoshimura, Y., and Callaway, E.M. (2005). Fine-scale specificity of cortical
networks depends on inhibitory cell type and connectivity. Nat. Neurosci. 8,
1552–1559.Neuron 65, 422–435, February 11, 2010 ª2010 Elsevier Inc. 435
