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Abstract: Stein’s formula states that a random variable of the form
z>f(z)−div f(z) is mean-zero for all functions f with integrable gradient.
Here, div f is the divergence of the function f and z is a standard normal
vector. This paper aims to propose a Second Order Stein formula to
characterize the variance of such random variables for all functions f(z)
with square integrable gradient, and to demonstrate the usefulness of this
Second Order Stein formula in various applications.
In the Gaussian sequence model, a remarkable consequence of Stein’s
formula is Stein’s Unbiased Risk Estimate (SURE), an unbiased estimate
of the mean squared risk for almost any given estimator µ̂ of the unknown
mean vector. A first application of the Second Order Stein formula is an
Unbiased Risk Estimate for SURE itself (SURE for SURE): an unbiased
estimate provides information about the squared distance between SURE
and the squared estimation error of µ̂. SURE for SURE has a simple form
as a function of the data and is applicable to all µ̂ with square integrable
gradient, for example the Lasso and the Elastic Net.
A second application of the Second Order Stein formula is an exact
formula for the variance of the divergence of the function f(z) along with
an upper bound through a single application of the Gaussian Poincare´
inequality to the exact formula. A consequence of this application, which is
naturally of great interest in and of itself, is a novel bound on the variance
of the size of the model selected by the Lasso. The variance bound, which
holds when the design is in general position, implies that the size of the
selected model is concentrated around its mean when the mean is of greater
order than log p.
A third application of the Second Order Stein formula, which is again
of great independent interest, is a general semi-parametric scheme to de-
bias an almost differentiable initial estimator for the statistical inference
of a low-dimensional projection of the unknown regression coefficient
vector. The de-biased estimator is asymptotically normal when the variance
provided by the Second Order Stein formula is of the same order as the
prediction error of the initial estimator as long as the initial estimator is
persistent.
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SURE, Lasso, Elastic Net, model selection, variance of model size, de-biased
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estimation, regression.
1. A Second Order Stein formula
The multivariate version of Stein’s formula [Ste81] can be described as follows.
Let z = (z1, ..., zn)
> be a standard normalN(0, In) random vector. Let f1, ..., fn
be functions Rn → R and denote by f the column vector in Rn with i-th
component equal to fi. We say that a random variable X is in L1 if E|X| < +∞,
and that X is in L2 if E[X2] < +∞. If each fi is the indefinite integration of its
i-th partial derivative and the i-th partial derivative of fi is in L1 as a function
of z ∼ N(0, In) for each i, then
(1.1) E[z>f(z)] = E[div f(z)]
holds, where the divergence of f is divf =
∑n
i=1(∂/∂xi)fi. We refer the reader
to the book [CGS10] for a recent survey on Stein’s formula and its applications
to normal approximation.
In other words, Stein’s formula (1.1) states that the random variable
(1.2) z>f(z)− div f(z)
is mean-zero. The topic of the current paper is the following Second Order Stein
formula, which provides an identity for the variance of the random variable (1.2)
with f in the Sobolev space W 1,2(γn) with respect to the standard Gaussian
measure γn in Rn. Let C∞0 (Rn) be the space of infinitely differentiable functions
Rn → R with compact support. The Sobolev space W 1,2(γn) is defined as the
completion the space C∞0 (Rn) with respect to the norm
(1.3) ‖g‖1,2 = E[g(z)2]1/2 + E[‖∇g(z)‖2]1/2, g ∈ C∞0 (Rn)
where z ∼ N(0, In). By [Bog98, Proposition 1.5.2], the space W 1,2(γn)
corresponds to functions g : Rn → R that are weakly differentiable and
E[g(z)2] + E[‖∇g(z)‖2] < +∞ for z ∼ N(0, In). We refer to Section 1.5 in
[Bog98] for a complete description of the space W 1,2(γn).
Theorem 1.1. Let z = (z1, ..., zn) be a standard normal N(0, In) random
vector. Let f1, ..., fn be functions Rn → R and f be the column vector in Rn with
i-th component equal to fi. Assume throughout that each fi is square integrable,
i.e. E[fi(z)2] <∞.
(i) Assume that each fi is twice continuously differentiable and that its first
and second order derivatives have sub-exponential growth. Then
E
[
(z>f(z)− divf(z))2] = E n∑
i=1
f2i (z) + E
n∑
i=1
n∑
j=1
∂fi
∂xj
(z)
∂fj
∂xi
(z).(1.4)
An equivalent version of (1.4) for functions of y = N(µ, σ2I), in vector
notation, is given in (1.8) below.
(ii) If f : Rn → Rn is L-Lipschitz for L < +∞, then (1.4) holds.
(iii) If each component fi of f belongs to W
1,2(γn), then (1.4) holds.
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Here is a proof of Theorem 1.1(i). Extensions (ii) and (iii) are proved in
Appendix A.
Proof of Theorem 1.1 (i). When the functions fi and (∂/∂xj)fi are treated as
random variables, their argument is always z through the proof, so we simply
write fi for fi(z) and similarly for the partial derivatives. A sum
∑
i or
∑
k
always sums over {1, ..., n}.
Write the left hand side in (1.4) as
E
∑
i
(
zifi − ∂fi
∂xi
)∑
j
zjfj −
∑
l
∂fl
∂xl
 .
By a first application of Stein’s formula for each term zi, the identity
(1.5) E
[(
zifi(z)− ∂fi
∂xi
(z)
)
g(z)
]
= E
[
fi(z)
∂g
∂xi
(z)
]
holds for any differentiable function g : Rn → R with sub-exponential growth.
Hence the left hand side in (1.4) equals
E
∑
i
f2i + E
∑
i
fi
∑
j
zj
∂fj
∂xi
− E
∑
i
fi
∑
l
∂2fl
∂xi∂xl
.
We again apply Stein’s formula to each zj in the second term above to obtain
E
∑
i
f2i + E
∑
i
∑
j
∂fi
∂xj
∂fj
∂xi
+ E
∑
i
fi
∑
j
∂2fj
∂xj∂xi
− E
∑
i
fi
∑
l
∂2fl
∂xi∂xl
.
Since f is twice continuously differentiable, by Schwarz Theorem on
the symmetry of the second derivatives we have
∑
j(∂/∂xj)(∂/∂xi)fj =∑
`(∂/∂xi)(∂/∂x`)f` and the proof of (1.4) is complete.
Throughout the paper, ‖ · ‖ is the Euclidean norm and ‖ · ‖F the Frobenius
norm, and f : Rn → Rm is L-Lipschitz if ‖f(u)− f(v)‖ ≤ L‖u−v‖, ∀u,v. For
f : Rn → Rn with components fi, denote by ∇fi the gradient of each fi, and
by ∇f the matrix in Rn×n with columns ∇f1, ...,∇fn. The Second Order Stein
formula (1.4) can then be rewritten as
E
[
(z>f(z)− div f(z))2
]
= E
[
‖f(z)‖2 + trace ( (∇f(z))2 )].(1.6)
By the Cauchy-Schwarz inequality,
E
[
(z>f(z)− divf(z))2] ≤ E n∑
i=1
f2i (z) + E
n∑
i=1
n∑
j=1
(
∂fi
∂xj
(z)
)2
,(1.7)
= E
[
‖f(z)‖2 + ‖∇f(z)‖2F
]
.
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If ∇f(z) is almost surely symmetric, then trace((∇f(z))2) = ‖∇f(z)‖2F and
the above inequality is actually an equality. However the inequality in (1.7) is
strict otherwise.
If y = µ + ε with ε ∼ N(0, σ2In) and f : Rn → Rn satisfies one of the
assumption of Theorem 1.1, then
(1.8) E[(ε>f(y)− σ2 div f(y))2] = σ2E[‖f(y)‖2] + σ4E[trace ( (∇f(y))2 )]
is easily obtained by setting z = ε/σ and applying Theorem 1.1 to f˜(x) =
σf(µ + σx). Theorem 1.1 is also applicable under the central limit theorem.
Let εm = m
−1/2∑m
i=1 xi with iid xi ∈ Rn, E[xi] = 0 and E[x>i xi] = Σ. If
{‖f(εm)‖2, ‖∇f(εm)‖2F , (ε>mf(εm))2,m ≥ 1} is uniformly integrable and ∇f is
almost everywhere continuous, then E
[
ε>mf(εm)
]
= E
[
trace
(
Σ∇f(εm)
)]
+o(1)
and
Var
(
ε>mf(εm)− trace
(
Σ∇f(εm)
))
(1.9)
= E
[∥∥Σ1/2f(εm)∥∥2]+ E[ trace ((Σ∇f(εm))2)]+ o(1)
as m→∞, where o(1) becomes 0 for all n when xi ∼ N(0,Σ).
We provide in the next sections several applications of the Second Order Stein
formula (1.4). Section 2 leverages the above formula to construct an unbiased
risk estimate for Stein’s Unbiased Risk Estimate (SURE) in the Gaussian
sequence model. We shall call this general method SURE for SURE. Section 3
provides bounds on the variance of random variables of the form div f(z) for
functions f as in the above result. Section 4 provides new bounds on the variance
of the size of the model selected by the Lasso in sparse linear regression. Section 5
provides SURE for SURE formulas for the Lasso and E-net. Section 6 provides
a scheme to de-bias a general class of estimators in linear regression where
one wishes to estimate a low-dimensional projection of the unknown regression
coefficient vector. Section 7 develops a Monte Carlo scheme to approximate the
divergence of a general differentiable estimator when the analytic form of the
divergence is unavailable.
2. SURE for SURE
In the Gaussian sequence model, one observes y = µ + ε where the noise ε ∼
N(0, In) is standard normal and µ is an unknown mean. Given an estimator
µ̂(y) of the form µ̂ = y + f(y) where f : Rn → Rn is some known almost
differentiable function with ∇f in L1, SURE provides an unbiased estimate of
the mean squared risk E‖µ̂− µ‖2 given by
ŜURE = ‖f(y)‖2 + 2 div f(y) + n.(2.1)
The fact that this quantity is an unbiased estimate of E‖µ̂ − µ‖2 is a
consequence of the identity
‖µ̂− µ‖2 = ‖ε+ f(y)‖2 = ‖f(y)‖2 + 2ε>f(y) + ‖ε‖2
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with E[‖ε‖2] = n and Stein’s formula (1.1) which asserts that E[ε>f(y)] =
E[div f(y)] whenever all partial derivatives of f are in L1. The random variable
div f(y) can be computed from the observed data since it only involves y as well
as the partial derivatives of f . The quantity dˆf = n − div f(y) is an estimator
sometimes referred to as the empirical degrees of freedom of the estimator µ̂.
Here, we define the mean squared risk of the scalar estimator ŜURE by
Rsure = E
[(
ŜURE− ‖µ̂− µ‖2
)2]
.(2.2)
This means we treat ŜURE as an estimate of the squared prediction error ‖µ̂−
µ‖2 as well. This is reasonable as the actual squared loss ‖µ̂ − µ‖2 is often a
more relevant target than its expectation. One may also wish to treat ŜURE
as an estimate of the deterministic E[‖µ̂− µ‖2] and consider the estimation of
Var(‖µ̂ − µ‖2) or Var(ŜURE), but these would be different problems to which
our method may not be directly applicable. Let us mention, though, that if
estimation of the deterministic quantity E[‖µ̂− µ‖2] is essential, inequality
E
[(
(ŜURE)+
1/2 − E[‖µ̂− µ‖2]1/2
)4]1/4
≤ R1/4sure + 3(2.3)
holds if the function y → µ̂ is 1-Lipschitz, a property that is shared by all
convex-regularized least-squares estimators [BT17]. Hence up to an additive
absolute constant, Rsure bounds from above the quartic risk of ŜURE
1/2 when
the estimation target is E[‖µ̂−µ‖2]1/2. The proof of (2.3) is given in Appendix E.
ŜURE is widely used in practice to estimate ‖µ̂ − µ‖2 or E‖µ̂ − µ‖2 either
because it is of interest to estimate the prediction error of µ̂, or because several
estimators of the mean vector µ are available and the statistician hopes to
use the ŜURE of each estimator in order to compare them on equal footing.
Although ŜURE provides an unbiased estimate of the loss ‖µ̂ − µ‖2 and its
expectation, such estimate may end up been unusable, or provide spurious
estimates, if the quantity (2.2) is too large. For estimators of interest where
ŜURE is used in practice, it is important to understand the risk of ŜURE
given by (2.2) in order to provide some uncertainty quantification about the
success of ŜURE. For instance, one should expect ŜURE to be successful if R1/2sure
is negligible compared to ŜURE, i.e., R1/2sure ≪ ŜURE. On the other hand, if
R1/2sure ≫ ŜURE then we would expect that estimates from ŜURE would be
spurious with constant probability and ŜURE should not be trusted. Under
the square integrability condition on the first and second partial derivatives
of f(y), [Ste81] proposed an unbiased estimate of the risk (2.2). However, the
twice differentiability condition typically fails to hold for estimators involving
less smooth regularizers such as the Lasso. [DJ95] studied the performance
of SURE optimized separable threshold estimator (SureShrink) and thus the
accuracy of SURE in this special case. [DKF+13] derives an identity for the
quantity (2.2) in the special case of of the Lasso. In a general study of SURE
imsart-generic ver. 2014/10/16 file: 2nd-order-stein.tex date: August 30, 2019
Bellec and Zhang/Second Order Stein 6
tuned estimators, [TR18] developed a correction for the excess optimism with
the nominal SURE in such schemes. Section 5 in [JM18] establishes consistency
of SURE for the Lasso with random design and identity covariance matrix if
the tuning parameter is large enough. The Second Order Stein identity
E
[{‖z‖2 − n+ γ(z)}2] = E[2p+ 2∆γ(z) + γ(z)2],
where ∆ =
∑n
i=1(∂/∂xi)
2 is the Laplacian, was used in [Joh88] to prove the
inadmissibility of SURE for the estimation of the squared loss of the James-Stein
estimator when n ≥ 5.
The following result, which extends Theorem 3 of [Ste81] to allow application
to the Lasso and other estimators only one-time differentiable, computes the
expectation of the quantity (2.2) as well as an unbiased estimator of it directly
through Theorem 1.1.
Theorem 2.1. Let ε ∼ N(0, In) and y = µ + ε. Let µ̂ = f(y) + y be an
estimator of µ with f : Rn → Rn satisfying the assumptions of Theorem 1.1,
and define ŜURE by (2.1). Then
E
[(
ŜURE− ‖µ̂− µ‖2
)2]
= E
[
2n+ 4‖f(y)‖2 + 4 trace((∇f(y))2) + 8 div f(y)] ,(2.4)
= E
[
4‖y − µ̂(y)‖2 + 4 trace((∇µ̂(y))2)− 2n] .(2.5)
Consequently, SURE for SURE
R̂sure = 4‖f(y)‖2 + 4 trace((∇µ̂(y))2)− 2n(2.6)
is an unbiased estimate of the risk of ŜURE in (2.2).
As the quantities in (2.4) and (2.5) are identical without taking the
expectation, SURE for SURE is also given by
R̂sure = 2n+ 4‖f(y)‖2 + 4 trace((∇f(y))2) + 8 div f(y).(2.7)
Proof. For brevity, write div f for div f(y) and f for f(y). By simple algebra(
‖µ̂− µ‖2 − ŜURE
)2
=
(‖µ̂− µ‖2 − (n+ 2 div f + ‖f‖2))2
=
(
(‖ε‖2 − n) + 2(ε>f − div f))2 .
The variance of ‖ε‖2 is 2n hence E[(‖ε‖2 − n)2] = 2n. By Theorem 1.1 we get
4E[(ε>f − div f)2] = 4E‖f‖2 + 4E trace((∇f)2).
For the cross-term, applying Stein’s formula twice we get
4E
 n∑
i=1
n∑
j=1
ε2i
(
εjfj − ∂fj
∂xj
) = 8E n∑
j=1
εjfj = 8E[div f ].
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This completes the proof of the first equality. The second equality is obtained
by observing that f(y) = µ̂(y)− y, hence
∇f(y) = ∇µ̂− In, div f(y) = trace[∇µ̂]− n,
4 trace[(∇f(y))2] + 8 div f(y) = 4 trace[(∇µ̂(y))2]− 4n.
Remark 2.1. In the Gaussian sequence model where the noise ε has distribution
N(0, σ2In) with σ 6= 1, the estimator ŜURE has the form
ŜURE = nσ2 + 2σ2 div f(y) + ‖f‖2,(2.8)
= ‖y − µ̂‖2 + 2σ2 div µ̂− σ2n.
The same argument as above implies that in this setting, SURE for SURE is
R̂sure = 4‖y − µ̂‖2 + 4σ4 trace[(∇µ̂)2]− 2nσ4,(2.9)
as its expectation is identical to E
[(
ŜURE− ‖µ̂− µ‖2)2].
While SURE for SURE provides an unbiased point estimator for the (mean)
squared difference between ŜURE and the squared loss ‖µ̂− µ‖2, we may also
use the Second Order Stein formula to derive interval estimates for ‖µ̂ − µ‖2
based on ŜURE. As we are not compelled to directly use the R̂sure in (2.9) to
construct such interval estimates, we present the following simpler approach.
Theorem 2.2. Let y, µ, µ̂ = µ̂(y) and ŜURE be as in (2.8). Then,
E
[(
ŜURE− ‖µ− µ̂‖2 − ‖ε‖2 + σ2n)2](2.10)
= 4σ2E
[‖µ̂− µ‖2]+ 4σ4E[ trace((∇µ̂)2)].
If the right-hand side of (2.10) is bounded by σ4v202nn with a constant v0, then
P
{∣∣ŜURE− ‖µ− µ̂‖2∣∣ ≤ σ2(vα + v0)√2n} ≥ 1− α− n(2.11)
for all α ∈ (0, 1), where vα is defined by P{(2n)−1/2|χ2n − n| > vα} = α, and
P
{
‖µ− µ̂‖2 ≤ ŜURE + σ2(v−,α + v0)
√
2n
}
≥ 1− α− n,(2.12)
where v−,α is defined by P{(2n)−1/2(n− χ2n) > v−,α} = α.
While the left-hand side of (2.10) is quartic in ‖µ̂− µ‖, the right-hand side
is quadratic. Thus, ŜURE provides an accurate estimate of ‖µ − µ̂‖2 when
the squared error is of greater order than |‖ε‖2 − σ2n| ≈ σ2(2n)1/2|N(0, 1)|,
provided that the second term on the right-hand side of (2.10) is of no greater
order than max
{
σ4n, σ2E
[‖µ̂ − µ‖2]}. Specifically, in such scenarios, (2.11)
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implies that ŜURE is within a small fraction of ‖µ− µ̂‖2 when √‖µ− µ̂‖2/n is
of greater order than σn−1/4, and (2.11) and (2.12) provide confidence regions
for the entire vector µ. As σn−1/4 is known to be a lower bound for the error in
the estimation of the average loss in the estimation of µ [Li89, NvdG13], (2.11)
implies the rate optimality of the upper bound (2.12) for the squared estimation
error ‖µ − µ̂‖2 and thus the rate optimality of the resulting confidence region
for µ. We will verify in Theorems 4.3 and 4.5 in Section 4 that the condition
for (2.11) and (2.12) holds for the Lasso under commonly imposed regularity
conditions in sparse regression theory.
Proof. Assume σ = 1 without loss of generality. As f(y) = µ̂−y = (µ̂−µ)−ε,
ŜURE− ‖µ− µ̂‖2 = ‖µ̂− y‖2 − ‖µ− µ̂‖2 + 2 div(µ̂− y) + n
= ‖ε‖2 − 2ε>(µ̂− µ) + 2 div(µ̂− µ)− n,
so that (2.10) is a direct consequence of Theorem 1.1. By the Markov inequality,
P
{
|ε>(µ̂− µ)− div(µ̂− µ)| ≥ v0
√
n/2
}
≤ E[‖µ̂− µ‖2 + trace((∇µ̂(y))2)]/(v20n/2) ≤ n.
The conclusion then follows from the definition of vα and the union bound.
As we have briefly discussed above the statement of Theorem 2.1, SURE is
often used to optimize among different estimators. Consider for simplicity the
comparison between two estimates µ(1) and µ(2) of µ. In this setting,
R(diff)sure = E
[(∥∥µ̂(1) − µ∥∥2 − ∥∥µ̂(2) − µ∥∥2 − ŜURE(diff))2](2.13)
is the proper risk for SURE, where µ(1) and µ(2) are two estimates of µ, and
ŜURE
(diff)
= ŜURE
(1) − ŜURE(2)
=
∥∥µ̂(1) − y∥∥2 − ∥∥µ̂(2) − y∥∥2 + 2 div (µ̂(1) − µ̂(2))(2.14)
is the difference in SURE between µ(1) and µ(2). When the loss ‖µ̂− µ‖2 is of
smaller order than n1/2, SURE may produce a spurious estimator due to the
estimation of ‖ε‖2 by n in (2.1). However, due to the cancellation of this common
chi-square type error, the risk of the estimator (2.14) could be of smaller order
than the risk of SURE for both µ̂(j). Parallel to Theorem 2.1, the Second Order
Stein formula leads to the following.
Theorem 2.3. Let ε ∼ N(0, In), y = µ+ ε, and µ(1) and µ(2) be estimates of
µ based on y. Let ŜURE
(diff)
and R(diff)sure be as in (2.13) and (2.14) and f(y) =
µ̂(1) − µ̂(2). Suppose f : Rn → Rn satisfies the assumptions of Theorem 1.1.
Then,
R(diff)sure = E
[
4‖f(y)‖2 + 4 trace
((∇f(y))2)].(2.15)
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Consequently, SURE for SURE, given by
R̂(diff)sure = 4‖f(y)‖2 + 4 trace
((∇f(y))2),(2.16)
is an unbiased estimate of the risk of ŜURE
(diff)
in (2.13).
Proof. By algebra,∥∥µ̂(1) − µ∥∥2 − ∥∥µ̂(2) − µ∥∥2 − ŜURE(diff) = 2ε>f(y)− 2 div f(y).
The conclusion follows directly from Theorem 1.1.
Beyond pairwise comparisons, the following result provides guarantees on
the SURE-tuned estimate µ˜, which is obtained by selecting the estimator
among {µ̂(1), ..., µ̂(m)} with smallest ŜURE, i.e., µ˜ = µ̂(kˆ) where kˆ =
arg minj∈[m] ŜURE
(j) and ŜURE(j) = ‖µ̂(j)−y‖2 + 2σ2 trace∇µ̂(j)−nσ2 when
ε ∼ N(0, σ2).
Theorem 2.4. Consider the sequence model y = µ + ε with ε ∼ N(0, σ2In).
If µ̂(1), ..., µ̂(m) are all 1-Lipschitz and µ˜ is the estimate among {µ̂(1), ..., µ̂(m)}
with the smallest ŜURE, then
E
[(
n−1/2‖µ˜− µ‖ − min
j∈[m]
n−1/2‖µ̂(j) − µ‖
)2]1/2
≤ σ
{(
32m/n
)1/4
+
(
44m/n
)1/2
+
(
8 log(em)/n
)1/2}
.
The proof is given in Appendix D. The assumption that the estimators µ̂(j)
are 1-Lipschitz functions of y is mild: for instance this property is satisfied for all
convex regularized least-squares [BT17]. Under this assumption, Theorem 2.4
implies that for m ≤ n
n−1/2‖µ˜− µ‖ − min
j∈[m]
n−1/2‖µ̂(j) − µ‖ = OP(σ(m/n)1/4).
Theorem 2.4 can also be understood in terms of sample size requirement: If
 > 0 is a fixed precision target and α ∈ (0, 1) then n & m/(4α2) samples
are sufficient to ensure P(n−1/2‖µ˜ − µ‖ − minj∈[m] n−1/2‖µ̂(j) − µ‖ ≤ ) ≥
1− α. We are not aware of a previous result of this form that applies with the
above level of generality, i.e., with no restriction on the nature of the estimators
{µ̂(1), ..., µ̂(m)} beyond the 1-Lipschitz requirement.
3. Upper bounds on the variance of the divergence
The Second Order Stein formula (1.4) lets us derive upper bounds of the variance
of random variables of the form div f(z) where z ∼ N(0, In) and f is as in
Theorem 1.1.
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Proposition 3.1. Let f be as in Theorem 1.1. Then the variance of the random
variable div f(z) satisfies
Var[div f(z)] = E[trace
(
(∇f(z))2)] + Var[z>f(z)](3.1)
−E[‖f(z)‖2]− 2E[f(z)>(∇f(z))z].
Consequently,
(3.2) Var[div f(z)] ≤ E[trace ((∇f(z))2)] + E[‖(∇f(z))z‖2].
Proof. Define the function g by g(x) = x>f(x) for any x ∈ Rn. When
the functions g, fi, (∂/∂xj)fi and (∂/∂xj)g are treated as random variables,
their argument is always z through the proof, so we simply write fi for
fi(z) and similarly for g and the partial derivatives. We have (∂g/∂xi)(z) =
fi(z) +
∑n
j=1 zj(∂fj/∂xi)(z) so that ∇g(z) = f(z) + (∇f(z))z. Recall that by
convention, ∇f is the matrix with columns ∇f1, ...,∇fn. By (1.5),
(3.3) E[(z>f)(z>f − div f)] = E
∑
i
fi
∂g
∂xi
= E‖f‖2 + E[f>(∇f)z].
Since E[div f ] = E[z>f ] by (1.1), using a2 − b2 = (a− b)2 − 2b(b− a) we get
Var[div f ]−Var[z>f ] = E[(div f)2]− E[(z>f)2],
= E[(div f − z>f)2]− 2E[(z>f)(z>f − div f)].
Using (1.4) for the first term and (3.3) for the second term implies (3.1).
Next, by the Gaussian Poincare´ inequality applied to g,
Var
[
g(z)
] ≤ E[‖∇g(z)‖2] = E[‖f(z) + (∇f(z))z‖2]
= E[‖f(z)‖2 + ‖(∇f(z))z‖2 + 2f(z)>(∇f(z))z].
Combined with (3.1), this completes the proof of (3.2).
A striking feature of the above upper bound is that the variance of the random
variable div f(z), defined using the first order derivatives of f , can be bounded
from above using only first order partial derivatives of f . In particular, the
second partial derivatives of f may be arbitrarily large or may not exist. This
feature will be used in the next section to study the variance of the size of the
model selected by the Lasso in linear regression, which takes the form div f for
a certain function f .
It can be seen from the proof that the inequality (3.2) involves a single
application of the Gaussian Poincare´ inequality to z>f(z). Thus, it holds with
equality if and only if f(z) is deterministic.
Finally, we obtain the following corollary by applying Proposition 3.1 to z →
f(z)− E[∇f(z)]>z.
Corollary 3.2. Let f be as in Theorem 1.1. Then
Var[div f(z)] ≤ E[trace ((∇f(z)− E[∇f(z)])2)] + E[‖{∇f(z)− E[∇f(z)]}z‖2].
Proof. By Proposition 3.1 with f˜(z) = f(z)−E[∇f(z)]Tz we have ∇f˜ = ∇f −
E[∇f(z)] and div f˜(z) = div f(z)− traceE[∇f(z)] = div f(z)−Ediv f(z).
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4. The variance of the model size of the Lasso
Consider a linear regression model
(4.1) y = Xβ + ε,
where β is the true coefficient vector, ε ∼ N(0, σ2In) is the noise and X is
a deterministic design matrix. Consider the penalized Lasso βˆ(λ)lasso which solves
the optimization problem
(4.2) βˆ(λ)lasso = arg max
b∈Rp
{‖Xb− y‖2/(2n) + λ‖b‖1}.
Let Ŝ = {j ∈ [p] : (βˆ(λ)lasso)j 6= 0} be the support of the Lasso. We are interested in
the size of Ŝ denoted by |Ŝ|. Even though the Lasso and sparse linear regression
have been studied extensively in the last two decades, little is known about the
stochastic behavior of the discrete random variable |Ŝ|. Under the sparse Riesz
or similar conditions, |Ŝ| . ‖β‖0 with high probability [ZH08, Zha10, ZZ12] but
such results only imply a bound of the form Var[|Ŝ|] . ‖β‖20 on the variance;
we will see below that the variance of |Ŝ| is typically much smaller. There are
trivial situations where the behavior of |Ŝ| is well understood: if λ is very large
for instance, then |Ŝ| = 0 with high probability. Or, under strong conditions
on X and β that grants support recovery (cf. for instance, the conditions given
in [MB06, ZY06, Tro06, Wai09]), Ŝ = supp(β) holds with probability at least
1− 1/p2 and in this case Var[|Ŝ|] ≤ E[(|Ŝ| − s0)2] ≤ 1.
Outside of these situations, studying |Ŝ| appears delicate; for instance, our
previous attempts at studying the variance of |Ŝ| went as follows. Let (e1, ..., ep)
be the canonical basis in Rp and let xj = Xej for all j = 1, ..., p. The KKT
conditions of the Lasso are given by
x>j (y −Xβˆ(λ)lasso)/(nλ)
{
= sgn((βˆ(λ)lasso)j) if (βˆ
(λ)
lasso)j 6= 0,
∈ [−1, 1] if (βˆ(λ)lasso)j = 0.
At a given point y, to understand the stability of Ŝ, a natural avenue is to
identity how close the quantities x>j (y − Xβˆ(λ)lasso)/(nλ) are from ±1 for the
indices j /∈ Ŝ. If many indices j /∈ Ŝ are such that x>j (y − Xβˆ(λ)lasso)/(nλ) is
extremely close to ±1, then a tiny variation in y may push some of the quantities
x>j (y−Xβˆ(λ)lasso)/(nλ) towards ±1 resulting in many new variables entering the
support for this tiny variation in y. The current model size |Ŝ| is non-informative
about how many indices j /∈ Ŝ are such that x>j (y−Xβˆ(λ)lasso)/(nλ) is extremely
close to ±1 and the random variable |Ŝ| appears prone to instability.
With the Second Order Stein formula (1.4) and the tools developed in the
previous section, the variance of |Ŝ| can be bounded as follows. First, we need
to describe a condition on the deterministic matrix X which ensures that the
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KKT conditions of the Lasso hold strictly with probability 1. We say that the
KKT conditions hold strictly if
(4.3) ∀j /∈ Ŝ, −1 < 1
λn
x>j (y −Xβˆ(λ)lasso) < 1.
Assumption 4.1. For all δ1, ..., δp ∈ {−1, 1} and 1 ≤ j0 < j1 < · · · < jn ≤ p,
rank
(
xj0 xj1 · · · xjn
δj0 δj1 · · · δjn
)
(n+1)×(n+1)
= n+ 1.
Proposition 4.1. If X satisfies the above assumption then the set B = {j ∈
[p] : |x>j (y−Xβˆ(λ)lasso)| = λn} is such that XB has rank |B| and the solution βˆ(λ)lasso
to the optimization problem (4.2) is unique. Furthermore, if P
[
v>ε = c
]
= 0 for
all vectors v 6= 0 and real c, then the KKT conditions of the Lasso βˆ(λ)lasso hold
strictly with probability 1, i.e., (4.3) holds with probability 1.
Expositions of the results in the first part of the above proposition exist in the
literature, see for instance [Zha10, Section 3] or [TT12, Tib13]. Compared with
previous versions of the condition on the design, Assumption 4.1, which clearly
holds with probability 1 when X is the realization of a continuous distribution
over Rn×p, gives a natural interpretation in terms of the rank of specific matrices.
The fact that the KKT conditions of the Lasso hold strictly with probability one
is known although it is difficult to pinpoint an existing result in the literature.
We provide a short proof in Appendix B for completeness.
Next define the function f : Rn → Rn by
(4.4) f : ε→X(βˆ(λ)lasso − β).
Then the function f : ε → X(βˆ(λ)lasso − β) is 1-Lipschitz and this property
holds true for all convex penalized Least-Squares estimators [BT17, Proposition
3]. Consequently the partial derivatives of f exist almost everywhere and are
bounded. It is enough to compute the gradient of f Lebesgue almost everywhere
and by the above Proposition, the KKT conditions holds strictly for almost every
point ε0 ∈ Rn.
If the KKT conditions of the Lasso hold strictly for ε0, then by Lipschitz
continuity of ε→Xβˆ(λ)lasso the KKT conditions also hold strictly in small enough
nontrivial neighbourhood of ε0. In this small neighborhood, the sign and support
of βˆ(λ)lasso are unchanged and we have for ‖h‖ small enough
Xβˆ(λ)lasso(ε0 + h) = X Ŝ(X
>X)−1
Ŝ,Ŝ
(X>
Ŝ
(ε0 +Xβ)− λnsign(βˆ(λ)lasso(ε0 + h)))
where Ŝ denotes the locally constant support equal to the support of βˆ(λ)lasso(ε0).
In this neighbourhood the map h → Xβˆ(λ)lasso(ε0 + h) as well as the map h →
X(βˆ(λ)lasso(ε0 +h)−β) are locally affine with linear part equal to the orthogonal
projection
P Ŝ = X Ŝ(X
>X)−1
Ŝ,Ŝ
X>
Ŝ
.(4.5)
We conclude this calculation with the following lemma.
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Proposition 4.2. Let βˆ(λ)lasso be the Lasso estimator (4.2) with data (X,y)
satisfying y = Xβ + ε. Define f(ε) = X(βˆ(λ)lasso − β) as in (4.4). Suppose
Assumption 4.1 holds and P{vTε = c} = 0 for all deterministic v ∈ Rn and
real c. Then almost surely
∇βˆ(λ)lasso =
(
(X>X)−1
Ŝ,Ŝ
X>
Ŝ
0Ŝc×n
)
p×n
as well as
∇f(ε) = P̂ Ŝ and div f(ε) = ‖P Ŝ‖2F = trace P Ŝ = |Ŝ|,
where Ŝ = supp(βˆ(λ)lasso) and P Ŝ is as in (4.5).
By Proposition 3.1 we obtain the following.
Theorem 4.3. Consider the linear model (4.1) and βˆ(λ)lasso in (4.2), with
deterministic design X satisfying Assumption 4.1, true target vector β and
noise ε ∼ N(0, σ2In). Then the variance of the size of the selected support
satisfies
Var[|Ŝ|] ≤ E[|Ŝ|] + E[‖P Ŝε‖2/σ2].(4.6)
Consequently, Var[|Ŝ|] ≤ 2n as well as
Var[|Ŝ|] ≤ 3E[|Ŝ|] + 4E
[
|Ŝ| log
(
ep
1∨|Ŝ|
)]
(4.7)
≤ 3E[|Ŝ|] + 4E[|Ŝ|] log
(
ep
1∨E[|Ŝ|]
)
.
A significant feature of the above theorem, and Proposition 3.1 as well, is
the requirement of no condition on the true β, the penalty level λ or the
design matrixX beyond Assumption 4.1. In particular, the restricted eigenvalue
condition is not required.
An implication of Theorem 4.3 is the confidence interval
|Ŝ|
E[|Ŝ|] +
E[|Ŝ|]
|Ŝ| ∨ 1 − 2 ≤ Cα
(
3
|Ŝ| ∨ 1 +
4 log(ep)
|Ŝ| ∨ 1
)
for E[|Ŝ|] with conservative Cα = 1/α2, although E[|Ŝ|] is not a conventional
parameter due to its dependence on the specific choice of βˆ. It is known that
P{|Ŝ| ≥ k} ≈ 1 when X has iid N(0,Σ) rows with (Σ)jj = 1, β = 0 and
λ = λ(k) = (σ/n1/2){L(k/p)− 1} under a mild side condition on Σ, where L(t)
is defined by P{N(0, 1) > L(t)} = t [SZ13][Proposition 14(ii)]. As |Ŝ| is expected
to be larger when β 6= 0, it would be reasonable to expect E[|Ŝ|] log p when
λ = λ(kn) with kn  log p.
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An informative benchmark to study the tightness of inequality (4.7) for the
support of the Lasso is the case X =
√
nIp which reduces to the Gaussian
sequence model. Then βˆ(λ)lasso is the soft-thresholding operator and |Ŝ| is the
sum of p iid Bernoulli random variables with parameters q1, ..., qp ∈ (0, 1) and
Var[|Ŝ|] = ∑pj=1 qj(1− qj). Under mild assumption on the probabilities qj (e.g.,
qj ≤ 1/2 for all j), the variance Var[|Ŝ|] is of the same order as E|Ŝ|. Hence the
bound (4.7) is sharp up to a logarithmic factor.
Proof. Assume σ = 1 without loss of generality due to scale invariance. The
first claim follows from (4.5) and the discussion leading to it, combined with
Proposition 3.1. Next we first use the rough bounds |Ŝ| ≤ n and ‖Pˆ Ŝε‖ ≤ ‖ε‖ to
obtain Var[|Ŝ|] ≤ 2n. For the right term of the minimum, for a fixed A ⊂ [p], the
random variable ‖PAε‖2 has chi-squared distribution with at most |A| degrees
of freedom and a classical tail bound (cf. for instance [LM00, Lemma 1]) states
that
P(‖PAε‖2 > 2|A|+ 3x) ≤ P(‖PAε‖2 > |A|+ 2
√
x|A|+ 2x) ≤ e−x.
Consequently, by the union bound over all
(
p
m
) ≤ ( epm )m supports A of size m,
P
(
max
A⊂[p]:|A|=m
‖PAε‖2 > 2m+ 3
(
m log
(ep
m
)
+ x
))
≤ e−x.
By a second union bound over all possible support sizes m = 1, ..., p,
P
(
max
A⊂[p]
{
‖PAε‖2 − 2|A| − 3
(
|A| log
(
ep
|A| ∨ 1
))}
> 3(log p+ x)
)
≤ e−x.
Finally, let X = (1/3) maxA⊂[p]{‖PAε‖2−2|A|−3(|A| log( ep|A| )+ log p)} so that
P(X > x) ≤ e−x holds. The identity E[max(X, 0)] = ∫∞
0
P(X > x)dx ≤ 1 yields
E[‖P Ŝε‖2] ≤ 2E|Ŝ|+ 3E
[
|Ŝ| log
(
ep
/{|Ŝ| ∨ 1})+ log(ep)]
≤ 2E|Ŝ|+ 4E
[
|Ŝ| log
(
ep
/{|Ŝ|∨1})] .(4.8)
The proof is complete as the second inequality in (4.7) follows from the concavity
of the function x→ x log(ep/(x ∨ 1)).
A sequence of non-negative random variables (Zq)q≥1 is said to be relatively
stable if Zq/E[Zq] converges to 1 in probability. A direct consequence of
Theorem 4.3 is that the model size |Ŝ| is relatively stable provided that E[|Ŝ|]
is not pathologically small.
Corollary 4.4. Let the setting and assumptions of Theorem 4.3 be fulfilled.
Then
E
( |Ŝ|
E|Ŝ| − 1
)2 ≤ 3
E|Ŝ| +
4 log(ep/E|Ŝ|)
E|Ŝ| ≤
3 + 4 log(ep)
E|Ŝ| .
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Consequently, if one considers a sequence of regression problems such that
E[|Ŝ|]/ log(ep)→ +∞, then |Ŝ|/E|Ŝ| converges to 1 in L2 and in probability.
From (4.7), we can also obtain more explicit bounds on the variance of
|Ŝ| by bounding from above E[|Ŝ|]. We provide below upper bounds on E[|Ŝ|]
under two assumptions on X: the Sparse Riecz Condition (SRC) [ZH08, Zha10]
and the Restricted Eigenvalue (RE) condition [BRT09]. Under both conditions,
if the tuning parameter of the Lasso is large enough then the squared risk
‖X(βˆ(λ)lasso − β)‖2/n is bounded from above by C(X)s0λ2 with high probability
[ZH08, BRT09, Zha10] and in expectation [YZ10, BLT18, BT17], where C(X)
is a multiplicative constant that depends on X. We refer the reader to the books
[BVDG11, GHV12, HTW15] and the references therein for surveys of existing
results. Throughout the rest of this section, denote by s0 = ‖β‖0 the number of
nonzero coefficients, or sparsity, of the unknown coefficient vector β.
The Sparse Riecz Condition (SRC) [ZH08, Zha10] on the design X holds if
for certain positive reals {c∗, c∗},
(4.9) c∗‖u‖2 ≤ ‖Xu‖2/n ≤ c∗‖u‖2 ∀u ∈ Rp : |supp(u) \ S| ≤ (c∗/c∗ − 1)s0,
where S denotes the support of β and s0 = |S|. Let c∗(d) ≤ min{‖Xu‖2/n :
‖u‖ = 1, ‖u‖0 = d} and c∗(d) ≥ max{‖Xu‖2/n : ‖u‖ = 1, ‖u‖0 = d} be
bounds for the sparse eigenvalues of the Gram matrix XTX/n. Given d, the
SRC can be viewed as a sparsity condition on β as it holds when ‖β‖0 ≤
dc∗(d)/c∗(d). When X has iid N(0,Σ) rows, we may take d = a1n/ log p such
that c∗(d) = (1 − a2)φmin(Σ) and c∗(d) = (1 + a2)φmax(Σ) are valid bounds
for the sparse eigenvalues with probability 1 − e−a2n for some small positive
constants a1 and a2 [ZH08].
A bound on E[|Ŝ|] can be obtained under the (SRC) as follows. Let PA be
the orthogonal projection onto the span of the columns of XA for any A ⊂ [p].
Then, by [Zha10, Lemma 1 (ii) with d∗ = (c∗/c∗)s0, K∗ = c∗/c∗−1, m = m∗ =
ds0(c∗/c∗ − 1)e and α = 1/2], on the event
(4.10) λ ≥ 2√c∗ max
A⊂[p]:|A\S|=m
‖(PA − P S)ε‖/
√
nm,
we have |Ŝ \S| ≤ m. For each A with |A \S| ≤ m, we have P(‖(PA−P S)ε‖ >
σ
√
m+ σ
√
2x) ≤ e−x. By the union bound over all possible (p−s0m ) ≤ m log( epm )
sets A, we get
P
(
max
A⊂[p]:|A\S|=m
‖(PA − P S)ε‖/
√
nm > σ(1 +
√
2x+ 2 log(ep/m))
)
≤ e−x.
With x = log p, this implies that (4.10) holds with probability at least 1− 1/p
for
(4.11) λ = 2
√
c∗σ(1 +
√
4 log(ep/m)).
If Ω denotes this event of probability at least 1− 1/p, then
E[|Ŝ|] ≤ s0 +m+ E[IΩc |‖Ŝ‖] ≤ s0 +m+ 1 = (c∗/c∗)s0 + 1.
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Combined with Theorem 4.3, this provides a bound on the variance of |Ŝ|.
The expectation E[|Ŝ|] can also be bounded from above if both
Assumption 4.1 and the Restricted Eigenvalue (RE) condition [BRT09] hold.
Theorem 4.5. Consider the linear model (4.1) with ε ∼ N(0, σ2In) and s0 =
‖β‖0. Let τ, γ > 0, ω = σ(1 + τ)/
√
n and βˆ(λ)lasso be as in (4.2) with
(4.12) λ = σ(1 + τ)(1 + γ)
√
(2/n) log(ep/(s0 ∨ 1)).
Assume that the columns of X are normalized such that maxj∈[p] ‖Xej‖2 ≤ n.
Let Ŝ be the support of βˆ(λ)lasso. Then the Lasso satisfies
E
[
2τε>X(βˆ(λ)lasso − β) + ‖X(βˆ(λ)lasso − β)‖2
]
/n ≤ s0(λ
2 + ω2) + (s0 ∨ 1)ω2
RE2(S, c0)
+
ω2
2
,
where RE(S, c0) = infu∈Rp:‖uSc‖1≤c0
√
s0∨1‖u‖(n
−1/2‖Xu‖/‖u‖) and S is the
support of β, provided that c0 ≥ γ−1
√
2(1 + 2ω2/λ2), e.g. c0 = 2/γ. If in
addition Assumption 4.1 holds, then
E
[
|Ŝ|+ ‖X(βˆ(λ)lasso − β)‖2
/
(2σ2τ)
]
(4.13)
≤ (√τ + 1/√τ)2
[
(1 + γ)2
{
s0 log(ep/(s0 ∨ 1)) + (s0 ∨ 1)
}
RE2(S, 2/γ)
+
1
4
]
.
The proof of Theorem 4.5 is given in Appendix C. The Gaussian concentration
theorem is used in [BT17, BLT18] to obtain bounds on E[‖X(βˆ(λ)lasso − β)‖2] as
well as higher order moments of the squared risk; similar arguments are used to
derive Theorem 4.5. If X satisfies Assumption 4.1 then E
[
ε>X(βˆ(λ)lasso − β)
]
=
E
[|Ŝ|], so that the argument leads to (4.13). Informally, this implies E[|Ŝ|] .
1 + s0 log(ep/(s0 ∨ 1)) up to a multiplicative constant that depends only on
γ, τ and the restricted eigenvalue. To our knowledge, this bound on the size
of the model selected by the Lasso under the RE condition is new. Previous
upper bounds of the form |Ŝ| . s0 require that both maximal and minimal
sparse eigenvalues of X>X/n are bounded away from 0 and +∞, cf. [ZH08],
[Zha10, Lemma 1], [BRT09, (7.9)], [BCW14, Theorem 3] among others. The
major difference between such conditions and the RE condition is that the RE
condition does not require any bounds on the maximal sparse eigenvalues of
X>X/n. Inequality (4.13) reveals that the RE condition is sufficient to control
E[|Ŝ|] by s0 times a logarithmic factor. Under the RE condition, assumptions on
the maximal sparse eigenvalues of X>X/n are unnecessary to control E[|Ŝ|].
The discussions above under the SRC or the RE condition yield the following
bounds on the variance of |Ŝ|.
Corollary 4.6. Let the setting and the assumptions of Theorem 4.3 be fulfilled.
Let s0 = ‖β‖0.
(i) If λ is as in (4.12) for some γ, τ > 0 and maxj=1,...,p ‖Xej‖2 ≤ n then
Var[|Ŝ|] ≤ C(s0 ∨ 1)
RE2(S, 2/γ)
log
(
ep
1 ∨ s0
)2
.
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where C = C(γ, τ) > 0 and c0 only depends on γ, τ and RE(S, c0) is the constant
defined in Theorem 4.5.
(ii) Assume that X satisfies the SRC condition (4.9) for some positive reals
{c∗, c∗}. If λ is as in (4.11) then
Var[|Ŝ|] ≤ C ′
(
1 + (s0(c
∗/c∗) + 1) log
(
ep
s0(c∗/c∗) + 1
))
for some absolute constant C ′ > 0.
In other words, under the SRC or the RE condition on the design matrix
X, the standard deviation of the size of the model |Ŝ| is smaller than √s0 up
to logarithmic factors. The bound is sharper under the SRC by a logarithmic
factor.
Note that the above techniques are not specific to the Lasso. For instance,
any estimator defined as the solution of a convex optimization problem of the
form
(4.14) βˆ = arg max
b∈Rp
‖Xb− y‖2/2n+ h(b)
for some proper convex function h is such that the map f : ε → Xβˆ is 1-
Lipschitz, see for instance [BT17]. Hence the partial derivatives of f(ε) = X(βˆ−
β) exist almost surely and the bound
E[(σ2 div f(ε)− ε>f(ε))2] ≤ σ2E‖X(βˆ − β)‖2 + σ4E‖∇f(ε)‖2F
≤ σ2E‖X(βˆ − β)‖2 + σ4n(4.15)
holds by Theorem 1.1 and the fact that the operator norm of ∇f(ε) is bounded
by 1 thanks to the 1-Lipschitzness of f . Similarly, the bound
Var[div f ] = E[(div f(ε)− E[div f(ε)])2]
≤ E‖∇f(ε)‖2F + E‖∇f(ε)ε‖2/σ2(4.16)
≤ 2n
holds by Proposition 3.1.
5. SURE for SURE in high-dimensional linear regression
Again we consider linear regression with deterministic design.
The Lasso
We have derived in the previous section the gradient of ε → Xβˆ(λ)lasso almost
everywhere under Assumption 4.1. It is instructive to use these calculations
to make explicit SURE for SURE from Section 2 in the Lasso case. With
the notation of Section 2, consider the sequence model y = µ + ε where
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ε ∼ N(0, σ2In) and the unknown mean is µ = Xβ, as in the linear model
(4.1). Set µ̂(y) = Xβˆ(λ)lasso with the Lasso estimator (4.2). Under Assumption 4.1,
|Ŝ| = div µ̂ = trace((∇µ̂)2) by Proposition 4.2, so that Stein’s Unbiased Risk
Estimate is
ŜURE = ‖y −Xβˆ(λ)lasso‖2 + σ2(2|Ŝ| − n)(5.1)
as in (2.8). Moreover, by Theorem 2.1, SURE for SURE in the Lasso case is
R̂sure = 4σ
2‖y −Xβˆ(λ)lasso‖2 + σ4(4|Ŝ| − 2n)(5.2)
which is an unbiased estimator of Rsure = E[(ŜURE − ‖X(βˆ(λ)lasso − β)‖2)2]. The
identity E[R̂sure] = Rsure for the Lasso appeared previously in [DKF+13].
Let {τ, γ, λ} be as in Theorem 4.5 and define Cτ,γ = max(1, 2τ)(
√
τ +
1/
√
τ)2{4(1 + γ)2 + 5}. Under the conditions of Theorem 4.5 including
Assumption 4.1, (4.13) implies that the right-hand side of (2.10) is bounded
by σ42n∗n with 
∗
n = Cτ,γ(s0 ∨ 1){log(p/(s0 ∨ 1))}/{nRE2(S, 2/γ)}, so that
P
{∣∣ŜURE− ‖µ− µ̂‖2∣∣ ≤ 1.96σ2√2n} ≈ 95%
by Theorem 2.2 when ∗n = o(1), with v
2
0 = n =
√
∗n, and similarly
P
{
‖µ− µ̂‖2 ≤ ŜURE + 1.645σ2
√
2n
}
≈ 95%.
For the comparison of two Lasso estimators βˆ(λ1)lasso and βˆ
(λ2)
lasso with λ1 6= λ2,
ŜURE
(diff)
=
∥∥Xβˆ(λ1)lasso − y∥∥2 − ∥∥Xβˆ(λ2)lasso − y∥∥2
+2σ2
(∣∣Ŝ(λ1)∣∣− ∣∣Ŝ(λ2)∣∣)(5.3)
provides E
[
ŜURE
(diff)
]
= E
[∥∥X(βˆ(λ1)lasso − β)∥∥2 − ∥∥X(βˆ(λ2)lasso − β)∥∥2], and
R̂(diff)sure = 4σ
2
∥∥X(βˆ(λ1)lasso − βˆ(λ2)lasso )∥∥2 + 4σ4 trace((P Ŝ(λ1) − P Ŝ(λ2))2)(5.4)
provides ER̂(diff)sure = R(diff)sure = E
[(∥∥X(βˆ(λ1)lasso − β)∥∥2 − ∥∥X(βˆ(λ2)lasso − β)∥∥2 −
ŜURE
(diff)
)2]
, where Ŝ(λj) = supp(βˆ
(λj)
lasso ) and PA is the projection onto the
column space of XA.
Elastic Net
Similar computations can be carried out for other estimators such as the Group
Lasso or the Elastic Net. For instance, consider the Elastic Net estimator βˆEN
defined as the solution of the optimization problem
(5.5) βˆEN = arg max
b∈Rp
‖Xb− y‖2/2n+ λ‖b‖1 + γ‖b‖2/2,
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where λ, γ > 0. Set µ̂(y) = XβˆEN. Then by similar arguments as in the Lasso
case, the KKT conditions of the optimization problem (5.5) hold strictly almost
everywhere in y. By differentiating the KKT conditions on a neighbourhood
where the KKT conditions hold strictly (the details are omitted), the gradient
of y → βˆEN is given by
∇βˆEN =
((
γI Ŝ +X
>
Ŝ
X Ŝ
)−1
X>
Ŝ
0Ŝc×n
)
p×n
,(5.6)
and the gradient of y →XβˆEN is given by
∇(XβˆEN) = X Ŝ(γI Ŝ +X>ŜX Ŝ)−1X>Ŝ .(5.7)
where Ŝ ⊂ [p] is the set of nonzero coefficients of βˆEN. Stein’s Unbiased Risk
Estimate is given by
ŜURE = ‖y −XβˆEN‖2 + 2σ2 trace
[
X Ŝ(γI Ŝ +X
>
Ŝ
X Ŝ)
−1X>
Ŝ
]
− σ2n,(5.8)
and SURE for SURE in the Elastic Net case is
R̂sure = 4σ
2‖XβˆEN − y‖2 + 4σ4‖X Ŝ(γI Ŝ +X>ŜX Ŝ)−1X>Ŝ ‖2F − 2σ4n(5.9)
By Theorem 2.1, this is an unbiased estimate of E[(ŜURE− ‖X(β − βˆEN)‖2)2].
SURE for SURE R̂(diff)sure for the difference between two E-nets or between the
Lasso and E-net can be derived similarly as in (5.4). We omit the details.
Remark 5.1. Let d̂f = trace[X Ŝ(γI Ŝ+X
>
Ŝ
X Ŝ)
−1X>
Ŝ
]. Since d̂f is the divergence
of the function ε→X(βˆEN − β), Proposition 3.1 implies that
Var[d̂f] ≤ E[‖X Ŝ(γI Ŝ +X>ŜX Ŝ)−1X>Ŝ ‖2F ]
+E[‖X Ŝ(γI Ŝ +X>ŜX Ŝ)−1X>Ŝ ε‖2]/σ2.
If P Ŝ is the orthogonal projection onto the span of the columns of X Ŝ then
the second term satisfies E[‖X Ŝ(γI Ŝ+X>ŜX Ŝ)−1X>Ŝ ε‖2]/σ2 ≤ E[‖P Ŝε‖2]/σ2.
Since (4.8) holds for any random Ŝ, we obtain
Var[d̂f] ≤ E[‖X Ŝ(γI Ŝ +X>ŜX Ŝ)−1X>Ŝ ‖2F ]
+E[2|Ŝ|+ 4|Ŝ| log(ep/{1 ∨ |Ŝ|})]
≤ 3E[|Ŝ|] + 4E[|Ŝ| log(ep/{1 ∨ |Ŝ|})].
6. De-biasing nonlinear estimators in linear regression
Consider a linear regression model
y = Xβ + ε(6.1)
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with an unknown target vector β ∈ Rp, a Gaussian noise vector ε ∼ N(0, σ2In),
and a Gaussian design matrix X ∈ Rn×p with iid N(0,Σ) rows. We assume
that the covariance matrix Σ is known and invertible.
This section explains how to construct an estimate of a linear contrast
θ =
〈
a0,β
〉
(6.2)
from an initial estimator βˆ. Here and in the sequel, 〈·, ·〉 denotes the scalar
product in Rn. Define
u0 = Σ
−1a0/
〈
a0,Σ
−1a0
〉
, z0 = Xu0 Q0 = Ip×p − u0a>0(6.3)
and assume for simplicity that a0 is normalized such that
〈a0,Σ−1a0〉 = 1.
By definition of u0, z0 ∼ N(0, In) and z0 is independent of XQ0.
We assume throughout this section that we are given an initial estimator βˆ.
Since X = z0a
>
0 +XQ0 and the two random vectors z0,XQ0 are independent,
we view βˆ as a function with three arguments βˆ = βˆ(y, z0,XQ0) and we assume
that the partial derivatives (∂/∂y)βˆ and (∂/∂z0)βˆ exist almost everywhere.
The estimator βˆ provides an initial estimate of the unknown parameter θ
(6.2) by the plug-in 〈a0, βˆ〉. However, this estimator may be biased, and a first
attempt to fix the bias is the following one-step MLE correction in the direction
given by the one dimensional model {βˆ + tu0, t ∈ R},
(6.4) 〈a0, βˆ〉+ 〈z0,y −Xβˆ〉‖z0‖2 .
Variants of the above de-biasing scheme have been considered in [Zha11, ZZ14,
BCH14, Bu¨h13, VdGBRD14, JM14, JM18], among others. We multiply by ‖z0‖2
to avoid random denominators; the random variables ‖z0‖2 is chi-square with n
degrees of freedom, equal to n+O(
√
n) with overwhelming probability so that
‖z0‖2 ≈ n describes the number of observations.
When constructing the estimator (6.4) above by the one-step MLE correction,
the statistician hopes that the quantity
(6.5)
‖z0‖2〈a0, βˆ − β〉+ 〈z0,y −Xβˆ〉
σ
√
n
is asymptotically standard normal; this is the ideal result to construct confidence
intervals for the unknown parameter (6.2) at the
√
n-adjusted rate.
By simple algebra we have
(6.6)
‖z0‖2〈a0, βˆ − β〉+ 〈z0,y −Xβˆ〉
σ
√
n
=
z>0 ε
σ
√
n
− z
>
0 XQ0(βˆ − β)
σ
√
n
.
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The random variable (z>0 ε)/(σ
√
n) is asymptotically standard normal. It
remains to understand whether the random variable
(6.7)
z>0 XQ0(βˆ − β)
σ
√
n
is negligible or not, compared to (z>0 ε)/(σ
√
n). For the derivation below, we
will argue conditionally on (ε,XQ0). We also define f : Rn → Rn by
f(z0) = XQ0(βˆ − β).
The quantity (6.7) is still biased and Stein’s formula lets us quantify the
remaining bias exactly as follows
E
[
z>0 XQ0(βˆ − β)
σ
√
n
∣∣∣XQ0, ε
]
= E
[
z>0 f(z0)
σ
√
n
∣∣∣XQ0, ε] = E [div f(z0)σ√n ∣∣∣XQ0, ε
]
.
The partial derivatives (∂/∂z0i)fi where fi is the i-th coordinate of f can be
computed by the chain rule
∂fi
∂z0i
= e>i XQ0
[
〈a0,β〉 ∂βˆ
∂yi
+
∂βˆ
∂z0i
]
.
Hence, the divergence of f , which quantifies the remaining bias in (6.7) is
(6.8) div f = 〈a0,β〉νˆ + Bˆ,
where
(6.9) νˆ = trace
(
XQ0
∂βˆ
∂y
)
, Bˆ = trace
(
XQ0
∂βˆ
∂z0
)
.
It will be convenient to write div f instead as
(6.10) div f = 〈a0,β − βˆ〉νˆ + Aˆ where Aˆ = Bˆ + 〈a0, βˆ〉νˆ.
The quantities νˆ, Aˆ and Bˆ above can be constructed from the observed data
since they only depend on X,Q0,y and the derivatives of βˆ. However, the
quantity 〈a0,β〉 is unknown; it is the parameter of interest that we wish to
estimate. This motivates the estimator of θ = 〈a0,β〉 defined by
(6.11) θˆ = 〈a0, βˆ〉+ z
>
0 (y −Xβˆ) + Aˆ
‖z0‖2 − νˆ
with Aˆ and νˆ as in (6.9) and (6.10). This estimator θˆ is constructed so that the
random variable
(‖z0‖2 − νˆ)(θˆ − θ)
σ
√
n
− z
>
0 ε
σ
√
n
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=
Aˆ+ νˆ〈a0,β − βˆ〉 − z>0 f(z0)
σ
√
n
=
div f(z0)− z>0 f(z0)
σ
√
n
(6.12)
is exactly mean-zero by the first-order Stein’s formula (1.1). Furthermore, the
variance of this random variable can be expressed exactly in terms of the
derivatives of f thanks to the Second Order Stein formula (1.4). Similarly, the
above equality can be rewritten as
(‖z0‖2 − νˆ)(θˆ − θ) = div f(z0)− z>0 (f(z0)− ε),(6.13)
which is equal to div g(z0)−z>0 g(z0) for g(x) = f(x)−ε since f and g have the
same divergence. Hence the random variable (6.13) is exactly mean zero by the
first-order Stein’s formula, and the Second Order Stein formula (1.4) provides an
exact identity for its variance. We gather the above derivation in the following
theorem.
Theorem 6.1. Let βˆ be an estimator such that, if we write it as a function
βˆ(y, z0,XQ0), all partial derivatives of the function XQ0βˆ with respect to y
and z0 exist and are in L2. Define the estimator θˆ of θ = 〈a0,β〉 by (6.11), with
νˆ and Aˆ as in (6.9) and (6.10). Then the random variable
(‖z0‖2 − νˆ)(θˆ − θ)
σ
√
n
− z
>
0 ε
σ
√
n
(6.14)
is exactly mean-zero and its variance is exactly equal to
1
nσ2
(
E
[
‖XQ0(βˆ − β)‖2
]
+ E
[
trace((∇f(z0))2)
])
(6.15)
where f(z0) = XQ0(βˆ − β). Furthermore, the random variable (‖z0‖2− νˆ)(θˆ−
θ) is also mean-zero with variance equal to
E
[
‖ε−XQ0(βˆ − β)‖2
]
+ E
[
trace((∇f(z0))2)
]
.(6.16)
Theorem 6.1 is a direct consequence of the Second Order Stein formula (1.4)
and the analysis summarized in (6.12).
The random variable z>0 ε/(σ
√
n) is asymptotically standard normal. Indeed,
if Zn = ε
>z0/(σ‖z0‖) then Zn has standard normal distribution and is
independent of ‖z0‖ so
E
[(
z>0 ε
σ
√
n
− Zn
)2]
= E
[
Z2n
]
E
[(‖z0‖√
n
− 1
)2]
= 2
(
n−√nE‖z‖)/n(6.17)
≤ 2(1− (1− 1/n)1/2)
≤ 2/n.
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For the last two inequalities, we used that
√
n− 1 ≤ E‖z‖, which holds thanks
to the Gaussian Poincare´ inequality E[‖z0‖2] = n ≤ (E‖z‖)2 + 1, and the
elementary inequality 1−√1− x ≤ x for all x ∈ (0, 1).
It follows that the random variable (6.14) converges to 0 in L2 if and only if
(6.15) converges to 0. If this is the case, the random variable
(‖z0‖2 − νˆ)(θˆ − θ)
σ
√
n
converges in L2 to a standard normal.
The above construction provides a general scheme to de-bias an initial
estimator βˆ for the estimation of a linear contrast θ = 〈a0,β〉 when the
covariance matrix Σ is known.
A notable feature of the above result is the random variable νˆ whose role
is to adjust multiplicatively the random variable (θˆ − θ) so that (‖z0‖ −
νˆ)(θˆ − θ) is exactly mean-zero. This adjustment accounts for the degrees-of-
freedom of the initial estimator βˆ. We refer to our concurrent paper [BZ18] for
theory of degrees-of-freedom adjustment in semi-parametric inference about a
preconceived one-dimensional parameter θ = 〈a0,β〉.
7. Monte Carlo approximation of divergence
The Second Order Stein formula and the techniques presented in this paper also
suggest a Monte Carlo method to approximate the divergence in the general
case.
Suppose we are interested in the approximation of div f(y) at the currently
observed vector y. Assume that the function f(·) is 1-Lipschitz and its value
can be quickly computed for small perturbations of y, say, f(y + az) for small
az. When f(y) = Xβˆ in the linear model with a convex regularized least-
squares estimator βˆ, the 1-Lipschitz condition holds automatically [BT17], and
if βˆ(y) has already been computed by an iterative algorithm, the computation
of βˆ(y + az) would typically be fast as one can use βˆ(y) as a starting point
(“warm start”) to compute βˆ(y+az). Next, with the 1-Lipschitz function h(z) =
a−1(f(y + az) − f(y)) and z ∼ N(0, In) independent of y, if Ez denotes the
expectation with respect to z conditionally on y, we have by the Gaussian
Poincare´ inequality that
Ez[(z>h(z)−D0)2] ≤ Ez[‖h(z) +∇h(z)z‖2] ≤ 4n
with D0 = Ez div h(z) =
∫
Rn(2pi)
−n/2e−‖x‖
2/2 div f(y + ax)dx. Hence If we
compute f(y + azj) at m independent Gaussian perturbations z1, ...,zm ∼
N(0, In), inequality
E
[(
1
m
m∑
j=1
z>j h(zj)−D0
)2]
≤ 4n
m
imsart-generic ver. 2014/10/16 file: 2nd-order-stein.tex date: August 30, 2019
Bellec and Zhang/Second Order Stein 24
holds. Here the function y → div(y) is locally integrable and almost surely
bounded by n thanks to the Lipschitzness of f . For almost every y, y is a
Lebesgues point of div f so that D0 → div(y) as a → 0 by the Lebesgues
differentiation theorem. Hence D0 ≈ div f(y) for small enough a > 0 and
1
m
∑m
j=1 z
>
j h(zj) provides a useful approximation of the divergence thanks
to | 1m
∑m
j=1 z
>
j h(zj) − D0| = OP(
√
n/m) where OP(·) is with respect to the
probability distribution of z1, ...,zm. For large m, more precise results can be
obtained by the Central Limit Theorem.
We apply this probabilistic procedure to the Elastic-Net and Singular Value
Thresholding (SVT) [CSLT13] for which explicit formulae for dˆf = trace[∇f(y)]
are available. Indeed, the gradient ∇f(y) for the elastic net is given in Section
5 of the submission, and [CSLT13, Equation (1.8)] provides an explicit formula
for the degrees-of-freedom of SVT with tuning parameter λ: If Bˆ soft-thresholds
the singular vlaues of an observed matrix Y ∈ Rm×n with tuning parameter λ,
the divergence of Bˆ with respect to Y is given by
d̂f =
q∧n∑
i=1
{
I{σi>λ} + |q − n|(1− λ/σi)+
}
+ 2
q∧n∑
i=1
q∧n∑
j=1,j 6=i
σi(σi − λ)+
σ2i − σ2j
where σ1, ..., σn∧q are the singular values of Y . We then compare on simulated
data this exact formula to the above random approximation scheme. For
n = 100, q = 101, λ = 10.0, with Y being the sum of standard normal
noise plus a ground-truth rank-10 matrix, we apply the above algorithm with
m perturbations (Y + aZj)j=1,...,m for various values of m and compute
d̂fapprox =
1
m
∑m
j=1 trace{Z>j h(Zj)} where h(Zj) = a−1(Bˆ(Y +aZj)− Bˆ(Y ))
with a = 0.0001 as explained above. The results are in Figure 1.
In the case of the Elastic-Net with `1 parameter λ > 0 and `2 parameter γ >
0, we draw a similar experiment with the exact formula for degrees-of-freedom
being given by d̂f = trace[X Ŝ(X
>
Ŝ
X Ŝ + nγ)
−1X>
Ŝ
]. With n = 500, p = 400,
and again a = 0.001,X having independent symmetric ±1, λ = 0.8√4 log(p)/n,
γ = 0.2
√
4 log(p)/n, we obtain the standard errors and boxplots in Figure 2.
The experiments show that the above approximation scheme provides good
approximations in these special cases where exact formula are available. Hence
it could also be useful for estimators where no exact formula is available for the
divergence.
Appendix A: Non-smooth functions
Proof of Theorem 1.1 (ii) for Lipschitz functions. If f is Lipschitz, then each
component fi of f is also Lipschitz. Hence fi belongs to the space W
1,2(γn)
defined above (1.3) and the weak gradient of fi is equal almost everywhere to
its gradient in the sense of Frechet differentiability (cf., e.g. [Eva97, Theorem
4-6 pp 279-281]). Thus (ii) is a consequence of (iii).
Proof of Theorem 1.1 (iii) for fi ∈W 1,2(γn). Since W 1,2(γn) is the completion
with respect to the norm (1.3) of the space C∞0 (Rn) of smooth functions with
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compact support, for each coordinate i = 1, ..., n there exists a sequence (gi,q)q≥1
of C∞0 (Rn) functions with maxi=1,...,n E[(fi − gi,q)2 + ‖∇fi − ∇gi,q‖2] → 0 as
q → +∞. Define gq : Rn → Rn as the function with components g1,q, ..., gn,q.
By considering a subsequence, we may assume that for all q ≥ 1,
E
[
‖gq(z)− f(z)‖2
]
+ E
[
‖∇gq(z)−∇f(z)‖2F
]
≤ 2−q−2
which implies that gq → f and ∇gq → ∇f pointwise almost surely by the Borel-
Cantelli lemma. Let Xq = z
>gq(z)−div gq(z) and X = z>f(z)−div f(z). Then
Xq → X almost surely. The triangle inequality and Theorem 1.1 (i) applied to
gk − gk+1 yields{
E
[(
Xq −X
)2]}1/2
≤
∞∑
k=q
{
E
[(
Xk −Xk+1
)2]}1/2
≤
∞∑
k=q
{
E
[‖gk(z)− gk+1(z)‖2]+ E[‖∇gk(z)−∇gk+1(z)‖2F ]}1/2
≤
∞∑
k=q
2−k/2 → 0.
Hence, with another application of Theorem 1.1(i),
E
[(
z>f(z)− div f(z)
)2]
= lim
q→∞E
[(
z>gq(z)− div gq(z)
)2]
= lim
q→∞E
[
‖gq(z)‖22 + trace
(
(∇gq)2(z)
)]
= E
[
‖f(z)‖22 + trace
(
(∇f)2(z))].
For the first and last equality, we use the fact that if two sequences (Zq)q≥1 and
(Yq)q≥1 and two random variables Y∞, Z∞ are such that E[(Yq−Y∞)2]→ 0 and
E[(Zq − Z∞)2]→ 0 as q → +∞ then E[Y 2q ]→ E[Y 2] and E[YqZq]→ E[Y∞Z∞].
This completes the proof.
Appendix B: Strictness of the KKT condition
Proof of Proposition 4.1. Assume thatXB has rank strictly less than |B|. Then
there must exist some j ∈ B and A ⊆ B \ {j} with xj =
∑
k∈A γkxk and
rank(XA) = min(|A|, n). By the definition of B
λnδj = x
>
j (y −Xβˆ(λ)lasso) = λn
∑
k∈A
γkδk
where δk = x
>
k (y − Xβˆ(λ)lasso)/(λn) ∈ {−1, 1}. This is impossible by
Assumption 4.1 on X. Hence XB has rank |B|. For the uniqueness, consider
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two Lasso solutions βˆ(λ)lasso and bˆ of (4.2). It is easily seen that Xβˆ
(λ)
lasso = Xbˆ
by the strict convexity of the squared loss in Xb in (4.2); actually the function
y →Xβˆ(λ)lasso is 1-Lipschitz (cf. for instance [BLT18]). Furthermore both βˆ(λ)lasso, bˆ
must be supported on B. Hence XB(βˆ
(λ)
lasso)B = XB bˆB which implies that
bˆB = (βˆ
(λ)
lasso)B because XB has rank |B|.
It remains to show that for any j /∈ Ŝ, the KKT condition on coordinate j
holds strictly with probability one. As XB has rank |B|, it suffices to consider
the case of |Ŝ| < n. By the KKT condition, (βˆ(λ)lasso)Ŝ = (XTŜX Ŝ)−1{XTŜy −
nλsgn((βˆ(λ)lasso)Ŝ)}. As P
[
v>y = c
]
= 0 for all deterministic v 6= 0 and real c,
E
(
P
[
x>j
{
y −XS(XTSXS)−1(XTSy − nλuS)/n
}
= ±λ
∣∣∣X]) = 0
for all deterministic {S, j,u} satisfying rank(XS) = |S| < n, rank(XS∪{j}) =
|S| + 1 and uS ∈ {±1}S . Hence, P[|B| > |Ŝ|] = 0, which means that the KKT
conditions of βˆ(λ)lasso must hold strictly with probability one.
Appendix C: Upper bound on the sparsity of the Lasso under the
RE condition
Before proving Theorem 4.5 we need the following lemma.
Lemma C.1. (i) Let Z be a standard normal random variable. Then,
P
[
Z > t
]
≤ e
−t2/2
(2pit2 + 4)1/2
, ∀ t ≥ 0,
and
E
[
(|Z| − t)2+
]
≤ 4e
−t2/2
(t2 + 2)(2pit2 + 4)1/2
, ∀ t ≥ 0.(C.1)
(ii) Let g1, ..., gp be centered normal random variables with variance at most ω
2
and let S ⊂ [p] of size |S| = s0. Then for any λ, µ ≥ 0
E
∑
j∈S
(gj − λ)2 +
∑
j /∈S
(|gj | − µ)2+
 ≤ s0(λ2+ω2)+ 4ω2(p− s0)e−(µ/ω)2/2
((µ/ω)2 + 2)(2pi(µ/ω)2 + 4)1/2
.
Furthermore, if µ ≥ ω√2{log((p− s0)/(s0 ∨ 1))}+ the right hand side is
bounded from above by s0(λ
2 + ω2) + (s0 ∨ 1)ω2.
Remark Compared with the usual tail probability bounds for standard
Gaussian, the upper bounds in Lemma C.1 is sharp at both t = 0 and t→∞.
Proof. (i) Let t > 0. Let ϕ(t) and Φ(t) respectively be the density and
cumulative distribution function of Z. With u = tx+ x2/2 and du = (t+ x)dx,
Φ(−t)
ϕ(t)
=
∫ ∞
0
e−tx−x
2/2dx =
∫ ∞
0
e−udu
(t2 + 2u)1/2
=
∫ ∞
0
ft(u
−1/2)e−udu,
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where ft(x) = (t
2 + 2/x2)−1/2 = x(t2x2 + 2)−1/2 is a concave function of x.
Thus,
Φ(−t)/ϕ(t) ≤ ft
(
Γ(1/2)
)
= ft
(√
pi
)
= (t2 + 2/pi)−1/2.
This gives the tail probability bound.
Define Jk(t) =
∫∞
0
xke−x−x
2/(2t2)dx. For the second tail moment, we have
E
[
(|Z| − t)2+
]
= 2ϕ(t)J2(t)/t
3 = 2Φ(−t)J2(t)/{t2J0(t)}. As in Proposition 10
(i) in [SZ13] and its proof, we have J2(t)/J0(t) ≤ 1/(1/2 + 1/t2) for k ≥ 0 due
to the recursion Jk+1(t) + t
−2Jk+2(t) = (k + 1)Jk(t).
(ii) This is a variation of Proposition D.1 in [Bel18] which is sharper for small
µ thanks to (C.1). By scale invariance we may assume that ω = 1. For j ∈ S
it is clear that E[(gj − λ)2] ≤ λ2 + 1. For j /∈ S, using that gj has variance at
most 1 and the monotonicity of the expectation as a function of the variance,
the proof is completed by applying the upper bound for E[(|Z| − µ)2+] in Part
(i).
Proof of Theorem 4.5. Let µ = (1+τ)σ
√
2 log(ep/(s0 ∨ 1))/n and λ = (1+γ)µ.
For each j ∈ [p] set gj = (τ + 1)ε>Xej/n. By the KKT conditions of the Lasso
we have
(τε>Xh+ ‖Xh‖2)/n ≤ g>h− λ‖hSc‖1 − λ sgn(βS)>hS ,
where h = βˆ(λ)lasso − β. Define T = {u ∈ Rp : ‖uSc‖1 < c0
√
s0 ∨ 1‖u‖} as well as
fλ,µ(ε) = sup
u∈T
(
g>u− µ‖uSc‖1 − λ sgn(βS)>uS
)
+
‖u‖ ,
gλ,µ(ε) = sup
u6∈T,‖Xu‖>0
(
g>u− µ‖uSc‖1 − λ sgn(βS)>uS − γλc0
√
s0 ∨ 1‖u‖
)
+
‖Xu‖/√n
where a+ = max(a, 0) for any real a. Let Ω be the event Ω = {h ∈ T} and IΩ
be its indicator function. Using the elementary inequality 2ab− b2 ≤ a2 we get
(2τε>Xh+ ‖Xh‖2)/n ≤ IΩfλ,λ(ε)2/RE(S, c0)2 + IΩcgλ,λ(ε)2.
We now bound the expectation E[fλ,µ(ε)2]. By simple algebra on each
coordinate and the Cauchy-Schwarz inequality,
fλ,µ(ε)
2 =
∑
j∈S
(gj − λsgn(βj))2 +
∑
j /∈S
(|gj | − µ)2.
Each gj is centered, normal with variance at most ω
2 = (1 + τ)2σ2/n, hence
Lemma C.1 implies that E[fλ,µ(ε)2] ≤ s0(λ2 + ω2) + (s0 ∨ 1)ω2, which is then
bounded by 2−1(γc0)2(s0 ∨ 1)λ2 by the condition on c0.
Note that by construction, the function ε→ gλ,µ(ε) is ((1+τ)/
√
n)-Lipschitz,
so that by the Gaussian concentration inequality (see, e.g., [BLM13, Theorem
10.17]),
E[gλ,µ(ε)2] =
∫ +∞
0
P
[
gλ,µ(ε) >
√
t
]
dt ≤
∫ +∞
0
P
[
ωN(0, 1) >
√
t
]
dt = ω2/2,
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provided that the median of gλ,µ(ε) is zero. We now prove that the median
is indeed zero. The event {fλ,µ(ε)2 ≤ 2E[fλ,µ(ε)2]} has probability at
least 1/2 thanks to Markov’s inequality. Furthermore, we proved above that
2E[fλ,µ(ε)2] ≤ (c0γ)2(s0 ∨ 1)λ2. On this event of probability at least 1/2, for
any u ∈ T we have(
g>u− µ‖uSc‖1 − λ sgn(βS)>uS − (c0γ)λ
√
s0 ∨ 1‖u‖
)
+
= 0.
We have established that the median of gλ,µ is non-positive and the proof is
complete.
Appendix D: Proof of Theorem 2.4
The proof requires the following lemma.
Lemma D.1. Consider the sequence model y = µ+ε with ε ∼ N(0, σ2In). Let
µ̂(1), µ̂(2) be two estimators that are 1-Lipschitz functions of y and let f(y) =
µ̂(2)− µ̂(1). Let µ˜ be the estimator among {µ̂(1), µ̂(2)} with the smallest ŜURE.
Then either
E[∆4] ≤ 8σ4E trace[{∇f(y)}2] or E[∆2] ≤ 44σ2
holds, where ∆ = ‖µ˜− µ‖ −minj=1,2 ‖µ̂(j) − µ‖.
Proof of Lemma D.1. Let ξ = ‖µ̂(1)−µ‖2−‖µ̂(2)−µ‖2− ŜURE(1) + ŜURE(2)
and X = |ξ|/E[ξ2]1/2. By definitions of µ˜ and ∆,
|ξ| = XE[4σ2‖f(y)‖2 + 4σ4 trace{∇f(y)}2]1/2
≥ ‖µ˜− µ‖2 − min
j=1,2
‖µ̂(j) − µ‖2
=
{‖µ̂(1) − µ‖+ ‖µ̂(2) − µ‖}∆
thanks to the formula for R(diff)sure . Next, we distinguish two cases.
• In the case E[‖f(y)‖2] ≤ σ2E trace[{∇f(y)}2], thanks to E[X2] = 1, the
previous display yields E[∆4] ≤ 8σ4E trace[{∇f(y)}2].
• In the case E[‖f(y)‖2] > σ2E trace[{∇f(y)}2], let T = E[‖f(y)‖2]1/2 −
‖f(y)‖. The previous displayed inequality implies that
∆ ≤ X
√
8σ(‖f(y)‖+ T )
‖µ̂(1) − µ‖+ ‖µ̂(2) − µ‖ ≤ X
√
8σ
(
1 +
T
‖f(y)‖
)
.
For T < ‖f(y)‖ we have ∆ < 2√8σX by the previous display, and for
T ≥ ‖f(y)‖ we have ∆ ≤ T by the triangle inequality, which gives ∆2 ≤
max(32σ2X2, T 2+). Let medf be the median of ‖f(y)‖. Since ‖f(y)‖ is
2-Lipschitz, E(‖f(y)‖ −medf )2± ≤ 2σ2, so that
E[T 2+] ≤ E
[(
E[(‖f(y)‖ −medf )2]1/2 + medf − ‖f(y)‖
)2
+
]
≤ 12σ2.
Since E[X2] = 1 we conclude that E[∆2] ≤ 32σ2 + 12σ2 = 44σ2.
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Proof of Theorem 2.4. Let j0 = arg minj=1,...,m E‖µ̂(j) − µ‖. For k ∈ [m], let
∆k = Ik
(‖µ̂(k) − µ‖ − ‖µ̂(j0) − µ‖)
+
,
where Ik is the indicator of the event that the ŜURE of µ̂
(k) is smaller than the
ŜURE of µ̂(j0). Then by Lemma D.1, either E[∆2k] ≤ 44σ2 or E[∆4k] ≤ 32σ4n
holds, where we use that the function f(y) = µ̂(j0) − µ̂(k) is 2-Lipschitz which
grants trace[{∇f(y)}2] ≤ 4n almost surely. Let S = {k ∈ [m] : E[∆2k] ≤ 44σ2}
and S′ = {k ∈ [m] : E[∆4k] ≤ 32σ4n}. By Lemma D.1, [m] = S ∪ S′ and by
Jensen’s inequality for the maximum over S′,
E[max
k∈m
∆2k] ≤ E[max
k∈S
∆2k] + E[max
k∈S′
∆4k]
1/2 ≤ 44σ2m+ σ2(32mn)1/2.
Finally we have by the triangle inequality
E
[(
‖µ˜− µ‖ − min
k∈[m]
‖µ̂(k) − µ‖
)2
+
]1/2
≤ σ(44m)1/2 + σ(32mn)1/4 + E
[
max
k∈[m]
W 2k
]1/2
where Wk = (‖µ̂(j0) − µ‖ − ‖µ̂(k) − µ‖)+. For each k ∈ [m], the function
y → ‖µ̂(j0) − µ‖ − ‖µ̂(k) − µ‖ is 2-Lipschitz with negative expectation so
that P(Wk > 2σ
√
2x) ≤ e−x for all x > 0 by Gaussian concentration
and P(maxk∈[m]W 2k > 8σ2(x + logm)) ≤ e−x by the union bound. Finally,
E[maxk∈[m]W 2k ] ≤ 8σ2 log(em) follows by integration.
Appendix E: Proof of (2.3)
By the triangle inequality
E
[(
(ŜURE)+
1/2 − E[‖µ̂− µ‖2]1/2
)4]1/4
≤ R1/4sure + E
[(
‖µ̂− µ‖ − E[‖µ̂− µ‖2]1/2
)4]1/4
.
If y → µ̂ is a 1-Lipschitz function then ε→ ‖µ̂−µ‖ is also 1-Lipschitz and the
second term above is bounded from above as follows:
E[(‖µ̂− µ‖ − E[‖µ̂− µ‖2]1/2)4]1/4
≤ E[(‖µ̂− µ‖ − E‖µ̂− µ‖)4]1/4 + E[(E‖µ̂− µ‖ − E[‖µ̂− µ‖2]1/2)4]1/4
≤ 2 + 1 = 3
by
∫∞
0
P(|(‖µ̂ − µ‖ − E‖µ̂ − µ‖| > x)4x3dx ≤ ∫∞
0
8e−x
2/2x3dx = 16 for the
first term, and by 0 ≤ E[‖µ̂− µ‖2]− (E‖µ̂− µ‖)2 ≤ 1 thanks to the Gaussian
Poincare´ inequality for the second term.
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