INTRODUCTION
In 193 1 Bosanquet and Linfoot [6, 7] introduced the following double scale summability method: DEFINITION Summability (a, 0) is the same as the Riesz arithmetic means (R, n, a) and hence equivalent to Cesiro summability (C, a). Thus (a,P) summability can be viewed as a refinement of the Riesz arithmetic means. It permits one to improve upon the generalization of Fejer's theorem proved by Riesz [ 111,  namely, that the Fourier series of a continuous function is summable (C, a), with a > 0, known to be false for a = 0, since (C, 0) summability is the same as convergence. By introducing the logarithmic factor, Bosanquet and Linfoot showed that the Fourier series is summable (0, p) for /I > 1, so that in view of the consistency of the (a,/?) method as discussed by Bosanquet and Linfoot [7] this came "closer" to convergence than (C, a), with a > 0.
In 1963 Boyd and Holder [ 91 defined absolute summability for the (a, /I) method as follows: The relationship of absolute (a,@ summability to absolute Cesaro summability is analogous to that between (a, p) and (C, a) summability. In particular 1 a, O] is the same as absolute Riesz summability /R, n. a ( and therefore equivalent (Hyslop [lo] ) to 1 C, a 1 summability.
Bosanquet has played a major role in the application of Cesiro summability to Fourier series. In 1936 he proved the following important result:
THEOREM A (Bosanquet [3, 41) . Let f(t) E L(-n, n) and be periodic of Then, for a > 0, if 4,(t) E BV(0, n), the Fourier series off(t) is summable IC,a+61atf=xforevery6>0.
It is the main purpose of this article to prove the following analogue of Theorem A for ( a, /3] summability : THEOREM 1. If a > 0 and $,(t) E BV(0, n), then the Fourier series of f(t) is summable 1 a, /3 1 at the point t = x for every p > 1 if a = 0 and every /l>2ifa>O.
PRELIMINARY LEMMAS
We assume throughout that f (f) E L(-a, n) and is periodic of period 2~.
We write 4,(t) = r(a t I)t-e Q,(t), a > 0.
Let the Fourier series off(t) be f(t) -$q, t 2 (a, cos nt t 6, sin nt) = G A,(t).
fl=l EO
The following additional notation will be used:
&3@A u> = (-Vwh i n (t-U)h-" agh,;l'(wt) + p
where h = [a]. Bosanquet and Linfoot [8] have shown that the functions C,,,(t) and S,,,(t), defined in (3) and (4), as well as their successive derivatives, are bounded in (0, co) and as t + co, C,,,(t) + S,,,(t) = (i/t) + 0(1/t') + (r(a)ei"-"a'2'/to logD t)
+ O( l/P log4 + ' t)
03)
and asymptotic formulas for the successive derivatives are also obtained from (8) . In particular, in [8] it is shown that, for h > 0, t> 0, and all sufficiently large C and C:";(t) Q A(1 + t)-" log-4 C(l + t), if a < h + 2,
S:,;(t) < A(1 + t)-" log-' C(l + t), if a<h+l,
Here and in what follows, we use A to represent a constant, not necessarily the same at each occurrence.
The first three lemmas provide estimates on the functions defined by (5H7). Proof: We prove the estimate for H,,s(o, t) only, since the proof for a/at H&w, t) is similar. It is easily seen that Gb,,(l -(x/o)) is monotone increasing in x for 0 <x < w. So, for 0 < w < l/f,
-(x/w))]; = t < (2'+" log4 2C)t(l + C&-'-u log-4 C(1 + wt), so the desired estimate is true for o in this range. If CLJ > l/t and 0 < t < II, where m is an integer such that m < w < m + 1.
Proof. Using (5) and (6) we can write,
If u + o-' < z, we split up the first integral in the form (E+w-' + j;+W-, = I, + I, and the second in the form Iz+m-' + s:+,,-, = I, + Z4. By Lemma 1, lZ,l <A j;+"-'
For I, we use the second mean value theorem and Lemma 1 to get = af I&,&, 0 -fJ&WI 11 + a-'>I < ~allJL,&b 01 + K&4 u + w-'>I1
The integrals I, and I, are handled analogously to I, and I,, respectively. If 11 + W-' > n, the integrals need not be split, and the required estimates follow on proceeding as we did for I,. Differentiation under the integral sign is valid since for a > 1 or a = 1, /I > 0, both G a _ r,J 1 -U) sin xu and G,-,,o( 1 -U) a/ax (sin xu) are continuous in 0 < u < 1, -co < x < co. Proof of the second equation is similar and we shall omit the details. (11) and (12) (12) Integrating the integral defining Ma,4(~, U) by parts and employing Lemma 2, we get, 
O<u&n.
Now, making use of (13), (14), and Lemma 4, we have + fin co-' log-D+' Cm dw .u-I since p > 2 and 4,(t) E BV(0, TI).
Case iii (a > 1, p > 2). It has been shown by Bosanquet and Linfoot [7] thatifa>O,/?real,ora=O,P>l, F(w; a, P) = G jam C, + 1,&x) #(t) dt. Cwu dw + I w -' log-'+'Cwdw , ""-1 a I < co.
The proof of the. theorem is now complete.
ADDITIONAL RESULTS
We have the following result on the consistency of the method Ja, PI:
THEOREM B (Boyer and Holder [9] ). If C A, is summable Ia,& then if is summable 1 a', p' ) f or a' > a, p' real, or a' = a, /I' > /?.
Using this we can prove THEOREM 2. If a > 0, /3 real, or a = 0, /3 > 0 and the Fourier series of f(t) is summable ) a, /3I at t = x, then 4, + , +,(t) E B V(0, 71) for every y > 0.
Proof
Bosanquet [3, 41 has shown that the conclusion is true if the Fourier series of f(t) is summable ) C, aI for a > 0. Under the given hypothesis, we have by consistency that the given series is summable (a + (y/2), 01 for each y > 0. But I a + (y/2), 01 summability is the same as IR, n, a + (y/2)1 and hence equivalent to I C, a + (y/2)1 summability. Therefore, using Bosanquet's result, we conclude that 4 (u + y/z) + I + y,z(t) = ia + 1 + y(t)
is of bounded variation on (0, n).
We can also prove theorems analogous to Theorems 1 and 2 for the conjugate series of the Fourier series off(t), using similar methods. We state the results without proof. These generalize results for absolute Cesiro summability proved by Bosanquet and Hyslop [5] .
The conjugate series of the Fourier series off(t) is $ A,(t) = f (a, sin nt -b, cos nt). Also define yh(t), w,(t), o,(t), and 0, by analogy with Q,(t) and 4,(t).
THEOREM 3. Zf a > 0 and w,(t) E BV(0, 7~) and for some positive A, t91(t) E BV(0, n), then the conjugate series of the Fourier series off(t) is summableIa,PIatthepointt=xforeveryP> lifa=Oandp>2ifa>O.
