1. The rapid increase of molecular, as well as other types, of available classification data has created the need to combine this data into a unified hypothesis. 2. Supertree methods are essential when amalgamating phylogenetic information from various, possibly conflicting, sources into a single tree. The goal of a supertree algorithm is to satisfy maximally each such source of information in the output tree. 3. Triplets, rooted trees over three leaves, are the minimal piece of such information when dealing with rooted trees. Due to its fundamental role in phylogenetics, extensive effort has been dedicated to several aspects regarding triplets' research. 4. We have devised a new tool, Triplet MaxCut (TMC), performing various operations in rooted supertree, principally amalgamating rooted trees based on amalgamating rooted triplets. The utility and efficiency of the algorithm is demonstrated by both simulation study and four real data supertree inputs.
Introduction
High-throughput sequencing is transforming the study of evolution by allowing the integration of genome analysis and systematic studies, an area called phylogenomics. The heart of this area is the construction of a phylogeny (or an evolutionary tree) -a tree depicting the evolutionary history of the set of taxa (organisms or species) at hand. A common routine in phylogenomics is to utilize various sources of information (e.g. gene trees) towards that goal. The tree sought, called a supertree, should summarize all these, often conflicting, sources of classification data, and the task is denoted as supertree construction (or just supertree in short Gordon 1986; Sanderson, Purvis & Henze 1998; Bininda-Emonds 2004) .
As evolution is time driven, phylogenies are ideally drawn rooted (In reality, however, we do not know the times along the tree and trees appear unrooted) and the information is represented via ancestry relationships. In this case, the minimal phylogenetic information is a rooted triplet (or just a triplet for short)a tree over three species where one specie is an outgroup to the other two cherry species. While the conventional general tree notation for a triplet is ððA; BÞ; CÞ (here A; B; C are the species and C is the outgroup), we denote that special case by A; BjC.
Every rooted phylogeny induces a set of rooted triplets that define it uniquely. However, in phylogenetics (and in particular supertree), the common task is to reconstruct a tree from a given set of input trees. The output supertree should represent as closely as possible these input subtrees. Various criteria can be optimized in the supertree construction, for example likelihood maximization (with respect to some model of evolution Nguyen, Mirarab & Warnow 2012) , direct maximization of tree topology consensus (Gordon 1986 ), parsimony maximization (where characters are induced by tree splits) as in, for example MRP Ragan 1992; Baum 1992 or some of its variations, maximization of satisfied (or consistent, see below) rooted triplets (Snir & Rao 2006; Lin, Burleigh & Eulenstein 2009; Ranwez, Criscuolo & Douzery 2010) , maximization of satisfied unrooted quartets (Ben-Dor et al. 1998; Willson 1999; Snir & Rao 2010; Swenson et al. 2012; Avni, Cohen & Snir 2015) , minimization of RF distance (Bansal et al. 2010) . Notwithstanding, a supertree which is optimal by one criterion might turn to be suboptimal according to other criteria even in cases when the input trees are fully consistent among themselves and hence also with a large tree. Moreover, optimizing by all these criteria still can be different from the actual history (e.g. due to non-tree-like evolution such as horizontal gene transfer events).
When a set of input rooted subtrees is consistent, that is, there is a tree over the entire set of species that agrees (or satisfies) with all input subtrees, there exists a classical and elegant Build algorithm (Aho et al. 1981 ) that finds that tree efficiently. The algorithm constructs the supertree by a recursive partitioning of the set of taxa based on information from the affecting trees, where each such partitioning corresponds to an internal (ancestral) node in the constructed phylogeny. The partitioning information, as well as the taxa set, is updated (and reduced) at each recursion step.
Realistically, input subtrees almost never agree, meaning that there is no tree satisfying all of them, and therefore, some optimization is required for finding a representative tree to the input subtrees. One of the plausible approaches along this line is to decompose every input subtree into its constituting triplets and satisfy as many of them as possible. This, however, is computationally intractable, and therefore, some heuristic is necessary that will find a tree that is not far from the optimal (however, unknown) supertree (Snir & Rao 2006; Lin, Burleigh & Eulenstein 2009; Ranwez, Criscuolo & Douzery 2010) .
The other, complementary, setting in phylogenetics, is the case of unrooted trees. Here, the most basic phylogenetic unit is a quartet tree (or just a quartet for short) and the information is represented by a set of splits which are bipartitions of the taxa set that correspond to branches in the tree. Therefore, a quartet A; BjC; D signifies that in the big tree encompassing the entire taxa set, there exists a branch separating A; B from C; D.
For their fundamental role in phylogenetics, a lot of theoretical, as well as practical, research has been dedicated to triplets and quartets. For instance, given three (or four) DNA sequences, it is desirable to find what is the maximum likelihood (ML) triplets (quartet) for them. While we have nowadays ML phylogenetic packages that can handle sets of hundreds of sequences Zwickl 2006; Stamatakis 2006 ; these packages provide a heuristic, as opposed to analytic solution. The latter, however, is a very challenging statistical problem, and very few results were obtained even just for fairly simple models of evolution Chor, Hendy & Penny 2007; Hosten, Khetan & Sturmfels 2005; Chor et al. 2000; Chor, Hendy & Snir 2006a; Chor, Khetan & Snir 2006b; Chor & Snir 2004; Holland, Jarvis & Sumner 2013 . Also the amalgamation of these most basic units has attracted substantial effort, both practically, by providing heuristics Semple & Steel 2000; Strimmer & Von Haeseler 1996; Ranwez & Gascuel 2001; Snir & Rao 2012 ; as well as theoretical investigation Bryant & Steel 2001; Daskalakis et al. 2006a; Daskalakis, Mossel & Roch 2006b; Dress & Erdos 2003; Erdos et al. 1999; Gronau, Moran & Snir 2008; Gr€ unewald et al. 2008. In this work, we provide a new tool named Triplet MaxCut (TMC) for amalgamating rooted triplets in spite of high degree of inconsistency, that is based on the prototype algorithm of Snir & Rao 2006; . The tool contains a very fast algorithm for constructing a supertree from triplets. The algorithms also augments weighting to realize triplet's importance or confidence in a similar fashion to Avni, Cohen & Snir 2015; . We compare it with two other tools. The first one is the standard tool for supertree constructionmatrix representation with parsimony (MRP) Baum 1992; Ragan 1992; that is implemented in the PAUP* software (Swofford 2003) , and the other is the SuperTriplets method (Ranwez, Criscuolo & Douzery 2010) . In the Results section, we demonstrate strict superiority of TMC over MRP, in terms of satisfied triplets, over both synthetic and real data, and this superiority also holds over the SuperTriplets method when the input is not very dense.
Apart for supertree construction, TMC provides several other related necessary tasks, composing a complete suit for rooted supertree tasks. It joins its complement, the unrooted supertree version, Quartet MaxCut (Snir & Rao 2012) to fill an important missing part in the supertree toolkit.
The code, along with a detailed README and example inputs/outputs, is publicly available at http://research.haifa. ac.il/ $ ssagi/software/TMC.tar.gz.
Materials and methods
In this part, we elaborate on the functions of the new package distributed with this manuscript. 1 Decomposing a given set of rooted partial trees (or in particular a single rooted tree) into their constituent rooted triplets, 2 Construction of a supertree from a set of given input rooted triplets (e.g. constructed by (1) above) by the Triplet MaxCut (TMC) algorithm, 3 Scoring the quality of a given supertree (e.g. constructed by (2) above) with respect to a given input subtrees using the Robinson-Foulds (RF) symmetric distance and the number of satisfied triples (triplet fit, or the oppositetriplet distance).
Below we detail on each such operation.
Construction of the set of rooted triplets
The list of triplets is obtained from a set of various input rooted (possibly partial) subtrees by decomposing each such input subtree T i over n i taxa, into its ni 3 À Á (this represents all possible 3-sets which equals n! ðnÀ3Þ!3! 3-sets) rooted triplets. The outgroup in the triplet is the taxon whose two lowest common ancestors (LCA's) with the other two taxa are the same internal node (see example in Fig. 1a ). In non-binary trees, some triplets are of star type. Such triplets are denoted as unresolved and are phylogenetically non-informative and hence excluded from the input. Triplets can be associated with weights possibly representing their importance or reliability. If such weights are not provided, we assign uniformly a unitary weight of 1 to all triplets. For testing purposes, it is possible to generate inconsistent triplets by randomly rewiring (flipping) a pre-specified fraction of the triplets from a single rooted tree. We note that the optimality criterion used by TMC is finding a consistent, maximum weight, subset of triplets. This set may be consistent with a different supertree than the initial (true) one. Such supertrees satisfy some rewired triplets instead of some non-rewired ones. Our results show that the TMC reconstructed supertree sometimes outraces (in the sense of number/weight of satisfied triplets) than the initial model tree (see Results).
Triplet-based supertree construction by TMC
The input to the algorithm is a set of rooted triplets, optionally with weights. The output is an unweighted (no edge lengths) supertree over the union of taxa sets of all input triplets. The algorithm proceeds recursively. In each step, the current set of leaves is partitioned into two or more branches based on the current set of triplets and their weights (using the partitioning rule described below); based on this subdivision, triplets are also subdivided into corresponding subsets [a triplet whose leaves belong to a single part continues with that part to the next step (recursion)]; then, the algorithm returns a star tree over the trees returned from the next recursions. The partitioning rule for our algorithm is the following: 1 If the current input set of leaves is empty, then return a star tree over the input taxa set (and stop the recursion). Note that this rule applies also the case of a single or two leaves.
2 Otherwise, for the current input set of n ! 3 leaves and set of triplets T , the partition rule is based on the corresponding n Â n matrices of good and bad edges:
goodði; jÞ ¼ P t2T gðs; i; jÞwðsÞ, badði; jÞ ¼ P s2T bðs; i; jÞwðsÞ. Here bðs; i; jÞ :¼ 1 if leaves i and j are present in the triplet s and both of them are not outgroup, zero otherwise; gðs; i; jÞ :¼ 1 if leaves i and j are present in triplet s and one of them is outgroup, zero otherwise; wðsÞ is the weight of the triplet s. a Construct the Triplet graph GðT Þ as follows. Consider the set of n nodes in G, corresponding to the current set of leaves. For two leaves i, j, if goodði; jÞ [ 0, then we connect nodes i and j by a 'good' edge with cost goodði; jÞ. If badði; jÞ [ 0, then we connect nodes i and j by a 'bad' edge with cost badði; jÞ. b Try to partition the graph GðT Þ constructed in the previous step into parts connected by bad edges by the Build algorithm Aho et al. 1981 .
It is important to note that Build considers only bad edges and ignores all the good edges. This, however, is enough if the input set is consistent, as is proved in Aho et al. 1981 . In general, Build partitions the graph GðT Þ into bad edges connected components (see example presented in Fig. 1b ). c If the previous step subdivided the graph GðT Þ into two or more parts connected by bad edges, then we use the corresponding partition on the leaf set. If not (i.e. all GðT Þ is connected with bad edges), then we subdivide the leaves into exactly two non-empty groups using the MaxCut algorithm based on the matrices good and bad (Snir & Rao, 2006 ; see example presented in Fig. 2 ).
Quality of the supertree construction
We measure the quality of a supertree with respect to its input subtrees by means of the Robinson-Foulds Robinson & Foulds 1981 (RF) symmetric distance and by the rate (percentage) of unsatisfied input triples, denoted e. Indeed, in our study, we used the following RF-based statistics suggested in Bininda-Emonds 2003. Denote by N the number of subtrees T i , and T is a supertree (presumably constructed from the set of subtrees, but not necessarily). We first define Tj i as the tree T induced by the leaves of T i by removing from T the leaves not in T i and paths leading exclusively to them. Nodes with only two adjacent edges (excluding the root) are contracted recursively. Next, we define EðT i Þ (or EðTÞ) as the number of internal edges (not leading to a leaf) in T i (or T). Now, we can define the RF-based statistics as following: (i) RF distance RF i between tree T i and tree
where n i is the number of leaves (taxa) in tree T i ; (iv) RF-based tree similarity (as opposed to difference) S Fig. 2 . Example of supertree construction by TMC algorithm in the case of non-consistent set of triplets. Let input sets of triplets obtained from higher reliable rooted tree T 1 ¼ ððA; CÞ; DÞ and from lower reliable rooted tree T 2 ¼ ððA; BÞ; ðC; DÞÞ. Tree T 1 is a single triplet A; CjD, while tree T 2 can be decomposed into four triplets A; BjC, A; BjD, C; DjA and C; DjB (see (a)). Triplet C; DvertA of T 2 is inconsistent with A; CjD of T 1 . MaxCut algorithm searches for cut of graph into two non-empty components with maximization of proportion between sum of weights of edges that it needs to keep and sum of weights of edges that it needs to cut. To take into account higher reliableness of tree T 1 , we set weight for its triplets (in this example, only one triplet) weight = 3, while for triplets of tree T 2 , we set weights equal to 1. Connections between taxa A, B, C and D provided by triplets of both trees T 1 and T 2 are shown in upper ellipse of (b): solid lines reflect good connections (that MaxCut prefers to cut), while dotted lines reflect bad ones (that MaxCut prefers to keep). Proportions goods=bads for cuts fAjB; C; Dg, fBjA; C; Dg, fCjA; B; Dg, fDjA; B; Cg, fA; BjC; Dg, fA; CjB; Dg and fA; DjB; Cg are 7/5, 4/2, 7/5, 10/2, 11/3, 10/4 and 7/7, respectively. Hence, first TMC subdivides set of taxa fA; B; C; Dg into subsets fA; B; Cg and fDg. For the first subset, we have only one relevant triplet A; BjC. Hence, resulted tree is ðððA; BÞ; CÞ; DÞ (see (b)). Note that weights play very important role in the case when input set of triplets is inconsistent. For example, if weight wðA; CjDÞ 2, then first MaxCut usage results in cut fA; BjC; Dg and TMC results in supertree topologically equivalent to T 2 . Only triplet A; CjD of T 1 is inconsistent with this supertree. Alternative supertree ðððA; BÞ; CÞ; DÞ is inconsistent also with only one triplet C; DjA (with wðC; DjAÞ ¼ 1). Hence, if wðA; CjDÞ 2 ð1; 2Þ, then TMC-based supertree is not globally optimal in the sense of maximization of total weight of consistent triplets even in the case of perfect solution of MaxCut problem. 
No triplets
embodying weighted average of numbers of common internal edges.
Results
In this part, we detail our results with the new tool -TMC. We start with a simulation study where we simulated a model tree and based on it triplets were generated. Next, we move to analyse real biological data in the form of sets of subtrees of various sizes (generally bigger than three) to which we applied the TMC tool. In both cases, we compared TMC to the prevailing supertree approach matrix representation with parsimony (MRP) Baum 1992; Ragan 1992. MRP receives a collection of trees as input, codes them as a matrix over f0; 1; ?g and attempts to find a maximum parsimony solution to it. The algorithm first constructs a set of trees which have the smallest structural difference from the given subtrees. 
S I M U L A T I O N D A T A
We now present a simulation study conducted to evaluate the performance of the TMC algorithm. A binary model tree T over various numbers of leaves n (n ¼ 50, 100, 200, 300 and 400) was generated at random. For each such tree T, we randomly generated a set of triplets T (with jT j ¼ n c for c ¼ 1 Á 0, 1Á2, 1Á5, 2Á0 and 2Á5; up to jT j ¼ 50 000 000) as follows: three different taxa were randomly and uniformly picked; then, the tree induced by T over these three taxa was calculated and was added to T . To simulate 'noise', a certain fraction l of T was 'rewired' (by changing the outgroup leaf of a triplet). Hence, each triplet was rewired with probability l simul (we used l simul ¼ 0Á0, 0Á1, 0Á2, 0Á3, 0Á4 and 0Á5). This means that in our simulations, all input trees were triplets. This partial case is very important and contains no correlation in errors between triplets. We understand that in real data, input trees usually contain more than three leaves. Errors in input trees result in correlated errors in the corresponding triplets. These correlations are highly dependent on size of input tree and source of errors, for example horizontal gene transfer (HGT), wrong rooting, random mutations, directed evolution. Appendix S1: Fig. S1 (Supporting Information) shows TMC's quality reconstruction from such simulated data. If the triplets are consistent (no mutations, l = 0), then the Build algorithm is invoked and a consistent tree is returned with no error (e ¼ 0). Otherwise, the MaxCut approach is employed. Here, as can be seen in the graph, a tree that is at least as good (in terms of triplet fit) as the model tree is always returned. However, more triplets, that is denser input, yield convergence to the model tree and hence lower triplet fit.
Next we compared TMC performance with respect to the two other methods -MRP and SuperTriplets. We tested these algorithms in three aspects: triplet fit, Robinson-Foulds (RF) and running time. Performance of each tool was tested as a function of three parameters: number of leaves in the input, number of input triplets and mutation rate. The results are summarized in Figs 3, 4 and in Appendix S1: Figs S2-S8 (Supporting Information). In all these graphs, each point represents the average of 10 runs.
Regarding triplet fit (or the opposite index, triplet distance), in Appendix S1: Figs S2-S4 (Supporting Information), it can be seen that TMC was not sensitive to the number of leaves (i.e. the size of the underlying tree). We also see a loss in quality with increasing numbers of triplets up to c = 1Á5 as well as a consistent loss of quality with increasing mutation rate. The latter is expected, as there were more mutations in the input triplets, the more inconsistent the input and no tree can satisfy a big fraction of the input, that is a lesser triplet fit. Nevertheless, under all conditions tested here, TMC performed strictly better than MRP and even better or equal to SuperTriplets.
Regarding RF index, Fig. 3 and Appendix S1: Figs S4-S6 (Supporting Information) show the same picture as above. TMC was not sensitive to number of leaves, very sensitive to mutation rate, and better than MRP and SuperTriplets in all the tested conditions. The running time tests show again similar behaviour -TMC is sensitive to mutation rate but exhibits the best results (or at least same as SuperTriplets) most of the times.
Next, we tested the algorithms under more extreme conditions, that is higher mutation rate and more leaves. Since MRP was dramatically slower than the two others; henceforth, we continued with TMC and SuperTriplets only. In this part, we tested the algorithms with the number of leaves increasing up to 750 (mutation rate 0, 0Á1, 0Á2, 0Á3, 0Á4, 0Á5) and with mutation rate increasing up to 0Á9 (50, 150, 250 leaves).
While testing the algorithms with many leaves, we noticed that SuperTriplets consumed much more memory than TMC. For example, up to 9 Gb for 750 leaves while TMC needs <100 Mb in these conditions. TMC memory consumption is not sensitive to other parameters (mutation rate, triplets number). In this light of memory consumption, TMC is a reasonable tool for such inputs and even much bigger inputs, while it is not possible to use SuperTriplets for more than several hundreds of leaves.
Regarding running time, the two algorithms where tested under large inputs (up to 750 leaves, c 3 = 2Á5) with two mutation rates -0Á1 and 0Á3. the same phenomenon was discovered in both cases, as can be seen in Appendis S1: Fig. S9 (Supporting Information) -TMC running time slightly increased with number of leaves, while SuperTriplets showed an exponential increase in running time and was dramatically slower than TMC when number of leaves was bigger than 350. This is a significant advantage of TMC in the light of the results of triplet fit comparison (Appendix S1: Fig. S12 in Supporting Informatioin) and RF comparison (Appendix S1: Fig. S13 in Supporting Information), since even TMC is much faster, the quality of the reconstructed supertree has not worsened and both algorithms showed similar quality.
Testing the algorithms under high level of mutation rate reveals a different picture. This part was done with n = 50, 150 and 250, and c ¼ 2Á5. We found that up to mutation rate of 0Á6, both algorithms presented similar running time (Appendix S1: Fig. S12 in Supporting Information), similar triplet fit (Appendix S1: Fig. S13 in Supporting Information, values >0 represent TMC superiority and vice versa) and most of the times similar RF values with a slight advantage to TMC (Appendix S1: Fig. S14 in Supporting Information). However, when mutation rate is >0Á6, TMC running time grows exponentially while SuperTriplets run time is not affected by mutation rate changes (Appendix S1: Fig. S12 in Supporting Information). Examination of Appendix S1: Figs S13 and S14 in Supporting Information for mutation rate >0Á6 shows that TMC exhibits a significant superiority over SuperTriplets when mutation rate is >0Á4 in the sense of triplet fit, and both of the algorithms present similar RF score for mutation rate >0Á6.
Another measure that was checked is the false-positive and false-negative values of the reconstructed supertrees of TMC, MRP and SuperTriplets, as function of mutation rate, for 100 leaves. The results can be seen in Appendix S1: Fig. S15 (Supporting Information). MRP did not provide reasonable values for such size of tree, while TMC and SuperTriplets did and these values increase with lower mutation rate.
To summarize this part, TMC presented very competitive performance against SuperTriplets, and much better performance compare to MRP. In extreme conditions of many leaves, TMC is faster than SuperTriplets with no loss of quality, and in extreme conditions of much mutations, TMC may be slower than SuperTriplets but with better quality than SuperTriplets performance.
R E A L D A T A
We applied our TMC algorithm to four sets of rooted trees collected from the literature: ( Each set of trees was collected from various studies on different subsets of taxa, based on different type of data (phenotypes, genetic, sequences) and with phylogenetic reconstruction based on different algorithms and metrics. Generally, trees were non-consistent and hence cannot be combined using the Build algorithm. We used data extraction made in previous works where some editing was done and hence our input trees (see Appendix S1, Supporting Information) are somewhat different from the referenced sources. The number of input subtrees and taxa for each real data set is reported in Appendix S1: Table S1 (Supporting Information).
For each set of trees, we did the following: (i) for each input tree T i , decompose it to its constituent triplets T ðT i Þ; (ii) construct the supertree T TMC using TMC algorithm based on the entire set of triplets; (iii) calculate e -the fraction, out of T ðT i Þ, of triplets inconsistent with the resulted supertree T TMC ; (iv) for the comparison, construct supertrees T MRP based on edges of input trees (not triplets (Here MRP works slightly different than with triplets by encoding each subtree's internal branch as a bipartition over the taxa set (of that particular subtree) and attempting to optimize this criterion)) and T SuperTriplets based on triplets; (v) compare input trees with output supertrees using RF-based statistics (see Methods); (vi) calculate RF distance between supertrees obtained by TMC, MRP and Super-Triplets.
All constructed supertrees T TMC , T MRP and T SuperTriplets are presented in Appendix S1: Figs S16-S27 (Supporting Information). We also marked edges which are different in supertrees obtained by different methods. General statistics are summarized in Appendix S1: Table S1 (Supporting Information). It can be seen that although the fraction of inconsistent triplets e in input trees was relatively small (<0Á01 in data sets B, C and D), the RF-based tree similarities for supertrees constructed by all three methods are far from 1: about 0Á81, 0Á85 and 0Á64 for data sets B, C and D, respectively. This is due to the very high sensitivity of the RF distance measure, turning it into uninformative in cases of large-scale phylogenetic studies. It also can be seen that e 1 for T TMC and T SuperTriplets can be even higher (for more inconsistent data set A) than one for T MRP . Indeed, for data set, A supertree MRP was better than TMC and SuperTriplets in sense of all three criteria: smaller e (0Á174 vs. 0Á175 and 0Á187), RF-based tree similarity S ðRFÞ (0Á59 vs. 0Á55 and 0Á56) and number of common edges E ðcomÞ (14Á5 vs. 13Á6 and 12Á9, see row A in Appendix S1: Table S1 in Supporting Information). For more consistent data (data sets B, C and D), TMC resulted in e close to one resulted from SuperTriplets but smaller than one resulted from MRP. For data set C, TMC also resulted in S ðRFÞ and E ðcomÞ higher than MRP and SuperTriplets (see row C in Appendix S1: Table S1, Supporting Information). For data set D, e was some less for SuperTriplets than for TMC (0Á01149 vs. 0Á01153) and S ðRFÞ was higher for SuperTriplets than for TMC (0Á642 vs. 0Á616), but E ðcomÞ was higher for TMC than for SuperTriplets (18Á8 vs. 18Á7). Although MRP resulted in higher e ( = 0Á018) for this data set, values S ðRFÞ and E ðcomÞ are higher for MRP than for TMC and SuperTriplets (see row D in Appendix S1: Table S1, Supporting Information). This result can be explained by the difference in the criteria of optimization of these two methods. For example, dislocating a single taxon can result in an absolute dissimilarity (S ðRFÞ :¼ 1), while it changes only a small fraction of the rooted triplets (1/n of total n 3 triplets, where n is the number of leaves).
Discussion
Here, we presented a new tool, Triplet MaxCut (TMC), for performing supertree operation in a rooted setting. The heart of the tool is a novel and enhanced implementation of the triplet-based supertree algorithm of Snir & Rao 2006; . We showed that TMC can be effectively used for supertree construction in the case of quite large number of input trees and total number of taxa. In contrast to the MRP algorithm that is aimed at parsimonious supertree construction using a matrix representation of the input subtrees, TMC is based on decomposing the input subtrees into elementary units of rooted triplets and aiming at satisfying the largest fraction of them. As rooted subtrees amalgamation can be solved efficiently in the case of consistent input subtrees, the use of the Build algorithm by TMC guarantees this result as opposed to MRP that may return a tree that is inconsistent with the input trees even if these are consistent. TMC uses a randomized, heuristic, approach to solve the case of inconsistent inputs (solving Max-Cut); however, we note that even if the MaxCut is solved accurately, its objective function does not fully comply with maximizing the satisfied triplets, let alone the RF-based distances (see our comment in Fig. 2 ). We add that in the case of RF-based measurements, the outcome is not that severe as RF is very sensitive to even small tree perturbations and very rapidly tends to zero similarity when tree size increases.
We found several advantages of TMC over MRP and SuperTriplets:
1 The possibility of effective handling of large number of input subtrees. Indeed, the 'fast' (efficient) part of TMC depends linearly on the number of trees, while the 'slow' (computationally hard) part, the MaxCut, is independent on the number of trees but depends only on the level of inconsistency between these trees. 2 TMC is able to effectively work even with large input trees if the level of inconsistency is not too high.
3 TMC provides greater flexibility by taking into account overlaps and other types of dependence in input data, as well as differences in the quality of different parts of input trees. All these can be handled by associating triplets with weights, representing these factors.
Although supertree methods are under critique being quite sensitive to errors (inconsistency with the real evolutionary tree) and uncertainty in the input trees, for example, caused by primary data, methods of data filtration and input tree construction (reviewed in Gatesy & Springer 2004; Srour 2013) , it can be very useful in the systematization of evolutionary knowledge. We believe that the implementation and use of the TMC algorithm for supertree construction can be useful in this direction.
