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ABSTRACT
This dissertation investigates issues of performing synchronized distribution of time-correlated multi-modal
continuous media data in the distributed interactive teleimmersion, and proposes approaches to solve these
problems. The current best-effort shared Internet is unreliable in supporting bandwidth-savvy multimedia
streaming, and frequent network jitter can contribute to the heterogeneity of distribution latencies (a.k.a.,
synchronization skews) within and across the multi-source sensory streams over time. The system limita-
tions and computation constraints at the end devices can also prohibit the multimedia data in preserving the
synchronization dependencies. Existing studies usually control synchronization skews by inserting buffer-
ing latencies at the media receivers. But due to the real-time nature of interactive multimedia in both two-site
and multi-site applications, these approaches can impact the communication interactivity and media signal
intelligibility, and affect the subjective satisfactions of end users.
To address these issues, we propose a novel and systematic synchronization framework for teleim-
mersion, and more generally, distributed interactive multimedia systems. We first discuss a new multi-
dimensional synchronization specification model that captures the scalability of multi-modal devices, the
heterogeneity of multimedia, and the diversity of the end user activities in the next-generation multimedia
applications. An adaptive decision policy is also included for identifying the time correlations of multimedia
frames captured from distributed media sensors. Based on the new model, we then develop collaborative
multi-tier synchronization controls that consistently minimize the multimedia skews during media process-
ing and distribution. Specifically, at the sender capturing tier, we present a dynamic computation resource
provisioning algorithm to bound the skews arising during multimedia computation. At the distribution tier,
we design a synchronized multi-stream distribution overlay with cooperative bandwidth management ac-
cording to the diverse end user interests. At the receiver presentation tier, we perform presentation schedul-
ing scheme to realize the multimedia synchronization at the output devices. To evaluate the tradeoff of the
synchronization quality, media signal intelligibility and interactive quality, and their interactions with end
user perception, we further conduct extensive subjective evaluations, and utilize the real perceptual feed-
ii
back to drive the media presentation adaptation. We elaborate on the implementation of the synchronization
service component in our Illinois TEEVE (Teleimmersive Environment for EVErybody) testbed. Repeat-
able experimental results from both the teleimmersive emulator and the real TEEVE system confirm the
effectiveness of our framework.
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CHAPTER 1
INTRODUCTION
1.1 System Configurations of Teleimmersion
Distributed interactive teleimmersive applications can offer a joint holographic environment where dis-
tributed users at different geographical locations are able to conduct shared activities with an unmatched
realistic experience. Unlike the commercial teleconferencing or telepresence systems [2, 3, 4], where users
may find themselves talking to the screen, teleimmersive applications can enhance the traditional remote
communication style by allowing full-body interactions in an immersive collaboration. Apart from the con-
ferencing capability, useful applications have also been found in the medical consultation, remote education,
cyberarcheology and collaborative gaming [5, 6]. Fig. 1.1 demonstrates our Illinois teleimmersive testbed
named TEEVE, i.e., Teleimmersive Environment for EVErybody.
When building the next-generation teleimmersive applications, three characteristics have become essen-
tial for achieving a realistic space.
• Multiple media modalities. A teleimmersive site usually features a variety of multimedia sensors
with heterogeneous media modalities in order to capture human interactions in different aspects.
For example, in our TEEVE testbed, we have 3D multiview/stereoscopic cameras, microphones, ac-
celerometers, haptic and body sensors, which produce 3D video, spatial audio, accelerometer, haptic
and body sensory streams in real time. This will allow our users to enjoy a vivid and all-around expe-
rience during the teleimmersive session. In multimedia studies, the term “session” indicates a status
of the interactive media communications between two or more sites for a shared collaboration.
• Multiple sensory devices of same media modality. To preserve the spatiality and directionality of
physical room environment, each site is configured with multiple sensory devices of the same media
modality to capture the a physical person or object from different angles. For example, we have setup
up to 8 multiview cameras spacing 45 degrees in angle in each TEEVE testbed.
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Figure 1.1: Illinois TEEVE: a teleimmersive environment.
• Multiple sender and receiver sites. Multiple users can join the same teleimmersive activity at the
same time, so there can be multiple sender and receiver sites in a single session. There are two types of
receiver users. One is the active receiver, which itself is also a sender site capturing and disseminating
multimedia streams. The other is called the passive receiver, which is only responsible for decoding
and presentation of received multimedia data. Unless otherwise specified, we only study the category
of active receivers in this dissertation. Note that, depending on the selected view angles of the media
presentation, multiple receivers may exhibit heterogeneous interests in different portions of sensory
streams from the same sender site.
To support the multi-modal multi-stream system configuration in the multi-site teleimmersion, the over-
all system architecture can be divided into three tiers, as shown in Fig. 1.2.
• Capturing tier. Each sender site is configured with a set of multi-modal sensory devices (e.g., multi-
ple 3D cameras or body sensors) to capture time-correlated multimedia multi-streams. A specialized
machine is usually attached to each sensory device for media processing and encoding.
• Distribution tier. Each sender gateway aggregates the encoded multimedia streams and sends the
streaming bundle to the remote receiver sites over the Internet. Here, we define the “bundle” to
describe a set of multimedia streams produced by multiple sensors of different modalities from the
same sender.
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Figure 1.2: Multi-modal multi-stream configuration in multi-site teleimmersive systems.
• Presentation tier. At the receiver sites, the multimedia streams are decoded and played at the corre-
sponding output devices: 3D video displays, multi-channel speakers, and etc.
1.2 Motivations
To provide seamless collaboration similar to a face-to-face interaction, an ideal teleimmersive system should
distribute the multimedia signals with minimal latency, while preserving their signal intelligibility and time
synchronization. However, current best-effort Internet and system computation constraints can inevitably
downgrade the overall teleimmersive system quality: an out-of sync multimedia presentation, an imperfect
intelligibility of multimedia signals, and a degraded interactivity.
Multimedia synchronization alone is already a challenge in the teleimmersive system. Various system
components (e.g., encoding and packetization, communication channel, decoding and presentation, and etc.)
belonging to different tiers of the teleimmersive pipeline architecture incur unequal transmission or compu-
tation latencies at different multi-modal media frames that are captured at multiple sender sites. This leads
to heterogeneous synchronization skews (i.e., the difference of one-way latencies), a violation of time depen-
dencies within and across multimedia sensory streams. Without the collaborative synchronization control
across the three teleimmersive tiers, skews introduced in one tier can be propagated to and exacerbated in
the next tiers.
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In addition, due to the major advancements of multimedia devices, distributed computing and network
technologies, and due to the drop in cost in putting these systems together, the next-generation multimedia
systems, such as teleimmersion, are awaiting the scalability of sensory devices, the increased heterogeneity
and diversity of media modalities, and the flowing populations of end users. The multimedia synchroniza-
tion problem can become far more complicated, in terms of concepts and protocols, than the traditional
synchronization models, which only take into account limited number of media modalities and sensory
streams. Most previous work in the past 10 to 20 years only manage to perform synchronization controls
in a multimedia system with a single audio and a single video stream (a detailed survey of synchronization
studies will be presented in Section 2.1).
People can have different tolerance and exhibit heterogeneous behaviors to multimedia synchronization
quality in various teleimmersive applications. Depending on the user activities, some systems may demand
perfect synchronization, while skews in other applications can be negligible. The end user experience should
be addressed appropriately in guiding the multimedia synchronization controls.
The human perception is not dominated by the quality of the multimedia synchronization alone in the
real-time interactive teleimmersive applications. The system interactive quality and the media signal in-
telligibility also impact the user satisfactions, and both qualities are affected by synchronization controls.
The computation and synchronization control overhead and the Internet latency contribute to the one-way
media end-to-end delay (EED) between the capturing device at the sender and the presentation devices at
the receiver, which directly decides the interactive quality. The unavailability of media information as the
result of synchronization adaptations and Internet degradations (jitter and losses) affect the intelligibility of
media signals. Along with the synchronization quality, the media signal intelligibility and the interactive
quality have been evaluated individually by respective objective metrics. But none of these metrics is able
to successfully represent their combined impact on the overall subjective human perception, which in turn,
can affect the synchronization adaptations.
All the above considerations motivate me to investigate the synchronization problems related to the
multi-modal media distribution and the human factors in the real interactive teleimmersion.
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1.3 Synchronization Demands in Teleimmersion
1.3.1 Types of Synchronization Demands
Due to the multi-site multi-sensory configurations, four types of synchronization demands are needed in the
next-generation teleimmersive systems, and the general distributed interactive multimedia settings. The four
demands form a layered hierarchy, where each synchronization layer from bottom up is depicted in Fig. 1.3.
1. Intra-stream synchronization, which prescribes the synchronous presentation of media frames within
each sensory stream at the receivers, according to their original captured timeline at the multimedia
sensors. Due to the continuous media nature of teleimmersion, a mis-synchronization in this layer
can cause temporal media distortion (e.g., image jerkiness or audio pitch).
2. Intra-media synchronization, which presents the synchronization of sensory streams from multiple
media devices of the same media modality (e.g. microphone array or multi-camera array) within a
media bundle. A synchronization skew in this layer can violate their spatial correlations during a
media presentation (e.g., a visual mismatch between two multiview images).
3. Intra-bundle synchronization, which describes the synchronization of multiple media modalities
within a bundle. This layer evaluates the timing consistency across different media modalities. A
most studied example is the audio-visual lip synchronization1.
4. Intra-session synchronization, which can be either inter-sender or inter-receiver synchronization
within a teleimmersive session. An inter-sender synchronization represents the in-sync presentation
of media bundles from multiple senders at the same receiver. A mis-synchronization may lead to the
confusion of the user located at the receiver site in a highly collaborative activity. An example is a
collaborative basketball scenario, where a defensive player (at the receiver site) is interacting with
two offensive players (both at sender sites). The temporal synchrony between the offensive players is
critical to the perception of the defensive player. On the other hand, an inter-receiver synchronization
describes the synchronization of media bundles from the same sender site to multiple receivers. An
out-of-sync presentation can cause unfairness when multiple people at different receiver sites require
1Previous studies [7, 8, 9] usually combine the intra-media and intra-bundle synchronization demands into a single layer called
the inter-stream synchronization within a media bundle, mainly due to the limited number of sensory streams for each media
modality (usually only one stream per media modality). In teleimmersion and other next-generation multimedia systems, the
scalability of media devices of each media modality and the emergence of new media devices of different media modalities pose
different perspectives on intra-media and intra-bundle synchronization demands, and hence, should be addressed separately.
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a timing privilege to conduct an activity. For example in a remote education application, students at
different receiver sites are racing to answer a question asked by an instructor at the sender site.
1.3.2 Origin of Synchronization Skews
For both two-site and multi-site teleimmersion, the heterogeneous latencies of the multi-modal media data
incurred at the sender capturing, distribution, and receiver presentation tiers all contribute to the skews in
different synchronization demand layers. Synchronization control schemes cannot be properly executed
without understanding the origin of these skews.
• Capturing Tier
Due to the constraints of system resources, the heterogeneity of the computation overhead for media
encoding and processing is the key factor causing the synchronization skews in the capturing tier. Fig. 1.4
depicts a comparison of the computation time for two 3D video streams (at a spatial resolution of 320x240
encoded in Berkeley codec [10]) and one audio stream (at a sampling frequency of 16000 Hz in Speex
codec [11]), which capture the same physical environment at the same time. Each multimedia sensor (cam-
era and microphone) employs its own specialized computation machine (with a modern dual-core CPU)
during the measurement. Three observations can be made from the figure.
First, a single media stream may demand unequal computation overhead over time (e.g., the video
stream sV,1 in Fig. 1.4). This is because the captured physical object does not stand still, so different media
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Figure 1.4: Computation time for two video streams sV,1 and sV,2, and one audio stream sA,1.
frames within the sensory stream can carry different amounts of media information and require different
computation time. This variation introduces the intra-stream synchronization skew.
Second, multiple media streams of the same media modality can also experience heterogeneous com-
putation overhead at the same time (e.g., the two video streams sV,1 and sV,2 in Fig. 1.4), because they
may capture the same physical object from different directions with different amounts of media data. This
heterogeneity will affect the intra-media synchronization.
Third, two media modalities may require very different computation demands (e.g., the audio and 3D
video in Fig. 1.4), which will contribute to the intra-bundle synchronization skew.
The above observations prove a demand for appropriate synchronization control schemes in the captur-
ing tier, for the purpose of preventing the skews to be generated, and hence, propagated to the distribution
and presentation tiers.
• Distribution Tier
In the two-site teleimmersive systems, the Internet delay and jitter over time are the main cause of the
multimedia skews in various synchronization layers. In addition, the sensory streams can have heteroge-
neous Quality-of-Service (QoS) requirements, because different streams employ their own protocols and
adaptation algorithms at the sender gateway due to their diverse characteristics. This heterogeneity will
inevitably result in different transmission overhead which will contribute to the synchronization skews.
In a multi-site setting, an overlay connectivity can be deployed (Fig. 1.5), where a sensory stream may
be relayed though some intermediate sites (i.e., sites that relay media streams to other sites) during its
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distribution to the receiver. This will potentially exert three impacts to the multimedia synchronization.
First, the aggregate jitter over multiple links can contribute to the overall latency variation which will
further impact the intra-stream synchronization.
Second, multiple multi-modal sensory streams within a media bundle from the same sender site may
follow different paths to reach the same receiver site [12]. The heterogeneity of the Internet latency in-
curred on multiple path options can impact both intra-media and intra-bundle synchronization. For exam-
ple, Fig. 1.5(a) shows the two video streams s1V,1 and s1V,2 from the sender 1 use different paths to reach the
receiver at site 3, thus introducing the intra-media synchronization problem.
Third, the mix of single-hop and multi-hop paths from the same sender to multiple receiver sites, or from
multiple sender sites to the same receiver, can increase the likelihood of both inter-sender and inter-receiver
mis-synchronization within the session. Fig. 1.5(b) demonstrates the case of intra-session (inter-sender)
synchronization problem where the media bundle u1 and u4 from sender sites 1 and 4 use different paths to
reach the receiver site 3.
While we have no control over the Internet delay and jitter characteristics, we are able to monitor
the network traffic statistics in real time, and periodically check which path will introduce an unbounded
multi-layer synchronization skew during the media distribution. This leads to the design problem of a
synchronized overlay for multi-modal multi-stream distribution in multi-site teleimmersion.
• Presentation Tier
The synchronization skews are determined by the one-way latency difference of the time-correlated
media data at their presentation, and the latency is directly decided by the receiver buffer size. Existing
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studies [13, 14, 15, 16, 17] usually realize multimedia synchronized presentation by inserting buffering
latency to compensate for the skews which have been introduced so far during the media computation and
distribution, and to decide the time that the media data are scheduled to be presented. So these schemes
are often named media presentation scheduling. In the next section, we will argue that the receiver media
presentation scheduling is still a challenge due to the impact of the human perception.
1.4 Synchronization and Human Perception
The performance of synchronization control schemes affect the synchronization quality, the media signal
intelligibility and the interactive quality, which represent three orthogonal dimensions of the multi-faceted
streaming media quality. The dynamic Internet quality and the resulting synchronization adaptations can
also cause consistent status changes of the streaming media quality, leading to the flicker effect. The stream-
ing media quality and the flicker effect are the two different quality factors that combinedly impact the
overall human perception in the interactive teleimmersion. Hence, their interactions must be addressed
carefully in designing the synchronization control algorithms, for the purpose of maximizing the end user
satisfactions.
1.4.1 Impact of Synchronization Controls
• Streaming Media Quality
Synchronization Quality. Various multimedia synchronization control schemes perform by controlling
the processing and distribution overhead in each teleimmersive system tier, and bounding, in each synchro-
nization demand layer, the resulting skews within the synchronization threshold (i.e., the upper bound of
skews). During these control adaptations, a synchronization reference is a must for other media data to be
synchronized against.
Media Signal Intelligibility and Interactive Quality. Both quality dimensions are also affected by the
synchronization controls. For example, the presentation scheduling with receiver buffer adaptation has been
heavily studied to reduce the negative impacts of Internet imperfections on the multimedia synchronization
quality. But unfortunately, existing presentation scheduling algorithms create a tradeoff between the media
signal intelligibility and the interactive quality. For example, we use a larger receiver buffer to enhance the
availability of media packets at their scheduled presentation by smoothing greater Internet jitter. This will
result in an increased media frame rate or reduced media content distortion, which can improve the media
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signal intelligibility. But as a side effect, the interactive quality will be sacrificed due to the prolonged
media EED. On the other hand, we can properly decide the receiver buffer size in order to reduce the skew
to minimum, but this will affect both the media signal quality and the interactive quality. Because of the
multi-dimensional quality tradeoff, it is very difficult for the presentation scheduling algorithms to decide
the best operating status of the streaming media quality during the presence of Internet degradations.
• Flicker Effect
Synchronization algorithms can periodically update online based on Internet and computation system
statistics. At each update, the multimedia system will renew the target operating status of the synchroniza-
tion quality, signal intelligibility and interactive quality. On the other hand, the Internet can exhibit dynamic
behaviors. A sudden change of the network condition without timely synchronization control update will
also change the status of three quality attributes. The transition of the three-dimensional streaming media
quality from one status to another introduces the flicker (i.e., the gap between two streaming media quality
statuses). A large flicker can interrupt the smoothness of the interactive multimedia presentation.
1.4.2 Impact of Human Perception
• Streaming Media Quality
Synchronization Quality. Humans can feel annoyed at an out-of-sync multimedia presentation in any
synchronization demand layer. Hence, to achieve the multimedia synchronization controls, it is critical to se-
lect the synchronization reference and prescribe the synchronization threshold that will not cause noticeable
perceptual degradations. However, both the synchronization reference and the synchronization threshold
can vary in different activities.
1. Activity-dependent synchronization reference. As a rule of thumb, the synchronization reference is
usually selected as the one which has the largest contribution to end user perception. For example,
previous studies [13, 15, 17, 18, 19] choose the audio stream as the reference to all other streams,
because people are more sensitive to the audio signal degradation. This is understandable because
past commercial applications are mostly single-functional, and are limited to 2D video conferencing
or 2D on-demand streaming, where mostly a single audio and a single video stream are considered.
The synchronization reference in these studies is prescribed regardless of the activities and media
application functionality. However, in the next-generation multimedia systems like teleimmersion,
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a receiver may present scalable multi-modal multi-streams from multiple media sources. Hence,
we need a systematic methodology to evaluate the importance of each sensory stream to the user
perception. In addition, these multimedia systems will be multi-functional, and the same distributed
multimedia infrastructure will be deployed for various applications. The activity-dependent usage
of multimedia systems will require that synchronization references change throughout the activities,
which should be unambiguously reflected in the next-generation synchronization framework.
2. Activity-dependent synchronization threshold. Previous studies [20, 21, 22] have identified the thresh-
old and the impact of an audio-visual lip skew in video on-demand and conferencing systems, and
their experiments are conducted on both PC and mobile displays. However, due to the multifunctional
nature of teleimmersion and other multimedia applications, humans can also exhibit different toler-
ance on the same skew in heterogeneous activities. An accurate synchronization threshold cannot be
assessed without real subjective evaluations.
Hence, a systematic methodology is highly appreciated to prescribe the synchronization reference and
synchronization threshold based on heterogeneous functionalities and performed activities of different mul-
timedia applications.
Media Signal Intelligibility and Interactive Quality. A poor media signal intelligibility can contribute
to the misunderstandings and confusions at end users during the media presentation. Generally, people
prefer media signals with high frame rates to guarantee the presentation smoothness, and less distorted
contents for the best media clarity. On the other hand, a degraded interactive quality with a long media
EED can interrupt the shared activities among the end users and may introduce doubletalks during their
conversation in extreme cases.
While the human perceptual impacts of the three streaming media quality dimensions have been evalu-
ated individually, no existing study is able to capture their combined impact under the activity heterogeneity
and the multi-dimensional quality tradeoff (detailed comparisons will be presented in Section 2.3). Hence,
it is difficult to perform synchronization adaptations and to find a best control status to realize the best user
satisfactions in an interactive multimedia system, without real human perceptual feedback online.
• Flicker Effect
Generally speaking, larger and more frequent flickers can introduce greater discomfort to end user per-
ception. Hence, we should design synchronization controls such that flickers can be minimized during the
system run time under control adaptations and potential Internet quality changes.
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Figure 1.6: Overview of this dissertation.
1.5 Thesis Problem Statement
The goal of this dissertation is to achieve a multi-site distributed interactive teleimmersive system with
multi-modal multi-stream synchronization and high user satisfactions. The overall design can be divided
into multiple key problems. Their interactions are described in Fig. 1.6.
1.5.1 P1: Synchronization Specification
In P1, we investigate the required specification model to characterize the new synchronization problems
in the next-generation multimedia architecture. These specifications will be used extensively in the whole
synchronization control framework in this dissertation.
• P1-A: Multi-dimensional Synchronization Model
The first problem we are interested is the model for describing the multimedia synchronization prob-
lems. Previous studies [18, 19, 23, 24] propose classification methodologies based either on the type of
synchronization demands [18, 19] (e.g., the four synchronization layers discussed in Section 1.3.1), or on
the locations where synchronization controls are performed over one specific layer [23, 24] (e.g., controlling
the intra-media skew in the three teleimmersive tiers of Section 1.1). In the teleimmersive system, skews
of one synchronization layer in a location (tier) can affect those of other layers in future locations (tiers).
This new and complex contextual dependency encourages a model that integrates both demand-based and
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Figure 1.7: An example of time-correlated media frames for one video and two audio streams.
location-based classifications, with one type of classification methodology representing one orthogonal di-
mension. This is especially needed when the next-generation systems see a rising complexity of hardware
configurations and an increasing number of pipeline components (tiers) involved in the overall media distri-
bution architecture.
The dimension of activity-dependent synchronization reference hierarchy should also be added to be the
synchronization model, for describing heterogeneous human perceptual impacts in diverse teleimmersive
applications. Due to the multi-layer synchronization demands, it is not possible to use a single synchroniza-
tion reference to represent the whole layered hierarchy. Each synchronization layer must identify its own
reference based upon the media contribution to end user experience.
• P1-B: Identifying Time Correlations of Distributed Media Sensors
The global timestamp of media frames from distributed sensory devices at each sender site is important
for multi-modal multi-stream synchronization in teleimmersion. Oftentimes, we need to identify at each
sender site a sequence of time-correlated multi-modal media frames, which capture the sender physical
space at approximately the same time (Fig. 1.7), but from different perspectives. These time-correlated
media frames are important for the multimedia synchronization, because (1) they must be presented syn-
chronously at the output media devices at the receiver sites to minimize media presentation distortions, and
(2) their time dependencies facilitate the evaluation of multi-layer synchronization skews in different system
locations.
However, different media sensors, even at the same sender site, can capture the media frames inde-
pendently without hardware synchronization mechanism. The resulting time misalignment of these media
frames has prohibited us to tell exactly which set of multi-modal media frames (one frame from each sen-
sory stream) is really time-correlated without a systematic decision methodology. In addition, we cannot
guarantee each sensory device produce a periodic media signal due to the system constraints. These issues
complicate the problem of accessing global time correlations in teleimmersion.
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1.5.2 P2: Multi-tier Collaborative Synchronization Control
To achieve the synchronous presentation of media data at the receiver output devices, we perform collab-
orative synchronization controls in all three system tiers, and minimize the synchronization skews in each
tier. Note that all the problems in P2 are non-perception based, meaning that they can be solved without the
aid of subjective evaluation results. We will leave the perception-based problems to P3.
• P2-A: Capturing Tier Control
In the capturing tier, we aim to minimize the heterogeneity of computation overhead for multi-modal
multi-streams that would otherwise introduce the skews in multiple synchronization layers. A common
approach is to perform encoding/processing parallelization, by devoting more computation resources to
reduce the overhead incurred at computation-intensive media streams, in order to reduce the gap from those
with negligible computation time. However, existing parallelization methods usually focus on the media
encoding speedup without considering varying the scheduled amount of computation resources online [25,
26] based on real media computation demands. These methods cannot guarantee bounded skews within and
across sensory streams.
• P2-B: Distribution Tier Control
In the distribution tier, our goal is to design an overlay topology for multi-site teleimmersive applications
that can bound the skews during the media distribution. The one-way latencies should also be minimized
for all sender and receiver pairs in order to maximize the teleimmersive interactivity. Note that multiple
receivers may request different subsets of sensory streams from a same sender site, due to their individual
interests. Previous studies [12, 27, 28, 29, 30, 31] on the multicast overlay oversimplify the problems by
either assuming the homogeneity of the media data requested at different receiver sites, or by overlooking
the interactivity and synchronization aspects of the overlay problem. They cannot directly be applied to
solve the synchronization problem of the interactive multi-modal teleimmersive distribution.
The scalability of bandwidth-savvy multi-modal multi-streams contribute to the network burdens at end
systems and intermediate sites. At an insufficient bandwidth availability, media packets can experience
unexpected large congestion jitter which will impact the multi-layer synchronization skews. Media signal
intelligibility can also be downgraded because of the potential congestion losses. Hence, a dynamic band-
width resource allocation scheme is a must to minimize the the network congestions in order for successful
multi-site media distribution.
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• P2-C: Presentation Tier Control
We study the non-perception based media presentation scheduling approach in P2, which performs
dynamic buffer adaptation of each sensory stream within the teleimmersive session based on Internet jitter,
and at the mean time, achieves the demand of media signal intelligibility and synchronization quality at the
minimal latency. Different from previous work [17, 32, 33], which focus on lip synchronization of a single
audio and a single video stream in the conferencing or on-demand video systems, each sensory stream in
teleimmersive applications has to decide its individual buffer size in a hierarchical fashion, by consulting
the corresponding layered synchronization references.
1.5.3 P3: Synchronization and Human Perception
In P3, we are interested in evaluating the impact of synchronization controls on overall user subjective
satisfactions in diverse teleimmersive activities. The generalized subjective perceptual feedback, in turn, is
employed to drive the synchronization controls in interactive multimedia applications in our study.
• P3-A: Design of Subjective Evaluation Methodology
We conduct a user study to evaluate the human perceptual quality as the result of synchronization control
adaptations. Because the subjective study cannot be successful without a careful design of the evaluation
methodology, we aim to address the following design issues. We focus on evaluating the multi-dimensional
streaming media quality in P3-A.
First, the selection of teleimmersive activities is the key to evaluate human perceptual impacts. We
prefer activities that are representative. Because subjective studies are very time-consuming in practice, we
have to understand people’s heterogeneous demands on synchronization quality, media signal intelligibility
and interactive quality from limited numbers of selected tests. These activities must also be simple. The
complications of performing and evaluating complex activities in user studies may bias the real impacts on
end user experience.
Second, we have to design a subjective test that is controllable and repeatable. It is usually not possible
to evaluate an online test in the real interactive teleimmersive testbed, where user study participants (i.e., the
subjects) themselves are involved in the activities. The reason is that we are unable to control the progress
of the online test, and the resulting irreproducible evaluation results may lack creditability.
Third, multiple media samples are needed to capture different multi-dimensional streaming media qual-
ity values that are most likely to appear during the synchronization controls. To achieve this, objective
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metrics must be identified to describe the characteristics of each quality dimension. The whole objective
quality space also needs to discretized in order to reduce the evaluation process.
Fourth, we demand a best subjective rating method. ITU-T BT. 500 [34] and P.910 standards [35] have
defined multiple methods including the absolute category rating (ACR), the degradation category rating
(DCR), and the comparative category rating (CCR). Different rating methods, however, have their own pros
and cons (details will be discussed in Section 2.2). The best method should be decided based upon the
characteristics of our user study.
• P3-B: Analysis Using New Subjective Metric
To present the user ratings (votes) from the subjective evaluation, a satisfactory subjective metric is
also needed. One approach is to compute the votes of all subjects, and the resulting average is called the
mean-opinion-score (MOS). ITU-T BT.500 and P.910 have defined multiple versions of the metric, includ-
ing MOS, CMOS (comparative mean-opinion-score) and DMOS (degradation mean-opinion-score), that
represent the subjective metric of ACR, CCR and DCR respectively. However, the major problem of this
set of subjective metrics is that the average score can conceal the variations of user votes. The variations
are very common in evaluating the interactive multimedia applications [36, 37], where the overall human
perception is concurrently dominated by multiple streaming media quality attributes. Hence, a new subjec-
tive quality metric is needed, and the goal of our perceptual analysis is to find a mapping from the objective
quality space characterizing each streaming quality dimension to the subjective quality space describing
their combined perceptual impacts.
• P3-C: Design of Perception-driven Media Presentation Scheduling
By generalizing the streaming media quality mapping based on the new proposed subjective metric, we
study the perception-driven media presentation scheduling algorithm to maximize the end user experience.
On one side, this means we would need to achieve a control operating status with the best streaming media
quality. But due to the interaction and tradeoff among its three quality dimensions, we will show that only
a set of local-optimal streaming media qualities can be accessed. On the other side, the flicker effects
arising from the network condition variations and the system adaptations should also be minimized in our
perception-driven design.
Previous papers on VoIP and video conferencing [38, 39] simplify the perception-driven adaptation
problem without considering the multi-dimensional quality tradeoff. Our previous studies [36, 37, 40] focus
on VoIP, and use subjective findings to address the tradeoff between the audio signal intelligibility and the
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interactive quality. None of these studies is able to consider the interaction and tradeoff of quality attributes
in all three dimensions, and to minimize the impacts of flicker degradations on human perception in the
interactive multimedia applications.
1.5.4 P4: Implementation of Synchronization Service Component
We will realize the synchronization specifications, protocols and algorithms in the real TEEVE testbed. This
implementation is expected to consistently function well under Internet dynamics, and under the scalability
and increasing diversity of multimedia system configurations.
1.6 Research Approaches
The following procedures illustrate our approaches of solving the synchronized distribution problem for
high-quality interactive teleimmersive systems. We refer to Fig. 1.6 for describing our research approaches.
Step 1. We configure the teleimmersive system with multiple 3D video, audio, haptic, body sensory
streams, and etc. To perform repeatable experiments under the same system setting, but with different
algorithm plugins and in diverse network conditions, we emulate a real teleimmersive setting, prerecord
these sensory streams, and replay them in PlanetLab sites using either TCP or UDP. Different streams are
sent according to their real frame size and arrival time at the sender gateway. We study the media traffic
characteristics, and classify Internet traces into different categories based on the network delay, jitter and
loss statistics. This will allow us to conduct and analyze the experiments in each category.
Step 2 (P1). We propose a multi-dimensional synchronization model incorporating the synchroniza-
tion demand, the synchronization location, and the synchronization reference hierarchy as each orthogonal
dimension. We present a systematic methodology to prescribe the hierarchical references for each synchro-
nization demand layer, based upon the multimedia application functionality and end user interests. We also
develop an analytic model to identify the time correlations of multi-modal media data from multiple sensory
devices based on their arrival time at each sender gateway.
Step 3 (P2). We design the collaborative synchronization control framework. In the capturing tier, we
present a computation resource scheduling algorithm for media computation parallelization, by predicting
the processing/encoding process and dynamically allocating the number of required computation resources.
In the distribution tier, we use a heuristic algorithm to solve the synchronized multicast overlay design prob-
lem, which in nature, is NP-hard. When the bandwidth resources are not sufficient, our cooperative band-
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width allocation algorithm is activated by prioritizing media streams (from different distributed sources) at
sender and intermediate sites. In the presentation tier, we achieve the final multimedia synchronization by
adaptive presentation scheduling of media data based on the distribution of their arrival time. All the studies
in P2 are non-perception based.
Step 4 (P3-A). We identify objective metrics characterizing both the media streaming quality and the
flicker effect. For the streaming media quality, we propose a systematic methodology to demonstrate that
existing subjective metrics are not sufficient to describe the subjective comparison results where the tradeoff
of multiple quality dimensions is involved. We evaluate both conferencing and rock-paper-scissor appli-
cations, so as to capture heterogeneous human perceptual behaviors. We generalize the subjective results
using support vector machine [41]. We conclude that there is a demand for a new metric to interpret the
subjective comparison results and to guide the system adaptations. We focus on the two-site teleimmersive
applications in the subjective evaluations.
Step 5 (P3-B/C). We propose a new subjective metric to capture the contradicting opinions among
subjective votes under multi-dimensional streaming media quality tradeoff, based on the hypothesis testing.
By employing the learned regression model at run time, we propose a perception-driven media presentation
scheduling algorithm which can dynamically and consistently select the control operating status that leads
to the best user perception of the streaming media quality and the minimal flicker degradation, even under
unseen network conditions. We use a perception-based genetic approach to decide this best system operating
status. We perform statistical flicker estimation based upon previous Internet records in order to guide the
flicker minimization. Again, we only study the two-site teleimmersive system here.
Step 6 (P4). We implement a real service component for multi-modal multi-stream synchronization on
top of the existing streaming as a service (SAS) kernel [42] in the real TEEVE testbed. We will show its
effectiveness by emulating Internet degradations (delay/jitter/loss) between the teleimmersive sites. Due to
unsolved firewall issues between Illinois and other testbeds in Texas and Berkeley, we are unable to evaluate
across these satellite testbeds by the time we finish this dissertation.
1.7 Research Contributions
The contributions of this dissertation can be summarized in the following two aspects:
First, the key novelty of this dissertation is to highlight new synchronization requirements of teleimmer-
sion and other next-generation interactive distributed multimedia systems, and address the new demands in
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next-generation synchronization modeling, algorithmic and protocol framework. We would like to point out
that the underlying assumptions of the past synchronization studies are far from sufficient as our multime-
dia environments are getting richer in terms of multi-modal devices, more powerful in terms of computing
power, and faster in terms of the high network inter-connectivity. The dissertation serves to encourage
the research and industrial community to rethink of new synchronization models, concepts, specifications,
mechanisms and protocols, in order to guide the future synchronization studies and develop new industrial
standards.
Second, we drive the synchronization controls based on the real human perceptual feedback from ex-
tensive subjective evaluations. To the best of our knowledge, our dissertation is the first study to use the
real subjective experiment data to address the interaction and tradeoff of the synchronization quality, media
signal intelligibility and interactive quality in an integral and systematic method. Previous studies can only
study the human perceptual quality of one or multiple quality dimensions without addressing their inherent
tradeoff (discussions see Section 2.3). We argue that existing subjective metrics are incompetent in describ-
ing the contradicting opinions which are highly likely in the distributed interactive multimedia applications,
and that existing ITU standards on perceptual quality models based on these metrics should be consulted
with cautions. New standards based on a redesign of subjective evaluation and analysis methodology are
imperatively demanded.
1.8 Dissertation Outline
Chapter 2 presents a complete survey of previous related work that has been done on multimedia synchro-
nization and human perceptual quality for interactive multimedia. Chapter 3 discusses new synchronization
specifications covering the multidimensional synchronization model and the adaptive time correlation iden-
tification algorithm (P1). Chapter 4 proposes the collaborative multi-tier synchronization control framework
(P2). Chapter 5 conducts the subjective evaluations on both teleimmersive conferencing and rock-paper-
scissor gaming applications, analyze the user feedback based on new proposed subjective metric, and use
the generalized perceptual results to guide online receiver presentation scheduling (P3). Chapter 6 presents
the implementation details of the synchronization service component in the real teleimmersive systems (P4).
Chapter 7 concludes the dissertation.
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1.9 Table of Abbreviations and Notations
List of Abbreviations in Chapter 1:
TEEVE Teleimmersive Environment for EVErybody
ITU International Telecommunication Union
MOS Mean-Opinion-Score
DMOS Degradation MOS
CMOS Comparative MOS
ACR Absolute Category Rating
CCR Comparative Category Rating
DCR Degradation Category Rating
QoS Quality of Service
QoE Quality of Experience
SVM Support Vector Machine
W.L.O.G Without Loss of Generality
TCP Transmission Control Protocol
UDP User Datagram Protocol
IP Internet Protocol
VoIP Voice over Inter Protocol
EED End-to-End Delay
MPS Media Presentation Scheduling
List of Notations in Chapter 1:
i Index of media modality
j Index of sensory stream
si,j Sensory stream of media modality i and stream index j
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CHAPTER 2
RELATED WORK
This chapter surveys existing research studies and industrial standards on multimedia synchronization speci-
fications, algorithms and protocols, as well as the evaluations of human perceptual quality in the multimedia
systems. We will discuss their applications and drawbacks in the teleimmersive studies.
2.1 Historical View of Synchronization Studies
Ever since the invention of the world’s first telephone in 19th century, the advancement of multimedia
applications have drastically changed human life and behaviors, and have introduced new demands for mul-
timedia synchronization. In this section, we present a historical view of the synchronization research studies
with a focus on the continuous multimedia, and discuss how these work are impacted by the development
of new interactive multimedia systems.
2.1.1 Years of Birth: On and Before 1988
The rise of electronic technologies had given birth to lots of new multimedia applications before the year of
1988. But due to the immaturity of these technologies, only limited studies realized multimedia synchro-
nization as a problem, and mainly they were related to the fidelity or intelligibility of multimedia signals.
As one of the oldest and the most important networking protocols, the Network Time Protocol (NTP) was
proposed in 1985 to perform computer clock synchronization, and it has been implemented in almost every
machines nowadays.
• Historical Background
Back to the years of 1860s and 1870s, the telephony device was invented to allow the analog speech
transmissions over wired circuits [43, 44], thus opening up the new era of multimedia innovations. Fifty
years later, both Charles Jenkins from the U.S.A. and John Baird from Scotland demonstrated the trans-
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missions of images [45]. The commercial television set also became available in the late 1920s, and the
broadcast TV service has been a commonplace since then. Later in 1960s, AT&T Bell Labs demonstrated
its own picturephone (or videophone) and the first transcontinental call. AT&T’s videophone was able to
support a video frame rate of up to 30 Hz with a bandwidth of 1 Mbps [46]. In 1974, the microphone
array (or microphone antenna) technique was invented by Billingsley [47]. In 1986, Kesmai introduced the
multiplayer flight combat simulation game Air Warrior, which was the first graphical massively multiplayer
online game (MMOG) in the world [48].
Multimedia synchronization was not a major demanded issue in those early years, mainly because the
analog audio and analog video signals were usually multiplexed and transmitted in a controlled communica-
tion channel [46]. In addition, the successful operations of these application functionalities, and the quality
of analog audio and video intelligibility were themselves immature, so they became the first problems to
solve. The concepts of these new-born multimedia applications were also just accepted by people, who
demonstrated more of a curiosity than an every-day demand.
• The Start of Synchronization Perception Studies
It was not until the years of 1970s and 1980s that the digital multimedia synchronization was realized
as a problem. The invention of the computing machines fostered the development of digital media, while
the introduction of the best-effort Internet and TCP/IP protocols brought people’s attention to the concept
of “jitter”. People became interested in how the jitter affected the human perception on the digital media
fidelity, and multiple preliminary results were developed to discuss the impact of jitter on the intra-media
synchronization of the digital audio. For example, Dannenberg [49] offered several experimental results
demonstrating that in one sampling period, only a 200-ns jitter is allowed for 16-bit audio. Similar results
could also be found in [50], which recommended a largest jitter of no more than 10 ns.
• NTP: A Clock Synchronization Protocol
In 1985, David Mills, a professor of the University of Delaware, proposed the first version of Net-
work Time Protocol (NTP), a protocol designed for synchronizing the clocks of distributed computers con-
nected by packet-switched networks like Internet. To synchronize one computing machine (called the client)
against the other (called the server), the NTP client computes the round-trip delays by sending a set of UDP
packets to the remote server, based on which the clock offset between the machines can be estimated. We
assume the time that a packet leaves the client at t1 and arrives at the remote server at t2 (Fig. 2.1(a)). We
also denote the time that the packet leaves the server at t3 and returns back to the client at t4. All time are
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Figure 2.1: (a) NTP clock offset computation, (b) NTP multi-stratum hierarchy.
measured based on the local clocks. Hence, the clock offset between two machines is:
δ =
(t2 − t1) + (t3 − t4)
2
(2.1)
Because the synchronization approach assumes the round-trip delay symmetry, the clock synchroniza-
tion accuracy is impacted by the Internet delay variations. To improve the accuracy, one will usually select
a NTP server that is close to the client in the real practice. But in general, NTP can only offer a synchro-
nization accuracy in the range of 10 ms [18]. NTP also considers the scalability of computing machines by
adopting a multi-stratum synchronization hierarchy (Fig. 2.1(b)), where machines in a stratum layer k are
synchronized to the corresponding servers in the higher stratum layer k − 1.
2.1.2 Years of Understanding: 1989-1994
Owing to the technological advances of the Internet protocols (IP), many Internet-based digital multimedia
systems emerged and were commercialized in the late 1980s and early 1990s. Multimedia synchronization
became a known and important topic to the research community, and lots of work were done to understand
the synchronization problem. These studies covered a broad synchronization area including the classifica-
tion and specification modeling, subjective perception evaluation and synchronization control algorithms.
• Historical Background
In 1991, IBM and PictureTel introduced the first PC-based black-and-white video conferencing sys-
tem [51]. During the same year, DARTnet made another milestone by achieving a transcontinental IP-based
video conferencing between the U.S.A and the U.K [52]. In 1992, a real-time virtual multichannel acoustic
environment was invented by Gardner based on the microphone arrays [53]. Later in 1994, the application
for Computer Supported Cooperative Work (CSCW) was introduced, which could be employed for various
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Figure 2.2: Three synchronization classification models.
functionalities including teleconference [54]. The first commercial television program, ABC World News,
was broadcasted over the Internet in the same year, based on the CU-SeeMe software [55]. The video on-
demand (VOD) service was also started under Cambridge project, offering streaming videos at a bandwidth
up to 25 Mbps [56].
The proliferation of new Internet-based multimedia systems and the improvement of digital audio-visual
fidelity promoted the researchers to address the synchronization problem. The Internet delay variations be-
tween the (single) audio and (single) video streams in both video conferencing and on-demand video sys-
tems, and between multiple audio streams in the microphone array setup, exhibited a need for inter-stream
synchronization, i.e., synchronization across multiple sensory streams. The development of teleorchestra-
tion service and CSCW demanded an in-sync media presentation across multiple distributed receivers or a
group of receivers, called group synchronization (same as inter-receiver synchronization). Thus, the multi-
media synchronization studies became a heated topic during the years of 1989-1994.
• Synchronization Classification
To understand heterogeneous demands of multimedia synchronization, a classification model is needed
for investigating the structure of synchronization mechanisms and comparing runtime controls that realize
in-sync presentation of multimedia data. Lots of classification models were proposed in the years of 1989-
1994, with views from different aspects of the synchronization problem. A complete survey has been done
by [18]. Here, we pick and analyze the three classification models that are directly related to our studies.
Their interactions are shown in Fig. 2.2.
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Little et al’s Model [7]. Proposed by Little, Thomas and Ghafoor in 1991, the classification model
spans over the synchronization of continuous media frames within a single sensory stream (i.e., intra-stream
synchronization) and the synchronization across multiple audio-visual streams (i.e., inter-stream synchro-
nization). Discrete media objects like still images and texts were also investigated in their model.
Steinmetz et al’s Model [8, 9]. Meyer, Effelsberg and Steinmetz presented a more sophisticated syn-
chronization model in 1993, based on the types of synchronization demands. The model is divided into four
synchronization layers: (1) media layer, i.e., the intra-stream synchronization; (2) stream layer, including
synchronization across multiple streams either locally at a single receiver (i.e., inter-stream synchroniza-
tion) or distributedly at multiple disparate receivers (i.e., group synchronization); (3) object layer, describ-
ing synchronization of both continuous and discrete media objects; and (4) specification layer, prescribing
applications and tools for synchronization specifications.
Ehley at al’s Model [24]. Ehley, Furth and Ilyas classified the synchronization technologies in 1994
based upon the synchronization locations, i.e., the places where the synchronization control schemes were
performed (e.g., the capturing, distribution and presentation tiers in teleimmersion). The authors only in-
vestigated the inter-stream synchronization in their studies though.
Note that the above synchronization classification models are, in nature, either aligned with each other
or mutually orthogonal. None of the models is able to describe the multi-modal multi-device setting of
next-generation multi-site multi-functional interactive systems, with a support of the multi-tier pipeline
configuration. A multi-dimensional synchronization model is needed to describe current modern multimedia
technologies.
• Synchronization Specification
A further understanding of the multimedia synchronization topics required a more systematic specifi-
cation methods to describe the synchronization problems. This promoted a number of specification models
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in these five years, which could generally be grouped into three categories (Fig. 2.3), according to Stein-
metz [9, 18]. In this dissertation, we focus on their impacts on the continuous multimedia systems like
digital audio and video applications.
Axis-based specification. First proposed by Hodges, Sasnett and Ackerman in 1989 [57], the axis-
based specification method aligns both continuous and discrete multimedia objects along either a real or
virtual global timeline axis, based on the start and finish time of each object. The concept of a global time
accessibility is owed largely by the invention of NTP in 1985 and its wide deployment since then. The
duration of each media object must be described in the specification. For example, we can specify that a
video clip is aligned with the duration between the 20-th and the 30-th seconds, while another audio clip is
aligned with the duration between the 15-th to the 25-th seconds. This specification category is most widely
employed in continuous multimedia applications.
Control-based specification. Developed by Steinmetz in 1990 [58], multimedia data are synchronized
over a set of connected reference points, or synchronization points, based on which multimedia systems can
detect synchronization errors and realign the continuous multimedia data. Oftentimes, these synchronization
points can be placed periodically in order to allow consistent media resynchronization.
Interval-based specification. This specification method [59, 60, 61] presents the logical temporal
relations between two interval-based media objects without telling the exact start and finish time of each
media object. For example, we can only specify if a video frame is presented before another video frame,
but we are unable to tell the idle interval between two frames. This creates difficulty in describing the exact
time of the continuous multimedia data.
To sum up, both axis-based and control-based specifications can serve the continuous multimedia syn-
chronization in our study. We will extensively use the axis method with the global timeline support in this
dissertation. We will also propose our own decision policies of synchronization points to characterize the
multi-modal multi-stream configurations of next-generation interactive multimedia systems.
• Synchronization Perception
As people noticed more and more audio-visual synchronization skews on VOD and conferencing sys-
tems over the Internet, researchers became interested in understanding how large an audio-visual skew can
be noticed by humans. Steinmetz and Engler conducted a subjective evaluation in 1993 [20, 62]. They
recommended an in-sync region of a maximum 80-ms lip skew. They also showed that an out-of-sync skew
of more than 160 ms was unacceptable.
The skews between multiple acoustic streams within a microphone array were also studied by Danner-
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berg and Stern in 1993 [63]. The authors claimed that a skew of 17 ms between the stereo audio signals
could be perceivable, and that a maximum skew of 11 ms is preferable.
• Intra-stream and Inter-stream Synchronization Control
Researchers began to investigate the control framework in the early 1990s, exclusively for intra-stream
and inter-stream synchronization of the video conferencing or on-demand systems, due to the rapid commer-
cialization of these IP-based applications. Most studies in those early years focused on the synchronization
of a single audio and a single video stream, where the audio stream was always selected as the reference
stream with a master (audio) - slave (video) synchronization prototype, mainly due to the fact that the human
perception was more sensitive to the degradations of audio signals. A global time was also assumed avail-
able between the audio and video signals by accessing NTP, even though different media could be captured
at different devices.
In our study, we group different studies based on both location and functionality of synchronization
control mechanisms. For synchronization locations, we investigate control algorithms at both sender and
receiver sides. In terms of functionalities, we classify synchronization approaches that can either univer-
sally be shared by any media modality, or uniquely be applied to one specific modality. To facilitate the
organization of our survey, we have also covered multiple control studies published after 1994.
For receiver-based synchronization, the buffering compensation has always been the most common
approach to accommodate the intra-stream jitter and to minimize the inter-stream one-way delay hetero-
geneity. However, the abrupt adaptation of the buffer size can introduce the discontinuity of media presen-
tation. To address this issue during the buffer size transition period, most studies perform the following
methods [23, 33, 64, 65, 66, 67, 68, 69]:
To increase the buffering latency of a sensory stream:
1. Shared approach: (1) replicating past media frames; (2) interpolating media information by bidirec-
tional data prediction based on nearby media data.
2. Video only: increasing the inter-frame period.
3. Audio only: (1) time scale modification without the pitch change; (2) inserting the stateless silence
packets during the silence period.
On the other hand, to decrease the buffering latency of a sensory stream:
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1. Shared approach: skipping presentation of media frames.
2. Video only: decreasing the inter-frame period.
3. Audio only: (1) time scale modification without the pitch change; (2) reducing the stateless silence
packets during the silence period.
For sender-based synchronization, the network bandwidth estimation and the resulting media data man-
agement are the two key components. The reason is that an insufficient bandwidth can exert Internet con-
gestion jitter and losses which can affect both intra-media and inter-media synchronization. The bandwidth
estimation can be achieved either by packet pair probing [70], or by monitoring the receiver jitter and loss
statistics via the feedback control loop [71]. Based on the estimated bandwidth, the sender then perform
multiple options of data management schemes [33, 66, 67, 72, 73, 74] which can include: (1) reducing the
media sampling rate; (2) downgrading the media encoded quality; (3) skipping media data of lower priority;
and (4) discarding media frames that cannot meet the receiver presentation deadline.
As discussed in Boronat at al’s survey [19], which covers more than 100 synchronization papers), there
have been numerous synchronization control studies in the multimedia history, where both sender- and
receiver- based synchronization approaches are performed, either passively in response to Internet quality
changes, or actively so as to prevent potential Internet degradations.
2.1.3 Years of Blossoms: 1995-1999
The multimedia synchronization continued to be a heated topic due to the revolutionary change of Internet
quality and more sophisticated multimedia technologies. The support for massive multi-party involvement
in various multimedia applications have intrigued the investigations of the (inter-receiver) group synchro-
nization problems.
• Historical Background
The accessibility of broadband Internet became popularized in the late 1990s. This fostered the blos-
soms of multiple real-time applications, including the world’s first commercial VoIP service by VocalTec in
1995 [75], the first 3D MMOG (called Meridian 59) by 3DO Company in 1995 [76], and the Caltech-CERN
project in 1997 which built a virtual room videoconferencing system that was able to connect the research
centers over the world [77].
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Figure 2.4: Group synchronization control: sender-based and receiver-based synchronization. S: sender
site, R: receiver site.
In parallel with the development of new multimedia applications, the year of 1996 gave birth to lots
of well-known ITU standards on multimedia codec specification and streaming protocols, including ITU-
T H.263 [78] on the video codec employed for communications with reduced bandwidth demand, and
ITU-T H.323 [79] on packet-based multimedia communications systems. The IETF, on the other hand,
established RFC 1889 [80], the Real-time Transport Protocol (RTP) specifying the standardized packet
format for delivering streaming media over the Internet, and the RTP Control Protocol (RTCP), defining
the control information for RTP data. Both ITU H.263, H.323 and IETF RFC 1889 experienced several
iterations of updates and revisions since then. Later in 1999, the Moving Picture Experts Group established
MPEG-4 as an ISO standard [81], describing the synchronization and multiplexing of compressed video
and audio data.
The studies of intra-stream and inter-stream synchronization continued to prevail, due to more sophis-
ticated multimedia applications and new multimedia standards. The evolution of multi-party conferencing
systems and MMOG applications, owing to tremendously enhanced Internet bandwidth availability, had
sparked the massive interests in realizing the group synchronization, for the purpose of preserving the fair-
ness and the timing accordance among the players.
• Group Synchronization Control
Similar to intra-stream and inter-stream synchronization, the group synchronization control schemes
can also be classified based on the synchronization locations and the functionalities of synchronization
mechanisms.
1. Receiver-based synchronization (Fig. 2.4). One or multiple receivers need to decide the buffering time
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without the information from the sender sites. Based on the mechanisms of the synchronization controls,
the receiver-based approaches can be further divided into two categories:
• Centralized (master-slave) method. In this method, one master receiver is selected as the synchro-
nization reference site, and all receiver sites are the slave sites. The master receiver decides the buffer
size of all slave sites within the multimedia sessions, based on their periodic feedback messages of
current buffer statuses and one-way delay statistics between the sender and the sender sites [82, 83].
Note that in previous studies of 1990s and early 2000s, usually the master site is either ambigu-
ously prescribed or is arbitrarily assigned, without consulting the real application functionalities of
the studied multimedia systems, due in part to a lack of systematic modeling of heterogeneous human
activities in these applications. While it is simple to implement the centralized method in the real mul-
timedia systems, there are multiple serious drawbacks that may hinder its efficient operation. First,
the connectivity between the master and slave receivers cannot be guaranteed due to the potentially
poor Internet conditions and the firewall blocking issues. Second, the frequent message exchanges
between the master and slave sites can exert heavy communication overhead that demands expen-
sive bandwidth resources. Third, a timely synchronization adaptation in response to sudden Internet
changes is unable to be achieved, because of the bidirectional latency between the master and slave
sites. Fourth, the scalability is a common issue in the centralized method, where the computation
resource is bottlenecked at the central master node. Fifth, receiver sites can easily join and leave in
the multimedia applications like MMOG. When the master site no longer exists in the current session,
the group synchronization of all other slave sites cannot be realized.
• Distributed method. In this method, each receiver site decides its own buffer size in a distributed
fashion, by receiving periodic buffer status messages from all other receiver sites [84]. Compared
to the centralized method, the bandwidth overhead due to the full-mesh message communication is
tremendous. In addition, because each site performs synchronization adaptations without a collabo-
ration, there can be serious mismatches and even conflicts in terms of the resulting synchronization
performances at different receivers. These drawbacks prevent the adoption of the distributed method
in real continuous multimedia applications.
2. Sender-based synchronization (or maestro synchronization) (Fig. 2.4). The sender site decides the
buffer size of all receiver sites, based on their feedback messages [85]. Because synchronization control
information are usually included in the media packet header sent from the sender to each receiver site, the
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resulting communication overhead can be effectively minimized, compared to the centralized receiver-based
method. In addition, the reliability is no longer a problem when receiver sites are joining and leaving the
multimedia session, as long as the sender site is consistently sending media data to the receivers. The
sender-based synchronization is, by far, the best method to realize the group synchronization in the real
systems, due to its flexibility, reliability and the implementation easiness. But the scalability and the timely
synchronization adaptation are still two unsolved issues during the use of this method.
3. Multicast routing with bounded delay and delay variation. The design of multicast overlay with
QoS support also became a heated topic in the late 1990s for multi-party multimedia applications (usually
with a scale of no more than 10-15 end users). The (inter-receiver) group synchronization takes effect
during the media distribution, by imposing the constraints of delay or/and delay variation over the multicast
topology [28, 30, 86, 87]. Note that a multicast overlay solely with delay constraint support can also lead to
a bounded delay variation, in the sense that the delay variation cannot exceed the delay upper bound.
2.1.4 Years of Maturity: 2000-2006
The maturity of broadband Internet and multimedia technologies promoted the prosperity of thousands of
IP-based interactive multimedia applications, which had become a part of everyday life. The popularity
of mobile phones and laptops with wireless support allowed end users to access these applications on-the-
go, but the unreliable wireless quality (compared to the wireline connection) could affect the multimedia
synchronization. The new century saw a need for additional sensory devices of new multimedia modalities
and their broad usage in future systems. The researchers started to evaluate the roles of these cutting-edge
technologies in the synchronization studies.
• Historical Background
The technological advancements in the early 2000s were mainly featured by three characteristics.
Scalability. To address the scalability issue of traditional server-client or multicast systems, peer-to-peer
technologies were extensively deployed in the multimedia applications, e.g., the prototypes of peer-to-peer
massively multiplayer gaming [88, 89], and the peer-to-peer TV system CoolStreaming [90].
Mobility. People were no longer satisfied with the standstill computing machines. With the invention
of cellular GSM/3G technologies and IEEE 802.11 standards [91] for wireless communications, end users
were allowed to connect their cell phones and laptops to the Internet anywhere that had wireless signals.
Diversity. The wide acceptance of haptics, accelerometer, body sensor and many other devices in a
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variety of multimedia systems offered users a fresh new experience. New applications in the early 2000s
could be seen in haptic desktop [92], interactive haptic painting [93], wireless body sensory network for
health monitoring [94] and accelerometer-based motion analysis systems [95].
The new multimedia configurations and applications introduced additional synchronization problems,
thus, leading to plenty of fruitful synchronization studies.
• Peer-to-peer Synchronization
The delivery of live video (e.g., a live news program) via the peer-to-peer overlays requires the (inter-
receiver) group synchronization. This allows users to watch the same live videos in pace. The synchro-
nization is only required at a coarse granularity, i.e., the inter-receiver skew is preferably within 10-30
seconds. The skew value is tolerable because end users are passively watching the videos without in-person
participations of real activities.
The peer-to-peer synchronization is usually performed by constraining the delays (or the number of peer
layers) over the video distribution tree/multi-tree topologies [96, 97, 98]. The achievable upper bound for
the inter-receiver skews depends on the number of peer nodes and their bandwidth availability in the overlay.
• Wireless/Mobile Synchronization
Multiple control schemes previously used for the wireline synchronization have been modified and
extended to adapt to the unique characteristics of wireless/mobile networks.
1. Poor network quality. Generally, wirless/celluar connections are more prone to jitter and losses
due to the uncontrollable interference signals using the same unlicensed spectrum [99], and the available
bandwidth resources are also limited. In [100], the authors address the issue by minimizing the number
of synchronization control packets, forecasting wireless link quality, based on which new sender resource
allocation and receiver buffer management schemes are developed.
2. Handover. The handover (from one base station or access point to a different one) is another emerging
issue in the wireless/mobile synchronization. In general, bursty network quality degradation can be incurred
during the short handover period [101]. [102] has solved the problem by proposing a multi-phase handover
management scheme in order to minimize the bursty impact.
3. Scheduling in base station/access point. The packet scheduling algorithms in the base stations or
access points can affect the delay when media data are being streamed to the mobile clients. [103] has
evaluated and compared four scheduling algorithms, and their resulting delay impacts.
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• Synchronization Control of New Media
Multiple studies [104, 105] have been done to investigate the reliability of intra-stream, inter-stream and
group synchronization control schemes when new media modalities were being added to the multimedia
applications. Their evaluations were performed by streaming real haptic packets over a controllable network.
They showed that existing synchronization control schemes could work well with minimal modifications
for the haptic data. But similar to previous studies, these work lacked an unambiguous methodology for
selecting the synchronization references, when different multi-modal media information were employed to
offer heterogeneous contributions to end user experience.
2.1.5 Years of Leaps: On and After 2007
Next-generation multimedia systems are becoming more powerful in terms of the accessibility of compu-
tation and network resources, more complex in terms of both hardware and software configurations, and
more versatile in terms of the functionalities that can be performed. The leaps of numerous modern mul-
timedia and networking technologies and their integration into a single application has led to many open
synchronization problems that await researchers to delve into.
• Historical Background
The prosperity of multi-modal sensory devices has changed what traditional multimedia applications
were supposed to look like. In addition to standard audio-visual I/O support, multimedia systems like telep-
resence [106] or teleimmersion are now configured, via either wireline or wireless, with multiple distributed
multi-modal media sensors at the sender sites, and their corresponding rendering machines at the receivers.
To perform multi-modal multi-stream synchronization, the sender site identifies the (global) captured times-
tamp of each media frame, and this time correlation can allow the media data to be presented at distributed
receiver output devices at the same time.
The rapid leaps of cloud computing infrastructure has also offered a backend support for computation-
intensive multimedia signal processing in numerous applications. One example is the real-time cloud-based
encoding of high-quality images, which has been deployed in many on-demand or conferencing applications
on the market [107].
The maturity of stereoscopic cameras has advanced the popularity of 3DTV as well. Synchronization
across the multiview images is critical due to their strict temporal correlation. [108] proposes a peer-to-peer
overlay that can preserve this correlation during the 3D multiview video distribution.
33
• RTP/RTCP based Synchronization Control Implementation
The RTP and RTCP protocols have been used extensively in implementing different synchronization
control schemes [109, 110]. Generally, the timestamp field in the RTP header can tell the time correlations
of multi-modal media data within/across streams, and thus, enabling both intra-stream and inter-stream
synchronization. The RTCP protocol, on the other hand, prescribes the specifications for communicating
synchronization control update messages. In addition to RTP/RTCP, several other study groups have been
working on two new RFC standards. Specifically, one is RFC 6051 [111] titled “Rapid Synchronization of
RTP Flows”, aimed at reducing the initial synchronization delay for both unicast and multicast scenarios.
The other [112] (still in the draft) is titled “RTCP for inter-destination media synchronization”, which, as
its name suggests, extends existing RTCP control specifications to provide necessary underlying protocol
support for the (inter-receiver) group synchronization.
However, neither RTP nor RTCP is able to specify the synchronization references for each synchro-
nization demand, which can become complicated under the scalability of multi-modal multi-device config-
urations (Section 3). In addition, neither of the protocols has the ability to coordinate multiple distributed
output devices at a same receiver site, in order to achieve their in-sync multi-modal media presentation. This
leads to the emergence of the multi-device synchronization problem.
• Multi-device Synchronization and Precision Time Protocol (PTP)
To allow synchronous multimedia presentation at distributed rendering devices, a multi-device synchro-
nization scheme is in urgent demand [113, 114, 115, 116]. Generally, it adopts a centralized control policy
which requires two components, as shown in Fig. 2.5:
Synchronization module. The synchronization module decides the in-sync multimedia presentation time,
and informs the device modules by periodic control messages. The synchronization module can be imple-
mented either on one of the device machines (Option 1 in Fig. 2.5), or on another specialized computer that
has active communication channels with all the end devices (e.g., the receiver gateway in our teleimmersive
testbed, as shown in Option 2 of Fig. 2.5).
Device module. The device modules, located on different end device machines, compute the buffering
delays of media data based on the received control messages from the synchronization module. Each device
module then schedules their presentation according to the local clock. Note that this mechanism demands
the clock synchronization across the device machines, which can be achieved either by NTP, or by sending
round trip packets to estimate the inter-device clock skews. However, both approaches can only offer a
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Figure 2.5: Multi-device synchronization. Option 1: synchronization module is one of the device machine;
Option 2: synchronization model is the specialized machine (i.e., receiver gateway).
synchronization accuracy of 10 ms.
In case of a need for a finer granularity, the IEEE 1588 Precision Time Protocol (PTP) [117] can be
employed. PTP is able to achieve a clock accuracy up to the range of sub-microseconds in the local area
network, where the rendering devices are usually located. PTP can perform better clock synchronization
than NTP, because it is able to quantify the clock quality by estimating its timing deviation, and to monitor
the stability of the clocks by consulting the PTP reference.
• Synchronization Perception of New Media
There are also a number of subjective studies investigating the synchronization perceptual impacts in
different modern multimedia applications.
[21] evaluates the synchronization in the mobile terminal with a maximum of Quarter Common Interme-
diate Format (QCIF) image size 176x144. It shows that in the mobile setting with a video frame rate below
15 fps, people are more tolerant to a synchronization error when the video spatial resolution is reduced.
It also exhibits that the annoying threshold of a lip skew can be large as 200-300 ms due to the degraded
motion smoothness.
[118] evaluates the subjective quality of the skew between the haptics and the video data. The paper
shows that a skew below 40-80 ms is hardly perceptible, and that the skew greater than 300 ms is annoying.
[119] conducts a perceptual measurement of the impact of synchronization skews between the olfactory
data and audio-visual content, assuming the audio-visual lip skew is zero. Their results show a synchro-
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Table 2.1: Absolute Category Rating.
Score Explanation
5 Excellent
4 Good
3 Fair
2 Poor
1 Bad
nization threshold of -30 s when olfaction is ahead of audiovisual data, and of +20 s when olfaction is
behind. The paper also evaluates the skew impact on the acceptability of the olfactory media. Participants
are asked if “the olfactory smell was distracting” or “annoying” when the synchronization skews between
olfactory and audio-visual data are introduced for different video clips. The results demonstrate that a
mis-synchronization has minimal impact on the olfactory perception.
[120] also measures the quality of olfactory-haptic skew. The authors present that the annoying thresh-
old is in the range of 1-3 s.
In terms of the (intra-media) synchronization quality of the 3D stereoscopic videos, [121] conducts a
comprehensive subjective test on four scenes, and argues that a temporal asynchrony of 120 ms between the
left and right views is satisfactory, and an asynchrony of 280 ms can lead to a very poor synchronization
perception. The authors also show that the asynchrony detection threshold can be different depending on
the heterogeneous scenery contents.
2.2 Subjective Rating Method and Subjective Metrics
The human perception is another factor guiding the synchronization control adaptations. In evaluating
the perceptual impacts, multiple subjective rating methods and subjective metrics have been proposed and
standardized in the past.
2.2.1 Subjective Rating Method
• Absolute Category Rating (ACR)
ITU-T BT.500 has proposed the absolute category rating (ACR) method, in which participants observe
one single media sample (e.g., a video sequence) and give an ACR score from 1 to 5 (a higher score is
better), as presented in Table 2.1.
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Table 2.2: Degradation Category Rating.
Score Explanation
5 Imperceptible
4 Perceptible, but not annoying
3 Slightly annoying
2 Annoying
1 Very annoying
While number of paper [122, 123, 124, 125] have employed ACR in their studies, the problem of the
rating method, however, is that a standard rating scale is missing due to the absence of a reference sample
(i.e., a prescribed sample with the best possible quality). Hence, the participants in the ACR studies usually
give a score based on their own expertise. This leads to the non-uniform distributions of rating scores, which
can invalidate the subjective results.
• Degradation Category Rating (DCR)
To address the ACR drawback, ITU-T P.910 [35] proposes an alternative assessment method called the
degradation category rating (DCR), in which participants now observe two media samples. The first media
sample of the pair is always the source reference with the best-possible quality, while the second one is the
same source but degraded by various test settings. Each participant must give a DCR score ranging from 1
to 5 (a higher score is better), as shown in Table 2.2.
Some representative work using DCR are [22, 126, 127, 128]. Note that the first media sample (i.e., the
one with the best-possible quality) may not always be played during the DCR test.
• Comparative Category Rating (CCR)
A third rating method proposed by ITU-T P.910 is the comparative category rating (CCR), where each
participant in the user study is required to watch and compare two media samples of the same source, both
degraded by different test conditions, and to give a vote ranging from -3 to 3. A negative/positive score
means the first sample is worse/better than the second sample, and its absolute value represents the quality
difference level of the two samples. The details of CCR scores are presented in Table 2.3. Existing studies
employing CCR to conduct pairwise comparisons include [129, 130].
• Other Rating Methods
The above three subjective rating methods have shown multiple variations in different forms. For ex-
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Table 2.3: Comparative Category Rating.
Score Explanation
3 Much better
2 Better
1 Slightly better
0 About the same
-1 Slightly worse
-2 worse
-3 Much worse
Table 2.4: An example of user votes.
Case Media Sample #User votes for each scoreSample 1 Sample 2 Score -3 Score -2 Score -1 Score 0 Score 1 Score 2 Score 3
1 A B 0 0 0 1 12 6 0
2 C D 0 1 8 1 8 1 0
ample, Sat and Wah [40] shrink the CCR scales to only 3-level score set: -1, 0, and 1, indicating the first
media sample is worse/same/better than the second one. On the other hand, Chen et al [131] proposes the
OneClick rating framework by reducing the ACR scale range to only two scores: 1 and 0. Participants in
their framework are asked to evaluate if a media sample is satisfactory or not. If it is satisfactory, participants
need to click on a specialized button on the screen indicating a score 1. Otherwise the media sample is rated
as score 0. Steinmeitz [20] asks users to evaluate the impairment of a media sample in three scales: un-
noticeable, noticeable, and annoying. His methodology can also be classified as the ACR category. ITU-R
BT.1438 [132] has been proposed to assess the stereoscopic television pictures exclusively, and this standard
follows the similar methods as DCR with a scale ranging from 0 to 100.
2.2.2 Subjective Metrics
Many subjective metrics have been proposed in the past to analyze and present the resulting user votes of
above ACR, DCR, CCR. We will use an example to better explain these metrics.
• Example
We suppose 19 people are participating in the user study. They are asked to perform two pairwise
comparisons using CCR. The first comparison is between media samples A and B, and second is between
media samples C and D. The results of user votes are presented in Table 2.4.
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• Mean-Opinion-Score
As discussed in Section 1.5.3, ITU-T BT.500 and P.910 have proposed three subjective metrics to cap-
ture the average value of the user votes in ACR, DCR and CCR tests respectively: the mean-opinion-score
(MOS), the degradation mean-opinion-score (DMOS) and the comparative mean-opinion-score (CMOS).
Mathematically, if we suppose {X1,X2,. . .,Xn} is list of n user votes, the average X (i.e., MOS-like met-
rics) can be computed as:
X = (X1 +X2 + · · ·+Xn)/n (2.2)
For example, from Table 2.4, we can conclude that CMOS of the first case is 1.26, while CMOS of the
second comparison is 0.
Existing studies [22, 122, 123, 124, 125, 126, 129] have been heavily using these subjective metrics by
assuming a Gaussian distribution of the resulting votes, which is generally true in ACR and DCR tests. But
when the variance of the votes is large and a Gaussian model does not follow, the resulting average value
can lack statistical significance. The issue becomes highlighted in interactive multimedia systems, where the
overall human perception is dominated by multiple quality attribute dimensions. The tradeoffs among these
dimensions in a CCR comparison test can trigger the diversity of human voting preferences, because each
participant may pay different attentions to heterogeneous quality dimensions. This will lead to a potential
output of contradicting votes, where participants do not agree on which one is better at a comparison of
two media samples. Some participants may give a positive comparison score, while others can output a
negative score. This phenomenon has been proven in our past VoIP comparison studies [36, 40, 133], where
one media sample is with better interactivity but a worse media signal intelligibility, and the other sample
is with better media intelligibility but a worse interactivity. The second case in Table 2.4 demonstrates an
example, which leads to a CMOS score of 0.
• Confidence Interval
To address the drawback of the MOS-like metrics, several other subjective metrics have been investi-
gated. One metric commonly used to describe the variance of user votes and the statistical significance of
MOS-like metrics is the confidence interval (CI). In evaluating the subjective quality of multimedia systems,
a 95% CI is often calculated as:
CI =
(
X − 1.96 σ√
n
, X + 1.96
σ√
n
)
(2.3)
In the above equation, X can be obtained from Eqn 2.2, and σ is the sample variance which is defined as:
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σ =
1
n− 1
n∑
i=1
(Xi −X)2 (2.4)
For example, in Table 2.4, case 1 leads to a CI of (1.12,1.41), while case 2 has a a much larger CI of
(-0.60 0.60). A larger interval size means a greater diversity of user votes.
While CI is a step forward to show the user voting diversity, the metric is still inherently based on the
Gaussian assumption of the votes. It is unable to explicitly tell which opinion has the majority votes, or
whether the quality of a media sample is better than or equal to that of another sample. This issue may lead
to a vague conclusion in analyzing the CCR results.
• Distribution of User Votes
Another subjective metric aims to classify the user votes in multiple categories, compute the number of
votes in each category, and represent the perceptual results using the category-based voting distribution. For
example, in CCR, we may represent the distribution in either a triplet or a duplet value.
Triplet Metric. The first method is to use a triplet to describe the distribution: (n<0, n=0, n>0)
representing the number of votes that is less than, equal to, or greater than 0 (i.e., the first media sample is
worse than, equal to, better than the second sample). Given that n is the number of total votes, the following
equation satisfies:
n<0 + n=0 + n>0 = n (2.5)
For example, we can represent the first case in Table 2.4 as (0,1,18), and the second case as (9,1,9).
Duplet Metric. The second method [129] is to present the distribution of CCR votes in duplet (n≤0, n≥0),
where (n≤0 is the number of votes who think the first media sample is no better than second one, and (n≥0,
the first media sample is no worse than second one. The duplet value can be computed as:
n≤0 = n<0 + n=0/2 (2.6)
n≥0 = n>0 + n=0/2 (2.7)
Note that n=0 can be odd, and the resulting (n≤0 and n≥0) may no longer be integers. [129] addresses
this issue by doubling the original duplet value. For example, according to [129], the first case in Table 2.4
can be represented as (1,37), while the second case as (19,19).
The major problem of this duplex metric is that it removes the option that the qualities of two media
samples can be qual. Because the “equal” opinion is very common in interactive multimedia systems, we
will adopt the triplet metric in our study.
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• Dominant Opinion
This metric is used exclusively for the CCR method. Oftentimes, we are unable to derive from the
triplet metric (n<0, n=0, n>0) and tell with confidence which is the dominant opinion, the opinion that the
majority (say, more than 50%) of votes will agree on, whether it is the opinion that one media sample is
better/worse than the other, or that the qualities of two samples are about the same. The case 2 of Table 2.4
shows a good example where it is unable to locate a dominant opinion at (n<0, n=0, n>0) = (9, 1, 9).
Our past study [37] uses the hypothesis test to address this issue.
In [37], we first compute the voting probabilities as:
(ps<0, p
s
=0, p
s
>0) =
(n<0
n
,
n=0
n
,
n>0
n
)
(2.8)
In order to determine the dominant opinion from (ps<0, ps=0, ps>0) with p ≥ 50% probability and
a certain level of statistical significance, we model the subjective dominant opinions (among {< 0, =
0, > 0} corresponding to the three options {“worse”, “same”, “better”}), by a multinomial distribution
with 3 possible outcomes, assuming the independence of subjects. We then conduct the hypothesis test by
selectively combining two options within the 3 outcomes, and having an equivalent binomial distribution
that represents the for or against probabilities of the opinion.
An option i (i can be one of the three options: < 0, = 0, > 0) is dominant if the following hypothesis is
accepted:
H0 :
(
psi ,
∑
j =i
psj
)
is drawn from binomial (n, p ≥ 0.5) (2.9)
where H0 is the null hypothesis. Given the significant level α (the significance value that the tests can rule
out the null hypothesis) and P-value (the probability of votes for the dominant opinion from binomial(n, p ≥
0.5)), we are able to find nmin, the minimal number of subjects out of n that needs to agree on a dominant
opinion:
nmin = argmink
k∑
i=0
⎛
⎝ n
i
⎞
⎠ · 0.5i · 0.5n−i ≥ 1− α (2.10)
[37] prescribes that the comparison of two media samples is “inconclusive” if there is no dominant
opinion in (ps<0, ps=0, ps>0) (i.e., n<0, n=0, n>0 are all less than nmin).
For example, for 90% significance (α = 10%), we know from Eqn. 2.10 that at least 13 out of 19 votes
(i.e., at least 68% of votes) need to agree on a dominant opinion. Hence, the dominant opinion in case 1
of Table 2.4 is that the first media sample is “worse” than the second media sample. Case 2 leads to an
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“inconclusive” comparison.
We have shown in [37] that the inconclusive comparison is very likely in interactive multimedia systems,
where the tradeoffs of multi-dimensional quality attributes become prevalent. But the scope of [37] is limited
to VoIP systems, where we have only considered the tradeoff between the audio signal intelligibility and the
interactive quality.
2.3 Human Perception in Multimedia Applications
Existing researched studies and industrial standards have investigated human perceptual quality of multi-
media applications based on the rating methods and subjective metrics that we have discussed. But since
these rating methods and metrics have their own applications and limitations, their choices depend on the
nature and purpose of the experiments. In this section, we will survey the existing studies and standards,
and will present the results that are relevant to the synchronization quality, interactivity and media signal
intelligibility in interactive multimedia.
2.3.1 Survey Description
Based on the methodology of the subjective evaluations, past studies on multimedia perception can generally
be divided into three categories:
1. Studies investigating the impact of a single quality dimension, by assuming all other quality dimen-
sions as optimal (best-possible) [20, 136, 147]).
2. Studies focusing on multiple quality dimensions, but without investigating their cross/combined im-
pacts [131, 153].
3. Studies working on the cross/combined effects of multiple quality dimensions [22, 37, 40, 126, 133].
Table 2.5 presents a survey of existing studies, along with their applications, studied media and quality
dimensions, and their subjective rating methods. The type of media applications can be teleimmersion,
traditional video/audio conferencing or on-demand videos. The studied media can be either video (2D or
3D), or audio. The identified quality dimensions are the video signal intelligibility (including the frame rate,
the spatial resolution, the encoded quality and other 3D-specific factors), the audio signal intelligibility,
the interactive quality (either one-way delay [22, 126, 153] or VoIP conversational response delay [40,
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Table 2.5: A survey of subjective quality assessment. The types of studied multimedia systems include
audio and 2D video conferencing (CONF), 2D video-on-demand (VOD), 3D stereoscopic video-on-demand
(STEREO) and teleimmersive (TI) applications. VSI: video signal intelligibility, which includes the video
frame rate (FR), the spatial resolution (RES), the encoding quality (ENC) and the 3D-specific factors (3D).
ASI: audio signal intelligibility. Three subjective rating methods are classified: ACR, CCR and DCR. Y:
representing the corresponding quality dimension is studied.
Type Studied Media VSI ASI Interactivity Sync Method CommentsVideo Audio
[22] CONF 2D Y FR, RES, ENC Y One-way delay Y DCR Dependent
[126] CONF Y Y One-way delay DCR Dependent
[133] CONF Y Y Response delay CCR Dependent
[37] CONF Y Y Response delay CCR Dependent
[40] CONF Y Y Response delay CCR Dependent
[134] VOD 2D FR ACR
[20] VOD 2D Y Y ACR
[21] VOD 2D Y FR Y ACR Dependent
[129] VOD 2D FR, RES, ENC CCR Dependent
[135] VOD 2D ENC DCR
[136] VOD 2D ENC ACR/DCR
[127] VOD 2D FR DCR
[128] VOD 2D FR DCR
[137] VOD 2D FR, ENC ACR Independent
[138] CONF 2D FR, RES ACR Dependent
[139] VOD 2D FR, RES, ENC ACR Dependent
[140] VOD 2D FR ACR
[141] VOD 2D FR ACR
[142] CONF/VOD 2D Y ENC Y DCR Dependent
[124] VOD 2D Y FR Y ACR Dependent
[122] VOD 2D Y FR Y ACR Dependent
[123] CONF 2D Y FR Y ACR Dependent
[143] CONF 2D Y FR Y One-way delay ACR Dependent
[144] CONF 2D Y FR Y ACR Dependent
[145] VOD 2D Y ACR
[146] VOD 2D Y (FR, ENC) Y ACR Dependent
[147] CONF Y One-way delay ACR
[148] CONF Y One-way delay ACR
[149] CONF Y One-way delay ACR
[150] CONF Y One-way delay ACR
[151] CONF 2D Y Y ACR
[131] CONF Y Y One-way delay ACR Independent
[152] CONF Y Y One-way delay ACR Independent
[125] TI 3D 3D ACR
[153] TI 3D 3D One-way delay ACR Independent
[154] TI 3D Y 3D Y ACR Independent
[130] TI 3D Y 3D, FR, RES Y CCR Independent
[155] STEREO 3D 3D ACR
[156] STEREO 3D 3D ACR
[121] STEREO 3D 3D Y ACR Dependent
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133, 152]), and the synchronization quality. The subjective rating methods can be ACR, CCR or DCR.
The column of comments specifies whether the cross/combined effects (dependencies) of multiple studied
quality dimensions are identified in the study, or each dimension is independently evaluated.
Among these assessments, perhaps ITU-T G.107 [126] and G.1070 [22] are those that are closest to our
study, because both standards investigate the cross/combined effects of multiple quality dimensions similar
to what we have identified in Section 1.4. But both standards are only for VoIP and 2D video conferencing.
None of these assessments is able to describe the combined effect of multiview video macroframe rate,
audio quality, interactive response delay and audio-visual synchronization skew in a teleimmersive setting.
We will briefly discuss the perceptual impact of each quality dimension as follows.
2.3.2 Media Signal Intelligibility
• Audio Intelligibility
There has been a number of research studies on evaluating the audio signal intelligibility. [146], for
example, finds a mapping between the audio data rate and the human perception in MOS, using the ACR
method. [131, 152] have also conducted subjective studies evaluating the impact of Internet jitter on audio
signal perception.
For industrial standards, ITU-T G.107 presents a subjective model based on the audio signal-to-noise
ratio, the echo effect and other impairments that occur simultaneously with the voice signals (e.g., too loud
speech level and the quantization noise). ITU-T P.862 [157] proposes the metric Perceptual Evaluation of
Speech Quality (PESQ) which is already able to describe the real human subjective perception on audio
signals based on a psycho-acoustic scale. PESQ has since been heavily employed in various other VoIP
studies including [40, 133, 158].
• Video Intelligibility
Many studies have also evaluated the video signals, under the impact of the video frame rate [127, 129,
139, 140, 141], the spatial resolution [129, 139] and the encoded video quality [135, 136, 139], respectively.
Generally, the human perceptual quality can be improved at an increased video frame rate, a larger spatial
resolution, and a better encoded quality. Specifically, in [134], the authors utilize an exponential model to
identify the impact of 2D video frame rate on the video signal degradations. Since the teleimmersive 3D
multiview videos will eventually render on a 2D display, this mathematical model can serve as a theoretical
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foundation for our study.
Recently, the research community has also investigated the human perception in watching 3D stereo-
scopic images [155, 156]. Because these studies require a specialized 3DTV setup, their results cannot be
directly applied to our work.
On the other hand, ITU-T G.1070 estimates the video signal quality based on the coding distortion and
packet losses robustness. The standard focuses on the video image artifacts by assuming the availability of
some loss concealment mechanisms within the 2D video codec. These metrics, however, are inapplicable to
the current teleimmersive multiview videos.
• Combined Audio-visual Intelligibility
It has been proven in [122, 142] that the intelligibility of audio and video signals have cross impacts.
[122], for example, argues that when people are evaluating the audio signal of an audiovisual stimulus, the
video signals will have great impacts on the perceived audio intelligibility. The reverse effect, the effect of
audio signals in judging the video intelligibility, can be negligible. The paper further shows that the video
signals dominate the combined audio-visual signal perception in their nonconversational experiments.
2.3.3 Synchronization Quality
We have presented in Section 2.1 a list of works on the synchronization perception. But its relations with
media signal intelligibility, interactive quality and video content heterogeneity have yet been systematically
studied.
Many studies evaluate the media signal quality alone without considering the other factors. For example,
the studies [22, 145, 151] assume perfect media signal quality during the synchronization evaluations, and
they do not take into account the video content factor.
On the other hand, [20] evaluates the lip synchronization under different contents: header, shoulder
and body views. It shows that the three views lead to different perceptual impacts. But this difference
is not further modeled in the paper. [21] demonstrates that the synchronization quality is affected by the
video signal intelligibility, and that a lower video frame rate and smaller spatial resolution can increase the
audio-visual detectable asynchrony threshold. But it does not manage to provide a form to describe the
dependency among the quality attributes.
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2.3.4 Interactivity
Previous studies on the interactive quality (delay impairment) can be divided into two categories based
on their applications. For packet-switched telephone network, Kiatawaki and Itoh [149] study the pure
delay effect on speech quality, and their results show that one-way delays are detectable and can influence
listeners’ subjective assessment. Richards [147] and Brady [148] conclude from their subjective evaluations
that longer delays can decrease the user satisfaction rate.
For Internet conference, ITU-T G.114 [150] prescribes that a one-way delay of less than 150 ms is
desirable and a delay of more than 400 ms is unacceptable in a two-party VoIP. On the other hand, ITU-
T G.107 uses a complex sixth-order model to describe the VoIP delay impairment, while ITU-T G.1070
employs a linear function to present the delay impacts in the 2D video conference. G.1070 standard also
shows that the delay degradation is much smaller than VoIP applications.
Unfortunately, none of these studies and standards take into account the impacts of other quality di-
mensions on the interactive quality. Our past studies on VoIP [40, 133] argue that such perceptual impacts
do exist between the audio signal intelligibility and the interactive quality, and that the resulting combined
human perceptual mapping cannot be described as a closed form by the two quality dimensions.
2.3.5 Remarks
The complex cross impacts among the media signal intelligibility, the interactive quality and the synchro-
nization quality have created difficulties in assessing the combined human perceptual effects in a closed
form. We have seen from the above survey that lots of existing studies choose to neglect this issue by
simply investigating the impacts of individual quality dimensions, while many others present the multi-
dimensional dependency findings without resorting to a systematic mathematical representation. None of
them is able to tell explicitly the exact value of the employed subjective metrics under unseen conditions
of the three quality dimensions. It is, of course, impossible to conduct subjective evaluations over all pos-
sible qualities, because subjective tests are expensive and time-consuming. Hence, in order to guide the
online system controls and consistently offer the best human perceptual quality, offline generalization of
the subjective results is required. This can usually be achieved by machine learning approaches. Our past
studies [40, 133] employ support vector machine (SVM) [41] tool to realize the generalization. We will use
the same method in this dissertation.
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2.4 Summary
In this chapter, we have presented a complete survey of related works on the multimedia synchronization
and the human perceptual assessments. We have provided a historical view of different synchronization
studies and standards that have been proposed since they were introduced in 1980s. We have also presented
an all-around analysis of the perceptual assessment studies, with a focus on the classification methodology
for existing subjective user studies, and the pros and cons of current subjective metrics. Understanding all
these related works will help better design a synchronization control framework for high-quality multi-site
teleimmersion.
2.5 Table of Abbreviations and Notations
List of Abbreviations in Chapter 2:
ITU International Telecommunication Union
IETF Internet Engineering Task Force
NTP Network Time Protocol
PTP Precision Time Protocol
MOS Mean-Opinion-Score
DMOS Degradation MOS
CMOS Comparative MOS
ACR Absolute Category Rating
CCR Comparative Category Rating
DCR Degradation Category Rating
PESQ Perceptual Evaluation of Speech Quality
QoS Quality of Service
QoE Quality of Experience
CI Confidence Interval
VOD Video-On-Demand
CIF Common Intermediate Format
QCIF Quarter Common Intermediate Format
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MNOG Massively Multiplayer Online Game
CSCW Computer Supported Cooperative Work
TCP Transmission Control Protocol
UDP User Datagram Protocol
IP Internet Protocol
RTP Real-time Transport Protocol
RTCP Real-time Transport Control Protocol
IPTV Internet Protocol based TV
VoIP Voice over Inter Protocol
LAN Local Area Network
List of Notations in Chapter 2:
t1 Local time that a NTP packet leaves the NTP client
t2 Local time that a NTP packet arrives at the NTP server
t3 Local time that a NTP packet leaves the NTP server
t4 Local time that a NTP packet arrives at the NTP client
δ Clock skew between NTP client and server
k Stratum layer index
n Number of user votes in subjective test
Xi Outcome of each user vote
X Average of user votes
σ Sample variance
n<0 Number of votes that give a negative score
n=0 Number of votes that give a zero score
n>0 Number of votes that give a positive score
n≤0 Number of votes that give a non-positive score
n≥0 Number of votes that give a non-negative score
ps Percentage of user votes for subjective test
p Probability value in hypothesis test
α Significant level
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CHAPTER 3
MODELING OF SYNCHRONIZATION
SPECIFICATION
The scalability of multimedia multi-device configurations in next-generation multi-site interactive systems
requires a new model describing the emerging demands of multimedia synchronization specifications. In this
chapter, we discuss the new multi-dimensional synchronization model, and investigate the time correlations
for multimedia frames across the distributed media sensory devices.
3.1 Mathematical Denotations
We start with mathematical denotations. We are given a set of N sites (n1, . . . , nN ) in the distributed
interactive multimedia systems, in which NAP sites are active participants in a media session, which send
multimedia bundles to other sites. The media bundle produced by the sender site nx is denoted as ux. A
bundle ux is composed of NMx media modalities 1, with each modality represented as mxi (1 ≤ i ≤ NMx),
i.e., ux = {mx1 , . . . ,mxNMx}. For example, we can use i = 1 or i =‘V’ to represent 3D multiview videos,
i = 2 or i =‘A’ for audios, i = 3 or i =‘B’ for body sensors, i = 4 or i =‘H’ for haptics, and etc.
Each media modality mxi consists of NSxi streams with each stream indicated as sxi,j (1 ≤ j ≤ NSxi ),
i.e., mxi = {sxi,1, . . . , sxi,NSxi }. A stream includes a set of media frames with the k-th frame indicated as
fxi,j(k) (i.e., sxi,j = {fxi,j(1), . . . , fxi,j(k), . . .}), and the average inter-frame period as ΔTi. Here, we assume
all sensory streams {sxi,j} belonging to the same media modality mxi are shared with the same periodicity
setting ΔTi.
Note that in the teleimmersion, a receiver site ny may only request a subset of multimedia streams within
the bundle ux produced from the sender nx. We denote this subset as the request bundle rux→y, satisfying
rux→y ∈ ux. There is a total of NAP ×N request bundles within a teleimmersive session.
1Throughout the dissertation, the superscript x can be neglected when no specific sender site is indicated.
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Figure 3.1: Our proposed multi-dimensional synchronization model.
3.2 A Multi-dimensional Synchronization Model
The multi-layer synchronization demands, the multi-location pipeline structure, and the activity-dependent
synchronization reference hierarchy of multimedia systems drive the deciding dimensions of the overall syn-
chronization quality. Fig. 3.1 shows the new multi-dimensional model we propose for the next-generation
distributed interactive multimedia systems.
3.2.1 Dimension of Synchronization Demands
The first dimension describes the type of synchronization demands. The four synchronization layers that
we have discussed in Section 1 (intra-stream, intra-media, intra-bundle and intra-session layers) are mainly
derived and extended from previous Steinmetz’s synchronization classification model [8, 9] (Section 2).
Specifically, the following factors need to be addressed.
• The media layer in Steinmetz’s model is the same as the intra-stream layer in our study to preserve
50
the time dependencies of media frames within each sensory stream.
• The inter-stream synchronization in their stream layer must now be divided into intra-media and
intra-bundle layers separately to preserve media temporal-and-spatial correlations. The reason is that
the new multimedia systems like teleimmersion can be equipped with camera arrays, microphone
arrays and large number of body sensors, that output temporally-and-spatially correlated sensory
streams for each continuous media modality. This correlation creates a new and strict intra-media
synchronization requirement which was never investigated in previous studies. For example, if we
need to synchronize two video streams from a camera array and one audio stream, which is the
synchronization reference, Steinmetz’s model can only specify in the stream layer that the two video
streams must synchronize separately to the audio. But the skews between the two video streams can be
unbounded which is unacceptable in multi-camera systems. That is why we must propose to add the
intra-media layer and synchronize streams of the same modality with respect to their reference stream
(selection algorithm will be discussed later). This has been neglected even in the work finished within
the past 5-6 years [19], when camera/microphone arrays were being deployed, mainly because of the
community’s stereotyped view of synchronizing a single video and a single audio stream in the most
common on-demand or conferencing multimedia systems.
• The (receiver) group synchronization in Steinmetz’s stream layer must also be extended to cover both
inter-sender and inter-receiver synchronization (i.e., the intra-session layer in our study), due to the
fact that there are emerging demands for multiple sender sites to perform collaborative activities in
multimedia systems like teleimmersion. Realizing the inter-sender synchronization can guarantee the
interactivity of the users.
• Their object layer is removed from our study, mainly because we only focus on the continuous mul-
timedia streams, assuming the synchronization between continuous and discrete media objects have
been solved (Section 2).
• Steinmetz’s specification layer is important, and that is the purpose of this chapter. But this layer does
not belong to the dimension of the synchronization demands in our model.
3.2.2 Dimension of Synchronization Locations
The performance of the four-layer synchronization demands can change throughout media propagation in
multiple locations in a multimedia system. Synchronization performance in previous locations can have a di-
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rect impact on future locations. Hence, an orthogonal location-based dimension is added to our synchroniza-
tion model in order to describe the whole multimedia session. A good synchronization adaptation algorithm
cannot be achieved without addressing the interaction between the synchronization demands and locations.
This interaction is the direct extension to previous location-based Ehley’s classification model [24], where
only the inter-stream synchronization is addressed and evaluated in different synchronization locations.
3.2.3 Dimension of Synchronization Reference Hierarchy
The dimension of synchronization reference hierarchy is added to our model to describe the impact of
the activity and application heterogeneity of multimedia systems on the human perception. As we have
studied in our survey (Section 2), existing studies prescribe the selection of the synchronization reference
stream/site without taking into account the activities and media application functionality, because they con-
fine themselves to Skype-like conferencing applications with limited continuous media modalities and sen-
sory streams (usually one audio and one video stream) from each site. Due to the multi-layer synchroniza-
tion demands in next-generation multimedia systems like teleimmersion, it is not possible to use a single
synchronization reference stream/site to represent a whole layered hierarchy. Each synchronization demand
layer must identify its own reference, based upon the functionality of performed activities and end user
interests.
• L1: Intra-stream Layer
The reference frame or the intra-stream synchronization reference is usually selected as the first media
frame within a sensory stream at each system control update. We denote the reference frame of a sensory
stream sxi,j as f
x
i,j(∗).
• L2: Intra-media Layer
The intra-media synchronization reference is selected as the reference stream which has the largest
contribution to end user interests within a media modality. The media contribution can vary depending on
the characteristics of each modality. Here, we discuss four commonly deployed media modalities which we
have used.
Multiview videos. Multiview video streams capture the same physical object at the same time, but from
different viewpoints. The importance of each video stream is decided by their contributions of 3D image
pixels to the end user viewpoint [12], which can be computed using the orientation difference between
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the sender camera and the receiver view. Given the sender nx’s camera orientation of a video stream sxV,j
(denoted as O(sxV,j)), and the desired receiver ny’s view orientation from nx’s videos (denoted as Ox,y), the
visual contribution or the contribution factor (CF) of sxV,j to the receiver ny is [159]:
CF(sxV,j, ny) = O(sxV,j) · Ox,y (3.1)
Hence, the video reference stream sxV,∗ is elected as the one with the largest CF in mxV for each receiver.
Spatial audios. Multiple omni-directional microphones concurrently record the same physical ambient
environment. The contribution of each audio stream is decided by its signal-to-noise ratio (SNR), a metric
indicating the intelligibility of the speaker’s utterances. SNR can be computed online by estimating the
noises from the silence periods. We prescribe that the audio reference sxA,∗ is the one with the largest SNR
in mxA.
Haptics or Body sensory streams. Multiple haptic or body sensory streams may record different parts of
a physical object. In our study, we decide the reference stream of each media modality sxB,∗ or sxH,∗ as the
one with the largest data rate within mxB or mxH , because a larger data rate for these sensory streams usually
means higher-precision information.
• L3: Intra-bundle Layer
The importance of media modalities can vary at different activities, and the intra-bundle synchronization
reference is defined as the most important reference modality. Empirically for teleimmersive applications,
we can classify different activities based on real user perceptual feedback. (1) Users attach more importance
to the intelligibility of audio signals in a conversation-oriented activity (e.g., conferencing or remote educa-
tion), so the reference modality is the audio. (2) The clarity of video signals is of the greatest significance
in a collaborative task with fine motor skills (e.g., rock-paper-scissor gaming or cyber-archeology), so the
video is elected as the reference modality. (3) The body sensory streams can have the largest contribution in
the telehealth or the remote rehabilitation activity, because the doctors need to evaluate the patient’s health
status by consistent body sensory feedback. Thus, we choose the body sensory modality as the reference.
In our study, we denote the reference modality as mx∗ for each bundle ux.
• L4: Intra-session Layer
In multi-site interactive multimedia systems, the most active site usually demands higher-quality stream-
ing bundles in order to guarantee uninterrupted collaborations in a session. The intra-session synchroniza-
tion reference of inter-sender or inter-receiver synchronization is, thus, selected as the media bundle corre-
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sponding to the most active user within the sender/receiver group. In the teleimmersive system, for example,
this user can usually take the lead in the activity (e.g., a trainer in the remote education, a director in the
conferencing, or a doctor in the telehealth). The selection of the lead person is context-dependent, so it must
be specified explicitly by the media applications. Here, we denote the reference site, or the intra-session
reference as n∗.
3.2.4 Definition of Synchronization Skews
By consulting the above multi-dimensional synchronization model, we formulate the specifications in rep-
resenting the multi-layer synchronization skews. We assume that the media data are sent to the receiver site
ny.
Intra-stream synchronization skew. The skew within a sensory stream sxi,j is evaluated by computing
the delay difference of a media frame fxi,j(k) w.r.t. the reference frame fxi,j(∗). We denote D(fxi,j(k), ny) as
the experienced latency of fxi,j(k) from its captured time. Thus, the skew is defined as:
∀x, y, i, j : ΔD(fxi,j(k), ny) = D(fxi,j(k), ny)−D(fxi,j(∗), ny) (3.2)
Intra-media synchronization skew. We denote D(sxi,j, ny) as the experienced latency of sxi,j . The
intra-media synchronization skew ΔD(sxi,j, ny) is defined as:
∀x, y, i, j : ΔD(sxi,j, ny) = D(sxi,j, ny)−D(sxi,∗, ny) (3.3)
Intra-bundle synchronization skew Because sensory streams within a media modality can experience
heterogeneous latencies, we prescribe that the latency of a media modality is equivalent to that of the intra-
media synchronization reference within this modality, in order to best match human perceptual interests,
i.e., D(mxi , ny) = D(sxi,∗, ny). Hence the intra-bundle synchronization skew of mxi is defined as:
∀x, y, i : ΔD(mxi , ny) = D(mxi , ny)−D(mx∗ , ny) (3.4)
Intra-session synchronization skew. Similar to intra-bundle layer, we prescribe that the latency of a
bundle is equivalent to that of the intra-bundle synchronization reference within the bundle, i.e., D(ux, ny) =
D(mx∗ , ny). Given the intra-session reference n∗, the sender group synchronization skew as to a receiver
site ny0 is:
∀x : ΔD(ux, ny0) = D(ux, ny0)−D(un∗ , ny0) (3.5)
Accordingly, the receiver group synchronization skew as to a sender site nx0 is:
∀y : ΔD(ux0 , ny) = D(ux0 , ny)−D(ux0 , n∗) (3.6)
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Figure 3.2: Illustration of media sensory devices and computation machines at the sender sites.
Remarks. The correlations of defining the hierarchical synchronization skews have two implications.
First, at each location, the adaptive synchronization schemes in controlling the skews in one layer can
directly impact those in other layers. Hence, previous single-reference synchronization control algorithms
cannot work well in the activity- and application- specific multimedia systems without a knowledge of
multi-layer synchronization dependencies and real human interests. Second, the synchronization skews of
one layer in one location can also affect those of other layers in different locations. Hence, a new multi-
location synchronization adaptation scheme is a must to address the interaction between the synchronization
demands and locations, based upon activity-dependent synchronization references.
3.3 Time Correlations of Multi-modal Media Frames
Multi-modal media frames belonging to the same sensory stream may experience heterogeneous latencies
from their captured time. In order to evaluate the multi-layer synchronization skews, we should explicitly
prescribe specific media frames for each stream, such that their latencies can be computed for synchroniza-
tion evaluations. The set of multi-modal media frames from multiple streams is usually time-correlated, and
is often called a synchronization point (SP), whose concept was borrowed from Steinmetz’s specification
model in 1990 [58] (Section 2). Media frames belonging to each SP must be played at multimedia output
devices in order to preserve their temporo-spatial correlations. However, the multimedia system and com-
putation constraints can pose great challenges in locating the time-correlated media frames. In this section,
we investigate the decision rules for the sequence of SP at each sender site, and propose metrics to evaluate
their synchronization quality.
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Figure 3.3: (a) Video inter-frame period; (b) Difference of expected and actual captured timestamp for a
USB microphone with clock drift, measured at the USB sound card.
3.3.1 System Background
We start with a brief discussion of the multimedia system configuration and the impact on identifying the
time correlations of media frames at the sender sites. Fig. 3.2 shows an illustration of a typical sender con-
figuration for next-generation distributed interactive multimedia systems like teleimmersion. Usually, the
computation machines attached to each multimedia sensory input device can be assumed clock synchro-
nized by either the Network Time Protocol (NTP) [160] or the Precision Time Protocol (PTP) [117]. In
other words, we assume that a global timeline can be accessed. The (global) time that a media frame is
released by the sensory interface and it arrives at its specialized computation machine is called the actual
captured timestamp, and is denoted as te in our study.
We will use te information to identify the time correlations of multi-modal media frames, but its char-
acteristics in the real multimedia systems can complicate the problem.
1. Due to the hardware constraints, many media sensors can only capture media frames with weak
periodicity. For example, a 30-Hz stereoscopic camera outputs multiview video streams with inter-
frame period ranging from 25-40 ms (Fig. 3.3(a)).
2. A physical sampling drift can also appear in the media sensors. For example, a USB microphone
with a 50-Hz periodicity setting may only output 499 audio frames over a 10-sec time span in real-
ity. Fig. 3.3(b) shows the resulting time drift (i.e. the difference between expected te and real te)
(measured directly at the USB sound card) for each audio frame.
In this study, we will address these real system issues in deciding the SP at the sender sites. Previous
studies [161, 162] located the time correlations of single-modal media frames by optimistically assuming
their strong periodicity at the media source, and they did not manage to find the best timestamp describing
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the group of identified time-correlated media frames. [163] time tagged the image sequence with inter-
frame period variations, but this study was only for a single camera. Hence, these works cannot be directly
extended to the real multimedia configurations.
3.3.2 Problem Formulation
Our goal is to find the time dependencies across multi-modal media frames from distributed sensory devices
at each sender site, group the time-correlated media frames into a SP, and assign these frames with the same
captured timestamp. We denote the assigned captured timestamp as tc. In other words, we aim to find the
mapping te 	→ tc for each media frame.
We prescribe that a SP sequence must be strongly periodic. The reasons are two fold. First, each
sensory stream itself exhibits weakly periodicity. Second, a strongly periodic SP sequence can allow more
predictable and manageable media traffic, and guarantee multimedia synchronization locations, because the
synchronization statuses can be evaluated at regular intervals. Note that for the rest of this section, the term
“periodic” always means “strongly periodic”. We will explicitly mention “weakly periodic” when needed.
Because multiple media modalities can be characterized by different inter-frame periods, it is not possi-
ble to define a single periodic SP sequence to capture all media modalities with different periodic intervals.
We address the issue by designing the SP in a hierarchical fashion. At each sender site, we first investigate
the problem of intra-media synchronization point (SP), i.e., the set of time-correlated media frames belong-
ing to the same media modality (Fig. 3.4), and one media frame from each same-modal sensory stream.
Based on the identified sequences of intra-media SP for each media modality, we then locate the set of
intra-bundle synchronization point (SP), i.e., the set of time-correlated multi-modal intra-media SP sourced
at the same site (Fig. 3.5), and each intra-media SP from different media modalities.
• Intra-media Synchronization Point
W.L.O.G, we study a specific sender site nx0 and one of its media modality i0. The set of sensory
streams {sx0i0,j} is configured with a weak periodicity setting with an average frame period ΔTi0 . We have
the following two targets:
1. Find the periodic intra-media SP sequence {spx0i0 (kˆ)} with the same period ΔTi0 , where each intra-
media SP contains one and only one media frame from each sensory stream sx0i0,j (∀j). To facilitate
the illustrations and minimize the confusions, we use kˆ to indicate the index of intra-media SP and
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Figure 3.4: An example of intra-media SP sequence for three body sensory streams. Each solid block indi-
cates a media frame. The solid circular rectangles represent the intra-media SP sequence, whose assigned
captured timestamp tc has a periodicity of ΔTB.
k for the index of media frames. Fig. 3.4 shows several intra-media SP represented in solid circular
rectangles.
2. Decide the best assigned captured timestamp for each intra-media SP: tc(spx0i0 (kˆ)), in order to min-
imize the time relabeling error of multi-modal media frames. The dotted lines in Fig. 3.4 depict the
resulting periodic tc.
Assuming k|j is the frame index for stream j, the above two targets can be described as follows.
Inputs : x0, i0
te(f
x0
i0,j
(k|j))
Outputs : spx0i0 (kˆ), tc(sp
x0
i0
(kˆ))
kˆ 	→ {k|1, k|2, . . .}
Optimization : min
∑
c
∑
j
|tc(spx0i0 (kˆ + c)) − te(fx0i0,j(k|j + c))|
Constraints : ∀ constant integer c :
spx0i0 (kˆ + c) =
{
fx0i0,1(k|1 + c), fx0i0,2(k|2 + c), . . .
}
(3.7)
tc(sp
x0
i0
(kˆ + c)) = tc(sp
x0
i0
(kˆ)) + (c− 1)×ΔTi0 (3.8)
• Intra-bundle Synchronization Point
Given the set of periodic intra-media SP sequences {spx0i (kˆ)} for each media modality i, we decide the
resulting set of intra-bundle SP at each site. Similar to the intra-media SP problem, we also have two goals
in identifying the intra-bundle SP sequence.
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Figure 3.5: An example of intra-bundle SP sequence. Each dotted block indicates an intra-media SP. The
dotted surrounding curves represent the intra-bundle SP sequence, whose assigned captured timestamp tc
has a periodicity of ΔTu.
1. Find the periodic intra-bundle SP sequence {spx0(lˆ)} with the period ΔTu, where each intra-bundle
SP contains one and only one intra-media SP from each media modality i. Here, we use lˆ to in-
dicate the index of the intra-bundle SP. Due to different periodicity of intra-media SP sequences,
ΔTu must be equivalent to the least common multiplier of all possible intra-media periods, i.e.,
ΔTu = LCM (ΔT1, ΔT2, . . .). As an example, Fig. 3.5 shows the intra-bundle SP sequence rep-
resented by the dotted surrounding curves.
2. Decide the best assigned captured timestamp for each intra-bundle SP: tc(spx0(lˆ)), in order to mini-
mize the time relabeling error of multi-modal intra-media SP. The dotted lines in Fig. 3.5 depict the
resulting periodic tc of the intra-bundle SP sequence.
Assuming kˆ|i is the intra-media SP index for media modality i, the above two goals can be represented as:
Inputs : x0
tc(sp
x0
i (kˆ|i))
Outputs : spx0(lˆ), tc(spx0(lˆ))
lˆ 	→ {kˆ|1, kˆ|2, . . .}
Optimization : min
∑
c
∑
i
|tc(spx0(lˆ + c)) − tc(spx0i (kˆ|i +
ΔTu × c
ΔTi
))|
Constraints : ∀ constant integer c :
spx0(lˆ + c) =
{
spx01 (kˆ|1 +
ΔTu × c
ΔT1
), spx02 (kˆ|2 +
ΔTu × c
ΔT2
), . . .
}
(3.9)
tc(sp
x0(lˆ + c)) = tc(sp
x0(lˆ)) + (c− 1)×ΔTu (3.10)
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3.3.3 Design Rationales
• Intra-media Synchronization Point (SP)
First, the irregularity of inter-frame intervals (Fig. 3.6(a)) in the real multimedia systems can impede
us to efficiently locate the intra-media SP sequence and find the best assigned captured timestamp corre-
spondingly. Hence, the first step is usually to realign the original media frames of each sensory stream into
a periodic sequence, as described in Fig. 3.6(b).
Second, the time-realigned periodic multi-stream data may still introduce a number of intra-media SP
decision options which lead to different lengths of intra-media synchronization regions (SR) (i.e., the du-
ration between the earliest and latest realigned media frames within each intra-media SP). For example, as
Fig. 3.6(b) and (c) suggest, Option 2 decides an intra-media SP (covering media frames k1, k2 and k3) which
leads to a shorter SR compared Option 1 (covering media frames k1, k′2 = k2 + 1 and k3). It can easily be
concluded without proof that a larger SR can cause a greater time relabeling error. Thus, a good algorithm
should find the option which can minimize the corresponding SR length.
• Intra-bundle Synchronization Point (SP)
The scalability of media modalities can also offer numerous intra-bundle SP decision options with dif-
ferent lengths of intra-bundle synchronization regions (SR) (i.e., the duration between the earliest and latest
intra-media SP that belong to the same intra-bundle SP). Fig. 3.7 describes two intra-bundle SP options,
where Option 2 leads to a smaller SR. To find the best assigned captured timestamp with a minimal time
relabeling error, we should choose the intra-bundle SP option with a minimal SR duration.
3.3.4 Identification Algorithm for Intra-media SP
• Identification Algorithm
Step 1. For each sensory stream, we perform time realignment of media frames and estimate their
periodic expected captured time t′e in order to smooth the irregularity of inter-frame intervals. t′e can be
computed based on ΔTi0 and te. Specifically, for the sender site nx0 and its media modality i0, the k|j-th
media frame of the j-th sensory stream fx0i0,j(k|j) is with t′e:
t′e(f
x0
i0,j
(k|j)) = (k|j − 1)×ΔTi0 + offsetx0i0,j (3.11)
where offsetx0i0,j is the time offset of the first media frame f
x0
i0,j
(1), and can be computed at each system
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Figure 3.6: Two options of intra-media SP/SR (between solid lines) and resulting best assigned captured
timestamp t∗c (dotted lines) for body sensory streams. Each block indicates a media frame.
update by linear regression based on the actual captured time te of all media frames within the past timing
window, i.e.,
offsetx0i0,j = argminq
∑
k|j
[te(f
x0
i0,j
(k|j))− (k|j − 1)×ΔTi0 − q]2 (3.12)
In the above equation, q is the variable representing different possible values of offsetx0i0,j .
W.L.O.G, we assume the following condition is satisfied in our analytical model:
max
j
{
offsetx0i0,j
}
−min
j
{
offsetx0i0,j
}
< ΔTi0 (3.13)
∀j < j′ offsetx0i0,j < offsetx0i0,j′ (3.14)
Step 2. Given the time realigned media sequence, for each sensory stream j, and its media frame fx0i0,j(1)
(i.e., the first media frame of the j-th stream), we can identify an intra-media SP whose left bound (earliest
time) is tleft|j = t′e(fx0i0,j(1)), and right bound tright|j is:
tright|j =
⎧⎪⎨
⎪⎩
t′e(f
x0
i0,NS
x0
i0
(1)) for j = 1
t′e(f
x0
i0,j−1(2)) for j = 2, . . . , NS
x0
i0
(3.15)
Hence, the corresponding SR length is equal to tright|j− tleft|j . Due to the periodicity of realigned media
frames, such an intra-media SP can actually decide one option of intra-stream SP sequence with the same
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SR length. It is not difficult to prove that the number of intra-media SP options is equivalent to the number
of sensory streams belonging to the media modality i0. We then pick the option with the minimal SR length,
such that the time relabeling error can be minimized:
min
j
tright|j − tleft|j (3.16)
Step 3. Based on the identified intra-media SP sequence, we then decide the best assigned captured
timestamp for each intra-media SP. We suppose a SP spx0i0 (kˆ) constitutes the set of media frames {fx0i0,j(k|j)}
(i.e., the k|j-the media frame of the j-th sensory stream). The best assigned captured timestamp t∗c(spx0i0 (kˆ))
can be computed as:
t∗c(sp
x0
i0
(kˆ)) = argmin
t
∑
j
|t− t′e(fx0i0,j(k|j))| (3.17)
Here, we conclude the following two propositions.
Proposition 3.3.1 Suppose there is a total of NS = NSx0i0 media frames within each intra-media SP. If
NS is odd, t∗c is equivalent to the median value of {t′e(fx0i0,1(k|1)), . . . , t′e(fx0i0,NS(k|NS))}. If NSx0i0 is even,
t∗c is the average of the two median numbers.
Proof. W.L.O.G, we assume {t′e(fx0i0,1(k|1)), . . . , t′e(fx0i0,NS(k|NS))} is an incremental ordered list. We
first prove the case of an odd NS. The median value is, thus, t′e
(
fx0
i0,
NS+1
2
(
k|NS+1
2
))
. We let t∗c =
t′e
(
fx0
i0,
NS+1
2
(
k|NS+1
2
))
and t′c = t∗c +  = t′e
(
fx0
i0,
NS+1
2
(
k|NS+1
2
))
+  ( = 0). Hence, the following
inequations must satisfy:
|t′e(fx0i0,1(k|1))− t∗c |+ |t′e(fx0i0,NS(k|NS))− t∗c | ≤ |t′e(fx0i0,1(k|1))− t′c|+ |t′e(fx0i0,NS(k|NS))− t′c|
|t′e(fx0i0,1(k|2))− t∗c |+ |t′e(fx0i0,NS−1(k|NS−1))− t∗c | ≤ |t′e(fx0i0,2(k|2))− t′c|+ |t′e(fx0i0,NS−1(k|NS−1))− t′c|
· · · · · ·
· · · · · ·
We can conclude that t∗c , the median number, will lead to the minimal relabeling errors for all media
frames within the identified intra-media SP, when NS is odd. Similarly, in the case of an even NS,
we can also prove that t∗c can be any value between the two median numbers: t′e(f
x0
i0,NS/2
(k|NS/2)) and
t′e(f
x0
i0,NS/2+1
(k|NS/2+1)). Hence, we pick their average in our study.
Proposition 3.3.2 Within each identified intra-media SP (i.e., the SP with the minimal SR length), the time
relabeling error of each media frame must be no greater than ΔTi0/2, i.e., |t′e(fx0i0,j(k|j)) −t∗c(spx0i0 (kˆ))| ≤
ΔTi0/2 (∀ j : fx0i0,j(k|j) ∈ spx0i0 (kˆ)).
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Figure 3.7: Two options of intra-bundle SP. Each dotted block indicates an intra-media SP.
Proof. This can be proved by contradiction. We assume there is a media frame fx0i0,j′(k
′) within the
identified intra-media SP spx0i0 (kˆ
′), such that the resulting time relabeling error is greater than ΔTi0/2,
and is the largest error among all media frames within spx0i0 (kˆ
′). Hence, there must be a neighbor media
frame of the same sensory stream (i.e., either fx0i0,j′(k′ − 1) or f
x0
i0,j′(k
′ + 1))), such that the new set of
media frames:
{
spx0i0 (kˆ
′)− fx0i0,j′(k′) + f
x0
i0,j′(k
′ ± 1)
}
(i.e., excluding the original media frame fx0i0,j′(k′)
but including one of its neighbor frames) will lead to an alternative intra-media SP option that has a smaller
synchronization region than original identified intra-media SP. Hence, we reach a contradiction.
• Decision Rule
Based on the above discussions, we employ the following decision rule to identify the intra-media SP
for real media data with irregular inter-frame intervals.
For any sender site nx and its media modality i, the k|j-th media frame fxi,j(k|j) of the sensory stream
j belonging to an intra-media SP spxi (kˆ) must satisfy:
t∗c(sp
x
i (kˆ))−ΔTi/2 ≤ t′e(fxi,j(kj)) ≤ t∗c(spxi (kˆ)) + ΔTi/2 (3.18)
We prescribe that tc(fxi,j(k|j)) = t∗c(spxi (kˆ)) for all media frames belonging to the intra-media SP. In other
words, if we suppose spxi (kˆ) = {fxi,1(k|1), fxi,2(k|2), . . .}, we can obtain t∗c(spxi (kˆ)) = tc(fxi,1(k|1)) =
tc(f
x
i,2(k|2)) = . . . . Fig. 3.6(d) shows 4 consecutive periodic intra-media SP with assigned captured time
indicated in dotted lines.
3.3.5 Identification Algorithm for Intra-bundle SP
• Identification Algorithm
W.L.O.G, we assume that, at any site nx0 , {ΔT1,ΔT2, . . .} is an ordered list, i.e., ΔT1 > ΔT2 > · · · >
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ΔTNMx0 . It is obvious that, within any arbitrary duration tT = (t, t+ΔTu), the number of intra-media SP
for the media modality 1 with the largest period ΔT1 (i.e., t∗c(spx01 (kˆ|1)) ∈ tT ) is equivalent to the number
of the intra-bundle SP sequence options. We solve the problem using the following two steps.
Step 1. For each spx01 (kˆ|1) within tT , we enumerate, at each media modality (except i = 1), the two
intra-media SP whose t∗c that are immediately left and right to the time t∗c(spx01 (kˆ|1)). We then update the
resulting intra-bundle SR length. For example, in Option 1 of Fig. 3.7, for the case of spx01 (1), we need to
enumerate over spx02 (1) and sp
x0
2 (2) for media modality i = 2, and sp
x0
3 (3) and sp
x0
3 (4) for media modality
i = 3, in order to cover all possibilities completely. Hence, we need a total of 4 comparisons for 3 media
modalities. We select the combination that leads to the minimal intra-bundle SR length as one candidate
intra-bundle SP option, which, in Fig. 3.7, includes {spx01 (1), spx02 (1), spx03 (1)} (Option 1).
We then iterate all spx01 (kˆ|1) within tT to obtain all possible intra-bundle SP options. We select the
one with the minimal SR length as the best intra-bundle SP. For example, we iterate between spx01 (1) and
spx01 (2) in Fig. 3.7, and select the intra-bundle SP that contains sp
x0
1 (2) (Option 2), and denote the selected
intra-bundle SP as spx0(lˆ).
Step 2. We follow Proposition 3.3.1 and 3.3.2, and prescribe that the best assigned captured timestamp
t∗c(spx0(lˆ)) for the intra-bundle SP spx0(lˆ) is the mean tc value of all -intra-media SP within spx0(lˆ), in
order to minimize the time relabeling error. For all intra-media SP belonging to spx0(lˆ), we assign them
with the same captured timestamp t∗c(spx(lˆ)). For example, we suppose the first intra-bundle SP spx0(1) =
{spx01 (2), spx02 (2), spx03 (9)} in Fig. 3.7. Hence, t∗c(spx0(1)) = t∗c(spx01 (2)) = t∗c(spx02 (2)) = t∗c(spx03 (9)).
Note that we also need to adjust accordingly the captured timestamp of all other intra-media SP that
does not belong to any intra-bundle SP. For example in Fig. 3.7, we need to relabel the time for both spx01 (1)
and spx01 (3), such that t∗c(sp
x0
1 (1)) = t
∗
c(sp
x0
1 (2)) −ΔT1 and t∗c(spx01 (3)) = t∗c(spx01 (1)) + ΔT1.
Proposition 3.3.3 Within each identified intra-bundle SP (i.e., the SP with the minimal SR length), the
maximum time relabeling error of each intra-media SP must be no greater than ΔT1/2, where ΔT1 is the
largest inter-frame period.
Proof. This can be proved by contradiction. We assume there is an intra-media SP spx0i′ (kˆ
′) within the
identified intra-bundle SP spx0(lˆ′), such that the resulting time relabeling error is greater than ΔT1/2, and
is the largest error among all intra-media SP within spx0(lˆ′). Hence, there must be a neighbor intra-media
SP of the same media modality (i.e., either spx0i′ (kˆ′− 1) or spx0i′ (kˆ′+1)), such that the new combinations of
multi-modal intra-media SP:
{
spx0(lˆ′)− spx0i′ (kˆ′) + spx0i′ (kˆ′ ± 1)
}
(i.e., excluding the original intra-media
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SP spx0i′ (kˆ
′) but including its neighbor intra-media SP) will lead to an alternative intra-bundle SP option that
has a smaller SR length than original identified intra-bundle SP. Hence, we reach a contradiction.
• Decision Rule
Once an intra-bundle SP spx0(lˆ) is decided, the periodic intra-bundle SP sequence can be decided by
spacing ΔTu apart between two consecutive intra-bundle SP. This can be achieved by counting the number
of periodic intra-media SP within ΔTu for each media modality. For example in Fig. 3.7, the second intra-
bundle SP is spx0(2) = {spx01 (4), spx02 (6), spx03 (20)}. The assigned captured time t∗c(spx0(2)) is equivalent
to t∗c(spx0(1)) + ΔTu.
• Computation Complexity
As the number of media modalities NM (NM = NMx0) scales at each sender, it is easy to show that
the worst (largest) number of comparisons in Step 1 can be as much as 2NM−1 (an exponential complexity).
Here, we investigate the best case: the minimal number of comparisons needed. The behind rationale is that
the enumeration can stop at a media modality i when its period ΔTi is less than the intra-bundle SR length
decided only by media modalities 1 to i− 1, because the intra-bundle SR length can no longer be increased
when new modalities are further added.
Theorem 3.3.4 The earliest time that the enumeration stops is at imin, where imin = argmini{ΔTi <
(ΔT1 −ΔT1/2i−2)} (i ≥ 3), assuming {ΔTi} is an ordered list.
Proof. Because ΔTi is monotonically non-increasing as i increases, after our algorithm enumerates and
compares the intra-media SP at media modality up to i − 1, the maximum-possible length of the minimal
intra-bundle SR must be less than or equal to ΔT1 −ΔT1/2i−2 [161]. The equivalence satisfies only when
ΔT1 = ΔT2 = · · · = ΔTi−1. Hence, when ΔTi is less than the intra-bundle SR decided for media
modalities up to i− 1, there must be an intra-media SP within this region, and the enumeration stops.
3.3.6 Impact of Real System Challenges
We evaluate the quality of intra-bundle and intra-media SP sequence using the synchronization efficiency.
It covers two aspects: (1) time efficiency, specifying the time that a resynchronization is needed; (2) accu-
racy efficiency, evaluating how well the media data are synchronized. The concept of the synchronization
efficiency was originally designed for synchronizing concurrent processes in the operating system [164].
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Here, we extend the concept for continuous media synchronization in the distributed interactive multimedia
systems.
• System Model
We investigate the impact of media weak periodicity and the sensor sampling drift. The inter-frame
period irregularity is often modeled as a Normal distribution, and has been proven successful in real media
sensors [163]. In our study, we extend the past work, and prescribe the time that a sensory device outputs
each media frame te(fx0i,j (k)) (∀ i, j, k) follow a Normal distribution with a shifted inter-frame period:
Te(f
x0
i,j (k)) ∼ N
(
μx0i,j(k), σ
2
i
)
, where
μx0i,j(k) = (k − 1) ·ΔTi · γi + offsetx0i,j (3.19)
Here, Te represents the random variable of te. The mean value in the distribution is decided by the average
periodicity setting ΔTi at the sender, the sensor sampling drift coefficient γi (by referencing the global
clock), and the time offset of the first media frame offsetx0i,j of the sensory stream sx0i,j . The deviation is σi.
We prescribe both ΔTi and σi are consistent for all sensory streams within any media modality i.
W.L.O.G, we assume for every media modality i and its first intra-media SP spx0i (1) includes media
frames: spx0i (1) = {fx0i,1(1), fx0i,2(1), . . .}. Hence, the assigned captured timestamp should satisfy:
∀i, j : |t∗c(spx0i (1))− offsetx0i,j| < ΔTi/2 (3.20)
We also assume the first intra-bundle SP covers the set of intra-media SP: spx0(1) = {spx01 (1), spx02 (1), . . . }.
• Accuracy efficiency
Ideally, for each media modality i, the correct intra-media SP sequence is that the kˆ-th intra-media
SP spx0i (kˆ) = {fx0i,1(k), fx0i,2(k), . . .} for any integer kˆ = k. Due to the system constraints however, the
probability of a media frame fx0i,j (k) belonging to the intra-media SP sp
x0
i (kˆ) for any integer kˆ and k, in
reality, only is:
P
(
fx0i,j (k) ∈ spx0i (kˆ)
)
=
∫ t∗c (spx0i (kˆ))+ΔTi2
t∗c(sp
x0
i (kˆ))−
ΔTi
2
1√
2πσi
e
− (t−μ
x0
i,j
(k))2
2σ2
i (3.21)
When kˆ = k, Eqn. 3.21 returns the probability of correct intra-media SP identification. Otherwise, the frame
fx0i,j (k) is identified with a wrong intra-media SP (i.e., kˆ = k) with the probability returned by Eqn. 3.21.
The intra-bundle SP, on the other hand, will not be directly affected by the variations of inter-frame
period, due to the periodicity of time-realigned intra-media SP sequences.
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• Time efficiency
We claim that an intra-media SP sequence of the media modality i needs to be resynchronized when any
of its sensory streams has at least Cerr consecutive grouping errors (i.e., fx0i,j (k) /∈ spx0i (kˆ) when kˆ = k).
For a single stream sx0i,j, the probability of Cerr consecutive errors Perr(s
x0
i,j) is:
P err(sx0i,j) =
Cerr−1∏
c=0
P
(
fx0i,j (k + c) /∈ spx0i (kˆ + c)
)
when kˆ = k (3.22)
where c is the index shift variable. For analysis purpose, we compute for each sensory stream j,
kmin|j = argmin
k|j
{P err(sxi,j) > P TH} (3.23)
where PTH is the lower bound of Perr. Hence, the actual resynchronization time is at fx0
i,jmin
(kmin|jmin)
such that:
jmin = argmin
j
{tc(fx0i,j (kmin|j)} (3.24)
When a resynchronization of intra-media SP sequence is demanded, we reset all index numbers to one,
and recompute the intra-media and intra-bundle SP sequences accordingly.
3.3.7 Evaluation Results
We use the real TEEVE testbed to evaluate the intra-media and intra-bundle SP identifications. Each sender
site is configured with up to 4 video and 4 audio streams. We record the actual captured time te of each
multi-modal media frame at the corresponding specialized computation machines, synchronized by NTP.
We only evaluate intra-media SP only, because the intra-bundle SP sequence is directly decided by the intra-
media SP periodicity of different media modalities. To ease the description in this section, we omit the
superscript x of all mathematical denotations here, assuming all media data are captured at the same sender
site.
Fig. 3.8 shows the intra-media SP identification results. In our setting, we use the inter-frame period
ΔTV = 33.33 ms and ΔTA = 20 ms. We evaluate, for each media frame, the difference of the assigned
captured time and the actual captured time at the computation machines: i.e., tc−te. Fig. 3.8(a),(c) present a
snapshot tc− te of the video/audio frames, and (b),(d) show the overall distribution for each sensory stream.
We find that most media frames result in a tc − te within ΔTV /2 or ΔTA/2, meaning that the captured
time relabeling errors can be effectively minimized/constrained. Note that in Fig. 3.8(c), the two audio
streams output curves with different slopes. The one with a steeper line indicates a microphone with a larger
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Figure 3.8: Distribution of tc − te for video and audio frames in the real teleimmersive testbed. (a) A
snapshot of 50 video frames; (b) Distribution of all video frames; (c) A snapshot of 400 audio frames; (d)
Distribution of all audio frames.
sampling drift. For an audio frame index greater than 400 in Fig. 3.8(c), the probability of being identified
into a wrong intra-media SP will increase, because tc − te > ΔTA/2. In that case, a resynchronization is
needed (time efficiency).
Fig. 3.9 shows the probability modeling results of the intra-media accuracy efficiency based on Eqn. 3.21.
Fig. 3.9 (a),(b) evaluate the video intra-media SP with no drift (γV = 1). When γV and ΔTV are given,
Eqn. 3.21 is mainly decided by two variables: the inter-frame period deviation σV , and βV,j = uV,j(1) −
t∗c(spV (1)) = offsetV,j − t∗c(spV (1)) (i.e., the time shift between the mean arrival time of the first media
frame fV,j(1) in stream sV,j and the assigned timestamp of the corresponding intra-media SP t∗c(spV (1))).
Hence, in Fig. 3.9 (a),(b), we present the probability of an accurate intra-media SP identification (ˆk = k of
Eqn. 3.21) and a wrong (neighbor) identification (specifically, kˆ = k+1) at different σV (the x-axis) and dif-
ferent βV,j (multiple curves in each figure). Generally, as σV or βV,j increases, the probability of identifying
a correct intra-media SP decreases, and the probability of being identified into the neighbor intra-media SP
increases. Fig. 3.9 (c),(d) evaluate the impact of audio drift γA > 1 on identifying the audio intra-media SP
at each audio frame index of stream sA,j . In both figures, we only consider βA,j = 0 (where βA,j is defined
similar to βV,j). We evaluate the probability of correct/wrong identifications at different (σA, γA) pairs. As
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Figure 3.9: Fig.(a-b) show video intra-media SP identification with no drift. X-axis: σV . (a) Probability of
a correct SP (kˆ = k), (b) Probability of a wrong SP (kˆ = k + 1). The 3 curves in each figure: streams with
different βV,j (i.e., βV,j = 0, 5, 10 ms). Fig.(c-d) show the impact of audio drift γA > 1 on intra-media SP
identification for stream sA,1 with βA,1 = 0. (c) Probability of a correct SP (ˆk = k), (d) Probability of a
wrong SP (kˆ = k + 1). The 4 curves in each figure: different (σA, γA) pairs.
the audio frame index enlarges, the sampling drift impact on the audio intra-media SP identification also
increases. We find that in Fig. 3.9 (d), there is a peak in identifying an audio frame into a wrong (neighbor)
SP (kˆ = k+1). The reason is that as the audio index further increases without resynchronization, we could
identify the audio frame into a wrong SP with kˆ = (k + 2), (k + 3), . . ..
3.3.8 Remarks
Here, we have three remarks in terms of the impacts on the synchronization controls and evaluations.
1. We have found that relabeling captured timestamp of multi-modal media frames using our algorithm
has minimal impacts on the intra-stream synchronization during the media presentation, due to the
bounded time relabeling errors.
2. The intra-bundle and intra-media SP sequences can explicitly tell the time correlations of media
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frames within each bundle. These correlations can be used to evaluate the intra-media and intra-
bundle synchronization skews in different locations.
3. The intra-session (inter-receiver or inter-sender) synchronization skews can be evaluated by compar-
ing the latencies of multiple intra-bundle SP (from different sender sites, or to different receiver sites),
assuming the global time availability.
4. The media data at each intra-bundle SP carries the most important synchronization information, so
they should be given the highest priority in allocating bandwidth resources during the media distri-
bution. In other words, each site may receive some sensory streams (usually those which are not
synchronization references) from a sender with a reduced frame rate, where only the media frames
within the intra-bundle SP are secured. This further proves the importance of evaluating the skews at
the intra-bundle SP sequences.
In Section 4, we will present multi-tier collaborative synchronization controls based upon the above
remarks.
3.4 Summary
In this section, we have presented a novel multi-dimensional synchronization model that takes into account
the device/stream heterogeneity and scalability, system pipeline configurability, and multifunctional activity
dependency, as well as a new synchronization point algorithm to identify the time correlations of multi-
modal media frames. Our work indicates a pioneering direction that the synchronization framework needs
to be taken as our multimedia environments are getting richer in terms of multi-modal devices, more pow-
erful in terms of computing power, and faster in terms of the high network inter-connectivity. These novel
synchronization specifications will be employed and evaluated as an integral part of the overall synchro-
nization framework throughout our study.
3.5 Table of Abbreviations and Notations
List of Abbreviations in Chapter 3:
NTP Network Time Protocol
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PTP Precision Time Protocol
SP Synchronization Point
SR Synchronization Region
W.L.O.G Without Loss of Generality
List of Notations in Chapter 3:
x Index of sender site
i Index of media modality
j Index of sensory stream
k Index of media frame
k|j Index of media frame of stream j
kˆ Index of intra-media synchronization point (note it iskˆ)
kˆ|i Index of intra-media synchronization point of media modality i (note it iskˆ|i)
lˆ Index of intra-bundle synchronization point (note it is lˆ)
nx Sender site x
ny Receiver site y
ux Media bundle from sender nx
rux→y Requested media bundle from sender nx to receiver ny
mxi i-th media modality within ux
sxi,j j-th sensory stream in media modality mxi
fxi,j(k) k-th media frame in sxi,j
N Number of all sites in the session
NAP Number of activity participants (senders) in the session
NU Number of media bundles in the session
NMx Number of media modalities in bundle ux
NSxi Number of sensory streams in mxi
ΔTi (Average) Inter-frame period of media modality i
ΔTu Period of intra-bundle synchronization point sequence
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spxi (kˆ) kˆ-th intra-media synchronization point of media modality mxi
{spxi (kˆ)} Periodic intra-media synchronization point sequence
spx(lˆ) lˆ-th intra-bundle synchronization point of media bundle ux
{spx(lˆ)} Periodic intra-bundle synchronization point sequence
n∗ Intra-session synchronization reference (reference site)
mx∗ Intra-bundle synchronization reference (reference media modality) within ux
sxi,∗ Intra-media synchronization reference (reference stream) within mxi
fxi,j(∗) Intra-stream synchronization reference (reference frame) within sxi,j
D Any general latency, e.g., Drg, Drl, Dis
ΔD(fxi,j(k), n
y) Intra-stream synchronization skew of fxi,j(k) when distributed to receiver ny
ΔD(sxi,j, n
y) Intra-media synchronization skew of sxi,j when distributed to receiver ny
ΔD(mxi , n
y) Intra-bundle synchronization skew of mxi when distributed to receiver ny
ΔD(ux, ny) Intra-session synchronization skew of ux when distributed to receiver ny
tc Assigned captured time at the media sensor
te Actual arrival time at the encoding machine
t′e Realigned periodic arrival time at the encoding machine
tleft Left bound (start time) of an intra-media synchronization region
tright Right bound (end time) of an intra-media synchronization region
offsetxi,j Time offset of the first media frame fxi,j(1) of sxi,j
Te Distribution (random variable) of te
μxi,j(k) Mean arrival time of fxi,j(k)
σi Standard deviation of media modality i
γi Sampling drift of media modality i
P Probability
P err Error probability
Cerr Consecutive error number of media frames
P TH Error probability lower bound
βi,j βi,j = offsetxi,j − tc(spi(1))
CF Contribution factor
O(sxi, j) Orientation of stream sxi, j
O(x, y) Desired receiver ny’s view orientation from nx’s streams
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CHAPTER 4
DESIGN OF MULTI-TIER SYNCHRONIZATION
CONTROLS
The multi-layer (intra-stream, intra-media, intra-bundle and intra-session) synchronization skews can be in-
troduced in all tiers (locations) in teleimmersion. Without appropriate controls in each tier, these skews can
be propagated, and the accumulated effect will impose difficulties on final synchronous presentation of mul-
timedia data at the receiver output devices. Hence, we investigate a multi-tier collaborative synchronization
control framework, where multi-layer synchronization skews are constrained in all three tiers. Our study in
this chapter is non-perception based, meaning that the synchronization control adaptations are independent
of real human perceptual feelings in heterogeneous teleimmersive activities.
4.1 Overview
The multi-tier collaborative synchronization control framework includes the following key components:
• Capturing Tier. We develop CloudStream, a cloud-based media processing/encoding parallelization
and scheduling scheme for computation-intensive media like 3D multiview videos. Our cloud sched-
uler is able to predict the computation demand of each media frame, and decide the minimal amounts
of cloud resources, in order for speeding up the computing time and smoothing the computing jitter.
This allows the teleimmersive systems to meet the synchronization demands at the capturing tier.
• Distribution Tier. We propose SyncCast, a synchronized multicast overlay for multi-modal multi-
stream distribution in teleimmersion. Our overlay topology is able to find the shortest distribution
paths for each sensory stream under the multi-layer synchronization constraints. Its design is based
on adapting the bandwidth allocations based on the contributions of media data to end user interests,
for the purpose of maximizing the bandwidth utilization to send most important media data to all
participating sites within each teleimmersive session. A cooperative frame rate allocation scheme is
employed to address the issue of bandwidth insufficiency in SyncCast.
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Figure 4.1: Multi-tier synchronization control timeline.
• Presentation Tier. We discuss TBuffer, an adaptive presentation scheduling scheme which is able to
perform, under Internet jitter degradations, final in-sync multi-modal media presentation at distributed
receiver sites, while satisfying the demands of media signal intelligibility at the best interactive qual-
ity.
Fig. 4.1 shows the timeline of multi-tier synchronization controls, where tc is the media capturing time
(derived from Section 3.3), to represents the presentation time at the receiver output devices, tsg and trg
denote the arrival time of media data at the sender and receiver gateways. Hence, our multi-tier synchro-
nization control framework achieves multimedia synchronization in each tier by adapting Tcap, Tnet and
Tpre respectively. Throughout the chapter, we follow the same mathematical denotations to describe the
multimedia data as in Section 3.1.
4.2 CloudStream: Capturing Tier Control
The goal of CloudStream is to employ the minimal (computation) cost to achieve the multimedia synchro-
nization at each sender site. The intra-bundle skews can be reduced by outsourcing the media computation
tasks to the cloud infrastructure to speed up the processing/encoding process of computation-intensive media
like 3D multiview videos. The multi-layer synchronization constraints can be further realized by deciding
the amounts of cloud resources based on predicted media computation demands in order to smooth the re-
sulting computation jitter. Due to the negligible computation overhead on audios, haptics and etc, we only
focus on the parallelization of 3D multiview videos.
An illustration of the CloudStream setup is presented in Fig. 4.2. Note that for video streams targeting
for active receivers, the communication latency between the TEEVE testbed and the cloud must be much
smaller than the actual media computation time, for the sake of interactive quality. In this case, we may
employ the campus cloud infrastructure that are colocated in the same LAN as the TEEVE testbed. For
passive receivers where the interactive quality is less important, commercial cloud infrastructures with a
reasonable communication latency can be used.
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Figure 4.2: An illustration of CloudStream setup.
4.2.1 Design of CloudStream
• Design Rationale for Multi-level Parallelization
We propose our parallelization scheme. Previous studies have achieved the video encoding paralleliza-
tion on a single multi-core computer with and without GPU support [25, 26], or in a cloud infrastructure
like Google Hangout [165], but none of them provides the real-time synchronization support.
3D multiview video coding structures. We employ the 3D multiview video codec developed in UC
Berkeley [166]. A 3D multiview image carries a set of time-correlated 3D singleview frames (i.e., an intra-
media synchronization point as in Section 3.3), and the sequence of singleview frames from the same view
is processed and encoded in an individual video stream (i.e., different streams represent different views).
There is no coding dependency across multiple views belonging to the same multiview image, and across
the singleview frames within each stream. When encoding a singleview frame, the codec has an internal
support for data parallelization using OpenMP [167]. Several encoding memory spaces need to be shared
across different data partitions.
Inter-node and intra-node parallelism. To exploit the compute nodes returned by the cloud at full po-
tential, we need to parallelize the encoding scheme across different compute nodes (inter-node parallelism)
which do not share the memory space. On the other hand, the shared-memory address space of the paral-
lelism inside one compute node (intra-node parallelism) will ease the management of sharing information
or states with the help of threads synchronization by locks or barriers. However, thread synchronization can
cause overhead and may serialize the whole encoding, offsetting the performance gains from parallelization.
Additionally, these two different types of parallelism prefer different work granularity. As a rule of thumb,
the inter-node parallelism has much larger granularity than its counterpart.
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Figure 4.3: Multi-level parallelization in the cloud. DP: data partition within 3D singleview video frame.
NS: number of views (video streams), M : number of DP within each stream.
Choice of our parallelization scheme. From the above discussions above, we propose our multi-level
encoding parallelization scheme. The idea of our scheme is shown in Fig. 4.3. In our scheme, since the
coding-independent multiview images have the largest work granularity, encoding at the view level is an
ideal candidate to be parallelized across different compute nodes. The internal parallelization support for
encoding singleview frames makes it ideal for intra-node parallelism, which can be easily implemented
using OpenMP by encoding each slice on a different CPU within a compute node (Fig. 4.3).
• Prediction of Computation Demand
We predict the single-core computation time for 3D singleview frames within each video stream for any
sender site nx. Given the k-th frame fxV,j(k) of the j-th video streams, its predicted computation demand
T˜cap(f
x
V,j(k)) can be computed using a linear predictor:
T˜cap(f
x
V,j(k)) =
L∑
l=1
al × Tcap(fxV,j(k − l)) (4.1)
where Tcap represents the actual single-core computation time, L is the predictor order and al (l = 0, 1, . . . , L)
are the coefficients. In our study, these coefficients {al} are computed offline using the Levinson-Durbin
recursion approach. We have tested different order L, and found that any L ∈ [6 10] can achieve a prediction
accuracy of 90% of samples within 5% deviation, and 99% of samples within 10% deviation. The accuracy
can be further improved by offline profiling [168, 169], whose details are not the focuses of this study.
• Inter-node Parallelism
For inter-node parallelism, the cloud scheduler simply maps a newly arrived singleview video frame to a
compute node (usually realized by a virtual machine). However, different compute nodes can be configured
with unequal number of CPUs. Our CloudStream scheme prefers the compute node with the minimal cost
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Figure 4.4: Average computation time of video frames using single or dual CPU for under three scenarios:
no person in the scene, side view, and front view.
(i.e., the number of CPUs) that meets the synchronization demand at the capturing tier, as discussed below.
• Intra-node Parallelism
We realize the multi-layer synchronization demand by bounding the predicted multi-core computation
time of the 3D video frames within a preset interval THcap, i.e,
∀x, y, j : T˜cap(fxV,j(k), ny) < THcap (4.2)
where T˜cap(fxV,j(k), ny) is the predicted computation time of the video frame fxV,j(k), which is equal for all
receiver sites ny in our system.
Given the predicted single-core computation time T˜cap for each media frame fV,j(k), and the computa-
tion demand for the sequential encoding part in the codec ΔTseq, the minimal number of CPU required to
achieve the synchronization is:
Mmin(fxV,j(k)) =
⌈
T˜cap(f
x
V,j(k)) −ΔTseq
THcap −ΔTseq
⌉
(4.3)
4.2.2 Evaluation Results
In our cloud testbed, we use up to four CPUs (Intel Xeon 2.8 GHz) for each compute node. Fig. 4.4 shows
the average computation time of video frames using either single or dual CPU under three scenarios: (1) no
person in the scene, (2) a side view of person, and (3) a front view of the person. Because these scenarios
carry heterogeneous amounts of visual information, the corresponding computation demand is also different.
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Figure 4.5: Left figure shows the computation time for each video frame using single CPU. Right figure
depicts the minimal number of CPU required to achieve synchronization constraints when THcap = 75 ms.
In general, a greater amount of visual information can demand a larger computation time. We also use the
Amdahl’s Law to infer the sequential processing part of the video codec, and we find ΔTseq ≈ 30− 35 ms.
Fig. 4.5 shows the variations of computation demand for each video frame using single CPU. Based on
the estimated ΔTseq, we compute the resulting minimal CPU number required to achieve synchronization
constraints under THcap = 75 ms. The majority of video frames require two CPUs to achieve the computation
time below THcap. As a rule of thumb, the scenario with no person only requires only one CPU because very
few visual data are carried in the black background, while the scenario with a front view of a person demands
more than two CPUs owning to the more complicated visual contents.
4.3 SyncCast: Distribution Tier Control
The distribution of bandwidth-consuming 3D multiview videos is a problem because the availability of the
network bandwidth resources cannot match the growing need of the multiview camera sensors. This means
that not all video streams can be supported during the multicast. In teleimmersion, our SyncCast overlay
gives priority to the distribution of video streams that are most important to end user interests (based on
Eqn. 3.1). We will assume that the audio, haptic, body sensory and many other streams (except video) are
guaranteed distribution, due to their negligible data demand.
We present the design of the SyncCast, a multicast scheme which is able to maximize the bandwidth
utilization to distribute multi-modal multi-streams sourced at multiple teleimmersive sender sites with the
minimal distribution latencies. We will focus on the distribution of the videos. To deal with the bandwidth
insufficiency issues, a cooperative video frame rate allocation algorithm is also included in SyncCast. Our
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Figure 4.6: (a) An example of different path options (numbers are indicated in ms). (b) An example of video
dominance and path prioritization
SyncCast is based upon the previous teleimmersive multicast study called ViewCast [12], which did not
investigate the synchronization impact in building the overlay. We will compare our design with ViewCast
throughout the section.
4.3.1 System Model
• Topology Model
We present the topology model based on the media data model described in Section 3.1. In multi-site
teleimmersion, each of the N sites can be classified as a sender site or/and a receiver site. A sender site can
itself also be a receiver. We let Esnd denote the set of sender sites in the system, where NAP = |Esnd|. In
our study, we assume that for each sender site nx ∈ Esnd, all other N − 1 sites within the session are the
receiver sites of nx.
We use Lx,x′ to describe the link cost between two neighboring sites nx and nx′ , and its cost is C(Lx,x′).
For example, in Fig. 4.6(a), the link cost between site IL and site JP is 109 ms. Note that there may not
be a direct link between two sites due to the potential connectivity problem in the real world. A path from
a sender site nx to a receiver site ny may be routed through several intermediate sites in the overlay, and
there can be multiple path options between the sender and receiver. We denote the set of path options as
Px,y. To simplify the problem, we assume Px,y is a sorted list, where the k-th shortest path is Px,y[k], and
its cost is C(Px,y[k]). The path cost can be computed by summing up all the link costs on the path and
the transmission latencies1 incurred on sender, intermediate and receiver sites. We assume in our study that
these transmission latencies are negligible. For example in Fig. 4.6(a), we have three paths between IL and
1The transmission latency is the delay incurred that are used to push byte streams from the network socket to the physical
wireline/wireless links.
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CN with different costs: 184 (via CA), 179 (via JP), and 372 (via JP and DE).
Each site nx has an in-degree and out-degree bandwidth upper bound (i.e., maxBxin and maxBxout)
to constrain the bandwidth usage Bxin and Bxout. To simply the problem, the unit of all bandwidth-related
metrics is represented in number of video streams in our study. We assume the bandwidth consumptions of
all other media modalities are negligible compared to the 3D videos.
• Visual Contributions of Video Streams
Here, we extend the concept of the visual contribution factor (CF) proposed in Section 3.2, and prioritize
the video streams into three categories at each receiver site.
• Dominant Stream (DS). A video DS is the stream with the maximum CF (i.e., the synchronization
reference video stream) among all other same-source video streams from each sender. A receiver site
can have a set of video DS from different senders (one DS from each sender). The quality of the
video DS directly decides the satisfaction of user interests. For example in Fig. 4.6(b), the sender site
1 outputs three video streams, where s1V,1 is the DS of receiver site 2, and s1V,2 is the DS of receiver
site 3.
• Non-Dominant Stream (NDS). The set of video NDS are the streams with a positive CF (CF > 0)
from each sender. A video NDS has partial visual contributions to the target receiver. For example in
Fig. 4.6(b), s1V,3 is the video NDS for both receiver sites 2 and 3.
• Non-Use Stream (NUS). The set of video NUS are the streams with a non-positive CF (CF ≤ 0) from
each sender. A video NUS has no contribution to the receiver. For example in Fig. 4.6(c), s1V,2 is the
NUS of receiver site 2, and s1V,1 is the NUS of receiver site 3.
A receiver site only requests video DS and NDS from each sender. Note that a video stream can serve
as a DS for some receivers, while as a NDS or NUS for others within the whole multi-site teleimmersive
session. To describe the visual contributions of a video streams to all receiver sites within the system, we
further propose the metric Global Contribution Factor (GCF) as follows:
GCF(sxV,j) =
∑
y
O(sxV,j) · Ox,y (4.4)
Here, both O(sxV,j) and Ox,y are defined in Section 3.2. A video stream with a larger GCF is visually more
important to whole system than other streams with smaller GCF.
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In comparison, ViewCast does not prioritize video streams based on GCF, but rather solely on the CF of
video streams to each receiver site. This can create an issue when two video streams are competing for the
limited bandwidth resources (one with a small CF to one specific receiver and a large GCF, and the other
with a large CF to the same receiver and a small GCF). ViewCast in this case will prefer the second stream.
As an insufficient bandwidth availability, ViewCast’s policy may lead to the dropping of the video stream
with the larger GCF, which can potentially affect numerous receiver sites demanding the stream as the video
DS. This leads to the concept of victims as discussed below.
• Victim Sites and Victim Streams
We propose two victim concepts to describe the cases when the receiver sites do not receiver all video
streams.
Definition 4.3.1 A victim site is a receiver site which cannot successfully receive video DS from all sender
sites. In other word, there can be at least one video DS (from one sender) missing at a victim site.
Definition 4.3.2 A victim stream is a video DS or NDS stream (from any sender site) which is not success-
fully received by a receiver site.
In comparison, ViewCast evaluates its performance by solely counting the number of victim streams.
4.3.2 Problem Formulation
Based on the prioritization of video streams and the concept of victims, we formulate the problem of Sync-
Cast. We will focus on distributing the video streams in SyncCast under both multi-layer synchronization
constraints and bandwidth constraints. In order to maximize end user interests with the best interactive
quality and minimize the number of victim sites, we prescribe that all video DS within the multi-site teleim-
mersive session should be given the highest priority in allocating the bandwidth resources and finding the
shortest paths. We then minimize the number of victim streams rate by distributing video NDS with the best
bandwidth utilization.
We simplify the distribution tier problem by assuming that all other media data (like audios, haptics and
etc.) between each sender and receiver sites follow the same distribution paths as the corresponding video
DS. This will allow us to guarantee no intra-bundle skew and no intra-media skew for media modalities
except video. We also leave the intra-stream synchronization issue to the presentation tier control. Hence,
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the intra-media skews of the videos and intra-session (both inter-sender and inter-receiver skews) are the
main synchronization concerns in SyncCast.
We denote the average latency of media data incurred during the distribution as Tnet. For example, we
can use Tnet(s
x
i,j, n
y) to represent the average latency of the stream sxi,j when it is distributed to ny. In
addition, because all other media modalities follow the same distribution path as the video reference stream
(i.e., the video DS) between a sender and a receiver, we get Tnet(ux, ny) = Tnet(mxi , ny) = Tnet(sxi,∗, ny).
We also use ζ1 and ζ2 to denote the number of victim sites and victim streams. The upper bounds of
synchronization skews are prescribed as δ1(i) for the intra-media layer, δ2(i, ∗) for intra-bundle layer, and
δ3 for intra-session layer. Here, δ1(i) value varies at different media modality i, while δ2(i, ∗) value is
decided by the media modality i and the reference modality ∗. Hence, in the distribution tier, δ2(i, ∗) = 0
and δ1(i) = 0 (i = ‘V’). δ1(V) and δ3 are preset constant positive numbers. Both inbound and outbound
bandwidth usage should also be bounded. The overall problem can be formulated in the following general
form:
• Minimizing victim sites and victim streams:
MIN ζ1 and ζ2
• Minimizing average system EED of video DS paths:
MIN 1
N ×NAP
∑
x
∑
y
Tnet(s
x
‘V’,∗, n
y)
• Synchronization constraints (∀x, y, i, j) :
|ΔTnet(sxi,j, ny)| ≤ δ1(i)
|ΔTnet(mxi , ny)| ≤ δ2(i, ∗)
|ΔTnet(ux, ny)| ≤ δ3
• Bandwidth constraint (∀x) :
∀ nx : Bxin ≤ maxBxin, Bxout ≤ maxBxout
4.3.3 Path Selection Policies
Multiple path options can be selected in the overlay, and different options can lead to diverse bandwidth
utilization outcomes. So before the discussions of SyncCast design, we present our path selection policies
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with a goal to maximize the utilization of bandwidth resources in teleimmersion. We will first propose the
metric fairness (or unfairness), which is closely related the bandwidth utilization.
• Fairness of Path Options
Due to the diversity of user views, different receivers may request different video DS and NDS. Previous
studies [27, 28, 29, 30] assume the multi-stream homogeneity from the same sender, and hence, it is possible
that some intermediate sites may have to relay some video streams which have no contribution (i.e., NUS)
to themselves. For example in Fig. 4.6(b), site 2 has to relay s1V,2 even though it does not request the stream.
This will cause an unfairness in the multicast overlay, which would otherwise waste the network bandwidth
resources at these intermediate sites. A good scheme should be able to achieve fair routing in which the
intermediate sites only relay streams that they themselves may request. To evaluate the fairness of different
path options between the sender site nx and the receiver ny for a video stream s captured at nx, we compute
on each path Px,y[k] , the number of intermediate sites where s has no contribution (i.e., s is a NUS to the
intermediate site), and denote it as Qx,ys [k]. We call it the unfairness value. For example in Fig. 4.6(b), the
path from site 1 to site 3 via site 2 leads to an unfairness value equal to 1 for the video stream s1V,1.
• Heuristic Path Selection Policies
To effectively preserve the bandwidth resources during the video multicast, we propose the following
three path selection policies for multi-site teleimmersion.
• To improve the fairness of the distribution overlay while preserving the interactivity in the multi-site
teleimmersion, we prioritize multiple path candidates based on a fairness-first, cost-next policy in our
system, meaning that the paths with a smaller unfairness value are always placed at a higher priority,
and that the path with a shorter cost (latency) is better than those with the same unfairness value but
a longer cost (latency).
• No sender site is responsible for relaying its NDS sourced at all other senders.
• No site is responsible for relaying its NUS (which can be DS/NDS to other receivers) sourced at all
senders.
By contrast, ViewCast preserves the bandwidth by guaranteeing the strict fairness: the receiver sites
only request a video stream from either the sender site or those that have already requested and received the
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stream. However, multiple video DS can compete for bandwidth resources at different sites. Without re-
laxing the fairness constraint, we may not guarantee the successful distribution of video streams (especially
DS) in ViewCast.
4.3.4 Design of SyncCast
Based on the above discussions, we propose SyncCast design. The multicast overlay problems have been
proven NP hard [12]. Hence, we use a heuristic approach to solve the problem. Fig. 4.7 shows an outline of
the overall scheme.
• An Overview
The general idea is that SyncCast decides a multicast tree topology for each video stream (from a sender
site to all receiver sites) within the whole session. However, due to heterogeneous visual contributions of
video streams to different receiver sites, SyncCast finds the distribution paths for video DS and NDS in the
order of the following three service classes. The order of video streams being serviced in each service class
is decided by their GCF. In other words, the video streams with larger GCF are serviced earlier than those
with smaller GCF in the same class.
SyncCast first determines the multicast trees for all video DS (class 1). The algorithm can be divided
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into two parts: multi-tree construction and multi-tree adjustment. During the stage of the multi-tree con-
struction, SyncCast tries to find the latency/fairness prioritized path that satisfies both synchronization and
bandwidth constraints. If there is no successful path, either bandwidth or the synchronization constraint has
to be relaxed. During the stage of the multi-tree adjustment, SyncCast seeks alternative paths for previous
successfully assigned paths, for the purpose of reducing the synchronization skews and/or the bandwidth
overhead within the bounded allowance. After the two stages, SyncCast either achieves cooperative frame
rate allocation at each site if the bandwidth constraints are still not satisfied, and/or leave the problem to the
presentation tier (Section 4.5) if the synchronization constraints are still violated.
Next, SyncCast decides all video NDS which have been requested as DS by other receivers (class 2).
In order to reduce the bandwidth overhead at the original sender sites, an option is to let these NDS re-
ceivers only request from the sites that have already received the stream (either as DS or as NDS). For each
video stream, SyncCast determines all serviced sites (i.e., sites that received the stream) in the distribution
topology before it picks the best parent site for an unserviced receiver (i.e. a site that has not received the
stream).
Last, SyncCast finds possible distribution paths for all sole-NDS (class 3), i.e., video streams that have
never been requested as DS. We will follow the same approach as in class 2 to pick the best parent sites.
To minimize the number of victim streams (which are usually bottlenecked at the sender sites due to the
inadequate bandwidth availability), we do not request a video NDS directly from the original sender site,
unless it has never be serviced (i.e., the stream has never been distributed to any receiver site).
By contrast, ViewCast only sets an upper bound for Tnet without further taking any further action on the
synchronization constraints. The algorithm simply picks a site with the least bandwidth overhead among the
sender and the sites which have already received the stream. Hence, multiple streams from a same sender
to a same receiver can follow paths with huge Tnet differences. This will cause noticeable intra-media skew
among the video streams. The intra-session skews, on the other hand, can only be constrained within the
Tnet upper bound.
• Distribution of Video DS in Class 1
During the stage of the multi-tree construction, SyncCast finds, between each sender and receiver, the
best prioritized path that satisfies both bandwidth and intra-session synchronization constraints. We call a
path successful if both constraints can be addressed. Otherwise, SyncCast considers three cases:
1. If there are paths satisfying only the intra-session synchronization constraints, SyncCast selects,
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among these paths, the one with the least number of intermediate sites hat violate the bandwidth
upper bound.
2. If there are paths satisfying only the bandwidth constraints, SyncCast selects, among these paths, the
one which will lead to the smallest intra-session skew.
3. If there is no path satisfying either constraints, SyncCast heuristically selects the bandwidth-unconstrained
path with the smallest intra-session skew.
We call the paths assigned in the above three cases unsuccessful paths.
During the stage of the multi-tree adjustment, SyncCast seeks alternative paths for the successful paths,
to address of the issue of intra-session synchronization violation or bandwidth bottleneck for unsuccessful
paths. It takes into account the following two situations.
1. If there is an intra-session synchronization violation, SyncCast finds alternative paths for the set of
original successful paths that cause the unbounded synchronization skews.
2. If there are sites with unbounded incoming/outgoing bandwidth, SyncCast decides the alternative
paths for the set of original successful paths that are routed through these bottlenecked sites.
After the multi-tree adjustment, if there are still unsuccessful paths violating the synchronization con-
straints, SyncCast will leave the problem to the presentation-tier synchronization controls. If some sites are
still overloaded, the algorithm applies cooperative video frame rate allocations (Section 4.3.5).
• Distribution of Video NDS in Class 2
After the distribution of all video DS in class 1, SyncCast finds the paths for the set of video NDS to
different receiver sites which have already been serviced as video DS to other receiver sites. Generally, for
each video NDS, SyncCast first finds a set of parent site candidates such that the resulting path satisfies the
intra-media synchronization constraint (across the video streams from the same sender to the same receiver).
SyncCast then decides, among these candidates, the best parent site that has the lowest outgoing bandwidth
usage that does not exceed the bandwidth upper bound.
• Distribution of Video NDS in Class 3
The distribution policy of video NDS in class 3 is almost the same as those in class 2. The only exception
is that a receiver site needs to request a video NDS directly from the original sender site, if the video stream
has never been serviced.
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4.3.5 Cooperative Frame Rate Allocation
SyncCast applies the cooperative video frame rate allocation scheme to reduce and bound the incom-
ing/outgoing bandwidth overhead at the overloaded sites shared by multiple video DS. We suppose there
are W video DS ds1, . . . , dsW (from multiple sender sites to different receivers) that are relayed by an
overloaded site nx with a preset upper bound maxBxin and maxBxout. We also assume the frame rate of each
video DS is FR1, . . . ,FRW .
Hence, if the total outgoing bandwidth usage at nx exceeds the upper bound (W > maxBxout), the
actual frame rate for each video DS should be reduced to FR1×(maxBxout)/W, . . . ,FRW ×(maxBxout)/W .
Similarly, if the total incoming bandwidth usage at nx exceeds the upper bound (W > maxBxin), the actual
frame rate for each video DS will be reduced to FR1 × (maxBxin)/W, . . . ,FRW × (maxBxin)/W .
4.3.6 Evaluation Results
• Description of Evaluation Testbed
We develop a multi-site 3DTI simulator for SyncCast evaluations, and we consider both 5-site and 9-site
cases. For each case, we evaluate different connectivity setups with participants sites in different continents
of the world (Table 4.1 and 4.2). These connectivity setups can be broadly divided into three scenarios
based on their geographical locations: (1) all sites in US (represented as 5A and 9A), (2) sites in both US
and Europe (5B and 9B), and (3) sites in US, Europe and Asia (5C and 9C). We obtain the average one-way
latency statistics for each setup from real PlanetLab nodes. To get the realistic latency data, we send UDP
packets from each site to all others at the same time and computed the one-way latency by halving the round-
trip time information. The size of the packets was smaller than the maximum transmission unit (MTU) in
order to avoid fragmentation. In addition, widely-deployed firewall and poor link conditions (high loss rate,
large jitter or low data rate) can impede the direct connections and transmissions of real-time traffic between
certain sites. Hence, we remove some of the links (shown in the grey boxes in Table 4.1 and 4.2), and
represent the new network environment as 5D-5F and 9D-9F to simulate the firewall-blocked connection
(e.g. the link between IL and IN in Table 4.1(a)) or poor link conditions (e.g., links between Beijing and all
sites outside China in Table 4.2(c)). So there are total of 12 connectivity setups for evaluation.
We suppose each sender site outputs 8 video streams from 8 3D cameras placed evenly (in a separation
of 45-degree angle) in a 360-degree circle around a scene [12]. These cameras can capture the 3D images
of the same scene from different views. From each sender site, a receiver requests 1 audio stream, 1 video
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Table 4.1: Average one-way delay (msec) for 5 nodes. (a) in US, (b) in US and Europe, (c) in US, Europe
and Asia.
Table (a): 5 nodes in US (5A,5D)
5A CA IL FL IN NY
CA 0 32 35 33 43
IL 32 0 28 10 21
FL 35 28 0 24 24
IN 33 10 24 0 18
NY 43 21 24 18 0
Table (b): 5 nodes in US and Europe (5B,5E)
5B CA IL UK DE NY
CA 0 32 80 88 43
IL 32 0 72 75 21
UK 80 72 0 18 53
DE 88 75 18 0 52
NY 43 21 53 52 0
Table (c): 5 nodes in US, Europe and Asia (5C,5F)
5C CA IL DE JP CN
CA 0 32 88 70 152
IL 32 0 75 109 178
DE 88 75 0 140 123
JP 70 109 140 0 34
CN 152 178 123 34 0
DS and 2 video NDS (which are the two neighboring streams of the video DS). To simulate a real multi-site
collaboration scenario, we suppose 50% of the receiver sites share the same video DS, and the other 50%
of the receiver sites request different video DS. We omit other media modalities because they will not affect
the SyncCast topology construction.
We set both incoming and outgoing bandwidth upper bound to be 10 video streams at each site (i.e.,
maxBxin = 10, maxB
x
out = 10). We prescribe that the intra-media skew upper bound δ1(V) = 80 ms and
that the intra-session skew upper bound δ3 varies from 100 to 300 ms (in a separation of 100 ms).
To compare SyncCast with ViewCast, we use the same intra-session skew upper bound δ3 for both
SyncCast and ViewCast. In ViewCast, we achieve this by setting ViewCast’s Tnet upper bound equal to δ3.
• Simulation Results
Here, we only present the situation that 50% of the participating sites are sender sites (i.e., 2 sender sites
in the 5-site case and 4 sender sites in the 9-site case). The set of the senders are randomly selected in each
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Table 4.2: One-way delay (msec) for 9 nodes. (a) in US, (b) in US and Europe, (c) in US, Europe and China.
Table (a): 9 nodes in US (9A,9D)
9A CA1 CA2 IL1 IL2 IL3 FL IN NY TX
CA1 0 2 32 31 32 35 33 43 18
CA2 2 0 31 35 32 35 20 46 19
IL1 32 31 0 1 2 28 10 21 19
IL2 31 35 1 0 1 28 11 21 19
IL3 30 32 2 1 0 28 11 21 20
FL 35 35 28 28 28 0 24 24 27
IN 33 20 10 11 11 24 0 18 21
NY 43 46 21 21 21 24 18 0 31
TX 18 19 19 19 20 27 21 31 0
Table (b): 9 nodes in US and Europe (9B,9E)
9B CA IL1 IL2 FL IN UK DE1 DE2 IT
CA 0 32 31 35 33 80 88 90 102
IL1 32 0 1 28 10 72 75 81 95
IL2 31 1 0 28 11 74 72 85 98
FL 35 28 28 0 24 85 86 82 92
IN 33 10 11 24 0 70 71 76 93
UK 80 72 74 85 70 0 18 18 24
DE1 88 75 72 86 71 18 0 6 17
DE2 90 81 85 82 76 18 6 0 21
IT 102 95 98 92 93 24 17 21 0
Table (c): 9 nodes in US, Europe and China (9C,9F)
9C CA IL1 IL2 UK DE1 DE2 SH BJ HK
CA 0 32 31 80 88 90 152 193 167
IL1 32 0 1 72 75 81 178 204 179
IL2 31 1 0 74 72 85 175 203 182
UK 80 72 74 0 18 18 155 187 160
DE1 88 75 72 18 0 6 143 181 152
DE2 90 81 85 18 6 0 140 180 153
SH 152 178 175 155 143 140 0 61 55
BJ 193 204 203 187 181 180 61 0 87
HK 167 179 182 160 152 153 55 87 0
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Figure 4.8: Number of victim sites in ViewCast. X-axis represents δ3. Number of victim sites in SyncCast
is always zero.
connectivity setup.
Victims. Fig. 4.8 shows the number of victim sites in ViewCast. The victims are incurred due to
the fact that (1) ViewCast does not take into account the service class differentiation, so video NDS can
consume lots of bandwidth resources which would otherwise used for video DS; and that (2) the Tnet upper
bound can reduce the video DS path availability, so the number of victim sites increases as the Tnet upper
bound decreases. By contrast, there are no victim sites introduced by SyncCast because of its mechanisms
of the service class differentiation, the cooperative bandwidth allocation and the path selection policies.
Fig. 4.9(a)-(b) demonstrate that the number of victim streams are also consistently lower than ViewCast.
Bandwidth overhead. It is not difficult to prove that the average incoming and outgoing bandwidth
overhead per site should be equal, so we present the results using the same figure. Fig. 4.9(c)-(d) demonstrate
that SyncCast boasts a higher incoming/outgoing bandwidth utilization than ViewCast, which is the main
cause for less victim streams/sites in SyncCast.
Average Tnet of video DS paths. Fig. 4.9(e)-(f) depict the average Tnet of video DS paths of the two
algorithms. When δ3 = 200 or 300 ms, SyncCast’s results are comparable to or smaller than ViewCast’s,
proving the effectiveness of the SyncCast algorithm. When δ3 = 100 ms, due to huge number of victim
sites in ViewCast, the remaining successful video DS paths (usually with shorter Tnet) can lead to an average
smaller than SyncCast’s results.
Intra-media skews for videos. We compare the intra-media skews for videos in Fig. 4.10(a)-(b). We
show that SyncCast can consistently achieve the intra-media synchronization within the preset 80 ms con-
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straint by dropping video streams which would otherwise cause unbounded skews. On the other hand,
ViewCast does not demand this constraint, so the resulting skews can only be limited within the Tnet upper
bound.
Intra-session skews. Fig. 4.10(c)-(f) show the maximum intra-session skews (both inter-sender and
inter-receive). They depict that both ViewCast and SyncCast can successfully limit all the intra-session
skews within the prescribed upper bound. Note that because the two protocols are using different approaches
to achieve the synchronization, the resulting intra-session skews of SyncCast do not have to be smaller than
those of ViewCast.
4.4 TBuffer: Presentation Tier Control
We develop TBuffer, an adaptive media presentation scheduling (MPS) scheme for multi-device synchro-
nization at each teleimmersive receiver. We focus on the inter-sender skews at the intra-session layer in
our study, and assume that the inter-receiver synchronization problem has been solved by existing stud-
ies [82, 83, 84, 85].
Each receiver site consistently monitors the multi-layer synchronization skews based on the intra-bundle
synchronization point (SP) sequences (Section 3.3) from multiple senders. To achieve in-sync media pre-
sentation at the distributed output devices at a receiver, existing studies [15, 19] usually employ MPS to
compensate for the media delay difference within/across the bundles by performing buffering adaptation.
However, distributed buffer control at scalable media output devices requires expensive message commu-
nication. In our study, we perform multimedia synchronization by referencing the skews measured at the
intra-bundle SP sequences at each receiver gateway.
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4.4.1 Problem Formulation
We denote the (global) arrival time of media data at a receiver gateway as trg, the (global) release time
by the gateway at trl and their (global) presentation time at output devices to (Fig. 4.11). Hence, Drg =
trg− tc = Tcap+Tnet is the media latency incurred at the sender and Internet transmission, Th = trl− trg is
the media hold (buffering) time at the gateway, Tdec = to−trl is the computation (decoding) and processing
time incurred at the output devices, and Tpre = Th+Tdec is the overall time incurred at the presentation tier.
We fix a constant Tdec for all media modalities in our system to reduce message exchanges. Our goal is to
decide trl (and Th) based on Drg for multi-layer media synchronization. In other words, the synchronization
skews of Drl = trl− tc must be bounded across multi-modal multi-stream data of all media bundles at each
receiver.
Due to the real-time nature of teleimmersion, a longer Drl means a larger hold time or buffering latency:
accommodating greater variations of Drg at the expense of poorer interactivity. Here, we aim to decide
the minimal Drl for each multi-modal sensory stream within the session, which can successfully smooth
Internet jitter and bound the resulting multi-layer synchronization skews (evaluated at the sequence of intra-
bundle synchronization point from each sender site). For a given receiver ny0 , the following criteria must
be satisfied:
∀x, i, j : min Drl(sxi,j, ny0) s.t. (4.5)
P
(
Drl(s
x
i,j, n
y0) ≤ Drg(fxi,j(k), ny0)
) ≤ URTH(i) (4.6)
|ΔDrl(sxi,j, ny0)| ≤ δ1(i) (4.7)
|ΔDrl(mxi , ny0)| ≤ δ2(i, ∗) (4.8)
|ΔDrl(ux, ny0)| ≤ δ3 (4.9)
In the above equations, Eqn. 4.5 specifies all media frames within a sensory stream sxi,j should maintain
a same Drl to guarantee intra-stream synchronization. We count within each stream the number of media
frames that should have arrived at ny0 , and Eqn. 4.6 indicates the maximal unavailable rate/percentage
(UR) of these media frames at their scheduled release time trl, where URTH(i) is the upper bound of the
unavailability of the media modality i. Eqn. 4.7-4.9 specify the multi-layer skews, and the prescribed skew
upper bound for each layer: δ1(i), δ2(i, ∗) and δ3 (defined in Section 4.3.2).
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4.4.2 Design of TBuffer
At each receiver site ny0 , we decide Drl (and the resulting Th) of all received sensory streams using the
following three steps.
Step 1. We first decide the lower bound of Drl(sxi,j, ny0) for each sensory stream sxi,j to satisfy Eqn. 4.6,
and denote it as Dˆrl(sxi,j, ny0). This can be achieved by recording the arrival time of media frames at each
intra-bundle synchronization point (from different senders) since the last system update. We sort the list
of {Dˆrl(sxi,j, ny0)}x,i,j within the whole session from the longest to the shortest, and denote {s˜q} as the
resulting ordered sensory streams corresponding to the sorted {Dˆrl} (i.e., ∀q < q′ : Dˆrl(s˜q, ny0) >
Dˆrl(s˜q′ , n
y0)).
Step 2. Based on {Dˆrl}, we then update the actual Drl (Drl ≥ Dˆrl) for each sensory stream to
satisfy the multi-layer skew bound within/across multiple bundles from all sender sites. For each stream
s˜q, we evaluate the multi-layer synchronization skews introduced by s˜q and s˜q′ (∀q′ = {1, . . . , q − 1}).
If the synchronization satisfies Eqn. 4.7-4.9 constraints, we let Drl(s˜q, ny0) = Dˆrl(s˜q, ny0). Otherwise,
we increase the hold time of s˜q and set Drl(s˜q) to be the smallest number which does not violate the
synchronization demand. In each iteration, we go through all sensory streams within the same session, and
update the list {Drl}. Note that because of the multi-layer synchronization dependencies, the algorithm may
have to carry on multiple iterations before the multi-layer synchronization demands specified in Eqn. 4.7-4.9
are completely satisfied.
Step 3. Finally, we set the hold time of all media frames within each sensory stream, so that they are
shared with the same Drl. Based on their captured time tc, we can compute trl and Th accordingly. The
above approach will return a minimal solution list {Drl} that satisfies all criteria as specified in Eqn. 4.5-4.9.
4.4.3 Evaluation Results
• Descriptions of Evaluation Testbed
TEEVE testbed. We rely on the real teleimmersive testbed TEEVE, to evaluate the our TBuffer scheme.
One audio stream and up to three 3D video streams (representing three views) are configured at each site.
To make our results repeatable, we prerecord at the senders the size of original audio and multiview video
frames, so that our testbed is able to transmit the same media data in each experiment.2 A network emulator
is implemented between the sender and receiver gateways. It can replay delay and loss distributions for the
2We will evaluate real-time video and audio traffics and the resulting presentation scheduling in teleimmersion in Section 6.
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teleimmerive audio and video packets according to the real multimedia traces collected in the Internet. To
evaluate the bandwidth impact, we use tc software to control the upper bound of the data rate at the sender
gateways.
PlanetLab traces. We collect the Internet traces from the PlanetLab environment, as the input of our
network emulator. To make the results trustworthy, the PlanetLab sender uses UDP to send real teleimmer-
sive audio and video packets piggybacking local timestamp. The data rate of the audio stream is 100 kbps,
and of each video stream is around 3-4 Mbps. The PlanetLab receiver then collects the received media
traces, and record their one-way delay and loss distributions which will be used in the TEEVE testbed. Up
to 3 video streams are evaluated. To mitigate the bandwidth impact on the Internet delays and losses, we
carefully select PlanetLab computers which do not have bandwidth constraints. We then classify the Internet
connections based on the network statistics, so that our TEEVE testbed can be evaluated in diverse Internet
environment.
• Analysis of Experiment Results
To show the effectiveness of our TBuffer algorithm, we present a simple case with two sites, where
the sender site 1 sends three video streams and one audio stream to the receiver site 2. The PlanetLab
traffic is collected between USA and China in 2011. We compare our algorithm (Alg 1) with the traditional
single-reference inter-stream synchronization studies (Alg 2) [19]. In our Alg 1, we choose s1V,3 and s1A,1
as the video/audio reference stream, and audio m1A as the reference modality. In previous Alg 2, we simply
choose s1A,1 as the synchronization reference for all video streams. Fig. 4.12 and 4.13 show the results
over a 40-sec span, for URTH(‘V’) = 4%, URTH(‘A’) = 1.5%, δ1(‘V’) = δ1(‘A’) = 0, and δ2(‘V’, ∗) =
δ2(‘V’, ‘A’) = 80 ms in Eqn. 17-20 (we select these data based on [1]). We demand zero intra-media skew
(i.e., ∀i, δ1(i) = 0) for minimal spatial distortion of every media modality. We update the control status
every W = 8 seconds.
Fig. 4.12 shows the Drg and the resulting Drl adaptations for the four sensory streams. Between two
consecutive updates, the intra-stream synchronization is guaranteed by maintaining equal Drl of all media
frames within each sensory stream. Fig. 4.13(a)(b) present the intra-media and intra-bundle synchroniza-
tion skews ΔDrg due to Internet dynamics. Fig. 4.13 (c)(d) demonstrate the resulting multi-layer skews of
ΔDrl after the MPS control at the receiver gateway. There is no doubt that the traditional single-reference
algorithm (Alg 2) is unable to effectively bound the skews across the video streams, while our SP-based
algorithm can successfully and consistently achieve it by relying on the hierarchical synchronization refer-
ences. We have found that only less than 2% of intra-bundle SP do not arrive in time using our algorithm,
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and the number depends on the unavailability threshold, URTH(i), that we have chosen for the evaluation.
4.5 Summary
In this chapter, we present a multi-tier collaboration synchronization control framework that is designed to
constrain heterogeneous synchronization demands in each tier. The framework features (1) CloudStream,
a cloud-based encoding parallelization and scheduling scheme for bounding the computation overhead and
constraining the resulting computation skews at the capture tier; (2) SyncCast, a synchronized multi-source
multicast overlay design at the distribution tier; and (3) TBuffer, a multi-modal multi-stream presentation
scheduling scheme for multi-device synchronization at the presentation tier. All these control studies are
developed without the human perceptual feedback. In the next section, we will focus on the perception-
driven synchronization control approach.
4.6 Table of Abbreviations and Notations
List of Abbreviations in Chapter 4:
TEEVE Teleimmersive Environment for EVErybody
SP Synchronization Point
TCP Transmission Control Protocol
UDP User Datagram Protocol
IP Internet Protocol
EED End-to-End Delay
MPS Media Presentation Scheduling
List of Notations in Chapter 4:
x Index of sender site
i Index of media modality
j Index of sensory stream
k Index of media frame
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nx Sender site x
N Number of all sites in the session
NAP Number of activity participants (senders) in the session
tc Assigned captured time at the media sensor
tsg Arrival time at the sender gateway
trg Arrival time at the receiver gateway
trl Release time by the receiver gateway hold control
to Media presentation time at the output devices
Tcap Tcap = tsg − tc Duration at the capturing tier
Tnet Tnet = trg − tsg Duration at the distribution tier
Tpre Tpre = to − trg Duration at the presentation tier
ΔTcap Synchronization skew incurred at the capturing tier
ΔTnet Synchronization skew incurred at the distribution tier
ΔTpre Synchronization skew incurred at the presentation tier
L Linear predictor order
al Linear predictor coefficient
T˜cap Predicted computation time at the capturing tier
ΔTseq Timing overhead at the sequential encoding part
GCF Global contribution factor
O(sxi, j) Orientation of stream sxi, j
O(x, y) Desired receiver ny’s view orientation from nx’s streams
ζ1 Number of victim sites
ζ2 Number of victim streams
Bxin Ingoing bandwidth overhead at site nx
Bxout Outgoing bandwidth overhead at site nx
maxBxin Maximum ingoing bandwidth availability at site nx
maxBxout Maximum outgoing bandwidth availability at site nx
δ1(i) Upper bound for intra-media synchronization skew of media modality i
δ2(i, j) Upper bound for intra-bundle synchronization skew between media modality i and j
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δ3 Upper bound for intra-bundle synchronization skew within the session
ds Dominant stream
W Number of video dominant streams
FR Frame rate
Th Th = trl − trg Hold duration at the receiver gateway
Tdec Tdec = to − trl Decoding and processing expense at the decoding machine
Drg Drg = trg − tc Latency of media data experienced before receiver gateway arrival
Drl Drl = trl − tc Latency of media data experienced before receiver gateway release
ΔDrl Multi-layer synchronization skew at due to Drl
URTH(i) Upper bound for unavailable rate for each sensory stream of media modality i
Dˆrl Lower bound for Drl decided by URTH(i) at receiver media presentation
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CHAPTER 5
SYNCHRONIZATION AND HUMAN
PERCEPTION
In multimedia applications, the adaptation of synchronization control algorithms, and particularly the media
presentation scheduling (MPS) at the receiver sites, decides a set of system operating statuses that will result
in heterogeneous subjective user satisfactions. In turn, the human perception can serve as a direct feedback
to guide the synchronization adaptation. Hence, in this chapter, we will conduct user study to evaluate the
human perceptual quality as the result of the synchronization adaptation. We will also employ these real
subjective feedback in designing the perception-driven synchronization approach.
5.1 Overview
Fig. 5.1 shows the overview of this chapter. We first study the modeling of teleimmersive applications,
because the human perceptual quality is directly affected by the diverse functionalities of different shared
activities during the teleimmersive collaborations. Based on the characteristics of each application, we
investigate the objective quality metrics that capture both the streaming media quality and the flicker impact.
These multidimensional objective metrics are able to be accessed in real time, so they can reasonably reflect
the performance of the online synchronization adaptations. In addition, their combined contributions also
decide the overall human perceptual quality. Hence, in order to understand the people’s real feelings, we
conduct the subjective user study and evaluate media samples with different multidimensional objective
quality values, that are likely to appear during the synchronization adaptations in the real teleimmersive
applications. We employ the comparative category rating (CCR) method (discussed in Section 2.2) in our
study, with a goal to understand the quality comparison outcomes of media samples with different objective
values. We show the CCR inconclusiveness under the multidimensional quality tradeoffs, and propose a new
subjective metric to address the CCR issue. By generalizing the subjective evaluation results, we perform
the perception-driven synchronization with MPS control, and decide system operating status with the best
user satisfaction.
In our study, we simplify the problem by only investigating the two-party teleimmersive applications
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Figure 5.1: Overview of Chapter 5.
with both parties as active participants. We assume that each site outputs multiple multiview video streams
and one single audio stream. We prescribe that the set of time-correlated video frames (intra-media syn-
chronization points) from each sender should be played at the receiver rendering display at the same time,
meaning that the intra-media synchronization is guaranteed.
5.2 Studied Teleimmersive Shared Activities
Depending on the shared interactive activities performed in different teleimmersive applications, a multi-
media system can have diverse demands on various quality dimensions. Thus, it is interesting to understand
how the perceptual quality is impacted by the heterogeneity of shared activities. In our study, we investigate
two representative activities (applications): the conversation-oriented (CONV) tasks and the collaborative
(COLL) gaming activities.
The CONV activity (application) describes the conferencing scenario with a social conversation, where
participants at both sites are talking to each other with slow motion movement (Fig. 5.2(a)). Generally, users
in CONV pay attention to the audio intelligibility of the conversation more than the image quality.
In COLL (Fig. 5.2(b)), two distributed participants are playing the “rock-paper-scissor” game in a virtual
space. In this application, the visual timing mismatch is more important to the human perception.
5.3 Objective Quality Metrics Impacting Human Perception
By extracting the unique features of the two teleimmersive activities CONV and COLL, we identify the
objective quality metrics that are able to characterize each dimension of the overall streaming media quality
103
(a) CONV: conferencing scenario with social talk (b) COLL: rock-paper-scissor collaborative gaming
Figure 5.2: Two Teleimmersive applications evaluated in our user study.
and the resulting flicker effect.
5.3.1 Objective Metrics for Streaming Media Quality
• Media Signal Intelligibility
The media signal intelligibility in the teleimmersion includes the audio quality eA and the multiview
video quality eV . The two metrics can be degraded by jitter and losses over the wireline and wireless
networks.
For both wideband and narrowband audios, we use the metric of Perceptual Evaluation of Speech Qual-
ity (PESQ) defined in ITU-T P.862 [157] to approximate eA. PESQ allows the automatic computation of the
quality of a (degraded) audio signal during the presence of the original reference. It returns a score ranging
from 1 to 4.5. A larger PESQ means the (degraded) audio signal is more approximate to the reference, and
hence a better audio intelligibility.
There are lots of factors deciding the multiview video intelligibility (rendered on the 2D screen): the
multiview video frame rate, the spatial resolution, the encoding quality and the number of views available
in the teleimmersion. In this paper, because there is no temporal coding dependencies across the 3D mul-
tiview video frames, we simplify the problem by only focusing on the multiview video frame rate eV . A
larger eV means a greater motion smoothness and hence a better video signal intelligibility. We reduce the
teleimmersive sample space by assuming a fixed spatial resolution, encoding quality and view number in
our study.
• Synchronization Quality
The audio and multiple multiview video streams can experience different end-to-end delays (EED) be-
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tween two distributed users. We assume that the set of time-correlated multiview video frames is synchro-
nized before it is sent to the display renderer for the purpose of accurate multiview video presentation.
Hence, we only investigate the impact of the resulting audio-visual synchronization skew eS on the human
perception. We use EEDV to represent the duration between the time that a time-correlated multiview video
frame set is synchronously captured at the camera, and the time that it is displayed on the screen. EEDA
is used to denote the duration between the microphone and speaker for an audio frame. Hence, eS can be
represented as:
eS = EEDV − EEDA (5.1)
Note that eS > 0 means the audio is ahead of video, and that eS < 0 means the audio is behind.
• Interactive Quality
In CONV, the perception of a user on the interactivity is impacted by the delayed response of the remote
site. A user can become impatient when the response delay accumulates, and the remote person becomes
more distant. Doubletalks [133] may be introduced at an extremely long delay, when the user begins to
repeat his statement, assuming his previous words are dropped during the transmission. Hence, the interac-
tivity attribute can be characterized by the response delay (eD), which is incurred by the EED of local media
streams (denoted as EED) to the remote site, the duration required for the remote user to think of a response
(i.e., human response delay (HRD) [133]), and EED of the remote streams traveling back to the local site.
Fig. 5.3 shows the concept. Mathematically, eD that a local user experiences can be represented as:
eD = EED
U1→U2
+ HRDU2 + EEDU2→U1 (5.2)
where U1 and U2 represent the local and remote users, and HRDU2 is the U2’s HRD.
On the other hand, the interactivity attribute in COLL is mainly evaluated by the collaborative per-
formance of the two participants involved in the task. Here, “collaborative” means that two participants
are following each other to achieve a mutual goal. A person (called initiator) initiates a gesture, and the
other person (called follower) must exactly follow at the same time (i.e., HRD ≈ 0). The two roles can
be swapped during the activity. Because of the bi-directional EEDs of the media streams between the two
parties, the response delay eD that an initiator perceives can be described as the timing mismatch in the
collaboration on his/her own rendering display (Fig. 5.4). In this case, eD can be formulated as:
eD = EED
U1→U2
+ EEDU2→U1 (5.3)
Because EEDA and EEDV may be different between two sites, we follow ITU-T G.1070 [22] and give
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both metrics an equal weight in computing EED in Eqn. 5.2 and 5.3, i.e.,
EED = (EEDA + EEDV )/2 (5.4)
• Combined Impacts
The overall human subjective perception of teleimmersive shared activities are impacted by the com-
bined impacts of the above user-observable quality attributes, which can be described by a 4-dimensional
objective quality space with each objective streaming media quality point e in the space representing:
e = {eV , eA, eD, eS} (5.5)
In our user study, we create teleimmersive media samples with different configurations e (i.e., different
values in one or multiple dimensions in e). Throughout this chapter, we use frames per second (fps) for the
unit of the multiview video frame rate eV , milliseconds (ms) for the response delay eD and the audio-visual
synchronization skew eS , and [1, 4.5] for the audio quality eA.
5.3.2 Objective Metrics for Flicker Effect
An objective streaming media quality point can change in two cases: (1) the network condition changes;
and (2) the system adaptation moves its operating (quality) points. The flicker effect is incurred as the result
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of the perceptible change of a quality point. We formulate the flicker to capture this system behavior.
Definition 5.3.1 The flicker fd(e1, e2) between two points e1 = {e1V , e1A, e1D, e1S} and
e2 = {e2V , e2A, e2D, e2S} is:
fd(e1, e2) = wV · |e1V − e2V |+ wA · |e1A − e2A|+ wD · |e1D − e2D|+ wS · |e1S − e2S | (5.6)
where wV , wA, wD and wS are the normalized weights.
5.4 Description of User Study
Based on the above discussions and the subjective metrics in Section 2, we present the configurations of our
user study in assessing the subjective quality of two teleimmersive applications. A larger flicker generally
creates a greater human discomfort. So in our study, we focus on the evaluation of the streaming media
quality.
We employ CCR in our evaluation, and analyze the user perceptual feedback using the comparative
mean-opinion-score (CMOS), as discussed in Section 2.2. Our goal is to find the mapping from the four-
dimensional objective quality metrics of the streaming media quality to the overall subjective human satis-
faction QS.
e = {eV , eA, eD, eS} 	→ QS(e) (5.7)
5.4.1 Methodology
Our user study investigates both teleimmersive shared applications: CONV and COLL. We will show both
effectiveness and limitation of the subjective metric CMOS. To find the mapping from the objective quality
metrics (Section 5.2) to subjective space (Section 2.2), we create teleimmersive media samples with different
configurations e = {eV , eA, eD, eS} (Eqn. 5.5). However, the value of e can be continuously changing
in its four-dimensional space, and thus, there can be infinite number of options. In this study, we discretize
each metric within e (Table 5.1) according to the characteristics of real media traffic in the Internet.
In our user study, we ask the participants to compare teleimmersive media samples of the same activity
(application) in each test. We employ CCR rating scale. We divide our tests into two categories, and process
the user subjective feedback accordingly.
Category I: we only consider the impact of a single quality dimension in e by keeping values in other
dimensions fixed. The diversity of user votes is expected to be small, and mutually contradicting votes are
unlikely. So we focus on presenting the CMOS effectiveness.
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Table 5.1: Discretization of quality metrics in e. HRD = 800 ms is used in computing eD in CONV (Section
3.2). eV is rounded to the nearest integer in the evaluation.
Metric Unit Discretiziation
eV fps 2.5, 5, 7.5, 10, 12.5, 15, 17.5, 20
eA [1, 4.5] 2.0, 4.0
eS ms 0, ± 75, ± 150, ± 225
eD
ms
1000, 1200, 1400, 1600,
(CONV) 1800, 2000, 2200, 2400, 2600
eD
ms
120, 180, 240, 300,
(COLL) 360, 420, 480, 540, 600
Category II: we compare teleimmersive media samples with quality tradeoffs, and show the diversity
of user opinions. In this case, we will discuss CMOS, the distribution of the user votes (n>0, n=0, n<0),
i.e., the number of positive, zero and negative CCR votes and the resulting dominant opinion, as presented
in Section 2.2. We will show the limitation of CMOS by identifying the inconclusiveness of the subjective
comparisons in the study.
5.4.2 Preparation of Teleimmersive Media Samples
We let two participants be situated at different sites and conduct activities through the teleimmersive system.
The two sites are in the same local area network (LAN), so the outputs should be assumed to have no video
and audio signal degradation with minimal latency and perfect synchronization. We record the distortion-
free audio and video at both sites. For the video, because the teleimmersive system eventually displays the
multiview images on the 2D screen, we record the 2D video including both participants which is exactly
shown on the screen (using the xvideocap software1) instead of the original multiview images. For the audio,
we mix the audio talkspurts of the two parties (using the Virtual Audio Cable software2), and xvideocap can
also be utilized to record the mixed audio, with an automatic synchronization with the video.
We create teleimmersive media samples for both CONV and COLL applications. In CONV, we follow
our previous VoIP study and use a HRD of 800 ms, and an average talkspurt duration of 2732 ms in our
simulation [133]. In COLL, the average duration of talkspurts is 856 ms. In this study, the reference sample
with the best-possible (called optimal in this paper) quality, assuming two sites are communicating in LAN,
is e∗ = {20, 4.0, 800, 0} for CONV, or e∗ = {20, 4.0, 0, 0} for COLL.
We now assume that one teleimmersive site is local and the other is remote. We introduce the delay and
1http://xvidcap.sourceforge.net
2http://software.muzychenko.net/eng/vac.htm
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synchronization skews for the remote streams, and impose degradations on its media signal intelligibility
(reduced eV and eA). The qualities of local audio and images remain untouched. The degraded teleimmer-
sive media sample e describes the objective quality of the remote streams.
5.4.3 Setup of User Study
19 participants (average age: 26) are involved in our user study, and are trained to use CCR scales con-
sistently before the subjective tests. They are required to sit 1.5 meter apart from a 61-inch NEC screen
(resolution: 1280x720), and to rate teleimmersive media samples at different e values. The video is ren-
dered at a resized resolution of 640x360 (original resolution: 420x240). The audio is played at a DELL
AY410 2.1 speaker. To simulate a real teleimmersive media involvement, these observers are told to be
assuming themselves sitting closely to the person in the local site, so they can pay more attentions to the
(degraded) quality of the remote person.
A total of 240 comparisons of teleimmersive media samples (with different configurations e) is con-
ducted within the whole test. Participants are able to pause at any time throughout the test. There are
10-second idle pauses between two consecutive comparisons, in order to allow the observers to have suffi-
cient time to consider their votes.
5.4.4 Subjective Evaluation Results
We present the findings of both test categories from our user study. We focus on the effectiveness (conclu-
siveness) of CMOS in Category I, while addressing the limitation (inconclusiveness) of the CMOS metric
in Category II. We will show the two applications CONV and COLL have heterogeneous impacts on the
human perception. Based on the subjective findings, we will discuss their implications to the control design,
and conclude with a need for a new subjective metric to describe the inconclusive comparisons.
• Category I: Audio Signal Intelligibility
The audio PESQ (i.e., eA), as its name suggests, is computed on a psycho-acoustic scale which is already
able to describe the real human subjective perception on audio signals. That is to say, when we fix eV , eD
and eS as optimal, we are able to approximate the impairment of eA as:
CMOS(eA) = 4.5− eA (5.8)
Here, 4.5 is the maximal-possible value of eA. Our CCR findings are aligned with the PESQ results,
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Figure 5.5: CMOS and 95% confidence intervals comparing optimal reference e∗ (first sample in the com-
parison) and eV -degraded samples (but optimal eA, eD, eS).
thus showing the CCR effectiveness.
• Category I: Video Signal Intelligibility
Fig. 5.5 shows the CMOS results comparing e∗ to the samples with different degraded eV while keep-
ing other quality dimensions optimal. We modify the exponential model in [134] to find the fitting curve
describing the mapping from eV to the corresponding CMOS:
CMOS(eV ) = Q−Q× 1− exp
−c×eV /emaxV
1− exp−c (5.9)
In this equation, c is the slope of the curve, which describes the impact of eV changes on the CMOS. A
smaller c will introduce a larger degradation to CMOS at the same eV . Q represents the maximum-possible
impairment of eV . emaxV is set to be 20 fps, the maximum multiview video frame rate in our study. We want
to find the best fitting parameters Q and c of the exponential curve. We utilize the nonlinear fitting tool in
Matlab (nlinfit function) to compute Q and c. The fitting results as well as the corresponding mean squared
error (MSE) are shown in Table 5.2. Because c is smaller in COLL, an equal eV decrease can cause greater
perceptual degradations in COLL than CONV. The reason is due to more frequent body movement in the
COLL activity.
In both cases, the reasonable confidence interval lengths (within ±0.2 ∼ ±0.32) show the CCR effec-
tiveness.
• Category I: Synchronization Impairment
In Fig. 5.6 (1) and (3), we carry on experiments to evaluate the lip skew impairment at the optimal eV ,
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Table 5.2: Fitting results for Eqn. 5.9.
Q c MSE
CONV 2.52 2.16 0.01
COLL 2.71 1.35 0.01
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Figure 5.6: CMOS results and 95% confidence intervals. (1) and (3) show the comparisons between the
optimal reference e∗ (first sample in the comparison) and a sample with a degraded eS (but with the same
optimal eV , eA, eD). (2) and (4) show the two samples with different eS , but same eV , eA, and eD = 800 ms
for CONV and 0 ms for COLL. The first sample in the comparison is eS = 0 and the second is eS = ±150
ms.
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eA and eD, when compared to e∗. We show the CMOS results and 95% confidence intervals at different eS .
In Fig. 5.6 (2) and (4), we evaluate the impact of eV and eA on the synchronization quality. Due to the space
limit, we only show the results at selected eS values (eS = 150 ms for CONV and -150 ms for COLL) with
different eV and eA options, compared to the samples of eS = 0 with the same media signal intelligibility.
We have three observations.
First, our limited study reflects that the heterogeneous teleimmersive activities can affect the synchro-
nization perfection. Generally, the degradation of a lip skew in the COLL environment is smaller than that
in CONV with the same skew, because (a) the talkspurt durations in COLL are much shorter, and (b) people
are focusing on the visual collaborative activity more than talkspurts in COLL. The lengths of confidence
intervals are comparable in the two applications.
Second, our study exhibits that people are more tolerant of video ahead of audio (eS < 0) than audio
ahead of video (eS > 0). The reason is that the talkspurt durations in teleimmersive shared activities are
generally much shorter than those in on-demand videos, so a lip skew at the end of an utterance is more
noticeable. Fig. 5.6 shows that a late video portion at the time that an utterance has been fully played has a
greater perceptual impact than a late audio portion.
Third, Fig. 5.6 (2) and (4) show that both eV and eA do impact the synchronization quality. We find
that the lengths of confidence intervals are much larger (> ±0.4) as eV and eA degrade (e.g., eV = 5 fps or
eA = 2.0). When the multiview video frame rate lowers, the motion jerkiness becomes the dominant factor
degrading the human perception, and thus, a lip skew can be difficult to tell. On the other hand, when eA
is small, the poor audio intelligibility also creates a hard time for users to differentiate a lip skew, and an
incomplete utterance can cause misperception on the synchronization quality.
• Category I: Interactive Quality
We conduct tests for evaluating the eD impairment. These include two sets of comparisons. In the
first set, we study the sole eD impact at the optimal eV , eA and eS . We show the corresponding CMOS
and confidence intervals by referencing e∗ in Fig. 5.7 (1) and (3). The G.107 and G.1070 findings are also
plotted in CONV as a comparison. In the second set, we study the effects of the media signal intelligibility
on the eD perception. Due to space limit, Fig. 5.7 (2) and (4) only show the results for selected eD values.
There are several observations.
First, we follow [39] and use a third-order polynomial model to describe the CMOS degradations due
to eD . The results are shown in Fig. 5.7 (1) and (3).
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Figure 5.7: CMOS results and 95% confidence intervals. (1) and (3) show the comparisons between the
optimal reference e∗ (first sample in the comparison) and a sample with a degraded eD (but with the same
optimal eV , eA and eS). G.107 and G.1070 delay curves are also drawn in (1). (2) and (4) show the results
for two samples with different eD, but same eV , eA, and eS = 0. The first sample in the comparison is eD =
800 ms for CONV and 0 ms for COLL, and the second is with the degraded eD as indicated in the figures.
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Table 5.3: Fitting results for Eqn. 5.10.
a3 a2 a1 a0 MSE
CONV 1.033−9 5.342−6 -0.007 3.036 0.010
COLL −1.945−8 2.163−5 -0.003 0.231 0.009
CMOS(eD) = a0 + a1 · eD + a2 · e2D + a3 · e3D (5.10)
Table 5.3 presents the fitting results for both activities as well as the corresponding MSE. Generally for
CONV, eD < 1200 ms is desired (CMOS < 0.5) and eD > 2000 ms is bad (CMOS > 1.5). For COLL,
eD < 200 ms is desired (CMOS < 0.5) and eD > 400 ms is bad (CMOS > 1.5). Hence, the COLL
application requires a higher demand for interactive quality than CONV. This is because people in COLL
attach more importance to the visual timing mismatch in the collaboration. The derived curves prove the
CCR effectiveness in describing human perception.
Second, we find that our CONV findings are in between the G.107 and G.1070 delay curves. The reason
is that a user in a VoIP application (G.107) usually lacks a perception of the activities of the remote party. So
the local person is prone to assuming the remote talkspurts have been dropped by the Internet at a delayed
response, and may repeat his/her utterances which can cause doubletalks. On the other hand, a person in
either a video conferencing (G.1070) or a teleimmersive session is able to see what the remote user is doing,
and hence he/she is more tolerant of the delay. But in teleimmersive shared activities, because both people
are located in an immersive environment, a higher demand for interactive quality is expected, compared to
the video conferencing. In addition, the delay results that G.1070 obtains are somewhat too conservative.
Third, we demonstrate that the media signal intelligibility does affect the interactivity perception, as
in Fig. 5.7 (2) and (4). The figures show that, a delayed response has less impacts on human perceptual
degradations (smaller CMOS in the figures) in an environment with reduced video motion smoothness and
audio signal intelligibility.
• Category II
In this study, we have done substantial subjective comparisons over the teleimmersive media samples
with multi-dimensional quality tradeoffs. We focus on the tradeoff between eV and eD , which is most
commonly seen in the real teleimmersive systems over the Internet. The reason is that the data rate for
multiview videos is very high. By increasing eV at a fixed bandwidth availability, additional transmission
time will be introduced over the Internet and end systems, which in turn degrades (increases) eD . Fig. 5.8
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and 5.9 show some of the selected representative results, where both eA = 4.0 and eS = 0 are fixed.
We compute the distribution of user votes (n>0, n=0, n<0), as well as the corresponding CMOS. Several
observations are to be noted.
First, we find a huge diversity of user votes in some of the comparisons (e.g. Fig. 5.8(6) in CONV and
Fig. 5.9(4) in COLL). The multi-dimensional quality tradeoff contributes to this diversity. Generally, if the
perceptual degradation in one quality dimension of a teleimmersive media sample is not overshadowed by
the enhancement of another dimension, users can output contradicting voting scores, because they can attach
heterogeneous importance to different quality attributes based on their individual interests. For example, in
Fig. 5.8(6), 9 out of 19 participants prefer a better interactive quality, so they think the first sample is bet-
ter. Another 9 participants like a smoother body motion in the video, so they argue for the second sample.
As two quality points are moving apart on the tradeoff curve, and one one dimension is gradually improv-
ing as another dimension is worsening comparably, the likelihood of outputting contradicting opinions is
increasing (e.g., Fig. 5.8(6) shows a greater voting diversity than Fig. 5.8(3) and (5)).
Second, the interpretation of the average score CMOS may lack the statistical significance at a large
variance of user votes. For example, a CMOS = 0 in Fig. 5.8(6) cannot tell with confidence whether a
sample within a comparison is of the same quality with the other sample (actually the qualities of the two
samples in Fig. 5.8(6) are completely different).
To evaluate the inconclusiveness, we use α = 90% significance in Eqn. 2.10. Because Ntotal = 19,
this returns Nth = 13. Hence, except Fig. 5.8(1) which leads to a dominant opinion that the first sample is
“better” than the second one. All other comparisons are “inconclusive” (i.e., no dominant opinion).
5.4.5 Remarks
The above discussions imply two important aspects in designing an interactive teleimmersive system.
Teleimmersive activity (application) heterogeneity. A good media system should not only be able to
adapt to Internet dynamics, but also be built upon the heterogeneous characteristics of teleimmersive activi-
ties (applications) to meet the real user demands. From our study, we qualitatively conclude the perceptual
importance for the two teleimmersive applications in Table 5.4. Compared to COLL, CONV generally
requires a higher demand for the audio signal intelligibility and the constrained lip skew, but a lower expec-
tation on the video motion smoothness and interactive quality. These characteristics should be addressed in
the system design.
Ordering of subjective scores. Previous studies on VoIP or video conferencing [39, 170] usually
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Figure 5.8: Comparison results (N>0, N=0, N<0) for samples in CONV. All samples with eA = 4.0 and
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and second samples.
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Table 5.4: Comparisons for CONV and COLL characteristics. Note that H/L mean comparatively more/less
important between the two application.
eV eA eD eS
CONV L H L H
COLL H L H L
propose adaptation algorithms based on the the (extended) quality models used in G.107 and G.1070. Here,
we argue that the quality closed forms derived in both standards are only suitable for subjective quality
assessment of media samples. The resulting score orderings, however, are not good for system adaptations.
First, multiple quality points, which are distant in the multidimensional Euclidean space, can lead to
same or similar CMOS when they are compared to the optimal reference e∗. For example in CONV,
e1 = {12, 4.0, 0, 0} in Fig. 5.5(1), e2 = {20, 4.0, 0,−225} in Fig. 5.6(1), and e3 = {20, 4.0, 1300, 0}
in Fig. 5.7(1) all lead to CMOS of around 0.5. If we achieve synchronization control adaptation based on
the score ordering, we may switch between two operating configurations e, which are close in the subjec-
tive score space, but are actually distant in terms of each objective quality dimension. This can cause flicker
effects. The quality flickers should be minimized, which would otherwise downgrade the human perception.
Second, as we have discussed in Category II tests, the diversity of user votes under the tradeoffs of
multiple quality dimensions, make it difficult to interpret the obtained CMOS scores with statistical signif-
icance. Because the comparison results can lead to an “inconclusive” opinion, a total ordering of multiple
quality points may not be accessed, and only a partial order can be decided. Similar conclusions have also
been reached in our previous VoIP studies [36, 37, 133].
A need for new subjective metric. Given the inconclusiveness of CMOS at the diversity of user voting
scores, we conclude that there is a need to propose a new subjective metric to interpret the inconclusive
subjective results under multi-dimensional quality tradeoffs, which will be discussed in Section 5.5.
5.5 Perception-driven Presentation Scheduling (MPS) for Multimedia
Synchronization
We start with the proposal of the new subjective metric called preference to capture the comparison inconclu-
siveness. After that, we evaluate the interaction of the MPS algorithm, with its resulting human perceptual
impact on both streaming media quality and the flicker degradation. Based on our proposed preference
metric and the generalized subjective evaluation results using the support vector machine (SVM) [37, 41]
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(details will not be discussed), we will then present the perception-driven MPS for real-time synchronization
of the teleimmersive applications.
5.5.1 New Subjective Metric: Preference
The preference metric is defined as follows:
Definition 5.5.1 A user preference is either aligned with the dominant opinion, or with the “inconclusive”
comparison.
Example 5.5.1 If the dominant opinion is the media sample 1 is “better” than the sample 2, the resulting
preference is “better”. If the test does not conclude any dominant opinion with statistical significance, the
user preference is “inconclusive”.
Note that, while the preference metric is able to describe the inconclusive results, it is unable to interpret
the level of each opinion (i.e., the quality difference of two media samples) under a conclusive comparison,
which is what CMOS is meant to achieve. In our synchronization control adaptations, because we are only
interested in knowing which operating status is better, or if two statuses cannot lead to a conclusive answer,
the preference metric well serves the demand of our study.
5.5.2 Interactions between MPS and Human Perception
• MPS and Tradeoffs of Streaming Media Quality
The receiver buffer size decides the EED of multimedia data and schedules their presentation at the out-
put devices. Both eV and eA depend on the receiver video and audio buffer size, and thus, the corresponding
MPS-controllable EED values: EEDV and EEDA. Because larger delay fluctuations can be smoothed as the
result of a prolonged receiver buffer size, eV and eA are improved as EEDV and EEDA increase. But this
will increase (degrade) eD and impact eS (Fig. 5.10). A mapping can be found between EEDV and EEDA,
and the objective quality space, given a network condition NC:
Given NC : {EEDV , EEDA} 	→ e = {eV , eA, eD, eS} (5.11)
Because the mapping from the MPS control variables EEDV and EEDA to the objective quality space
e can be accessed online, objective quality metrics {eV , eA, eD, eS} are usually employed for real-time
MPS control. Due to a lack of closed form describing their tradeoffs and combined impacts, a MPS scheme
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Figure 5.10: Tradeoffs among objective metrics of the teleimmersive streaming media quality.
is unable to find a best operating (quality) point leading to the optimal overall perceptual quality without the
aid of offline subjective evaluation results, which we have obtained in Section 5.4.
• Design Rationale of Perception-driven MPS
Given the mapping from the MPS control space to the objective streaming media quality space (Eqn. 5.11),
and from the objective streaming media quality space to the subjective user satisfaction (Eqn. 5.7), we now
show the interaction between the MPS control variables and the resulting subjective/objective quality met-
rics, as outlined in Fig. 5.11.
The MPS control variables can only achieve the adaptations by employing objective streaming media
quality metrics serving as direct online performance indicators of different quality attributes. But due to
the tradeoffs among these objective metrics, only a set of non-dominated Pareto optimal (multi-dimensional
objective quality) points can be obtained. For each non-dominated Pareto optimal point, we cannot improve
the (objective quality) value of one of its dimensions without worsening the values of others.
Because these objective quality points cannot describe the real user satisfactions, we will rely on our
subjective evaluation results for selecting the perceptual optimum among the Pareto optimal points online.
We employ the proposed subjective preference metric in the offline user study due to its capability to capture
the user opinion diversity. According to Section 4.4, two objective quality points can be mutually “inconclu-
sive”. Thus, a partial order of these points may lead to the fact that we are unable to find a global perceptual
optimum among these objective quality points, but rather several points which are locally perceptual opti-
mal, and thus, are perceptually no “worse” than each other (i.e., mutually “same” or “inconclusive”).
Among these local perceptual optima, different candidates can result in heterogeneous flicker impair-
ment due to the changes of both control statuses and Internet quality. To minimize the human perceptual
degradation, we will select among these local optima with the minimal flicker degradation, as the best online
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operating point.
5.5.3 Design of Perception-driven MPS
Here, we present a new perception-driven MPS scheme for multimedia synchronization that adapts the
objective quality operating points under Internet dynamics, and consistently deliver high subjective media
bundle perception with minimal flicker effects. At each MPS control update, the selection of a new operating
objective quality point expects the following three goals.
1. The candidate point must be decided dynamically based upon the recent (short-term) Internet condi-
tions.
2. Because the network condition may change between two consecutive MPS control updates, the can-
didate should also be robust to Internet dynamics, in the sense that we prefer a candidate (and its
corresponding control values {EEDV , EEDA}) that will introduce a smaller flicker due to any poten-
tial Internet condition variations (based on long-term Internet observations).
3. The receiver control prefers a new operating point closer to the point immediately before the control
update so that the flicker effect due to the system adaptations can be reduced.
Hence, the overall MPS scheme can be divided into the corresponding three steps.
• Step 1: Searching Local Perceptual Optima
The presentation control updates the local perceptual optima according to the most recent short-term
Internet conditions, by finding the tradeoffs among the objective quality points and employing human pref-
erence results to select among the resulting Pareto optima. The difficulty, however, is that there are infinite
number of objective quality points on the operating plane, so searching over the entire plane can be costly.
Here, we propose a perception-based genetic approach to address the issue.
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The tradeoffs among multiple objective quality metrics in the continuous space can be formulated as a
multi-objective optimization problem. The genetic algorithm has been proven successful in locating Pareto
optimal points efficiently. In our study, we modify the original genetic algorithm and incorporate the sub-
jective preference metric, so that the new algorithm is able to search the local perceptual optima.
In the teleimmersive application, each objective quality metric within e = {eV , eA, eD, eS} can be
regarded as an objective function in the multi-objective optimization formulation, and g = {EEDV , EEDA}
is the input control vector. Based on the Internet statistics within the most recent (short-term) timing window,
we are able to find the mapping from the control vector to the objective metrics. We utilize the genetic
NSGA-II implementation [171] for its computation efficiency. The key idea of the genetic approach is
that in each iteration, it generates new populations (i.e., a set of g = {EEDV , EEDA} at different values)
using the standard crossover/mutation methods. It then prioritizes the solutions based on their fitness values
(defined below), and selects those with better fitness as the populations in the next iteration. We make
modifications to NSGA-II to incorporate the human subjective preferences.
First, we redesign the fitness value of the solutions based on two factors. (1) Original Pareto ranking in
NSGA-II [171]. For each solution gi in the current iteration, we compute the number of other solutions in
the populations that dominate this solution, and denote it as h(gi). A solution g1 whose h(g1) = 0 means a
non-dominated solution. (2) Subjective preference status. A non-dominated solution that is perceptually no
“worse” (in terms of the preference metric) than any other solution up till the current iteration, denoted as g2,
is given the top priority. Here, subjective comparisons are conducted between the corresponding objective
quality points of the solutions. We set the fitness value of g2 to h(g2) = −1. We call g2 as a perceptual
elitist. Hence, in our algorithm, a solution with a smaller fitness value represents a better solution.
Second, we maintain the complete list of perceptual elitists, which is always used as a part of the
populations of the next iteration. In each iteration, a solution in the elitist list is removed from the list if
(a) it is dominated by other solutions in the population, or (b) it is perceptually “worse” than a new non-
dominated solution. Note that multiple mutually “same” solutions can be crowded together. To maintain
the diversity within the elitist list, we prescribe that for any two solutions in the list, their Euclidean distance
should not be less than a minimal threshold δg (= 50 ms in our evaluations).
Example 5.5.2 We suppose g2 is originally in the perceptual elitist, and we have three new non-dominated
solutions: g1, g0 and g3. Because g1 dominates g2, we remove g2 from the elitist list, and add g1. We then
compare g1 and g0 by the subjective preference, and the result shows that g0 is perceptually “better” than
g1. So we replace g1 with g0 in the elitist list. Now the comparison between g0 and g3 is “same”. But the
122
Euclidean distance between g0 and g3 is smaller than δg, so we will not add g3 to the list.
Our online perception-based genetic algorithm terminates beyond certain preset timing constraints. It
will return solutions most approximate to the actual local perceptual optima that are mutually “same” or
“inconclusive”.
• Step 2: Statistical Flicker Estimation
Among the local perceptual optima obtained above, we estimate their flickers under potential Internet
changes. We conduct the statistical estimation based on previous long-term records of Internet statistics of
the same connection.
We describe the network condition by three parameters: the Internet delay average d0, the jitter j and the
bandwidth availability r. The Internet random losses are negligible, and we assume they can be concealed
by the media codec. Except d0, whose variation is negligible, the other two parameters can be described
as random variables J and R. We assume their mutual independence. Their distributions can be estimated
based on long-term record statistics. We also describe the size of a time-correlated multiview video frame
sv as a known distribution SV , and the codec latency for each time-correlated multiview video frame is a
constant dc.
Given a fixed bandwidth r, the video macroframe delay is represented as a function r:
DV (r) = SV/r + d0 + J + dc (5.12)
As discussed in Section 2.A, the video delay includes the codec delay dc, the Internet delay (d0 and J), and
the transmission delay SV/r. DV (r) is decided by the distributions of both J and SV . On the other hand,
the audio frame delay is mainly decided by the Internet delay d0 and J . The audio codec and transmission
delays are negligible.
DA = d0 + J (5.13)
Suppose the candidate local perceptual optimum is ec = {ecV , ecA, ecD, ecS} with the corresponding
control values EEDcV and EEDcA. We compute the percentage of video macroframes or audio frames (de-
noted as hV and hA) that arrive within EEDcV and EEDcA, given the Internet jitter and transmission delay
variations based on S and J distributions.
hA = P (DA ≤ EEDcA), hV (r) = P (DV (r) ≤ EEDcV ) (5.14)
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Here, P (·) represents the probability of the input expression. Because (1−hA) and (1−hV ) are actually the
unavailable percentage of audio frames and video macroframes, which directly decide eA and eV (discussed
in Section 2.A), we know the mapping FV /FA from hV /hA to eV /eA:
FV : hV 	→ eV FA : hA 	→ eA (5.15)
Therefore, |FA(hA)−ecA| and |FV (hV )−ecV | can be used to approximate the change of the audio and video
signal quality from ecA and ecV due to the Internet condition changes.
As the bandwidth r varies according its distribution R, the expected difference of the media signal
quality (denoted as δeV and δeA) over R at ec becomes:
δeA|ecA = |FA(hA)− ecA| (5.16)
δeV |ecV =
∫
r
|FV (hV )− ecV |fR(r) dr (5.17)
By plugging Eqn. 5.16 and 5.17 into Eqn. 5.6, we finally come up with the expected flicker fda at the
candidate ec, assuming δeA and δeV are mutually independent.
fda|ec = wA · δeA|ecA + wV · δeV |ecV (5.18)
• Step 3: Online Adaptation
The receiver MPS updates the operating point periodically based on the results from Step 1 and 2. It
also takes into account the system adaptation flickers.
We let the set of local perceptual optima be EC = {ec}, and their corresponding statistical flicker
estimations be fda|ec (Eqn. 5.18). We assume the operating point before the MPS update be e1. We
compute the flicker between e1 and ec incurred as the result of the system adaptation, and denote it as
fdb|ec = fd(ec, e1) (Eqn. 5.6).
The flickers are introduced jointly by both Internet variations and system adaptations. We use a heuristic
weighted linear function: w1 · fda+w2 · fdb to estimate their combined impact. The reason we study fda
and fdb separately is that various multimedia applications usually attach different importance to the two
factors, so we are able to assign them different weights in each application. Hence the receiver selects the
best operating point among EC that can minimize the combined flicker impact.
eopt = arg min
ec∈EC
{w1 · fda|ec + w2 · fdb|ec} (5.19)
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Figure 5.12: Grey dots: all non-dominated points on an operating plane. Red boxes: local perceptual optima
returned by our perception-based genetic algorithm.
By computing EEDV and EEDA values from eopt, the receiver then sets its buffer sizes and schedules
the media packets to be sent to the output devices accordingly.
5.5.4 Evaluation Results
• Descriptions of Evaluation Configurations
To evaluate our perception-driven MPS scheme, we employ the same TEEVE tested as in Section 4. One
audio stream and up to 3 multiview video streams are prerecorded and used at each site. The video codec
delay in our testbed is around dc = 70 ms. We use UDP for the media distribution. The Internet emulator
developed in Section 4 is also deployed between the sender and receiver gateways to replay the PlanetLab
UDP delays and losses. To further measure the bandwidth impact, we use tc software to control the upper
bound of the data rate at the sender gateway. The generalized preference results from our user study (Section
4.5) are employed as an input in our MPS adaptations. Here, we only present the teleimmersive conferencing
application where two parties are conducting a social conversation (CONV).
• Local Perceptual Optima
Fig. 5.12 shows an example of local perceptual optima solutions (red boxes) returned from the perception-
based genetic algorithm under two network conditions. We only show them in the two-dimensional control
space, because the corresponding four-dimensional objective quality points are hard to visualize. As a com-
parison, the figure also shows all non-dominated solutions in the current operating plane. Connection 1 has
an average delay of 120 ms and a bandwidth of 15 Mbps, while connection 2 has a delay average of 90 ms,
and a bandwidth of 20 Mbps. The average jitter in both connections is around 15 ms.
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Our genetic approach is run for 100 iterations for each connection. The results show the diversity of
the perceptual elitists. The values of EEDV and EEDA imply their objective qualities. For example, in
connection 1, solution 1 outputs a better interactive quality than solution 2, but a worse synchronization
quality and audio signal intelligibility. On the other hand, solution 1 represents a worse interactive quality,
but a better video signal intelligibility than solution 3.
• Evaluation of Perception-driven MPS
We evaluate our perception-driven MPS under multiple Plantlab traces with diverse delay, jitter and loss
characteristics. As a comparison, we also evaluate the non-perception based approach discussed in Section
4, where we set EEDV = EEDA+80 (multiple video streams are shared with the same EEDV , as prescribed
in Section 5.1). Here, 80 ms is the maximum audio-visual skew that cannot be noticed [20].
Fig. 5.13 and Fig. 5.14 present the comparison results of the two algorithms between IL,USA and the
Netherlands with a fixed bandwidth of 15 Mbps over 100-second duration. In both algorithms, DV and DA
can be computed using Eqn. 5.12 and 5.13. For the perception-driven MPS, we set the normalized weights
in the flicker formulations (Eqn. 5.6) to be: wV = 1/20, wA = 1/4, wD = 1/1600 and wS = 1/400. We
also heuristically set w1 = 0.2 and w2 = 0.8 in Eqn. 5.19. For the non-perception based algorithm, we
set URTH(‘V’) = URTH(‘A’) = 0.05. In both algorithms, we update the MPS control every 10 seconds.
The most recent 10-second duration is used for characterizing the short-term network conditions by both
algorithms.
Fig. 5.13(a) and (b) present the variations of EEDV and EEDA in response to Internet dynamics. They
show that both algorithms are able to adapt the video and audio receiver buffer sizes based on the Internet jit-
ter. However, the perception-driven MPS outputs far smaller fluctuation magnitudes. This can be explained
by two reasons. First, a local optimal objective quality point may not have the best media signal quality, so
both EEDV and EEDA do not have to accommodate all delay spikes. Second, the perception-driven MPS al-
gorithm takes into account the flicker effects caused by the system control, so it purposefully reduces EEDV
and EEDA fluctuations. In addition, we find that the robustness of the non-perception based algorithm to a
sudden Internet change depends on the timing window size of the short-term Internet traffic statistics, while
the perception-driven MPS sets a more reasonable value for both EEDV and EEDA, because of the internal
statistical flicker estimation mechanism.
Within each 10-second duration, we calculate the operating points of both algorithms (Fig. 5.14) and the
resulting flickers experienced by users under the combined impacts of both receiver control updates the real
Internet dynamics (Fig. 5.13(c)). We show that our perception-driven MPS scheme outputs a smaller flicker
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compared to the non-perception based version, and that it offers less fluctuations in the audio and video
signal intelligibility, and the interactive quality. These results prove the credit of our perception-driven MPS
algorithm.
5.6 Summary
In this chapter, we extract objective metrics capturing the streaming media quality and the flicker impact
in two teleimmersive applications. We present a systematic methodology to evaluate the effectiveness and
limitation of CMOS. To address the issue of CMOS inconclusiveness, we propose the subjective preference
metric for describing the diversity of user votes. By employing the generalized subjective evaluation results
using new preference metric, we discuss the design of the perception-driven online media presentation
scheduling approach for the multimedia synchronization for best subjective user satisfactions.
5.7 Table of Abbreviations and Notations
List of Abbreviations in Chapter 5:
TEEVE Teleimmersive Environment for EVErybody
ITU International Telecommunication Union
MOS Mean-Opinion-Score
DMOS Degradation MOS
CMOS Comparative MOS
ACR Absolute Category Rating
CCR Comparative Category Rating
DCR Degradation Category Rating
PESQ Perceptual Evaluation of Speech Quality
QoS Quality of Service
QoE Quality of Experience
CI Confidence Interval
CIF Common Intermediate Format
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QCIF Quarter Common Intermediate Format
SVM Support Vector Machine
W.L.O.G Without Loss of Generality
TCP Transmission Control Protocol
UDP User Datagram Protocol
IP Internet Protocol
VoIP Voice over Inter Protocol
EED End-to-End Delay
HRD Human Response Delay
CONV Conversational Activity
COLL Collaboration Activity
LAN Local Area Network
MPS Media Presentation Scheduling
List of Notations in Chapter 5:
eA Dimension of audio signal intelligibility
eV Dimension of video signal intelligibility
eS Dimension of synchronization quality
eD Dimension of interactive quality
e Streaming media quality point: e = {eV , eA, eD, eS}
EEDV Video one-way end-to-end delay
EEDA Audio one-way end-to-end delay
EED Average one-way end-to-end delay: EED = (EEDA + EEDV )/2
fd Flicker distance
wA Coefficient of audio signal intelligibility for fd
wV Coefficient of video signal intelligibility for fd
wS Coefficient of synchronization quality for fd
wD Coefficient of interactive quality for fd
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QS Subjective quality
Q Maximum-possible impairment of eV
c Slope of exponential curve
g Input control vector: g = {EEDV , EEDA}
g1 Non-dominated solution
g2 Perceptual Elitist
δg Minimal Euclidean distance of g
d0 Internet delay average
dc Codec latency for time-correlated multiview video frame
sv Size of time-correlated multiview video frame: random variable
SV Size of time-correlated multiview video frame: distribution
j Internet jitter: random variable
J Internet jitter: distribution
r Bandwidth availability: random variable
R Bandwidth availability: distribution
DA Audio delay
DV Video delay
P Probability
hA Percentage of audio frames arrive within EEDA
hV Percentage of time-correlated multiview video frames arrive within EEDV
FA Mapping: FA : hA 	→ eA
FV Mapping: FV : hV 	→ eV
δeA Expected difference of eA
δeV Expected difference of eV
fda Flicker due to Internet quality changes
fdb Flicker due to online system adaption
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CHAPTER 6
SYNCHRONIZATION IMPLEMENTATION IN
TELEIMMERSION
In this chapter, we will discuss the synchronization implementations in the real multi-site teleimmersive sys-
tem. We will build different synchronization service components at both sender and receiver sites, that have
been discussed so far in this dissertation. As of now, we have only realized the deployment of non-perception
based algorithms, whose implementation details and performance evaluations are the main focuses of this
chapter.
6.1 An Introduction of Real Teleimmersive System Implementation
We first provide a brief introduction of existing implementation architecture of real teleimmersive systems
in our Illinois TEEVE testbed (Fig. 6.1). Each site includes the following must-have components:
1. Sensory inputs. Multiple multimedia input sensors (e.g., 3D cameras and microphones) are equipped
at each site. Each multimedia sensor is attached to one specialized computation machine for real-time
encoding and processing, via USB, IEEE 1394 or wireless connections.
2. Producer wrapper. A producer wrapper service daemon is located between the computation ma-
chine and the gateway, for adding the real-time protocol (RTP) header to each media frame. We
have expanded the standardized RTP header to describe the time-correlated multi-modal multi-stream
characteristics in the teleimmersive setting. Fields in the header include the identifier of the sensory
streams, the sequence number of the media frames, and the type of each media modality. A detailed
description of the RTP header will be presented in Section 6.2.
3. Gateway. The gateway aggregates the local multi-modal media data, and sends the whole multi-
stream bundle to the remote sites. Due to the firewall issue, only the full-mesh topology is realized
in the existing implementation. The gateway also sends both local and remote media data to the local
consumer wrapper service daemon.
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Figure 6.1: Configuration and implementation of real teleimmersive systems.
4. Consumer wrapper. The consumer wrapper is responsible for removing the RTP header, and sending
the original encoded media frames to the video and audio decoding machines.
5. Media outputs. Each media frame is decoded and presented at the corresponding output devices, like
the video display and audio speaker.
Note that due to the heterogeneity and mobility of next-generation multimedia sensors, a computation
(encoding and decoding) machine may not be needed. For example, in teleimmersion, a specialized wireless
body sensor can directly process the media frames and send them to the corresponding producer wrapper.
6.2 Implementation of Synchronization Service Components
6.2.1 Implementation Overview
Fig. 6.2 shows an overview of the synchronization service components that we have implemented in the
real teleimmersive systems. In order to access the global timestamps, the system clocks must be physi-
cally or virtually synchronized both across and within the distributed sites. The RTP header needs to be
expanded to reflect the dependencies among the multi-modal multi-stream data. We have implemented the
synchronization point identification algorithm at the senders, and media presentation scheduling algorithm
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Figure 6.2: Implementation overview of synchronization service components in teleimmersion.
at the receivers. We have also realized the congestion detection and avoidance mechanism, and centralized
intra-session synchronization control protocols during the implementation.
6.2.2 RTP Format
Table. 6.1 shows the expanded RTP header for the multi-modal multi-stream synchronization in teleimmer-
sion. We rely on the Google ProtoBuf 1 to facilitate the implementation.
The table lists the functionality, type, number of bytes, name and explanation of each field in the RTP
header. It also specifies whether this field is a must. Note that the functionality can be classified into two
categories: (1) general, representing the fields that have existed in the previous teleimmersive implementa-
tion without the synchronization functionality, and (2) sync, indicating the fields added for synchronization
purposes. The contributions of this dissertation lie at the second category.
6.2.3 Clock Synchronization
Clock synchronization in teleimmersion maintains two-step procedure to guarantee high-precision global
timestamps, as described in Fig. 6.3.
1. Physical clock synchronization. At the start of a multi-site teleimmersive session, all producer and
consumer wrappers as well as gateways within the session are physically synchronized using NTP.
This allows minimal clock skews across distributed sites. However, clock drifts can be incurred online,
NTP operation at the presence of bandwidth-savvy multimedia traffic is costly. In our implementation,
we have to rely on the virtual clock synchronization to remedy the clock drifts, whose details are
discussed below.
1Google Protocol Buffers: http://code.google.com/p/protobuf/
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Table 6.1: Expanded RTP header in teleimmersion
Functionality Required? Type #Bytes Field Name Explanation
General
optional uint32 4 version Version of the RTP header
required uint64 8 stream uid Stream uid are different for all
sensory streams within the ses-
sion. The field contains the
site information where a sensory
stream is sourced.
required uint32 4 payload type Payload type indicates the media
modality of the sensory stream:
video, audio, haptics, and etc . . .
required uint32 4 payload subtype Payload subtype represents sub-
category of each media modal-
ity. For example, for video
modality, payload subtype can
be 2D video and 3D video
required uint32 4 frame number Frame index of each media frame
within a sensory stream
Sync Added
required uint32 4 tos Specify whether the sensory
stream represents an intra-media
or intra-bundle synchronization
reference (inputted via user inter-
face)
required uint64 8 timestamp Timestamp that media frame is
captured
required uint64 8 tob offset Buffer size offset for intra-
session synchronization
General required bytes any payload Media frame content: variable
bytes
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2. Virtual clock synchronization. During the system run time, we follow a hierarchical fashion to
achieve the virtual clock synchronization (i.e., estimating the clock skews across different machines
without changing their physical clock time). First, we synchronize distributed gateways at each site,
by sending/receiving a sequence of periodic round-trip synchronization control packets to/from each
other, and estimating the resulting clock skews using Eqn. 2.1. The one-way delay from one gateway
to the other can also be computed by halving the round-trip latency. Second, at each site, we synchro-
nize multimedia computation machines, by sending/receiving round-trip control packets to/from the
local gateway, and estimating the resulting clock skews. In both cases, we send the round-trip packets
every 100 ms.
6.2.4 Identification of Synchronization Points
We implement two components to identify the synchronization points (Fig. 6.4), based on the algorithm that
we have proposed in Section 3.3. We decide to realize the identification at the producer wrappers, because
the wrapper machine is the earliest controllable component that can be physically synchronized.
First, at each clock-synchronized producer wrapper, we estimate the captured timestamp of each re-
ceived media frame, and specify the timing information in the timestamp field of the RTP header. Assuming
the arrival time of the k-th media frame of a sensory stream at the corresponding wrapper is tar(k), its actual
captured timestamp at the sensory input te(k) can be estimated by:
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te(k) = tar(k)− Tcap(k) (6.1)
where Tcap(k) is the encoding overhead. There are two options in the existing implementation to access
Tcap(k). (1) Static: we use a static encoding time inputted via the user interface. This option is often
employed for the types of media modalities demanding constant or almost constant computation overhead,
e.g., audio and haptics. (2) Dynamic. We infer the encoding time from the inter-arrival period of two
consecutive media frames k − 1 and k:
Tcap(k) = tar(k)− tar(k − 1) (6.2)
This option is used for computation-intensive media modality whose encoding overhead depends on the
amounts of information carried in each media frame, e.g., 2D and 3D video.
Second, based on the RTP timestamp information, we then identify the synchronization points across
the multi-modal multi-stream data at each gateway.
6.2.5 Congestion Detection and Avoidance
When multi-modal media data are being streamed from one site to the other, congestions can happen at an
insufficient bandwidth. This will increase the packet drop rate when UDP is employed, or reduce the data
sending rate when TCP is used. Hence, in our teleimmersive systems, we actively detect the congestion
status at each gateway, by monitoring the sending rate of the TCP traffic, or the drop rate of the UDP traffic.
We place a heuristic tolerable threshold for both metrics. In the existing implementation, if the TCP sending
rate goes below 5 Mbps, or UDP drop rate beyond 5%, we specify that a congestion happens. In both cases,
we simply drop all video data currently waiting in the outbound queue (to remote sites), in order to avoid
further congestions. We assume that the bandwidth demands for other media modalities are negligible.
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Figure 6.5: Intra-session synchronization in teleimmersion. Unit: ms.
6.2.6 Intra-session Synchronization Mechanism
We support both inter-sender and inter-receiver synchronization. However, they cannot operate at the same
time in the existing synchronization implementation. We must select only one synchronization mechanism
during the system run time. To make our teleimmersive system universal to all applications, we elect
the intra-session synchronization reference (i.e., reference site) to be the one that experiences the longest
(average) one-way network latency Tnet during the media distribution. Tnet can accessed by sending round-
trip control packets, as discussed in Section 6.2.3. Fig. 6.5 shows an example of the inter-sender and
inter-receiver synchronization, where different sender/receiver sites experience heterogeneous Tnet. In both
cases, site A is always elected as the reference due to its longest Tnet.
By letting Tmaxnet to be the maximal Tnet within the session, we compute for each site the tob value,
which is the difference between its Tnet and the maximum Tmaxnet : tob = Tmaxnet − Tnet. The tob value
represents the offset (i.e., the additional size) of the receiver buffer at each site in order to realize the intra-
session synchronization. It is specified in the RTP header, either by the sender gateway for the inter-receiver
synchronization, or by the receiver gateway for the inter-sender synchronization.
6.2.7 Receiver Presentation Scheduling
To avoid the complications behind the distributed control of scalable output devices at the receiver sites, we
perform a centralized presentation scheduling at each receiver gateway, meaning that we insert the buffering
latencies, for all media frames, at the gateways instead of decoding and presentation machines, in order to
compensate for synchronization skews.
For multi-modal multi-stream synchronization within each bundle, we rely on the TBuffer algorithm
discussed in Section 4.4 to decide the presentation scheduling, by consulting the synchronization reference
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information (tos field) specified in the RTP header. We suppose Th, the buffer hold time of each media
frame at the receiver gateway, is the output of TBuffer algorithm. To further realize the intra-session syn-
chronization across multiple bundles, we slightly modify TBuffer, and prescribe that the actual buffering
latency of the media frame be Th + tob. We do not impose strict intra-session synchronization constraint
mainly due to the implementation flexibility.
Note that we only update the buffer statuses periodically (say, every 10-60 ms).
6.3 Performance Validation
6.3.1 Test Scenarios
We evaluate the performance of synchronization service components in the real teleimmersive systems.
Same as Section 4.4, we use tc software to introduce delays and jitter, and throttle the bandwidth availability.
Fig. 6.6 shows three scenarios we would like to test:
• Case 1: two-site system (Fig. 6.6(a)), where the sender site outputs two video streams and one au-
dio stream. Our focus is to evaluate the performance of intra-stream, intra-media and intra-bundle
synchronization. We introduce delays and jitter for both video and audio traffics.
• Case 2: three-site system with one active sender site (Fig. 6.6(b)), where the single sender outputs two
video streams and one audio stream. We aim to evaluate the inter-receiver synchronization between
the two receivers. We impose delays and jitter on both video and audio traffics to one of the receiver
sites, but maintain minimal latency to the other receiver.
• Case 3: three-site system with two active sender sites (Fig. 6.6(c)), where each sender outputs one
video stream and one audio stream. We target at validating the performance of the inter-sender syn-
chronization at the third receiver site. We exert delays and jitter on both video and audio traffics from
one of the sender sites, but maintain minimal latency from the other sender.
In all the three scenarios, we set the outbound bandwidth availability at each sender site to be 50 Mbps.
6.3.2 Evaluation Results
Fig. 6.7, 6.8 and 6.9 represent the media synchronization results for the above three cases. As discussed
in the TBuffer algorithm (Eqn. 4.5 and 4.6), we plot, for each media frame, its Drg (i.e., the latency that
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Figure 6.7: Case 1: two-party synchronization evaluation. Audio/video traffics with an average delay of 85
ms and jitter of 40 ms.
a media frame experiences before it arrives at the receiver gateway) and Drl (i.e., the latency that a media
frame experiences before it is released by the receiver gateway). We present the resulting intra-media, intra-
bundle and intra-session synchronization skews in Table. 6.2, 6.3 and 6.4. In our evaluations, we assume
that the video modality mV is always the reference modality (intra-bundle synchronization reference), and
that the video stream 1 sV,1 is always the reference stream (intra-media synchronization reference). We
set in TBuffer δ1(‘A’) = δ1(‘V’) = 0 ms (Eqn. 4.7), δ2(‘A’, ∗) = δ2(‘A’, ‘V’) = 80 ms (Eqn. 4.8), and
URTH(‘A’) = URTH(‘V’) = 0.98 (Eqn. 4.6).
The figures and tables show that our synchronization implementation can successfully bound the syn-
chronization skews within each media bundle (i.e., intra-stream, intra-media and intra-bundle synchroniza-
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Table 6.2: Case 1: Drg and Drl of two video and one audio streams, as well as the resulting skews. Media
data are sent from site nx0 to site ny0 . ΔDrl(mx0A , ny0): intra-bundle (audio-visual) skew, ΔDrl(sx0V,2, ny0):
intra-media (video) skew. Unit: ms.
Update 1 2 3 4 5 6 7 8 9
Drl(s
x0
A,1, n
y0) 167 177 122 170 176 109 183 137 154
Drl(s
x0
V,1, n
y0) 247 257 202 250 256 187 263 217 234
Drl(s
x0
V,2, n
y0) 247 257 202 250 256 187 263 217 234
|ΔDrl(mx0A , ny0)| 80 80 80 80 80 78 80 80 80
|ΔDrl(sx0V,2, ny0)| 0 0 0 0 0 0 0 0 0
Table 6.3: Case 2: Drg and Drl of one video stream and one audio stream from a single sender site nx0
to two receiver sites ny0 and ny1 , as well as the resulting skews. ΔDrl(mx0A , ny0), ΔDrl(m
x0
A , n
y1): intra-
bundle (audio-visual) skew. ny1 is the reference site, and ΔDrl(ux0 , ny0) is the intra-session skew. Unit:
ms.
Update 1 2 3 4 5 6 7 8 9
Drl(s
x0
A,1, n
y0) 99 96 113 97 92 95 93 93 93
Drl(s
x0
V,1, n
y0) 179 176 193 177 172 175 173 173 173
|ΔDrl(mx0A , ny0)| 80 80 80 80 80 80 80 80 80
Drl(s
x0
A,1, n
y1) 142 249 187 283 155 163 148 157 157
Drl(s
x0
V,1, n
y1) 222 329 267 363 235 243 228 237 237
|ΔDrl(mx0A , ny1)| 80 80 80 80 80 80 80 80 80
|ΔDrl(ux0 , ny0)| 43 153 74 186 63 68 55 64 64
Table 6.4: Case 3: Drg and Drl of one video stream and one audio stream from two sender sites nx0 and nx1
to a single receiver site ny0 , as well as the resulting skews. ΔDrl(mx0A , ny0), ΔDrl(m
x1
A , n
y0): intra-bundle
(audio-visual) skew. nx1 is the reference site, and ΔDrl(ux0 , ny0) is the intra-session skew. Unit: ms.
Update 1 2 3 4 5 6 7 8 9
Drl(s
x0
A,1, n
y0) 142 146 163 146 143 146 144 144 144
Drl(s
x0
V,1, n
y0) 222 226 243 226 223 226 224 224 224
|ΔDrl(mx0A , ny0)| 80 80 80 80 80 80 80 80 80
Drl(s
x1
A,1, n
y0) 218 217 187 203 205 186 187 211 188
Drl(s
x1
V,1, n
y0) 298 280 239 272 265 240 241 266 240
|ΔDrl(mx1A , ny0)| 80 63 52 69 60 54 54 55 52
|ΔDrl(ux0 , ny0)| 76 54 4 46 42 14 17 42 16
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Figure 6.8: Case 2: inter-receiver synchronization evaluation. Receiver 1: audio/video traffics with no delay
and jitter. Receiver 2: audio/video traffics with an average delay of 100 ms and jitter of 15 ms.
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Figure 6.9: Case 3: inter-sender synchronization evaluation. Sender 1: audio/video traffics with no delay
and jitter. Sender 2: audio/video traffics with an average delay of 150 ms and jitter of 40 ms.
144
tion). In terms of the intra-session synchronization, because we use a simplified centralized approach by
offsetting the bundle delay heterogeneity based on the estimated one-way latencys, the resulting skews de-
pend on the actual Internet jitter and the latency estimation accuracy. For example, Table. 6.3 shows the
intra-session skews between the two receivers, which can be as much as 186 ms during the fourth update.
By further observing Fig. 6.8, we find there is sudden jitter during the period of the third update, so the
TBuffer algorithm has to preventively increase the buffer size (release time) in order to accommodate po-
tential jitter. A solution to reduce the intra-session skew is to update presentation scheduling statuses more
frequently and dynamically, depending on the network conditions.
6.4 Summary
In this chapter, we discuss the synchronization implementation details in teleimmersive applications. We
propose a new RTP header in order to capture the time dependency and synchronization information across
multi-media multi-stream bundle within the multi-site teleimmersive systems. Evaluation results demon-
strate the performance of our synchronization framework. Limitations of the synchronization control ap-
proach in the existing implementation is also carefully discussed in our study.
6.5 Table of Abbreviations and Notations
List of Abbreviations in Chapter 6:
TEEVE Teleimmersive Environment for EVErybody
NTP Network Time Protocol
PTP Precision Time Protocol
TCP Transmission Control Protocol
UDP User Datagram Protocol
IP Internet Protocol
RTP Real-time Transport Protocol
RTCP Real-time Transport Control Protocol
MPS Media Presentation Scheduling
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List of Notations in Chapter 6:
i Index of media modality
k Index of media frame
tar Arrival time at the sender producer wrapper
te Actual arrival time at the encoding machine
Tcap Encoding overhead/Duration at the capturing tier
Tnet Duration at the distribution tier
Tmaxnet Maximum distribution overhead within the session
tob Buffer time offset
δ1(i) Upper bound for intra-media synchronization skew of media modality i
δ2(i, j) Upper bound for intra-bundle synchronization skew between media modality i and j
δ3 Upper bound for intra-bundle synchronization skew within the session
URTH(i) Upper bound for unavailable rate for each sensory stream of media modality i
Drg Latency of media data experienced before receiver gateway arrival
Drl Latency of media data experienced before receiver gateway release
ΔDrl Multi-layer synchronization skew at due to Drl
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
This dissertation focuses on performing synchronized multi-modal media distribution in multi-site teleim-
mersion over the Internet. Multimedia synchronization is still an unsolved problem in teleimmersion and
other next-generation multimedia systems, due to the diversity of Internet delays and computation/processing
overhead incurred at multiple system locations, the emerging synchronization demands over large-scale
multi-modal sensory streams from distributed media sensors, and the heterogeneity of end user interests in
multi-functional interactive applications. The three issues represent the three most important orthogonal
dimensions that concurrently dominate the overall synchronization problem. Existing research studies and
industrial standards have a bias against one or multiple dimensions, so they are insufficient in addressing
all aspects of the teleimmersive synchronization issues. In addition, previous synchronization control stud-
ies can create a tradeoff in balancing the media signal intelligibility and the interactive quality in real-time
multimedia applications, and the human perceptual impact of the tradeoff cannot be captured by existing
subjective metrics. Hence, it is difficult to design a synchronization control framework that is able to maxi-
mize the end user satisfactions.
In this dissertation, we present the synchronization problem and its interactions with human percep-
tion in Section 1. We complete a thorough survey in Section 2 demonstrating the insufficiency of existing
studies on multimedia synchronization controls and the resulting subjective evaluations. We propose a new
multi-dimensional classification model that systematically integrates the synchronization location, the syn-
chronization demand and the activity-dependent synchronization reference hierarchy in Section 3, along
with a decision algorithm for identifying the time correlations of multi-modal media frames captured at dis-
tributed sensory devices. In section 4, we discuss a multi-tier collaborative synchronization control frame-
work to meet different synchronization demands in all system locations. We enhance the control algorithm
in Section 5 by proposing a subjective metric to capture the quality tradeoff of the interactive streaming
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media, conducting subjective evaluations based on the new metric, and user the real perceptual feedback to
guide online synchronization adaptations. Section 6 describes our synchronization implementations in real
teleimmersive systems.
We show in the evaluation results that we are able to identify the time correlations of multi-modal media
frames and to consistently bound the synchronization skews throughout media computation, processing and
distribution in teleimmersion. We demonstrate the heterogeneous perceptual demand of both conversational
and rock-paper-scissor applications during the synchronization controls. We also show the effectiveness of
our proposed subjective metric in capturing the perceptual tradeoff of the streaming media quality and in
guiding the synchronization adaptations to achieve a teleimmersive system with the best subjective quality.
7.2 Lessons Learned
We have learned several lessons from our multimedia synchronization research study.
First, as next-generation multimedia systems are growing more complex in terms of the multi-location
pipeline architecture, we have to resort to collaborative synchronization controls in all locations in order
to prevent the propagation of the skews during the media computation and distribution, and to facilitate the
media synchronization at their final presentation. In our study, we solve the collaborative control problem by
bounding/minimizing the skews in each location independently. We do not manage to investigate the impact
of skew propagation across multiple places, and to design adaptation algorithms based on this impact. This
can allow our proposed control framework to become more configurable in diverse multimedia system
settings, and to reduce the framework’s own complexity which may otherwise increase exponentially as the
number of control locations scales in the system.
Second, we rely on the estimated media computation (encoding) time and the Internet traffic patterns to
guide the online synchronization control (e.g., CloudStream at the capturing tier and TBuffer at the presenta-
tion tier). The underlying assumption is that the future computation and Internet statistics can be predicted
with reasonable accuracy, based upon the past and current records. However, under the circumstance of
an unusually long encoding latency or an unexpected change of the Internet quality, the control adapta-
tion algorithms may fail to respond timely, and an unbounded synchronization skew is still likely. Hence,
our control algorithms are, in some sense, best-effort, and there is no better solution to guarantee perfect
synchronization given the dynamic and uncontrollable real system issues.
Third, due to the complexity of interactions and tradeoffs among the media signal intelligibility, the
interactive quality and the synchronization quality, it is very difficult to use a closed form to describe their
148
combined impact. Hence, we have to resort to the machine learning approach to find the quality mapping as
described in Section 5. Existing ITU standards try to present the closed form by simplifying the dependen-
cies across different quality attributes, but the credibility of such simplification remain to be challenged.
7.3 Future Work
7.3.1 Standardizing Synchronization Protocols
As discussed in Section 2, we are unable to employ RTP and RTCP in our TEEVE testbed due to a lack
of real-time support for synchronizing the time-correlated scalable multi-modal media data from multi-
ple sender sites, and for specifying the synchronization reference dependencies during the online controls.
Hence, in our teleimmersive implementation, we design our own proprietary protocols for multimedia dis-
tribution and synchronization. We foresee an urgent demand in extending existing RTP and RTCP protocols
to feature new multi-modal multi-stream characteristics for next-generation interactive multimedia systems,
and to offer both specification and control support for realizing the demands of multi-layer multimedia
synchronization.
Specifically, we envision the following changes in RTCP:
• New control service component at the sender sites to identify the time-correlated media frames from
different multi-modal sensory streams that belong to each synchronization point.
• New distributed control mechanism at the receiver sites to perform cooperative multi-device synchro-
nization.
• New control support for inter-sender synchronization.
Accordingly, we modify the RTP header to provide the underlying specification support for RTCP:
• The timestamp field in the current RTP header must be extended to tell the synchronization point
information. Multi-layer synchronization skews can be computed during the media distribution, and
existing RTP mixing functionality can also be improved by performing over the identified synchro-
nization point sequence.
• The synchronization reference dependencies must also be indicated in the header, so that the most im-
portant media data can be given the priority during QoS adaptations at different network end devices.
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7.3.2 Mobile Synchronization
Our synchronization control framework are mainly designed for wireline and wireless 802.11 network. With
the blossoms of mobile devices operating on 3G/4G cellular network, multiple issues can emerge which will
impede the multimedia synchronization.
• Network unreliability. Existing synchronization algorithms (e.g. bandwidth resource allocation and
presentation scheduling) usually perform by estimating the network conditions based on the observa-
tions of previous media traffic patterns. Owing to the uncontrollable interferences between the base
stations (access points) and end users, the cellular connections are more prone to jitter and losses,
and the resulting data traffic can demonstrate huge burstiness. This leads to a very poor prediction
accuracy of the cellular network quality, which can tremendously hinder the resulting synchroniza-
tion performance. New control study should be proposed to address the issue of cellular network
unreliability and dynamics.
• Device mobility. The mobility of end devices can create two problems. First, the frequent join/leave
of the users and the resulting changes of relay paths options make it impossible to develop a stable
SyncCast-like multicast overlay. Each user may only request the media data from reachable neighbors
at the best effort, causing unconstraint multi-layer synchronization skews. Second, end devices can
switch among multiple base stations and access points during their movement, and important syn-
chronization information can be dropped at each handover. This demands a fast resynchronization
mechanism to recover the out-of-sync period.
• New perceptual demands of users. The current technological trend foresees an increasing number of
new multi-modal sensors co-equipped on a single mobile device, and their broad usage along with new
synchronization demands in diverse multimedia applications. End users can exhibit heterogeneous
perceptual demands on synchronizing these multi-modal sensory data in different applications, and
subjective evaluations are the only approach to understand real human perceptual quality.
To sum up, we believe that the multimedia synchronization will continue to be an important problem in
the future as our multimedia environments are getting richer in terms of multi-modal devices, faster and more
ubiquitous in terms of the network inter-connectivity, and more versatile in terms of their usages in broad
multimedia applications. This dissertation well serves as a pioneering work to encourage the community to
rethink of synchronization models, concepts, specifications, mechanisms and protocols. We will continue
to see new synchronization studies and industrial standards in the near future.
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7.4 Table of Abbreviations and Notations
List of Abbreviations in Chapter 7:
TEEVE Teleimmersive Environment for EVErybody
RTP Real-time Transport Protocol
RTCP Real-time Transport Control Protocol
QoS Quality of Service
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