A collocation method based on piecewise polynomials is applied to boundary value problems for mth order systems of nonlinear ordinary differential equations. Optimal a priori estimates are obtained for the error of approximation in the maximum norm and superconvergence is verified at particular points.
INTRODUCTION
The method of collocation has been examined by a number of Russian authors in the case of linear integro-differential and differential equations. Russel and Shampine [8] and de Boor and Swartz [I] studied collocation with piecewise polynomials for nonlinear boundary value problems in ordinary differential equations. de Boor and Swartz [l] found optimal global estimates and established superconvergence at certain points. In [7j, Ronto utilized collocation based on polynomials for a system of first order linear differential equations.
In this paper we study collocation with piecewise polynomials for nonlinear boundary value problems in mth order systems of ordinary differential equations. We obtain results analogous to those of de Boor and Swartz. The results of this paper are a part of the author's Ph.D. Thesis [4] . We denote by Cd the set of continuous functions f on UC, (it-1 , ti) for which the 2N limits f(L1 +hf(ti -L exist. C, is a Banach space with respect to the norm Similarly, we define C'p) as the set of functionsf whose mth derivative is continuous on [a, bid. We denote by PI, the set of polynomials of degree <k and Pk,d the linear subspace of CA consisting of thosefe Pl;([tj-, , t,]), j ::= l,..., A%'.
Let Ti , i -l,..., K be the norm-preserving where U+(A) is the modulus of continuity. Moreover, for all f~ C, and iA/ ~-max/fi,,--tiI~vehave L Iif-Q,fil < 6 I/ I -Q lj w,(i d 1!2(k -1)).
(1.1)
COLLOCATION
Let (~<)'2' be a given sequence of continuous linear functionals on Cm-l[u, b] and linearly independent over P,, = ker D"'. We write row vectors to represent column vectors. We consider the problem of approximating the solution x(t) =-:: (xl(t),..., xltl(t)), xi(t) E CFr [u, b] of an ordinary nonlinear differential equation 
is o (Iif -y / ) in norm. Also, we define the linear differential-operator L, which depends on the solution x of (2.1), (2.2) as
Furthermore, we require that the linear problem for 2: = (tir ,..., u,%{) (W(t) = g(t), t E [a, hl, has a unique solution; i.e., the Green's matrix G(t, s) exists for the operator L with the conditions (3.4). Also, we define Rx = (Rx, ,..., RX,), RXi E Sd for i _ 1,. ., M as the c0110-cation approximation to the solution z, of the problem
where x is the solution of the problem (2.1), (2.2). We observe that Rx is determined such that
The main result of this section is the following theorem. (iii) the following error estimates for xd hold:
(iv) furthermore, the collocation approximation Rx to the linear problem (3.3)', (3.4)' satisfies the error estimates 11 Di(x -Rx)11 < const / A Imin(n.k); i = O,..., m and the more significant one
The proof of this theorem is obtained by an application of the following lemma. (i) I -QdT' is a one-to-one map of x ," [Fp,,d onto itself and it is bounded and boundedly invertible on x r C, with bounds independent of A.
(ii) The map P on x r Cd given by
is a linear projector. which is defined for all f E ~(y, 6). Notice that A has its range in xf' Pk,d and
-(Y -Q&l.
We choose d > 0 so that and hence, from inequality (3.9) we obtain II flf -4Il < 3llf -gl/, i.e., A is a proper contraction on rr(y, l ) for 1 A / < d. This implies the existence and uniqueness of a solution yd of (2.6). From (3.10) and inequality (3.9) we see that and therefore (3.8) holds. This concludes the proof of Lemma 3.1.
Proof of Theorem 3.1. First we verify the hypotheses of Lemma 3.1 under assumption (a) of the Theorem 3.1.
Step 1. Let T be Frechet differentiable and define y* by y* = (y'-")(t),..., y'-"(t)) = (x(t), (Dx)(t),..., (D+%)(t)) E P. We first show that the line segments {Et, r*(t) + %t)l, 6 6 P, 11) are contained in 5(x, 6) where h = (f (-ni), f(-Tel),.*., f(W) _ y* = f" -y* E P. This is assured by requiring that ilf -y 11 < S/K1 with 
where K4 is independent of A. Hence T is Frechet differentiable at y.
Step 2. We verify hypotheses The last equality follows from (3.1 l), (3.13) and establishes relation (3.6) between the error of collocation approximation of the nonlinear problem (2.1) (2.2) and the linear one (3. where KA is a constant independent of A. From the definition of h,,, we conclude that
