We consider high-dimensional inference for potentially misspecified Cox proportional hazard models based on low dimensional results by Lin and Wei [1989] . A de-sparsified Lasso estimator is proposed based on the log partial likelihood function and shown to converge to a pseudo-true parameter vector. Interestingly, the sparsity of the true parameter can be inferred from that of the above limiting parameter. Moreover, each component of the above (non-sparse) estimator is shown to be asymptotically normal with a variance that can be consistently estimated even under model misspecifications. In some cases, this asymptotic distribution leads to valid statistical inference procedures, whose empirical performances are illustrated through numerical examples.
SHENGCHUN KONG ET AL. 3 the above observations:
where = ( 1 , … , ) and ( ) is an unknown baseline hazard function. Note that 0 ( |X) does not need to take an exponential regression form, or has to be a proportional hazard model.
Under the working model (1), the negative log partial likelihood function is written as
with its first and second derivativeṡ where ‖⋅‖ 1 is the 1 norm. It is known that̂ does not possess a tractable limiting distribution [Huang et al., 2013, Kong and Nan, 2014] . Inspired by the recent de-sparsifying idea, we construct a non-sparse estimator by inverting the Karush-Kuhn-Tucker (KKT) condition:̂
∶= (̂ 1 , … ,̂ ) =̂ −Θ̇ (̂ ),
whereΘ is a reasonable approximation for the inverse ofΣ ∶=̈ (̂ ). We remark that the procedure of constructinĝ remains the same regardless whether the working model (1) is correctly specified or not. As will be shown in Section 3, the limiting value of̂ can be interpreted meaningfully. Moreover,̂ is shown to be asymptotically normal, whose variance can be estimated consistently even under model misspecifications.
The approximationΘ can be constructed by performing nodewise Lasso as follows. We first re-writë ( ) as a product of a matrix and its transpose:̈
1 For a matrix ∈ ℝ × and a matrix ∈ ℝ × , the Kronecker product ⊗ is a matrix in ℝ × such that 
Denote ̂ , as the -th column of ̂ and ̂ ,− as the submatrix of ̂ without ̂ , . Based on the decomposition (3), we run the following nodewise Lasso times:̂ ∶= arg min {‖ ̂ , − ̂ ,− ‖ 2 + 2 ‖ ‖ 1 }, 
| THEORETICAL PROPERTIES

| Pseudo-true Parameter
In this section, we derive the limiting value of̂ , denoted as 0 , and further discuss the meaning of its sparsity. As discussed previously, the summands in log partial likelihood (2), based on whicĥ is constructed, are neither i.i.d. nor Lipschitz. Therefore, we first need to introduce an intermediate function that approximates (2):
where ( ; ) = {̂ ( ; )} = 1( ≥ )X ⊗ exp(X ) . As implied by Theorem 5, the pseudo-true parameter 0 is the unique solution to a system of equations,
where
is positive definite. It is easy to verify that (6) and (7) turn out to be ̇̃ ( 0 ) = 0 and ̈ ( 0 ) = Σ 0 , respectively. Hence,̃ indeed plays a similar role as a true likelihood for .
From the example below, we note that̂ with some particular limit value 0 can still be useful for some statistical inference problems.
Example 1 Suppose that the true hazard function is 1 ( ) exp( 2 1 ) in comparison with the working model ( ) exp(X ). Let −1 be the sub-vector of X without the first element 1 . If we assume that −1 is independent of 1 and is symmetric about zero, it can be shown by substituing into (6) that 0 = (0, … , 0) , provided that the censoring time is independent of X. In this case, according to Theorem 5 below, we can construct a valid test based on̂ for testing the null hypothesis that the failure time does not depend on , for any 1 ≤ ≤ .
The pseudo-true parameter 0 defined in (6) is not necessarily sparse even if the underlying true hazard function only depends on a few covariates. Theorem 1 says that if we infer a variable as an active variable (significantly different from zero) in the working model, it must be an active variable in the true model. Interestingly, this directly implies 0 = 0 for 2 ≤ ≤ in Example 1 without doing any calculation.
Define 0 = { ∶ 0 ≠ 0} and 0 ( 0 ) as the index set of all variables having an influence on the true conditional hazard function 0 ( |⋅) (conditional distribution of given X). Let X * 1 (X * 2 ) be a sub-vector of X with 0 ∪ 0 (the complement of 0 ∪ 0 ) being its index set. In the theorem above, we do not need Gaussian design condition, which is required in Bühlmann and van de Geer [2015] for misspecified linear models. Rather, a conditional expectation condition (X * 2 | X * 1 ) = 0 suffices (even for generalized linear regression).
| Asymptotic Distribution
In this section, we show that 1∕2 (̂ − 0 ) converges to a normal distribution and further provide a robust variance estimate formula that is consistent even under misspecifications.
Recall that̃ is the intermediate function. Some straightforward calculation shows thaẗ ( ) can be re-written as (in comparison with (3))̈
where X, denotes the expectation with respect to X and only, and
Before stating our main assumptions, we need the following notation. . For simplicity, we write
is the × design matrix.
Assumption 4
The smallest eigenvalue of Σ 0 is bounded away from zero and ‖Σ 0 ‖ ∞ = (1).
Assumption 5
The observation time stops at a finite time > 0 with probability ∶= ( ≥ ) > 0. is typically required in survival analysis, see Andersen and Gill [1982] . The condition on 0 in Assumption 6 is also typical for the de-sparsified Lasso method, while the condition imposed on is to ensure that the 1 difference betweenΘ and Θ is of the order (1∕ √ log ), whereΘ and Θ are the -th rows ofΘ and Θ respectively. Note that Assumption 2 significantly relaxes the bounded condition on sup ‖ ‖ 1 imposed in Kong and Nan [2014] . In fact, with Assumption 2, we can obtain a similar non-asymptotic oracle inequality as that in Kong and Nan [2014] by choosing a slightly larger constant in the tuning parameter ,0 defined therein.
Lemma 2 (Lemma 3) describes the difference between̂ and 0 (Θ and Θ ). We omit the proof of Lemma 2, which can be straightforwardly adapted from Kong and Nan [2014] under a weaker condition Assumption 2 as discussed above. 
Lemma 3 Under Assumptions 1 -7, we have for every 1 ≤ ≤ ,
and
Moreover,
where Λ 2 max is the largest eigenvalue of Σ 0 .
Lemma 4 shows the asymptotic normality of the score statistiċ ( 0 ) under high dimensional setting, which is similar to Lin and Wei [1989] for any fixed .
Lemma 4 Under Assumptions 1 -7, we have
converges weakly to  (0, 1), where
From Lemmas 2 -4, we obtain our main results on the asymptotic normality of̂ . In particular, the asymptotic variance formula (8) in Theorem 5 (also used in Lin and Wei [1989] for low dimensional case) is robust in the sense that it can be applied irrespective whether the model is correct or not, while (9) in Corollary 6 only holds for correctly specified models.
Theorem 5 Under Assumptions 1 -7, we have for every
where converges weakly to  (0, 1) and̂
. (1) is correctly specified, we have for every 1 ≤ ≤ ,
Corollary 6 If the working model
where converges weakly to  (0, 1) and̃
| NUMERICAL STUDY
We conducted extensive simulations to investigate the finite sample performances of our high dimensional inference methods.
The rows of were drawn independently from  (0, Σ) with each element truncated by [−3, 3] . Constant censoring time was generated to yield 15% and 30% censoring rates. The Lasso estimator̂ was obtained with a tuning parameter from 10-fold cross-validation, while 's in nodewise Lasso were also chosen by 10-fold cross-validation. We set ( , ) = (100, 500)
and ( 
| Correctly specified Cox regression model
Assume ( |X) = exp(X ) is the true hazard function with two different covariance matrices Σ:
The active set has either cardinality 0 = | 0 | = 3 or 15 with 0 = {1, 2, ⋯ , 0 } and the regression coefficients were drawn from a fixed realization of 0 i.i.d. uniform random variables on [0, 2]. Denote CI as a two-sided 95% confidence interval.
In Table 1 and 2, we report empirical versions of
length(CI ),
It is demonstrated that the coverage probabilities are generally close to 95%. For active sets with a larger 0 , we observe 
| misspecified Cox regression model
In this section, we consider misspecified models. In Tables 3 and 4 , survival time was generated from ( |X) = exp{ 2 1 }, and the working model (1) was used to fit the data in simulations. As explained in Example 1, the pseudo-true parameter 0 = (0, … , 0) . we calculated the average coverage probabilities −1 ∑ 1≤ ≤ ℙ( 0 ∈ CI ) and average lengths −1 ∑ 1≤ ≤ length(CI ) by considering two covariance matrices:
The asymptotic variance estimates were calculated either from (8) (robust) or (9) (non-robust). Table 3 demonstrates that when robust variance estimate is used, the coverage probabilities are closer to the nominal level 95% in comparison with the non-robust formula.
Next, we test the null hypothesis 0 that the failure time does not depend on 1 . When the working model (1) is false, a valid test for 0 based on̂ 1 and robust variance estimation method is possible if 01 = 0. One example for 01 = 0 is that 1 is symmetric about 0 and independent of other covariates, and 2 1 has an important effect on the true hazard function 0 ( |X). Note that the true model need not take an exponential regressionform, and neither does it have to a proportional hazards model. In Tables 5 and 6 , different true hazards with covariates satisfying these conditions were explored, under the following covariance matrices: Tables 5 and 6 is on the omission of relevant covariates from Cox models, rows 2-3 are on the misspecification of regression forms with possible omission of relevant covariates, and rows 4-5 are on nonproportional hazards models with Tables 5 and 6 demonstrate that tests based on robust variance estimate give empirical sizes closer to 5% than those nonrobust cases. This is because test based on robust variance estimation method is asymptotically valid, whereas test based on non-robust variance estimation may not be. When > , it is noted that our results based on de-sparsified method are comparable with those based on partial likelihood method.
Row 1 of
| Real Data Analysis
We consider a dataset, Alizadeh et al. [2000] : gene-expression data in lymphoma patients. The data ("LymphomaData.rda") is available in R glmnet package and is publicly available online. The original data is available from http://llmpp.nih.gov/lymphoma/data.shtml.
There are = 240 patients with measurements on = 7399 genes. It is of particular interest to find out which genes are im- significance. There are 319 genes out of the total 7399 genes found significant at individual 5% level based on the robust variance estimation method, while 169 genes are found significant based on non-robust variance estimation method. This is because the robust variance estimates are generally smaller than the non-robust variance estimates. It is consistent with the findings in Lin and Wei [1989] that when the model is correctly specified, robust variance estimates tend to be smaller than non-robust variance estimates, see row 1 of Table 1 in Lin and Wei [1989] . This also suggests it may be ideal to model the data with a high dimensional Cox regression model. The Bonferroni-Holm procedure based on̂ finds no significant coefficient at the 5% significance level for the family-wise error rate (FWER), under either robust or non-robust variance estimate. Similarly as Example 4.3 of van de Geer et al. [2014] , such a low power is expected in presence of thousands of variables.
APPENDIX .1 | Notations
We first present some technical lemmas and their proofs.
.2 | Technical Lemmas Lemma 7 Under Assumptions 1, 2 and 5, we have
[ ] 
Proof From the definition, =Δ ∕ . Note that for any = 1, ⋯ , ,
Then (10) and (11) can be obtained from (13) and a direct calculation.
By Assumptions 1 -2, we have exp(X 0 ) bounded from above. And from the consistency result for̂ in Lemma 1, we have exp(X ) is bounded above by a constant , for any between 0 and̂ . From Lemma 2 in Kong and Nan [2014] , we have with probability tending to 1, for any ∈ [0, ] and between 0 and̂ ,
where = ( ≥ ) as defined in Assumption 5. In view of (14), (12) is true under Assumptions 1, 2 and 4. Direct calculation
Thus is non-singular provided that < max .
Lemmas 8 and 9 bound the 1 and 2 differences between̂ ̂ , and 0 , , respectively.
Lemma 8 Under Assumptions 1 -7, we have
.
By the definition of̂ ̂ , and the fact that =Δ ∕ , we have,
which implies
Simple algebra shows that
where ( , ) ∶= .
We next aim to show
Using the Cauchy-Schwartz inequality, we get 
Definẽ
We apply Lemma 6.1 in van de Geer et al. [2014] to bound the RHS of the above inequality. Use (a) as an example, from the mean value theorem, the Cauchy-Schwartz inequality and (14),
where is between 0 and̂ and the second inequality holds with probability tending to 1. The last equation is from Lemma 1.
Note that Lemma 7 and Assumption 3 imply
Hence, from Lemma 6.1 in van de Geer et al.
[2014], we get ( ) =  ( 2 0 ). By similar arguments, we can show (17) holds.
By applying (16), simple algebra shows that the RHS of (15) can be bounded by
By similar arguments as in linear models [van de Geer et al., 2014] and invoking the fact that ‖Δ ̂ (̂ − 0 )‖ 2 ∕ 2 =  (‖ (̂ − )‖ ∕ ) [Kong and Nan, 2014] , it can be shown that ( ) → 1. Then we have on the event  ,
It follows from the triangular inequality that,
where the subscript 0 denotes the set { ∶ 0 , , ≠ 0}. Also note that
Plugging (19) into the LHS of (18), and (20) into the RHS of (18), we have
Therefore, (18) becomes
Since the smallest eigenvalue of Σ 0 is bounded away from zero, the compatibility condition holds forΣ. There exists a constant 0 , such that
The last inequality follows from the basic inequality 4 ≤ 2 ∕4 + 16 2 . Hence,
Therefore, we deduce that
Substituting =̂ ̂ , − 0 , into the above inequality, we have
where the first inequality follows from triangular inequality, and the second one holds due to Lemma 8 and the fact that the smallest eigenvalue Λ 2 min of Σ 0 stays away from zero. Again from Lemma 8, we note that ‖Δ
.3 | Proof of Lemma 3
Proof We first show that 
For , by the definition of 0 , , some simple algebra shows that 2
, ,X , ,Δ (⋅) is the expectation respect to ( , , X , , Δ ). Hence,
From the equality and (14), with probability tending to 1,
Using the fact that ( ) =  ( −1∕2 ), and (22), (23), and (24), we have =  ( √ log ∕ ).
By substituting
For , it follows from the KKT condition that
Hence, ( ) =  ( √ log ∕ ).
Similar to the proof of Theorem 3.2 in van de Geer et al. [2014] and (17), we have ( ) =  ( √ 0 ). Hence, we have (21).
Since 1∕ 2 0 , = (1), together with (21), it implies that
We note that 
It follows from Lemma 4 in Kong and Nan [2014] , Lemma A.1 in Chernozhukov et al. [2013] and Lemma 3 that 
The last equality holds from Lemma 3 and the fact that ‖ −1 ∑ =1 ( 0 ) ⊗2 ‖ ∞ =  (1) and ‖ −1 ∑ =1 ( 0 ) ⊗2 Θ ‖ ∞ =  (1). Thus, we obtain (25). 
