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VIIZusammenfassung
In dieser Arbeit de¯nieren wir ein Ma¼ fÄ ur den Grad der Mehrdeutigkeit
(degree of ambiguity da) kontextfreier Grammatiken und Sprachen als
die Anzahl der AbleitungsbÄ aume in AbhÄ angigkeit von der LÄ ange n eines
Wortes. Wir zeigen, dass es weder Sprachen noch zyklenfreie Grammatiken
gibt, deren Mehrdeutigkeitsgrad stÄ arker als 2£(n) wÄ achst (wie z B. £(nn)).
Aus [10] ist es au¼erdem bekannt, dass es keine Grammatiken (und somit
keine Sprachen) gibt, deren Mehrdeutigkeit stÄ arker als polynomiell, aber
schwÄ acher als exponentiell wÄ achst (wie z. B. £(2
p
n). Deshalb untersuchen
wir in dieser Arbeit hauptsÄ achlich konstant mehrdeutige, polynomiell
mehrdeutige und exponentiell mehrdeutige Grammatiken und Sprachen.
FÄ ur jede feste, ganze Zahl k 2 N hat Maurer [8] die Exi-
stenz einer k{deutigen kontextfreien Sprache nachgewiesen. Durch







k jm;m1;m2;:::;mk ¸ 1;9 i mit m = mig, und mit Hilfe
von Ogden's Lemma1 erhalten wir einen wesentlich kÄ urzeren Beweis.
Ferner zeigen wir die Existenz exponentiell mehrdeutiger Sprachen. Wir
zeigen, dass die Sprache L¤ { wobei L = faibicjji;j ¸ 1g [ faibjciji;j ¸ 1g{
1Als Maurer den Beweis ausfÄ uhrte, existierte Ogden's Lemma noch nicht.
1Zusammenfassung 2
exponentiell mehrdeutig ist, indem wir beweisen, dass das Wort
(ah+h!bh+h!ch+h!)k mindestens 2k Ableitungen in jeder Grammatik G
fÄ ur L¤ hat, wobei k aus N ist und h die Konstante aus Ogden's Lemma fÄ ur
G ist. FÄ ur beliebig kleines c aus R+ entwerfen wir eine Grammatik Gc fÄ ur
L¤, so dass daGc · 2cn gilt. Somit gilt, dass die Sprache L¤ zwar exponenti-
ell mehrdeutig ist, aber es gibt kein festes c aus R+ , so dass L¤ 2cn{deutig ist.
Wir geben polynomiell mehrdeutige Grammatiken an und zeigen die
Existenz von polynomiell mehrdeutigen Sprachen, indem wir mit Hilfe
von Ogden's Lemma beweisen, dass die Anzahl der AbleitungsbÄ aume
eines Wortes der LÄ ange n in jeder Grammatik fÄ ur die Sprache Lk in
der GrÄ o¼enordnung von ­(nk) liegt, wobei k eine Konstante aus N ist,
und L := fambm1cbm2c:::bmpcjp 2 N;m;m1;m2;:::;mp 2 N;9i 2
f1;2;:::;pg mit m = mig gilt. Durch Angabe einer O(nk){deutigen Gram-
matik zeigen wir schlie¼lich, dass Lk polynomiell vom Grad k mehrdeutig ist.
Au¼erdem entwerfen wir fÄ ur jedes feste d aus R+ eine Grammatik Gd fÄ ur L,
so dass daGd · dn dn fÄ ur genÄ ugend gro¼es n ist.Kapitel 1
Einleitung
In dieser Arbeit beschÄ aftigen wir uns mit dem Grad der Mehrdeutigkeit
kontextfreier Grammatiken und Sprachen. Wir meinen mit Grammatiken
bzw. Sprachen { falls nicht anders gesagt { die kontextfreien Grammatiken
bzw. Sprachen.
Eine kontextfreie Grammatik CFG besteht aus einer Menge von
Variablen, einer Menge von Terminalsymbolen und einer Menge von
Produktionen. Eine Produktion ist ein Paar, das aus einer Variablen und
einer Zeichenkette besteht, wobei die Zeichenkette Variablen und Terminale
enthÄ alt, die aber auch leer sein kann. Die Variable wird als die linke, die
Zeichenkette als die rechte Seite dieser Produktion bezeichnet. Solch eine
Produktion erlaubt in beliebigen Zeichenketten, in denen die Variable ihrer
linken Seite vorkommt, die Ersetzung durch die entsprechende rechte Seite
ohne BerÄ ucksichtigung des Kontext, d. h. die Umgebung dieser Variablen in
der gegebenen Zeichenkette, daher die Bezeichnung "kontextfrei\. Man sagt
dann, dass aus der gegebenen Zeichenkette durch diese Ersetzung die ent-
sprechende neue Zeichenkette abgeleitet werden kann. Ausgehend von einerEinleitung 4
festgelegten Startvariablen wendet man solche Ableitungsschritte solange
an, bis in dem abgeleiteten Wort nur noch Terminalsymbole vorkommen.
Die Menge der so ableitbaren WÄ orter aus Terminalsymbolen ist die von der
Grammatik G erzeugte Sprache L(G). Die Menge der von CFG's erzeugten
Sprachen hei¼t die Menge der kontextfreien Sprachen CFL.
Eine Ableitung ist eine Folge von Ableitungsschritten. In jedem Ablei-
tungsschritt sind immer zwei Entscheidungen zu tre®en. ZunÄ achst ist das
Nichtterminal zu bestimmen, das ersetzt werden soll. Danach ist eine der
Alternativen auszuwÄ ahlen, durch die dieses Nichtterminal ersetzt werden
soll. Unter einer Linksableitung verstehen wir eine Ableitung, in der in
jedem Ableitungsschritt die am weitesten links stehende Variable abgeleitet
wird. Wir kommen nun zu graphischen Darstellungen von Ableitungen. Da
bei kontextfreien Grammatiken die linken Seiten aller Regeln genau eine
Variable enthalten, lassen sich kontextfreie Ableitungen gut durch soge-
nannte AbleitungsbÄ aume ohne BerÄ ucksichtigung der Ableitungsreihenfolge
darstellen. An der Wurzel steht das Startsymbol. Jeder innere Knoten ist
mit einer Variable markiert, wÄ ahrend an den BlÄ attern Terminalzeichen oder
das leere Wort stehen. Wenn ein innerer Knoten mit A markiert ist und
seine SÄ ohne von links nach rechts mit den Symbolen X1, X2,..., Xk markiert
sind, dann muss A ¡! X1X2 :::Xk eine Produktion der Grammatik sein.
Wegen der Kontextfreiheit der Grammatik ist die Reihenfolge, in der wir
Variable ableiten, unerheblich. Deshalb gehÄ ort zu jeder Ableitung genau ein
Ableitungsbaum, wÄ ahrend zu einem Ableitungsbaum verschiedene Ablei-
tungen des gleichen Wortes gehÄ oren kÄ onnen. Aus jedem Ableitungsbaum ist
genau eine Linksableitung erhÄ altlich. Es ist sinnvoll, Ableitungen als BÄ aume
darzustellen, denn sie geben den WÄ ortern einer Sprache eine Struktur,Einleitung 5
die fÄ ur Anwendungen, wie Compilierung von Programmiersprachen, sehr
nÄ utzlich ist.
Eine Grammatik hei¼t eindeutig, falls jedes Wort hÄ ochstens einen Ablei-
tungsbaum in dieser Grammatik hat. Eine Grammatik, in der es ein Wort
mit mehr als einem Ableitungsbaum gibt, hei¼t mehrdeutig. Eine Sprache,
fÄ ur die jede Grammatik mehrdeutig ist, hei¼t mehrdeutige1 Sprache. Eine
Sprache hei¼t eindeutig, wenn sie nicht mehrdeutig ist. Die Mehrdeutigkeit
von Grammatiken spielt in der Praxis eine Wichtige Rolle. So wird bei-
spielsweise die Semantik einer Programmiersprache dem Ableitungsbaum
entnommen. WÄ are dieser Baum und damit die Grammatik nicht eindeutig,
so kÄ onnte ein Programm mehrere Bedeutungen haben. Au¼erdem haben wir
fÄ ur eindeutige Grammatiken die MÄ oglichkeit, fÄ ur ein Wort den eindeutigen
Ableitungsbaum (z. B. durch das bottom{up oder top{down Verfahren) zu
erzeugen. Bei der richtigen Konstruktion gibt es keine WahlmÄ oglichkeiten,
wÄ ahrend es bei mehrdeutigen Grammatiken verschiedene richtige Entschei-
dungen geben kann. Die Intuition sagt also, dass das Wortproblem fÄ ur
eindeutige Grammatiken vielleicht einfacher zu lÄ osen ist als fÄ ur mehrdeutige
Grammatiken. In der Tat ist der erforderliche Aufwand zur LÄ osung des
Wortproblems fÄ ur einige bekannte Parsing{Algorithmen (wie z. B. Ear-
ley's Algorithmus2) bezÄ uglich einer kontextfreien Sprache fÄ ur mehrdeutige
Grammatiken bekanntlich grÄ o¼er als fÄ ur eindeutige Grammatiken. Daraus
resultiert der Wunsch, Mehrdeutigkeiten zu vermeiden.
Wir werden die Mehrdeutigkeit einer Grammatik (bzw. Sprache) als
1In der Literatur spricht man meistens von "`inh"arent"' mehrdeutigen Sprachen. In
dieser Arbeit verzichten wir auf die Benutzung des Wortes inhÄ arent.
2NÄ aheres siehe [9, Seite 321]Einleitung 6
die Anzahl der verschiedenen AbleitungsbÄ aume in AbhÄ angigkeit der LÄ ange
der WÄ orter de¯nieren. Das so de¯nierte Mehrdeutigkeitsma¼ (degree of
ambiguity da) ist also eine Funktion da(n) von der LÄ ange n eines Wortes
und erlaubt eine feinere Klassi¯zierung der kontextfreien Grammatiken
(bzw. Sprachen) als die oben beschriebene Unterteilung in eindeutige
und mehrdeutige Grammatiken (bzw. Sprachen). Wir kÄ onnen kontextfreie
Grammatiken (bzw. Sprachen) bezÄ uglich ihrer Mehrdeutigkeitsgrade (Mehr-
deutigkeitsfunktion) in konstant mehrdeutige, polynomiell mehrdeutige
und exponentiell mehrdeutige Grammatiken (bzw. Sprachen) klassi¯zieren.
Diese feinere Klassi¯kation der Grammatiken und Sprachen nach der
Mehrdeutigkeitsfunktion ist in der Literatur kaum zu ¯nden. Eine Arbeit
von Wich [10] hat sich zwar mit einer Ä ahnlichen feineren Klassi¯kation
beschÄ aftigt, aber nur fÄ ur die Grammatiken und nicht fÄ ur die Sprachen,
was wesentlich schwieriger und weiterfÄ uhrender ist. In einer anderen Arbeit
von Maurer [8] wurde fÄ ur jedes k die Existenz einer k{deutigen Sprache
nachgewiesen. Der Beweis war allerdings sehr aufwendig und lang und die
angegebene Sprache ziemlich kompliziert. Wir liefern einen kÄ urzeren und
eleganteren Beweis und betrachten einfachere k{deutige Sprachen.
Wir werden beweisen, dass es weder Sprachen noch zyklenfreie Gram-
matiken gibt, deren Mehrdeutigkeitsgrad stÄ arker als 2£(n) wÄ achst (wie z.
B. £(nn)), und dass die Mehrdeutigkeit einer Grammatik genau dann fÄ ur
einzelne WÄ orter unendlich ist, wenn die Grammatik (nÄ utzliche) Zyklen
enthÄ alt (siehe Satz 2.6.1 auf die Seite 20 sowie Bemerkung 2.7.1 auf die
Seite 22). Aus [10] ist bekannt, dass es keine Grammatiken (und somit
keine Sprachen) gibt, deren Mehrdeutigkeit stÄ arker als polynomiell, aber
schwÄ acher als exponentiell wÄ achst (wie z. B. £(2
p
n). Deshalb untersuchenEinleitung 7
wir in dieser Arbeit hauptsÄ achlich konstant mehrdeutige, polynomiell
mehrdeutige und exponentiell mehrdeutige Grammatiken und Sprachen.
Die vorliegende Arbeit ist wie folgt geteilt: Nach dieser Einleitung werden
wir im Kapitel 2 einige formale De¯nitionen und (bekannte) grundlegende
SÄ atze Ä uber kontextfreie Grammatiken und Sprachen au°isten, sowie Schreib-
weisen, AbkÄ urzungen und Notationen festlegen, die wir fÄ ur diese Arbeit
brauchen.
Kapitel 3 behandelt die konstant mehrdeutigen Grammatiken
und Sprachen. Maurer hat in [8] gezeigt, dass es fÄ ur jede Kon-
stante k 2 N eine k{deutige Sprache gibt. Diese Tatsache bewei-







k jm;m1;m2;:::;mk ¸ 1;9 i mit m = mig und
einer "`eleganteren"' Beweisidee (Ogden's Lemma3 ) als in [8]. Ferner geben
wir eine k{deutige Sprache Ä uber einem ¯xen (von k unabhÄ angigen) Alphabet
an. Diese Sprache ist f Lk := fambm1cbm2c:::bmkcjm;m1;m2;:::;mk ¸
1;9 i mit m = mig.
Im Kapitel 4 untersuchen wir die exponentiell mehrdeutigen Grammati-
ken und Sprachen. Die Angabe einer exponentiell mehrdeutigen Grammatik
erweist sich als leicht. Wesentlich schwieriger ist es zu zeigen, dass es expo-
nentiell mehrdeutige Sprachen gibt. Wir betrachten die Sprache L¤ { wobei
L = faibicjji;j ¸ 1g [ faibjciji;j ¸ 1g:
² Wir zeigen, dass die Sprache L¤ exponentiell mehrdeutig ist, indem wir
beweisen, dass das Wort (ah+h!bh+h!ch+h!)k mindestens 2k Ableitungen
3Als Maurer den Beweis ausfÄ uhrte, existierte Ogden's Lemma noch nicht.Einleitung 8
in jeder Grammatik G fÄ ur L¤ hat, wobei k aus N und h die Konstante
aus Ogden's Lemma fÄ ur G ist.
² FÄ ur jedes beliebig kleine c aus R+ entwerfen wir eine Grammatik Gc
fÄ ur L¤, so dass die Mehrdeutigkeit von Gc nach oben durch 2cn be-
schrÄ ankt ist. Somit gilt, dass die Sprache L¤ zwar exponentiell mehr-
deutig ist, aber es gibt kein festes c aus R+, so dass L¤ 2cn{deutig ist
(siehe Satz 4.3.1 auf die Seite 48).
Wir schlie¼en Kapitel 4 mit dem o®enen Problem, ob es eine exponenti-
ell mehrdeutige Sprache gibt, die fÄ ur irgend ein festes c aus R+ 2cn{deutig ist.
Im Kapitel 5 beschÄ aftigen wir uns mit polynomiell mehrdeutigen
Sprachen und Grammatiken. Zuerst geben wir polynomiell mehrdeutige
Grammatiken an. Danach zeigen wir die Existenz einer linear mehrdeu-
tigen Sprache, indem wir beweisen, dass L := fambm1cbm2c:::bmpcjp 2
N;m;m1;m2;:::;mp 2 N;9i 2 f1;2;:::;pg mit m = mig linear mehrdeutig
ist. Ferner zeigen wir, dass fÄ ur jedes k 2 N Lk polynomiell vom Grad k
mehrdeutig ist. Dieses Ergebnis scheint neu zu sein, denn wir konnten es nir-
gendwo in der Literatur ¯nden. Au¼erdem entwerfen wir fÄ ur jedes feste d aus
R+ eine Grammatik Gd fÄ ur L, so dass daGd(n) · dn fÄ ur genÄ ugend gro¼es n ist.
Kapitel 6 enthÄ alt VorschlÄ age und Ideen fÄ ur weiterfÄ uhrende Untersuchun-
gen des Grades der Mehrdeutigkeit kontextfreier Grammatiken und Spra-
chen.Kapitel 2
Grundlagen
In diesem Kapitel werden wir einige grundlegende De¯nitionen und SÄ atze
Ä uber kontextfreie Grammatiken und Sprachen au°isten, die in dieser Arbeit
spÄ ater benutzt werden. Ist ein Begri® nicht explizit de¯niert, so gilt seine
De¯nition aus [9], denn wir kÄ onnen in dieser Arbeit nicht alles de¯nieren.
2.1 Notationen
Wir benutzen folgende Standardnotationen und Begri®e siehe Tabelle 2.1 auf
die Seite 10).Grundlagen 10
Notation erklÄ arung
" das leere Wort
jwj Lange des Wortes w (es gill j"j=0)
xq xx:::x | {z }
q mal
= q fache Konkatenation vom Wort x
wR die Spiegelung des Wortes w.
#a(w) die Anzahl von a's im Wort w.
N Menge der natÄ urlichen Zahlen (ohne Null).
N0 Menge der natÄ urlichen Zahlen (mit Null).
R+ Menge der positiven reellen Zahlen (ohne Null).
¹ [ disjunkte Vereinigung.
:, ist de¯niert als.
:= ist de¯niert als.
jPj KardinalitÄ at der Menge P.
A =) B aus A folgt B.
q. e. d. Ende des Beweises.
o. B. d. A. ohne BeschrÄ ankung der Allgemeinheit.
n! n FakultÄ at =1 ¤ 2 ¤ ¢¢¢ ¤ (n ¡ 1) ¤ n; 0!=1.
n P
i=1
ai Die Summe a1 + a2 + ¢¢¢ + an.
n Q
i=1









² FÄ ur eine endliche oder unendliche Menge L de¯nieren wir:
¤ Ln := fw1w2 :::wnjwi 2 L;8i 2 f1;2;:::;ngg fÄ ur n 2 NGrundlagen 11














² Sei w ein Wort. FÄ ur die einelementige Menge fwg de¯nieren wir:
¤ w¤ := fwg¤ = f";w;ww;www;:::g
¤ w+ := fwg+ = fw;ww;www;:::g.
² Seien y, w WÄ orter. (y 2 w) : (9 WÄ orter x, z so das w=xyz).
² Au¼erdem werden wir folgende asymptotische Notationen brauchen:
Seien f;g : N ! R+ zwei Funktionen
¤ g = O(f) :, (9c 2 R+;9no 2 N) so dass (8n ¸ n0) gilt (g(n) ·
cf(n))
¤ g = ­(f) :, (9c 2 R+;9no 2 N) so dass (8n ¸ n0) gilt (g(n) ¸
cf(n))
¤ g = £(f) :, g = O(f) und g = ­(f)
2.2 De¯nition einer CFG
Eine kontextfreie Grammatik CFG ist ein 4{Tupel, G=(N, §, P, S), mit:
² N ist eine endliche nicht leere Menge von Nichtterminalen bzw. Varia-
blen.
² § ist eine endliche nicht leere Menge von Terminalen. Wir nehmen an,
das § und N disjunkt sind.Grundlagen 12
² P ist eine endliche Menge von Produktionen der Form A ! ® mit
A 2 N und ® 2 (N [ §)¤. Es emp¯ehlt sich, die Produktionen durch-
zunumerieren.
² S 2 N ist das Startsymbol.
Konventionen Mit V := N [ § bezeichnen wir die Menge des Gesamtal-
phabets. Wenn nichts anderes de¯niert wird, dann sind:
² Kleinbuchstaben vom Anfang des Alphabets (a, b, c, d, e) Terminale
aus §,
² Kleinbuchstaben vom Ende des Alphabets (t, u, v, w, x, y, z) WÄ orter
aus §¤,
² Grossbuchstaben vom Ende des Alphabets (X, Y, Z) Symbole aus V,
² Grossbuchstaben vom Anfang des Alphabets (A, B, C,...,U, W) Nicht-
terminale aus N, S ist { falls nicht anders gesagt { das Startsymbol,
² Griechische Buchstaben ( ®, ¯ , ° , ± ) Elemente aus V ¤.
² Statt der Schreibweise A ! ®1, A ! ®2,..., A ! ®k schreiben wir





















² Diese letzte Schreibweise benutzen wir vor allem, wenn wir alle mÄ ogli-
chen Ableitungen, die aus A erhÄ altlich sind, darstellen wollen. DiesGrundlagen 13
werden wir bei der Darstellung vom Ableitungsschema einiger Gram-
matiken brauchen.
2.3 CFG und Ableitungen
Sei G=(N, §, P, S) eine CFG.
² Auf V ¤NV ¤ de¯nieren wir eine Ableitungsrelation =) mit
(®1A®2 =) ®1®®2) :, ((A ! ®) 2 P).
i =) ist die i-fache,
+ =) die transitive,
¤ =) die re°exive und transitive
HÄ ulle von =), wobei i 2 N0 (insbesondere gilt: A
0 =) A, 8 A 2 N).




² Falls (A ! ®) 2 P, dann nennt man den Ä Ubergang ®1A®2 =) ®1®®2
einen Ableitungsschritt.











¡! ) ist die mehrmalige Anwendung der Produktion mit der
Nummer j (bzw. die mehrmalige Anwendung der Produktionen mit den
Nummern j und/oder k).
² Eine Ableitung ist eine Folge von Ableitungsschritten. Unter einer
Linksableitung verstehen wir eine Ableitung, in der in jedem Ablei-
tungsschritt das linkeste Nichtterminal (Variable) abgeleitet wird. For-
mal de¯nieren wir eine Linksableitungsrelation
lm =) mit: (wA¯
lm =)
w®¯) :, ((A ! ®) 2 P und w 2 §¤).Grundlagen 14
² Mit j1j2 :::jn bezeichnen wir die Linksableitung, in der man die Pro-
duktionen mit den Nummern j1, j2,...,jn in dieser Reihenfolge anwen-
det.
² Ein geordneter markierter Baum1 ist ein Ableitungsbaum fÄ ur G, wenn
folgendes gilt:
¤ Jeder Knoten hat ein Symbol aus V [ f"g als Markierung.
¤ Die Markierung der Wurzel ist das Startsymbol S.
¤ Wenn ein innerer Knoten die Markierung A hat, dann muss A aus
N sein.
¤ Wenn der Knoten n die Markierung A hat und dessen SÄ ohne n1,
n2,..., nk von links her mit den Markierungen X1, X2,..., Xk
versehen sind, dann muss A ! X1X2 :::Xk eine Produktion in P
sein.
¤ Wenn der Knoten n die Markierung " hat, dann ist n ein Blatt
und der einzige Sohn seines Vaterknotens.
² Unter einem A{Pumpbaum verstehen wir einen Ableitungsbaum mit
der Wurzel A und einem ausgezeichneten Vorkommen von A als echten2
inneren Knoten.
² Wenn wir die Markierungen der BlÄ atter von links nach rechts lesen, so
erhalten wir die sogenannte Front des Ableitungsbaums.
² Die von der CFG G erzeugte Sprache ist L(G):= fw 2 §¤jS
¤ =) wg.
² Eine Sprache L hei¼t kontextfrei (CFL), wenn es eine CFG G mit
L=L(G) gibt.
1Die Kenntnis des Begri®es Baum (siehe [11] bzw. [5, Seite 3]) wird vorausgesetzt.
2Ein echter innerer Knoten ist ein innerer Knoten, der nicht die Wurzel ist.Grundlagen 15




² Ein Nichtterminal A hei¼t zyklisch, falls A
+ =) A gilt.
² Eine Grammatik enthÄ alt (nÄ utzliche) Zyklen, falls sie ein (nÄ utzliches)
zyklisches Nichtterminal besitzt.
² Eine Grammatik hei¼t zyklenfrei, falls sie keine Ableitungen der Form
A
+ =) A fÄ ur irgendein Nichtterminal A hat.
Bemerkung 2.3.1 ² Es ist sinnvoll, Ableitungen als BÄ aume darzustel-
len. Allerdings ist dabei zu beachten, dass zu jeder Ableitung genau ein
Ableitungsbaum gehÄ ort, wÄ ahrend zu einem Ableitungsbaum verschiede-
ne Ableitungen des gleichen Wortes gehÄ oren kÄ onnen. Aus jedem Ablei-
tungsbaum ist genau eine Linksableitung erhÄ altlich.
² Wir de¯nieren die kontextfreien Sprachen CFL aus gutem Grund Ä uber
die CFG, denn die AbleitungsbÄ aume spielen eine zentrale Rolle in die-
ser Arbeit und lassen sich bekanntlich besser Ä uber CFG de¯nieren. Man
kÄ onnte eine Sprache auch durch Kellerautomaten PDA und die Mehr-
deutigkeit als die Anzahl der akzeptierenden Berechnungen3 de¯nieren,
aber diese beiden De¯nitionen fÄ ur die Mehrdeutigkeit erweisen sich als
Ä aquivalent. Denn die bekannten Konstruktionen zur Umwandlung eines
PDA in eine Ä aquivalente CFG und umgekehrt erhalten den Grad der
Mehrdeutigkeit.
Beispiel 2.3.1
3NÄ aheres siehe [4].Grundlagen 16
Betrachten wir die Grammatik G mit den Produktionen:
1: S ! AB;
2: S ! SS;
3: S ! ";
4: A ! a und
5: B ! b.
In Abbildung 2.1 auf die Seite 16 sind AbleitungsbÄ aume fÄ ur G dargestellt.

























Abbildung 2.1: AbleitungsbÄ aume
2.4 Ogden's Lemma
Satz 2.4.1 (Ogden's Lemma) (Ogden's Lemma, [9])
FÄ ur jede CFG G=(N, §, P, S) gibt es eine Konstante h=h(G) aus N, so dass
fÄ ur jedes Wort z 2 L(G) mit jzj ¸ h folgende Aussage gilt: Wenn wir in z
mindestens h Positionen markieren, dann hat z eine Zerlegung uvwxy mit:
² In w tritt mindestens eine der h markierten Positionen von z auf,Grundlagen 17
² Entweder treten sowohl in u als auch in v markierte Positionen von z
auf oder es treten sowohl in x als auch in y markierte Positionen von
z auf,







+ =) uvqwxqy 2L(G) fÄ ur alle
q 2 N0 (insbesondere fÄ ur q=0 gilt S
+ =) uAy
+ =) uwy 2 L(G)).
Beweis Der Beweis wird in [9, Seite 193, theorem 2.24], [7, Seite 157] sowie
[12, Seite 78] geliefert.
q. e. d.
Bemerkung 2.4.1 ² Die Konstante h aus Ogden's Lemma hÄ angt von
der Grammatik G (nicht von der Sprache L(G)) ab und wird meistens
in der GrÄ osenordnung von t2jNj+3 gewÄ ahlt, wobei
t:=max(maxfj®j mit (A ! ®) 2 Pg;2).
² Punkt (4) in Ogden's Lemma (Satz 2.4.1) auf die Seite 16 besagt,
dass jeder Ableitungsbaum von z=uvwxy in G einen A{Pumpbaum mit
der Front vwx hat, der q mal "`gepumpt"' werden kann, um einen Ab-
















Abbildung 2.2: "`Pumpen"' eines A{Pumpbaumes
2.5 Mehrdeutigkeitsgrad und CFG
Seien k 2 N, G=(N, §, P, S) eine CFG und L(G) die von G erzeugte Sprache.
² Der Mehrdeutigkeitsgrad (degree of ambiguity) daG(w) eines Wortes
w 2 §¤ ist de¯niert als daG(w):=Anzahl der Linksableitungen (Ablei-
tungsbÄ aume) fÄ ur w in G.
² Der Mehrdeutigkeitsgrad einer CFG G ist de¯niert als
daG(n):=supfdaG(w)jw 2 §¤ und jwj · ng.
² G ist mindestens k{deutig :, Es gibt ein Wort, das mindestens k Ab-
leitungsbÄ aume in G hat.
² G ist hÄ ochstens k-deutig :, jedes Wort hat hÄ ochstens k Ablei-
tungsbÄ aume in G.
² G ist k{deutig :, G ist mindestens k-deutig und G ist hÄ ochstens k{
deutig.
² Mit CFG (da(n) · k) bezeichnen wir die Menge aller k-deutigen CFG.Grundlagen 19
² G ist polynomiell vom Grad k mehrdeutig :, daG(n) = £(nk).
² Mit CFG(da(n) = £(nk)) bezeichnen wir die Menge aller polynomiell
vom Grad k mehrdeutigen Grammatiken
² G ist exponentiell mehrdeutig :, daG(n) = 2£(n) .
² Mit CFG(da(n) = 2£(n)) bezeichnen wir die Menge aller exponentiell
mehrdeutigen Grammatiken.
Bemerkung 2.5.1 ² FÄ ur k=1 erhalten wir die bekannte Klasse der ein-
deutigen Grammatiken UCFG.
² Mit CFG(Eigenschaft) bezeichnen wir die Menge aller Grammatiken,
die die Bedingung "`Eigenschaft"' erfÄ ullen. Beispielsweise bezeichnet
CFG(jNj · 4) die Menge aller Grammatiken, die hÄ ochstens 4 Nicht-
terminale besitzen.
² Ist eine CFG G mindestens k{deutig fÄ ur jedes k 2 N, so bezeichnen wir
G als 1{deutig bzw. als mehrdeutig vom Grad unendlich.
² Eine Grammatik G hei¼t fÄ ur einzelne WÄ orter mehrdeutig vom Grad
unendlich, falls es ein Wort w gibt, mit daG(w) = 1.
Beispiel 2.5.1
² Die CFG G=(fSg;fa;bg;f1 : S ! aSb; 2 : S ! abg;S) ist eindeutig,
denn es gilt L(G)=faibi mit i ¸ 1g. FÄ ur jedes i ¸ 1 ist 1i¡12 die





0 ;n = 0
1 ;sonstGrundlagen 20
² FÄ ur die CFG G=(fSg;fag;f1 : S ! SS; 2 : S ! ag;S) gilt
L(G) = fanjn ¸ 1g. Mit Hilfe der Rekursionsgleichung:





daG(ai)daG(an¡i); fÄ ur n ¸ 2 (2.5.2)






fÄ ur n ¸ 1. Damit ist da(n) exponentiell in n.
Die Grammatik G ist somit exponentiell (unendlich) mehrdeutig.
² FÄ ur die Grammatik G=(fSg;fag;f1 : S ! S; 2 : S ! ag;S) gilt, dass
fÄ ur jedes k aus N0 1k2 eine Linksableitung eines Ableitungsbaumes fÄ ur
das Wort a 2 L(G) ist. Das hei¼t, daG(a) = 1. Also ist G fÄ ur einzelne
WÄ orter mehrdeutig vom Grad unendlich.
2.6 Mehrdeutigkeitsgrad von zyklenfreien
Grammatiken
Es ist leicht einzusehen, dass der Mehrdeutigkeitsgrad einer Grammatik fÄ ur
einzelne WÄ orter unendlich ist, falls sie (nÄ utzliche) Zyklen enthÄ alt. FÄ ur die
zyklenfreie Grammatiken zeigen wir folgenden Satz:
Satz 2.6.1 Es gibt keine zyklenfreie Grammatiken, deren Mehrdeutigkeits-
grad grÄ o¼er als 2£(n) ist (wie z. B. £(nn)).
Beweis Sei G=(N, §, P, S) eine zyklenfreie CFG. Aus S kann man:
² in einem einzigen Linksableitungsschritt hÄ ochstens auf jPj viele (ver-
schiedene) Weisen ableiten,Grundlagen 21
² in zwei Linksableitungsschritten hÄ ochstens auf jPj2 viele (verschiedene)
Weisen ableiten,
² ...,
² in i Linksableitungsschritten auf hÄ ochstens jPji viele (verschiedene)
Weisen ableiten.
Das hei¼t, die Anzahl der AbleitungsbÄ aume, die man in hÄ ochstens i
Linksableitungsschritten4 erhÄ alt, ist durch jPji beschrÄ ankt
Andererseits folgt aus [3, Seite 130, Theorem 4.1], dass fÄ ur jede zy-
klenfreie Grammatik Konstanten a und b existieren, so dass (A
i =)w) =)
(i · ajwj + b)
Insgesamt erhalten wir, dass fÄ ur jede zyklenfreie Grammatik die Anzahl
der AbleitungsbÄ aume eines Wortes w durch jPjajwj+b beschrÄ ankt ist
Mit n := jwj erhalten wir jPjajwj+b = 2(an+b)logjPj = 2£(n) , wobei log der
Logarithmus zur Basis 2 ist.
q. e. d.
2.7 Mehrdeutigkeitsgrad und CFL
Sei k 2 N.
² Eine CFL L ist k{deutig :, jede Grammatik, die L erzeugt ist minde-
stens k-deutig und es gibt eine hÄ ochstens k-deutige Grammatik, die L
erzeugt.
4Wir erinnern uns, dass es zu jedem Ableitungsbaum genau eine Linksableitung gibt
und umgekehrt (siehe Bemerkung 2.3.1 auf Seite 15).Grundlagen 22
² FÄ ur k=1 sprechen wir von eindeutigen Sprachen (UCFL).
² Mit CFL(da(n)=k) bezeichnen wir die Menge aller k-deutigen CFL.
² Eine CFL L ist polynomiell vom Grad k mehrdeutig :, fÄ ur jede CFG
G mit L=L(G) gilt G 2 CFG(da(n) = ­(nk)) und es gibt eine Gram-
matik aus CFG(da(n) = O(nk)) fÄ ur L.
² Mit CFL(da(n) = £(nk)) bezeichnen wir die Menge aller polynomiell
vom Grad k mehrdeutigen CFL.
² Eine CFL L ist exponentiell mehrdeutig :, fÄ ur jede CFG G mit
L=L(G) gilt G 2 CFG(da(n) = 2­(n)) und es gibt eine Grammatik
aus CFG(da(n) = 2O(n)) fÄ ur L.
² Mit CFL(da(n) = 2£(n)) bezeichnen wir die Menge aller exponentiell
mehrdeutigen CFL.
² Mit CFL(Eigenschaft) bezeichnen wir die Menge aller Sprachen, die die
Bedingung "`Eigenschaft"' erfÄ ullen.
Bemerkung 2.7.1 Da man Zyklen aus einer Grammatik e±zient entfer-
nen5 kann, folgt aus Satz 2.6.1 (auf Seite 20), dass es keine mehrdeutigen
Sprachen geben kann, deren Mehrdeutigkeitsgrade grÄ o¼er als 2£(n) sind (wie
z. B. £(nn)). Au¼erdem wissen wir aus [10], dass es keine Grammatiken
(und somit keine Sprachen) gibt, deren Mehrdeutigkeit stÄ arker als polyno-
miell, aber schwÄ acher als exponentiell wÄ achst (wie z. B. £(2
p
n)). Deshalb
untersuchen wir hauptsÄ achlich konstant mehrdeutige, polynomiell mehrdeuti-
ge und exponentiell mehrdeutige Grammatiken und Sprachen, womit wir uns
in den nÄ achsten drei Kapiteln beschÄ aftigen werden.




In diesem Kapitel beschÄ aftigen wir uns mit der Frage, ob es fÄ ur ei-
ne (k+1){deutige CFG eine Ä aquivalente k-deutige CFG gibt, wobei k
eine Konstante aus ist. Zuerst betrachten wir die kontextfreie Gram-
matik G = (fSg;f(;)g;fS ! SSj(S)j"g;S) Diese Grammatik erzeugt
alle wohlgeformten KlammerausdrÄ ucke und ist mehrdeutig vom Grad
unendlich. Sie ist allerdings Ä aquivalent zur eindeutigen Grammatik
e G = (fSg;f(;)g;fS ! (S)Sj"g;S) Es ist uns also gelungen, fÄ ur die
mehrdeutige Grammatik G eine Ä aquivalente eindeutige Grammatik e G
zu ¯nden. Dies geht in allgemein nicht, denn Maurer hat in [8] fÄ ur
jedes k aus die Existenz einer k{deutigen Sprache nachgewiesen. Diese
bekannte Tatsache beweisen wir eleganter: wir benutzen eine "`einfache-
re"' Sprache und eine "`bessere"' Beweisidee (Ogden's Lemma1). Wir zeigen
1Als Maurer den Beweis ausfÄ uhrte, existierte Ogden's Lemma noch nicht.Konstant mehrdeutige Grammatiken und Sprachen 24
3.2 Existenz k-deutige Sprachen
Satz 3.2.1 Sei k eine Konstante aus N . Es gibt k{deutige Sprachen.







k jm;m1;m2;:::;mk ¸ 1;9 i mit m = mig . FÄ ur
k=1 erhalten wir die (bekannte) eindeutige Sprache L1 := fambm
1 jm ¸ 1g.
Seien k ¸ 2 und G=(N, §, P, S) eine CFG fÄ ur Lk. Sei h die Konstante
aus Ogden's Lemma (Satz 2.4.1 auf Seite 16) fÄ ur die Grammatik G. Wir












h ; fÄ ur j = i
h + h! ; sonst
;fÄ ur i = 1;:::;k
und markieren alle a's. Sei nun zi = uiviwixiyi die nach Ogden's Lemma
(Satz 2.4.1 auf Seite 16) existierende Zerlegung. Zuerst zeigen wir
Lemma 3.2.1 FÄ ur die nach Ogden's Lemma (Satz 2.4.1 auf Seite 16) exi-
stierende Zerlegung zi = uiviwixiyi gilt:
ui = ari 1 · ri · h ¡ 2;

















k :Konstant mehrdeutige Grammatiken und Sprachen 25
Beweis (Lemma 3.2.1) Aus Ogden's Lemma folgt: Entweder treten
sowohl in ui als auch in vi markierte Positionen von zi auf oder es treten
sowohl in xi als auch in yi markierte Positionen von zi auf.
Wenn sowohl xi als auch yi markierte Positionen haben, dann ist xi 2 a+,
denn wi hat gemÄ a¼ Ogden's Lemma mindestens eine markierte Position und
xi kommt zwischen wi und yi in zi vor.
Da vi in zi links von wi vorkommt, gilt vi 2 a¤.












k = 2 Lk. Dies fÄ uhrt zu einem
Widerspruch zu der Aussage von Ogden's Lemma. Damit folgt: xi und yi
haben nicht beide markierte Positionen. D. h. sowohl ui als auch vi mÄ ussen
markierte Positionen haben. Da wi mindestens eine markierte Position hat,
folgt vi 2 a+. Damit ist vi = as, wobei 1 · s · h ¡ 2.
Damit z := uiv2
iwix2
iyi 2 Lk ist, mÄ ussen im Wort z die Terminale a, b1,...,bk
in dieser Reihenfolge vorkommen. Damit enthÄ alt xi nur Terminale eines Typs.
Das hei¼t, xi 2 a¤[b¤
1[¢¢¢[b¤
k. Damit kommen fÄ ur xi folgende FÄ alle in Frage











Fall 1 uiviwixi yi uiv2
iwix2
iyi = 2 Lk
Fall 2 uivi xi uiv2
iwix2
iyi = 2 Lk
Fall 3 uivi xi uiv2
iwix2
iyi = 2 Lk
Fall 4 uivi xi kein Widerspruch
Tabelle 3.1: Zerlegung von zi in uiviwixiyi
Fall 1 xi = " oder xi 2 a+.












Da ui und wi jeweils mindestens eine markierte Position (also mindestens einKonstant mehrdeutige Grammatiken und Sprachen 26
a) haben, folgt s+jxij · h¡2. Daraus folgt h < h+s+jxij < h+h!. Damit











k = 2 Lk. Dies fÄ uhrt
zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Fall 2 xi 2 b+
r mit 1 · r · i ¡ 1













k = 2 Lk,
denn 1 · s · h ¡ 2. Dies fÄ uhrt zu einem Widerspruch zu der Aussage von
Ogden's Lemma.
Fall 3 xi 2 b+
r mit i + 1 · r · k














k = 2 Lk. Dies fÄ uhrt zu einem
Widerspruch zu der Aussage von Ogden's Lemma.
Fall 4 xi 2 b
+
i d.h xi = bt
i mit 1 · t · h
Die FÄ alle 1, 2 und 3 kÄ onnen nicht eintreten. Es muss also Fall 4 eintreten.




#a(z) = h + s
#bj(z) = h + h! fÄ ur j 6= i
#bi(z) = h + t
Da aber z := uiv2
iwix2
iyi in Lk sein muss (wegen Ogden's Lemma), erhalten
wir t=s. Bisher haben wir gezeigt: FÄ ur jede Zerlegung von zi in uiviwixiyi,
die die Bedingungen vom Ogden's Lemma erfÄ ullt, muss gelten:
vi = as und xi = bs
i mit 1 · s · h ¡ 2.
Daraus folgt:Konstant mehrdeutige Grammatiken und Sprachen 27
ui = ari 1 · ri · h ¡ 2;



















Wir setzen nun den Beweis von Satz 3.2.1 fort.




+ =) uiviwixiyi = zi
Damit hat jeder Ableitungsbaum Bi mit der Front zi in G einen Ai{
Pumpbaum, welcher die Anzahl der Symbole a's und bi's in zi gleichmÄ a¼ig
erhÄ oht. Somit sieht der Ableitungsbaum Bi wie folgt aus (siehe Abbildung 3.1







































Pumpen wir den Ai{Pumpbaum (des Baumes Bi) qi := h!
si + 1







k . Der Ableitungsbaum Ti ist in der Abbildung 3.2 auf







































Verwenden wir die gleiche Argumentation fÄ ur alle WÄ orter z1, z2,...,







k in G. Als nÄ achstes beweisen wir, dass diese
k AbleitungsbÄ aume paarweise verschieden sind, indem wir fÄ ur i 6= j 2







k verschieden sind. Nehmen wir nun an, dass







gleich wÄ aren, also gleich einem Ableitungsbaum T. Dieser Ableitungsbaum
T mÄ usste sowohl einen Ai{ als auch einen Aj{Pumpbaum haben. Wir kÄ onnen
ausschlie¼en, dass der Knoten Ai links vom Knoten Aj im Baum T vorkommt,
sonst erhielten wir ein Wort in Lk, in dem bi's vor a's vorkÄ amen (siehe Ab-
bildung 3.3 auf die Seite 30). Analog gilt es fÄ ur Ai rechts von Aj. Es bleiben
somit zwei FÄ alle zu untersuchen: Der Knoten Aj ist ein Nachfolger des Kno-Konstant mehrdeutige Grammatiken und Sprachen 30
tens Ai im Baum T bzw. der Knoten Ai ist ein Nachfolger des Knotens Aj
im Baum T (siehe Abbildung 3.4 auf die Seite 31). Diese beiden FÄ alle sind





































































= z 2 Lk
Es gilt: #a(z) = #br(z) = h + h! 8r 2 f1;:::;i;:::;j;:::;kg
Pumpen wir den Ai{Pumpbaum qi+1 mal und den Aj{Pumpbaum qj+1






















:= ~ z 2 Lk
wobei:
#a(~ z) = #a(z) + jvjj + jvij = h + h! + jvjj + jvij
#bi(~ z) = #bi(z) + jxij = h + h! + jvij < h + h! + jvjj + jvij
#bj(~ z) = #bj(z) + jxjj = h + h! + jvjj < h + h! + jvjj + jvij
#br(~ z) = #br(z) = h + h! < h + h! + jvjj + jvij 8 r 2 fi;jg









j yj = ~ z 2 Lk.
Insgesamt haben wir bewiesen, dass fÄ ur jede Grammatik G fÄ ur Lk
daG(n) ¸ k gilt. Damit ist jede Grammatik fÄ ur Lk mindestens k{deutig.
Ob es aber eine k{deutige Grammatik fÄ ur Lk gibt, wissen wir noch nicht.
3.3 Eine k{deutige Grammatik fÄ ur Lk
Wir geben nun eine k{deutige Grammatik fÄ ur Lk an. Dazu betrachten wir
die Grammatik Gk:=(N, §, P, S) mit:
² N := fSg¹ [fS1;S2;:::;Skg¹ [fA1;A2;:::;Akg¹ [fB1;B2;:::;Bkg¹ [fT1;T2;:::;Tkg,
² § := fa;b1;b2;:::;bkg,
² Die Regeln von P sind:
(1) S ! S1jS2 :::jSkKonstant mehrdeutige Grammatiken und Sprachen 33
(2) Si ! aTibiBi+1 fÄ ur 1 · i · k ¡ 1
(3) Sk ! aTkbk
(4) Ti ! aTibi fÄ ur 1 · i · k
(5) T1 ! "
(6) Ti ! Ai¡1 fÄ ur 2 · i · k
(7) Ai ! AibijAi¡1bi fÄ ur 2 · i · k
(8) A1 ! A1b1jb1
(9) Bi ! biBijbiBi+1 fÄ ur 1 · i · k ¡ 1
(10) Bk ! bkBkjbk















Um aus dem Startsymbol S abzuleiten, mÄ ussen wir mit einer Produktion
vom Typ (1) anfangen. Dabei haben wir die Wahl zwischen k Produktionen.
Durch die Entscheidung fÄ ur eine (oder mehrere) Produktion(en) vom Typ
(1) legen wir unsere Vorgehensweise fÄ ur die weitere Ableitung fest (siehe
















































































Abbildung 3.5: Ableitungsschema der Grammatik Gk
Da es insgesamt k Produktionen vom Typ (1) gibt, kann es fÄ ur jedes
Wort w 2 L(Gk) hÄ ochstens k Linksableitungen geben. Wie man leicht er-
kennen kann, gibt es fÄ ur das Wort ambm
1 bm
2 :::bm
k genau k Linksableitungen.
Das hei¼t, Gk ist k{deutig.
Insgesamt haben wir gezeigt, dass die Sprache Lk k{deutig ist.
q. e. d.
Bemerkung 3.3.1 Es ist mÄ oglich eine k{deutige Sprache Ä uber ei-
nem Alphabet anzugeben, so dass von k unabhÄ angig ist, d. h.
mit ¯xem Alphabet §. Ein Beispiel dafÄ ur ist die Sprache f Lk :=




Es ist nicht schwer, eine exponentiell mehrdeutige Grammatik anzugeben,
denn fÄ ur die Grammatik G1 = (fSg;fa;1 : S ! aS;2 : S ! aSa;3 : S !
ag;S) gilt :
L(G1) = fanjn 2 Ng,








falls man mit 2 beginnt
fÄ ur i ¸ 3.
Das hei¼t, daG1(ai) sind die Fibonacci Zahlen Fib(i), also exponentiell in
i.
Diese exponentiell mehrdeutige Grammatik G1 ist allerdings Ä aquivalent
zur eindeutigen Grammatik G2 = (fSg;fag;fS ! aSjag;S). Damit ist die
Sprache L(G1) nicht exponentiell mehrdeutig. Dieses negative Beispiel hin-
dert uns nicht daran, die Existenz von exponentiell mehrdeutigen SprachenExponentiell mehrdeutige Grammatiken und Sprachen 36
nachzuweisen.
4.2 Existenz exponentiell mehrdeutige Spra-
chen
Satz 4.2.1 Es gibt exponentiell mehrdeutige Sprachen.
Beweis Sei L = faibicjji;j ¸ 1g [ faibjciji;j ¸ 1g. Wir zeigen, dass die
Sprache L¤ exponentiell mehrdeutig ist. Sei G=(N, §, P, S) eine CFG fÄ ur L¤.
Im ersten Teil des Beweises benutzen wir das Beweisprinzip von Ogden's
Lemma wie in [9, Seite193, Theorem 2.24], [7, Seite 157] bzw. [12, Seite
78]. Dazu sei h die Konstante aus Ogden's Lemma fÄ ur die Grammatik G.
Wir betrachten die WÄ orter aus fahbhch+h!;ahbh+h!chgk, wobei k 2 N. Sei
z = z1z2 :::zk, mit zi 2 fahbhch+h!;ahbh+h!chg 8i 2 f1;:::;kg. Da z 2 L¤
ist, gibt es in G einen Ableitungsbaum B(z) mit der Wurzel S und der Front
z. Wir markieren alle a's in jedem zi. FÄ ur jedes i 2 f1;2;:::;kg ist die
Anzahl der markierten Positionen in zi mindestens h, deshalb kÄ onnen wir
{gemÄ a¼ dem Konstruktionsverfahren im Beweis von Ogden's Lemma wie in
[9, Seite193, Theorem 2.24], [7, Seite 157] bzw. [12, Seite 78]{ einen Pfad ¼i
im Baum B(z) von der Wurzel S zu einem Blatt in zi konstruieren, dabei
betrachten wir nur die a's von zi als markiert. Der Pfad ¼i enthÄ alt unter
seinem letzten jNj+1 zi-Verzweigungsknoten1 mindestens zwei, die mit der
gleichen Variable Ai markiert sind, so dass folgendes gilt:
1. S
+ =) ^ uiAi^ yi
+ =) ^ uiviAixi^ yi
+ =) ^ uiviwixi^ yi = z
1Ein zi{Verzweigungsknoten ist ein Knoten, der mindestens zwei SÄ ohne mit markierten
Nachkommen in zi hat.Exponentiell mehrdeutige Grammatiken und Sprachen 37
2. In wi tritt mindestens eine der h markierten Positionen von zi auf.
3. Entweder treten sowohl in ^ ui als auch in vi markierte Positionen von
zi auf oder es treten sowohl in xi als auch in ^ yi markierte Positionen
von zi auf.
4. In viwixi treten hÄ ochstens h der markierten Positionen von zi auf,
5.
S
+ =) ^ uiAi^ yi
+ =) ^ uiviAixi^ yi
+ =) :::









i ^ yi 2 L¤ wobei q 2 N0:
(insbesondere fÄ ur q=0 gilt S
+ =) ^ uiAi^ yi
+ =) ^ uiwi^ yi)
Der Pfad ¼i und die Zerlegung z = ^ uiviwixi^ yi sind in der Abbildung 4.1







Abbildung 4.1: Illustration des Pfades ¼i und die Zerlegung z= ^ uiviwixi^ yi
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Lemma 4.2.1 FÄ ur die nach Ogden's Lemma existierende Zerlegung z=
^ uiviwixi^ yi gilt:
falls zi = ahbhch+h! : ^ ui = z1 :::zi¡1ui ui = ari und 1 · ri · h ¡ 2;
vi = asi 1 · si · h ¡ 2;
wi = ah¡ri¡sibh¡si¡ti 0 · ti · h ¡ 1;
xi = bsi;
^ yi = yizi+1 :::zk yi = btich+h!:
falls zi = ahbh+h!ch : ^ ui = z1 :::zi¡1ui ui = ari und 1 · ri · h ¡ 2;
vi = asi 1 · si · h ¡ 2;
wi = ah¡ri¡sibh+h!cti 0 · ti · h ¡ 1;
xi = csi;
^ yi = yizi+1 :::zk yi = ch¡ti¡si:
Beweis (Lemma 4.2.1)
Wir behandeln nur den Fall zi = ahbhch+h! (der Fall zi = ahbh+h!ch wird
analog behandelt.). Es gilt:
Entweder treten sowohl in ^ ui als auch in vi markierte Positionen von zi auf
oder es treten sowohl in xi als auch in ^ yi markierte Positionen von zi auf.
Wenn sowohl in xi als auch in ^ yi markierte Positionen von zi auftreten, dann
ist xi 2 a+ und xi 2 zi, denn wi hat gemÄ a¼ Ogden's Lemma mindestens
eine markierte Position von zi und xi kommt zwischen wi und ^ yi in z vor.
Sei xi = as 2 zi mit 1 · s · h ¡ 2.
Daraus folgt: wi endet mit einem a aus zi und ^ yi = atbhch+h!zi+1 :::zk, wobei
1 · t · h¡2. FÄ ur vi kommen folgende MÄ oglichkeiten in Frage: (vi 2 a¤ und
vi 2 zi) oder (vi beginnt mit einem Zeichen aus z1 :::zi¡1).
Ist vi 2 a¤ und vi 2 zi, dann ist ^ uiv2
iwix2
i ^ yi =
z1 :::zi¡1ah+s+jvijbhch+h!zi+1 :::zk = 2 L¤, weil ah+s+jvijbhch+h! = 2 L, dennExponentiell mehrdeutige Grammatiken und Sprachen 39
1 < s + jvij < h ¡ 2. Dies fÄ uhrt zu einem Widerspruch zu der Aussage von
Ogden's Lemma.
Beginnt vi mit einem Zeichen aus z1 :::zi¡1, so ist viwi = vcah¡s¡t, wobei
das Terminal c das letzte Zeichen c in zi¡1 ist. Dann gilt:
^ uiv2
iwix2
i ^ yi = ^ uiviviwixixi^ yi
= ^ uivivcah¡s¡tasasatbhch+h!zi+1 :::zk
= ^ uivivcah+sbhch+h!zi+1 :::zk = 2 L¤;
weil ah+sbhch+h! = 2 L:
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Damit folgt: xi und ^ yi haben nicht beide markierte Positionen von zi. D.
h. sowohl ^ ui als auch vi mÄ ussen markierte Positionen von zi haben. Da wi
mindestens eine markierte Position von zi hat und vi zwischen ^ ui und wi in
z vorkommt, folgt vi = as 2 zi, wobei 1 · s · h ¡ 2.
Daraus folgt: wi beginnt mit einem a aus zi und ^ ui = z1 :::zi¡1ar , wobei
1 · r · h ¡ 2 ist. Wir behandeln zunÄ achst zwei mÄ ogliche FÄ alle fÄ ur xi:
² Ist xi = a¤ und xi 2 zi, so ist ^ uiv2
iwix2
i ^ yi =
z1 :::zi¡1ah+s+jxijbhch+h!zi+1 :::zk = 2 L¤, weil ah+s+jxijbhch+h! = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's
Lemma.
² Endet xi mit einem Zeichen aus zi+1 :::zk, so ist wixi =
ah¡r¡sbhch+h!ax, wobei das a das erste a in zi+1 ist. Dann gilt aber
^ uiv2
iwix2
i ^ yi = ^ uiviviwixixi^ yi
= z1 :::zi¡1arasasah¡r¡sbhch+h!axxi^ yi
= z1 :::zi¡1ah+sbhch+h!axxi^ yi = 2 L¤;Exponentiell mehrdeutige Grammatiken und Sprachen 40
wegen dem Teilwort ah+sbhch+h!
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Damit gilt: xi 2 zi, xi 6= " und xi = 2 a+.
Ist xi 2 a+b+ oder xi 2 b+c+, so ist xixi 2 a+b+a+b+ oder xixi 2 b+c+b+c+.
Damit ist ^ uiv2
iwix2
i ^ yi = 2 L¤. Dies fÄ uhrt zu einem Widerspruch zu der Aussage
von Ogden's Lemma.
Ist xi 2 a+b+c+, so ist wi = at, xi = ah¡r¡s¡tbhc¸ und ^ yi =
ch+h!¡¸zi+1 :::zk, wobei 1 · ¸ · h + h!. Hier gilt
^ uiv2
iwix2
i ^ yi = ^ uiviviwixixi^ yi
= z1 :::zi¡1arasasatah¡r¡sbhc¸ch+h!¡¸zi+1 :::zk
= z1 :::zi¡1ah+sbhc¸ah¡r¡s¡tbhch+h!zi+1 :::zk = 2 L¤;
weil ah¡r¡s¡tbhch+h! = 2 L (beachte ah+sbhc¸ 2 L fÄ ur h+s = ¸). Dies fÄ uhrt zu
einem Widerspruch zu der Aussage von Ogden's Lemma.
Bisher haben wir gezeigt: (xi 2 b+ oder xi 2 c+) und xi 2 zi.
Ist (xi 2 c+) und (xi 2 zi), so ist ^ uiv2
iwix2
i ^ yi =
z1 :::zi¡1ah+sbhch+h!+jxijzi+1 :::zk = 2 L¤. Daraus folgt (xi 2 bh) und
(xi 2 zi). Da au¼erdem gelten muss, dass das Wort ^ uiv2
iwix2
i ^ yi in L¤ sein
muss, folgt jvij = jxij = s.
Damit erhalten wir.
^ ui = z1 :::zi¡1ui ui = ari und 1 · ri · h ¡ 2;
vi = asi 1 · si · h ¡ 2;
wi = ah¡ri¡sibh¡si¡ti 0 · ti · h ¡ 1;
xi = bsi;
^ yi = yizi+1 :::zk yi = btich+h!:
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Wir setzen nun den Beweis von Satz 4.2.1 Seite 36 auf fort. Wegen
Ai
+ =) viAixi und viwixi 2 zi hat der Ableitungsbaum B(z) einen Ai{
Pumpbaum, dessen Front viwixi vollstÄ andig in zi enthalten ist. Diese Tat-
sache gilt fÄ ur jedes i 2 f1;2;:::;kg. Daraus folgt, dass der Ableitungsbaum
B(z) k nebeneinander{stehende A1{, A2{,..., Ak{PumpbÄ aume hat. Damit
sieht der Ableitungsbaum B(z) mit der Front z wie folgt aus (siehe Abbil-














Abbildung 4.2: Ein Ableitungsbaum B(z) fÄ ur ein z aus fahbhch+h!;ahbh+h!chgk
Aus dem Ableitungsbaum B(z) erhalten wir eine Ableitung fÄ ur das Wort
z, die folgenderma¼en aussieht:
S
+ =) u1A1y1u2A2y2u3 :::yk¡1ukAkyk (4.2.1)
wobei Ai
+ =) viAixi, und Ai
+ =) wi fÄ ur alle i aus f1;2;:::;kg.
Pumpen wir nun jeden Ai{Pumpbaum des Baumes B(z) qi := h!
si +1 mal,
so erhalten wir einen Ableitungsbaum T(z) mit der Front (ah+h!bh+h!ch+h!)k


























Abbildung 4.3: Jeden Ai{Pumpbaum von B(z) pumpen ergibt einen Ablei-
tungsbaum T(z) fÄ ur das Wort (ah+h!bh+h!ch+h!)k


























8i 2 f1;2;:::;kg: (4.2.2)
Hierbei ist zu beachten, dass jeder Ai{Pumpbaum die Anzahl der Symbole
in vi und xi von zi gleichmÄ a¼ig erhÄ oht.
Seien nun z, ~ z aus fahbhch+h!;ahbh+h!chgk mit z 6= ~ z. Wir zeigen, dass die
AbleitungsbÄ aume T(z) und T(~ z) verschieden sind. Es gilt : z = z1z2 :::zk
und ~ z = ~ z1~ z2 ::: ~ zk.
z 6= ~ z ) es gibt ein i 2 f1;:::;kg mit zi 6= ~ zi.
O. B. d. A. sei zi = ahbhch+h! und ~ zi = ahbh+h!ch.Exponentiell mehrdeutige Grammatiken und Sprachen 43












:= (ah+h!bh+h!ch+h!)k 2 L¤:
Analog hat der Ableitungsbaum T(~ z) folgende Ableitung:
S
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qi ~ Ai ~ xi
~ qi ~ yi(ah+h!bh+h!ch+h!)k¡i
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qi ~ wi ~ xi
~ qi ~ yi(ah+h!bh+h!ch+h!)k¡i
:= (ah+h!bh+h!ch+h!)k 2 L¤:
Nehmen wir an, dass die AbleitungsbÄ aume T(z) und T(~ z) fÄ ur das Wort
(ah+h!bh+h!ch+h!)k gleich wÄ aren, also gleich einem Ableitungsbaum T(z,~ z).
Dieser Ableitungsbaum T(z,~ z) mit der Front (ah+h!bh+h!ch+h!)k mÄ usste sowohl
einen Ai{ als auch einen ~ Ai{Pumpbaum haben. Damit kÄ onnen wir folgende
FÄ alle unterscheiden:
1. Der Knoten Ai kommt links vom Knoten ~ Ai im T(z,~ z) vor (siehe Ab-
bildung 4.4 auf die Seite 44)
2. Der Knoten Ai kommt rechts vom Knoten ~ Ai im Baum T(z,~ z) vor.
3. Der Knoten Ai ist ein Nachfolger des Knotens ~ Ai (siehe Abbildung 4.5
auf die Seite 45)
4. Der Knoten ~ Ai ist ein Nachfolger des Knotens Ai
Der 1. und 2. Fall (bzw. 3. und 4.) sind Ä ahnlich, deshalb behandeln wir nur
den 1. sowie den 3. Fall.Exponentiell mehrdeutige Grammatiken und Sprachen 44
FÄ ur den 1. Fall sieht der Baum T(z,~ z) wie folgt aus (siehe Abbildung 4.4








yiw~ ui ~ Ai
~ v
~ qi




Abbildung 4.4: Der Knoten Ai kommt links vom Knoten ~ Ai im T(z; ~ z) vor
Hier hÄ atte die Front des Baumes T(z,~ z) mindestens (k+1) TeilwÄ orter der
Form ah+h!bh+h!ch+h!, im Widerspruch zur Tatsache, dass die Front gleich
dem Wort (ah+h!bh+h!ch+h!)k ist.
FÄ ur den 3. Fall sieht der Baum T(z,~ z) wie folgt aus (siehe Abbildung 4.5
auf die Seite 45):Exponentiell mehrdeutige Grammatiken und Sprachen 45
S
(ah+h!bh+h!ch+h!)i¡1 ~ ui ~ Ai
~ vi











Abbildung 4.5: Der Knoten Ai ist ein Nachfolger des Knotens ~ Ai
Hier erhalten wir:
S
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qi ~ Ai ~ xi
~ qi ~ yi(ah+h!bh+h!ch+h!)k¡i
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qiuAiy ~ xi
~ qi ~ yi(ah+h!bh+h!ch+h!)k¡i





i y ~ xi
~ qi ~ yi(ah+h!bh+h!ch+h!)k¡i





i y ~ xi
~ qi ~ yi | {z }
t1
(ah+h!bh+h!ch+h!)k¡i
= (ah+h!bh+h!ch+h!)i¡1t1(ah+h!bh+h!ch+h!)k¡i 2 L¤:
Da die Front des Baumes T(z,~ z) dem Wort (ah+h!bh+h!ch+h!)k entspricht,
folgt t1 = ah+h!bh+h!ch+h!.
Im Baum T(z,~ z) kÄ onnen wir aber auch den Ai{Pumpbaum qi+1 mal undExponentiell mehrdeutige Grammatiken und Sprachen 46
den ~ Ai{Pumpbaum ~ qi + 1 mal pumpen. Dann gilt aber:
S
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qi+1 ~ Ai ~ xi
~ qi+1~ yi(ah+h!bh+h!ch+h!)k¡i
+ =) (ah+h!bh+h!ch+h!)i¡1 ~ ui~ vi
~ qi+1uAiy ~ xi
~ qi+1~ yi(ah+h!bh+h!ch+h!)k¡i





i y ~ xi
~ qi+1~ yi(ah+h!bh+h!ch+h!)k¡i





i y ~ xi
~ qi+1~ yi | {z }
t2
(ah+h!bh+h!ch+h!)k¡i
= (ah+h!bh+h!ch+h!)i¡1t2(ah+h!bh+h!ch+h!)k¡i 2 L¤:
wobei
#a(t2) = #a(t1) + j~ vij + jvij = h + h! + j~ vij + jvij
#b(t2) = #a(t1) + jxij = h + h! + jvij
#c(t2) = #a(t1) + j~ xij = h + h! + j~ vij
Das hei¼t, #a(t2) 6= #b(t2) und #a(t2) 6= #c(t2) Damit gilt t2 = 2 L Dies
steht im Widerspruch zu (ah+h!bh+h!ch+h!)i¡1t2(ah+h!bh+h!ch+h!)k¡i 2 L¤.
Insgesamt kÄ onnen wir schlie¼en, dass T(z) und T(~ z) verschieden sind.
Da es insgesamt 2k verschiedene WÄ orter fahbhch+h!;ahbh+h!chgk gibt, hat das
Wort (ah+h!bh+h!ch+h!)k mindestens 2k verschiedene AbleitungsbÄ aume in jeder
Grammatik G fÄ ur L¤.












Kombiniert man (4.2.3) und (4.2.4), kann man folgern:
FÄ ur jede Grammatik G von L¤ und k 2 N gilt :
daG(n) ¸ 2
n
3(h+h!) (4.2.5)Exponentiell mehrdeutige Grammatiken und Sprachen 47
d.h.
daG(n) ¸ 2




Somit gilt, dass jede Grammatik fÄ ur L¤ 2­(n){deutig ist. Da es keine
mehrdeutigen Sprachen geben kann, deren Mehrdeutigkeitsgrade grÄ o¼er als
2£(n) sind (siehe Bemerkung 2.7.1 auf die Seite 22), kÄ onnen wir daraus
schlie¼en, dass L¤ exponentiell mehrdeutig ist.
q. e. d.
Bemerkung 4.2.1 Harrison betrachtete in [2, Seiten 241{242] die Spra-
che (L0 [ L1)n, wobei L0 := faibicjji;j ¸ 1g und L1 := faibjcjji;j ¸ 1g
ist. Zuerst zeigte er, dass fÄ ur jedes wi+1 2 (L0 [ L1)ki, i = 1;2;k1;k2 ¸ 0
das Wort w2a3pb3pc3pw3 mindestens 2 Ableitungen in jeder Grammatik fÄ ur
(L0 [ L1)n hat, wobei p = p0! und p0 die Konstante aus Ogden's Lemma
fÄ ur die Grammatik e G fÄ ur (L0[L1)n ist. Ferner behauptete er, dass das Wort
(a3pb3pc3p)n mindestens 2n Ableitungen in jeder Grammatik fÄ ur (L0 [ L1)n
hat. Dies begrÄ undete er damit, dass jedes der n TeilwÄ orter a3pb3pc3p sich
auf mindestens zwei verschiedene Weisen ableiten lÄ asst. Diese Argumenta-
tion lÄ asst sich aber ohne weiteres auch auf die Sprache Ln
0 [ Ln
1 anwenden.
Man wÄ urde damit zeigen, dass Ln
0 [ Ln
1 2n{deutig ist, was nicht korrekt ist,
denn Ln
0 [ Ln
1 ist 2{deutig. Harrison hat versÄ aumt zu zeigen, dass die zwei
Ableitungen fÄ ur w2a3pb3pc3pw3 sich von den zwei Ableitungen f w2a3pb3pc3pf w3
unterscheiden, falls w2 6= f w2 oder w3 6= f w3 . Damit hat Harrison nicht
bewiesen, dass eine Ableitung fÄ ur (a3pb3pc3p)n unter der Betrachtung eines
Teilwortes a3pb3pc3p unabhÄ angig von einer Ableitung unter Betrachtung eines
anderen Teilwortes a3pb3pc3p ist. Der Beweis in [2] ist also unvollstÄ andig. In
dieser Arbeit betrachteten wir dagegen die 2k AbleitungsbÄ aume der 2k WÄ orter
der Form fahbhch+h!;ahbh+h!chgk in jeder Grammatik G fÄ ur die Sprache L¤,Exponentiell mehrdeutige Grammatiken und Sprachen 48
wobei h die Konstante aus Ogden's Lemma fÄ ur die Grammatik G fÄ ur die
Sprache L¤ ist. Wir haben bewiesen, dass diese 2k AbleitungsbÄ aume sich zu
2k verschiedenen AbleitungsbÄ aumen fÄ ur das Wort ah+h!bh+h!ch+h! aufpumpen
lassen. WÄ are der Beweis von Harrison dafÄ ur, dass (L0 [ L1)n 2n{deutig ist,
vollstÄ andig, so kÄ onnten wir mit viel weniger Aufwand zeigen, dass L¤ expo-
nentiell mehrdeutig ist.
4.3 Die Sprache L¤ ist nicht 2cn{deutig
Mit Hilfe von Ogden's Lemma (Satz 2.4.1auf Seite 16) haben wir gezeigt,
dass der Mehrdeutigkeitsgrad jeder Grammatik G fÄ ur die Sprache L¤ minde-
stens 2cn ist, wobei n die LÄ ange eines Wortes aus L¤ und c = 1
3(h+h!) ist (siehe
Gleichung (4.2.6)). Wir bemerken, dass c von der Konstante h aus Ogden's
Lemma (also von der Grammatik) abhÄ angt. Es stellt sich aber die Frage,
ob wir eine (exponentielle) untere Schranke 2cn fÄ ur die Mehrdeutigkeit der
Sprache L¤ ¯nden, die von keiner Grammatik abhÄ angt. Anders ausgedrÄ uckt:
KÄ onnen wir ein c aus R+ ¯nden, so dass L¤ 2cn{deutig ist? Wir zeigen, dass
dies nicht mÄ oglich ist, indem wir fÄ ur jedes gegebene c aus R+ eine Gramma-
tik G fÄ ur L¤ entwerfen, so dass jedes Wort der LÄ ange n aus L¤ hÄ ochstens 2cn
AbleitungsbÄ aume in G hat. Wir beweisen den Satz
Satz 4.3.1 Die Sprache L¤ ist zwar exponentiell mehrdeutig, aber es gibt
kein c aus R+, so dass L* 2cn{deutig ist.
Beweis Die Beweisidee ist denkbar einfach. ZunÄ achst entwerfen wir eine





= 1 ;falls jwj · k
· 2 ;sonst
(4.3.1)
wobei k eine Konstante aus N ist, die wir spÄ ater geeignet festlegen werden.
Danach konstruieren wir mit Hilfe der Grammatik e G eine Grammatik G
fÄ ur L¤, die uns zweierlei garantiert:
² Zum einen kÄ onnen die WÄ orter der Sprache L (und somit L¤), deren
LÄ ange kleiner als k ist, eindeutig erzeugt werden. Das leere Wort " ist
zwar in L¤, aber nicht in L, lÄ asst sich aber eindeutig in G erzeugen.
² Zum anderen bestehen die WÄ orter aus L¤, deren LÄ ange n grÄ o¼er als
k ist, aus hÄ ochstens n
k WÄ ortern aus L und haben deshalb hÄ ochstens
2
n
k AbleitungsbÄ aume in G , weil jedes Wort aus L hÄ ochstens 2 Ablei-
tungsbÄ aume in e G hat.
Wir fÄ uhren nun den Beweis formal aus:
Sei e G := (fe S;A;B;D;Eg;fa;b;cg;P; e S). Die Regeln von P sind:
(1) e S ! wj", wobei w 2 L und jwj · k
(2) e S ! aibick¡2iA, wobei 1 · i · k
2
A ! cjcA
(3) e S ! aibk¡2iBci, wobei 1 · i · k
2
B ! bjbB
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Wir machen folgende Beobachtungen:
² Produktionstyp (1) leitet alle WÄ orter w aus L ab, mit jwj · k.
² Produktionstyp (2) leitet alle WÄ orter w aus L ab, mit jwj > k und
#a(w) = #b(w) · k
2.
² Produktionstyp (3) leitet alle WÄ orter w aus L ab, mit jwj > k und
#a(w) = #c(w) · k
2.
² Produktionstyp (4) leitet alle WÄ orter w aus L ab, mit jwj > k und
#a(w) = #b(w) > k
2.
² Produktionstyp (5) leitet alle WÄ orter w aus L ab, mit jwj > k und
#a(w) = #c(w) > k
2.
Aus diesen Beobachtungen folgt unmittelbar:
² L = L(e G).
²




2 ;falls jwj > k und #a(w) = #b(w) = #c(w)
1 ;sonst
womit die gestellte Bedingung (4.3.1) erfÄ ullt ist.
Die Grammatik G := (fSg¹ [fe S;A;B;D;Eg;fa;b;cg;P ¹ [fS ! Se Sj"g;S)
erzeugt die Sprache L¤.
Sei nun w 6= " ein Wort der LÄ ange n aus L¤. Es gilt w = w1w2 :::wm,




da e G(wi) · 2
Anzahl der w0
is mit jwij>k (4.3.2)
Da es in w hÄ ochstens n





Wir wÄ ahlen nun k so, dass 1












Es ist interessant zu beobachten, dass wir fÄ ur alle c ¸ 1 k=1 (wegen 4.3.4)
wÄ ahlen kÄ onnen. Das hei¼t, dass wir fÄ ur alle c ¸ 1eine einzige Grammatik
e G entwerfen kÄ onnen. Die Produktionsregeln dieser Grammatik e G sehen
folgenderma¼en aus : siehe Tabelle 4.1 auf die Seite 51.
Regel 1 e S ! aDbA
Regel 2 e S ! aEc
Regel 3 D ! aDbj"
Regel 4 E ! aEcjB
Regel 5 A ! cAjc
Regel 6 B ! bjbB
Tabelle 4.1: Produktionsregeln der Grammatik e GExponentiell mehrdeutige Grammatiken und Sprachen 52
Wir mÄ ochten die Konstruktion der Grammatik e G verdeutlichen, indem
wir die Produktionen fÄ ur ein gerades k (k=6) und fÄ ur ein ungerades k (k=7)
explizit angeben.
Beispiel 4.3.1 (k=6)
1. e S ! abcjabccjabcccjabccccjaabbcjaabbccj
aaabbbjabbcjabbbcjabbbbcjaabccjaaaccc
2. e S ! abccccAjaabbccAjaaabbbA
A ! cjcA
3. e S ! abbbbBcjaabbBccjaaaBccc
B ! bjbB
4. e S ! aaaDbbbA
D ! aDbjab
5. e S ! aaaEccc
E ! aEcjaBc
Beispiel 4.3.2 (k=7)
1. e S ! abcjabccjabcccjabccccjabcccccjaabbcjaabbccjaabbcccjaaabbbcj
abbcjabbbcjabbbbcjabbbbbcjaabccjaabbbccjaaabccc
2. e S ! abcccccAjaabbcccAjaaabbbcA
A ! cjcA
3. e S ! abbbbbBcjaabbbBccjaaabBccc
B ! bjbB
4. e S ! aaaDbbbA
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5. e S ! aaaEccc
E ! aEcjaBc
Bemerkung 4.3.1 Die Beweisidee von Satz 4.3.1 auf Seite 48, dass man
fÄ ur jedes beliebig gegebene c eine Grammatik fÄ ur die Sprache L¤ konstruieren
kann, deren Mehrdeutigkeitsgrad unter 2cn liegt, funktioniert nicht nur fÄ ur
die benutzte Sprache L¤, sondern fÄ ur jede exponentiell mehrdeutige Sprache
L der Form K¤ [ E, wobei K eine k{deutige und E eine endliche Sprache
ist. Das hei¼t fÄ ur jede exponentiell mehrdeutige Sprache L der Form K¤[E,
wobei K eine k{deutige und E eine endliche Sprache ist, gibt es kein festes c
aus R+ , so dass L 2cn{deutig ist. Es stellt sich folgendes o®enes Problem.
O®enes Problem Gibt es Ä uberhaupt eine exponentiell mehrdeutige Spra-




In [10] wurde gezeigt, dass es zu jeder Grammatik, die nicht exponentiell
mehrdeutig ist, eine polynomielle Schranke fÄ ur deren Mehrdeutigkeit gibt.
Dies hat zur Folge, dass es keine Grammatiken (und somit keine Sprachen)
gibt, deren Mehrdeutigkeit stÄ arker als polynomiell, aber schwÄ acher als
exponentiell wÄ achst (wie z. B. £(2
p
n)). Bisher konnten wir die Existenz
von konstant sowie exponentiell mehrdeutigen Grammatiken und Sprachen
nachweisen. Wie sieht es mit polynomiell mehrdeutigen Grammatiken und
Sprachen aus? Gibt es Ä uberhaupt polynomiell mehrdeutige Grammatiken
und Sprachen?
Die Existenz von polynomiell mehrdeutigen Grammatiken ist leicht zu
zeigen. Wich [10] hat fÄ ur k ¸ 1 die £(nk){deutige Grammatik G mit den
folgenden Produktionen angegeben:
(1) S ! aSPolynomiell mehrdeutige Grammatiken und Sprachen 55
(2) S ! A1
(3) Ai ! aAi fÄ ur 1 · i · k
(4) Ai ! Ai+1 fÄ ur 1 · i · k ¡ 1
(5) Ak ! "
Gibt es Ä uberhaupt polynomiell mehrdeutige Sprachen? In diesem Kapitel
zeigen wir, dass es tatsÄ achlich polynomiell mehrdeutige Sprachen gibt. Zuerst
weisen wir die Existenz von linear mehrdeutigen Sprachen nach. Danach
geben wir fÄ ur jedes k 2 N eine polynomiell vom Grad k mehrdeutige Sprache
an.
5.2 linear mehrdeutige Sprachen
Satz 5.2.1 Es gibt linear mehrdeutige Sprachen.




N;m;m1;m2;:::;mp 2 N;9i 2 f1;2;:::;pg mit m = mig. Zuerst bemer-
ken wir, dass die Sprache L sozusagen p{deutig (wie die k{deutige Sprache
e Lk aus der Bemerkung 3.3.1 vom Kapitel 3 auf die Seite 34) ist, aber p ist
nicht konstant wie k im Kapitel 3, sondern eine beliebige Variable aus N. Sei
G=(N, §, P, S) eine CFG fÄ ur L. Sei h die Konstante aus Ogden's Lemma
(Satz 2.4.1 auf Seite 16) fÄ ur die Grammatik G. FÄ ur jedes p 2 N betrachten
wir die WÄ orter zi aus L der Form zi := ah(bh+h!c)i¡1bhc(bh+h!c)p¡i, wobei
i 2 f1;2;:::;pg und markieren alle a's. Wir zeigen zuerst folgendes:
Lemma 5.2.1 Sei zi = uiviwixiyi die nach Ogden's Lemma (Satz 2.4.1
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ui = ari 1 · ri · h;
vi = asi 1 · si · h;
wi = ah¡si¡ri(bh+h!c)i¡1bti 0 · ti · h;
xi = b
si
i 1 · si · h;
yi = bh¡si¡tic(bh+h!c)p¡i:
Beweis (Lemma 5.2.1)
Aus Ogden's Lemma folgt: Entweder treten sowohl in ui als auch in vi
markierte Positionen von zi auf oder es treten sowohl in xi als auch in
yi markierte Positionen von zi auf. Wenn sowohl xi als auch yi markierte
Positionen (also a's) haben, dann besteht xi nur aus a's, denn wi hat gemÄ a¼
Ogden's Lemma mindestens eine markierte Position (also ein a) und xi
kommt zwischen wi und yi in zi vor. Damit gilt xi 2 a+. wi hat gemÄ a¼
Ogden's Lemma mindestens eine markierte Position. Da vi in zi links von
wi vorkommt, gilt vi 2 a¤.
Somit erhalten wir vixi = at mit 1 · t · h ¡ 2.
Damit ist ¹ z := uiv2
iwix2
iyi = ah+t(bh+h!c)i¡1bhc(bh+h!c)p¡i = 2 L. Dies fÄ uhrt zu
einem Widerspruch zu der Aussage von Ogden's Lemma.
Es muss also gelten, dass sowohl ui als auch vi mindestens eine markierte
Position (also mindestens ein a) haben.
Da wi gemÄ a¼ Ogden's Lemma mindestens eine markierte Position hat, be-
steht vi nur aus a's. Damit gilt vi = as, wobei 1 · s · h ¡ 2. Daraus folgt:
wi beginnt mit einem a und ui = ar mit 1 · r · h ¡ 2.
Ist xi = " oder xi 2 a+,
so ist ¹ z := uiv2
iwix2
iyi = ah+s+jxij(bh+h!c)i¡1bhc(bh+h!c)p¡i = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
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so ist ¹ z := uiv2
iwix2
iyi von der Form
uiv2
iwia+fb;cg+a+fb;cg+yi und somit nicht in L, was im Widerspruch zum
Ogden's Lemma steht.
Damit gilt: xi besteht also nur aus b's und c's. Wir unterscheiden zunÄ achst
zwei FÄ alle: xi hat mindestens ein c, xi hat kein c.







w;x;y 2 (bh+h!c)¤bhc(bh+h!c)¤ [ (bh+h!c)¤;
f;g 2 fh;h + h!g;
0 · t · h + h! und 0 · ¸ · h + h!




iwicxcxyi ein Teilwort cc 2 cxc und wÄ are somit nicht in L, was ein
Widerspruch zu Ogden's Lemma wÄ are.
² Falls t + ¸ 6= h + s, so ist
¹ z := uiv2
iwix2
iyi = arasasah¡r¡swbf¡tbtcxb¸btcxb¸bg¡¸y =
ah+swbfcxb¸+tcxbgy = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
² Falls t + ¸ = h + s, so ist
^ z := uiv3
iwix3
iyi = arasasasah¡r¡swbf¡tbtcxb¸btcxb¸btcxb¸bg¡¸y =
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Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Damit gilt: xi hat kein c.
Es gibt genau zwei MÄ oglichkeiten fÄ ur xi: xi 2 bh+h! oder xi 2 bh 2 cbhc.







w;y 2 (bh+h!c)¤bhc(bh+h!c)¤ [ (bh+h!c)¤,
1 · t · h + h! und 0 · ¸ · h + h!.
Aber dann ist
¹ z := uiv2
iwix2
iyi = arasasah¡r¡swbh+h!¡t¡¸btbtb¸y = ah+swbh+h!+ty = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.







1 · t · h und 0 · ¸ · h.
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uiv2
iwix2
iyi = arasasah¡r¡s(bh+h!c)i¡1bh¡t¡¸btbtb¸(bh+h!c)p¡i =
ah+s(bh+h!c)i¡1bh+t(bh+h!c)p¡i 2 L, folgt t=s. Damit erhalten wir:
ui = ari 1 · ri · h;
vi = asi 1 · si · h;
wi = ah¡si¡ri(bh+h!c)i¡1bti 0 · ti · h;
xi = b
si
i 1 · si · h;
yi = bh¡si¡tic(bh+h!c)p¡i:
q. e. d.
Wir setzen nun den Beweis von Satz 5.2.1 fort.
Aus Ogden's Lemma (Satz 2.4.1 auf Seite 16) folgt, dass es ein Ai aus N




+ =) uiviwixiyi := zi
Damit hat jeder Ableitungsbaum Bi in G mit der Front zi einen Ai{
Pumpbaum, welcher die Anzahl der Symbole in vi und xi gleichmÄ a¼ig erhÄ oht.
















Abbildung 5.1: Ableitungsbaum B(z) fÄ ur zi = ah(bh+h!c)i¡1bhc(bh+h!c)p¡i
Pumpen wir den Ai{Pumpbaum des Baumes Bi qi := h!
si + 1 mal, so
erhalten wir einen Ableitungsbaum Ti fÄ ur das Wort z := ah+h!(bh+h!c)p. Der




















Abbildung 5.2: Ableitungsbaum T(z) fÄ ur ah+h!(bh+h!c)p
Entsprechend erhalten wir p AbleitungsbÄ aume T1, T2,..., Tp. Nun zeigen
wir fÄ ur i 6= j 2 f1;2;:::;pg, dass die AbleitungsbÄ aume Ti und Tj fÄ ur das
Wort z verschieden sind. Nehmen wir nun an, dass die AbleitungsbÄ aume
Ti und Tj fÄ ur das Wort z := ah+h!(bh+h!c)p gleich wÄ aren, also gleich einem
Ableitungsbaum T. Dieser Ableitungsbaum T mÄ u¼te sowohl Ai{ als auch
Aj{Knoten haben. Wir kÄ onnen ausschlie¼en, dass der Knoten Ai links vom
Knoten Aj im Baum T vorkommt, sonst erhielten wir ein Wort in L von der
Form a+fb;cg+a+fb;cg+ (siehe Abbildung 5.3 auf die Seite 62). Analog gilt es
fÄ ur Ai rechts von Aj. Es bleiben somit zwei FÄ alle zu untersuchen: Der Knoten
Aj ist ein Nachfolger des Knotens Ai bzw. der Knoten Ai ist ein Nachfolger
des Knotens Aj im Baum T (siehe Abbildung 5.4 auf die Seite 63). Diese

















































Abbildung 5.4: Ableitungsbaum T(z) fÄ ur ah+h!(bh+h!c)p mit Ai{ und Aj{
Knoten






















:= z 2 L:
Es gilt: #a(z) und die Anzahl der b's in jedem b{Block von z sind gleich
h+h!, denn es gilt z = ah+h!(bh+h!c)p.
Wir kÄ onnen aber auch den Ai{Pumpbaum qi + 1 mal und den Aj{






















:= ~ z 2 L:
wobei #a(~ z) = #a(z)+jvjj+jvij = h+h!+jvjj+jvij, Jeder b{Block in ~ z aus
h+h!, h+h!+jxij oder h+h!+jxjj b's besteht. Damit ist #a(~ z) ungleich der
Anzahl der b's in jedem b{Block in ~ z , weil jvjj = jxjj ¸ 1 und jvjj = jxjj ¸ 1.








j yj := ~ z 2 L.
Insgesamt haben wir gezeigt, dass fÄ ur i 6= j die AbleitungsbÄ aume Ti
und Tj fÄ ur das gleiche Wort z verschieden sind. Somit folgt, dass das Wort
z := ah+h!(bh+h!c)p mindestens p paarweise verschiedene AbleitungsbÄ aume
in G hat, d. h. daG(z) ¸ p.
Aus n := jzj = h + h! + (h + h! + 1)p folgt p = n¡h¡h!
h+h!+1.
Somit gilt daG(n) ¸ n¡h¡h!
h+h!+1. Das hei¼t daG(n) = ­(n), denn h ist eine
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eine Grammatik G fÄ ur L Wir entwerfen nun eine Grammatik G
fÄ ur L, so dass daG(n) = O(n). Dazu betrachten wir die Grammatik
G := (fS;T;Ag;fa;b;cg;P;S). Die Regeln von P sind:
(1) S ! aTbcA
(2) S ! aTbc
(3) T ! aTb
(4) T ! "
(5) T ! A
(6) A ! bAjbcAjbc
Zuerst bemerken wir, dass sich Dank des Regeltyps (6) alle WÄ orter der
Form (b+c)+ aus A ableiten lassen. Aus S kann man nur ableiten, wenn

















































Abbildung 5.5: Ableitungsschema der Grammatik G
Somit folgt, dass L=L(G) ist und dass jedes Wort z :=Polynomiell mehrdeutige Grammatiken und Sprachen 66
ambm1cbm2c:::bmpc aus L so viele AbleitungsbÄ aume in G hat, wie die Anzahl
der i's mit m = mi, wobei i 2 f1;2;:::;pg.
Wegen jfijm = mi;i 2 f1;2;:::;pggj · p · n := jzj,
gilt daG(n) = O(n).
q. e. d.
Bevor wir die Existenz von polynomiell mehrdeutigen Sprachen nachwei-
sen, zeigen wir ein Ä ahnliches Ergebnis zum Satz 4.3.1 (auf die Seite 48).
Satz 5.2.2 FÄ ur jedes feste d aus R+ kÄ onnen wir eine Grammatik Gd fÄ ur L
entwerfen, so dass daGd(n) · dn fÄ ur genÄ ugend gro¼es n ist.





¯p 2 N;m;m1;m2;:::;mp 2 N; m · k und 9i 2
f1;2;:::;pg mit m = mig
und L2 := fambm1cbm2c:::bmpc
¯
¯
¯p 2 N;m;m1;m2;:::;mp 2
N; m > k und 9i 2 f1;2;:::;pg mit m = mig
wobei k eine Konstante ist, die wir spÄ ater geeignet festlegen werden.
² Die Sprache L1 ist als Vereinigung endlich vieler regulÄ arer Sprachen




ist fÄ ur festes m regulÄ ar. Es gibt fÄ ur L1 also eine eindeutige (regulÄ are)
Grammatik G1 = (N1;fa;b;cg;P1;S1).
² Die Sprache L2 ist kontextfrei. Es ist nicht schwer fÄ ur L2 eine Gram-
matik G2 = (N2;fa;b;cg;P2;S2) zu entwerfen, so dass N1 und N2 dis-







¯. FÄ ur G2 bietet sich eine Ä ahnliche Grammatik
wie die Grammatik G (auf Seite 65) aus dem Beweis zu Satz 5.2.1 (auf









k . folgt daG2(w) ·
jwj
k . Das hei¼t daG2(w) · n
k .





, so erhalten wir daG2(n) · dn.
FÄ ur die Grammatik b G := G1¹ [G2 = (N1¹ [N2¹ [fSg;fa;b;cg;P1¹ [P2¹ [fS !
S1S2g;S) gilt : L=L(b G) und da b Gn) · max(daG1(n);daG2(n)), denn b G :=
G1¹ [G2 mit G1 und G2 disjunkt. das hei¼t da b G(n) · max(1;dn) damit ist
da b G(n) = dn, fÄ ur genÄ ugend gro¼es n.
q. e. d.
5.3 polynomiell vom Grad k mehrdeutige
Sprachen
Wir weisen nun die Existenz polynomiell vom Grad k mehrdeutiger Sprachen
nach.
Satz 5.3.1 Seien k 2 N und L die Sprache aus dem Beweis fÄ ur Satz 5.2.1.
(auf Seite 55)Die Sprache Lk ist polynomiell vom Grad k mehrdeutig.
Beweis Den Fall k=1 haben wir im Satz 5.2.1 (auf Seite 55) behandelt.
Wir brauchen nur noch den Fall fÄ ur k ¸ 2 zu betrachten. Seien k ¸ 2
und G=(N,§, P, S) eine CFG fÄ ur Lk. Sei h die Konstante aus Ogden's
Lemma (Satz 2.4.1 auf Seite 16) fÄ ur die Grammatik G. FÄ ur jedes p 2 N
betrachten wir die WÄ orter z aus Lk der Form z = zi1zi2 :::zik mit zij :=
ah(bh+h!c)ij¡1bhc(bh+h!c)p¡ij, wobei j=1,...,k und ij = 1;:::;p. Markieren
wir genau alle a's in jedem zi® mit ® 2 f1;2;:::;kg und gehen wir wie beim
Beweis vom Satz 4.2.1(auf Seite 36) vor, indem wir nur die h markierten
a's eines zi® berÄ ucksichtigen, so kÄ onnen wir mit Hilfe von Ogden's Lemma
zeigen, dass z eine Zerlegung ^ ui®vi®wi®xi® ^ yi® hat, so dass folgendes gilt:Polynomiell mehrdeutige Grammatiken und Sprachen 68
1. S
+ =) ^ ui®Ai® ^ yi®
+ =) ^ ui®vi®Ai®xi® ^ yi®
+ =) ^ ui®vi®wi®xi® ^ yi® = z
2. In wi® tritt mindestens eine der h markierten Positionen von zi® auf.
3. Entweder treten sowohl in ^ ui® als auch in vi® markierte Positionen von
zi® auf oder es treten sowohl in xi® als auch in ^ yi® markierte Positionen
von zi® auf.
4. In vi®wi®xi® treten hÄ ochstens h der markierten Positionen von zi® auf,
5.
S
+ =) ^ ui®Ai® ^ yi®
+ =) ^ ui®vi®Ai®xi® ^ yi®
+ =) :::









i® ^ yi® 2 Lk wobei q 2 N0:
(insbesondere fÄ ur q=0 gilt S
+ =) ^ ui®Ai® ^ yi®
+ =) ^ ui®wi® ^ yi®)
Als nÄ achstens zeigen wir das
Lemma 5.3.1 FÄ ur die nach Ogden's Lemma existierende Zerlegung z =
^ ui®vi®wi®xi® ^ yi® gilt folgendes:
^ ui® = zi1 :::zi®¡1ui® ui® = ar® und 1 · r® · h ¡ 2;
vi® = as® 1 · s® · h ¡ 2;
wi® = ah¡r®¡s®(bh+h!c)i®¡1bt® 0 · t® · h ¡ 1;
xi® = bs®;
^ yi® = yi®zi®+1 :::zik yi® = bh¡t®¡s®c(bh+h!c)p¡i®:Polynomiell mehrdeutige Grammatiken und Sprachen 69
Beweis (Lemma 5.3.1) Aus Ogden's Lemma folgt: Entweder treten
sowohl in ^ ui® als auch in vi® markierte Positionen von zi® auf oder es treten
sowohl in xi® als auch in ^ yi® markierte Positionen von zi® auf.
Wenn sowohl xi® als auch ^ yi® markierte Positionen von zi® haben, dann
gilt xi® 2 a+ und xi® 2 zi®, denn wi® hat gemÄ a¼ Ogden's Lemma mindestens
eine markierte Position von zi® (also ein a) und xi® kommt zwischen wi® und
yi® in z vor.
Sei xi® = as 2 zi® mit 1 · s · h¡2. Daraus folgt: wi® endet mit einem a aus
zi® und ^ yi® = at(bh+h!c)i®¡1bhc(bh+h!c)p¡i®zi®+1 :::zik, wobei 1 · t · h ¡ 2.
FÄ ur vi® kommen folgende MÄ oglichkeiten in Frage: (vi® 2 a¤ und vi® 2 zi®
) oder (vi® beginnt mit einem Zeichen aus zi1 :::zi®¡1)
Ist vi® 2 a¤ und vi® 2 zi®, dann ist
¹ z = ^ ui®v2
i®wi®x2
i® ^ yi® = zi1 :::zi®¡1ah+s+jvi®j(bh+h!c)i®¡1bhc(bh+h!c)p¡i®zi®+1 :::zik = 2
Lk, weil ah+s+jvi®j(bh+h!c)i®¡1bhc(bh+h!c)p¡i® = 2 L, denn 1 < s + jvi®j < h ¡ 2.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Beginnt vi® mit einem Zeichen aus zi1 :::zi®¡1, so ist vi®wi® = vcah¡s¡t,
wobei das Terminal c das letzte Zeichen c in zi®¡1 ist, dann gilt:
¹ z = ^ ui®v2
i®wi®x2
i® ^ yi®
= ^ ui®vi®vi®wi®xi®xi® ^ yi®
= ^ ui®vi®vcah¡s¡tasasat(bh+h!c)i®¡1bhc(bh+h!c)p¡i®zi®+1 :::zik
= ^ ui®vi®vcah+s(bh+h!c)i®¡1bhc(bh+h!c)p¡i®zi®+1 :::zik = 2 Lk;
weil ah+s(bh+h!c)i®¡1bhc(bh+h!c)p¡i® = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Damit folgt: xi® und ^ yi® haben nicht beide markierte Positionen von zi®.
D. h. sowohl ^ ui® als auch vi® mÄ ussen markierte Positionen von zi® haben. Da
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wi® in z vorkommt, folgt vi® 2 a+ und vi® 2 zi®.
Damit ist vi® = as 2 zi®, wobei 1 · s · h ¡ 2.
Daraus folgt: wi® beginnt mit einem a aus zi® und ^ ui® = zi1 :::zi®¡1ar , wobei
1 · r · h ¡ 2.
FÄ ur xi® kommen zwei MÄ oglichkeiten in Frage: (xi® endet mit einem Zei-
chen aus zi®+1 :::zik) oder (xi® endet mit einem Zeichen aus zi®, das hei¼t
xi® 2 zi®).
Endet xi® mit einem Zeichen aus zi®+1 :::zik, so ist wi®xi® =
ah¡r¡s(bh+h!c)i®¡1bhc(bh+h!c)p¡i®ax, wobei das a das erste a in zi®+1 ist. Dann
gilt aber
¹ z = ^ ui®v2
i®wi®x2
i® ^ yi®
= ^ ui®vi®vi®wi®xi®xi® ^ yi®
= zi1 :::zi®¡1arasasah¡r¡s(bh+h!c)i®¡1bhc(bh+h!c)p¡i®axxi® ^ yi®
= zi1 :::zi®¡1ah+s(bh+h!c)i®¡1bhc(bh+h!c)p¡i®axxi® ^ yi® = 2 Lk;
weil ah+s(bh+h!c)i®¡1bhc(bh+h!c)p¡i® = 2 L.
Dies fÄ uhrt zu einem Widerspruch zu der Aussage von Ogden's Lemma.
Damit gilt: xi® 2 zi®. Daraus folgt: ^ ui®vi®wi®xi® ^ yi® =
zi1 :::zi®¡1ui®vi®wi®xi®yi®zi®+1 :::zik, wobei ui®vi®wi®xi®yi® = zi®. Da








i®yi® 2 L fÄ ur alle
q aus N0 . Damit lÄ asst sich die Zerlegung von z auf eine Zerlegung von zi®.
zurÄ uckfÄ uhren, die die Bedingungen vom Lemma 5.2.1 auf Seite 55 erfÄ ullt.
Wir kÄ onnen also das Lemma 5.2.1 auf die Zerlegung ui®vi®wi®xi®yi® = zi®
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ui® = ar® 1 · r® · h ¡ 2;
vi® = as® 1 · s® · h ¡ 2;
wi® = ah¡r®¡s®(bh+h!c)i®¡1bt® 0 · t® · h ¡ 1;
xi® = bs®;
yi® = bh¡t®¡s®c(bh+h!c)p¡i® :
Und schlie¼lich:
^ ui® = zi1 :::zi®¡1ui® ui® = ar® und 1 · r® · h ¡ 2;
vi® = as® 1 · s® · h ¡ 2;
wi® = ah¡r®¡s®(bh+h!c)i®¡1bt® 0 · t® · h ¡ 1;
xi® = bs®;
^ yi® = yi®zi®+1 :::zik yi® = bh¡t®¡s®c(bh+h!c)p¡i®:
q. e. d.
Wir setzen nun den Beweis von Satz 5.3.1 (auf Seite 67) fort.
Wir bemerken, dass vi® und xi® vollstÄ andig in zi® enthalten sind. Damit hat
der Ableitungsbaum einen Ai®{Pumpbaum, der die Anzahl der Symbole von
vi® und xi® gleichmÄ a¼ig erhÄ oht. Dies gilt fÄ ur jedes ® aus f1;:::;kg. Das
hei¼t, jeder Ableitungsbaum B(z) in G mit der Front z = zi1zi2 :::zik hat k
nebeneinander stehende Ai1{, Ai2{,...Aik{PumpbÄ aume und sieht wie folgt














Abbildung 5.6: Ein Ableitungsbaum B(z) fÄ ur ein z = zi1zi2 :::zik
Aus dem Ableitungsbaum B(z) fÄ ur z lÄ asst sich eine Ableitung konstruie-
ren, die folgenderma¼en aussieht:
S
+ =) ui1Ai1yi1 :::zi®¡1ui®Ai®yi® :::uikAikyik (5.3.1)
wobei Ai®
+ =) vi®Ai®xi®, und Ai®
+ =) wi®
Pumpen wir nun jeden Aij{Pumpbaum des Baumes B(z) qij = h!
sij
+1 mal,
so erhalten wir einen Ableitungsbaum T(z) fÄ ur das Wort (ah+h!(bh+h!c)p)k.


























Abbildung 5.7: Jeden Aij{Pumpbaum von B(z) pumpen ergibt einen Ablei-
tungsbaum T(z) fÄ ur das Wort (ah+h!(bh+h!c)p)k
Von den WÄ ortern der Form z = zi1zi2 :::zik mit zij :=
ah(bh+h!c)ij¡1bhc(bh+h!c)p¡ij, j=1, ...,k und ij = 1;:::;p gibt es pk verschie-
dene WÄ orter. Damit gibt es pk AbleitungsbÄ aume der Form T(z). Wir zeigen
nun, dass diese pk AbleitungsbÄ aume T(z) paarweise verschieden sind.
Seien
z = zi1zi2 :::zik mit zij := ah(bh+h!c)ij¡1bhc(bh+h!c)p¡ij
und
~ z = z~ i1z~ i2 :::z~ ik mit z~ ij := ah(bh+h!c)
~ ij¡1bhc(bh+h!c)p¡~ ij
verschieden. Das hei¼t, es gibt ein j mit ij 6= ~ ij. Es genÄ ugt zu zeigen, dass
die AbleitungsbÄ aume T(z) und T(~ z) verschieden sind. Der Ableitungsbaum












= (ah+h!(bh+h!c)p)k 2 LkPolynomiell mehrdeutige Grammatiken und Sprachen 74






~ ij A~ ijx
q~ ij




~ ij w~ ijx
q~ ij
~ ij y~ ij(ah+h!(bh+h!c)p)k¡~ ij
= (ah+h!(bh+h!c)p)k 2 Lk
Nehmen wir an, dass die AbleitungsbÄ aume T(z) und T(z; ~ z) fÄ ur das Wort
ah+h!(bh+h!c)p gleich wÄ aren, also gleich einem Ableitungsbaum T(z; ~ z). Dieser
Ableitungsbaum T(z; ~ z) mit der Front (ah+h!(bh+h!c)p)k mÄ u¼te sowohl einen
Aij{ als auch einen A~ ij{Pumpbaum haben. Damit kÄ onnen wir folgende FÄ alle
unterscheiden:
1. Der Knoten Aij kommt links vom Knoten A~ ij im T(z; ~ z) vor (siehe
Abbildung 5.8 auf die Seite 75)
2. Der Knoten Aij kommt rechts vom Knoten A~ ij im Baum T(z; ~ z) vor.
3. Der Knoten Aij ist ein Nachfolger des Knotens A~ ij (siehe Abbildung 5.9
auf die Seite 76).
4. Der Knoten A~ ij ist ein Nachfolger des Knotens Aij. Der 1. und 2. Fall
(bzw. 3. und 4.) sind Ä ahnlich, deshalb behandeln wir nur den 1. sowie
den 3. Fall.








yijwu~ ij A~ ij
v
q~ ij




Abbildung 5.8: Der Knoten Aij kommt links vom Knoten A~ ij inm T(z; ~ z) vor
Hier hÄ atte die Front des Baumes T(z; ~ z) mindestens (k+1) TeilwÄ orter der
Form ah+h!(bh+h!c)p, im Widerspruch zur Tatsache, dass die Front das Wort
(ah+h!(bh+h!c)p)k ist.
FÄ ur den 3. Fall sieht der Baum T(z; ~ z) wie folgt aus:Polynomiell mehrdeutige Grammatiken und Sprachen 76
S
(ah+h!(bh+h!c)p)
~ ij¡1u~ ij A~ ij
v
q~ ij


















~ ij A~ ijx
q~ ij
















~ ij y~ ij(ah+h!(bh+h!c)p)k¡~ ij
+ =) (ah+h!(bh+h!c)p)













~ ij¡1t1(ah+h!(bh+h!c)p)k¡~ ij 2 Lk
Da die Front des Baumes T(z; ~ z) das Wort (ah+h!(bh+h!c)p)k ist, folgt
t1 = ah+h!(bh+h!c)p.
Im Baum T(z, ) kÄ onnen wir aber auch den Aij{Pumpbaum qij+1 mal





~ ij A~ ijx
q~ ij+1
















~ ij y~ ij(ah+h!(bh+h!c)p)k¡~ ij
+ =) (ah+h!(bh+h!c)p)













~ ij¡1t2(ah+h!(bh+h!c)p)k¡~ ij 2 Lk
#a(t2) = #a(t1) + jv~ ijj + jvijj = h + h! + jv~ ijj + jvijj
In jedem b-Block von t2 ist die Anzahl der b's entweder h+h! oder h +
h! + jxijj oder h + h! + jx~ ijj, also ungleich der Anzahl der a's in t2, denn
jvijj = jxijj und jv~ ijj = jx~ ijj. Damit gilt, t2 = 2 L. Dies steht im Widerspruch
zu (ah+h!(bh+h!c)p)
~ ij¡1t2(ah+h!(bh+h!c)p)k¡~ ij 2 Lk.
Insgesamt kÄ onnen wir nun schlie¼en, dass T(z) und T(~ z) verschieden sind.
Da es
insgesamt pk verschiedene WÄ orter der Form z = zi1zi2 :::zik mit zij :=
ah(bh+h!c)ij¡1bhc(bh+h!c)p¡ij j=1, ...,k und ij = 1;:::;p gibt, hat das Wort
ah+h!(bh+h!c)p)k mindestens pk paarweise verschiedene AbleitungsbÄ aume in
G.
Aus n := jah+h!(bh+h!c)p)kj = k(p(h+h!+1)+h+h!) folgt daG(n) = ­(nk).
Wir entwerfen nun eine Grammatik b G fÄ ur Lk, so dass da b G(n) = O(nk)
ist. Dazu bietet sich folgende Idee an. Wir nehmen die Grammatik G fÄ ur
L (aus dem Beweis von Satz 5.2.1 auf die Seite 65) und fÄ ugen ein neues
Startsymbol e S sowie eine neue Regel e S ! Sk hinzu. Somit erhalten wir
die Grammatik G := (fe Sg¹ [fS;T;Ag;fa;b;cg;P ¹ [fe S ! Skg; e S), wobei P die
Produktionsmenge aus der Grammatik G (aus dem Beweis von Satz 5.2.1 auf
die Seite 65) ist. Wir bemerken, dass man aus e S nur die WÄ orter der FormPolynomiell mehrdeutige Grammatiken und Sprachen 78
z = z1z2 :::zk ableiten kann, so dass
e S ! Sk,
S
+ =) zi, wobei 1 · i · k.
Daraus folgt, dass
² L(b G) = Lk.
² da b G(z) =
n Q
i=1
(Anzahl der verschiedenen Ableitungen (S
+ =) zi))
Aus Satz 5.2.1 auf die Seite 55 folgt aber, dass die Anzahl der ver-
schiedenen Ableitungen der Form (S
+ =) zi) = O(jzij) ist. Somit folgt,
daG(z) = O(jzjk).
Damit ist da b G(n) = O(nk).
q. e. d.
Bemerkung 5.3.1 FÄ ur die Menge der Palindrome PAL := fwjw 2
fa;bg¤ und w = wRg ist zu vermuten, dass (PAL)k £(nk¡1){deutig ist,
wobei k 2 N ist. Insbesondere ist PAL eindeutig. FÄ ur k=2 erhalten wir die
sogenannte Crestin{Sprache C := fuvju;v 2 fa;bg¤;u = uR und v = vRg
(vgl. [1]).Ausblick
In dieser Arbeit haben wir uns hauptsÄ achlich mit kontextfreien Gramma-
tiken und Sprachen beschÄ aftigt, bei denen der Mehrdeutigkeitsgrad fÄ ur
jedes Wort von dessen LÄ ange abhÄ angt. Wir konnten konstant, exponentiell
sowie polynomiell mehrdeutige Grammatiken und Sprachen angeben. Aus
[10] haben wir die Tatsache zitiert, dass es keine Grammatiken (und somit
keine Sprachen) gibt, deren Mehrdeutigkeit stÄ arker als polynomiell, aber
schwÄ acher als exponentiell wÄ achst (wie z. B. £(2
p
n))). Au¼erdem haben
wir bewiesen, dass es weder Sprachen noch zyklenfreie Grammatiken gibt,
deren Mehrdeutigkeitsgrad stÄ arker als 2£(n) wÄ achst (wie z B. £(nn) ). Ferner
haben wir gezeigt, dass die Mehrdeutigkeit einer Grammatik genau dann
fÄ ur einzelne WÄ orter unendlich ist, wenn die Grammatik (nÄ utzliche) Zyklen
enthÄ alt.
Unbeantwortet blieb in dieser Arbeit die Frage, ob es £(nr){deutige
Grammatiken (bzw. Sprachen) gibt, wobei r eine nicht natÄ urliche Zahl ist.
In [5, Seite 100] steht "...removing unit productions, cannot introduce
ambiguities..." Das bedeutet, dass die Beseitigung von Kettenregeln keine
Mehrdeutigkeiten einfÄ uhren kann. PrÄ aziser kÄ onnen wir sagen, dass die
Mehrdeutigkeit wohl vermindert wird bzw. gleichbleibt, falls man die Ket-
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tenregeln beseitigt. Es stellt sich aber die Frage, inwieweit die Beseitigung
von Kettenregeln die Mehrdeutigkeit einer Grammatik Ä andert. Beseitigt
man z. B. die Kettenregeln der fÄ ur einzelne WÄ orter unendlich mehrdeutigen
Grammatik mit den Regeln S ! Sja, erhÄ alt man die eindeutige Grammatik
mit der Regel S ! a. Man kÄ onnte die Wirkung der Beseitigung von
Kettenregeln auf die Mehrdeutigkeit einer Grammatik untersuchen. Wir
halten es fÄ ur sinnvoll, auch die Wirkung der Elimination von "{Regeln auf
die Mehrdeutigkeit einer Grammatik zu studieren. Die Mehrdeutigkeit einer
Grammatik Ä andert sich aber nicht, wenn man nutzlose Produktionen und
Symbole beseitigt.
Im Kapitel 4 ist uns das o®ene Problem begegnet, ob es Ä uberhaupt eine
exponentiell mehrdeutige Sprache gibt, die fÄ ur irgendein festes c aus R+
2cn{deutig ist.
Es ist zwar nicht entscheidbar1 , ob eine gegebene Grammatik mehrdeutig
ist. Im Laufe der Zeit hat man aber einige Kriterien fÄ ur die Mehrdeutigkeit
entwickelt, die im Einzelfall hilfreich sein kÄ onnen. In der Literatur konnten
wir einige Kriterien2. fÄ ur die Mehrdeutigkeit im Allgemeinen sowie fÄ ur die
exponentielle Mehrdeutigkeit ¯nden. Es ist allerdings ein o®enes Problem,
ob es Kriterien fÄ ur die polynomielle Mehrdeutigkeit gibt.
1siehe [5, Seite 200, Theorem 8.9].
2siehe [6, 10, 1]; [5, Seite 100; Lemma 4.6]Literaturverzeichnis
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