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Exciton Dynamics at Photoexcited Organic Heterojunctions
Abstract
The last three decades have seen vigorous and interdisciplinary research activities in the
field of organic photovoltaics. Research efforts in this field are driven by the promise of eco-
nomically viable and environmentally friendly conversion of sunlight into electrical energy at
heterojunctions between an electron-donating (donor) and an electron-accepting (acceptor) or-
ganic material. The light-to-charge conversion in organic solar cells (OSCs) requires the sepa-
ration of the initially photogenerated donor exciton, whose binding energy is much larger than
the thermal energy at room temperature, into free hole and electron in the donor and acceptor
material, respectively. This separation is commonly thought to occur via the electron transfer
from the photoexcited donor to the acceptor material that produces the so-called charge transfer
(CT) exciton, in which the electron and hole are still tightly bound. Despite such large binding
energies of both the donor and CT exciton, experiments on the most efficient OSCs indicate that
virtually all of the photons absorbed by the cell are eventually converted into free carriers in a
process that is weakly aided by both the temperature and the internal electric field in the cell. A
gamut of proposals that could rationalize the aforementioned experimental findings have been
put forward. However, a more detailed understanding of fundamental physical mechanisms that
govern the operation of OSCs on different time scales is still lacking.
The research whose results are presented in this thesis aims to achieve the aforementioned
goal by studying the relevant processes within a relatively simple, yet physically plausible, model
of organic semiconductors and their heterojunctions. Our fully quantum and statistical investiga-
tions of ultrafast dynamics of photoinduced electronic excitations in such models are motivated
by recent experimental results indicating that the light-to-charge conversion in the most efficient
OSCs occurs on subpicosecond time scales. We find that the exciton formation in a neat organic
semiconductor occurs on multiple time scales spanning the range between 50 fs and 1 ps. We
conclude that an overwhelming fraction of spatially separated charges that are present on a 100-
fs time scale after the photoexcitation of a donor/acceptor heterojunction are directly optically
generated from the ground state, and are not obtained as a result of an ultrafast population trans-
fer from donor states. The resonant mixing among donor states and states of spatially separated
ii
charges is at the heart of the direct accessibility of the latter group of states from the ground
state. However, the light absorption still primarily occurs in the donor material, and the charge
separation yields we observe at 1 ps following the excitation suggest that charges predominantly
separate on much longer time scales, starting from the strongly bound donor and CT states. Our
study of charge separation that takes place on long time scales indicates that the combination
of moderate disorder and carrier delocalization can explain quite efficient separation of strongly
bound excitons and its weak dependence on the temperature and electric field.
Keywords: organic photovoltaics, organic semiconductors, exciton, light-to-charge conversion,
charge transfer, charge separation, ultrafast dynamics
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Dinamika eksitona na organskim heterospojevima pobuÆenim svetloxu
Saetak
U toku poslede tri deenije sprovode se intenzivna i interdisiplinarna is-
traivaa u oblasti organskih fotovoltaika. Istraivaqki napori u ovoj oblasti
su motivisani mogunoxu ekonomski isplative i ekoloxki prihvat	ive konverz-
ije Sunqeve svetlosti u elektriqnu energiju na heterospojevima dva organska ma-
terijala, od kojih je jedan donor, a drugi akeptor elektrona. Da bi se izvrxila
konverzija svetlosti u slobodna naelektrisaa u organskim solarnim elijama,
neophodno je razdvojiti iniijalno generisani donorski eksiton, qija je energija
veze znaqajno vea od termalne energije na sobnoj temperaturi, na slobodne xup	inu
i elektron u materijalu donora, odnosno akeptora. Smatra se da se to razdvajae
obav	a putem transfera elektrona iz svetloxu pobuÆenog materijala donora u
materijal akeptora koji vodi stvarau takozvanog ST eksitona (eksitona u ko-
jem je doxlo do transfera naelektrisaa), u kojem su elektron i xup	ina i da	e
jako vezani. Uprkos velikoj vrednosti vezivne energije kako donorskog, tako i ST
eksitona, eksperimenti na najefikasnijim organskim solarnim elijama ukazuju
na to da gotovo svi fotoni apsorbovani u eliji bivaju konvertovani u slobodne
nosioe, pri qemu je ta konverzija slabo potpomognuta kako temperaturom, tako i
unutraxim elektriqnim po	em u eliji. Predloeni su mnogobrojni mehanizmi
koji bi mogli da objasne gore pomenute eksperimentalne rezultate. MeÆutim, jox
uvek nedostaje podrobnije razumevae fundamentalnih fiziqkih mehanizama koji
su odgovorni za funkionisae organskih solarnih elija na razliqitim vremen-
skim skalama.
Istraivae qiji su rezultati prezentovani u ovoj tezi tei da ostvari gore
pomenuti i	 prouqavajui relevantne proese u okvirima relativno jednostavnih,
a fiziqki uteme	enih modela organskih poluprovodnika i ihovih heterospojeva.
Naxa u elosti kvantna i statistiqka ispitivaa ultrabrze dinamike svetloxu
generisanih elektronskih eksitaija u takvim modelima su motivisana nedavnim
eksperimentalnim rezultatima koji ukazuju da se konverzija svetlosti u slobodna
iv
naelektrisaa u najefikasnijim organskim solarnim elijama obav	a na vremen-
skim skalama ispod jedne pikosekunde. Dobili smo da se formirae eksitona u qis-
tom organskom poluprovodniku obav	a na vixe razliqitih vremenskih skala koje
se proteu od 50 fs do 1 ps. Zak	uqili smo da je najvei deo prostorno razdvojenih
naelektrisaa koja su prisutna na vremenskim skalama reda 100 fs nakon pobude
donor/akeptor heterospoja direktno optiqki generisan iz osnovnog staa i nije
posledia ultrabrzog transfera populaije iz donorskih staa. Mogunost gener-
isaa staa prostorno razdvojenih naelektrisaa direktno iz osnovnog staa je
posledia ihovog rezonantnog mexaa sa donorskim staima. Ipak, apsorpija
svetlosti se i da	e primarno dexava u materijalu donora, dok prinosi razdva-
jaa naelektrisaa koje opaamo 1 ps nakon pobuÆivaa ukazuju na to da se naelek-
trisaa dominantno razdvajaju na znaqajno duim vremenskim skalama polazei iz
jako vezanih donorskih i ST staa. Naxe ispitivae razdvajaa naelektrisaa
na duim vremenskim skalama pokazuje da kombinaija umerene neureÆenosti i de-
lokalizaije nosilaa moe da objasni veoma efikasno razdvajae jako vezanih
eksitona i egovu slabu zavisnost od temperature i elektriqnog po	a.
K	uqne reqi: organski fotovoltaii, organski poluprovodnii, eksiton, kon-
verzija svetlosti u naelektrisaa, transfer naelektrisaa, razdvajae naelek-
trisaa, ultrabrza dinamika
Nauqna oblast: Fizika
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1.1 Global Energy Issue
Finding economically viable and efficient ways of utilizing renewable resources of energy to
satisfy an ever-increasing global energy demand is one of the major challenges of the 21st century.
According to the definition provided by the International Energy Agency [1],
“Renewable energy is derived from natural processes that are replenished constantly. In its var-
ious forms, it derives directly from the Sun, or from heat generated deep within the Earth. In-
cluded in the definition is electricity and heat generated from solar, wind, ocean, hydropower,
biomass, geothermal resources, and biofuels and hydrogen derived from renewable resources.”
The amount of energy produced during one year on the global level, as measured by the
world total primary energy supply, has more than doubled in the last forty years, rising from ca.
70,000 TWh in 1973 to ca. 160,000 TWh in 2015 [2]. The largest part of the energy is generated
by using fossil fuels, such as oil, coal, and natural gas, see the fuel shares of the total primary
energy supply in Fig. 1.1. These resources of energy are limited, unevenly distributed, and cause
excessive emissions of CO2 in the Earth’s atmosphere, thus promoting the global warming. The
participation of the energy generated from fossil fuels in the total produced energy has somewhat
decreased (from 86.7% in 1973 to 81.4% in 2015, see Fig. 1.1), mainly due to an increase in the
contribution of the nuclear energy. At the same time, the share of the energy from all renewable



































































































































































Figure 1.1: Fuel shares of the total primary energy supply in 1973 and 2015. The
resources denoted by “Other” include geothermal, solar, wind, ocean, and other
resources. The data are extracted from Ref. [2].
regarded as a sustainable solution to the global energy problem because of the risks related to
the operation of nuclear power plants, the issue of the nuclear waste, and the latent threat of its
military use. Having in mind the predicted growth of both the global population and the average
income in the near future, as well as the fact that the fossil fuels are slowly but surely running out,
a sustainable and long-term solution to the global energy problem has to be formulated. To this
end, governments and companies throughout the world are providing more and more funding for
fundamental and applied research that would lead to a large-scale and cost-effective exploitation
of the energy from renewable resources.
Among all of the renewable energy resources, the energy of the Sun, together with the wind
energy, has the greatest theoretical potential to resolve the global energy issue. To understand
this, it is enough to remember that the intensity of the orthogonally incident solar radiation
just outside the Earth atmosphere is approximately 1.36 kW/m2 (the so-called solar constant).
Remembering that the solar power reaching the Earth is distributed over the illuminated Earth
hemisphere, and that every point on the surface of the Earth is, on average, illuminated for 12
hours every day, one can calculate that, on average and disregarding the influence of the Earth
atmosphere, each square meter of the Earth receives the solar power of 340 W [3]. The total
energy that we receive from the Sun during one year is approximately 1.5 × 109 TWh, which is
around 10,000 times larger than the global annual energy consumption in 2015 [2].
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Figure 1.2: General scheme of a solar cell. HSC stands for the hole-selective con-
tact, in which the hole conductivity σp is much larger than the electron conductivity
σn. ESC stands for the electron-selective contact, in which the inequality σn ≫ σp
holds. The solid (dashed) horizontal lines in the HSC, active layer, and ESC, are
meant to represent the edges of the conduction (valence) band. The dashed vertical
arrow in the active layer represents the light absorption generating electrons (full
circles) in the conduction band and holes (empty circles) in the valence band.
1.2 Photovoltaic Effect and Solar Cell
The conversion of solar energy to electricity is based on the photovoltaic effect whose discovery
in 1839 is commonly attributed to Alexandre-Edmond Becquerel [4]. In essence, the photo-
voltaic effect is a physical and chemical phenomenon consisting of the creation of voltage and
electric current in a material upon its irradiation by light. Solar cells (or photovoltaic cells)
are electric devices that convert sunlight into electricity by means of the photovoltaic effect. A
solar cell typically consists of the active layer (usually made of a semiconductor material) that
is sandwiched between two carrier-selective contacts. The material constituting the active layer
can absorb light and convert the energy of the photons absorbed into excess carriers, whose num-
ber is determined by the competition between the rates of their generation and recombination.
A very general scheme of a solar cell is presented in Fig. 1.2. The basic features of the solar cell
operation mechanism are:
(a) the absorption of light of sufficient energy by a semiconductor material promotes an elec-
tron from the valence band to the conduction band, leaves a hole in the valence band, and
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generates an electron–hole pair (exciton);
(b) the oppositely charged electron and hole thus generated are separated, either spontaneously
or by some other means;
(c) the separated charge carriers should be separately extracted at the carrier-selective contacts
and can then be used to generate photocurrent in the external circuit.
The aforementioned carrier-selectivity of the contacts is crucial to the production of the pho-
tocurrent [5]. An electron-selective contact is permeable for electrons and blocks the holes,
i.e., it is a good conductor of electrons and a poor conductor of holes. On the other hand, a
hole-selective contact is impermeable for electrons, i.e., it has a large conductivity for holes
and a small conductivity for electrons. Typical electron-selective contact is made of an n-type
semiconductor, whereas p-type semiconductors are used as hole-selective contacts. In order to
prevent hole (electron) injection from the absorber into the electron-selective (hole-selective)
contact, the energy band gaps of the contacts are generally larger than the energy band gap of
the active layer. The contacts, therefore, transmit almost all of the incident photons, which are
then absorbed in the active layer. Metal contacts, by means of which the carriers are finally
extracted to the external circuit, are in contact with carrier-selective layers.
There are numerous ways to quantify the performance of a solar cell (see, e.g., Ch. 4 of
Ref. [6]). The solar cell efficiency may be assessed by computing the so-called power conversion
efficiency (PCE), which is given by the ratio of the maximum electrical power delivered by the
solar cell per unit device area and the intensity of the incident light (i.e., the light power incident





The PCE of a solar cell is directly relevant for applications, in which the solar cell delivers power
to the external load by maintaining its ends at different electric potentials and forcing the electric
current through it. For scientific analyses, other figures of merit may be more useful. Let us here
introduce the so-called internal quantum efficiency (IQE) of the solar cell, which quantifies the
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efficiency with which the photons absorbed by the active layer are converted into free charges
capable of producing photocurrent. Differently from the PCE, the IQE is measured under the
so-called short-circuit conditions, when the voltage (and consequently the power) delivered by
the solar cell is equal to zero. Formally, the IQE is the ratio of the electron flux in the circuit (the
number of electrons obtained per unit device area and per unit time) and the flux of absorbed
photons (the number of photons absorbed per unit device area and per unit time)
IQE =
electron flux in the circuit
absorbed photon flux
. (1.2)
In the most efficient solar cells, the IQE can reach unity [7], meaning that essentially every
absorbed photon is converted to free charges.
The world solar photovoltaic electricity production has substantially risen in the last decade,
from 4 TWh in 2005 to 247 TWh in 2015 [2]. The largest part of this electricity is generated by
silicon solar cells. The silicon, either in the form of single crystals or a polycrystalline material,
has been the preferred material used in photovoltaics ever since the first inorganic solar cell
based on it was constructed at Bell Laboratories in 1954 [8]. A common inorganic solar cell
is configured as a large-area p–n junction and its basic working principles are very well known
(see, e.g., Ch. 29 of Ref. [9] or Ch. 6 of Ref. [5]). In this sense, silicon is unarguably the most
mature photovoltaic material, and the silicon technology features globally spread infrastructures
in both the photovoltaic and integrated circuit industries. However, the production of inorganic
solar cells typically requires a multitude of expensive and energy-consuming processing steps,
making their efficiency-to-price ratio not good enough to promote them to a globally dominant
source of energy. Therefore, in search for alternative materials that could compose the active
region of a solar cell, the focus of the scientific and engineering communities has been placed




The aforementioned interest in solar cells based on organic semiconductors (organic solar cells,
OSCs) is driven by the unique features of this class of materials, which offer the prospect of me-
chanically flexible, light-weight, and low-cost solar cells [10]. The basic building blocks of or-
ganic semiconductors are carbon and hydrogen atoms along with a few other atoms (the so-called
heteroatoms) such as oxygen, nitrogen, phosphorous, or sulfur. These compounds combine fa-
vorable electronic properties of inorganic semiconductor materials with mechanical (flexibility)
and chemical (non-toxicity) advantages of organic materials. Organic semiconductors can ab-
sorb and emit light in the visible range of the electromagnetic spectrum, and are sufficiently
good at conducting electricity, so that they can be used as the active material in devices such as
solar cells, light-emitting diodes, and field-effect transistors. Another positive feature of organic
semiconductors is the possibility of a relatively easy manipulation of their electronic (e.g., tuning
the position of the maximum of the emission or absorption spectrum), chemical (e.g., making
the material soluble), and mechanical properties by chemical synthesis. Having all these facts
considered, vigorous and interdisciplinary research activities undertaken in the last thirty years
in the field of organic photovoltaics (OPVs) are not surprising. The field has experienced a rapid
progress and PCEs of OSCs have risen from less than 1% in the 1980s [11, 12] to somewhat
above 13% nowadays [13] (for comparison, the current record efficiencies of silicon solar cells
are above 25%). This progress can be attributed to a fortuitous synergy between rational design
and trial and error. As stated by Bässler and Köhler [14], “it is indeed fortunate that OSCs are
so efficient but it is unfortunate that the reason is unclear.” The fundamental physical processes
underlying the operation of OSCs are heavily debated and poorly understood, which prevents
us from rationally designing more efficient OSCs. Any conclusive description of basic phys-
ical processes at play in OSCs should take into account the above-mentioned unique features
of organic semiconductors, which is by no means an easy task. Even though the fundamental
physical laws that govern the behavior of both inorganic and organic semiconductors under a
photoexcitation are the same, they may seem quite different, just because key material param-
eters that govern the relevant processes assume very different values. The apparent difference
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in the physical pictures used to describe organic and inorganic semiconductors is essentially re-
lated to the relative importance of the electron–hole interaction with respect to the bandwidth
and the carrier–phonon interaction. Let us now briefly review the origin of the semiconducting
properties of organic semiconductors, outline their basic classification , and summarize the main
differences between inorganic and organic semiconductors. The discussion to be presented is
based on Refs. [6, 15, 16].
1.3.1 Electronic Configuration of Carbon in Organic Semiconductors
The origin of the semiconducting properties of organic semiconductors can be traced back to the
electronic configuration of their main ingredient, the carbon atom. It possesses six electrons in
total, four of which are valence electrons that actually participate in the formation of chemical
bonds with other atoms. According to the Hund’s rule, the ground-state electronic configura-
tion of the carbon atom reads as (1s)2 (2s)2 (2px)1 (2py)1 (2pz)0. In organic semiconductors,
it is common that the 2s orbital and the two partially filled 2p orbitals 2px and 2py exhibit the
so-called sp2 hybridization and form three sp2 orbitals, each of which is occupied by a single
electron. The three sp2 orbitals are located within one plane, accommodate one electron each,
and participate in the so-called σ bonds, which are arranged so that the angle between neighbor-
ing bonds is 2π/3. At the same time, the third 2p orbital, i.e., the 2pz orbital, remains unchanged.
It is perpendicular to the plane hosting the three sp2 orbitals and accommodates one electron.
The 2pz orbitals of the two C atoms laterally overlap in the region out of the plane and form the
so-called π bond, which is much weaker than the in-plane σ bond. Nevertheless, this overlap
between p orbitals makes the electrons occupying them (the so-called π electrons) delocalized,
which is the crux of the conductivity of organic semiconductors. The lateral overlap of p orbitals
of two adjacent carbon atoms that are also bonded by a σ bond is known as the π conjugation. A
π-conjugated system possesses a region in which the π conjugation is at play. The hallmarks of
the π conjugation are, therefore, the alternation of single and double bonds between neighboring
C atoms and the delocalization of π electrons.
The simplest example of the π conjugation is encountered in the simplest aromatic molecule,
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benzene. It consists of six carbon atoms arranged in a ring, each C atom featuring one single
(σ) bond with one H atom, as well as one single (π bond) and one double (σ and π) bond with
the two neighboring C atoms, see Fig. 1.3(a). There are two possible structures meeting the
above-introduced requirements, the so-called resonance structures, but the symmetry consider-
ations do not prefer any of them. The six π electrons are shared among all six C atoms and, in
this sense, they are delocalized over the perimeter of the molecule. In the picture of molecular
orbitals, the overlap between six atomic pz orbitals results in six molecular π orbitals whose
energies are different and dependent on the phase overlap between different atomic orbitals, i.e.,
on the number of nodal planes in molecular orbitals, see Fig. 1.3(b). In the ground state of the
benzene molecule, the three lower-energy bonding π orbitals are completely filled with six elec-
trons, whereas the three higher-energy antibonding π∗ orbitals are empty. The energy difference
between the lowest unoccupied molecular orbital (LUMO) and the highest occupied molecu-
lar orbital (HOMO) is commonly referred to as the HOMO–LUMO gap, and its value for the
benzene molecule is around 6 eV.
The HOMO–LUMO gap of aromatic molecules can be tuned by extending (in electron num-
ber and space) the system of π electrons, which can be accomplished by adding more benzene
rings. We thus obtain the series of the so-called oligoacenes, which starts with naphthalene (2
rings), anthracene (3 rings), tetracene (4 rings), and pentacene (5 rings). Their chemical struc-
tures are depicted in Fig. 1.3(c). The HOMO–LUMO gap decreases with increasing the number
of benzene rings forming the molecule, and this trend can be reproduced by treating the π elec-
trons as noninteracting particles in a one-dimensional infinitely deep potential well whose linear
size is determined by the perimeter of the molecule [6]. This feature supports the notion of well-
delocalized π electrons. Aromatic molecules can form regular crystal structures, the so-called
molecular crystals, which will be introduced in the following section.
The alternation of single and double bonds between C atoms is not specific to aromatic
systems. The C atoms may be arranged in a conjugated chain = C − C = C − C = C− ↔
−C = C − C = C− C = in which each C atom contributes one π electron that is delocalized





















Figure 1.3: (a) Resonance structures of benzene molecule. (b) Energy and oc-
cupation diagram of the π-electron molecular orbitals of benzene molecule. A
schematic above-view of each molecular orbital is provided on the right. Differ-
ent colors (yellow and blue) correspond to different phases (positive and nega-
tive) of the electronic wave function. The three lower-energy orbitals are bonding,
while the three higher-energy orbitals are antibonding orbitals. As the number of
nodal planes (planes on which the phase of the electronic wave function exhibits
a change in sign) of the orbital increases, its energy also increases. (c) Chemical
structures of oligoacenes, from naphthalene to pentacene. H atoms are customar-
ily omitted. (d) Unit cell of pentacene molecular crystal comprises two pentacene
molecules. The crystal possesses triclinic symmetry, while the unit cell parame-




1.3.2 Different Types of Organic Semiconductors
The preceding discussion on the origin of the semiconducting properties of certain organic ma-
terials suggests that organic semiconductors may be divided into two broad categories:
(a) small molecule-based organic semiconductors, and
(b) conjugated polymers.
Particularly important class of organic semiconductors based on small molecules are molec-
ular crystals. They feature a perfectly ordered lattice at whose sites the basis, consisting of
one or more molecules, is placed. The molecules forming molecular crystals are in general
planar, aromatic molecules, such as the above-introduced oligoacenes, see the crystal struc-
ture of the pentacene molecular crystal in Fig. 1.3(d). These molecules are electrically neu-
tral and their HOMO orbitals are delocalized, meaning that the electrons occupying them are
quite free to move throughout the molecule. The neutral and nonpolar molecules are kept to-
gether in the crystal by weak van-der-Waals forces. Although a single molecule possesses no
permanent dipole moment, its charge distribution exhibits temporal fluctuations and produces
a time-fluctuating dipole moment. The fluctuating dipole moment of one molecule causes the
appearance of fluctuating dipoles on its neighbors. The attractive van-der-Waals interaction be-
tween the two molecules originates from the electrostatic interaction between the corresponding
correlated fluctuating dipoles. The associated potential energy is proportional to r−6, where r is
the distance between the molecules, and the force is then proportional to r−7. Since molecular
crystals are highly ordered materials, they boast quite high charge mobilities (ranging from 1 to
50 cm2/(Vs), see Ref. [15] and references therein), rendering them interesting for applications
in organic field-effect transistors. However, due to their brittleness (that is ultimately induced by
the weak intermolecular bonds), they are not suitable for applications in organic light-emitting
diodes and organic solar cells, which require quite thin semiconductor layers.
The main spectroscopic properties of a molecular crystal can be directly traced back to the
properties of the underlying individual molecules [17]. The intermolecular interactions cause
10
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Figure 1.4: Molecular orbitals of two isolated molecules (on the left- and right-
hand side) and molecular orbitals of the dimer formed by two interacting molecules
(central part). The splitting between the molecular orbitals of the dimer that stem
from the HOMO (LUMO) of individual isolated molecules is twice the magni-
tude of the electronic coupling JHOMO (JLUMO) between the respective orbitals.
HOMO and LUMO of the dimer are indicated. The electronic coupling reduces
the HOMO–LUMO gap of the dimer with respect to the HOMO–LUMO gap of
the single molecule.
the broadening of the molecular energy levels into electronic bands. The bandwidths are then de-
termined by the strengths of these interactions, i.e., by the electronic couplings between (neigh-
boring) molecules. This effect is clearly noticed already at the level of two interacting molecules.
The left- and right-hand sides of Fig. 1.4 present the energies of the HOMO and LUMO of indi-
vidual isolated molecules, while the central part shows molecular orbitals of the dimer, in which
the intermolecular interactions are considered. The splitting between molecular orbitals of the
dimer is directly proportional to the electronic coupling between the molecules. The electronic
coupling may be formally defined as the matrix element of the electronic Hamiltonian between
the molecular orbitals of the two isolated molecules [18]. The electronic band stemming from
the HOMO level is the highest occupied band of the crystal and is commonly denoted as the va-
lence band, while the LUMO level of single molecules gives rise to the lowest unoccupied band
of the crystal or the conduction band. The bandwidths of the conduction and valence bands in
oligoacene molecular crystals are of the order of 500 meV [19]. The (single-particle) band gap
of the solid is defined as the energy difference between the lowest-energy state (the bottom) of
the conduction band and the highest-energy state (the top) of the valence band. The band gap of
the solid is generally reduced in comparison with the HOMO–LUMO band gap of the molecule.




Figure 1.5: Chemical formula of (a) fullerene (C60) molecule, and (b) [6,6]-
phenyl-C61 butyric acid methyl ester (PCBM) molecule.
makes the HOMO–LUMO gap of the dimer smaller than the HOMO–LUMO gap of the single
molecule, see Fig. 1.4.
The films of small molecule-based materials that are widely used is OSCs are not in the form
of a molecular crystal, but are rather partially disordered. These films do not exhibit long-range
order, and their electronic properties cannot be described in terms of energy bands and wave-like
carriers that are delocalized throughout the system. The disorder present in these materials tends
to localize carrier wave functions over a number of neighboring molecules, which are then said
to form a molecular aggregate, or even on one molecule. The degree of carrier (de)localization
is then determined by the competition between the strength and spatial extent of the disorder,
which promotes carrier localization, and the magnitude of the intermolecular electronic cou-
pling, which is responsible for carrier delocalization. Therefore, small molecule-based films
usually contain both disordered and ordered regions. Let us mention here that molecules of
fullerene [C60, see Fig. 1.5(a)] and its functionalized derivatives [e.g., [6,6]-phenyl-C61 butyric
acid methyl ester, widely known as PCBM, see Fig. 1.5(b)] form partially disordered films that
are used as electron-accepting materials in the most efficient donor/acceptor (D/A) OSCs. A
comprehensive account of morphology, electronic structure, and charge localization properties
of partially disordered PCBM can be found in Ref. [20].
A polymer is an organic macromolecule characterized by the existence of the basic building
block, commonly denoted as a monomer, which is periodically repeated. Conjugated polymers
are organic macromolecules comprising a backbone chain of carbon atoms that exhibits the π









Figure 1.6: (a) Structure of trans-polyacetylene (C2H2)n. (b) Peierls instability
opens up the band gap between the fully occupied valence band (VB) and the
completely empty conduction band (CB).
which is commonly similar to the electronic structure of semiconductors. Here, the band gap
stems from the alternation of bond lengths along the polymer chain. To understand this, let us
concentrate on a particularly important example of the simplest conjugated polymer, polyacety-
lene (C2H2)n, whose monomers are C2H2 units that are arranged in a quasi-one-dimensional
lattice, see Fig. 1.6(a). Due to the sp2 hybridization of C atoms, the three valence electrons
form σ bonds with the two neighboring carbon atoms and the hydrogen atom. The remaining
fourth electron is formally unpaired. If the distances between any two adjacent carbon atoms
were equal to a, the π electrons would be completely delocalized along the chain, making the
polymer metal-like, see the dashed ε(k) curve in Fig. 1.6(b). However, due to the Peierls in-
stability [21], an equidistantly spaced chain of ions with one unpaired electron per ion tends to
distort spontaneously in such a way that the distances between successive ions along the chain
alternate, i.e., the chain is dimerized. Because of the alternating distances in the chain, the lattice
period of the dimerized chain is two times larger than the lattice period of the undimerized chain.
The change in the chain periodicity opens the band gap at π/(2a), meaning that the electronic
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band is now fully occupied, analogously to the fully occupied valence band in a semiconductor,
see Fig. 1.6(b). This indicates that the chain with alternating bond lengths shows semiconduct-
ing properties. Theoretically, single-particle excitations of such a chain are described within the
framework of the famous Su-Schrieffer-Heeger model [22], which regards them as delocalized
wave-like entities, just as in the standard Bloch theory of solids.
Films made of a conjugated polymer comprise both crystalline and amorphous regions, so
that there is a strong dependence of their electronic properties on the morphology. One of the
most widely used polymers in OSCs is poly(3-hexylthiophene) (P3HT), since it can be easily fab-
ricated in form of a film that features ordered regions in which the charge transport properties
are much better than in amorphous regions. The backbone of P3HT consists of thiophene rings,
to each of which a hexyl side chain is attached, see the chemical formula in Fig. 1.7(a). Polymer
chains in ordered regions are arranged in two-dimensional planes of parallel aligned chains [24],
see the unit cell of the ordered P3HT polymer in Fig. 1.7(c). In the main-chain direction, whose
unit vector is vector c in Fig. 1.7(c), the bond between monomers is covalent, which leads to
strong electronic coupling in the so-called intrachain direction. The direction in the planes that
is perpendicular to the chain direction [the so-called interchain direction or the π − π stacking
direction, whose unit vector is vector b in Fig. 1.7(c)] sees weak van-der-Waals interchain bonds
and weak electronic couplings between chains. Nevertheless, the interchain coupling is still suf-
ficient to cause delocalization of carrier wave function among different chains in one plane [the
plane is determined by vectors b and c in Fig. 1.7(c)]. The planes are separated by insulating
alkyl side chains, meaning that the electronic coupling, as well as the conduction, between dif-
ferent planes [in the direction determined by vector a in Fig. 1.7(c)] is entirely negligible. In first
approximation, the ordered polymer region can be conceived as an array of identical, mutually
parallel, polymer chains, with the electronic couplings inside a chain being much larger than the
electronic couplings among different chains. The value of the intrachain transfer integral may be
estimated as a quarter of the bandwidth of HOMO (or LUMO) band of a straight polymer chain.
Typically, these bandwidths assume values of the order of 2 eV [24, 25], so that the intrachain
transfer integral is of the order of 0.5 eV. As an estimate of the value of the interchain transfer















Figure 1.7: (a) Chemical formula of the monomer unit of the P3HT poly-
mer. (b) Chemical formula of the monomer unit of the low-band-gap poly-
mer PCPDTBT, which consists of the electron-rich 4,4’-bis-(2-ethylhexyl)-
4H-cyclopenta[2,1-b;3,4-b’]-dithiophene (CPDT) unit and the electron-deficient
2,1,3-benzothiadiazole (BT) unit. (c) Unit cell of the ordered P3HT polymer. The
interchain (main-chain) direction is the direction of vector c, the intrachain (π−π
stacking) direction is the direction of vector b, whereas the side-chain direction is
the direction of vector a. The parameters of the unit cell determined in Ref. [23]
are |a| /2 = 15.7 Å, |b| = 8.2 Å, and |c| = 7.77 Å, α = β = γ = 90◦.
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the order of 0.2 eV [24, 25], so that the interchain transfer integral is of the order of 0.05 eV.
Amorphous polymer regions generally appear as fully disordered spaghetti-like regions formed
by intertwined polymer chains. Such an irregular structure appears due to the irregular shape
of polymer chains, which is caused by the monomers’ rotational freedom around the bond that
connects them. The disorder originating from the irregular shape of the chains is referred to as
the static disorder. The term “static” is due to the fact that the chains retain their shape on at least
nanosecond time scales, which is much longer than time scales relevant for charge transport pro-
cesses. The presence of the static disorder generally influences both on-site energies (diagonal
static disorder) and electronic couplings (off-diagonal static disorder).
For applications in OSCs, it is important that the absorption spectrum of a conjugated poly-
mer overlap well with the solar radiation spectrum. The absorption onset of P3HT is at around 2
eV [26], which means that the absorption spectrum of P3HT does not overlap with the infrared
region of the solar spectrum. In order to harvest the solar energy more efficiently, recently, a
number of the so-called low-band-gap polymers, whose absorption edge is shifted towards the
infrared, have been synthesized. In Fig. 1.7(b), the chemical formula of the monomer unit of the
low-band-gap polymer PCPDTBT [27], which consists of the electron-donating (electron-rich)
CPDT unit and the electron-accepting (electron-deficient) BT unit, is depicted.
1.3.3 Comparison between Inorganic and Organic Semiconductors
Typical inorganic semiconductors, such as silicon, germanium, or gallium-arsenide, are crys-
talline, and their constitutive elements are held together by covalent or ionic chemical bonds.
In other words, the electronic coupling between them is quite strong. Consequently, the highest
occupied and lowest unoccupied atomic orbitals of the individual constituents are broadened
into wide valence and conduction bands in which electrons move coherently, as Bloch waves.
The bandwidths in inorganic semiconductors are typically of the order of several electronvolts.
The coupling of the electronic excitations of inorganic semiconductors to lattice vibrations (the
carrier–phonon coupling) is not particularly strong and does not destroy the above-mentioned
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band picture, i.e., it can be reasonably treated perturbatively. The dielectric screening in a typ-
ical inorganic semiconductor is very good, which is best seen in the high value of the relative
dielectric constant εr, which is of the order of 10 (in silicon, εr = 11). Such a high value of εr
has far-reaching consequences for the function of inorganic solar cells. As already mentioned in
Sec. 1.2, the absorption of a photon of sufficient energy generates a pair of oppositely charged
carriers, an electron in the conduction band and a hole in the valence band. The very good di-
electric screening reduces the range of the electron–hole interaction by an order of magnitude
compared to its range in the vacuum. The thermal fluctuations alone are very likely to split the
pair into free electron and hole. To understand this, it is sufficient to compare the Coulomb
binding energy that keeps together an electron and a hole (the so-called exciton binding energy)
to the thermal energy kBT at room temperature. The exciton model appropriate for inorganic
semiconductors is the Wannier exciton model, which is presented in greater detail in Sec. 2.3.1.
It is suitable to describe weakly bound, large-radius excitons, for the description of which it
is equally important to consider both good carrier delocalization (described in terms of rather
small effective masses for electrons and holes) and rather weak Coulomb interaction between
them (due to large εr). The binding energy of the large-radius exciton, as given in Eq. (2.77),
is typically of the order of 10 meV (in silicon, it is approximately 15 meV), which is smaller
than the thermal energy at room temperature [(kBT )T=300 K ≈ 25 meV]. Therefore, an optical
excitation across the band gap of a typical inorganic semiconductor generates essentially free
charge carriers. In other words, the electronic processes triggered by an optical excitation across
the band gap of an inorganic semiconductor can be reasonably described starting from the usual
energy-band picture.
The situation is dramatically different in organic semiconductors, whose constitutive units
exhibit much weaker mutual binding. Due to weak electronic couplings between the constitu-
tive units, the electronic bands in organic semiconductors are typically much narrower than in
inorganic semiconductors, the bandwidths being of the order of a couple of tenths of an electron-
volt. The dielectric screening is much weaker compared to the case of inorganic semiconductors.
Generally speaking, the relative dielectric constant εr in a typical organic semiconductor ranges
between 2 and 4. The carrier–phonon coupling is typically stronger in organic than in inorganic
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semiconductors. Contrarily to the case of inorganic semiconductors, in which the carriers are
well delocalized and the Coulomb interaction between them is weak, carriers in organic semi-
conductors are poorly delocalized, while the Coulomb interaction between them is strong. These
features of organic semiconductors suggest that an optical excitation across the band gap creates
strongly bound excitons. Excitons in organic semiconductors are typically described using the
Frenkel exciton model, which is introduced in Sec. 2.3.2. In brief, the Frenkel exciton model
assumes that electron–hole pairs are tightly bound and localized around single lattice sites (the
translational symmetry of the lattice requires that true stationary states of an electron–hole pair
be linear combinations of these localized pair states). The exciton binding energy is then primar-
ily determined by the magnitude of the on-site direct Coulomb interaction. The exciton binding
energy in organic semiconductors typically ranges between 0.5 and 1 eV [6, 28], which is much
larger than the thermal energy at room temperature. The thermal excitations alone are not suffi-
cient to split the photogenerated electron–hole pair into free electrons and holes. As discussed in
the following, the last conclusion has an enormous impact on the design and geometry of OSCs.
1.4 Organic Solar Cells
The active layer of the simplest possible OSC would consist of only a single organic semiconduc-
tor, see Fig. 1.8(a). Since the exciton binding energy in organic semiconductors is much larger
than the thermal energy at room temperature, the overwhelming part of the excitons photogen-
erated in the bulk do not separate into free carriers, but recombine. The PCEs of these so-called
single-layer OSCs, which were first tested in the 1970s, were significantly below 1% [11].
The improvement in the PCE was made by introducing another organic semiconductor in
the active layer and constructing the so-called D/A OSCs. The presence of the D/A interface, at
which the electronic properties of the active layer exhibit a discontinuous change, is the crucial
ingredient in the working mechanism of D/A OSCs. The other semiconductor was first added
as a layer in the planar geometry [12], so that the D/A interface was planar and localized in the
central part of the active layer, see Fig. 1.8(b). The PCEs of these bilayer D/A OSCs were around
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Figure 1.8: Schematic view of the active layer of (a) a single-layer OSC, (b) a
bilayer OSC, (c) an OSC based on the BHJ morphology. In panels (b) and (c), the











Figure 1.9: Scheme of the band alignment in a D/A OSC. Apart from the levels
of the active layer, the levels of the ESC and HSC relevant for the operation of
the solar cell, as well as the Fermi levels of metal contacts, are shown, see also
Fig. 1.2.
developed and evenly distributed throughout the volume of the active layer of the solar cell.
The so-called bulk heterojunction (BHJ) D/A OSC was first realized in 1995 [29], and the BHJ
morphology, see Fig. 1.8(c), has remained the preferred morphology for D/A OSCs up to now.
The two organic semiconductors composing D/A OSCs differ in their electron affinities and
ionization potentials, i.e., there is an energy offset between the two bottoms of the conduction
bands and the two tops of the valence bands. The light is primarily absorbed in the semiconduc-
tor of lower electron affinity. This semiconductor acts as electron donor (in further text, donor),
with holes as its majority carriers. The other semiconductor acts as electron acceptor (in further
text, acceptor), its majority carriers being electrons. Heterojunctions of two organic semicon-
ductors are most often the so-called type II heterojunctions [6], in which both the energy offset
between the bottoms of the conduction bands and the energy offset between the tops of the va-
lence bands are of the same sign (generally, they are not equal), see Fig. 1.9. The offset between
the two bottoms of the conduction bands is commonly referred to as the LUMO–LUMO offset,
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whereas the offset between the two tops of the valence bands is widely known as the HOMO–
HOMO offset. A suitable LUMO–LUMO offset between the donor and acceptor material makes
the dissociation of the exciton photogenerated in the donor material (in further text, the donor
exciton) by the electron transfer to the acceptor material energetically favorable (energetically
downhill). The materials that are most often used as donors are based on conjugated polymers,
whereas the fullerene and its soluble derivatives are commonly used as electron acceptors. This
choice has not been changed since 1992, when the photoinduced electron transfer from the ex-
cited state of a conjugated polymer onto the fullerene was observed for the first time [30]. The
light-to-charge conversion in a D/A OSC is commonly considered to be a sequential process
comprising [28, 31]:
(1) the light absorption in the donor material and the generation of the donor exciton;
(2) the diffusion of the photogenerated donor exciton through the donor material to the D/A
interface;
(3) the dissociation of the photogenerated donor exciton at the D/A interface by means of the
electron transfer from the donor to the acceptor material that produces the so-called charge
transfer (CT) exciton; the electron of the CT exciton is located in the acceptor, whereas the
hole is accommodated by the donor material; the interfacial electron transfer takes place
as a consequence of the favorable value of the LUMO–LUMO offset;
(4) further spatial separation of the electron (which is in the acceptor material) and the hole
(which is in the donor material) and the formation of the so-called charge separated (CS)
exciton;
(5) carrier transport throughout the respective materials towards the respective contacts, at
which they can be extracted.
These steps are schematically presented on the energy diagram in Fig. 1.10(a) and on the typical
conjugated polymer/fullerene interface in Fig. 1.10(b).
Let us now discuss which steps of the above-described sequential view of the light-to-charge
























Figure 1.10: Steps (1)–(5) of the sequential mechanism of light-to-charge conver-
sion in a D/A OSC depicted on (a) the energy diagram, and (b) a conjugated poly-
mer/fullerene interface. While panel (a) shows steps (1), (3), (4) and (5), panel (b)
shows steps (1)–(4). On panel (b), red rods represent conjugated polymer chains,
while blue cricles represent fullerene molecules.
diffusion to the D/A interface, which presents the crucial step that limits the efficiency of bi-
layer OSCs. Experimental data suggest that the distance the donor exciton can cover before its
recombination is of the order of a couple of tens of nanometers [32]. Having in mind that the ab-
sorption coefficient of organic semiconductors in the vicinity of the absorption edge is typically
α ∼ 105 cm−1 [5, 6], we conclude that linear dimensions of the donor region of a bilayer OSC
that are required to absorb the major part of the incoming light are of the order of α−1 ∼ 100 nm,
which is at least an order of magnitude larger than the exciton diffusion length. We conclude
that only donor excitons that are generated in the proximity of the D/A interface may have the
chance to reach it and dissociate. The donor excitons that are generated deep in the donor mate-
rial (measured from the D/A interface) are certain to recombine, since the distance they have to
cover in order to dissociate is much larger than the distance they can cover within their lifetime.
That is the reason why the introduction of the BHJ morphology presented a major step forward
in the efficiencies of D/A OSCs. In a BHJ OSC, the two materials are finely intertwined, the
interface between them is distributed throughout the whole active region, and the linear dimen-
sions of phase-segregated domains of pure donor and acceptor materials are comparable to the
donor exciton diffusion length. In the most efficient BHJ OSCs, they range between 10 and 20
nm [33], meaning that almost all of the donor excitons are photogenerated in the vicinity of the
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D/A interface and, consequently, may potentially be converted into free carriers.
The initially photogenerated donor exciton is strongly bound, its binding energy ranging from
0.5 to 1 eV. After its dissociation at the D/A interface, the electron and hole in thus formed CT
exciton are still tightly bound and localized at the interface. To understand this, let us estimate
the binding energy of the CT exciton. Since the electron and hole in the CT state are pinned
to the D/A interface, it seems reasonable to assume that they are point charges. The intrapair
separation rCT may be taken to be comparable to the typical separation between constituents of
the donor and acceptor materials, and we take rCT = 1 nm. Using the relative dielectric constant







where e > 0 is the elementary charge, and ε0 is the vacuum permittivity. Upon insertion of
the numerical values, we obtain ǫCTb = 0.5 eV. We see that ǫ
CT
b is comparable to the binding
energy of the initial donor exciton and is still much larger than the thermal energy at room
temperature. This back-of-the-envelope calculation suggests that the introduction of the acceptor
material should not be expected to drastically improve the efficiency of OSCs, since the electron
transfer from the donor to the acceptor results in charges that are still quite strongly bound and
cannot be spontaneously separated into free carriers. Considering these facts, the experimental
evidence that, in the most efficient OSCs, virtually all of the absorbed photons are eventually
converted into free charges capable of producing photocurrent [7], seems surprising. These
pieces of evidence suggest that the above-described sequential mechanism of the OSC operation
be critically reassessed. In the following section, based on the existing experimental, as well as
theoretical developments, we provide a critical view of the sequential mechanism.
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1.5 Critical View of the Sequential Mechanism of OSC Oper-
ation
Let us return to the first experimental observation [30] of the photoinduced electron transfer
from a conjugated polymer onto the fullerene. The authors reported that the electron transfer
takes place on a picosecond time scale. The fact that one of the processes leading to free charge
carriers occurs on such short time scales has motivated numerous time-resolved experimental
studies of exciton dissociation and charge separation on ultrashort time scales [35–39]. The
advances in the techniques used to generate ultrashort laser pulses enabled experimentalists to
probe the very initial stages of carrier dynamics in photoexcited OSCs with time resolution as
good as 10 fs. There is a multitude of available time-resolved nonlinear spectroscopic techniques.
However, in all of them, the system of interest is first exposed to an energetic optical pulse (the
so-called pump pulse) that initiates nonequilibrium microscopic dynamics of the system. The
information on the state of the system some time after its initial excitation is then extracted by
irradiating the system by a weak optical pulse (the so-called probe pulse), which is followed
by a comparison of a certain property of the excited system (e.g., the absorption spectrum) to
the same property of the unexcited system (in the absence of the pump pulse). From such a
comparison, nonequilibrium features of the dynamics can be inferred and their time evolution
can be followed with temporal resolution that is limited by pulse duration. Irrespective of the
particular technique used, the ultrafast spectroscopic signals obtained in experiments on the
most efficient OSCs point towards the presence of essentially free charges on 100-fs time scales
following the excitation of the system [36–39]. These results are difficult to reconcile with the
commonly accepted sequential mechanism of free-charge generation for at least two reasons:
(a) for typical values of the exciton diffusion coefficient in organic semiconductors, which
are of the order of 10−3 cm2/(Vs) [32], the distance the initially photogenerated donor
exciton can cover in 100 fs is of the order of 0.1 nm; this distance is much smaller than
the characteristic linear dimension (10–20 nm) of phase-segregated domains in the most
efficient BHJ OSCs; it is then unclear how the donor exciton manages to reach the D/A
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interface and perform all the subsequent steps in the sequential mechanism in such a short
amount of time;
(b) even if the exciton dissociation occurs, it is not obvious what drives the transition from
the CT state towards the CS state and eventually the free-charge state on such short time
scales; this is especially controversial having in mind our estimate [Eq. (1.3)] of the bind-
ing energy of the CT exciton, which is also a measure of the energy barrier that the electron
and hole have to overcome in order to become free.
The actual mechanism of ultrafast free-charge generation in OSCs is under intense debate that
has recently inspired a great number of studies concerning exciton dissociation and charge sep-
aration that occur on ultrashort time scales, see the review articles [40–42]. The consensus on
what drives such a fast generation of free carriers, as well as on the relevance of the ultrafast
processes for the actual functioning of OSCs as electronic devices, has not been reached yet [14,
43]. In the following, we mention some of the hypotheses that have been used to explain how
OSCs perform an efficient conversion of photons to free charges despite apparently unfavorable
material characteristics.
One hypothesis is motivated by the long-lasting debate on the nature of primary photoex-
citations in conjugated polymers that reached its culmination during the last decade of the 20th
century. As discussed in more detail in Ch. 4, there are two conflicting standpoints. On the
one hand, Heeger and coworkers suggest that a photoexcitation across the band gap of a con-
jugated polymer produces the so-called free polarons, i.e., mobile charge carriers that do not
exhibit strong mutual Coulomb attraction (they are free from one another), but each of them is
accompanied by the deformation of the chain configuration [44]. On the other hand, Bässler
and coworkers highlight experimental evidence supporting the notion that strongly bound, lo-
calized, and electrically neutral excitons residing on conjugated segments that are determined by
disorder [45] are the primary photoexcitations. Actual primary photoexcitations in conjugated
polymers are in between these two limits, and their nature strongly depends on the time scale
on which they are observed. Therefore, describing the excited state of conjugated polymers as a
single species without invoking its time evolution may present a huge oversimplification of the
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actual physical situation [33]. The last point became obvious in experimental investigations of
the very initial stages of the electronic dynamics in photoexcited neat conjugated polymers per-
formed by Heeger and coworkers [46, 47]. In essence, these studies shed light onto the complex
charge relaxation processes taking place in the excited state of conjugated polymers on time
scales ranging from femtoseconds to hundreds of picoseconds. It was observed that the pho-
toexcitation initially generates delocalized and essentially free charges that localize on 100-fs
time scales to form a weakly bound exciton state and then relax to a strongly bound exciton state
within approximately 1 ps following the photoexcitation. Therefore, in a polymer/fullerene BHJ
blend, the charge separation at the polymer/fullerene interface is concurrent and competes with
the charge relaxation in the pure polymer phase. It is conceivable that the observed ultrafast
charge separation at a D/A interface occurs from a state of highly delocalized charges prior to
the formation of the bound donor exciton [33].
According to the above-introduced sequential mechanism, upon reaching the D/A interface,
the strongly bound donor exciton transforms into localized and strongly bound CT exciton [see
Eq. (1.3)], which presents the starting point for further charge separation and eventual formation
of free charges. Many experimental [36, 37, 48] and theoretical [49–53] studies have critically
reassessed this assumption of the sequential mechanism. These studies have emphasized the im-
portance of electronically “hot” (energetically higher) CT states that act as intermediate states in
the subpicosecond conversion of the initial donor excitons to CS excitons. While in the electron-
ically “cold” CT state (the strongly bound CT state, the lowest-energy CT state) the electron and
hole are pinned to the D/A interface, the electronically “hot” CT states feature exceptionally good
charge delocalization [37, 48, 49]. The “hot” CT states are kinetically more accessible from the
initial donor states than the “cold” CT state [48, 49]. Due to such a strong charge delocalization,
a direct transition from “hot” CT states to CS states, which circumvents the “cold” CT state, is
possible. The charge separation by virtue of “hot” CT states is concurrent and competes with
the exciton relaxation towards the “cold” CT state, which occurs on a picosecond time scale [37,
53]. Any conclusive description of ultrafast charge separation dynamics should also treat the
carrier–phonon interaction [54–59]. The carrier–phonon interaction mediates the conversion of
initial donor excitons to CS excitons, which may either be direct [57], or involve some sort of
25
Chapter 1. Introduction
“hot” CT states [59].
The proposals put forward in the last paragraph are motivated by the ultrafast time-resolved
spectroscopic studies on the most efficient OSCs. All of them implicitly assume that all of
the photogenerated charges separate on subpicosecond time scales by exploiting some form of
quantum mechanical coherence. These mechanisms of charge separation are thus collectively
denoted as coherent charge separation mechanisms. The coherent mechanisms imply that the
efficiency of the conversion of the absorbed photons to free charges should strongly depend on
the energy of the photoexcitation. In other words, the selective excitation of the “cold” CT state
should result in practically no free charges, since “hot” CT states are energetically far above the
excited “cold” CT state. Moreover, the IQE as a function of the excitation energy should exhibit
a pronounced increase once the “hot” CT states become accessible from the states in which ini-
tially photogenerated excitons reside. Even though such conclusions have been obtained [36],
there are also other studies that have suggested that the IQE is practically independent on the
excitation energy [60] and is almost equal to 100% all the way down to the selective excitation
of the “cold” CT state [61]. Such studies, therefore, reinforce the notion that the “cold” CT
state is involved in charge separation, without the need to invoke higher-energy, ultrafast routes
towards free charges. Due to the aforementioned ultrafast relaxation of “hot” CT excitons to-
wards the “cold” CT state, the majority of photoexcitations into higher energy states actually
relax to the “cold” CT state, from which further separation may be achieved on much longer
time scales. According to the results of Vandewal et al. [61], despite the existence of “hot”
and ultrafast charge separation pathways at all-organic heterointerfaces, the major part of free
charges is obtained on much longer time scales, starting from the strongly bound and localized
CT state, and not via population and subsequent separation of “hot” CT states. This long-time
charge separation proceeds as a sequence of incoherent hops between localized states, typically
occurs in tens to hundreds of picoseconds, and is possibly assisted by the internal electric field
at the D/A interface [62, 63].1 The mechanisms of this sort are therefore collectively referred
to as incoherent charge separation mechanisms. However, what drives the incoherent charge
separation out of localized “cold” CT state remains elusive and there have been many attempts















Figure 1.11: Energy diagram illustrating the controversy over the actual charge
separation mechanism in D/A OSCs. The color gradients within the manifolds of
donor, CT, and free-charge states are meant to be schematic representations of the
respective densities of states. A photoexcitation of sufficient energy (black bolt)
generates the donor exciton. The electron transfer at the D/A interface converts the
donor exciton into the exciton in a “hot” CT state. The exciton in a “hot” CT state
can (1) exhibit further separation that produces free charges, or (2a) first relax to
the “cold” CT state and then (2b) separate into free charges. Note that the time
scale characteristic of pathway (1) is comparable to the time scale of the “hot”
CT exciton relaxation (2a) (which occurs on a picosecond time scale), but is much
shorter than the time scale on which (2b) occurs (tens to hundreds of picoseconds).
to unveil the fundamental physical mechanisms that enable it. The problem has been tackled
by the Onsager–Braun model [64, 65] and its amendments, which conceive charge separation
from the “cold” CT state as a kinetic competition between charge recombination to the ground
state and their thermal- and electric field-assisted escape from the mutual Coulomb barrier to the
free-charge state. However, the Onsager–Braun model has been recognized as unsuitable to de-
scribe charge separation in D/A OSCs [66], mainly because it does not include neither the effects
induced by disorder nor carrier delocalization. In recent years, there has been a multitude of the-
oretical proposals regarding the driving force for “cold” CT separation, see review articles [14,
41, 67], and a number of theoretical studies emphasizing that “utilizing coherent phenomena
is not necessarily required for highly efficient charge separation in organic solar cells” [68–70].




1.6 Organization of the Thesis
The discussion conducted in Sec. 1.5 clearly demonstrates the need for a more solid understand-
ing of fundamental physical effects that govern the light-to-charge conversion in OSCs, both on
ultrafast and on much longer time scales. To this end, the focus of this thesis will not be on one
particular material system, but rather on a detailed examination of relatively simple, yet physi-
cally plausible, model systems that capture all the physical effects that are regarded as relevant
for the phenomena of interest.
Chapter 2 introduces the so-called standard semiconductor Hamiltonian, which will be used
as a basic theoretical model throughout the thesis. We provide a formal definition of an exciton
and introduce the so-called exciton basis, which consists of the eigenstates of an electron–hole
pair that are supported by the model system. The adopted framework for description of excitons
is quite general and comprises as limiting cases the widely known Wannier and Frenkel exciton
models, which is explicitly demonstrated.
The basic theoretical tool used to investigate the ultrafast exciton dynamics within the stan-
dard semiconductor model is presented in Ch. 3. The infinite hierarchy of dynamical equations
within the density matrix formalism is truncated by means of the so-called dynamics controlled
truncation (DCT) scheme. Such a treatment is particularly suitable to describe the dynamics of
electronic excitations generated by applying an optical pulse to an initially unexcited semicon-
ductor, whose state is the vacuum of electron–hole pairs. In such a setup, many-body correlations
are ultimately induced by the applied optical field and may, therefore, be systematically classi-
fied according to the powers with which they scale in the applied field. Such a classification
enables one to perform a systematic truncation of the carrier branch of the hierarchy of equa-
tions of motion for density matrices. Previous theoretical developments in the field of inorganic
semiconductors established that a conclusive description of exciton dynamics in photoexcited
semiconductors is achieved already in the second order in the applied field. We, thus, truncate
the carrier branch of the hierarchy at the second order in the applied field, and describe our
method of the truncation of the phonon branch of the hierarchy. Our approach to the truncation
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of the phonon branch of the hierarchy consists in proposing the form of coupling among single-
phonon-assisted and higher-order phonon-assisted density matrices that is compatible with the
energy and particle-number conservation after a pulsed optical excitation of an initially unex-
cited semiconductor. The proposed treatment of the ultrafast exciton dynamics is fully quantum
and statistical.
The essence of the proposal put forward by the Heeger’s group is that subpicosecond charge
separation at a photoexcited D/A interface is possible because it happens before the formation of
bound excitons in the donor material. This proposal calls for a theoretical investigation of the ex-
citon formation and relaxation dynamics taking place on femtosecond to picosecond time scales
in a (neat) photoexcited semiconductor. Chapter 4 of this thesis is devoted to such an investiga-
tion, which is performed on a one-dimensional two-band lattice model of a semiconductor. The
main aim of the study is the extraction of time scales relevant for the formation of the bound
excitons and their subsequent relaxation and the comparison of the time scales thus obtained
with relevant experimental data. The generality of our model enables us to study the photoin-
duced exciton dynamics for two sets of the values of model parameters, namely for the values
typical of organic and inorganic semiconductors. The exciton basis states are divided into bound
and unbound exciton states, the latter being counterparts of free-carrier states within our model.
The time scales characteristic of the exciton formation and relaxation following the excitation
of a neat semiconductor are obtained by following the time evolution of the numbers of bound
excitons and free charges. The time scales thus obtained are compared to those emerging from
subpicosecond time-resolved experiments. Furthermore, we vary different model parameters
and identify the influence of different physical effects on the time scales of interest.
In Ch. 5, we move our focus to the ultrafast exciton dynamics at photoexcited D/A interfaces,
striving to unveil the origin of spatially separated charges that have been experimentally observed
on . 100-fs time scales after the photoexcitation of the most efficient OSCs. We adjust the
theoretical model presented in Ch. 2 to the case of interest and construct a one-dimensional
lattice model of a D/A heterojunction. The theoretical method developed in Ch. 3 enables us
to treat exciton photogeneration, exciton dissociation, and further charge separation equally and
on a fully quantum level. The exciton basis states at a model D/A heterointerface are classified
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as donor, acceptor, and space-separated states. The space-separated states are further divided
into CT and CS states according to the value of the mean electron–hole distance. Tracking the
time evolution of the numbers of excitons in donor, acceptor, CT, and CS states provides us
with a quantitative insight into the efficiency of ultrafast exciton dissociation and further charge
separation, as well as into the underlying time scales. While the conventional interpretation of
experimental results ascribes the presence of space-separated charges on ultrafast time scales
to the ultrafast population transfer from donor to space-separated states, our results suggest that
the major part of space-separated charges present on ultrafast time scales is directly optically
generated from the ground state. The direct accessibility of space-separated states from the
ground state is possible due to the resonant mixing between single-electron states in the donor
and acceptor moieties, which leads to the redistribution of oscillator strengths between donor
and space-separated states. The robustness of the principal conclusion is checked by varying
different model parameters. We also theoretically investigate ultrafast transient absorption (TA)
experiments, whose results are commonly interpreted in terms of populations only. We derive
an analytical formula for the differential transmission signal (DTS) that demonstrates that, apart
from populations, coherences should also be taken into account on such short time scales. We
find that the signal on subpicosecond time scales is actually dominated by coherences rather than
by state populations. Our findings, therefore, challenge the usual interpretation of experimental
signals on subpicosecond time scales.
The aforementioned resonant mixing, which brings about the possibility of directly reach-
ing space-separated states from the ground state, is studied in greater detail in Ch. 6, in which
we focus upon individuating the photophysical pathways that photogenerated excitations follow
on subpicosecond time scales after the photoexcitation. We find that, depending on the energy
region of the exciton spectrum, there are two ways in which the resonant mixing mechanism
can occur. The resonant mixing among single-particle states in the two materials leads to the
formation of the so-called photon-absorbing charge-bridging states, which enhance the number
of space-separated charges on ultrafast time scales by their direct optical generation, as in Ch. 5.
On the other hand, the resonant mixing among two-particle (exciton) states of donor and space-
separated character is responsible for the formation of the so-called bridge states that enhance
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the ultrafast generation of separated charges by acting as intermediate states in phonon-assisted
transitions from donor states towards space-separated states. We conclude that, on subpicosec-
ond time scales, free-charge generation is governed by the competition between transitions from
the donor to the space-separated manifold and transitions within the donor manifold. While
the former type of transitions may enhance free-charge generation, the latter type of transitions
leads to the relaxation towards the lowest-energy donor state, which acts as a trap for charge
separation. Our numerical results demonstrate that, at ∼ 1 ps following the excitation, the major
part of photogenerated excitons remains in the donor exciton manifold. Moreover, on the same
time scales, we also observe some relaxation within the space-separated manifold towards the
strongly bound CT state.
While indicating that there is some build-up of the populations of space-separated states on
ultrafast time scales, the results obtained in Ch. 6 strongly suggest that, if the charge separation
at a D/A interface is effective, it is expected to predominantly occur on time scales that are much
longer than the picosecond one, from the strongly bound and localized donor or CT states. As
we have already discussed, such a scenario is typical of incoherent (“cold”) separation mecha-
nisms, which, however, do not provide us with the driving force enabling charge separation from
localized initial conditions. Our efforts summarized in Ch. 7 are aimed at identifying the phys-
ical effects that are responsible for the experimentally observed efficient and electric field- and
temperature-independent separation of strongly bound charge pairs. The model is essentially the
same as in Chapter 6, but in Ch. 7 it also takes into account the presence of the disorder, which
is ubiquitous in organic semiconductors. Differently from many proposed models of incoherent
charge separation, our model fully and properly takes into account charge delocalization effects,
whose relevance has been repeatedly recognized. We find that the combination of charge delo-
calization and disorder is at the heart of efficient and weakly field- and temperature-dependent
charge separation from both the strongly bound CT and donor exciton states.
Chapter 8 is devoted to a summary of the most important conclusions emerging from the




Here, we introduce the standard semiconductor model, which is the basic theoretical model
that will be used throughout this thesis. Since this model should provide us with insights into
microscopic processes taking place in photoexcited semiconductors on ultrafast time scales, it
has to account for relevant physical effects such as
(a) the charge delocalization, which leads to the formation of bands,
(b) the electron–hole interaction, which is responsible for exciton formation,
(c) the carrier–phonon interaction, which determines the relaxation properties of the system,
and
(d) the interaction of carriers with the external electromagnetic field that creates interband
(electron–hole) excitations.
In Sec. 2.1, we introduce the two-band semiconductor model, consisting of one conduction band
and one valence band. The generalization to the multiband case is straightforward and will be
used in certain parts of the thesis. The standard semiconductor model is thoroughly presented
from various viewpoints in a number of review articles [71–73] and books [74, 75]. Here, we
follow the analysis presented in Ref. [71]. Section 2.2 defines an exciton as the simplest excitation
above the ground state of a semiconductor. While the developments in Secs. 2.1 and 2.2 are quite
general, in Sec. 2.3 we are more specific and demonstrate that, under appropriate approximations,
the model we use can reduce to the widely known Wannier and Frenkel exciton models.
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2.1 Two-Band Semiconductor Model
The Hamiltonian of a system of nonrelativistic valence electrons interacting with lattice vibra-
tions (phonons) and with an external optical field can be expressed as
H = Hmat +Hp +Hmat−p +Hmat−f . (2.1)
The first and the second term describe isolated carriers and phonons, the third term is the carrier–
phonon interaction, while the fourth term represents the interaction of carriers with the external
electromagnetic field. For the sake of simplicity, unless otherwise stated, we will not explicitly
consider the electron spin, but assume that the spin quantum number is absorbed into the generic
quantum number for electronic excitations. Using the second-quantized field operatorsΨ(r) and









†(r2)Vc−c(r1 − r2)Ψ(r2)Ψ(r1). (2.2)
H0(r) is the single-electron Hamiltonian, which comprises the kinetic energy of an electron and
the single-particle potential created by the nuclei and core electrons. Vc−c(r1 − r2) denotes the
Coulomb interaction potential screened by the core electrons and lattice degrees of freedom that
are not accounted for dynamically. The Fermi field operators Ψ(r) [Ψ†(r)] annihilate [create]





= δ(r− r′). (2.3)
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where bµ (b†µ) are Bose operators destroying (creating) a phonon in mode µwith energy ~ωµ and
obeying the commutation relations






= δµν . (2.5)
















is the potential induced by the lattice vibrations, in which only terms linear in the displacements
of the nuclei have been retained. Finally, the interaction with the optical field E(t) is of the form
Hmat−f = −E(t)
∫
drΨ†(r) (−er) Ψ(r). (2.8)
Since our main aim is to study time-dependent phenomena in semiconductors (and their het-
erojunctions) excited by a laser pulse, we assume that the electric field is spatially homoge-
neous. The spatial dependence of the field can be included in a straightforward manner, see,
e.g., Ref. [72].
Let us study in more detail the ground state of the interacting-carrier Hamiltonian [Eq. (2.2)].
The simplest possible approximation to the true ground state of a system of interacting fermions
is the Hartree–Fock ground state, which is a single Slater determinant consisting of occupied
single-particle states that are determined by the variational approach. Namely, by requiring that
the ground-state energy be minimal, we obtain the set of Hartree–Fock equations, the solution
to which provides us with the aforementioned single-particle states. We introduce new Fermi
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where φp(r) are orthonormal single-particle wave functions labeled by index p. Operators ap, a†p
obey the following anticommutation laws







and will be further referred to as particle operators, while computations performed using particle






where |0〉e is the particle vacuum, and “occ” denotes the set of occupied single-particle states.









(Vppqq − Vpqqp) , (2.12)






′)Vc−c(r− r′) [φp′(r′)φp(r)− φp(r′)φp′(r)] = ǫp φp(r), (2.13)
where ǫp are the energies of Hartree–Fock orbitals. In Eq. (2.12), we introduce matrix elements









p(r1)φq(r1)Vc−c(r1 − r2)φ∗k(r2)φl(r2). (2.15)
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The energy difference between the lowest unoccupied and the highest occupied single-particle






in a typical semiconductor isEg ∼ 1 eV and is denoted as the single-particle band gap. SinceEg
is much larger than the thermal energy at room temperature, we may safely assume that, in the
absence of an optical excitation of sufficient energy, the carrier subsystem is in the Hartree–Fock
ground state [Eq. (2.11)].
The preceding developments make it easy to differentiate between occupied and unoccu-
pied states with respect to the Hartree–Fock ground state. In other words, we may transfer the
description of a semiconductor from the particle picture to the so-called electron–hole picture.
The particles in initially unoccupied states are further referred to as electrons. The absence of
a particle in an initially occupied state is further denoted as a hole. We define creation (d†p) and
annihilation (dp) operators for holes as
d†p = ap, dp = a
†
p, for p ∈ occ. (2.17)
The definitions of electron creation (c†p) and annihilation (cp) operators are
c†p = a
†
p, cp = ap, for p /∈ occ. (2.18)
In a semiconductor, the band gap separates the valence band, which is fully occupied, from the
conduction band, which is completely empty. We assume that the spectrum of both occupied
and unoccupied single-particle states is dense, i.e., occupied states form a single band of states
that is further denoted as the valence band, while unoccupied states also form a single band
further referred to as the conduction band. In further analysis, single-particle states p ∈ occ that
are occupied in the ground state |GS〉 will be considered as valence-band states and denoted as
p ∈ VB, while single-particle states p /∈ occ that are empty in the ground state |GS〉 will be
considered as conduction-band states and denoted as p ∈ CB. The electron and hole operators
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satisfy the following anticommutation relations that stem from Eqs. (2.10), (2.17), and (2.18):






= δpq, for p, q ∈ CB; (2.19)













= 0, for p ∈ CB and q ∈ VB. (2.21)
The Hamiltonian of isolated carriers Hmat should now be expressed in terms of electron
and hole operators. Enforcing the normal order of operators, the interacting-carrier part of the
Hamiltonian reads as














































































































































In order to facilitate the interpretation of the result, in Eqs. (2.24)–(2.26) we have indicated the
information on the particle type (electron or hole) as upper indices of the matrix elements. Equa-
tion (2.22) tells us thatHmat can be decomposed into the constant partEGS , which represents the
total energy of filled valence-band states, and three contributionsH(j)mat (j = 0, 1, 2) that change
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the number of electron–hole pairs by j pairs. Apart from the constant part, which amounts to a
shift of the energy axis, in this thesis we will also disregard all the contributions that do not con-
serve the number of electron–hole pairs and focus our attention on the pair-conserving partH(0)mat.
The approximation that neglects contributions that do not preserve the number of electron–hole
pairs will be viewed from somewhat different perspective in Sec. 2.3.2 devoted to the Frenkel
exciton model.
The Coulomb matrix elements appearing in Eq. (2.24) can be divided into direct and ex-
change terms. If the arguments in the Coulomb matrix element can be grouped to give electron
or hole densities of the respective single-particle states, as is the case in terms V vvccpqkl , V
cccc
pqkl , and
V vvvvpqkl , this matrix element represents a direct term. On the other hand, Coulomb matrix element
V vccvplkq is an example of an exchange term.































































































The carrier–phonon matrix element between two single-particle states reads as
γµpq =
∫
dr φ∗p(r) g̃(r) φq(r). (2.31)
The decomposition of the carrier–phonon interaction Hamiltonian embodied in Eq. (2.27) is
similar to the decomposition of the purely carrier Hamiltonian in Eq. (2.22). The contribu-
tionH(f)mat−p represents the carrier–phonon interaction energy in the Hartree–Fock ground state.
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Since its action is limited to phonon degrees of freedom, this term does not contribute to the hole–
phonon coupling and will not be considered in further discussion. The contributions H(j)mat−p
(j = 0, 1) change the number of electron–hole pairs by j pairs. H(1)mat−p describes phonon-
induced transitions among occupied and unoccupied states. Having in mind that the energy gap
separating these two groups of states is of the order of 1 eV, such transitions are not very probable
in common semiconductor materials. Therefore, we further consider only contributionH(0)mat−p,
which conserves the number of electron–hole pairs.





































where the dipole-moment matrix elements are defined as
Mpq =
∫
dr φ∗p(r) (−er)φq(r). (2.33)
The first term in Eq. (2.32) describes the so-called interband transitions, in which the optical field
of sufficient frequency promotes an electron from the valence band to the conduction band and
creates an electron–hole pair. On the other hand, the second term in Eq. (2.32) describes the so-
called intraband transitions that take place within the conduction or valence band. In this thesis,
the focus is on the detailed understanding of processes occurring during and after the excitation
of a neat semiconductor (or a heterojunction of two semiconductors) that creates electron–hole
pair excitations. Therefore, in the major part of the thesis, the second term in Eq. (2.32) will not
be considered. An exception will be made in our theoretical treatment of a transient absorption
experiment in Sec. 5.4.2.
In summary, we explicitly write down the model Hamiltonian that will be used throughout
this thesis
H = Hc +Hp +Hc−p +Hc−f , (2.34)
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The model Hamiltonian given in Eqs. (2.34)–(2.38) is known in literature as the standard semi-
conductor Hamiltonian.
The derivation of the model Hamiltonian has produced the diagonal single-particle contri-






















The last point will be useful in the construction of models describing charge separation at inter-
faces between two semiconductors.
All the interactions present in the model Hamiltonian embodied in Eqs. (2.34)–(2.38) are
spin-independent. Let us now explicitly separate the spin quantum number σp out of the generic
quantum number p, p = (po, σp), where po is the orbital quantum number. This step has to
be accompanied by a more specific definition of the hole creation and annihilation operators
[Eq. (2.17)]. Namely, the annihilation of an electron with spin σ in a valence-band state can
also be seen as the creation of a hole with spin σ = −σ in the same valence-band state, i.e.,
d†po,σp = apo,σp . Moreover, if valence-band states are labeled by wave vector k, the annihilation
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of an electron in the valence-band state (k, σ) can be conceived as the creation of a hole with
wave vector −k and spin −σ,1
d†−k,−σ = ak,σ. (2.40)
Taking the last fact into account, the termsHc [Eq. (2.35)],Hc−p [Eq. (2.37)], andHc−f [Eq. (2.38)]





























































































































Let us also notice that the above-presented developments are quite general and do not rely
on specific assumptions regarding indices that label single-particle states. The model Hamilto-
nian is, therefore, flexible, as will be shown in greater detail in Secs. 2.3.1 and 2.3.2, where we
explicitly demonstrate that it can be applied to study Wannier and Frenkel excitons.
1The hole operators may be formally introduced by applying a time reversal transformation to particle operators,
see, e.g., Ref. [76]. The time reversal introduces a minus sign in front of the momentum (and spin), so that the wave
vector (and spin) associated with a hole acquire an additional minus sign.
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2.2 Definition of Exciton
The ground state |GS〉 of a semiconductor in the Hartree–Fock approximation [Eq. (2.11)] can
also be regarded as the vacuum of electron–hole pairs and will be further denoted as |0〉. In a
singly excited state, an electron is promoted to the conduction band, leaving behind a hole in the
valence band, i.e., there is an electron–hole pair. The excited electron and hole are coupled by










where the amplitudeψxab describes the contribution of the pair state in which an electron initially
in valence-band state a is promoted to conduction-band state b. The exciton basis is defined by
the eigenvalue problem
Hc|x〉 = ~ωx|x〉, (2.45)
which, due to the linear independence of different pair states c†bd
†
a|0〉, can be written as the fol-
lowing equation for amplitudes ψxab










The amplitude ψxab may also be expressed as the scalar product ψ
x
ab = 〈ahbe|x〉 of two vectors









ab = δx′x. (2.47)
Exciton states {|x〉} constitute a basis in the space of single electron–hole excitations, so that





ab = δa′aδb′b. (2.48)
42
Chapter 2. Standard Semiconductor Model
The operator that creates an exciton in state |x〉 is denoted asX†x and introduced by |x〉 = X†x|0〉.










Using the anticommutation relations of electron and hole operators [Eqs. (2.19)–(2.21)], we


































When the density of electronic excitations is small, Eqs. (2.50) and (2.51) suggest that excitons
can be regarded as bosons.
Let us now complete our discussion on excitons by explicitly considering the spin quantum
number. According to their spin multiplicity, exciton states can be classified as singlet or triplet







can be divided into subspaces with well-defined spin multiplicity according to the eigenvalues



























In the last equation, τ are Pauli matrices. In the subspace of singlet excitons, both S2 and Sz

















Chapter 2. Standard Semiconductor Model
In the subspace of triplet excitons, operator S2 reduces to 2, while, according to the eigenvalue



































ψx,Saobo |(ao)h(bo)e〉S , (2.56)









































Let us mention that Eqs. (2.57) and (2.59) are usually written as a single equation for the expan-
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where δM = 1 for singlet excitons and δM = 0 for triplet excitons. A photoexcitation of a semi-
conductor whose form is given in Eq. (2.38) [or Eq. (2.43)] can generate only singlet excitons.
We usually say that singlet excitons are optically active, while triplet excitons are optically inac-
tive. Since the time evolution driven by the standard semiconductor Hamiltonian cannot change
spin multiplicity of photogenerated singlet excitons, we conclude that, in all of our theoretical
developments concerning exciton dynamics, we will have to deal exclusively with singlet ex-
citons. In reality, however, the spin–orbit coupling, i.e., the interaction between the spin and
orbital motion of an electron, brings about mixing between singlet and triplet excitations [79].
An excitation transfer from the singlet to the triplet manifold is commonly denoted as the inter-
system crossing. Our focus in the forthcoming chapters will be on exciton dynamics occurring
on femtosecond to picosecond time scales following the photoexcitation of organic semiconduc-
tors and their heterojunctions. However, the intersystem crossing in these systems typically takes
place on much longer time scales, spanning the range from nanoseconds to microseconds [79,
80]. Therefore, the intersystem crossing is not active on time scales of our interest, and confining
the investigations to the singlet subspace provides us with relevant insights into ultrafast exciton
dynamics.
We will not further dwell on the spin multiplicity of exciton states. To compute the (singlet)
exciton basis states, we will use Eq. (2.46) remembering that, according to Eq. (2.57), a factor
of 2 should be inserted in front of the exchange term.
2.3 Wannier and Frenkel Exciton Models
In this section, we discuss which approximations should be employed in order to obtain the
widely known Wannier [81] and Frenkel [82, 83] exciton models. The analysis concerning the
Wannier model is mainly based on Ch. 2 of Ref. [76] and Ch. 23 of Ref. [84], while the micro-
scopic model for Frenkel excitons is developed in Ch. 24 of Ref. [84] and also in Ref. [85]. An
excellent classical text on these two models of excitons can be found Ref. [86].
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2.3.1 Wannier Exciton Model
Let us now specialize to the case of a crystalline semiconductor consisting of Nuc periodically
repeated unit cells. The single-particle states in both the valence and the conduction band can






where Bloch functions uλk(r) have the periodicity of the lattice. The explicit separation of the
factor 1/
√
Nuc out of the wave function φλk(r) ensures that Bloch functions are normalized to 1










where vuc is the volume of the unit cell. We further assume that we deal with a direct semicon-
ductor with isotropic effective masses m∗e and m
∗
h for electrons and holes, respectively, so that
the single-particle energies in the vicinity of the valence-band maximum (and conduction-band
minimum) k = 0 can be expressed as









where Eg is the single-particle gap of the semiconductor (at k = 0), see also Eq. (2.16). The
eigenvalue problem that should be solved to obtain exciton basis states [Eq. (2.46)] can be spe-
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where the integrations are performed over the entire volume Ω of the crystal. The exchange
term can be written in a similar manner. For electronic excitations in the vicinity of the band
extrema (k = 0), the plane-wave factors, as well as the Coulomb potential, are slowly varying
functions whose changes within one unit cell are very small. These simplifying assumptions are
due to Wannier [81] and are appropriate for weakly bound pair states, in which the electron–hole
separation is large compared to the lattice constant and the wave vector of the relative motion
of the electron and hole is small compared to the inverse lattice constant. The integrations in
Eq. (2.67) can be split into the summations over all unit cells and the integrations over the volume
of a unit cell vuc. The Bloch functions are then be expanded around k = 0 and only the first,
constant in k, term is retained. Using the aforementioned assumptions together with the lattice










l′≃0(r) ≃ 0. (2.66)
Therefore, in this approximation, the exchange term vanishes. Since the length scales of rele-








i(lh−kh)·rh ei(le−ke)·re Vc−c(re − rh). (2.67)
Equation (2.67) shows us that the total wave vector of the pair,
K = ke + kh = le + lh, (2.68)
is a good quantum number, and that the direct term V vvcc−lh−khkele is proportional to the Fourier
transformation Vc−c (|lh − kh|) of the Coulomb potential.
Having substituted the results given in Eqs. (2.63) and (2.67) into Eq. (2.64), further ma-
nipulations in Eq. (2.64) are facilitated by introducing the Fourier transformation of amplitudes
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eikh·rh eike·re ψxkhke . (2.69)















Since Eq. (2.70) is actually a two-body problem, it is convenient to separate the motion of the
center of mass of the pair (coordinate R) and the relative motion of the electron and hole com-











rh, r = re − rh. (2.71)
The motion of the center of mass can be described by a plane wave with wave vector K. The





































where εr is the relative dielectric constant of the medium, we see that Eq. (2.73) is analogous
to the equation satisfied by the stationary states of the hydrogen atom. Therefore, the solutions
to Eq. (2.73) are counted by quantum number n = 1, 2, . . . , and pair states can be uniquely
identified by specifying the wave vector of the center of mass K and n, i.e., label x can be
replaced by (K, n). In other words, there is the internal motion of an electron around a hole
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(described by the quantum number n) that is accompanied by the motion of the pair as a whole
throughout the crystal (characterized by the center-of-mass wave vector K). The total energy of
state (K, n) is given as

















The energy spectrum of an electron–hole pair contains a number of bound pair states and the
continuum of ionized (unbound) states. The binding energy of the lowest-energy exciton state















Compared to the hydrogen atom, the exciton binding energy is reduced because the reduced






























× 52.9 pm, (2.80)
where me is the free-electron mass. In a typical inorganic semiconductor, εr ∼ 10, while the
reduced massmred is smaller than the electron effective massm∗e ∼ 110me, so thatmred . 110me.
Therefore, the typical binding energy of the Wannier exciton is of the order of 1–10 meV, while
the corresponding exciton radius is of the order of 10–100 nm.
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dr e−il·r ψn,relr . (2.82)
2.3.2 Frenkel Exciton Model
Let us now assume that the single-particle states appearing in Eq. (2.46) are localized around
lattice sites R, i.e., the corresponding single-particle eigenfunctions are the Wannier functions
φλR(r) = w
λ(r−R). (2.83)
Instead of directly solving the exciton eigenvalue problem given in Eq. (2.46), as we did for
Wannier excitons, we introduce the Frenkel exciton model by rewriting the interacting-carrier
partHc of the Hamiltonian [Eq. (2.35)] in the localized basis. At the same time, such a derivation
will shed new light on the approximation of retaining only the pair-conserving contribution to
the full interacting-carrier part of the Hamiltonian [Eqs. (2.22)–(2.26)].











λ′1∗ (r1 −R′1)wλ1 (r1 −R1) Vc−c (r1 − r2)×
wλ
′
2∗ (r2 −R′2)wλ2 (r2 −R2) .
(2.84)
We assume that the only nontrivial matrix elements are those featuring maximal overlap be-
tween Wannier functions, which is attained for R′1 = R1 and R
′
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Under this assumption, the full carrier–carrier interaction [which comprises the last three sum-
mations on the right-hand side of Eq. (2.24), as well as Eqs. (2.25) and (2.26)] may be regarded
as a multipolar expansion of the Coulomb interaction. Namely, as shown in greater detail in,
e.g., Ref. [87], the direct terms in Eq. (2.24) are the monopole–monopole interaction, Eq. (2.25)
describes the monopole–dipole interaction, whereas the two terms in Eq. (2.26) together with the
exchange term in Eq. (2.24) represent the dipole–dipole interaction. The monopole–monopole
interaction is the only long-range contribution and thus the most important one. Retaining only
pair-conserving contributions to the Coulomb interaction, we actually fully capture its long-
range part and, in addition, keep an exchange (dipole–dipole) contribution, which is essential to
the derivation of the Frenkel exciton Hamiltonian.

















































Equation (2.86) implicitly assumes that the single-particle orbitals centered around different
lattice sites do not overlap, so that carriers exhibit strong localization and are confined to single
lattice sites. In the case of Frenkel excitons, electrons and holes are located around the same
lattice site. Such a scenario is typically realized in molecular crystals, in which the carrier–carrier
interaction prevails over carrier delocalization. We now introduce the operator X†R creating an











The electron–electron and hole–hole interaction reduce to zero in this subspace. The exchange
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where we introduce the exchange potential Vexch (R−R′) = V vccvRRR′R′ . In the subspace of
interest, the action of the direct electron–hole interaction is nontrivial only for R = R′, meaning















where we have introduced the on-site (direct) electron–hole interaction Vdir(0) = V vvccRRRR. The
number operators of electrons and holes, c†RcR and d
†
RdR, can be reduced in the subspace of





















This is the Frenkel exciton Hamiltonian. We see that the direct contribution to the electron–hole
interaction binds an electron and a hole at the same site into an exciton, while the exchange
contribution Vexch (R−R′) is responsible for the excitation transfer between sites. The Frenkel
exciton Hamiltonian may be diagonalized by exploiting the translational symmetry of the prob-
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where Nuc is the number of unit cells in the crystal, while k is the wave vector. The Frenkel







with the exciton dispersion






′) Vexch (R−R′) . (2.94)
Let us note in passing that the excitation transfer mediated by the nonradiative exchange coupling
is important in describing the energy transfer between two organic molecules and is known as
the Förster energy transfer [88]. In more detail, when the Coulomb interaction potential assumes








wc∗ (r′ −R′)wv (r′ −R′) .
(2.95)
Introducing vectors ρ = r −R and ρ′ = r′ −R′ and assuming that the inequality |ρ− ρ′| ≪
|R−R′| holds, we can perform the multipolar expansion of |r− r′|−1 up to the second order












[(R−R′) · (ρ′ − ρ)]2
|R−R′|5
. (2.96)
Bearing in mind the orthogonality of Wannier functions and the definition of the dipole-
moment matrix element
∫
dρ wc∗ (ρ)wv (ρ) ≈ 0, (2.97a)
µ =
∫
dρ wc∗ (ρ) (−eρ)wv (ρ) , (2.97b)
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we conclude that the monopole term in Eq. (2.96) reduces to zero, while isolating the nontrivial














Since Vexch (R−R′) is proportional to |R−R′|−3, the rate of the transition of a localized
molecular excitation is then proportional to |R−R′|−6, as predicted by the Förster theory.
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Theoretical Approach to Ultrafast Exciton
Dynamics in Photoexcited Semiconductors
In this chapter, we describe the theoretical formalism that we employ to investigate the dynamics
of semiconductors and their heterojunctions excited by a pulsed laser excitation. We focus our
attention on the time evolution of semiconductor state on ultrafast (femtosecond to picosecond)
time scales following the photoexcitation. These time scales may be of particular relevance for
the operation of OSCs, as has been extensively reviewed in Ch. 1. A detailed understanding of
the ultrafast exciton dynamics provides us with insights into the fundamental physical processes
taking place on these time scales. Moreover, it enables us to decide whether or not the secret
of the efficiency of OSCs is hidden in the very initial stages of the light-to-charge conversion
process.
Section 3.1 provides a quite general view of the semiconductor dynamics triggered by a pho-
toexcitation. The basics of the density matrix theory and the hierarchy problem are introduced
in Sec. 3.2, while Sec. 3.3 introduces some of the existing strategies to truncate the aforemen-
tioned hierarchy. In Sec. 3.4, we lay out the theoretical foundations of the dynamics controlled
truncation scheme in its most general form. Our focus in Sec. 3.5 moves to the particular case
of the truncation up to the second order in the exciting field. In that section, we perform our
specific truncation of the phonon branch of the hierarchy, which was published in Ref. [89], by
conducting a comprehensive discussion on the energy and particle-number conservation after a
pulsed excitation of a semiconductor.
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3.1 General Picture of the Dynamics of Photoexcited Semi-
conductors
A pulsed photoexcitation of a semiconductor leaves it in a highly nonequilibrium state. In gen-
eral, such an excitation induces both interband coherences (also known as interband polariza-
tions, optical polarizations, exciton amplitudes)
Yab = 〈dacb〉, (3.1)
and intraband excitations, i.e., electron (Cab) and hole (Dab) populations (a = b) and intraband
polarizations (a 6= b)
Cab = 〈c†acb〉, Dab = 〈d†adb〉. (3.2)
The subsequent time evolution of the semiconductor state is governed by the complex interplay
between phase coherence, many-body correlations, and energy relaxation. Many-body correla-
tions are primarily induced by the Coulomb interaction, which correlates electrons and holes and
thereby produces a new type of stable quasiparticles, excitons. On the other hand, the carrier–
phonon scattering processes destroy the coherence and lead to the dephasing of interband and
intraband polarizations. Moreover, they promote the relaxation of carrier populations towards
the values predicted by the equilibrium distribution. The time scale on which interband coher-
ences dephase is governed by the energy gapEg, which in typical semiconductors is of the order
of 1 eV or larger. The dephasing of the interband coherences thus typically occurs on a femtosec-
ond time scale. Depending on the particular value of the phonon energy, the time scale typical
of phonon-assisted transitions, which lead to the dephasing of intraband polarizations, ranges
from hundreds of femtoseconds to picoseconds. The resulting semiconductor dynamics, taking
place on femtosecond to picosecond time scales following the excitation, is generally referred to
as ultrafast dynamics. Theoretical approaches for treating ultrafast semiconductor dynamics are
most often based on the density matrix theory [72, 73, 90, 91] or the nonequilibrium Green’s
functions formalism [92–97]. The density matrix theory has become the preferred technique in
the treatment of experiments with ultrashort pulses, since it deals with quantities that depend
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on one time argument and are directly related to observables, thus providing an intuitive picture
(in the language of elementary interaction processes) of the nonequilibrium dynamics in such
setups. In the following, we restrict ourselves to the density matrix theory and, in particular, its
applications on the very initial stages of exciton formation and relaxation dynamics.
3.2 Density Matrix Theory
The central quantities in the density matrix theory are expectation values of (normal ordered)
products of creation and annihilation operators describing electronic excitations, quanta of lat-
tice vibrations, quanta of electromagnetic field, etc. These quantities are referred to as density
matrices. Quantities Yab, Cab, and Dab defined in Eqs. (3.1) and (3.2) are the simplest exam-
ples of purely electronic density matrices and they are the so-called single-particle (two-point)
density matrices.1 In this thesis, we will also deal with the so-called phonon-assisted density
matrices, which, apart from electron and hole operators, contain arbitrary numbers of phonon
creation and annihilation operators.
The dynamics is then studied by establishing the equations of motion for density matrices.
This is done by setting up the Heisenberg equations for the corresponding operatorsO, which is
followed by taking the expectation values of the obtained operator-valued equations,
i~ ∂t〈O〉 = 〈[O,H ]〉. (3.3)
The expectation value should be taken in the Heisenberg picture and is defined with respect to the
time-independent statistical operator, i.e., the statistical operator at the initial instant. Equiva-
lently, one may evaluate the expectation values in the Schrödinger picture, in which operators are
time-independent, while the averaging is performed with respect to the time-dependent statisti-
cal operator. The dynamics governed by the standard semiconductor Hamiltonian introduced in
1Let us note here that the purely electronic density matrix defined as the expectation value of the normal ordered
product of N creation (a†
p
) and N annihilation (ap) operators in the particle picture is denoted as 2N -point or N -
particle density matrix.
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Ch. 2 exhibits genuine many-body effects, which are induced by the carrier–carrier and carrier–
phonon interactions. Therefore, the described procedure of establishing the equations of motion
for density matrices does not result in a closed set of equations, but rather involves density matri-
ces containing an ever-larger number of operators. We are thus confronted by an infinite hierar-
chy of equations for density matrices, the levels of the hierarchy being defined by the number of
operators that participate in density matrices. The main feature of this hierarchy is the coupling
of the density matrices at any given level to the density matrices at higher levels. Such a hi-
erarchy is the quantum-mechanical analogue of the Bogoliubov–Born–Green–Kirkwood–Yvon
(BBGKY) hierarchy encountered in the classical statistical physics of interacting particles [98].
Let us here formulate the equations of motion for single-particle electronic density matrices Yab
and Cab defined in Eqs. (3.1) and (3.2). Using the prescription given in Eq. (3.3), we obtain
i~ ∂tYab = (ǫ
c








































+ i~ (∂tYab)p ,
(3.4)





























ka −MvckaYkb) + i~ (∂tCab)p .
(3.5)
The equation for hole densities and intraband coherencesDab is formally similar to Eq. (3.5). We
concentrate on presenting the coupling to higher-order purely electronic density matrices, and
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consequently absorb all density matrices with single-phonon assistance (which stem from com-
mutators with the carrier–phonon interaction) in terms i~ (∂tYab)p and i~ (∂tCab)p. Apart from
the couplings of Yab, Cab, and Dab among themselves, Eqs. (3.4) and (3.5) contain four-particle
(two-point quantities) of the type 〈c†cdc〉, 〈d†ddc〉, 〈c†d†dc〉, 〈c†c†cc〉, and 〈d†d†dd〉, which are
known as the electron-screened interband transition amplitude, hole-screened interband transi-
tion amplitude, exciton occupation and exciton–exciton coherence, electron density–correlation,
and hole density–correlation, respectively.
In order to obtain a problem amenable to at least an approximate solution, one has to find a
reasonable and physically grounded way to truncate the hierarchy at a finite level. The truncation
should address both purely electronic branch of the hierarchy and the branch containing phonon
assistance. There are various truncation strategies based on different physical arguments and
some of them will be discussed in the following text.
3.3 Brief Review of Theoretical Approaches to Ultrafast Ex-
citon Dynamics
Previous theoretical studies of the exciton formation after an ultrafast optical excitation of a semi-
conductor were typically focused on inorganic semiconductors. Early studies were conducted in
the framework of the semiclassical Boltzmann approach. The state of the system is entirely de-
scribed in terms of the populations (distribution functions) of carriers and other quasiparticles,
e.g., phonons and excitons. The initial nonequilibrium electron and hole distributions, generated
by means of an above-gap pulsed photoexcitation, relax by various interaction mechanisms, e.g.,
carrier–phonon interaction, the carriers being scattered to lower-energy bound exciton states.
The scattering events are point-like in space and time. In this approach, electrons, holes and
excitons are treated as different particle species and a set of coupled semiclassical Boltzmann
equations for the k-space occupations of these species is established [99, 100].
The most complete formalism capable of treating a wide variety of optical and excitonic
effects after an ultrafast optical excitation of a semiconductor is presented in Refs. [101, 102],
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where the fully microscopic and quantum theory for the interacting system of electrons, holes,
photons, and phonons was elaborated. This approach is based on the density matrix theory and
the resulting hierarchy of equations was systematically truncated using the so-called cluster-
expansion scheme, in which one determines all consistent factorizations of an N-particle quan-
tity in terms of independent single particles (singlets), correlated two-particle clusters (doublets),
three-particle clusters (triplets), up to correlated N-particle clusters. The physical picture of the
truncation is then based on the fact that correlations that involve an increasing number of parti-
cles should become less and less important. For example, such factorizations of purely electronic
two-particle quantities appearing in Eqs. (3.4) and (3.5) read as
〈c†pcqdkcl〉 = CpqYkl − CplYkq + δ〈c†pcqdkcl〉, (3.6)
〈d†pdqdkcl〉 = DpqYkl −DpkYql + δ〈d†pdqdkcl〉, (3.7)
〈c†pd†qdkcl〉 = Y ∗qpYkl + CplDqk + δ〈c†pd†qdkcl〉, (3.8)
〈c†pc†qckcl〉 = CplCqk − CpkCql + δ〈c†pc†qckcl〉, (3.9)
where δ〈. . . 〉 denotes correlated (in this case, two-particle) clusters. Neglecting these two-
particle correlations in Eqs. (3.4) and (3.5) closes the electronic branch of the hierarchy at the sin-
glet level and the equations thus obtained are the semiconductor Bloch equations (SBEs) [103].
The SBEs can correctly describe the linear response of a semiconductor. In particular, solving
the SBEs in the linear regime, in which carrier densities vanish, while the interband polariza-
tions are linear in the applied field, we can recover the Elliott formula [104] that expresses the
linear semiconductor absorption as a function of strongly peaked resonances at bound exciton
states. However, in order to describe the exciton formation and the subsequent dynamics of thus
created exciton populations, the singlet level of the theory is not appropriate and one has to retain
in the formalism the two-particle correlations. Namely, the two-particle correlation δ〈c†pd†qdkcl〉
can describe the Coulomb correlation that binds together an electron and a hole into an exciton.
The theoretical development presented in [101] retains all correlations up to four-point level
(correlated doublets). In equations of motion for correlated doublets, three-particle quantities
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appear; the purely electronic branch of the hierarchy is truncated by performing factorizations of
the three-particle quantities into all possible combinations of singlets and (correlated) doublets,
i.e., by neglecting genuine three-particle correlations. A similar approach is applied to trun-
cate the phonon-assisted branch of the hierarchy. This formalism was also used to study exciton
formation from an initial incoherent charge distribution [105–107].
Apart from the cluster-expansion-based truncation scheme, the exciton dynamics in photoex-
cited inorganic semiconductors has also been studied by employing the DCT scheme [71, 108–
112]. The DCT scheme is particularly suitable to describe exciton dynamics in systems that are
initially unexcited (prior to the action of an external electromagnetic field, the carrier subsystem
is described by the vacuum of electron–hole pairs). A crucial prerequisite to successfully apply
the DCT scheme is that the only part of the system’s Hamiltonian that can change the number
of electron–hole pairs is the interaction with the external electromagnetic field. In other words,
electrons and holes always occur in pairs. The standard semiconductor Hamiltonian presented
in Ch. 2 meets this requirement. The nontrivial dynamics of all density matrices is, therefore,
ultimately induced by the system’s coupling to the external field, so that there is an intimate
connection between the expansion of the system’s state in powers of the optical field and the
expansion of the system’s state into states with definite numbers of electrons and holes. Trans-
lated into the language of the density matrix theory, the last statement implies a close relation
between the leading order with which each density matrix scales with the external optical field
and the level at which it appears for the first time in the hierarchy. One can, therefore, classify
the (nonlinear) response of a semiconductor to an optical excitation according to an expansion
in powers of the applied field. The truncation of the hierarchy then consists of selecting a set
of dynamic variables that contribute to the response up to any given order in the applied field.
This approach is reminiscent of the introduction of nonlinear susceptibilities when analyzing the
nonlinear optical response in atomic systems and is discussed in greater detail in the following
text.
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3.4 Fundamentals of the DCT Scheme
The DCT scheme was initially developed to describe the nonlinear optical response of semicon-
ductors. Prior to the action of the external electromagnetic field, the semiconductor is unexcited,
i.e., the state of its electronic subsystem is the vacuum of electron–hole pairs. Let us for the mo-
ment ignore the phonon bath, which is responsible for dephasing and relaxation, and concentrate
on the so-called coherent electronic dynamics, i.e., the dynamics of the purely electronic sys-
tem. Early developments of the DCT scheme were motivated by the invention of femtosecond
laser systems in the last quarter of the 20th century [113]. This breakthrough enables experi-
mentalists to investigate the very initial stages of optical experiments performed by irradiating a
semiconductor with an ultrashort laser pulse. The typical signal obtained in such an experiment
on femtosecond time scales following the excitation is dominated by coherent features, since the
incoherent parts of the signal have not yet built up (see also the discussion in Sec. 3.5.4).
The initial state of the semiconductor is the zero-particle state (in the electron–hole picture),
while its subsequent time evolution triggered by the external optical field generates a state of
genuine many-body character. If the optical excitation is weak, a systematic classification of
many-body effects may be achieved by performing an expansion of density matrices in powers
of the exciting field. The many-body correlations may be consistently described by a finite set
of density matrices with an error that is of desired order in the optical field. Such an approach
was first presented in 1994 by Axt and Stahl [108, 109] and Lindberg et al. [112]. These works
focused on the truncation up to the third order in the exciting field with the aim of describing the
experimental results that could not be explained on the level of SBEs, but their understanding
required an explicit inclusion of biexciton resonances [109] or biexciton continuum [112]. Later
on, it was demonstrated that the coherent semiconductor optics may be formulated with accuracy
up to any given order in the exciting field by following the time evolution of a finite set of density
matrices [110]. Following Ref. [110], we now formulate the basic theorems of the DCT scheme
that are applicable to the phonon-free case.
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The relevant Hamiltonian is the purely electronic part of the standard semiconductor Hamil-
tonian given in Eq. (2.34)
Hcoh = Hc +Hc−f , (3.10)
where the Hamiltonian describing interacting carriers Hc is given in Eq. (2.35), while the in-
teraction of carriers with an exciting electromagnetic field is governed by the Hamiltonian in
Eq. (2.38).
If |ψ(0)〉 = |0〉 is the initial state (at t = 0) of the semiconductor, the time-dependent
perturbation theory (see, e.g., Ref. [114]) gives that the Schrödinger state |ψ(t)〉 at time t can be













The state |ψ(t)〉(n), which scales asEn in the optical field, may be expanded in the basis of states






|ne, nh, n, t〉, (3.14)
with N̂e/h|ne, nh, n, t〉 = ne/h|ne, nh, n, t〉, where the electron (N̂e) and hole (N̂h) number op-









The states |ne, nh, n, t〉 are not normalized, but rather scale asEn in the optical field. Since elec-
trons and holes are generated in pairs, and since state |ψ(t)〉(n), being proportional to En, may
accommodate at most n electron–hole pairs, the above expansion involves only a finite number
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of terms, each of which contains an equal number of electrons and holes. This is summarized
in the following
Expansion Theorem: Each of the contributions |ψ(t)〉(n) to the Schrödinger state of the semi-
conductor at time t may be expressed solely in terms of states with definite total numbers of
electrons and holes in which the total number of electrons is equal to the total number of holes,





|np, np, n, t〉. (3.16)
The formal proof of the expansion theorem is deferred for Appendix A.1. The physical
meaning of the expansion theorem is that the many-body effects in coherent dynamics of op-
tically excited semiconductors can be classified by employing an expansion in powers of E.
The many-body effects that are relevant up to the nth order in the exciting field are captured by
accounting for the states containing at most n pairs.
Let us now discuss on intuitive level the other aspect of the expansion theorem, namely the
fact that the difference n − np is even. The generation of any state accommodating np pairs
may be imagined as the np-fold application of the optical field that is further followed by k ≥ 0
creation and k annihilation processes. Only one and the same particle type (either electrons or
holes) may participate in these additional k processes, vide infra. Since the creation (and also
annihilation) of a single carrier requires a single application of the electric field, we conclude
that the above-described generation of an np-pair state is a process of order np+2k in the exciting
field. If this process is to result in a contribution of order n in the exciting field, the difference
n− np = 2k has to be even.
The discussion in the preceding paragraph puts forward another important point. Namely,
since Hamiltonian Hcoh conserves the total number of particles (in the particle picture), only
the density matrices whose underlying operators commute with the total number of particles
can acquire nontrivial values in the course of the system’s evolution. The most general density
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matrix obeying this condition is of the form
〈c† . . . c†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
dc . . . dc
︸ ︷︷ ︸
n−p pairs





〈d† . . . d†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
dc . . . dc
︸ ︷︷ ︸
n−p pairs




n+p pairs are created, n
−
p pairs are annihilated, and additionally there are 2nu unpaired electron
or hole operators. The number of effectively annihilated pairs ng = n−p − n+p determines the
energies at which many-particle resonances corresponding to these density matrices should be
observed; these energies are of the order of ngEg, where Eg is the single-particle band gap. On
the other hand, the density matrix in Eq. (3.17) contains in total nc = n+p + n
−
p + 2nu electron










c†, c and nd = n+p + n
−
p + 2nu hole operators d
†, d.
Given a normally ordered n-particle operator, we know that its expectation value in a state
containing less than n particles is identically equal to zero. According to the expansion theorem,
the number of particles in the states relevant for the description of the system is connected to the
order to which the interaction with the optical field is taken into account. As a consequence, the
expectation values of operators involving a large number of creation and annihilation operators
are nontrivial only in high enough orders in the optical field. Therefore, to a given order in the
optical field, only a finite subset of all possible density matrices of the form given in Eqs. (3.17)
and (3.18) exhibit nontrivial evolution. This is the essential content of the following
Truncation Theorem: Let A denote the normal-ordered product of electron and hole operators
c, c†, d, d† an let it be of the form given in Eq. (3.17) or Eq. (3.18). The operator A comprises
nc electron operators c†, c and nd hole operators d†, d. If the initial state of the system is the
vacuum of electron–hole pairs, then the expectation value of operator A is at least of order
m = max {nc, nd} in the optical field. Furthermore, the expansion of 〈A〉 in powers of the
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optical field contains either only even or only odd terms:




〈A〉(m+2l), where 〈A〉(k) ∝ Ek. (3.20)
The proof of the truncation theorem is given in Appendix A.2. The set of density matrices
needed to describe the optical response up to the nth order in the applied field is limited to those
containing at most n electron and n hole operators. The truncation theorem provides us with the
following prescription to truncate the electronic branch of the hierarchy up to a certain order in
the optical field:
(a) formulate the Heisenberg equations of motion [Eq. (3.3)] for density matrices whose lead-
ing order in the applied field is less than or equal to the given order;
(b) in the equations thus obtained, neglect all source terms whose leading order in the optical
field is greater than the given order.
The physical origin of the relation between the leading order in the expansion of a density
matrix in the optical field and the number of fermion operators comprising the density matrix is
the fact that all excitations above the ground state are generated by the optical field. This property,
however, is not influenced by the coupling to phonons. Therefore, all the results derived from
this feature of the system, and in particular the expansion and truncation theorems, can be readily
generalized to the case when the carrier–phonon coupling is active, i.e., the Hamiltonian of the
system is given by Eqs. (2.34)–(2.38). This has been done in Ref. [111].
In the presence of the carrier–phonon coupling, we assume that, at t = 0, the state of the
system is described by the statistical operator
ρ(0) = |0〉〈0|ρp. (3.21)
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Prior to the excitation, the state of the electronic subsystem is the vacuum |0〉 of electron–hole





In Eq. (3.22), we assume that the phonon subsystem, described by HamiltonianHp in Eq. (2.36),
is in thermal equilibrium at temperature T = (kBβ)
−1, where kB is the Boltzmann constant. The
system is, at any instant t, described by statistical operator ρ(t), whose time evolution is governed
by the Liouville–von Neumann equation. Similarly to the case of the purely electronic system,




ρ(n)(t), where ρ(n) ∝ En. (3.23)
The generalization of the expansion theorem [111] states that the nth order contribution ρ(n)(t),
when expressed in terms of number states |ne, nh, n, t〉, contains only states with equal numbers
of electrons and holes in which the total number of particles is smaller than or equal to n. The
most general density matrix exhibiting nontrivial dynamics is of the form similar to the one
given in Eqs. (3.17) and (3.18) and may comprise a number of phonon creation and annihilation
operators b† and b:
〈c† . . . c†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
dc . . . dc
︸ ︷︷ ︸
n−p pairs
c . . . c
︸ ︷︷ ︸
nu
b† . . . b†
︸ ︷︷ ︸
n+ph





〈d† . . . d†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
dc . . . dc
︸ ︷︷ ︸
n−p pairs
d . . . d
︸ ︷︷ ︸
nu
b† . . . b†
︸ ︷︷ ︸
n+ph




As a consequence of the expansion theorem, one can prove the following
Central Theorem of the DCT Scheme: Let A denote the normal-ordered product of electron,
hole, and phonon operators of the form given in Eqs. (3.24) and (3.25) that contains ne electron
operators c†, c, nh hole operators d†, d, and an arbitrary number of phonon operators b†, b. If the
initial state of the system is given in Eqs. (3.21) and (3.22), then the expectation value 〈A〉 is at
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least of order m = max {ne, nh} in the optical field, i.e.,
〈A〉 = O(Em), m = max {ne, nh} . (3.26)





〈A〉(m+2l), whereA(k) ∝ Ek. (3.27)
This theorem is proved in Ref. [111] and, analogously to the truncation theorem in the phonon-
free case, enables the systematic truncation of the electronic branch of the density-matrix hi-
erarchy up to any given order in the optical field. However, the density matrices containing
different numbers of phonon creation and annihilation operators are dynamically coupled to one
another. Therefore, having truncated the carrier branch of the hierarchy, we still face an infinite
phonon branch of the hierarchy due to the many-body nature of the carrier–phonon coupling.
Approaches to truncate the phonon branch of the hierarchy are numerous and the DCT scheme,
employed to truncate the carrier branch of the hierarchy, can in principle be combined with any
of these approaches. It is, however, crucial that the DCT scheme and the strategy to deal with
the phonon-assisted density matrices be compatible with the particle-number and energy con-
servation when the exciting field vanishes. In the following, we will pay special attention to meet
these two requirements.
3.5 The DCT Scheme up to the Second Order in Applied Field
Let us now demonstrate how the DCT scheme introduced in the previous chapter can be em-
ployed to describe exciton formation and initial stages of exciton dynamics in photoexcited semi-
conductors. We limit ourselves to the case of weak optical field and low carrier densities, in
which it is justified to neglect biexciton effects and keep only contributions up to the second
order in the optical field. It is in principle clear that the second order is the lowest order in the
optical field in which a meaningful description of excitons can be performed. The definition
of the exciton creation operator X†x [Eq. (2.49)] reveals that the exciton population is expressed
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as the expectation value of the type 〈c†d†dc〉. This expectation value is, according to the cen-
tral theorem of the DCT scheme, of the second order in the exciting field. The DCT scheme
up to the second order in the optical field was successfully applied to study the dynamics of
exciton formation in inorganic semiconductors for near-band-gap excitations and low excitation
densities [115–117]. Here, we will adopt the same strategy to truncate the carrier branch of the
hierarchy, while the phonon branch of the hierarchy will be truncated so as to explicitly satisfy
the particle-number and energy conservation laws in the absence of the exciting field.
According to the central theorem of the DCT scheme, there are five types of purely electronic
density matrices that should be considered when studying the system’s response up to the second
order in the optical field. These are exciton amplitudes Yab defined in Eq. (3.1), electron and hole
populations and intraband polarizations Cab and Dab defined in Eq. (3.2), exciton populations
Nabcd = 〈c†ad†bdccd〉, (3.28)
and biexciton amplitudes
Babcd = 〈dacbdccd〉. (3.29)
Apart from these purely electronic contributions, we also have to consider (in principle all)
their phonon-assisted counterparts. In order to facilitate further discussion, let us introduce the
























































where {αµ} and {βµ} are two sets of arbitrary real parameters. The condensed notation αβ in
the arguments of these functions is meant to denote these two sets of parameters. By virtue of
the generating-function property, any phonon-assisted density matrix can be obtained by differ-

































While exciton amplitudes scale as E, all quantities Cab, Dab, Nabcd, and Babcd scale as E2 in
the exciting field E. The number of relevant types of density matrices may further be reduced
by noting that biexciton amplitudesBabcd, despite being of the second order in the exciting field,
do not participate as source terms in equations of motion (that contain only contributions up to
the second order in the field) for Yab [see Eq. (3.4)], Cab [see Eq. (3.5)], Dab, and Nabcd (more
details can be found in Refs. [71, 108]). Therefore, quantities Babcd do not have to be regarded
as independent variables in the formalism up to the second order in the optical field.
Another way to avoid explicit consideration of some density matrices that at first sight seem
relevant is to employ the so-called contraction theorem that is formulated in Refs. [110, 111].
The contraction theorem states that density matrices with a nonvanishing number of unpaired
particles (nu 6= 0) can be entirely expressed in terms of density matrices containing only pair
creation (c†d†) and annihilation (dc) operators. Up to the second order in the optical field, the
contraction theorem suggests that variables Cab and Dab be eliminated from the formalism in
favor of Yab and Nabcd. Using different arguments, which rely on the constancy of the total











These identities permit us to avoid explicit consideration of Cαβab and D
αβ
ab in the formalism up
to the second order in the optical field. Further discussion will justify the elimination of Cab and
Dab in favor ofNabcd from another viewpoint. Finally, we remain with only two types of density
matrices that should be considered, namely Y αβab and N
αβ
abcd.
The differential equations for variables Y αβab and N
αβ
abcd, in which we keep only contributions
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Let us stop for a moment and, using Eq. (3.40), formulate the equation of motion for variable
∑
k∈VB



































We now compare Eq. (3.41) to Eq. (3.5) in which the phonon-assisted part i~ (∂tCab)p, along
with the fourth-order contributions of type 〈c†c†cc〉, are neglected. We see that, within the second
order treatment, the carrier part of the time evolution of quantities
∑
k∈VB
Nakkb andCab is governed
by the same differential equation. Since similar conclusion also holds for the phonon-assisted
part of the dynamics, and since both quantities start from the same initial condition (at t = 0,





Generalization to the respective phonon-assisted density matrices is immediate. Therefore, we
have proven the contraction relation given in Eq. (3.37) by an explicit calculation.
Now, we take advantage of the fact that carrier parts of both Y αβab and N
αβ
abcd consist of cre-
ations and annihilations of electron–hole pairs. Therefore, all equations of motion will be formu-
lated in the exciton basis, defined by the eigenvalue problem given in Eq. (2.46), by expanding
relevant density matrices in this basis. Instead of working with quantities Yab and Nabcd, which
are given in the single-particle basis, we will work with the corresponding quantities yx and nx̄x








ψx∗abYab = 〈Xx〉, (3.42)
72












cdNabcd = 〈X†x̄Xx〉. (3.43)
Similar relations hold for the corresponding phonon-assisted electronic density matrices; in the
case of single-phonon assistance, the definitions are










The number of excitons in state x is
nxx = 〈X†xXx〉. (3.45)
Using the definition of exciton creation and annihilation operators [Eq. (2.49)], performing the
decoupling embodied in Eq. (3.8), and neglecting the product of electron and hole densities
(since it is of the fourth order in the applied field), the number of excitons in state x can be
expressed as
〈X†xXx〉 = |yx|2 + n̄xx. (3.46)
In Eq. (3.46), we define new quantities n̄x̄x
n̄x̄x = nx̄x − y∗x̄yx. (3.47)
The first term in Eq. (3.46) is the number of the so-called coherent excitons, whereas the second
term is the number of incoherent excitons, i.e., truly bound electron–hole pairs. Namely, as we
have already noted in Sec. 3.1, the interband polarizations Yab (or, after transferring to the exci-
ton basis, yx), decay very fast after the pulsed excitation due to various scattering mechanisms
present. Their squared moduli |yx|2, which are commonly referred to as coherent exciton pop-
ulations [115], do not provide information about the real populations of exciton states, which
are the consequence of Coulomb-induced correlations between electrons and holes and which
typically exist in the system for a long time after the decay of the interband polarizations. In
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order to describe true excitons, which are atomlike complexes of electrons and holes bound by
the Coulomb attraction, we have to consider two-particle correlations among them rather than
single-particle quantities [102]. The last conclusion justifies the identification of n̄xx with the
true exciton population in state x.
The equations of motion for the purely electronic relevant variables yx and nx̄x are























































as well as matrix elements of the carrier–phonon interaction in the exciton basis, which describe
the coupling to the phonon modeµ (the transition from exciton statex′ to exciton statexmediated



















Equations (3.48) and (3.49) contain coupling to single-phonon-assisted density matrices yxµ±
and nx̄xµ+ . There are different possibilities to close the phonon branch of the hierarchy. Our
approach to closing the phonon branch of the hierarchy is motivated by the physical requirements
of the particle-number and energy conservation following the pulsed optical excitation.
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3.5.1 Energy and Particle-Number Conservation
The dynamics should conserve the particle number after the external field has vanished, since
all the other terms in the Hamiltonian given by Eqs. (2.34)–(2.38) commute with the number











The equality Ne = Nh holds, since carriers are generated in pairs in our model. Using the
contraction identities and retaining only terms up to the second order in the optical field, we
obtain that




Even at this level, without specifying the form of equations for one-phonon-assisted electronic
density matrices, using Eq. (3.49) with vanishing electric field it is easily shown that, in the
absence of external fields, our dynamics conserves the total number of particles.
The dynamic equations for the relevant variables should also be compatible with the energy
conservation in a system without external fields. Our system, however, interacts with an external
optical field, but, since we consider a pulsed excitation, the energy of the system should be
conserved after the field has vanished. The total energy of the system, i.e., the expectation value
of the Hamiltonian 〈H〉 defined in Eqs. (2.34)–(2.38), is expressed as
E = Ec + Ep + Ec−p + Ec−f , (3.55)
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In Eqs. (3.55)–(3.59), we have kept only contributions up to the second order in the external field
and transferred to the exciton basis. The fact that the energy of the system under consideration
(carriers and phonons) should be conserved after the pulsed photoexcitation means that
∂t (Ec + Ep + Ec−p) = 0 when E = 0. (3.60)
3.5.2 Closing the Phonon Branch of the Hierarchy
Let us now form the equations of motion for single-phonon-assisted density matrices yxµ± and
nx̄xµ+ . We do so by performing an appropriate differentiation of Eqs. (3.39) and (3.40), setting
αρ = βρ = 0, and transforming the equations thus obtained to the exciton basis. Here, we neglect
the coupling to the light field, i.e., we neglect contributions arising from the combined action
of the phonon coupling and the interaction with the light field (the so-called cross terms) [71,
118]. The equations governing time evolution of single-phonon-assisted density matrices exhibit
coupling to two-phonon-assisted density matrices. These two-phonon-assisted density matrices
are factorized [similarly to the factorizations embodied in Eqs. (3.6)–(3.9)] into products of
density matrices with lower-order phonon assistance and the correlated parts.
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In equation for yxµ+, two-phonon-assisted density matrices of the form yx′µ+ρ− = 〈Xx′b†µbρ〉
and yx′µ+ρ+ = 〈Xx′b†µb†ρ〉 appear. We adopt the following factorizations of these density matrices
yx′µ+ρ− = 〈Xx′〉〈b†µbρ〉+ δ〈Xx′b†µbρ〉 = yx′δµρnphµ + δyx′µ+ρ−, (3.61)
yx′µ+ρ+ = 〈Xx′〉〈b†µb†ρ〉+ δ〈Xx′b†µb†ρ〉 = δyx′µ+ρ+ . (3.62)





number of phonons in mode µ at temperature T = (kBβ)
−1. Similarly, in Eq. (3.62), we take
that 〈b†µb†ρ〉 = 0. In other words, we neglect hot phonon effects, i.e., we assume that the phonon
numbers do not significantly deviate from the values predicted by the equilibrium distribution.
Since the phonon distribution function 〈b†µbµ〉 appears in the expression for the total energy of








However, in view of small differences between the phonon number predicted by Eq. (3.63) and
the equilibrium phonon number, we take that in all the equations for yx, nx̄x, and their phonon-
assisted counterparts, phonon numbers assume their equilibrium values.
The equation for nx̄xµ+ exhibits couplings to two-phonon-assisted density matrices of the






ρ〉. Since density matrix nx̄xµ+
participates in the equation describing time evolution of exciton populations and coherences, we
treat an exciton as the basic entity and accordingly perform factorizations




µbρ〉 = nx̄′x′δµρnphµ + δnx̄′x′µ+ρ−, (3.64)






ρ〉 = δnx̄′x′µ+ρ+ . (3.65)
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Using decompositions of two-phonon-assisted density matrices in Eqs. (3.61)–(3.65), the fol-
lowing equations for single-phonon-assisted density matrices are obtained:











Γµ∗x̄x̄′nx̄′x + (∂tnx̄xµ+)higher ,
(3.66)





Γµ∗x′x yx′ + (∂tyxµ+)higher , (3.67)





Γµxx′ yx′ + (∂tyxµ−)higher . (3.68)
The last summands on the right-hand sides of Eqs. (3.66)–(3.68) represent the rates at which
the corresponding density matrices change due to the coupling to the correlated parts of density














































One manner to truncate the phonon branch of the hierarchy is to neglect the coupling to
correlated parts of two-phonon-assisted density matrices in Eqs. (3.66)–(3.68), and solve the
equations thus obtained using Markov and adiabatic approximations. Such an approach, which
has been applied in Refs. [71, 115], results in the elimination of phonon-assisted density matrices
from the formalism. Single-phonon-assisted density matrices yxµ± are then entirely expressed
in terms of yx, whereas density matrices nx̄xµ+ are expressed in terms of nx̄x. However, it can
be shown that the total energy under these approximations is not exactly conserved after the
external electric field has vanished.
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Here, however, motivated by the fact that the total energy explicitly depends on single-
phonon-assisted density matrices nx̄xµ+ , we retain all density matrices yxµ± and nx̄xµ+ as active
variables in the formalism. The truncation of the phonon branch of the hierarchy is, there-
fore, performed on the level of two-phonon-assisted density matrices. Let us now concentrate
on eliminating correlated parts δnx̄xµ+ρ− and δnx̄xµ+ρ+ from the formalism. The strategy to
accomplish this goal is essentially similar to the one used to eliminate single-phonon-assisted
density matrices in Refs. [71, 115]. Namely, in equations of motion for δnx̄xµ+ρ− and δnx̄xµ+ρ+ ,
three-phonon-assisted density matrices are present. In order to close the phonon branch of hi-
erarchy, we factorize them into all possible combinations of phonon distribution functions and
phonon-assisted electronic density matrices and neglect their correlated parts. The strategy is
similar to the one employed in Eqs. (3.64) and (3.65), for example,
〈X†x̄′Xx′b†µb†ρbσ〉 = δρσnx̄′x′µ+nphρ + δµσnx̄′x′ρ+nphµ . (3.72)
The evolution of δnx̄xρ+σ− is then governed by




























A similar equation describes the evolution of δnx̄xρ+σ+ . We now solve Eq. (3.73) in Markov and
adiabatic approximations [118, 119] to obtain









Γσx̄′x̄D(~ωx̄ − ~ωx̄′ − ~ωσ)nx̄′xρ+
+ (1 + nphρ )
∑
x̄′




Γρ∗x′xD∗(~ωx − ~ωx′ − ~ωρ)n∗x′x̄σ+ ,
(3.74)
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where






The details on the application of Markov and adiabatic approximations to solve Eq. (3.73) can
be found in Appendix C. We thus expressed two-phonon-assisted electronic density matrices in
terms of one-phonon-assisted electronic density matrices. When these results are inserted in
Eq. (3.69), we neglect all terms involving principal values which, in principle, lead to polaron
shifts in energies [90, 119]. Furthermore, we note that the inserted terms involve multiple sum-
mations over exciton indices x, which are cumbersome to evaluate, and we use the so-called
random phase approximation to simplify the expression obtained. In essence, the random phase
approximation consists of neglecting sums over correlated parts of one-phonon-assisted elec-
tronic density matrices (which are complex-valued quantities) due to random phases at different
arguments of these density matrices [90]. This approximation is easier to understand and justify
when we transfer to a particular representation for the exciton index x. Appendix D.1 is devoted
to a detailed discussion on the application of the random phase approximation. Here, we only
cite the final expression for (∂tnx̄xµ+)higher under the approximations employed
(∂tnx̄xµ+)higher = −γx̄xµnx̄xµ+ , (3.76)















It was recognized that this form of the coupling to higher-order phonon-assisted electronic den-
sity matrices is at variance with the energy conservation [72, 90, 120]. In this work, we will use
the following form of the coupling to higher-order phonon-assisted density matrices:
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where γx̄xµ is, as before, defined by Eqs. (3.77) and (3.78). This form of (∂tnx̄xµ+)higher is
compatible with the energy conservation, as long as the matrix elements of the carrier–phonon
interaction Γµx̄x are purely real, which is the case relevant for our numerical investigations in the
following chapters. Here, let us only mention that the rate at which the total energy changes after
the pulse is equal to the rate at which the carrier–phonon interaction energy changes due to the
coupling of the single–phonon–assisted electronic density matrices nx̄xµ+ to density matrices
with higher-order phonon assistance,








It is then clear that, if all Γµx̄x are real, the form of (∂t nx̄xµ+)higher given in Eq. (3.79) does not
violate the energy conservation. Furthermore, as nx̄xµ+ describes the elementary process in
which an exciton initially in the state x is scattered to the state x̄ emitting a phonon from the
mode µ, the reverse microscopic process, described by nxx̄µ− = n∗x̄xµ+ , is also possible, so in
the differential equation for nx̄xµ+ the quantity n∗x̄xµ+ may appear. Further comments on the
energy conservation are given in Appendix D.2.
Similar strategy can be adopted to simplify the coupling to electronic density matrices with
higher-order phonon assistance in Eqs. (3.67) and (3.68), with the final result






and Γx is defined in Eq. (3.78).
The interrelations between relevant density matrices in the resulting hierarchy of equations,
which consists of Eqs. (3.48), (3.49), (3.66), (3.67), (3.68), (3.79), and (3.81), are schematically
presented in Fig. 3.1.
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Figure 3.1: Active variables in the density matrix formalism and their mutual
relations in the resulting hierarchy of equations. The direction of a straight arrow
indicates that in the equation for the variable at its start appears the variable at its
end. Loops represent couplings to higher-order phonon-assisted density matrices
[see Eqs. (3.69), (3.70) and (3.71)] which are truncated so that the particle number
and energy of the free system are conserved.
3.5.3 Another View of the Second-Order Semiconductor Dynamics
This section presents another standpoint from which the semiconductor dynamics up to the sec-
ond order in the exciting field may be regarded. We have already emphasized that we work in
the approximation of weak exciting field and low carrier densities. Let us now demonstrate that
retaining only contributions up to the second order in the optical field is essentially equivalent to
confining our description to the subspace of two-particle, i.e., single-exciton states. This demon-
stration also provides us with a technically less demanding procedure of obtaining the equations
of motion for relevant density matrices.





xXx, meaning that subspaces of n-exciton states are invariant under the
action of Hc. In other words, Hc, as well as the commutation relations of exciton operators
[Eq. (2.51)], can be expressed in terms of an infinite series of normally ordered products of
exciton creation and annihilation operatorsX†x andXx [121]. The nth term of this series contains









x̄1 . . .X
†
x̄nXx1 . . .Xxn. (3.83)
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The expansion coefficients hx̄1...x̄nx1...xn are then determined order by order, starting from the zero-
order term, and using the fact that the normal-ordered product of n exciton creation and n exciton
annihilation operators reduces to zero in all m-exciton subspaces in which m < n. This pro-
cedure enables one to reduce the description of the dynamics to a subspace containing at most
n ≥ 1 excitons.
Having in mind that the relevant purely electronic density matrices within the second-order
formalism are yx = 〈Xx〉 and nx̄x = 〈X†x̄Xx〉, it is clear that the part of Hc relevant for the
























The HamiltonianHc−f [Eq. (2.38)] of the interaction with optical field is responsible for exciton

























where four-index coefficients C x̄
′x′
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Equations of motion for the density matrices relevant for the second-order semiconductor dy-
namics are then obtained by considering the time evolution with respect to the total Hamiltonian
[Eqs. (2.34)–(2.38)] that is reduced up to the single-exciton subspace [122] and expressed in










































= δxx̄, i.e., to consider excitons as noninteracting bosons. The viewpoint
on the second-order semiconductor dynamics presented here will be used in our treatment of a
transient absorption experiment in Sec. 5.4.2.
3.5.4 Schematic Picture of the Second-Order Semiconductor Dynamics
This section is devoted to a general qualitative analysis of the semiconductor dynamics described
by Eqs. (3.48), (3.49), (3.66), (3.67), (3.68), (3.79), and (3.81). The analysis is aimed at providing
a schematic picture of carrier dynamics induced by a pulsed optical excitation of a semiconduc-
tor.
Coherent and Incoherent Quantities
Let us start from the general observations we made in Sec. 3.1. Namely, we mentioned that
interband polarizationsYab typically decay very fast following a pulsed semiconductor excitation,
whereas the electron (Cab) and hole (Dab) populations and coherences typically exist for a long
time after the decay of interband polarizations (and the vanishing of the external excitation). In
other words, quantities Yab are of transient character and their presence in the system requires
the action of an external driving field with energy on the scale of the band gap Eg. On the other
hand, quantities Cab and Dab are long-living.
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It seems plausible to classify semiconductor excitations on the basis of whether or not they
remain in the system at times (measured from the end of the exciting pulse) exceeding the de-
phasing lifetime of the interband polarizations [102]. Generally speaking, coherent quantities
assume nontrivial values only if an external excitation is present, whereas incoherent quantities
are also present after the excitation on time scales that are much longer than the lifetime of the
interband polarizations. In this sense, density matrices Yab are coherent quantities, while Cab
and Dab are incoherent quantities.
In order to decide whether a given density matrix belongs to the group of coherent or inco-
herent quantities, one should analyze its free propagation. In the case of Yab, Eq. (3.4) gives
i~ (∂tYab)free = (ǫ
c
b − ǫva)Yab, (3.90)
while using Eq. (3.5) we obtain that the free evolution of Cab is governed by
i~ (∂tCab)free = (ǫ
c
b − ǫca)Cab. (3.91)
While the energy difference EY = |ǫcb − ǫva| appearing in Eq. (3.90) is of the order of Eg (it
describes the promotion of an electron from the valence to the conduction band), the energy dif-
ference EC = |ǫcb − ǫca| is typically at least an order of magnitude smaller than Eg (it describes
the electron transition between two conduction-band states). Since quantities Yab describe pro-
cesses involving substantial energy exchanges, they need external driving to be sustained. After
the external excitation fades out, scattering mechanisms (e.g., the carrier–phonon interaction)
lead to a rapid decay of Yab. On the contrary, quantities Cab describe processes involving only
minor energy exchanges, and as such do not need external driving to be sustained. They can exist
within the system for a long time after the excitation, since scattering processes may equilibrate
them, but do not destroy them.
The preceding discussion enables us to establish the following criterion for the coherence or
incoherence of a given density matrix 〈A〉, where A is a (normal-ordered) product of creation
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and annihilation operators of carriers and phonons. The free evolution of 〈A〉 is governed by
i~ (∂t〈A〉)free = EA〈A〉. (3.92)
If |EA| approximately equals ng = 1, 2, . . . times the band gap Eg, density matrix 〈A〉 involves
ng interband transitions and is classified as a coherent quantity. If, on the contrary, EA ≈ 0,
density matrix 〈A〉 is classified as an incoherent quantity. It is worth noting that this definition
of coherence is not formal, and as such it requires certain knowledge about the band structure of
the solid and its phonon spectrum. In this regard, we assume that the typical phonon energy is
at least an order of magnitude smaller than the band gap Eg and is, therefore, comparable to the
typical carrier intraband transition energy.
Let us now decide which of the quantities yx, yxµ±, nx̄x,and nx̄xµ+ are coherent, and which
are incoherent. The free evolution of yx [Eq. (3.39)] and yxµ± [Eqs. (3.67) and (3.68)] suggests
that these three quantities are coherent. On the contrary, the free evolution of nx̄x [Eq. (3.40)]
and nx̄xµ+ [Eq. (3.66)] points towards the incoherent nature of these two quantities.
The discrimination among transient and long-living quantities can be utilized to efficiently
integrate Eqs. (3.48), (3.49), (3.66), (3.67), (3.68), (3.79), and (3.81). Namely, coherent quan-
tities have to be resolved on very short time scales, while they do not have to be followed on
longer time scales due to their fast decay. On the other hand, the time scales on which incoher-
ent quantities have to be resolved are much longer. The time step for the numerical integration
of Eqs. (3.48), (3.67), (3.68), and (3.81) can be substantially reduced if we explicitly separate
out the free evolutions of coherent quantities yx and yxµ± , i.e., we integrate equations of motion





The explicitly separated free rotations are quite fast (their frequencies are of the order of Eg/~),
while the time scales on which quantities ỹx and ỹxµ± exhibit appreciable changes are typically
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orders of magnitude slower, meaning that the time step with which their evolution should be
followed is much longer than h/Eg.
Analysis of the Semiconductor Dynamics
An optical excitation of sufficient energy (of the order of the band gapEg) initially creates coher-
ent quantities yx and yxµ± . Let us cite here the source term (the term proportional to the exciting









E(t) (y∗x̄Mx −M∗x̄yx) . (3.95)
Comparing the last two equations, we see that the source term in equation for nx̄x is identical
to the source term for quantity y∗x̄yx which, according to Eq. (3.47), represents the coherent part
of quantity nx̄x. Therefore, during the action of the pulse, exciton populations nxx and exciton–
exciton coherences nx̄x (x̄ 6= x) start to build up, their sources being interband polarizations.
The next sequence of the dynamics sees the decline of coherent densities due to the scattering
with phonons, while incoherent exciton populations and exciton–exciton coherences increase.
The scattering mechanisms typically become active already during the excitation, so that the
decay of coherent quantities is almost completed by the end of the pulse. Moreover, scattering
events also lead to a redistribution of exciton populations and a slow decay of exciton–exciton
coherences, which is taken into account by the nontrivial time evolution of phonon-assisted
density matrices nx̄xµ+ . After the pulse has vanished, due to the constancy of the total number
of excitons [Eq. (3.54)], coherent exciton populations |yx|2 are converted into incoherent exciton
populations n̄xx on a time scale that ranges from a couple of femtoseconds to a couple of tens
of femtoseconds. On the other hand, density matrices nx̄x and nx̄xµ+ influence the dynamics
on much longer time scales after the end of the excitation. Eventually, single-phonon-assisted
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density matrices nx̄xµ+ are expected to vanish, while exciton–exciton coherences may vanish or,
more generally, reach some steady-state values. The exciton populations are then expected to
reach their equilibrium or, more generally, steady-state values [71].
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Ultrafast Dynamics of Exciton Formation
and Relaxation in Photoexcited Neat
Semiconductors
This chapter is devoted to a detailed investigation of exciton formation and early stages of exciton
relaxation in a neat semiconductor excited by a pulsed optical excitation. As has been discussed
in Ch. 1, the findings obtained in such a study are not only interesting per se, but may also have a
broader impact on our understanding of the very initial stages of the light-to-current conversion
in OSCs. A brief summary of existing experimental and theoretical results that are relevant for
the topic is provided in Sec. 4.1. In Secs. 4.2 and 4.3, we present our results regarding picosecond
exciton dynamics in a photoexcited neat semiconductor. The content of these two sections is
based upon our article [89]. Further discussion on our results and their broader significance are
topics of Sec. 4.4.
4.1 Theoretical and Experimental Background
The nature of primary photoexcitations in pristine semiconducting polymers has been a subject
of intense scientific debate. Historically, there are two different standpoints from which the
origin of semiconducting properties of conjugated polymers has been considered [15, 44, 45].
The energy-band picture of electrons in semiconducting polymers, epitomized by the Su–
Schrieffer–Heeger model, was developed for a perfect, infinite, one-dimensional polymer chain,
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as has been discussed in Ch. 1. The energy band gap arises due to the alternation of single
and double bonds between consecutive carbon atoms in the polymer chain. Then, the Peierls
instability in a one-dimensional system at half-filling opens up the energy gap between the com-
pletely filled π band and the completely empty π∗ band, therefore the polymer chain shows
semiconducting properties. However, such a view of conjugated polymers entirely neglects the
electron–electron correlation and the electron–hole interaction, thus interpreting the optical ab-
sorption as an electronic transition from the valence band to the conduction band and generation
of essentially free charges, just as in typical inorganic semiconductors.1
Semiconducting properties of a polymer chain may also be understood by using the molecular
picture. Successive molecular repeat units along the chain are mutually coupled. Therefore, due
to the translational symmetry of the chain, this coupling of neighboring molecular units leads to
the broadening of molecular energy levels and formation of bands. The π and π∗ bands arise from
HOMO and LUMO orbitals of molecular repeat units and represent the valence and conduction
band, respectively. Let us point out that, in the molecular picture, it is the electronic coupling
between repeat units that is at the heart of the semiconducting properties of a perfectly ordered
polymer chain. They are independent on whether or not the system shows bond alternation or
aromaticity. The molecular picture considers the Coulomb interaction to be strong, so that an
optical excitation of a conjugated polymer results in the formation of a neutral excited state, i.e.,
a strongly bound electron–hole pair.
Time-resolved studies of the dynamics of photoinduced electronic excitations in neat con-
jugated polymers on multiple time scales [46, 47] suggest that the nature of excitations is com-
plex and dependent on the time scale on which they are observed. Experimental insights into
the temporal evolution of photoexcitations are provided by studying the time-dependent emis-
sion following the initial light absorption. A suitable experimental technique is embodied in the
so-called time-resolved fluorescence up-conversion (TR-FU) spectroscopy, which extracts infor-
mation of interest from the fluorescence decay. TR-FU spectroscopy presents a selective probe
1Let us note that present discussion emphasizes the importance of the Coulomb interaction and does not consider
the role of the carrier–phonon interaction in this process. In this sense, having in mind that, within the energy-band
picture, the carrier–phonon coupling is strong, it is more appropriate to say that the optical absorption across the
band gap creates a pair of positively and negatively charged polarons.
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of neutral photoexcitations and is thus well suited to gain insight into the dynamics of exciton
formation and relaxation. The major part of the fluorescence decay occurs on time scales span-
ning the range from 100 fs to 1 ns, so that the time-resolved fluorescence spectroscopy requires
short laser pulses and instrumentation featuring high temporal resolution. We now describe the
essence of the TR-FU technique [46, 123]. The sample is first excited by means of an ultrashort
pump pulse, which triggers its fluorescence. After a certain time delay τ , the sample is irradiated
by the probe laser pulse, which is then, together with the fluorescence, confocused on a nonlinear
optical (NLO) crystal. The NLO crystal serves to enhance the fluorescence of the sample by the
sum-frequency generation with the probe pulse, which results in the up-converted fluorescence
signal (the down-converted signal would be generated by the difference-frequency generation).
The up-converted signal is then spectrally analyzed and its intensity and polarization are mea-
sured. The fluorescence dynamics at different emission wavelengths can be studied by a suitable
reorientation of the NLO crystal. The time evolution of the fluorescence signal can be obtained
by performing the described measurement for different time delays τ of the probe laser pulse
with respect to the pump laser pulse. By identifying the time scales involved in the fluorescence
decay at various emission wavelengths, one can gain a detailed insight into the photophysics of
the material of the sample.
Let us now summarize (without going into materials-specific details) the main results pre-
sented in Refs. [46, 47]. The experiments provide evidence that, directly (. 100 fs) after the
photoexcitation across the band gap, delocalized electrons and holes in their respective energy
bands are formed. This is followed by the relaxation of electrons and holes towards the band
edges and the formation of bound electron–hole pair states on a time scale of ∼ 500 fs–1 ps.
Further relaxation of excitons thus formed occurs on multiple time scales, ranging from hun-
dreds of femtoseconds to tens of picoseconds. Therefore, the experiments suggest that the exci-
ton formation, i.e., the build-up of the Coulomb correlation between electrons and holes, is not
an instantaneous process (as assumed in the molecular picture), but a rather complex process
happening over a range of time scales.
Theoretical investigations of the dynamics of exciton formation in organic semiconductors
are rather scarce. In the literature, there are reports on the dynamics of exciton formation from
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an initial state of two opposite charges in organic semiconductors. It was typically modeled by
simulating the time evolution of empirical Hamiltonians applied to small systems, where the
effects of the lattice are not included at all or are treated classically [124, 125]. These studies
were motivated by applications in organic light-emitting diodes, whose working mechanism is
in some sense the reverse of the working mechanism of OSCs. The dynamics of light-induced
exciton formation in organic semiconductors has not received wider theoretical attention, mainly
because of the challenges related to the treatment of strong carrier–carrier and carrier–phonon
interactions. One should explicitly and simultaneously consider the interaction with the optical
field generating electronic excitations, the Coulomb interaction causing the binding of electrons
and holes into excitons, the carrier delocalization, and the carrier–phonon coupling that is re-
sponsible for relaxation processes. Apart from the treatment of the rather strong Coulomb in-
teraction, a matter of concern to the theoretical modeling is also the carrier–phonon coupling,
which is commonly considered to be quite strong in organic semiconductors. As a result, carriers
are expected to undergo strong phonon-induced renormalization and have polaronic character,
meaning that the treatment of the carrier–phonon coupling should be essentially unperturbative.
However, in Ref. [126], a microscopic treatment of the carrier–phonon coupling in a crystalline
organic semiconductor provided evidence for nonpolaronic nature of charge carriers. With this
result in mind, in this thesis, we content ourselves with the essentially perturbative treatment of
the carrier–phonon coupling that has been presented in Ch. 3. The treatment of the Coulomb
interaction in Ch. 3 effectively neglects electron–electron and hole–hole interactions, which is
a sufficiently good approximation in the low-density regime we are concentrated on. It, how-
ever, treats the electron–hole interaction, which is the most important ingredient in the exciton
formation process, properly in the low-density limit. On subpicosecond and picosecond time
scales, which are of our main interest, the effects of exciton recombination can safely be ne-
glected, since the exciton lifetime in most organic semiconductors is of the order of hundreds of
picoseconds [127]. Therefore, we are confident that the theoretical treatment introduced in Ch. 3
can provide us with meaningful insights into the dynamics of exciton formation and relaxation
on ultrafast time scales.
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4.2 Model Description
4.2.1 One-Dimensional Semiconductor Model
The exciton formation and relaxation dynamics are studied in a two-band one-dimensional semi-
conductor model. We use a tight-binding model on a one-dimensional lattice with N sites and
lattice spacing a to describe the semiconductor. Periodic boundary conditions are used. The



























(c†ici − d†idi)Vij(c†jcj − d†jdj).
(4.1)
Operators c†i and ci (d
†
i and di) create and annihilate an electron (a hole) at lattice site i. It
is assumed that the carrier transfer integrals Jc, Jv are nonzero only among nearest-neighbor
pairs of sites. The Coulomb interaction is taken into account in the lowest monopole–monopole










The Ohno potential is commonly used to describe the electron–electron interaction in conju-
gated polymers [77]. U is the on-site carrier–carrier interaction, while a0 is the characteristic
length given as a0 = e2/(4πε0εrU), where εr is the static relative dielectric constant. This
form of carrier–carrier interaction is an interpolation between the on-site Coulomb interaction
U and the ordinary Coulomb potential (in which the static relative dielectric constant is taken)
e2/(4πε0εrr) when r → ∞ (see, e.g., the discussion on the effective electron–hole interaction
in Ref. [86]). The interaction with phonons is taken to be of the Holstein form, where a charge
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Despite the fact that the carrier–phonon interaction in real materials has a more complicated
form, we choose for our numerical investigations its simplest possible form [Eq. (4.3)] capable










where dcv denotes the interband dipole matrix element.
As the system described is translationally symmetric, we can transfer to the momentum space














fork1, k2 ∈ VB, (4.6c)
V vvccpqkl = δk+q,p+lVk−l, V
vccv
plkq = 0. (4.6d)

















. We take that the signs of the transfer integrals are Jc > 0, Jv < 0. The
constant energy ǫc0 > 0, while ǫ
v
0 < 0 is chosen so that the maximum of the valence band is
the zero of the energy scale. Vk−l is the Fourier transformation of the Ohno potential and it is
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The translational symmetry of our model enables us to efficiently solve the eigenvalue prob-
















Equation (4.9) shows that each exciton state x is characterized by the sumQ = kh+ke, which can
be interpreted as the center-of-mass wave vector of the electron–hole pair. The wave vectorQ can
assumeN possible values that are of the type given in Eq. (4.7). Therefore, instead of regarding
Eq. (4.9) as the eigenvalue problem of an N2 × N2 matrix, we can regard it as N independent
eigenvalue problems (one for each allowed value of Q) of matrices of dimension N × N . We
thus obtain N2 exciton eigenstates, which are counted by Q and the so-called band index ν =
0, 1, . . . , N−1. The band index enumerates the distinct eigenstates of the aforementionedN×N
matrix. WhileQ characterizes the motion of the pair as a whole, ν describes the internal motion
of the pair, see also a more general discussion in Appendix D.1. As an efficient and numerically
accurate tool to solve the eigenvalue problem embodied in Eq. (4.9), we used routines provided
by the Linear Algebra Package (LAPACK), which is a standard software library for numerical
linear algebra. In our computations,N is of the order of 100, and the solution of 100 eigenvalue
problem of matrices of dimension 100×100 takes a couple of seconds on a single processor. The
numerical complexity lies in the integration of the system of quantum kinetic equations, which
will be addressed in more detail in Sec. 4.3.
The general index of an exciton state x should be, in all practical calculations, replaced by
combination (Q, ν). This has the following consequences on the matrix elements in the exciton
basis: dipole matrix elements [Eq. (3.50)] reduce to
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Due to the translational symmetry of our model, only the dynamic variables for which the
total created wave vector is equal to the total annihilated wave vector will acquire nontrivial
values in the course of the system’s evolution. For example, from all the density matrices y(Qν),
only those with Q = 0 can have nonzero values.
Our objective is to analyze, within the framework of this relatively simple model, the charac-
teristic time scales of exciton formation and relaxation in a photoexcited semiconductor, along
with the impact that various model parameters have on these processes. Basic parameters in
our model are transfer integrals Jc and Jv (which determine bandwidths of the conduction and
valence bands), electron–phonon coupling constants gc and gv, the phonon energy ~ωph, the
dielectric constant εr, and the on-site Coulomb interaction U . We will, throughout the compu-
tations, assume for simplicity that |Jc| = |Jv| = J and gc = gv = g.
4.2.2 Parametrization of the Model Hamiltonian
As has been discussed in more detail in Ch. 1, the main differences between a typical organic and
inorganic semiconductor can be expressed in terms of bandwidths, dielectric constant, and the
carrier–phonon interaction strength, see, e.g., Ref. [6]. Namely, inorganic semiconductors are
characterized by wide bands and high value of dielectric constant (good dielectric screening),
whereas organic semiconductors have narrow bands and small value of dielectric constant (the
Coulomb interaction is poorly screened). The carrier–phonon interaction is generally stronger in
organic than in inorganic semiconductors. Having all these facts in mind, we propose two sets of
model parameters which assume values typical of an organic and inorganic semiconductor. Val-
ues of our model parameters are adjusted to material parameters of bulk GaAs for the inorganic
case and pentacene crystal for the organic case. Values of carrier–phonon coupling constants are
chosen to correspond to typical values of mobility and/or typical values of the polaron binding
energy.
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The lattice constant is fixed to a = 1 nm for both organic and inorganic parameter sets. Typ-
ical bandwidths in organic semiconductors are W ∼ 500 meV [6], which corresponds to the
transfer integral of J ∼ 125 meV in our one-dimensional model. On the other hand, inorganic
semiconductors usually exhibit bandwidths of several electronvolts [6], and we take in our cal-
culations the value of the transfer integral J = 500 meV. The dielectric constant in a typical
inorganic semiconductor is of the order of 10 and in the calculations we take the value of static
dielectric constant of GaAs εr = 12.9. For a representative value of the dielectric constant in
organic semiconductors we take εr = 3.0. The value of the on-site Coulomb interaction U is
chosen to give the correct order of magnitude for the exciton binding energy, which is calculated
numerically as the energy difference between the lowest-lying exciton state (Q = 0, ν = 0)2 and
the single-particle band gap at Q = 0, cf. Eqs. (2.75)–(2.77). For the organic parameter set,
we set U = 480 meV, which gives the exciton binding energy of around 320 meV, while for the
inorganic parameter set U = 15 meV and the corresponding exciton binding energy is roughly
10 meV.
The carrier–phonon coupling constants for the inorganic case are estimated from the mobility
values. The mobility of carriers is estimated using the relation µ = eτ/m∗, where τ is the
inelastic scattering time, e > 0 is the elementary charge, andm∗ is the effective mass of a carrier.
For cosine bands considered here, m∗ = ~2/ (2|J |a2) in the vicinity of the band extremum. The
scattering time is estimated from the expression for the carrier–phonon inelastic scattering rate















where nph = (eβ~ωph − 1)−1. Therefore, the carrier–phonon coupling constant in terms of the
carrier mobility reads as












2Here, the lowest band of exciton states is ν = 0, while the integer index of the lowest-energy Wannier exciton
in Sec. 2.3.1 is n = 1.
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Table 4.1: Values of model parameters that are representative of a typical organic
and inorganic semiconductor. References from which the values of material pa-
rameters are extracted are indicated.
Parameter Inorganic Organic
Eg (meV) 1519 [115] 2000 [130]
J (meV) 500 125
εr 12.9 [115] 3.0 [6]
g (meV) 25 40
~ωph (meV) 36.4 [115] 10.0 [131, 132]
U (meV) 15 480
Using the value of the electron mobility in GaAs at 300 K, µe ≈ 8500 cm2/(Vs) [128], we obtain
g ≈ 25 meV.
We can also estimate the carrier–phonon coupling constants from the polaron binding energy.
As an estimate of this quantity, we use the result of the second-order weak-coupling perturbation













It is known that polaron binding energies in typical inorganic semiconductors are ǫpolb ∼ 1 meV
and we use this fact along with Eq. (4.14) to check our estimate for g from the value of mobility;
for g ≈ 25 meV, we obtain ǫpolb ≈ 2 meV. The polaron binding energies in polyacenes lie in the
range between 21 and 35 meV [17]. The value of g in the set of model parameters representative
of organic semiconductors was estimated from the polaron binding energy in pentacene, which
is around 20 meV. We obtain that g ≈ 40 meV. The values used for the organic/inorganic set of
parameters are summarized in Table 4.1.
The form of the electric field is assumed to be a rectangular cosine pulse
E(t) = E0 cos(ωct)θ(t+ t0)θ(t0 − t), (4.15)
where ωc is the central frequency of the field and θ(t) is the Heaviside step function. Time t0
is chosen large enough so that the pulse is so spectrally narrow that the notion of the central
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Table 4.2: Numbers of active density matrices in the most general case (the first
two columns) and the case specific to our model (the last two columns). The wave
vectors appearing as arguments of the density matrices listed in the third column
assume the form given in Eq. (4.7).




3 y(qν)q+ N × nband
yxµ− N
3 y(−qν)q− N × nband
nx̄x N




frequency makes sense. On the other hand, the pulse should be as short as possible, so that after
its end we observe the intrinsic dynamics of our system, the one which is not accompanied by
the carrier generation process, but merely shows how initially generated populations are redis-
tributed among various states. Trying to reconcile the aforementioned requirements, we choose
t0 = 250 fs. The amplitude of the electric field E0 and the interband dipole matrix element dcv
are chosen so that we stay in the low-density regime; particularly, we choose them so that the
corresponding Rabi frequency ~ωR = dcvE0 assumes the value of 0.2 meV, which is smaller
than any energy scale in our problem and ensures that the excitation is weak.
4.3 Numerical Results
In order to quantitatively study the process of exciton formation during and after a pulsed excita-
tion of a semiconductor, we solve the system of quantum kinetic equations for electronic density
matrices yx and nx̄x, and their single-phonon-assisted counterparts [Eqs. (3.48), (3.49), (3.66),
(3.67), and (3.68) supplemented with Eqs. (3.79) and (3.81)] using the fourth-order Runge–Kutta
algorithm [133]. The model described in Sec. 4.2.1 features N2 exciton states and N phonon
modes in total. The total numbers of density matrices of various types are presented in the second
column of Table 4.2. However, in actual computations, the number of active density matrices is
further reduced by combining the translational symmetry of the model with the fact that the cen-
tral frequency of the excitation and the thermal energy crucially determine the number of exciton
states that can be involved in the ultrafast dynamics. For the sake of convenience in numerical
implementation, in our computations, we do not select a certain number of lowest-lying exciton
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states, but deal only with whole exciton bands, and consider only nband lowest-lying bands. For
the given central frequency ωc of the excitation, we take into account all the bands whose minima
lie below ~ωc + αkBT , where α ∼ 5 is a numerical constant. We have explicitly checked that
employing higher values of α does not significantly change our numerical results. The forms of
the active density matrices that take into account the translational symmetry of our model are
summarized in the third column of Table 4.2. The fourth column of Table 4.2 lists the numbers
of various types of density matrices that are actually considered in computations. In the com-
putations whose results are presented in Sec. 4.3.1, we take N = 101, while nband is typically
around 25, so that the total number of single-phonon-assisted density matrices n(Q−q,ν̄)(Qν)q+
typically ranges between 5 × 106 and 107. Since the numbers of the active density matrices of
other types are much smaller, see the fourth column of Table 4.2, the system of mutually coupled
differential equations that we have to solve contains around ten million equations in total. It is
then clear that high performance computing (HPC) resources play a crucial role in solving such
a large system of equations in a reasonable amount of time. Our computations are performed on
the PARADOX supercomputing facility at the Scientific Computing Laboratory of the Institute
of Physics Belgrade. We construct our own C program that can be run in parallel on a num-
ber of processors. The communication between different processors is accomplished by using
Message Passing Interface (MPI) routines. In order to keep this communication at a reasonable
level, at each time step, all of the processors keep information about all of the active density
matrices.3 The parallelization scheme that we adopt, therefore, does not involve the reduction in
size of the memory space used by individual processors, but rather reduces the execution time
by evenly dividing numerical effort between processors. Namely, each of the processors effec-
tively computes time evolution of only a portion of the total number of each of the five types
of active density matrices listed in Table 4.2, while the values of all the other density matrices
are set to zero. This is schematically depicted in Fig. 4.1, in which processor Pi computes only
portion i (in gray) of the active density matrices. After the calculations in one time step have
3Since one time step in fourth-order Runge–Kutta method consists of four substeps, this also holds in individual
substeps.
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Figure 4.1: Schematic view of the parallelization scheme implemented in our own
C program that performs integration of the system of quantum kinetic equations.
Each row shows the memory space allocated by individual processors. Columns
show the division of the memory space into portions. In row i, only the density
matrices in the portion in gray (Portion i) are actually propagated in time by pro-
cessor Pi.
been completed, a simple column-wise summation of the results obtained on individual proces-
sor ensures that all of the processors have information on all of the active density matrices. Our
computations were typically performed on 64 or 128 CPU cores. Regarding the time step for
numerical integration of the system of quantum kinetic equations, after separating out the fast
free evolution of coherent quantities yx and yxµ± [see Eq. (3.93)], the equations for quantities
ỹx, ỹxµ± , nx̄x, and nx̄xµ+ can be integrated with the same time step ∆t = 0.8 fs. Therefore,
computing 5 fs of exciton dynamics requires 6250 time steps. In the computations whose results
are presented in Sec. 4.3.1, each time step lasts for around 2.5 s, meaning that 5 fs of exciton
dynamics is typically computed within ca. 5 hours.
If not explicitly states otherwise, the computations are performed for the temperature T =
300 K and the central frequency of the pulse equal to the single-particle gap (~ωc = Eg).
The exciton state characterized by pair (Q, ν) is considered bound (unbound) if its energy
~ω(Qν) is smaller (larger) than the smallest (with respect to ke) single-particle energy difference




0 − ǫv0 − 2
√
(Jc)2 + (Jv)2 − 2JcJv cos(Qa). (4.16)
An unbound exciton may be considered as (quasi)free electron and hole, so this way it is possible
to distinguish between bound excitons and free carriers.
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The exciton formation and the initial stages of exciton relaxation are examined by following










The quantity Nincoh,b represents the number of truly bound electron–hole pairs that exist even
after the optical field has vanished and, as such, is the direct measure of the efficiency of the ex-
citon formation process. We will, when useful, also consider the number of incoherent excitons





The quantities Nincoh,b and Nincoh,ν will be normalized to the total number of excitons Ntot
defined in Eq. (3.54), which is conserved after the excitation.
4.3.1 Organic Set of Parameters
We start this section by an overview of the properties of the exciton spectrum shown in Fig. 4.2(a)
that will be relevant for further discussion of the exciton formation process. The lowest band of
exciton states is energetically well separated from the rest of the spectrum, the energy separation
between the minima of the bands ν = 0 and ν = 1 being around 200 meV, which is much
larger than both the value of kBT at room temperature and the phonon energy in our model (see
Table 4.1). As a consequence, downward transitions that end on the lowest exciton band start
almost exclusively from the states on ν = 1 band and an exciton, which is at some instant in a
state on the ν = 0 band, cannot be scattered to an unbound exciton state.
We briefly comment on the size of the exciton for these values of model parameters. From
the exciton wave function ψ(Qν)Q−ke,ke in k space, we can obtain the exciton wave function in real
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Figure 4.2: (a) Exciton spectrum for the organic set of parameters. Dots repre-
sent individual exciton states (Q, ν), while thick red line is the boundary between
bound and unbound exciton states computed using Eq. (4.16). (b) Squared mod-
ulus of the wave function that describes the relative motion of an electron–hole
pair [Eq. (4.21)] calculated for different states (Q = 0, ν). Mean electron–hole
separations in these states are 0.7 a (ν = 0), 2.5 a (ν = 1), 4.6 a (ν = 2), and 7.8 a
(ν = 3). Computations are performed for N = 101.
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The exciton wave function in real space is a product of the plane wave that describes the motion
of the center of mass with the wave vector Q and the wave function of the relative motion of an








The latter part is directly related to the exciton size. We calculated squared modulus of the wave
function of the relative motion of a pair for states (Q = 0, ν) in various bands. The result is
shown in Fig. 4.2(b). It is clearly seen that an electron and a hole are tightly bound in these states
and their relative separations are of the order of lattice constant, which is the typical value for the
exciton radius in organic semiconductors. We point out that this does not mean that an exciton
is localized; due to the translational symmetry of our system, it is delocalized over the whole
lattice, as described by the plane-wave factor in the total wave function of a pair. Moreover, we
note that the system size N = 101 is large enough for the results to be numerically accurate, as
it is much larger than the typical size of the exciton in a bound state.
Let us first discuss the exciton formation process for different central frequencies of the ex-
citing pulse. We have considered central frequencies in resonance with (Q = 0, ν = 1) state,
(Q = 0, ν = 2) state, single-particle gap Eg, and the central frequency which is 100 meV above
the band gap. As can be noted from Fig. 4.3, raising the central frequency of the laser field leads
to lower relative number of incoherent bound excitons. Namely, the higher is the central fre-
quency, the higher (in energy) are the bands in which the initial coherent exciton populations are
created and the slower is the conversion of these coherent populations to incoherent populations
in lower exciton bands. However, in the long-time limit, the relative number of incoherent bound
excitons should not depend on the central frequency of the laser, but tend to the value predicted
by the Maxwell–Boltzmann distribution, which is above 99%. Such a high value is due to the
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Figure 4.3: Time dependence of the relative number of incoherent bound excitons
for different central frequencies of the pulse. The dashed vertical line marks the
end of the pulsed excitation.
large energy separation between the lowest exciton band and the rest of the spectrum. We can
thus infer, based on Fig. 4.3, that the semiconductor dynamics right after the pulsed excitation
shows highly nonequilibrium features. Relaxation towards equilibrium occurs on a time scale
longer than the picosecond one.
Next, we consider the dependence of the exciton formation process on temperature. The
temperature enters our model only through phonon numbers nph. The overall behavior of the
relative number of incoherent bound excitons for different temperatures is presented in Fig. 4.4.
During the pulse, the relative number of incoherent bound excitons is highest for T = 300 K
and lowest for T = 100 K, which is the consequence of the fact that scattering processes from
higher-lying exciton bands (in which initial coherent exciton populations are created and which
are situated both in the pair continuum and below it) towards lower-lying exciton bands are most
efficient at T = 300 K. After the generation of carriers has been completed, phonon-mediated
processes lead to the redistribution of created incoherent excitons among different exciton states
and the relative number of incoherent bound excitons increases with decreasing the temperature,
which is the expected trend. In the inset of Fig. 4.4 we also note that the relative number of in-
coherent bound excitons after the pulse experiences an initial growth followed by a slow decay
at T = 300 K, whereas at T = 100 K it monotonically rises. The initial growth at T = 300 K
is attributed to downward scattering processes, but since at this temperature upward scattering
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Figure 4.4: Time dependence of the relative number of incoherent bound excitons
for different temperatures. The dashed vertical line marks the end of the pulsed
excitation. The inset shows the portions of the same curves after the pulse.
events cannot be neglected, the following slow decay is due to the fact that some exciton bands
situated well below the pair continuum (bands ν = 1, 2, 3) lose excitons both by downward scat-
tering and upward scattering to exciton states which are near to or belong to the pair continuum
[see Figs. 4.5(a) and 4.5(b)]. At T = 100 K, these upward processes are much less probable than
downward processes, thus the decay of the relative number of incoherent bound excitons is not
observed; in Figs. 4.5(c) and 4.5(d) we see that lowest exciton bands (ν = 0, 1, 2) gain excitons,
whereas bands that are near to or belong to the pair continuum (ν = 9, 11, 13 ,15) lose exci-
tons. The population of the lowest exciton band ν = 0 continually grows at all the temperatures
studied, due to the large energetic separation between this band and the rest of the spectrum.
We briefly comment on the behavior of the number of coherent excitons Ncoh and its tem-
perature dependence. Right after the start of the pulse, coherent excitons comprise virtually the
total exciton population, see Fig. 4.6. Due to the carrier–phonon interaction, the relative number
of coherent excitons decays during the pulse, so that at its end coherent excitons comprise around
1% of the total exciton population. The conversion from coherent to incoherent populations is
thus almost completed by the end of the pulse. From the inset of Fig. 4.6, we note thatNcoh/Ntot
exhibits a very fast decay after the pulse has vanished. The time it takes for the ratioNcoh/Ntot to
decay ten times is of the order of 50 fs or less. Therefore, we infer that the transformation from
coherent to incoherent exciton populations takes place on a 50-fs time scale. Based on Fig. 4.6,
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Figure 4.5: Time dependence of the relative population of various exciton bands
for different temperatures, T = 300 K for panels (a) and (c) and T = 100 K for
panels (b) and (d). Panels (a) and (b) concern bands which are well below the pair
continuum (ν = 0, 1, 2, 3), whereas panels (c) and (d) deal with the bands which
are near the continuum (ν = 9) or in the continuum (ν = 11, 13, 15).
















Figure 4.6: Time dependence of the relative number of coherent excitons for dif-
ferent temperatures. The inset shows the portions of the same curves (note the
logarithmic scale on the vertical axis) after the pulse.
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Figure 4.7: Time dependence of: (a) the relative number of incoherent bound
excitons, (b) the relative number of incoherent excitons in the ν = 0 band, for
various values of g. The inset in the panel (a) shows the portions of the same
curves after the pulse.
we also note that the lower is the temperature, the slower is the transformation from coherent to
incoherent exciton populations, which is the expected trend.
We continue our investigation by examining the effects that changes in the carrier–phonon
coupling constant g have on the exciton formation process. Since increasing (lowering) g in-
creases (lowers) semiclassical transition rates, just as increasing (lowering) T does, the changes
in g and T should have, in principle, similar effects on the exciton formation process. Consider-
ing first the relative number of incoherent bound excitons, whose time dependence for different
values of g is shown in Fig. 4.7(a), we note that, after the end of the pulse, it increases with
decreasing g. However, during the pulse, higher values of g lead to more incoherent bound
excitons, as is expected since scattering processes which populate low-energy states are more
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Figure 4.8: Time dependence of the relative number of incoherent bound excitons
for various values of U . The inset shows the portions of the same curves after the
pulse.
intensive for larger g. We also show the time dependence of the relative number of excitons in
ν = 0 band in Fig. 4.7(b). It is observed that the lower is g, the lower is the number of excitons in
the lowest exciton band. This is due to the fact that populations on the lowest band are generated
mainly via scattering processes from the ν = 1 band and these processes are less efficient for
smaller g.
We conclude this section by studying the effects that changes in the on-site Coulomb interac-
tionU have on the process of exciton formation. Changing U has profound effects on the exciton
spectrum. Exciton binding energy lowers with lowering U along with the energy separation be-
tween the band ν = 0 and the rest of the spectrum. We studied the impact of U on the exciton
formation process for three values of U , U = 480, 240, and 48 meV, for which the exciton bind-
ing energy is ∼ 320, ∼ 175, and ∼ 40 meV, respectively. Lowering U lowers the relative number
of incoherent bound excitons, as is shown in Fig. 4.8. Smaller energy separation between the
lowest exciton band and the rest of the spectrum means that phonon-mediated transitions which
start/end on the band ν = 0 can end/start not predominantly on the band ν = 1, but also on
higher exciton bands, which, for lower U , are more certain to belong to the electron–hole pair
continuum than to the part of the spectrum that contains bound pair states. Thus, the lower is
U , the more likely are the dissociation processes in which an exciton, initially in a bound state,
after a phonon-mediated transition ends in an unbound pair state, which explains the observed
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trend in the relative number of incoherent bound excitons. This agrees with the usual picture ac-
cording to which thermal fluctuations are likely to dissociate loosely bound electron–hole pairs.
For U = 48 meV, in the long-time limit and according to the Maxwell–Boltzmann distribution,
around 78% of the total number of excitons should be in bound states, whereas for the other two
values of U this number is above 99%. Thus, the dynamics observed is highly nonequilibrium,
but unlike the cases U = 480 meV and U = 240 meV, in which we cannot observe that the rela-
tive number of incoherent bound excitons starts to tend to its equilibrium value, for U = 48 meV
we observe such a behavior (see the inset of Fig. 4.8).
Let us now list the time scales of the exciton formation and and initial stages of their relax-
ation that emerge from our computations. These time scales are obtained by fitting the normal-
ized number of incoherent bound excitons Nincoh,b/Ntot after the carrier generation has been
completed to a sum of three exponentially decaying terms. The decay constants provided by the
fitting procedure then indicate time scales on which changes in Nincoh,b/Ntot occur. For model
parameters representative of organic semiconductors, we obtain characteristic time scales of
∼ 50 fs, ∼ 500 fs, and & 1 ps. These time scales are largely robust to the variations of model
parameters that are performed in this section. Our discussion on the time evolution of the normal-
ized number of coherent excitons (see the text accompanying Fig. 4.6) suggests that the fastest
time scale be attributed to decoherence processes that are responsible for conversion from coher-
ent (|yx|2) to incoherent (n̄xx) populations due to the interaction with phonons. The time scale
of ∼ 500 fs may be associated with the build-up of the Coulomb-induced correlations between
electrons and holes by formation of bound incoherent electron–hole pairs via phonon-assisted
scattering processes. After this time scale, however, intraband coherences n̄x̄x (x̄ 6= x), as well
as single-phonon-assisted density matrices nx̄xµ+ , still have significant values. In the long-time
limit, these variables are expected to asymptotically vanish, and we remain only with incoherent
populations whose dynamics will eventually lead to thermalized distribution of excitons [71].
As our computations are certainly not long enough to observe these effects, we speculate that
the slowest time scale we obtain may be related to the decay of the intraband coherences and/or
phonon-assisted variables.
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Figure 4.9: (a) Exciton spectrum for the inorganic set of parameters. Dots repre-
sent individual exciton states (Q, ν), while thick red line is the boundary between
bound and unbound exciton states computed using Eq. (4.16). The inset shows the
same spectrum in the range of energies around the single-particle gap. (b) Squared
modulus of the wave function which describes the relative motion of an electron–
hole pair [Eq. (4.21)] calculated for different states (Q = 0, ν). Mean electron–
hole separations are 9.1 a (ν = 0) and 29.4 a (ν = 1), while states (Q = 0, ν = 2)
and (Q = 0, ν = 3) are not bound. Computations are performed for N = 151.
4.3.2 Inorganic Set of Parameters
Here, we investigate the exciton formation process in the case when material parameters assume
values typical of inorganic semiconductors, i.e., relatively large bandwidths, large dielectric con-
stant (weak Coulomb interaction), and weak carrier–phonon interaction. The exciton spectrum
is shown in Fig. 4.9(a). We see that almost all exciton bands belong to the pair continuum, except
for a couple of lowest bands, which is more clearly seen in the inset of Fig. 4.9(a). This is an en-
tirely different situation from the one that we encounter for the organic set of parameters, where
large energy separation of the lowest exciton band from the rest of the spectrum was crucial to
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understand the exciton formation process. As a consequence, excitons in bound states are likely
to scatter to states in the pair continuum, in contrast to the situation for the model parameters
representative of an organic semiconductor.
Having noted the important characteristics of the exciton spectrum, we move on to comment
briefly on the exciton size for the inorganic set of parameters. We plot in Fig. 4.9(b) the squared
modulus of the wave function of the relative motion of the pair, which is defined in Eq. (4.21).
We note that for the inorganic set of parameters, electron and hole are not as tightly bound
as for the organic set of parameters, which is in accord with the fact that excitons in a typical
inorganic semiconductor have large radii, typically of the order of 10 lattice constants [86].
From Fig. 4.9(b), it is also clear that, if we are to see the lowest exciton state (Q = 0, ν = 0) as
a bound pair, we should take the system size N & 120. We opt for N = 151 because this value
makes a good compromise between the minimal size of the system needed for the results to be
numerically accurate and the computational time.
For the inorganic set of parameters, we note that incoherent unbound excitons comprise the
major part of the total exciton population [see Fig. 4.10(a)], which is different from the case
when model parameters assume values representative of an organic semiconductor, when exci-
tons in bound states prevail. Considering an unbound exciton as quasifree electron and hole, we
interpret the last observation in the following manner: after an optical excitation of an organic
semiconductor, (strongly) bound electron–hole pairs (excitons) are mainly generated, whereas in
the case of an inorganic semiconductor an optical excitation predominantly generates (quasi)free
charges. In Fig. 4.10(a), we also note that for higher central frequency of the laser field, the rel-
ative number of bound excitons is lower. However, in the long-time limit the number of incoher-
ent bound excitons should assume the value predicted by the Maxwell–Boltzmann distribution,
which is around 36.5%, irrespectively of the central frequency of the pulse. The values of the
relative number of incoherent bound excitons at the end of our computations do not strongly
deviate from the value predicted by the Maxwell–Boltzmann distribution, in contrast to the situ-
ation for the organic set of parameters, where this deviation was more pronounced (see Fig. 4.3).
It can thus be inferred that nonequilibrium features of the semiconductor dynamics after a pulsed
excitation are more pronounced for the organic than for the inorganic set of parameters.
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Figure 4.10: (a) Time dependence of the relative number of incoherent bound ex-
citons for the excitation resonant with the single-particle gap Eg and the one that
is 100 meV above it. The temperature in both cases is T = 300 K. (b) Time de-
pendence of the relative number of incoherent bound excitons for various tempera-
tures. The central frequency of the laser pulse is 100 meV above the single-particle
gap.
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Finally, we comment on the temperature dependence of the exciton formation process for the
excitation whose central frequency is 100 meV above the single-particle gap. The lower is the
temperature, the higher is the relative number of the incoherent bound excitons [see Fig. 4.10(b)].
During the pulse, higher temperature leads to higher relative number of incoherent bound exci-
tons, which has already been explained in the section dealing with the organic set of parameters.
The long-time limit values of the relative number of incoherent bound excitons are 44.7% for
T = 200 K and 62.7% for T = 100 K. In all three cases, the dynamics is highly nonequilibrium,
but it displays the trend of a slow, but monotonic, approach towards the equilibrium.
4.4 Discussion and Significance of Our Results
We perform an investigation of exciton dynamics taking place on picosecond time scales follow-
ing a pulsed excitation of the model semiconductor. Despite the fact that our Hamiltonian does
not include the effects of disorder that are present in real materials and uses an oversimplified
form of the carrier–phonon interaction, the time scales of exciton formation and relaxation pro-
cesses that we obtain using the organic parameter set are consistent with experimental data on
conjugated polymer-based materials [46, 47]. The formation of strongly bound excitons is char-
acterized by multiple time scales that are concurrent with the time scale of the electron transfer
in most efficient D/A OSCs. In particular, our results indicate that, if the charge transfer from the
photoexcited donor to the acceptor took place on ∼ 100 fs time scales after the photoexcitation,
it would predominantly occur from higher-lying donor exciton states, prior to the formation of
strongly bound donor excitons, which we find to occur on a∼ 500-fs time scale. In this sense, our
results may be considered to support the hypothesis put forward by Heeger and coworkers [33],
according to which the ultrafast charge transfer in most efficient D/A blends is possible because
it takes place before the formation of strongly bound donor excitons.
Instead of focusing on details of one particular material system, we work with the model
Hamiltonian whose parameters have clear physical interpretation and can be varied, which en-
ables us to identify the influence of different physical effects on relevant time scales. We find that
the exciton formation strongly depends on the central frequency of the excitation, higher-energy
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excitations leading to more free carriers on picosecond time scales. Stronger carrier-phonon and
carrier-carrier couplings promote more efficient binding of electrons and holes into excitons. As




Origin of Space-Separated Charges in
Photoexcited Organic Heterojunctions on
Ultrafast Time Scales
The aim of this chapter is to unveil the fundamental physical mechanisms behind the experimen-
tally observed presence of spatially separated charges on subpicosecond time scales following
the photoexcitation of the most efficient D/A OSCs. As has been described in Ch. 1, these exper-
imental findings challenge the conventional picture of light-to-charge conversion in OSCs and
call for its amendments. We start this chapter with an overview (Sec. 5.1) of recent experimental
and theoretical activities that have influenced the topic of our interest. Our results regarding
subpicosecond exciton dynamics at photoexcited D/A heterojunctions are presented in Secs. 5.2
and 5.3, whose content is based on our publication [134]. Section 5.4 introduces our theoretical
treatment of ultrafast transient absorption spectroscopy, which is followed by the discussion of
the differential transmission signal computed by using the expression we derive. The results of
Sec. 5.4 were also disseminated in Ref. [134].
5.1 Experimental and Theoretical Background
Here, we provide an overview of the experimental and theoretical results that are relevant for
the topic of ultrafast charge separation at all-organic D/A heterointerfaces. The manner of the
presentation of the experimental results is similar to that in Refs. [40, 135].
116
Chapter 5. Origin of Ultrafast Charge Separation
5.1.1 Overview of Recent Experimental Results
The authors of Ref. [35] performed one of the pioneering TA experiments in the femtosecond
time regime on a conjugated polymer/fullerene blend. They succeeded in time-resolving the
photoinduced electron transfer from the excited polymer onto the fullerene with time resolution
of the order of 10 fs. Basically, the blend is first excited by a pump pulse, and thus created
nonequilibrium state of the blend is examined by comparing the absorption spectrum of the
pumped blend to the absorption spectrum of the blend in equilibrium. This comparison is per-
formed at various times after the action of the pump pulse by exposing the sample to a probe
pulse. The central experimental quantity, the DTS, may be resolved in time and/or frequency
domain, providing one with a wealth of information on photophysical processes in the blend.
A more detailed discussion of this experimental technique is deferred for Sec. 5.4. The charge
transfer was observed to be ultrafast (∼ 45 fs), but the nature of its product (whether it pro-
duces the strongly bound CT state or free charge carriers), as well as its physical mechanism,
remained unclear. Later on, time-resolved TA experiments on the blend of the low-band-gap
polymer PCPDTBT and the fullerene suggested that free carriers can be generated directly from
the initial donor excitons in less than 200 fs following the photoexcitation [27]. On the same
time scale, the electron transfer may also produce an electron–hole pair in the intermediate CT
state, which converts to long-lived free carriers in less than 10 ps. Similar conclusions were also
obtained in the P3HT/PCBM blend [136] by employing the same experimental technique.
The study by Bakulin et al. [48] shed new light on the experimentally observed presence of
free charge carriers on subpicosecond time scales after photoexcitation. The authors suggest that
the long-range charge separation in OSCs is facilitated by charge delocalization. In essence, the
presence of high-energy (“hot”) CT states, which feature quite good charge delocalization, may
enable a conversion of the initial donor exciton into a pair of free charges via a “hot” CT state, see
the separation pathway outlined by arrows (1) and (4) in Fig. 5.1, without involving the strongly
bound and localized interfacial CT state. Their proposal is based on the experimental results
obtained on a variety of material combinations by using the so-called pump–push photocurrent
technique. The blend is first excited by visible light, see the black bolt in Fig. 5.1, and, as a result,
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Figure 5.1: Schematic view of ultrafast optical experiments performed by Bakulin
et al. [48]. An excitation by visible light (black bolt) generates donor excitons.
Upon ultrafast electron transfer [arrow (1)], excitons in “hot” CT states are pro-
duced, which may either escape to the manifold of free-charge states [arrow (4)],
or exhibit relaxation towards the strongly bound CT state [arrow (2)]. An infrared
push pulse [arrow (3)] then reexcites excitons from the strongly bound CT state
to “hot” CT states and provides them with another opportunity to separate [arrow
(4)].
donor excitons, strongly bound CT excitons [see arrows (1) and (2)], and free carriers capable
of producing photocurrent [see arrows (1) and (4)] are generated. The blend is then exposed
to an infrared push pulse, whose frequency is tuned to the difference between the energies of
the initially excited donor state and the strongly bound CT state, see arrow (3) in Fig. 5.1. In
other words, the push pulse is supposed to reexcite an exciton in the strongly bound CT state to a
higher-energy CT state that is in some sense similar to the CT state formed right after the electron
transfer from the donor to the acceptor, see arrow (1) in Fig. 5.1. The change in the photocur-
rent induced by the push pulse in registered as a function of the delay between pump and push
pulses. When the push pulse arrives immediately after the pump pulse, a sharp increase in the
photocurrent (occurring within ∼ 200 fs) is observed. This sharp rise is interpreted to originate
from strongly bound CT excitons that, under the action of the push pulse, are reexcited in the CT
exciton manifold to “hot” CT states, giving them another chance to separate, see arrows (3) and
(4) in Fig. 5.1. In other words, strongly bound CT states, which are reached by the relaxation of
the initial “hot” CT population, constitute an important loss channel, whereas delocalized “hot”
CT states can separate with high efficiency. Complementary atomistic simulations revealed that
“hot” CT states are characterized by good hole delocalization along polymer chains.
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Figure 5.2: Schematic view of ultrafast optical experiments performed by
Jailaubekov et al. [37]. (a) Time-resolved second harmonic generation. ECT
denotes the electric field created by separating charges, while ωpr is the probe
frequency. (b) Time-resolved two-photon photoemission spectroscopy. Ultrafast
charge transfer from the initial donor state toward a “hot” CT state occurs in∼ 80 fs
after pumping, while the relaxation of “hot” excitons takes place on a picosecond
time scale.
The results of Ref. [48] suggest that a successful charge separation via “hot” CT states has to
occur prior to the relaxation of the initial CT excitons to localized and strongly bound CT states.
The ultrafast charge separation and the relaxation of CT excitons are thoroughly examined by
Jailaubekov et al. in Ref. [37]. The formation of CT excitons is studied on the well-defined het-
erojunction between copper phthalocyanine (CuPc) and fullerene (C60) by employing the time-
resolved second harmonic generation (TR-SHG), whose principal scheme is depicted Fig. 5.2(a).
The TR-SHG follows the emergence of the transient interfacial electric field ECT resulting from
charge separation at the D/A interface. The ultrashort pump laser pulse generates excitons in
the CuPc layer, and, after a time delay, the probe pulse (whose frequency ωpr is different from
the frequency of the pump pulse) is applied to the sample. As charges separate, the electric
field they create produces a signal at the second harmonic 2ωpr of the probe frequency, and this
signal is recorded as a function of the pump–probe delay. The rise-time of the TR-SHG signal
gives information on the time scale on which charges separate. The experimental results point
towards an extremely fast (. 100 fs) charge separation following the direct excitation of the bulk
CuPc. A more detailed investigation of the population dynamics and energetics of exciton states
on femtosecond time scales is performed by using the time-resolved two-photon photoemission
spectroscopy, see Fig. 5.2(b). The pump pulse generates excitons in CuPc, while the probe pulse
causes photoemission of electrons from exciton states. Based on an analysis of the kinetic en-
ergy of the photoelectrons thus obtained, one can identify the nature of the photoexcited state
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Figure 5.3: Summary of the photophysical pathways obtained by Grancini et
al. [36] along which initially generated donor excitons are converted into free
charges. Each pathway contains information on time scales of processes involved.
Solid black arrows represent transitions of donor excitons into the CT manifold,
while the conversion of CT excitons into free charges is represented by solid red ar-
rows. Dashed blue arrows denote direct pathways from donor to free-charge states.
The recombination of the strongly bound CT state is represented by dashed black
arrow. Adapted with permission from Springer Customer Service Centre GmbH:
Springer Nature, Nature Materials, Ref. [36] c© (2013).
from which the electron has been emitted. The “hot” CT excitons produced in ∼ 80 fs after the
dissociation of CuPc excitons are observed to relax within∼ 1 ps to the strongly bound CT state.
The authors propose that, on a picosecond time scale following the excitation by the pump, there
is a competition between free-carrier generation via weakly bound and delocalized “hot” CT
states and their relaxation towards strongly bound and localized CT states. This relaxation sets
the time limit for efficient charge separation at organic D/A interfaces, which is ultimately aided
by carrier delocalization.
Similar conclusions have emerged from the study by Grancini et al. [36], who performed
ultrafast TA measurements to examine the very first stages of free-charge generation in the
PCPDTBT/PCBM blend. The photoexcitation dynamics is tracked with sub-10-fs time reso-
lution and its dependence on the pump energy is discussed in great detail. The principal finding
is that initially generated donor excitons are converted into “hot” CT states, from which free-
charge states are readily accessible, in . 50 fs following the photoexcitation, see Fig. 5.3. The
precise time in which free-charge states become populated depends on the energy of the pump
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pulse, higher-lying donor states exhibiting a more rapid transformation into free charges. Such a
path from donor excitons to free charges is opened up by the strong resonant coupling between
donor states and “hot” CT states. Being of a more delocalized nature than the lowest-energy
strongly bound CT state, “hot” CT states are more likely to transform into free-charge states
than to experience the relaxation within the CT manifold. Grancini et al. have also obtained that
the IQE is strongly dependent on the pump photon energy and exhibits a two-fold increase on the
excitation energy increase from the optical band gap to well above the lowest-energy donor exci-
ton. The excitation energy-dependent IQE strongly suggests that the light-to-charge conversion
in OSCs occurs via “hot” CT states.
While the study by Bakulin et al. [48] points towards the importance of hole delocalization
for ultrafast charge separation, the beneficial effect of electron delocalization was first demon-
strated by Gélinas et al. [38]. The temporal evolution of the distance between separating charges
is followed by tracking the changes in the optical absorption spectrum brought about by the
electric field that is generated as charges separate. In other words, they measured the electro-
absorption signal, i.e., the Stark effect, with sub-30-fs precision by employing the time-resolved
TA spectroscopy. The results demonstrate that a large portion of the Coulomb barrier between
the oppositely charged electron and hole is overcome within the first 40 fs following the excita-
tion, during which the linear extension of the pair reaches 4 nm. At this electron–hole separation,
the magnitude of the Coulomb interaction between the electron and hole is smaller than or of the
order of the thermal energy at room temperature, so that further charge separation proceeds with-
out kinetic obstacles. By studying blends featuring different fullerene mass ratios, the authors
conclude that high fullerene loadings, which promote fullerene aggregation in ordered domains,
positively influence ultrafast charge separation due to electron delocalization across aggregates.
5.1.2 Overview of Recent Theoretical Results
The experimental results outlined in previous paragraphs have led to a number of theoretical
proposals aiming to unravel the origin of such a fast charge separation in OPVs. In the following,
we provide a more detailed description of some of them.
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Troisi and coworkers have investigated exciton dissociation at model OPV interfaces [49,
50]. They concluded that, contrarily to the widespread view, the dissociation of initially gen-
erated donor excitons does not generate tightly bound electron–hole pairs that are localized at
the D/A interface, but rather “hot” CT excitons in which charges are relatively delocalized and
predominantly located far from the interface. The accessibility of “hot” CT states from initial
donor exciton states stems from the resonant coupling between these two groups of states. The
higher degree of carrier delocalization in the respective materials is important not because the
“hot” CT states are more delocalized, but because the resonant coupling between the initial states
of donor excitons and “hot” CT states is stronger. Their conclusions are robust against the intro-
duction of the disorder, which is ubiquitous in organic materials. Similar conclusions emerge
from Ref. [51], whose results suggest that efficient free-charge generation in a polymer/fullerene
blend is achieved through the resonant coupling of photogenerated polymer excitons to a high-
energy manifold of CS states in which the electron is delocalized across fullerene aggregates.
The authors of Ref. [51] emphasize that ultrafast charge separation leans on the energy alignment
between initial donor states and “hot” CT states, which is achieved as a result of the specific elec-
tronic structure of the molecules of soluble fullerene derivatives used in most efficient OSCs.
The origin of the supremacy of fullerene derivatives over other electron-accepting materials
used in OSCs has been traced back to its particular electronic properties that originate from the
presence of higher-than-LUMO orbitals energetically close to the LUMO orbital [137].
Further evidence that charge delocalization is crucial for the electron and hole in the CT state
to overcome the Coulomb barrier on subpicosecond time scales has also been provided by other
studies [52, 56, 58, 138]. In essence, all of them construct a model of a D/A interface that is
suitably parameterized on the basis of literature data or quantum chemical calculations. The dy-
namics of ultrafast charge separation within such a model is then studied by various approaches,
ranging from the nonadiabatic Ehrenfest dynamics [52] to sophisticated quantum dynamical sim-
ulations of the coupled electron–phonon system [56]. The carrier that is delocalized is either the
hole [52] (along polymer chains) or the electron [52, 58, 138] (within fullerene aggregates). The
role of the carrier–phonon coupling in exciton dissociation and charge separation has remained
elusive. Troisi has suggested that the exciton dissociation can be conceived as a purely electronic
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process mainly because the coupling of charges to the nuclear degrees of freedom is effectively
weakened due to charge delocalization [49]. On the other hand, there is experimental [139]
and theoretical [56, 140] evidence that the carrier–phonon coupling is crucial to ultrafast exci-
ton dissociation at D/A interfaces. Following the generation of the donor exciton, the coupling
between electronic and nuclear degrees of freedom leads to electron delocalization across the
D/A interface [139]. The last conclusion stems from the observed correlated oscillations of both
charge density and the nuclei that occur with period that matches the frequency of prominent
high-frequency phonon modes. The full charge separation is facilitated by the presence of an in-
termediate CT state that exhibits a good phonon-assisted coupling to the donor exciton state [56,
140]. It has also been proposed that the carrier coupling to lattice vibrations can make free-
carrier states directly accessible from initial donor states on ∼ 100 fs time scales [57]. There
are also reports indicating that too strong carrier–phonon coupling suppresses charge separation
on subpicosecond time scales by promoting a fast formation of strongly bound and localized CT
pairs [141, 142].
There is another proposal that can readily rationalize the presence of spatially separated
charges on ultrafast time scales following a photoexcitation of a D/A interface. As demonstrated
by Vandewal et al. [61], the lowest-energy CT state, which is strongly bound and localized at the
D/A interface, is directly accessible from the ground state by means of a suitable photoexcita-
tion. The direct accessibility of the strongly bound CT state has its origin in the very small, but
sufficient, overlap of between electron and hole wave functions in this state. On the other hand,
it is widely believed that high-energy CT states, in which carriers mainly reside far from the
interface, are not directly reachable from the ground state by a photoexcitation, since the overlap
between electron and hole wave functions in these states is essentially equal to zero. However,
the above-mentioned resonant coupling between the donor exciton states and “hot” CT states
may challenge this simplistic view. Using a combination of quantum chemical calculations on
realistic small-size systems and calculations on model systems, Ma and Troisi observe that states
of spatially separated electron–hole pairs contribute nontrivially to the absorption spectrum of
a D/A interface [143], suggesting that they may be populated by a direct optical excitation from
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the ground state. The fundamental physical effect responsible for their observation is the combi-
nation of carrier delocalization in “hot” CT states with the resonance between donor and “hot”
CT states. Similar conclusions were also reported by D’Avino et al. [144], whose results point
towards the absorption intensity transfer from donor exciton states to high-energy CT states that
is brought about by their resonant mixing.
These studies, however, do not discuss the actual relevance of the direct optical generation
of space-separated charges for experimentally observed ultrafast light-to-charge conversion in
OSCs. In particular, there is no assessment of the relative importance of direct optical gener-
ation of space-separated charges in comparison with other hypothesized mechanisms of their
generation. However, such an assessment requires that exciton generation by means of a pho-
toexcitation, exciton dissociation, and further charge separation be treated on equal footing. The
vast majority of existing theoretical studies on charge separation at heterointerfaces does not treat
explicitly the interaction with the exciting field that creates excitons from an initially unexcited
system [52, 58], but rather assumes that the exciton has been already generated and then follows
its evolution at the interface between two materials. If we are to explore the possibility of direct
optical generation of spatially separated charges, we should certainly monitor the initial process
of exciton generation by means of a photoexcitation. The general method presented in Ch. 3 is,
therefore, a suitable approach to unveil the impact of direct optical generation of space-separated
charges on subpicosecond dynamics at a D/A interface. The semiconductor model presented in
Ch. 2 should be modified and appropriately parameterized so as to describe the interface between
two semiconductors, which is done in Sec. 5.2.
5.2 Model Description
5.2.1 One-Dimensional Lattice Model of a Heterojunction
To describe a heterojunction, we employ a one-dimensional two-band lattice semiconductor
model, which is formally similar to the model of a neat semiconductor material that we used
in Ch. 4. There are 2N sites in total and the separation between adjacent sites is a. FirstN sites
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Figure 5.4: (a) One-dimensional lattice model of a heterojunction. Various types
of electronic couplings (in the donor, in the acceptor, and among them) are indi-
cated. There is an energy offset between single-electron/hole levels in the donor
and acceptor, which translates into the LUMO–LUMO and HOMO–HOMO off-
sets between the two parts of the heterojunction. (b) Band alignment produced by
our model. (c) Energies of exciton states, in particular of donor excitons (black
lines), CT (red lines) and CS (blue lines) states. Exciton wave function square
moduli are shown for the lowest donor, CT and CS state.
(labeled by 0, . . . , N −1) belong to the donor part, while sites labeled byN, . . . , 2N −1 belong
to the acceptor part of the heterojunction. The model is schematically presented in Fig. 5.4(a).
Each site i has one valence-band and one conduction-band orbital and also contributes a number
of localized phonon modes counted by index λi. The total Hamiltonian is given in Eq. (2.34), in
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, which represent electron (hole) on-site energies (for
i = j) and transfer integrals (for i 6= j), are different from zero only for certain values of indices
i and j. In more detail, the quantity ǫcij assumes nonzero values when it represents
(1) on-site energy of an electron on donor site i, ǫcD, for i = j and i ≤ N − 1,
(2) on-site energy of an electron on acceptor site i, ǫcA, for i = j and i ≥ N ,
(3) negative electron transfer integral between neighboring sites in the donor part of the het-
erojunction, −JcD, for i ≤ N − 1, j ≤ N − 1, and |i− j| = 1,
(4) negative electron transfer integral between neighboring sites in the acceptor part of the
heterojunction, −JcA, for i ≥ N , j ≥ N , and |i− j| = 1,
(5) negative electron transfer integral between the donor and acceptor part of the heterojunc-
tion, −JcDA, for i = N − 1 and j = N or vice versa.
Similarly, depending on the values of indices i and j, ǫvij stands for the hole on-site energies in
the donor ǫvD and acceptor ǫ
v
A, negative hole transfer integral −JvD between adjacent sites in the
donor, negative hole transfer integral−JvA between adjacent sites in the acceptor, or negative hole
transfer integral −JvDA between the donor and acceptor part of the heterojunction. The meaning
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of all of these quantities is illustrated in Fig. 5.4(a). The carrier–carrier interaction potential
Vij is assumed to be the Ohno potential given in Eq. (4.2), whose parameters are the on-site
Coulomb interaction U and the relative dielectric constant εr. It is assumed that the frequency
of the exciting field E(t) is sufficient to create electron–hole pairs. Interband matrix elements
of the dipole moment are denoted as dcvi , while its intraband matrix elements are neglected.
The model defined in Eqs. (5.1)–(5.4) is constructed to represent the interface of two semi-
conductors of different electronic properties. However, it may also be formally regarded as a
model of a single semiconductor whose electronic properties are position-dependent. There-
fore, the theoretical approach to ultrafast exciton dynamics presented in Ch. 3 may be used to
study the dynamics of the model D/A interface triggered by a pulsed photoexcitation. We as-
sume that the heterojunction is initially unexcited, i.e., initially, there are no electrons and holes
in either part of the heterojunction. The general form of the eigenvalue problem defining the
exciton basis [Eq. (2.46)], when used in the context of the above-introduced model of a D/A











where indices i, i′ (j, j′) correspond to the position of the hole (electron). The expression for






















5.2.2 Parametrization of the Model Hamiltonian
The model Hamiltonian was parameterized to yield values of band gaps, bandwidths, band off-
sets, and exciton binding energies that are representative of typical OPV materials. The values
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Table 5.1: Values of model parameters used in computations on the two-band






















of model parameters used in numerical computations are summarized in Table 5.1. While these
values largely correspond to the PCPDTBT/PCBM interface, we note that our goal is to reach
general conclusions valid for a broad class of interfaces. Consequently, in the following sections,
we also vary most of the model parameters and study the effects of these variations.
The electronic parameters of the heterojunction are the electron (ǫci ) and hole (ǫ
v
i ) on-site










DA) transfer integrals in the donor
part, the acceptor part, and between them. The electron and hole on-site energies may be com-
bined (together with the transfer integrals) into more informative parameters characterizing the
heterojunction, namely, the single-particle band gaps of the donor (Eg,D) and acceptor (Eg,A)
parts, and the LUMO–LUMO (∆EcDA) and HOMO–HOMO (∆E
v
DA) offsets. The band align-
ment produced by our model, together with a pictorial definition of the aforementioned quan-
tities, is displayed in Fig. 5.4(b). The single-particle band gap of the donor part Eg,D, as well
as the LUMO–LUMO offset ∆EcDA, assume values that are representative of the low-band-gap
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PCPDTBT polymer used in the most efficient OSCs [27, 145]. The single-particle band gap of
the acceptor Eg,A and electron and hole transfer integrals JcA and J
v
A are tuned to values typical
of fullerene and its derivatives [26, 146]. Electron (JcD) and hole (J
v
D) transfer integrals in the
donor are extracted from the conduction and valence bandwidths in the intrachain direction of
the PCPDTBT polymer. To obtain the bandwidths, an electronic structure calculation is per-
formed on a straight infinite polymer chain. The calculation is based on the density functional
theory (DFT) in the local density approximation (LDA), as implemented in the QUANTUM-
ESPRESSO [147] package. Since our model is one-dimensional, transfer integrals are then ob-
tained as 1/4 of the respective bandwidths. The values of the transfer integral between the two
materials are chosen to be similar to the values obtained in the ab initio study of P3HT/PCBM
heterojunctions [148].
The dielectric constant εr assumes a value typical for organic materials, while the value of
the on-site Coulomb interaction U is selected so that the binding energies of both the donor and
acceptor exciton are around 300 meV. The value of the lattice spacing a is of the same order of
magnitude as the typical distance between constitutive elements of organic semiconductors. We
set the number of sites in a single material to N = 11, which is reasonable having in mind that
the typical dimensions of phase segregated domains in BHJ morphology are considered to be
10–20 nm [33].
Following common practice when studying all-organic heterojunctions [141, 149], we take
one low-energy and one high-energy phonon mode per site. For simplicity, we assume that
energies of both phonon modes, as well as their couplings to carriers, have the same values in
both materials. The high-frequency phonon mode of energy 185 meV (≈ 1500 cm−1), which
is present in both materials, was suggested to be crucial for ultrafast electron transfer in the
P3HT/PCBM blend [139]. Recent theoretical calculations of the phonon spectrum and electron–
phonon coupling constants in P3HT indicate the presence of low-energy phonon modes (. 10
meV) that strongly couple to carriers [150]. The chosen values of phonon-mode energies fall in
the ranges in which the phonon density of states in conjugated polymers is high [151] and the
local electron–vibration couplings in PCBM are pronounced [20]. We select the values of the
carrier–phonon coupling constants on the basis of the value of polaron binding energy, which
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where ǫpolb,i are the contributions of low- and high-frequency phonon modes to the polaron binding
energy. We take g2/g1 = 2 and estimate their numerical values assuming that ǫ
pol
b = 20 meV
and |J | = 125 meV.
The exciting pulse is centered around t = 0 and assumes the form
E(t) = E0 cos(ωct)θ(t+ t0)θ(t0 − t), (5.9)
where ωc is its central frequency, while the duration of the pulse is 2t0. As has been already
discussed in Ch. 4, the pulse duration should be large enough so that the pulse is spectrally nar-
row enough (the energy of the initially generated excitons is around the central frequency of the
pulse). On the other hand, since our focus is on processes happening on subpicosecond time
scale, the pulse should be as short as possible in order to disentangle the carrier generation dur-
ing the pulse from free-system evolution after the pulse. As a compromise between these two
requirements, we choose t0 = 50 fs. We note that the principal results and conclusions to be
presented do not crucially depend on the particular value of t0 nor on the wave form of the excita-
tion. For more details on the last point, see the Supplementary Material associated to Ref. [134],
where we have performed computations for the wave forms given in Eqs. (5.9) and (5.37). Hav-
ing in mind that a typical photoexcitation of a realistic heterojunction predominantly affects its
donor part, we set the interband dipole matrix elements dcvi in the acceptor (i = N, . . . , 2N −1)
to zero, while in the donor they all assume the same value dcv so that dcvE0 = 0.2 meV (weak
excitation).
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5.2.3 Classification of Exciton States
Let us now introduce the classification of exciton states at the model heterojunction. Figure 5.4(c)
displays part of the exciton spectrum produced by our model. Exciton states can be classified
according to the relative position of the electron and the hole. The classification is unambiguous
only for JcDA = J
v
DA = 0 (noninteracting heterojunction), when each exciton state x
(0) [the sub-
script (0) is used for the noninteracting heterojunction] can be classified into one of the following
four groups:
(a) if both the electron and the hole are in the donor, it is a donor exciton (XD) state,
(b) if both the electron and the hole are in the acceptor, it is an acceptor exciton (XA) state,
(c) if the electron is in the acceptor, while the hole is in the donor, it is a space-separated
exciton state,
(d) if the electron is in the donor, while the hole is in the acceptor, it is an eDhA state.
Since eDhA states are energetically very well separated from other groups of exciton states, they
will not be of interest in further discussion. In the group of space-separated states, CT and CS















When the electron–hole interaction is set to zero, the mean electron–hole distance for all the
space-separated states is equal toN . For the nonzero Coulomb interaction, we consider a space-
separated state as a CS state if its mean electron–hole distance is larger than (or equal to) N ,
otherwise we consider it as a CT state.
In general case, when at least one of JcDA, J
v
DA is different from zero (interacting heterojunc-
tion), it is advantageous to explicitly separate the D/A interaction from the interacting-carrier




















is the D/A interaction, and H(0)c describes interacting carriers at the noninteracting heterojunc-
tion. Exciton states of the noninteracting heterojunction ψx
(0)
ij and the corresponding exciton
energies ~ωx(0) are obtained by solving the electron–hole pair eigenproblem of H
(0)
c . Exciton








and their character is obtained using this expansion. Namely, for each group X(0) of the exciton
states of the noninteracting heterojunction, we compute the overlap of state x (of the interacting









The exciton dissociation and charge separation on subpicosecond time scales are studied by
following time evolution of the (incoherent) populations of donor, acceptor, CT, and CS exciton
states. The incoherent exciton population of exciton state x, n̄xx, is defined in Eq. (3.46), while





Similarly to Ch. 4, here, we also frequently normalize quantitiesN incohX to the total exciton popu-
lationNtot defined in Eq. (3.54). Another way to study ultrafast exciton dissociation and charge
separation is by computing the probabilities fe(t, r) [fh(t, r)] that an electron (a hole) is located
at site r at instant t. Using the contraction identities embodied in Eqs. (3.37) and (3.38), we
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The presentation of the results of our numerical calculations on the model system defined in
Sec. 5.2 is divided in two parts. First, we observe that the populations of CT and CS states
predominantly build up during the action of the excitation, and that the changes in these popu-
lations occurring on ∼100-fs time scales after the excitation are rather small. This conclusion,
i.e., the direct optical generation as the principal source of space-separated charges on ultrafast
time scales following the excitation, is then shown to be robust against reasonable variations of
model parameters. Since the focus of our study is on the ultrafast exciton dynamics at photoex-
cited heterojunctions, all the computations are carried out for 1 ps in total (including the duration
of the pulse).
A few comments regarding the numerics are in order. The model system described in Sec. 5.2
does not possess translational symmetry, meaning that the reduction in the number of active
density matrices due to the symmetry cannot be achieved here. Similarly to Sec. 4.3, the central
frequency of the excitation ωc and the thermal energy kBT determine the number of exciton
states that are actually involved in the ultrafast dynamics. Here, our model features (2N)2 = 484
exciton states in total, while actual computations are performed using up to 150–200 lowest-lying
states. Since the total number of phonon modes is 4N = 44, the number of active single-phonon-
assisted density matricesnx̄x(iλi)+ is of the order of 10
6. The parallelization scheme adopted here
is the same as that described in Sec. 4.3. Again, having separated out the rapid free rotation of
coherent quantities yx and yx(iλi)+ [see Eq. (3.93)], the equations of motion for quantities ỹx,
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ỹx(iλi)+ , nx̄x, and nx̄x(iλi)+ can be integrated with the time step of ∆t = 0.8 fs. Computing 1 ps
of the dynamics requires 1,250 integration steps. The parallel programs are typically executed
on 64 processors, and the execution time is of the order of one hour.
5.3.1 Interfacial Dynamics on Ultrafast Time Scales
Figure 5.5(a) shows the time dependence of the numbers of donor, CT, and CS excitons for
the 100-fs-long excitation with central frequency ~ωc = 1.5 eV, which excites the system well
above the lowest donor or space-separated exciton state, see Fig. 5.4(c). The number of all
three types of excitons grows during the action of the exciting field, whereas after the electric
field has vanished, the number of donor excitons decreases and the numbers of CT and CS
excitons increase. However, the changes in the exciton numbers brought about by the free-system
evolution alone are much less pronounced than the corresponding changes during the action of
the electric field, as is shown in Fig. 5.5(a). The population of CS excitons builds up during the
action of the electric field, so that after the first 100 fs of the calculation, CS excitons comprise
7.6% of the total exciton population, see the inset of Fig. 5.5(a). In the remaining 900 fs, when the
dynamics is governed by the free Hamiltonian, the population of CS excitons further increases
to 9.6%. A similar, but less extreme, situation is also observed in the relative number of CT
excitons, which at the end of the pulse form 14% of the total population and in the remaining
900 fs of the computation their number further grows to 24%. Therefore, if only the free-system
evolution were responsible for the conversion from donor to CT and CS excitons, the population
of CT and CS states at the end of the pulsed excitation would assume much smaller values than we
observe. We are led to conclude that the population of CT and CS excitons on ultrafast (. 100-
fs) time scales is mainly established by direct optical generation. Transitions from donor to CT
and CS excitons are present, but on this time scale are not as important as is currently thought.
Figure 5.5(b) displays quantity fe as a function of site index r at different times t. The
probability of an electron being in the acceptor is a monotonically increasing function of time t,
see the inset of Fig. 5.5(b). It increases, however, more rapidly during the action of the electric
field than after the electric field has vanished: in the first 100 fs of the calculation, it increases
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Figure 5.5: (a) Time dependence of the numbers of donor (XD), CT, and CS
excitons. The inset shows the time dependence of these quantities normalized to
the total exciton population in the system. (b) Probability that at time t an electron
is located at site r as a function of r for various values of t. In the legend, the
probability that at instant t an electron is located in the acceptor is given, while the
inset shows its full time dependence. Dotted vertical lines indicate the end of the
excitation.
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from virtually 0 to 0.070, while in the next 100 fs it only rises from 0.070 to 0.104, and at the end
of the computation it assumes the value 0.210. The observed time dependence of the probability
that an electron is located in the acceptor further corroborates our hypothesis of direct optical
generation as the main source of separated carriers on ultrafast time scales. If only transitions
from donor to CT and CS excitons led to ultrafast charge separation starting from a donor exciton,
the values of the considered probability would be smaller than we observe.
The rationale behind the direct optical generation of space-separated charges is the resonant
coupling between donor excitons and (higher-lying) space-separated states, which stems from
the resonant mixing between single-electron states in the donor and acceptor modulated by the
electronic coupling between materials. This can be seen in more detail from the level alignment
in Fig. 5.4(b), which shows that, since the electronic bandwidth in the acceptor is comparable
to the LUMO–LUMO offset, there are single-electron states in the two materials that are nearly
resonant and thus prone to a resonant “hybridization”. The mixing leads to higher-lying CT
and CS states having a non-negligible amount of donor character and acquiring nonzero dipole
moment from donor excitons; these states can thus be directly generated from the ground state. It
should be stressed that the mixing, in turn, influences donor states, which have certain amount of
space-separated character. A more comprehensive discussion on the resonant mixing mechanism
is deferred for Sec. 6.2.3.
5.3.2 Impact of Model Parameters on Ultrafast Exciton Dynamics
Our central conclusion was so far obtained using only one set of model parameters and it is
therefore important to check its sensitivity on system parameters. To this end, we vary one
model parameter at a time, while all the other parameters retain the values listed in Table 5.1.
We start by investigating the influence of the transfer integral between the donor and acceptor
J
c/v
DA. Higher values of J
c/v
DA favor charge separation, since the relative numbers of CT and CS
excitons, together with the probability that an electron is in the acceptor, increase, whereas the
relative number of donor excitons decreases with increasing Jc/vDA, see Figs. 5.6(a)–(c). In light
of the proposed mechanism of ultrafast direct optical generation of space-separated charges, the
136
























Figure 5.6: Time dependence of the relative number of (a) donor and CT, (b) CS
excitons, and (c) the probability P eA that an electron is in the acceptor, for different
values of the transfer integrals |JcDA| = |JvDA| = JDA between the donor and the
acceptor. Dotted vertical lines indicate the end of the excitation.
observed trends can be easily rationalized. Stronger electronic coupling between materials leads
to stronger mixing between donor and space-separated states, i.e., a more pronounced donor
character of CT and CS states and consequently a larger dipole moment for direct creation of CT
and CS excitons from the ground state.
The results concerning the effects of the energy offset ∆EcDA between LUMO levels in the
donor and acceptor are summarized in Figs. 5.7(a)–(c). The parameter ∆EcDA determines the
energy width of the overlap region between single-electron states in the donor and acceptor, see
Fig. 5.4(b). The smaller is ∆EcDA, the greater is the number of virtually resonant single-electron
states in the donor and in the acceptor and therefore the greater is the number of (higher-lying)
CT and CS states that inherit nonzero dipole moments from donor states and may thus be directly
excited from the ground state. This manifests as a larger number of CT and CS excitons, as well
as a larger probability that an electron is in the acceptor, with decreasing ∆EcDA.
Figures 5.8(a)–(c) show the effects of electron delocalization in the acceptor on the ultra-
fast dynamics at the model heterojunction. Delocalization effects are mimicked by varying the
electronic coupling in the acceptor. While increasing JcA has virtually no effect on the relative
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Figure 5.7: Time dependence of the relative number of (a) donor and CT, (b) CS
excitons, and (c) the probability P eA that an electron is in the acceptor, for different
values of the LUMO–LUMO energy offset ∆EcDA. Dotted vertical lines indicate
the end of the excitation.

























Figure 5.8: Time dependence of the relative number of (a) donor and CT, and
(b) CS excitons, for different values of electronic coupling in the acceptor JcA. (c)
Squared moduli of dipole matrix elements (in arbitrary units) for direct generation
of CS excitons from the ground state for different values of electronic coupling in
the acceptor JcA. Dotted vertical lines indicate the end of the excitation. Note that,
globally, squared moduli of dipole matrix elements are largest for JcA = 0.2 eV
(completely filled bars).
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Figure 5.9: Time dependence of the relative number of (a) donor, (b) CT , (c) CS
excitons, and (d) the probability P eA that an electron is in the acceptor, for different
strengths of the carrier–phonon interaction. Dotted vertical lines indicate the end
of the excitation.
number of donor excitons, it leads to an increased participation of CS and a decreased partic-
ipation of CT excitons in the total exciton population. CT states, in which the electron–hole
interaction is rather strong, are mainly formed from lower-energy single-electron states in the
acceptor and higher-energy single-hole states in the donor. These single-particle states are not
subject to strong resonant mixing with single-particle states of the other material. However, CS
states are predominantly composed of lower-energy single-hole donor states and higher-energy
single-electron acceptor states; the mixing of the latter group of states with single-electron donor
states is stronger for larger JcA, just as in case of smaller ∆E
c
DA, see Fig. 5.4(b). Therefore the
dipole moments for direct generation of CS excitons generally increase when increasing JcA, see
Fig. 5.8(c), whereas the dipole moments for direct generation of CT excitons at the same time
change only slightly, which can account for the trends of the participation of CS and CT excitons
in Figs. 5.8(a) and 5.8(b).
We now turn our attention to the effects that the strength of the carrier–phonon interaction
has on the ultrafast exciton dynamics at heterointerfaces. In Figs. 5.9(a)–(d), we present the
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results with the fixed ratio g2/g1 = 2.0 and the polaron binding energies defined in Eq. (5.8) as-
suming the values of approximately 20, 40, 60, and 140 meV, in ascending order of g1. We note
that it is not straightforward to predict the effect of the variations of carrier–phonon interaction
strength on the population of space-separated states. Single-phonon-assisted processes prefer-
entially couple exciton states of the same character, i.e., a donor exciton state is more strongly
coupled to another donor state than to a space-separated state. This is apparent from Eq. (5.7)
that expresses the carrier–phonon matrix elements in the exciton basis. On the one hand, stronger
carrier–phonon interaction implies more pronounced exciton dissociation and charge separation
because of stronger coupling between donor and space-separated states. On the other hand,
stronger carrier–phonon interaction leads to faster relaxation of initially generated donor exci-
tons within the donor exciton manifold to low-lying donor states. Low-lying donor states are
essentially uncoupled from space-separated states, i.e., they exhibit low probabilities of exciton
dissociation and charge separation. Our results, shown in Figs. 5.9(a)–(d), indicate that stronger
carrier–phonon interaction leads to smaller number of CT and CS excitons, as well as the prob-
ability that an electron is in the acceptor, and to greater number of donor excitons. We also note
that stronger carrier–phonon interaction changes the trend displayed by the population of CS
states. While for the weakest interaction studied CS population grows after the excitation, for
the strongest interaction studied CS population decays after the excitation. This is a consequence
of more pronounced phonon-assisted processes leading to population of low-energy CT states
once a donor exciton performs a transition to a space-separated state. This discussion can ratio-
nalize the changes in relevant quantities summarized in Figs. 5.9(a)–(d); the magnitudes of the
changes observed are, however, rather small. In previous studies [141, 142], which did not deal
with the initial exciton generation step, stronger carrier–phonon interaction is found to suppress
quite strongly the charge separation process. The weak influence of the carrier–phonon interac-
tion strength on ultrafast heterojunction dynamics that we observe supports the mechanism of
ultrafast direct optical generation of space-separated charges. If the charge separation process at
heterointerfaces were mainly driven by the free-system evolution, greater changes in the quan-
tities describing charge separation efficiency would be expected with varying carrier–phonon
interaction strength.
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Figure 5.10: Time dependence of the relative number of: (a) donor, (b) CT, and (c)
CS excitons for different ratios g2/g1 of high-frequency to low-frequency phonon
mode coupling constants. (d) The distribution of an electron throughout the system
fe(t, r) 900 fs after the end of the pulsed excitation for different ratios g2/g1.
Additionally, we perform computations for a fixed value of ǫpolb = 20 meV and different
values of the ratio g2/g1 among coupling constants of high- and low-frequency phonon modes.
The result presented in Fig. 5.10(a)–(d) shows that the increase of the ratio g2/g1 increases the
number of CT excitons and decreases the number of donor excitons, while the population of
CS states exhibits only a weak increase. Stronger coupling to the high-frequency phonon mode
(with respect to the low-frequency one) enhances charge separation by decreasing the number of
donor excitons, but at the same time promotes phonon-assisted processes towards more strongly
bound CT states, which is seen in Fig. 5.10(d) as larger probability fe on acceptor sites close to
the interface (sites 11–14). Consequently, the population of CS states remains nearly constant.
In the end, let us comment on the influence of temperature on the ultrafast exciton dynamics
at a heterojunction. Results presented in Figs. 5.11(a)–(d) suggest that the ultrafast dynamics
exhibits weak temperature dependence, which is consistent with existing theoretical [152] and
experimental [153] insights, and also with the mechanism of direct optical generation of space-
separated carriers. However, we observe that at lower temperature the normalized number of
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Figure 5.11: Time dependence of the relative number of: (a) donor, (b) CT, and (c)
CS excitons for different temperatures. (d) The distribution of an electron through-
out the system fe(t, r) 900 fs after the end of the pulsed excitation for different
temperatures.
donor excitons slightly decreases, while normalized numbers of CT and CS excitons weakly in-
crease. Additionally, we observe an increase in the probability that an electron is located in the
acceptor next to the interface (sites 11–14) as the temperature is decreased, which is a manifes-
tation of larger population of bound (low-energy) CT states as the temperature is decreased.





A, carrier–phonon coupling constants), the majority of CT and CS states that
are present at ∼ 100 fs after photoexcitation have been directly generated during the excitation.
Trends in quantities describing ultrafast heterojunction dynamics that we observe varying model
parameters can be explained by taking into consideration the proposed mechanism of ultrafast
direct optical generation of space-separated charges.
5.4 Ultrafast Spectroscopy Signatures
As discussed in Sec. 5.1.1, exciton dynamics on ultrafast time scales is typically probed ex-
perimentally using the ultrafast pump–probe spectroscopy. In such experiments, the presence
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of space-separated charges on ultrafast time scales after photoexcitation has been established
and the energy resonance between donor exciton and space-separated states was identified as re-
sponsible for efficient charge generation [36], in agreement with our numerical results. However,
while our results indicate that the majority of space-separated charges that are present at ∼ 100
fs after photoexcitation have been directly optically generated, interpretation of experiments [36]
suggests that these states become populated by the transition from donor exciton states. To un-
derstand the origin of this apparent difference, we numerically compute ultrafast pump–probe
signals in the framework of our heterojunction model. For completeness, Sec. 5.4.1 briefly sum-
marizes the conventional interpretation of experimental DTSs, which focuses on the dynamics
of populations and completely disregards coherences. In Sec. 5.4.2, we present the theoretical
treatment of ultrafast TA experiments adapted for the system at hand. Assuming that the probe
pulse is deltalike, we obtain an analytic expression relating the differential transmission ∆T to
the nonequilibrium state of the system “seen” by the probe pulse. The expression provides a
very clear and direct interpretation of the results of ultrafast TA experiments and allows to dis-
tinguish between contributions stemming from exciton populations and coherences, challenging
the existing interpretations. It is used in Sec. 5.4.3 to numerically compute DTSs.
5.4.1 Basics of Ultrafast Transient Absorption Spectroscopy and Conven-
tional Interpretation of Experimental Signals
Figure 5.12(a) depicts the principle scheme of a femtosecond time-resolved TA spectroscopy
experiment [154–156]. The sample is first irradiated by an intense pump pulse that excites the
sample and initiates the nonequilibrium dynamics of the excited species. Temporal evolution of
the state of the sample is subsequently examined using a second, weaker, probe pulse, whose
time delay with respect to the pump pulse (the so-called pump–probe delay τ ) can be tuned.
Pulse duration limits the temporal resolution of the experiment, so that pulses should be as short
as possible to resolve the fastest photophysical processes. On the other hand, the pump pulse
should be as spectrally narrow as possible, so that it can selectively excite the optical transi-
tion of interest. Therefore, there is a trade-off between the temporal and spectral resolution in a
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Figure 5.12: (a) Schematic view of a femtosecond time-resolved TA experiment.
The pump is essentially monochromatic, whereas the probe is a broadband pulse.
(b) Calculation of the DTS. Adapted from Ref. [156] with permission of The Royal
Society of Chemistry (RSC) on behalf of the Centre National de la Recherche
Scientifique (CNRS) and the RSC.
pump–probe experiment. The probe pulse should be as short as possible, because a spectrally
wide (broadband) probe pulse enables simultaneous measurements at many different frequen-
cies. Having passed through the sample, the broadband probe pulse is spectrally resolved in a
spectrometer. The experimental quantity of interest is the DTS that is a function of both the




T neq (τ ;ωpr)− T eq (ωpr)
T eq (ωpr)
. (5.19)
The transmission of the sample that is initially (before the action of the probe) unexcited is
denoted by T eq (ωpr) and it is an equilibrium property of the sample. On the other hand, the
transmission of the pump-driven systemT neq (τ ;ωpr) is a nonequilibrium quantity and it depends
on both the probe frequency and the time delay between the pump and probe.
The conventional interpretation of the DTS is performed by disregarding coherent effects
and concentrating on the dynamics of populations of excited states [155, 156]. The action of
the pump pulse populates excited states by reducing the occupation of the ground state. Let us
distinguish between different types of the DTS.
(a) If the probe frequency is greater than or equal to the ground state absorption edge, the
absorption of the pumped sample is weaker than the equilibrium absorption, because the
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ground state population is depleted by pumping. In other words, the transmission of the
pumped sample is greater than the equilibrium transmission, and the DTS is positive. Such
a signal is commonly denoted as the ground state bleaching (GSB).
(b) If the probe frequency is less than or equal to the ground state absorption edge, a probe
photon may trigger the stimulated emission from the excited state back to the ground state.
The stimulated emission (SE) is characterized by a positive DTS.
(c) The probe frequency may be resonant with a transition from an excited state to some other
higher-lying excited state. The hallmark of the photoinduced absorption (PIA) is a negative
DTS. In principle, PIA signal can be observed at any probe frequency, depending on the
energy levels of the system under study.
Let us now emphasize that an analysis of an experimental DTS and its deconvolution into
the above-mentioned three types of signals is a highly nontrivial task. For example, since PIA
may occur at any probe frequency, it may spectrally overlap with GSB and SE signals, and
even prevail over them. The interpretation of experimental signals, therefore, is usually done in
combination with the results of quantum chemical calculations, from which one can gain insight
into the excitation energies of the system, as well as possible transitions between excited states.
5.4.2 Theoretical Treatment of Ultrafast Transient Absorption Spectroscopy
Our theoretical approach to a TA experiment considers the interaction with the pump pulse as
described in Ch. 3, i.e., within the density matrix formalism employing the DCT scheme up to
the second order in the pump field. Furthermore, we assume that the interaction with the probe
pulse does not change significantly the nonequilibrium state created by the pump pulse, and it is
treated in the linear response regime. The corresponding nonequilibrium dipole–dipole retarded
correlation function is then used to calculate DTSs [157, 158].
To study time-resolved TA experiments, we extend our two-band lattice model of a bilayer by
including more single-electron (single-hole) energy levels per site. More details on this multi-
band model can be found in Sec. 6.2, where its Hamiltonian is precisely formulated. Here,
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we investigate in more details only those aspects of the multiband model that are necessary to
formulate a theoretical framework in which ultrafast TA experiments can be studied. Multiple
single-electron (single-hole) levels on each site should be dipole-coupled among themselves in
order to enable probe-induced transitions between various exciton states. We denote by c†iβi
(ciβi) creation (annihilation) operators for electrons on site i and in conduction-band orbital βi;
similarly, d†iαi (diαi) create (annihilate) a hole on site i and in valence-band orbital αi. The



























Intraband dipole matrix elements dcci (d
vv
i ) describe electron (hole) transitions between differ-
ent single-electron (single-hole) states on site i, as opposed to the interband matrix elements
dcvi , which are responsible for the exciton generation. Performing transition to the exciton ba-
sis, which is defined analogously to Eq. (5.5) [see also Eq. (6.4)], dipole matrix elements for







































Further developments are facilitated by working with the Hamiltonian that is explicitly expressed
in terms of exciton creation and annihilation operators, see Eq. (3.89), and that is relevant for
the second-order (low-density) dynamics. The operator P [Eq. (5.20)] expressed in terms of




























In the last equation, we retain only contributions whose expectation values are at most of the
second order in the pump field.
We concentrate on the so-called nonoverlapping regime [157], in which the probe pulse,
described by its electric field e(t), acts after the pump pulse. We take that our system meets
the condition of optical thinness, i.e., the electromagnetic field originating from probe-induced
dipole moment can be neglected compared to the electromagnetic field of the probe. In the
following considerations, the origin of time axis t = 0 is taken to be the instant at which the
probe pulse starts. The pump pulse finishes at t = −τ , where τ is the time delay between (the
end of) the pump and (the start of) the probe. The pump creates a nonequilibrium state of the
system which is, at the moment when the probe pulse starts, described by the density matrix
ρ(0), which implicitly depends on the pump–probe delay τ .




dt′ χ(t, t′) e(t′), (5.25)
where χ(t, t′) is the nonequilibrium retarded dipole–dipole correlation function
χ(t, t′) = − i
~
θ(t− t′)Tr (ρ(0)[P (t), P (t′)]) . (5.26)
Time dependence in Eq. (5.26) is governed by the Hamiltonian of the system in the absence of
external fields [Eq. (3.89)]
HE(t)=0 = H0 +Hx−p, (5.27)
where H0 is the noninteracting Hamiltonian of excitons in the phonon field [the first two terms
on the right-hand side of Eq. (3.89)], while Hx−p accounts for exciton–phonon interaction [the
third term on the right-hand side of Eq. (3.89)]. For an ultrashort probe pulse, e(t) = e0δ(t),
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probe-induced dipole moment assumes the form





Tr (ρ(0)[P (t), P (0)]) . (5.28)
The probe pulse tests the possibility of transitions between various exciton states, i.e., it primar-
ily affects carriers. Therefore, as a reasonable approximation to the full time-dependent operator
P (t) appearing in Eq. (5.28), operator P (0)(t), evolving according to the noninteracting Hamil-









ρ(0)[P (0)(t), P (0)]
)
. (5.29)
The commutator on the right-hand side of Eq. (5.29) can be derived using the commutation
relations embodied in Eq. (3.87), in which four-index coefficients C x̄
′x′


















































The final result for the commutator [P (0)(t), P (0)] is





























































The expectation values [with respect to ρ(0)] of the operators appearing in the last equation are
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simply the active purely electronic density matrices of our formalism computed when the probe





Inserting Eq. (5.31) into Eq. (5.29), we observe two different types of contributions to the
probe-induced dipole moment dp(t). Contributions of the first type oscillate at frequencies ωx
corresponding to probe-induced transitions between the ground state and exciton state x, while
those of the second type oscillate at frequencies ωx̄ − ωx corresponding to probe-induced tran-
sitions between exciton states x̄ and x. Here, we focus our attention on the process of PIA, in
which an exciton in state x performs a transition to another state x̄ under the influence of the
probe field. Therefore, we will further consider only the second type of contributions, i.e., in
the expression for the commutator [P (0)(t), P (0)], we retain only the last four summands on the
right-hand side of Eq. (5.31).
The frequency-dependent transmission coefficient T (ω) is defined as [157] (we use SI units)









where dp(ω) and e(ω) are Fourier transformations of dp(t) and e(t), respectively, S is the ir-
radiated area of the sample, while µ0 is the magnetic permeability of the vacuum. Here, we
concentrate on obtaining an expression for part of the differential transmission that stems from
processes of PIA. In Eq. (5.19), the equilibrium transmission of the sample T eq(ω) appears.
However, T eq(ω) is expected to reflect only transitions involving the ground state, because it is a
property of the unexcited sample. Since our aim is to make only qualitative, but not quantitative,
comparisons to experimental PIA signals, we will not further consider T eq(ω). We compute
∆TPIA (τ ;ω) = T
neq
PIA (τ ;ω) , (5.33)
where T neqPIA (τ ;ω) is computed by the Fourier transformation of the aforementioned second type
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of contributions to the probe-induced dipole moment dp(t). Computing the Fourier transforma-





ω − Ω+ iη , (5.34)
where we have introduced a positive infinitesimal parameter η to ensure the integral convergence.
Physically, introducing η effectively accounts for the line broadening [158]. For simplicity, we
assume that only one value of η is used in all the integrals of the type (5.34). Finally, inserting
the result for dp(ω) into Eqs. (5.32) and (5.33), the following expression is obtained






























































In the last equation, we have explicitly separated coherent from incoherent contributions by intro-
ducing the correlated parts of exciton populations and exciton–exciton coherences n̄x̄x, whose
definition is given in Eq. (3.47). The coherences between exciton states and the ground state
yx(0), as well as correlated parts of exciton–exciton coherences n̄x̄x(0) (x̄ 6= x), are expected to
approach zero for sufficiently long time delays between the pump and the probe. In this limit,
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This expression is manifestly negative when it describes probe-induced transitions from exci-
ton state x′ to some higher-energy exciton state x. The last conclusion is in agreement with the
usual experimental interpretation of pump–probe spectra, where negative DTS corresponds to
PIA [155]. It is expected that Eq. (5.36) correctly describes the PIA signal on picosecond or
longer time scales, because the coherences between exciton states and the ground state yx typ-
ically decay on . 100-fs time scale after the pump field has vanished, while exciton–exciton
coherences typically decay on picosecond time scales or longer. Our full expression for the
PIA signal [Eq. (5.35)] demonstrates that, in the ultrafast regime, it is expected that both coher-
ences between exciton states and the ground state yx(0) and exciton–exciton coherences n̄x̄x(0)
(x̄ 6= x), along with incoherent exciton populations n̄xx(0), play significant role. The signal
embodied Eq. (5.35) describes PIA, but it is not manifestly negative. Therefore, our theoretical
developments suggest that the correspondence between the sign of the differential transmission
signal and its type (GSB, SE, or PIA) does not necessarily hold on ultrafast time scales.
5.4.3 Numerical Results: Ultrafast Differential Transmission Signals
In order to compute PIA signals and at the same time keep the numerics manageable, we ex-
tend our model by introducing only one additional single-electron level both in the donor and in
the acceptor and one additional single-hole level in the donor. Such an extension is motivated
by the fact that the dipole-induced coupling between two exciton states is strongest when these
two states are of the same character, see Eqs. (5.22) and (5.24). Therefore, probing the PIA
from donor (space-separated) states is expected to involve higher-lying donor (space-separated)
states, the existence of which requires additional higher-lying single-electron states in both ma-
terials and higher-lying single-hole states in the donor. Additional energy levels in the donor and
the corresponding bandwidths are extracted from the aforementioned electronic structure calcu-
lation on an infinitely long PCPDTBT polymer chain. The additional single-electron level is
located ca. 1.16 eV above the single-electron level used in all the calculations and the bandwidth
of the corresponding zone is estimated to be ca. 0.48 eV. The additional single-hole level is lo-
cated ca. 1.13 eV below the single-hole level used in all the calculations and the bandwidth of the
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corresponding zone is estimated to be ca. 0.57 eV. The additional energy level in the acceptor is
extracted from an electronic structure calculation on the C60 molecule. The calculation is based
on DFT using either LDA or B3LYP exchange–correlation functional (both choices give similar
results) and 6-31G basis set and was performed using the NWChem package [159]. We found
that the additional single-electron level lies around 1 eV above the single-electron level used in
all the calculations. The bandwidth of the corresponding zone is set to 0.6 eV, see Table 5.1.
Here, we assume that the waveform of the pump pulse is






θ(t + t0)θ(t0 − t), (5.37)
where we take τG = 20 fs and t0 = 50 fs, while the probe is
e(t) = e0δ(t− (t0 + τ)), (5.38)
with variable pump–probe delay τ . The intraband dipole matrix elements dcci , d
vv
i in Eq. (5.20)








The positive parameter η, which effectively accounts for the line broadening, is set to η = 50 meV.
Variations in η do not change qualitative features of the presented PIA spectra, which was
checked in the Supplementary Material associated to Ref. [134]. In actual computations of the
signal given in Eq. (5.35), we should remember that the pump pulse finishes at instant t0, while in
Eq. (5.35) all the quantities are taken at the moment when the probe starts, which is now t0+τ ; in
other words, yx(0) → yx(t0+ τ), n̄x̄x(0) → n̄x̄x(t0+ τ) when we compute pump–probe signals
using Eq. (5.35) and the pump and probe are given by Eqs. (5.37) and (5.38), respectively.
In the following, we separately show the total signal [full Eq. (5.35)], the y-part of the signal
[the first two sums in Eq. (5.35)], and the n̄-part of the signal [the third sum in Eq. (5.35)]. We
note that it would be possible to further separate the n̄-part of the signal into the contribution
stemming from incoherent exciton populations n̄xx [Eq. (5.36)] and exciton–exciton coherences
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Figure 5.13: DTS ∆TPIA [Eq. (5.35)] as a function of the pump–probe delay for:
(a) pump at 1.5 eV (826 nm) and probe at 1 eV (1240 nm) testing PIA dynamics
from space-separated states, and (c) pump resonant with the lowest donor exciton
(1.21 eV, 1025 nm) and probe at 1.13 eV (1096 nm) testing PIA dynamics from
donor states. The inset of (c) shows the coherent exciton population |yXD0 |2 of the
lowest donor state XD0. (b) The same signal as in (a) at longer pump–probe delays
(> 300 fs). (d) n̄-part of the signal shown in (c); the inset displays the incoherent
exciton population n̄XD0 of the lowest donor state.
n̄x̄x (x̄ 6= x). However, their explicit separation shows that, on time scales of our interest,
the overall n̄-part of the signal is qualitatively very similar to its contribution stemming from
incoherent exciton populations only, which is shown in the Supplementary Material associated
to Ref. [134]. Therefore, for the simplicity of further discussion, we may consider the n̄-part of
the signal as completely originating from incoherent exciton populations.
In Figs. 5.13(a) and (b) we show PIA signal from space-separated states after pumping at
1.5 eV, which initially generates donor excitons that are well above the lowest donor state, see
Fig. 5.4(c). The frequency ω in Eq. (5.35) satisfies ~ω = 1 eV, which is (for the adopted val-
ues of model parameters) appropriate for observing PIA from space-separated states. At small
pump–probe delays (τ . 300 fs), we see that the oscillatory features stemming from coherences
between exciton states and the ground state (y-part of the signal) dominate the dynamics. At
larger delays, the part originating from established (incoherent) exciton populations (n̄-part of
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the signal) prevails, see Fig. 5.13(b), and the shape of the signal resembles the shapes of sig-
nals from space-separated states in Fig. 4(c) of Ref. [36]. The signal decreases at larger delays,
which correlates very well with the fact that the numbers of CT and CS excitons increase, see
Fig. 5.5(a). In other words, at larger pump–probe delays, at which the influence of coherences
between exciton states and the ground state is small, the signal can be unambiguously interpreted
in terms of charge transfer from the donor to the acceptor.
Figures 5.13(c) and (d) display PIA signal from donor excitons following the pump excitation
at the lowest donor state (1.21 eV). The frequency ω in Eq. (5.35) satisfies ~ω = 1.13 eV, which
is appropriate for studying the PIA from donor states. The overall signal shape is qualitatively
similar to the shape of donor exciton PIA signal in Fig. 4(a) of Ref. [36], but the interpretation
of its origin is rather different. While the authors of Ref. [36] suggest that the monotonically
increasing PIA signal from donor excitons reflects their transfer to space-separated states, our
signal predominantly originates from coherences between donor states and the ground state [y-
part of the signal in Fig. 5.13(c)]. Furthermore, the shape of the total signal matches very well
the decay of the coherent population of the lowest donor exciton, see the inset of Fig. 5.13(c),
while the shape of the n̄-part of the signal corresponds well to the changes in the incoherent
population of the lowest donor state, see the inset of Fig. 5.13(d). This incoherent population
does not decay during our computation: immediately after the pump pulse it rises and at longer
times it reaches a plateau, which signals that the donor exciton population is "blocked" in the
lowest donor state. The lowest donor exciton is very strongly dipole-coupled to the ground state,
its population comprising around 75% of the total generated population. Therefore, according to
our numerical results, the observed PIA signal from donor excitons in this case mimics the con-
version from coherent to incoherent exciton population of the lowest donor state. This, however,
does not necessarily mean that the concomitant charge transfer is completely absent in this case.
Instead, the presence of coherences between exciton states and the ground state, which domi-
nate the signal for all pump–probe delays we studied, prevents us from attributing the signal to
the population transfer from donor excitons to space-separated states. The aforementioned con-
version from coherent to incoherent exciton population of the lowest donor state is rather slow
because of the relatively weak coupling between low-lying donor excitons on the one hand and
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space-separated states on the other hand (this weak coupling was also appreciated in Ref. [36]).
On the other hand, pumping well above the lowest donor and space-separated states, the cou-
plings between these species are stronger and more diverse than for the pump resonant with the
lowest donor exciton; this situation resembles the one encountered for the excitation condition
in Fig. 4(c) of Ref. [36].
5.5 Discussion and Significance of Our Results
In this chapter, we have presented a study of the subpicosecond exciton dynamics in a one-
dimensional model of a D/A heterointerface. The principal advantage of our method over other
methods used in literature [52, 58, 141, 142, 160] is the fact that it treats both the generation
of excitons and their further separation on equal footing and that it deals with all the relevant
interactions on a fully quantum level. Since we explicitly consider the exciton generation from
an initially unexcited heterojunction, we are able to assess the importance of the direct optical
generation of spatially separated charges with respect to other proposed mechanisms of their
generation on subpicosecond time scales. We find that the resonant electronic coupling between
donor and space-separated states does not only enhance the transfer from the former to the latter
group of states [36, 49], but also opens up a new and important pathway to obtain space-separated
charges: their direct optical generation [143, 144]. While this mechanism has been proposed on
the basis of electronic structure and model Hamiltonian calculations, which did not include any
dynamics, our study is, to the best of our knowledge, the first to investigate the possibility of
direct optical generation of separated charges by performing a fully quantum and statistical in-
vestigation of ultrafast exciton dynamics at a heterointerface. We conclude that the largest part of
space-separated charges that are present on ∼ 100-fs time scales after the initial photoexcitation
are directly optically generated, contrary to the general belief that they originate from ultrafast
transitions from donor states. Our results, therefore, do not only confirm the theoretical hypothe-
ses about the possibility of the direct optical generation of space-separated charges [143, 144],
but position them into a wider framework by performing a study of subpicosecond dynamics of
electronic excitations in a photoexcited D/A blend.
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The resonant coupling between states of donor excitons and space-separated charges is at
the heart of the direct optical generation of the latter group of states. This coupling is mediated
by the D/A transfer integrals (JcDA, J
v
DA) and it ultimately originates from the resonant mixing
between single-electron states in the donor and acceptor parts of the heterojunction. It makes
space-separated states acquire nonzero dipole moment from states of donor excitons. In other
words, it is a redistribution of oscillator strengths between donor and space-separated states that
makes the latter group of states accessible directly from the ground state. The last point was
previously highlighted in studies conducted on two- [143] and three-dimensional [144] hetero-
junction models. Differently from our one-dimensional model, in which the D/A coupling is
restricted to only two sites (N − 1 and N) adjacent to the interface, in higher-dimensional mod-
els the dominant part of the D/A coupling involves more than a single pair of sites. Since we
convincingly demonstrate that, in our one-dimensional model, the redistribution of oscillator
strengths promotes the direct optical generation into the main source of space-separated carriers
on ultrafast time scales, we speculate that this conclusion would remain valid in a more realis-
tic higher-dimensional model of a heterointerface. While there is absorption intensity transfer
from donor to space-separated states brought about by their resonant mixing, the absorption still
primarily occurs in the donor part of a heterojunction, see Fig. 5.5(a). Our results show that on
ultrafast time scales the direct optical generation as a source of space-separated carriers is more
important than transitions from donor to space-separated states. This, however, does not mean
that initially generated donor excitons are not transformed into space-separated states. They
indeed are, see Figs. 5.5(a) and (b), but the characteristic time scale on which populations of
space-separated states change due to the free-system evolution is longer than 100 fs.





carrier–phonon coupling constants), the majority of CT and CS states that are present at∼ 100 fs
after photoexcitation have been directly generated during the excitation. The ultrafast generation
of separated charges at heterointerfaces is more pronounced when the D/A electronic coupling
(JcDA, J
v
DA) is larger or when the energy overlap region between single-electron states in the
donor and acceptor is wider, either by increasing the electronic coupling JcA in the acceptor
or decreasing the LUMO–LUMO offset ∆EcDA between the two materials, see Fig. 5.4(b). Our
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results are, therefore, in agreement with studies emphasizing the beneficial effects of larger elec-
tronic couplings among materials [160], better charge delocalization [52, 138, 141, 160], and
smaller LUMO–LUMO offset [161] on charge separation. We find that strong carrier–phonon
interaction suppresses charge separation, in agreement with previous theoretical studies [141,
142] in which the effects of variations of carrier–phonon coupling constants have been system-
atically investigated. However, changes in the quantities we use to monitor charge separation
with variations of carrier–phonon coupling strength are rather small, which we interpret to be
consistent with the ultrafast direct optical generation of space-separated charges. Our theoretical
treatment of ultrafast exciton dynamics is fully quantum, but it is expected to be valid for not
too strong coupling of excitons to lattice vibrations, since the phonon branch of the hierarchy
is truncated at a finite order, see Ch. 3 and Sec. 4.1. If the influence of phonons on excitons
were too strong, the hierarchy of equations would have to be truncated at a higher level, which
would make it computationally intractable. When the effects of lattice motion on excitons are
strong, one has, in turn, to consider the feedback of excitons on phonons, which is not captured
by the current approach. The feedback of excitons on the lattice motion can be relatively easily
included in a mixed quantum/classical approach, where excitons are treated quantum mechani-
cally, while the lattice motion is treated classically. To estimate the importance of the feedback
of excitons on the lattice motion, we have performed the computation using the surface hopping
approach [162, 163]. Results of this computation, which can be found in the Supplementary
Material associated to Ref. [134], show that the feedback effect of excitons on the lattice mo-
tion, which is expected to be important for stronger exciton–phonon interaction, is rather small.
We therefore expect that more accurate treatment of exciton–phonon interaction is not crucial to
describe heterojunction dynamics on ultrafast time scales. If one wants to treat more accurately
strong exciton–phonon interaction and yet remain in the quantum framework, other theoretical
approaches based on state-of-the-art multiconfigurational techniques [56, 59], infinite resum-
mations within the Green’s function formalism [164, 165], or variational ansätze for the wave
function of electron–phonon system [142] have to be employed. We have also checked that the
introduction of the diagonal static disorder in our model does not significantly alter qualitative
features of the proposed picture of ultrafast exciton dynamics at heterointerfaces, see a more
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detailed discussion in Ref. [134]. The last conclusion is in agreement with the results of a sys-
tematic investigation of the effects of disorder on charge separation at model D/A interfaces [50],
which suggest that, regardless of the degree of disorder, the essential physics of free hole and
electron generation remains the same.
Despite a simplified model of organic semiconductors, our theoretical treatment takes into
account all relevant effects. Consequently, our approach to ultrafast pump–probe experiments
produces results that are in qualitative agreement with experiments and confirms the previously
observed dependence of the exciton dynamics on the excess photon energy [36]. Our results
indicate that the interpretation of ultrafast pump–probe signals is involved, as it is hindered by
coherences (dominantly by those between exciton states and the ground state) that cannot be ne-
glected on the time scales studied. Time scales on which coherent features are prominent depend
on the excess photon energy. We find that higher values of the excess photon energy enable faster
disappearance of the coherent part of the signal since they offer a wealth of phonon-assisted tran-
sitions between exciton states, which makes the conversion from coherent to incoherent exciton
populations faster. Pumping at the lowest donor exciton, our signal is (at subpicosecond pump–
probe delays) dominated by its coherent part, the conversion from coherent to incoherent exciton




Identification of Ultrafast Photophysical
Pathways in Photoexcited Organic
Heterojunctions
In previous chapter, we have provided evidence that the primary source of separated charges
observed in photoexcited OSCs on ultrafast time scales is their direct optical generation. The
aim of this chapter is to further supplement this picture by isolating the actual photophysical
pathways along which the subpicosecond heterojunction dynamics proceeds. The motivation
for the investigation to be presented is described in Sec. 6.1. The model that we adopt, its
parameterization, and its features relevant for the interpretation of our results are introduced
in Sec. 6.2. Section 6.3 is devoted to a detailed discussion of our numerical results that permit
us to individuate the photophysical pathways followed by photoinduced electronic excitations
on ultrafast time scales. These results are presented in our recent publication [166], while their
position within the broader picture of light-to-charge conversion in D/A OSCs is thoroughly
discussed in Sec. 6.4.
6.1 Motivation
As we have already emphasized, the coupling of photogenerated carriers to lattice vibrations has
been repeatedly recognized as an essential factor in ultrafast charge separation occurring at D/A
heterojunctions. Recent theoretical investigation by Huix-Rotllant et al. [59] has revealed that
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the subpicosecond exciton dynamics is governed by the interplay between charge delocalization
and phonon-induced relaxation. In greater detail, the exciton states of mixed donor and space-
separated character, in which charges are delocalized throughout the heterojunction, are found
to open up a multitude of photophysical pathways for ultrafast dissociation of initial donor exci-
tons, which are concurrent with phonon-assisted relaxation within the donor and space-separated
manifolds.
The fact that, in most efficient OSCs, the electron-accepting material is based on the fullerene
and its soluble derivatives, is intimately connected to the electronic structure of the fullerene
molecule [137]. Due to the high symmetry of the C60 molecule, its LUMO, LUMO+1, and
LUMO+2 orbitals are degenerate in energy. Their degeneracy is broken in the fullerene deriva-
tive PCBM [148, 167, 168], giving rise to three energetically close bands of electronic states in
PCBM aggregates. While each of these bands is ∼ 0.1 eV wide, the width of the combined elec-
tronic band they form is ∼ 0.4–0.5 eV. In other words, there is a broad range of electronic states
that can accept the electron that is transferred from the initial donor exciton, which has been rec-
ognized as highly important for efficient and ultrafast charge separation in D/A blends containing
PCBM as the acceptor [51, 58]. The results presented in Ref. [58] suggest that the electronic
band of a PCBM aggregate that originates from the LUMO+2 orbital of PCBM molecules is
responsible for the formation of the so-called bridge CT state, which is resonant with CT states
featuring electrons that are delocalized away from the interface. The presence of the bridge CT
state combined with the phonon-induced transitions between nearly degenerate states promotes
an ultrafast charge separation pathway that completely circumvents the strongly bound and lo-
calized CT state. Let us also mention that, upon the functionalization of C60, together with the
degeneracy of its LUMO, LUMO+1, and LUMO+2 orbitals, the degeneracy of its LUMO+3,
LUMO+4, and LUMO+5 orbitals is also broken. The last three orbitals are situated at around 1
eV above the LUMO, LUMO+1, and LUMO+2 orbitals.
The influence of higher-than-LUMO acceptor orbitals on exciton dissociation has been in-
vestigated by Ma and Troisi [169]. They conclude that the precise energy position of higher-
than-LUMO acceptor orbitals can modulate the exciton dissociation rate by orders of magnitude
by opening up new exciton dissociation channels. The enhancement of the dissociation rate is
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observed as a consequence of the resonance between the initial donor state and higher-lying
CT states whose electrons belong to the band stemming from a higher-than-LUMO acceptor or-
bital. The appearance of this dissociation pathway suggests that the initial donor exciton may be
converted into a pair of free charges without involving the lowest-energy CT state. The central
quantities that determine whether such a conversion of donor excitons to free charges is possible
or not are the LUMO–LUMO offset and energy differences between higher-than-LUMO orbitals
and the LUMO orbital. The LUMO–LUMO offset in the P3HT/PCBM blend can be quite large
(around 1 eV) and thus comparable to the energy separation between LUMO and LUMO+3 or-
bitals of the PCBM molecule. It can therefore be expected that the electronic states of a PCBM
aggregate that arise from LUMO+3, LUMO+4, and LUMO+5 orbitals of the PCBM molecule
may play a nontrivial role in the ultrafast interfacial dynamics of the P3HT/PCBM blend. Sur-
prisingly, it seems that the effect of these orbitals has not received enough attention in previous
model studies of the P3HT/PCBM heterojunction. The ultrafast electron transfer observed in
Ref. [170] has been ascribed to the energy overlap between the state of the photoexcited electron
and the electronic states of the fullerene aggregate. The result presented in Fig. 3(e) of Ref. [170]
suggests that this overlap involves the electronic states of the fullerene aggregate stemming from
the LUMO+3, LUMO+4, and LUMO+5 orbitals of the PCBM molecule. The same study also
reports on the existence of the so-called charge bridging state in which the electron is delocal-
ized across the P3HT/PCBM interface. The ab initio calculations by Kanai and Grossman [148]
have also evidenced the presence of a charge bridging state that is formed by the resonant overlap
between electronic single-particle states in P3HT and C60. The charge bridging state is readily
accessible from the initially photogenerated P3HT exciton state and it also exhibits a significant
overlap with exciton states in which the electron is located on the fullerene, but away from its
interface with the polymer. Liu et al. [171] recognize that the presence of charge bridging state is
extremely susceptible to the exact geometry of the P3HT/PCBM interface. Since the aforemen-
tioned ab initio studies of a polymer/fullerene interface [148, 170, 171] investigated the interface
comprising a single oligomer and a single fullerene molecule, they were not able to conclusively
assess the role of the charge bridging state in ultrafast charge separation. Two possibilities for
how a charge bridging state may enhance ultrafast charge separation have been put forward [172].
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On the one hand, charge bridging states may act as intermediate states for conversion of initial
donor excitons to free charges because they exhibit quite good overlap with both of them. On
the other hand, charge bridging states may facilitate ultrafast free-carrier generation by acting
as additional absorbing states at the heterointerface. Due to the aforementioned resonant over-
lap, a redistribution of oscillator strengths occurs, and charge bridging states acquire oscillator
strength from donor states.
Our model of a D/A heterojunction that is introduced in Ch. 5 can be straightforwardly ex-
tended to include more than only one single-electron (single-hole) state per site. By analyzing
its ultrafast dynamics that is triggered by a photoexcitation, we may be able to provide a more
detailed picture of the relevance of higher-than-LUMO orbitals for ultrafast charge separation at
D/A heterointerfaces. Moreover, such a model enables a more detailed basic understanding of
the role of the resonant mixing mechanism in ultrafast interfacial dynamics.
6.2 Model Description
6.2.1 Multiband Model Hamiltonian of a Heterojunction
The model we use here is a one-dimensional multiband semiconductor model on a lattice that
consists of N donor and N acceptor sites. The sites 0, . . . , N − 1 belong to the donor part,
whereas the sites N, . . . , 2N − 1 belong to the acceptor part of the heterojunction. Multiple




(destroy) electrons on site i and in single-electron state βi. Analogously, single-hole levels on
site i are counted by index αi, so that Fermi operators d
†
iαi
(diαi) create (destroy) holes on site
i and in single-hole state αi. The phonon modes on site i are counted by index λi. The total
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d†iαi + diαiciβi). (6.3)





represent electron (hole) on-site energies and transfer integrals, are nonzero only for certain
combinations of their indices. In more detail, we take that ǫc(iβi)(jβ′j) is non-zero when it represents
(a) on-site energy ǫciβi of electron level βi on site i for i = j and βi = β
′
i;
(b) negative electron transfer integral between nearest neighbors of band βi, −Jc,intiβi , for i and
j both belonging to the same part of the heterojunction, |i− j| = 1, and βi = β ′j ;
(c) negative electron transfer integral between nearest neighbors of different bands, −Jc,extiβiβ′j ,
for i and j both belonging to the same part of the heterojunction, |i− j| = 1, and βi 6= β ′j;
(d) negative electron transfer integral between different parts of the heterojunctions, −JcDA,
for i = N − 1 and j = N or vice versa.
The Coulomb interaction potential is again modeled by using the Ohno potential, see Eq. (4.2).
The frequency of the electric field is such that it creates electron–hole excitations. The interband
dipole matrix elements are dcviαiβi , while we neglect intraband dipole matrix elements.
The exciton basis eigenstates ψx(iαi)(jβj) are obtained by solving the eigenvalue problem that
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The dipole-moment matrix element for the direct generation (from the ground state) of excitons










while exciton–phonon matrix elements describing transitions from exciton state x to exciton state


















6.2.2 Parameterization of the Model Hamiltonian
The model Hamiltonian parameterization employed in Ch. 5 assumes that the sites in the donor
region of the heterojunction belong to one polymer chain, which extends in the direction perpen-
dicular to the D/A interface. The hole delocalization occurs along a polymer chain and it is quite
good, as evidenced by the value of the transfer integral JvD in Table 5.1. However, in the most
efficient polymer/fullerene blends, polymer chains form the ordered structure described in Ch. 1,
they are mutually parallel and parallel to the D/A interface, see also Fig. 1.10. Recent studies
of ultrafast exciton dissociation [173] and charge separation [52] in two-dimensional models of
a D/A interface featuring mutually parallel polymer chains have suggested that these processes
crucially depend on the electronic properties and geometry in the direction perpendicular to the
D/A interface (and polymer chains, too). Motivated by these findings, we assume that each site
in the donor part of the heterojunction effectively substitutes a polymer chain and, consequently,
charge delocalization in the donor part of the heterojunction is assumed to occur between dif-
ferent polymer chains. In actual computations, we take one single-electron level per site in the
donor and one single-hole level per site in both the donor and acceptor. In order to mimic the
presence of higher-than-LUMO orbitals energetically close to the LUMO level (which is a situ-
ation typical of fullerenes), as well as to investigate the effects of single-electron levels situated
at around 1 eV above the LUMO level on the exciton dissociation, we take four single-electron
levels per site in the acceptor. Different types of electronic couplings are schematically indi-
cated in Figure 6.1, while the values of model parameters used in computations are summarized
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Table 6.1: Values of model parameters used in computations on the multiband






























in Table 6.1. These values are selected so that the main characteristics of the single-particle
and exciton spectrum (bandwidths, band alignments, exciton and charge transfer state binding
energies) within the model correspond to the ones observed in P3HT/PCBM material system.
We take the HOMO level of the donor material to be the zero of the energy scale.
The value of the transfer integral Jv,intD,0 was chosen so as to agree with the HOMO bandwidth
along the π-stacking direction of the regioregular P3HT [24, 25] and the values of the hole
transfer integral along the π-stacking direction of the same material [174, 175]. The electron
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Figure 6.1: Illustration of the model system indicating different transfer integrals
present in Table 6.1. The plot on the right shows the single-particle DOS for elec-
trons in the neat donor (blue curve) and acceptor (magenta curve) materials ob-
tained using the values of relevant parameters listed in Table 6.1. The electronic
states of the isolated materials are computed by diagonalizing the free-electron
Hamiltonian [the first term on the right-hand side of Eq. (6.1)] in which the D/A
coupling is set to 0. The DOS was then calculated by broadening each of the states
obtained by a Gaussian with the standard deviation of 10 meV.
transfer integral Jc,intD,0 should be of similar magnitude as the hole transfer integral along the π-
stacking direction [174]. Energies of the single-electron and single-hole levels in the donor, as
well as the on-site Coulomb interaction U , were chosen so that the lowest donor exciton state is
located at around 2.0 eV, while the HOMO–LUMO gap (single-particle gap) is around 2.4 eV,
i.e., the binding energy of the donor exciton is around 0.4 eV [26, 176].




A,01 , together with the energy
difference ǫcA,1−ǫcA,0 between single-electron states, are chosen to reproduce the most important
features of the low-energy part of the electronic density of states (DOS) of fullerene aggre-
gates [51, 58], such as the combined (total) bandwidth of ∼ 0.4–0.5 eV and the presence of
two separated groups of allowed states. Let us note that, because of the reduced dimensional-
ity of our model, we cannot expect to reproduce details of the actual DOS, but only its gross
features. We therefore believe that taking two instead of three orbitals energetically close to
the LUMO orbital is reasonable within our model. The electronic DOS in the acceptor pro-
duced by our model is shown in the inset of Fig. 6.1. Magnitudes of transfer integrals in the
acceptor are also in agreement with the values reported in the literature [20, 146]. We have also
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included the single-electron fullerene states which are located at around 1 eV above the lowest
single-electron state. It is well known that these states in C60 are also triply degenerate and that
this degeneracy is lifted in PC60BM. Since we use a model system, we take, for simplicity, that
the degeneracy is lifted in the same manner as in the case of lowest single-electron levels, i.e.,












A,3 − ǫcA,2 = ǫcA,1 − ǫcA,0, while
ǫcA,2 − ǫcA,0 = 1 eV. For the magnitudes of the energy difference ǫcA,0 − ǫvA,0 and the transfer in-
tegral Jv,intA,0 listed in Table 6.1, the single-particle gap in the acceptor part of the heterojunction
assumes the value of 2.2 eV, which is similar to the literature values for PCBM [26].
The energy differences ∆XD−CT and ∆XA−CT between the lowest excited state of the hetero-
junction (the lowest CT state) and the lowest exciton states in the donor and acceptor respectively,
are directly related to LUMO–LUMO and HOMO–HOMO energy offsets between the materi-
als. Literature values of ∆XD−CT representative of P3HT/PCBM blends are usually calculated
for the system consisting of one PCBM molecule and one oligomer and range from 0.7 eV [177]
to 1.3 eV [178]. Liu and Troisi [179] obtained ∆XD−CT = 0.97 eV and pointed out that taking
into account partial electron delocalization over fullerene molecules can significantly lower the
XD–CT energy difference. For parameters listed in Table 6.1, ∆XD−CT = 0.68 eV, which is
a reasonable value, since we do account for carrier delocalization effects. The LUMO–LUMO
offset∆EcDA (see Figure 6.1) produced by the model parameters is around 0.96 eV and the lowest
CT state is located at 1.32 eV. The energy difference ∆XA−CT = 0.42 eV, so that the HOMO–
HOMO offset is around 0.73 eV and the lowest XA state is approximately at 1.74 eV, both of
which compare well with the available data [26]. The magnitudes of the transfer integrals JcDA
and JvDA between the two materials are taken to be similar to the values obtained in Ref. [148].
Interband matrix elements of the dipole moment dcviαiβi are assumed not to depend on band
indices αi, βi and to be equal on all sites belonging to the single material, dcviαiβi = d
cv
D for
i = 0, . . . , N − 1 and dcviαiβi = dcvA for i = N, . . . , 2N − 1. Since the focus of our study is on the
dissociation of donor excitons, in all the computations we set dcvA = 0.
Similarly to the parameterization employed in Ch. 5, we assume that each site contributes
one low-frequency and one high-frequency phonon mode. Their energies (~ωp,1 and ~ωp,2) are
the same as in Ch. 5. The values of g1 and g2 listed in Table 6.1 are obtained by assuming that
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the polaron binding defined in Eq. (5.8) is equal to ǫpolb = 50 meV, that both modes contribute
equally to it (ǫpolb,1 = ǫ
pol
b,2), and that |J | = 125 meV.
6.2.3 Role of the D/A Coupling and the Resonant Mixing Mechanism
The classification of exciton states in general case of the interacting heterojunction, when at
least one of JcDA, J
v
DA is different from zero, is performed in the manner described in Sec. 5.2.3.
Therefore, here, we will not present the detailed procedure, but only reformulate certain expres-
sions so that they can be used to investigate the multiband model in this chapter. The expression




































The electron in a space-separated state is predominantly located in the acceptor part of the
heterojunction, while the hole is located in the donor part. Since there is a number of single-
electron levels per acceptor site, the electron in a space-separated state can be in different elec-
tronic bands originating from these single-electron levels. A useful quantity for further classifi-










which represents the conditional probability that, given that the electron in state x is in the
acceptor, it belongs to the electronic band stemming from the single-electron level β. The index
of the electronic band βx to which the electron in space-separated state x predominantly belongs
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is then the value of β for which the conditional probability px is maximal. In other words, space-
separated state x belongs to the CTβx band. Due to the large energy separation between the lower
two (0 and 1) and the higher two (2 and 3) single-electron levels in the acceptor, the electronic
coupling Jc,extA,12 , which couples space-separated states belonging to CT0 and CT1 bands to the
ones belonging to CT2 and CT3 bands, is not effective. Therefore, the space-separated states from
CT0 and CT1 bands are very weakly mixed with (and essentially isolated from) space-separated
states of CT2 and CT3 bands, which permits us to separately analyze these two subgroups of
space-separated states.
In Ch. 5, we have remarked that it is the resonant mixing between single-electron states in the
donor and the acceptor that is at the heart of the absorption intensity redistribution among donor
and space-separated states, which renders the latter states directly accessible from the ground
state. The resonant mixing is possible because the LUMO–LUMO offset is comparable to the
width of the electronic band in the acceptor. Let us now examine in more detail the role of the
D/A coupling in the resonant mixing.




ψx(iαi)(jβj) in the coordinate space. For the clarity of the discussion, we assume that we have only
one single-electron and single-hole state per site throughout the system (as is the case in our
investigations in Ch. 5). This assumption does not compromise the validity of the conclusions to
be presented in the case of more single-particle states per site. On the abscissa of our coordinate
space is the hole coordinate, while on the ordinate is the electron coordinate.
The wave functions of exciton states x(0) of the noninteracting heterojunction are confined
to a single quadrant of our coordinate space, see Fig. 6.2(a). For example, the wave function
of a donor exciton state is nonzero only when both electron and hole coordinates are between 0
andN −1, and similarly for other groups of exciton states. Because of the D/A interactionHDA
[Eq. (6.8)], exciton states x of the interacting heterojunction are mixtures of different exciton
states x(0) of the noninteracting heterojunction, see Eq. (5.13). Therefore, the wave function of
a general exciton state at the interacting heterojunction is not confined to the quadrant which is
in Fig. 6.2(a) labeled by its prevalent character, but is nonzero also in other quadrants. The D/A
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Figure 6.2: (a) At the noninteracting heterojunction, the wave function of each
exciton state is confined to a single quadrant in the position space of the electron
and hole. (b) The points at which the sums on the right-hand side of Eq. (6.11) are
evaluated: the points relevant to the computation of the first and the second sum
are grouped by red ellipses, the points relevant to the computation of the third and
the fourth sum are grouped by blue rectangles.


















































The points at which the sums in the last equation (disregarding band indices) are to be evaluated
are presented in Fig. 6.2(b). The first two sums in Eq. (6.11) are nonzero only when one state is of
XD, and the other is of space-separated character. Similarly, the other two sums in Eq. (6.11) are
nonzero only when one state is of XA, and the other is of space-separated character. Therefore,
if JcDA 6= 0 and JvDA = 0, XA states of the interacting heterojunction are identical to XA states
of the noninteracting heterojunction, while XD (space-separated) states of the interacting het-
erojunction are generally combinations of XD and space-separated states of the noninteracting
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heterojunction. Similarly, if JcDA = 0 and J
v
DA 6= 0, XD states of the interacting heterojunc-
tion are identical to XD states of the noninteracting heterojunction, while XA (space-separated)
states of the interacting heterojunction are generally combinations of XA and space-separated
states of the noninteracting heterojunction.
The exact mechanism of this mixing is different in different parts of the exciton spectrum.
Let us start with the lower-energy part of the spectrum, which contains space-separated states be-
longing to CT0 and CT1 bands. Single-electron states in the acceptor that originate from levels 0
and 1 do not exhibit strong resonant mixing with single-electron states in the donor, thanks to the
large energy separation between these two groups of states. Therefore, the relevant partitioning
of the interacting-carrier HamiltonianHc is the one embodied in Eq. (5.11), where the D/A inter-
action HDA [Eq. (6.8)] is explicitly separated from the Hamiltonian H
(0)
c of interacting carriers
at the noninteracting heterojunction. Coefficients Cxx(0) in the expansion [Eq. (5.13)] of exciton
state x (of the interacting heterojunction) in terms of exciton states x(0) (of the noninteracting
heterojunction) are obtained as solutions to the eigenvalue problem
∑
x(0)
(δx(0)x̄(0)~ωx(0) + hx̄(0)x(0))Cxx(0) = ~ωxCxx̄(0). (6.12)









∣. Therefore, most of the states in the lower-energy part of the interacting-
heterojunction spectrum are almost identical to the respective states of the noninteracting-hete-
rojunction spectrum. However, whenever |hx̄(0)x(0) | ∼ |~ωx̄(0) − ~ωx(0)|, there exists at least one
state of the interacting heterojunction that is a mixture of states x̄(0) and x(0) (which have differ-
ent characters!) of the noninteracting heterojunction. In other words, states x̄(0) and x(0), which
are virtually resonant in energy, exhibit resonant mixing to form the so-called bridge states of
the interacting heterojunction. Apart from their dominant character, which is obtained as previ-
ously explained, bridge states also have nontrivial overlaps with noninteracting-heterojunction
states of other characters. For example, if JvDA = 0, all the bridge states of the interacting het-
erojunction are of mixed XD and space-separated character; if JcDA = 0, all the bridge states of
the interacting heterojunction are of mixed XA and space-separated character; if both couplings
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are nonzero, bridge states of the interacting heterojunction are of mixed XD, XA, and space-
separated character. The emergence of bridge states in the low-energy part of the exciton spec-
trum requires subtle energy alignment of exciton, i.e., two-particle, states. Bridge states formed
by resonances between two-particle states are thus rather scarce. Having a certain amount of
the donor character, bridge states acquire oscillator strengths from donor states and can thus be
directly generated from the ground state. In the rest of our paper, it is convenient to consider as
a bridge state any state (in the lower-energy part of the exciton spectrum) of dominant CS, CT
or XA character whose amount of donor character [as defined in Eq. (5.14)] is at least 0.01.
On the other hand, in the high-energy region of the exciton spectrum, which contains space-
separated states belonging to CT2 and CT3 bands, there is significant mixing between single-
electron states in the acceptor stemming from levels 2 and 3 and single-electron states in the
donor. In this case, instead of the decomposition of the interacting-carrier part of the Hamilto-
nian given in Eq. (5.11), it is more convenient to separate the carrier–carrier interaction [last three
terms in Eq. (6.1)] from the part describing noninteracting carriers [first two terms in Eq. (6.1)].
The latter part of the interacting-carrier Hamiltonian then gives rise to single-electron states of
the whole heterojunction that are in general delocalized on both the donor and acceptor as a
consequence of the resonant mixing between single-electron states in the two materials. Since
one single-electron state of the entire system generally participates in many two-particle states,
exciton states having at least one carrier delocalized throughout the heterojunction are ubiqui-
tous in the high-energy region of the spectrum. They also generally have greater amount of
donor character than the bridge states in the low-energy part of the spectrum, vide infra, making
them easily accessible from the ground state by a (suitable) photoexcitation. The dominant char-
acter of these states can be different and to our further discussion are relevant space-separated
(CT and CS) states of CT2 and CT3 bands with partial donor character, which will be further
termed photon-absorbing charge-bridging (PACB) states. This term has been repeatedly used
in the literature to denote space-separated states in which charges are delocalized throughout
the system [148, 171, 172]. We note that the PACB states within our model do not have any
other immediate relationship with PACB states reported in ab initio studies of D/A interfaces
apart from the charge-bridging property and relatively large oscillator strengths permitting their
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Figure 6.3: Exciton states relevant for our study divided in different groups. In the
third (the fourth) column (from the left), blue and magenta lines denote CS (CT)
states belonging to CT0 and CT1 band, respectively. Ultrafast exciton dynamics
proceeds along the photophysical pathways denoted by (1)–(8), which are further
specified in Sec. 6.3. The solid arrows [pathways (1), (3), (6), (7), and (8)] indicate
the deexcitation processes occurring within one group of exciton states, whereas
the dashed arrows [pathways (2), (4), and (5)] denote transitions among different
groups of exciton states. The black (red) bolt denotes the direct photoexcitation of
excitons in donor (PACB) states. Representative PACB and bridge states are ac-
companied by plots of the exciton wave function square modulus in the coordinate
space.
direct optical generation.
The bridge states owe their name to the fact that they indirectly connect, via phonon-assisted
processes, a state of pure XD character to a state of pure space-separated character. In our model,
these two states cannot be involved in a single-phonon-assisted process because of the form of
exciton-phonon matrix elements Γiλix̄x , see Eq. (6.6), which contain products of exciton wave
functions taken at the same point. Therefore, single-phonon-assisted transitions among exciton
states of the same character are most intense and probable. A state of pure XD character can,
however, also be coupled (via processes mediated by a donor phonon) to a bridge state, which
can then be coupled to a state of pure space-separated character (via single-phonon processes
mediated by acceptor phonons).
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In the remaining part of our study, we will for ease of presentation adopt the following clas-
sification of the exciton states. Since space-separated states belonging to CT2 and CT3 bands
which are relevant to our study are PACB states, we will not discriminate between CT and CS
states in CT2 and CT3 bands, but rather refer to all of them as PACB states. We will, however,
distinguish between CS and CT states in CT0 and CT1 bands and, for brevity of discussion, we
will denote them simply as CS and CT states. This classification facilitates the understanding
of the role that PACB states play in ultrafast interfacial dynamics by enabling direct comparison
between results obtained with all four and only two lower orbitals per acceptor site, vide infra.
The comparison is plausible since there is a well defined correspondence between XA, CT, and
CS states in the lower-energy part of the exciton spectrum (four orbitals per acceptor site) and
the corresponding states when only two orbitals per acceptor site are taken into account. The
part of the exciton spectrum that is relevant for our study is shown in Fig. 6.3.
6.3 Numerical Results
In this section, we present results for the exciton dynamics at the model heterojunction during
and after its pulsed excitation. The form of the excitation is






θ(t + t0)θ(t0 − t), (6.13)
where ωc is its central frequency, 2t0 is its duration, τG is the characteristic time of the Gaussian
envelope, and θ(t) is the Heaviside step function. In all the computations, we set t0 = 50 fs
and τG = 20 fs. As has been discussed in Sec. 5.2.2, the results of the numerical investigations
in Ch. 5 are not particularly susceptible to the exact wave form of the exciting electric field.
The reason for such a behavior lies in the relatively low value of the LUMO–LUMO offset
and relatively good charge delocalization, which promote quite fast conversion of the initially
created coherent exciton populations towards the incoherent ones by means of phonon-assisted
processes. Even though the wave form given in Eq. (5.9) generally makes coherent quantities
decay more slowly than the wave form embodied in Eq. (6.13), our numerical computations in the
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two cases witness almost the same dynamics due to the very efficient phonon-assisted processes.
Here, however, the LUMO–LUMO offset is almost two times larger than in Ch. 5, while the
carrier delocalization is weaker. Therefore, here, the conversion of coherent into incoherent
populations is expected to be slower and more dependent on the particular form of the exciting
field. In order to avoid artificially long conversion times that arise when combining the wave
form given in Eq. (5.9) with the values of model parameters listed in Table 6.1, we opt here for
the excitation form given in Eq. (6.13).
Apart from computing the (normalized) incoherent exciton populations of various groups of
exciton states [Eq. (5.15)], ultrafast exciton dynamics is studied here in more detail by defining






nxx(t) δ(E − ~ωx). (6.14)
ϕX(E, t)∆E represents the number (normalized to the total exciton populationNtot) of excitons
from groupX residing in the states whose energies are betweenE andE+∆E. Having in mind
Eq. (3.46), which relates coherent, incoherent, and total exciton population of exciton state x,
quantity ϕX(E, t)∆E can be decomposed into its coherent





|yx(t)|2 δ(E − ~ωx), (6.15)
and incoherent part





n̄xx(t) δ(E − ~ωx). (6.16)
The plots of ϕcohX as a function of E and t provide information about states in which excitons are
initially generated (the initial exciton distribution) and the time scale on which the conversion
from coherent to incoherent exciton populations takes place. The plots of ϕincohX as a function of
E and t reveal actual pathways along which (incoherent) excitons are redistributed, starting from
the initial exciton distribution. Computing the energy- and time-resolved exciton populations
ϕX(E, t) or the exciton DOS, we represent δ functions by a Gaussian with the standard deviation
of 10 meV.
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Let us briefly comment on the numerical effort that has to be employed to study ultrafast exci-
ton dynamics in the model introduced in Sec. 6.2. The model supports 5N×2N = 10N2 = 1210
exciton states in total. In actual computations, we usually take around 500 lowest-energy exciton
states. As in Ch. 5, the total number of phonon modes is 2N = 44, so that the number of ac-
tive single-phonon-assisted density matrices nx̄x(iλi)+ is typically of the order of 10
7, while the
numbers of active density matrices of other types are much smaller. In other words, computa-
tions of ultrafast exciton dynamics require an integration of ∼ 107 mutually coupled differential
equations. The integrations are performed on a number of processors in parallel as described in
the opening of Sec. 4.3. Due to the specific features of the parameter set employed here, see the
discussion following Eq. (6.13), the time step of the integration is ∆t = 0.4 fs. The computa-
tions are typically performed on 64 processors, and propagating the active density matrices for
1 ps requires 2500 time steps and takes of the order of 10–20 hours. We also note that the com-
putation of quantities ϕcohX (E, t) and ϕ
incoh
X (E, t) significantly contributes to the total execution
time.
6.3.1 General Analysis of Ultrafast Interfacial Dynamics
We start with the analysis of the ultrafast exciton dynamics when model parameters assume
the values listed in Table 6.1 and the system is excited at the bright donor state located around
~ωc = 2.35 eV, which is significantly above the lowest donor state, see Fig. 6.3. We also present
the results obtained taking into account only two lower single-electron levels (of energies ǫcA,0
and ǫcA,1) in the acceptor per site, while the values of all other model parameters are as listed in
Table 6.1. The comparison of these results helps us understand the effects that the presence of
two higher single-electron levels in the acceptor has on ultrafast exciton dynamics in our model.
In Fig. 6.4(a) we show the time dependence of the total coherent exciton population Ncoh =
∑
x |yx|2, total incoherent exciton population Nincoh =
∑
x n̄xx, and total exciton population
Ntot. Exciting well above the lowest donor state, the conversion from coherent to incoherent
exciton populations is rapid and is completed in a couple of tens of femtoseconds after the end
of the pulsed excitation. Figures 6.5(a)–(e) present density plots of energy- and time-resolved
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Figure 6.4: Time dependence of (a) the total exciton population and its coherent
and incoherent parts, (b) and (c) normalized incoherent populations of different
groups of exciton states. In (a) and (b), we take four single-electron levels per
acceptor site, while in (c) we take only two lower single-electron levels (ǫcA,0 and
ǫcA,1) per acceptor site. The dotted vertical lines denote the end of the excitation.
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distributions ϕcohX (E, t) of coherent exciton populations for different groups of exciton states
X . Comparing the ranges of color bars in Figs. 6.5(a)–(e), we conclude that the excitation
predominantly generates donor excitons. We observe in Fig. 6.5(a) that the initially populated
donor states are the states located around 2.35 and 2.42 eV, together with the lowest donor state
at around 2 eV. Even though we pump well above the lowest donor state, this state is prone to
the direct optical generation because of its very large dipole moment Mx [Eq. (6.5)] for direct
generation from the ground state and the spectral width of the pulse. Apart from donor states,
PACB states are also initially populated, see Fig. 6.5(b). In Figs. 6.5(c)–(e) we see that energy
positions of the bright spots in the density plots on the left correspond very well to the energy
positions of red bars, which indicate bridge states of dominant CS, CT, and XA character, on the
right. In other words, these states can be directly optically generated from the ground state, as
already discussed.
The time dependence of normalized incoherent populations of different groups of exciton
states is presented in Fig. 6.4(b). Figure 6.4(c) shows normalized incoherent populations in the
model with only two accessible electronic states (of energies ǫcA,0 and ǫ
c
A,1) at each acceptor
site. Comparing Figs. 6.4(b) and (c), we conclude that the presence of PACB states significantly
affects exciton dynamics on ultrafast time scales. In the presence of only two lower electronic
levels in the acceptor, the number of donor excitons decreases, while the numbers of CS, CT,
and XA excitons increase after the excitation, see Fig. 6.4(c). On the other hand, taking into
account the presence of higher-lying electronic orbitals in the acceptor and pumping well above
the lowest donor exciton, the populations of XD, XA, CT and CS states increase, while the
population of PACB states decreases after the excitation, see Fig. 6.4(b). The fact that donor
states acquire population after the end of the pulse may at first seem counter-intuitive, since
initially generated donor excitons are expected to dissociate, performing transitions to the space-
separated manifold. Having significant amount of donor character, PACB states are well coupled
(via single-phonon-assisted processes) to the manifold of donor excitons, while their coupling
to space-separated states belonging to CT0 and CT1 bands is essentially negligible, as discussed
in the paragraph following Eq. (6.9). Therefore, instead of performing single-phonon-assisted
transitions to lower-energy space-separated states, initially generated PACB excitons perform
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Figure 6.5: Density plots of ϕcohX (E, t) for (a) XD, (b) PACB, (c) CS, (d) CT,
and (e) XA states. Each density plot is complemented with the plot of the corre-
sponding exciton DOS. In panels (b)–(e), exciton DOS plots contain amounts of
the donor character of exciton states, see Eq. (5.14) [in panels (c)–(e), as long as
it is greater than 0.01].
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transitions towards donor states, i.e., the number of donor excitons increases at the expense of
excitons initially generated in PACB states. While at the end of the pulse excitons in PACB states
comprise around 11% of the total exciton population, 900 fs after the pulse their participation in
the total population reduces to 4%. At the same time, the normalized number of donor excitons
increases from around 85% to around 89% of the total exciton population, meaning that some
of the donor excitons are converted into XA, CT, and CS states, which is seen in Fig. 6.4(b) as
the increase in the populations of these states.
In the model with four accessible electronic orbitals per acceptor site, the major part of
space-separated states that are populated on 100-fs time scales following the excitation are di-
rectly generated PACB states. This conclusion is in line with our results presented in Ch. 5,
where the LUMO–LUMO offset is comparable to the effective bandwidth of the LUMO band
of the acceptor. PACB states acquire nonzero oscillator strengths due to the energy alignment
between single-electron states stemming from the donor LUMO orbital and higher-than-LUMO
acceptor orbitals, meaning that they can be directly optically generated when exciting donor
states. If only electronic orbitals close to the LUMO orbital are taken into account, popula-
tions of space-separated states present on 100-fs time scales after the excitation mainly reside
in bridge states, which are formed by resonant mixing between two-particle states. The popula-
tions of bridge states are dominantly built by phonon-assisted transitions from initially generated
donor excitons (since the direct generation of excitons in bridge states is not very pronounced
for the excitation studied). Therefore, in our model, the PACB states can enhance the generation
of space-separated charges on ultrafast time scales by allowing for their direct optical generation
and not by acting as intermediate states of charge separation starting from intial donor excitons.
6.3.2 Individuation of Ultrafast Photophysical Pathways
In order to unravel the photophysical pathways along which the ultrafast exciton dynamics pro-
ceeds, in Figs. 6.6(a)–(e) we depict the density plots of ϕincohX (E, t) for various groups X of
exciton states. As already explained, the excitons initially generated in PACB states (red bolt in
Fig. 6.3) undergo deexcitation within the PACB manifold [pathway (1) in Fig. 6.3] followed by
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Figure 6.6: Density plots ofϕincohX (E, t) for (a) XD, (b) PACB, (c) CS, (d) CT, and
(e) XA states. Each density plot is accompanied by the plot of the corresponding
exciton DOS. In panels (b)–(e), the exciton DOS plots contain the amount of the
donor character of exciton states, see eq 5.14 [in panels (c)–(e), as long as it is
greater than 0.01].
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phonon-mediated transitions towards the manifold of donor states [pathway (2) in Fig. 6.3], see
Figure 6.6(b). Donor excitons (either the ones initially generated in higher-lying bright states, see
the black bolt in Fig. 6.3, or the ones originating from PACB excitons) are involved in a series
of ultrafast phonon-assisted transitions towards lower-energy states. Most of these transitions
happen within the XD manifold [pathway (3) in Fig. 6.3], see the series of more or less bright
bands in the density plot of Fig. 6.6(a), which is consistent with the fact that donor excitons
comprise the largest part of the total exciton population at every instant. The deexcitation within
the XD manifold proceeds until the lowest XD state is reached. In fact, we see that already for
t & 250 fs, XD population resides mainly in the lowest donor state at around 2 eV and the donor
state at around 2.13 eV. The lowest donor state is almost uncoupled from the space-separated
manifold, acting as a trap state for exciton dissociation, which is in line with other studies [59].
The other donor state (at around 2.13 eV) acting as a trap state for exciton dissociation is specific
to our computation.
In the course of the deexcitation from the higher-lying donor states and before reaching a trap
state for exciton dissociation, a donor exciton can perform a transition to a bridge state [path-
way (4) in Fig. 6.3]. As seen in Figs. 6.6(c)–(e), the energy positions of the bright bands in the
density plots on the left match exactly the energy positions of red bars displaying the amount of
donor character of dominantly space-separated or XA states on the right. Figures 6.7(b)–(d) de-
pict probability distributions of the electron and hole in representative bridge states of different
dominant characters, while Fig. 6.7(a) shows the same quantities for particular PACB states. All
the bridge states exhibit carrier delocalization throughout the system; this property makes them
accessible from the initial states of donor excitons. The same holds for PACB states: since the
carriers in these states are delocalized throughout the heterojunction, these states inherit oscil-
lator strengths from donor excitons and may thus be directly accessed by an optical excitation.
Moreover, this property enables efficient phonon-assisted coupling between PACB states and
donor states. The bridge states gain significant populations during the first 100 fs following the
excitation [pathway (4) in Fig. 6.3] and concomitantly the excitons initially generated in PACB
states perform phonon-mediated transitions towards donor states [pathway (2) in Fig. 6.3].
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Figure 6.7: The probability distributions of the electron (left) and hole (right) in
representative (a) PACB states and bridge states of dominant (b) CS, (c) CT, and
(d) XA character.
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Once the exciton has reached a bridge state, it can deexcite within the manifold of its dom-
inant character [pathways (6)–(8) in Fig. 6.3] or it can perform a transition to the CT manifold
[pathway (5) in Fig. 6.3] followed by a number of downward transitions within this manifold
[pathway (7) in Fig. 6.3], see the series of more or less bright bands between 1.3 and 2.2 eV in
the density plot of Fig. 6.6(d). The gradual deexcitation within the CT manifold leads to the de-
layed build-up of populations of low-energy CT states [pathway (7) in Fig. 6.3], see bright bands
at around 1.62 and 1.32 eV in the density plot in Fig. 6.6(d), which happens on a picosecond
time scale. Apart from mediating the charge separation, bridge states can also act as competing
final states. In our computation, at every instant, virtually all CS excitons reside in bridge states
of dominant CS character, and the progressive deexcitation within the CS manifold [pathway (6)
in Fig. 6.3] is not pronounced, see Fig. 6.6(c). Analogous situation is observed analyzing the
energy- and time-resolved populations of XA states [pathway (8) in Fig. 6.3] in Fig. 6.6(e). This
twofold role of bridge states observed in our computations is in agreement with conclusions of
previous studies [140].
6.3.3 Influence of Model Parameters on Ultrafast Exciton Dynamics
Here, we discuss on how changes in values of some of the model parameters affect the picture
of ultrafast interfacial dynamics obtained so far.
The exact photophysical pathways along which the exciton dynamics proceeds on ultrafast
time scales strongly depend on the frequency of the excitation, the exciton dissociation being
more pronounced for larger excess energy [36, 180]. We examine ultrafast exciton dynamics for
three different excitations of central frequencies ~ωc = 2.35, 2.25, and 2 eV (excitation at the
lowest donor state). As the central frequency of the excitation is decreased, i.e., as the initially
generated donor excitons are closer in energy to the lowest donor state, the conversion from co-
herent to incoherent exciton population is slower and the time scale on which exciton coherences
with the ground state dominate the interfacial dynamics is longer, see Fig. 6.8(b). At the same
time, the participation of excitons in PACB states in the total exciton population is decreased,
whereas donor excitons comprise larger part of the total population, see Fig. 6.8(a). Namely, as
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Figure 6.8: Time dependence of (a) the normalized number of excitons in donor
and PACB states, and (b) the total coherent exciton population, for different cen-
tral frequencies of the excitation. For convenience, the total coherent population
shown in (b) is normalized so that its maximal value is equal to 1.
the central frequency is lowered towards the lowest donor state, the initial optical generation of
excitons in PACB states is less pronounced and the pathways (1) and (2) in Fig. 6.3 become less
important, while the possible photophysical pathways of the initially generated donor excitons
become less diverse. Therefore, the phonon-assisted processes responsible for the conversion
from coherent to incoherent exciton populations and for the ultrafast phonon-mediated transi-
tions from donor states towards space-separated states are less effective. As a consequence, the
conversion from coherent to incoherent exciton populations is slower, and initially generated
donor excitons tend to remain within the manifold of donor states [pathway (3) in Fig. 6.3, down
to the lowest donor state, is preferred to pathways (4)–(7), which may lead to space-separated
states]. The latter fact is especially pronounced exciting at the lowest donor state, which is very
weakly coupled to the space-separated manifold, when around 80% of the total exciton popula-
tion lies in the lowest donor state, meaning that the ultrafast charge transfer upon excitation at
this state is not significant.
For the values of model parameters listed in Table 6.1, the LUMO–LUMO offset is rather
large, and the bridge states emerge as a consequence of the energy resonance between two-
particle (exciton) states. The energies of these states, as well as their number and amount of
the donor character, are therefore very sensitive to the particular exciton energy level alignment
at the heterojunction. On the other hand, the properties of PACB states are not expected to be
particularly sensitive to the details of the energy level alignment, since they originate from res-
onances between single-electron states in the donor and acceptor. In order to demonstrate this
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difference between bridge states and PACB states, we perform computations with different, but
very close, values of the LUMO–LUMO offset. The LUMO–LUMO offset is varied by changing








A,0 in Table 6.1 by the same amount, keeping all the other
model parameters fixed. The effects of small variations of LUMO–LUMO offset are studied for
JvDA = 0, when all the bridge states are of mixed XD and space-separated character and, since
dcvA = 0, XA states do not participate in the ultrafast exciton dynamics. The exclusion of XA
states from the dynamics decreases significantly the numerical effort and at the same time al-
lows us to concentrate on the dynamics of ultrafast electron transfer, instead of considering both
electron transfer and exciton transfer. The main qualitative features of the ultrafast exciton dy-
namics described earlier remain the same, which has been explicitly checked in the Supporting
Information associated to Ref. [166]. Figure 6.9(a) presents the time dependence of the nor-
malized number of excitons in PACB states, while Fig. 6.9(b) shows the normalized number of
excitons in space-separated states 900 fs after the excitation for different LUMO–LUMO offsets
ranging from 950 to 980 meV in steps of 5 meV. Small variations in the LUMO–LUMO offset
between 955 and 975 meV weakly affect the portion of PACB excitons in the total exciton popu-
lation. However, for the LUMO–LUMO offset of 980 meV, the normalized number of excitons
in PACB states is somewhat higher than for the other considered values, while this number is
somewhat smaller for the LUMO–LUMO offset of 950 meV. Namely, for larger LUMO–LUMO
offsets, the lowest state of CT2 band is closer to the central frequency of the excitation, and the
direct optical generation of excitons in PACB states is more pronounced. For smaller LUMO–
LUMO offsets, the initial generation of excitons in PACB states is to a certain extent suppressed
because the energy difference between the lowest state of CT2 band and the central frequency of
the excitation is larger. On the other hand, the relative number of space-separated excitons can
change up to three times as a result of small changes in the LUMO–LUMO offset. The different
behavior displayed by the relative numbers of PACB excitons and space-separated excitons is a
consequence of different mechanism by which PACB states and bridge states emerge. The peak
in the normalized number of space-separated excitons observed for the LUMO–LUMO offset of
965 meV signalizes that the exciton-level alignment at this point favors either (i) formation of
more bridge states of dominant space-separated character than at other points or (ii) formation
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Figure 6.9: (a) Time dependence of the normalized number of PACB excitons
for different values of the LUMO–LUMO offset ∆EcDA. (b) The relative number
of excitons in space-separated (CT and CS) states 900 fs after the excitation for
different values of ∆EcDA. The system is excited at ~ωc = 2.35 eV.
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Figure 6.10: (a) Time dependence of the total coherent exciton population Ncoh
for different carrier–phonon interaction strengths. For convenience, Ncoh is nor-
malized so that its maximum assumes the same value for all studied interaction
strengths. Dynamics of normalized incoherent excition populations of (b) PACB
and XA, (c) XD, (d) CS, and (e) CT states, for different interaction strengths.
of bridge states that couple more strongly to initial donor states than bridge states at other points.
We now analyze the ultrafast exciton dynamics for different strengths of the carrier–phonon
coupling, exciting the system at ~ωc = 2.35 eV. The polaron binding energy ǫbpol [Eq. (5.8)],
which is a measure of the carrier–phonon interaction strength, assumes values of 20, 50, and 70
meV. Since the carrier–phonon interaction mediates the conversion from coherent to incoherent
exciton populations, weaker carrier–phonon coupling makes this conversion somewhat slower,
see Fig. 6.10(a). We note that, for all the interaction strengths considered, the total coherent pop-
ulation decays 100 times (compared to its maximal value) in . 100 fs following the excitation,
meaning that the conversion is in all three cases relatively fast.
188
Chapter 6. Identification of Ultrafast Photophysical Pathways
The normalized number of excitons in PACB states is smaller for stronger carrier–phonon in-
teraction, see Fig. 6.10(b). The characteristic time scale for the decay of the population of PACB
states is shorter for stronger carrier–phonon interaction, which is a consequence of stronger
phonon-mediated coupling among PACB states and donor states [pathway (2) in Fig. 6.3]. For
larger interaction strength, the populations of CS and CT states comprise larger part of the to-
tal exciton population, see Figs. 6.10(d) and (e). Namely, the stronger is the carrier–phonon
interaction, the more probable are the transitions from donor states to bridge states [pathway
(4) in Fig. 6.3] and the larger are the populations of CS and CT states [pathways (5)–(7) in
Fig. 6.3]. The relative number of acceptor excitons does not change very much with the carrier–
phonon interaction strength, see Fig. 6.10(b). The variation in the relative number of donor
excitons brought about by the changes in the interaction strength is governed by a number of
competing factors. First, stronger carrier–phonon interaction favors larger number of donor ex-
citons, since phonon-assisted transitions from PACB to XD states [pathway (2) in Fig. 6.3] are
more pronounced. Second, for stronger interaction, the transitions from XD to bridge states
are more probable [pathway (4) in Fig. 6.3]. Third, since phonon-mediated transitions are most
pronounced between exciton states of the same character, stronger interaction may also favor
deexcitation of donor populations within the XD manifold [down to the lowest XD state, path-
way (3) in Fig. 6.3] to possible transitions (via bridge states) to the space-separated manifold
[pathways (4)–(7) in Fig. 6.3]. From Fig. 6.10(c) we see that, as a result of all these factors, the
relative number of donor excitons does not change monotonously with the interaction strength.
To understand how the changes in carrier–phonon interaction strength affect the photophysi-
cal pathways along which the ultrafast exciton dynamics proceeds, in Figs. 6.11(a)–(l) we present
energy- and time-resolved incoherent populations of various groups of exciton states (in different
rows) and for different interaction strengths (in different columns). While for the strongest stud-
ied interaction initially generated higher-lying donor excitons and excitons in PACB states leave
the initial states rapidly, see Figs. 6.11(i) and (j), for the weakest studied interaction strength sig-
nificant exciton population remains in these states during the first picosecond of the exciton dy-
namics, see Figs. 6.11(a) and (b). The deexcitation of donor excitons takes place predominantly
within the XD manifold (pathway (3) in Fig. 6.3) for all three interaction strengths, compare the
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Figure 6.11: Energy- and time-resolved incoherent exciton populations
ϕincohX (E, t) for different carrier–phonon interaction strengths: (a), (b), (c), and
(d): g1 = 26.7 meV, g2 = 59.7 meV; (e), (f), (g), and (h): g1 = 42.2 meV,
g2 = 94.3 meV; (i), (j), (k), and (l): g1 = 54.0 meV, g2 = 111.6 meV. Groups
of exciton states: (a), (e), and (i): XD states; (b), (f), and (j): PACB states; (c), (g),
and (k): CS states; (d), (h), and (l): CT states.
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ranges of color bars in Figs. 6.11(a), (e), and (i). For the weakest studied interaction, the low-
est donor state, which is a trap for the exciton dissociation, is largely bypassed in the course of
the deexcitation, whereas for stronger carrier–phonon interactions this state acquires significant
population already from the beginning of the excitation. Energy- and time-resolved populations
of CS states are very nearly the same for all three interaction strengths studied, see Figs. 6.11(c),
(g), and (k). The major part of the CS population resides in bridge states, and the deexcitation
within the subset of CS states [pathway (6) in Fig. 6.3] is not very pronounced. On the other
hand, the deexcitation within the subset of CT states [pathway (7) in Fig. 6.3], down to the lowest
CT state, is observed for all the interaction strengths considered, see the series of more or less
bright bands in Figs. 6.11(d), (h) and (l). While for the weakest interaction the largest portion
of the CT population resides in the bridge state of CT character located at around 2.2 eV, for the
strongest interaction the major part of the CT population is located in the lowest state of CT1
band at around 1.63 eV.
The carrier–phonon coupling thus acts in two different ways. On the one hand, stronger
carrier–phonon interaction enhances exciton dissociation and subsequent charge separation by (i)
enabling phonon-assisted transitons from a donor state to space-separated states via bridge states
[pathways (4) and (5) in Fig. 6.3] and (ii) enabling phonon-assisted transitions within the space-
separated manifold once a space-separated state is reached [pathways (6) and (7) in Fig. 6.3].
On the other hand, stronger carrier–phonon coupling is detrimental to exciton dissociation and
further charge separation because (i) it makes donor states more easily accessible from initially
generated PACB excitons [pathway (2) in Fig. 6.3] and similarly it may favor backward transitions
from a bridge state to a donor state with respect to transitions to the space-separated manifold
and (ii) downward phonon-assisted transitions make low-energy CT states, which are usually
considered as traps for charge separation, populated on a picosecond time scale following the
excitation [pathway (7) in Fig. 6.3].
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6.4 Discussion and Significance of Our Results
The results presented in this chapter complement our results in Ch. 5 by providing a more de-
tailed account of the subpicosecond exciton dynamics at D/A heterojunctions. The model we
employ here is constructed as an effective one-dimensional model intended to describe ultrafast
dynamics of charge separation in the direction perpendicular to the interface, in which the hole
separates from its sibiling electron in the interchain direction. The model is parameterized using
the literature data for the archetypal P3HT/PCBM blend. We effectively take into account the
most important features of the band structure of PCBM aggregates that have been indicated as
highly important for ultrafast free-charge generation in conjugated polymer/PCBM blends [51,
58]. Moreover, we also investigate the role played by the electronic states stemming from PCBM
orbitals situated at ca. 1 eV above its LUMO orbital, which has remained rather unexplored.
We reveal that these higher-than-LUMO molecular orbitals contribute to ultrafast free-charge
generation by giving rise to an additional group of photon-absorbing states, the so-called PACB
states. PACB states form as a consequence of the resonant mixing between single-electron states
in the donor and acceptor and carriers in them are highly delocalized throughout the heterojunc-
tion. We observe that excitons in PACB states relax towards the donor manifold on a picosecond
time scale, and thus speculate that, if they were to be converted into free carriers, this conversion
would have to occur before their relaxation towards donor states, i.e., on a subpicosecond time
scale.
On the other hand, we find that the resonant mixing between exciton (two-particle) states
brings about the formation of the so-called bridge states, which also exhibit charge delocaliza-
tion, but do not primarily act as additional photon-absorbing states at the interface. Instead,
they serve as gateways for the donor excitons into the space-separated manifold, so that the
populations of low-lying space-separated states are built by progressive deexcitation within the
space-separated manifold on a picosecond time scale following the excitation. The transitions of
donor excitons towards bridge states are concurrent and compete with their pronounced relax-
ation towards the lowest-lying donor states, which we identify as a trap state for subpicosecond
exciton dissociation and charge separation.
192
Chapter 6. Identification of Ultrafast Photophysical Pathways
Our results demonstrate the strong dependence of the ultrafast exciton dynamics on the cen-
tral frequency of the excitation. Exciting well above the lowest-lying donor state, there is a multi-
tude of photophysical pathways by which the initial donor excitons can reach the space-separated
manifold before reaching the lowest-lying donor state, such as the pathway black bolt [→ (3)]
→ (4) → (5) → (6) in Fig. 6.3. Exciting at the lowest-energy donor state, population transfer
towards space-separated states is not pronounced. The last two statements are in agreement with
the conclusions of Ref. [59]. The role of the carrier–phonon interaction in subpicosecond exciton
dynamics is quite complex because it may, at the same time, enhance and suppress the build-up
of the populations of space-separated states. As a result of these counterbalancing effects, we
conclude that stronger carrier–phonon coupling is to some extent beneficial to ultrafast charge
separation, see Figs. 6.10(a)–(e), but its influence is not particularly strong.
In the end, all of the above-presented results indicate that the number of space-separated
charges that are present at ∼ 1 ps after photoexcitation is rather small, being typically less than
10% of the number of excited electron–hole pairs. On the other hand, in most efficient OSC
devices, IQEs close to 100% have been reported [7, 61]. In light of an ongoing debate on the
origin of high IQE and the time scale necessary for the full charge separation to occur, our results
suggest that time scales longer than the picosecond one are in fact needed to separate charges.
Let us also emphasize that many of the ultrafast photophysical pathways that we individuate
eventually produce electron–hole pairs that are in some sense strongly bound. For example,
the pathway black bolt → (3) in Fig. 6.3 leads to the build-up of the population in the lowest-
energy donor state, which features a poor connectivity with space-separated states. Actually,
the largest portion of the excitons in donor states (and of all photogenerated excitons, too) is
blocked in the lowest-lying donor state. Furthermore, the pathways black bolt [→ (3)] → (4) →
(5) → (7) and red bolt [→ (1)] → (2) [→ (3)] → (4) → (5) → (7) in Fig. 6.3 take the excitons
initially generated in donor and PACB states towards the low-lying CT states. Therefore, if we
are to achieve an efficient light-to-charge conversion in a D/A blend, a mechanism that leads to
escape of charges from the low-energy donor and CT states on longer time scales needs to exist.
While the precise mechanism of this long-time charge separation out of bound pair states will be
discussed in the following chapter, let us mention here that our results fit well into the picture of
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free-charge generation that emerges from the experimental study conducted by Grupp et al. [181]
Namely, using the transient absorption spectroscopy, the authors of Ref. [181] investigate the
photoinduced electronic dynamics in the P3HT/PCBM blend after the excitation of the P3HT
moiety and compare it to the dynamics of neat P3HT excited in the same manner. They observe
that, on subpicosecond time scales, the spectrally resolved differential transmission signal of the
P3HT/PCBM blend is essentially the same as that of pristine P3HT. The differences in the signals
of the blend and neat polymer material arise only on∼ 10 ps time scales after the pump, when the
signal of neat P3HT suggests that excited-state populations start to deplet due to recombination
processes. However, the signal of the P3HT/PCBM blend does not display such a feature which,
in combination with the observed build-up of the population of the strongly bound CT state,
implies that free-carrier generation predominantly occurs from that state on a time scale that is
at least an order of magnitude longer than the one involving “hot” and delocalized CT states.
194
Chapter 7
Incoherent Charge Separation at
Photoexcited Organic Bilayers
While our focus in previous chapters was on understanding the fundamentals of subpicosecond
dynamics of photoinduced electronic excitations in D/A OSCs, in this chapter we concentrate
on unraveling the physical mechanisms that are crucial to charge separation occurring on much
longer time scales. Since long-time charge separation is commonly believed to be assisted by
the internal electric field in the solar cell, Sec. 7.1 introduces (on a very simple level) solar
cells as electric devices and defines the internal electric field more precisely. In Sec. 7.2, we
discuss our motivation for investigating the so-called incoherent charge separation in light of
relevant experimental and theoretical results existing in the literature. The model and appropriate
theoretical method are introduced in Sec. 7.3. Our findings are thoroughly presented in Sec. 7.4,
whose content is based upon our recent publication [182]. The aim of Sec. 7.5 is to emphasize
our principal findings and their significance in a broader picture of light-to-charge conversion in
D/A OSCs.
7.1 Solar Cells as Electric Devices
Before reviewing the experimental and theoretical results that are relevant for the long-time
charge separation at a D/A interface, let us introduce in a simplified way the notion of the internal
(or interfacial) electric field at the interface [183]. A good starting point for our discussion here
is Fig. 1.9, which summarizes the band alignment at a D/A interface. Since full charge separation
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Figure 7.1: Positions of the electron energy levels in metal contacts (rectangles),
acceptor (solid line), and donor (dashed) that are relevant for the operation of an
OSC. (a) Relevant energy levels of metal contacts and the active layer in isolation.
(b) Having short-circuited the contacts, the built-in electric field appears in the
cell and the relevant energy levels of the active layer are tilted. (c) Making the
left contact positive with respect to the right contact, the magnitude of the internal
electric field is reduced with respect to the built-in field. (d) Under open-circuit
(also flat-band) conditions, the externally applied electric field corresponding to
the open-circuit voltage precisely compensates the built-in electric field.
is possibly achieved once the electron is in the acceptor, while the hole is in the donor region
of the interface, the LUMO level of the acceptor material and the HOMO level of the donor
material are of particular relevance, together with the Fermi levels of metal contacts. Only these
levels are shown in Fig. 7.1(a), which describes metal contacts and the active layer in isolation.
Due to the difference in the Fermi levels of metal contacts in Fig. 7.1(a), their short-circuiting
gives rise to the so called built-in electric field in the region between them, whose magnitude
is such that the Fermi levels of the short-circuited contacts equalize, see Fig. 7.1(b). The built-
in electric field is directed from the contact of higher Fermi level [right contact in Fig. 7.1(a)]
towards the contact of lower Fermi level [left contact in Fig. 7.1(a)], i.e., it is directed from the
acceptor towards the donor region of the interface. In the dark, there is no electric current. Under
illumination, the built-in electric field drives photogenerated spatially separated electrons and
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holes in opposite directions, i.e., it promotes the separation of space-separated electron–hole
pairs. In more formal terms, the built-in electric field induces the tilt of the bands, which makes
photogenerated electrons move energetically downwards, towards the contact of higher Fermi
level, while holes move energetically upwards, towards the contact of lower Fermi level, see
Fig. 7.1(b).
The tilt of the bands can be regulated by applying an additional external voltage between the
contacts. The internal electric field in the device is then a superposition of the built-in electric
field and the external electric field. If the left contact is made positive with respect to the right
contact, see Fig. 7.1(c), we say that the so-called forward bias is applied, and the magnitude of
the internal electric field, which determines the slope of the bands, is decreased with respect to
the built-in electric field. At open-circuit conditions, when the potential of the right contact is by
Voc (the so-called open-circuit voltage) higher than the potential of the left contact, the externally
applied electric field exactly compensates the built-in electric field, the bands become flat, while
the current is equal to zero, see Fig. 7.1(d). In this simplistic model, Voc is exactly equal to the
the difference between Fermi levels of the contacts divided by the elementary charge. Further
elevation of the potential difference between the contacts makes us leave the solar-cell operation
regime and enter the operation regime of light-emitting diodes, in which carriers are injected
from the contacts into the active layer. On the other hand, the so-called reverse bias corresponds
to the left contact being negative with respect to the right contact. The reverse bias increases
the internal electric field with respect to the built-in electric field. The carriers generated under
illumination in the reverse-bias regime drift in the strong electric field towards the respective
electrode, and the device works as a photodetector.
The current-voltage characteristic of a solar cell in the dark and under illumination is schemat-
ically presented in Fig. 7.2. In the dark, the current is essentially absent until the contacts start
to inject carriers at voltages that are larger than the open-circuit voltage. Under illumination,
the current flows in the direction opposite to that of the dark current. Maximum photocur-
rent flows under short-circuit conditions (the so-called short-circuit current jsc), the current is
equal to zero at the open circuit, while between these two limits the solar cell generates useful
power. By modulating the voltage between the contacts, the internal electric field in the cell
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Figure 7.2: Current-voltage characteristic (j-current density, V -voltage) of a solar
cell in the dark (dashed line) and under illumination (solid line, curve I). The letters
(b), (c), and (d) correspond to Figs. 7.1(b), (c), and (d), respectively. The j − V
characteristic II is flatter and shows less pronounced electric field-dependence of
the free-charge generation than the characteristic I.
drops from its maximum value, i.e., the built-in electric field, at short-circuit conditions, to zero
at open-circuit conditions. Typical values of the built-in electric field in OSCs are of the order
of 5×106–107 V/m.
7.2 Experimental and Theoretical Background
7.2.1 Overview of Recent Experimental Results
The standpoint of “hot” charge separation mechanisms, which assume that the conversion of
absorbed photons to free charges is completed within the first ∼ 100 fs after the excitation by
exploiting some form of quantum mechanical coherence, has recently been questioned in a num-
ber of experimental studies. In particular, Vandewal et al. [61] measure the spectral profile of
the IQE, i.e., the IQE as a function of the energy of exciting photons, of a wide range of material
combinations used in OSCs (polymer/fullerene, small-molecule/fullerene, and polymer/polymer
blends). While the IQE spectral profile had been obtained eariler, see, e.g., Ref. [60], Vandewal
et al. succeeded in extending the usually investigated spectral range down to the selective exci-
tation of the lowest-lying “cold” CT state. Measurements in the spectral region that is situated
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below the absoprtion regions of individual donor and acceptor materials are extremely challeng-
ing. In simple terms, the oscillator strengths characterizing direct transitions from the ground
state to the low-lying CT states are much smaller than those associated to the direct optical
generation of donor excitons, mainly due to a much smaller overlap between electron and hole
wave functions in CT states. Vandewal et al. overcome the challenge by measuring the inverse
process, i.e., the radiative emission from the CT states to the ground state. Using the emission
spectrum thus obtained, they reconstruct the absorption spectrum of the emissive species by
employing additional theoretical analyses. Here, let us only mention that the theoretical devel-
opments make use of the Boltzmann populations of the ground- and excited-state energy levels
during the emission experiment together with the optical reciprocity theorem. Eventually, the
fraction of photons of energy E that are absorbed is uniquely related to the flux of photons of
energy E that are emitted. The experimental results indicate that, in all the material combina-
tions examined, the efficiency with which the absorbed photons are converted into free charges
does not depend on whether the carriers are generated directly in the “cold” CT state or in some
other higher-energy exciton state. In the most efficient D/A blends, the IQE is around 90% even
when the “cold” CT state is selectively excited.
The experimental findings reported by Vandewal et al. imply that, even though there are ul-
trafast (“hot”, coherent) pathways towards the current-producing pair states, the majority of free
charges that are eventually extracted at the electrodes are obtained on a much longer time scale
in a process that involves the strongly bound and interface-pinned CT state. The relaxation of
the initially generated “hot” CT states is so fast and efficient that the separation predominantly
happens upon reaching the “cold” CT state and is, as such, exclusively determined by the prop-
erties of the “cold” state. This, however, does not necessarily mean that coherent and incoherent
charge separation mechanisms contradict each other. As argued in Ref. [184], both mechanisms
may be at play in most efficient OSCs: free charges are generated on both the ultrashort and
much longer time scales. The study of Vandewal et al. (and to some extent Ref. [184]) simply
suggest that the majority of free carriers are obtained on a long time scale, starting from the
“cold” CT state. However, the driving force that enables the oppositely charged electron and
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hole in the “cold” CT state to overcome their mutual Coulomb barrier remains elusive. By mea-
suring the current-voltage (j − V ) characteristics of a number of D/A blends, Vandewal and
coworkers find that, in blends featuring higher IQEs, the j − V characteristics are flatter in the
relevant fourth quadrant (compare curves I and II in Fig. 7.2), while the “cold” states are less
bound and more delocalized compared to blends displaying smaller IQEs [61]. Flat j−V char-
acteristics suggest that the role of the internal electric field in the free-charge generation is only
marginal. Enhancing charge delocalization is proposed to be a promising route towards more
efficient light-to-charge conversion in OSCs.
Further experimental evidence for long-time charge separation out of the “cold” CT state
come from Vithanage et al. [62], who performed measurements on the archetypal P3HT/PCBM
blend by using time-resolved electric field-induced second harmonic method to probe the dy-
namics of the internal electric field with subpicosecond time resolution. The experiment is set
up in the pump–probe configuration, where the pump pulse photogenerates excitons, while the
probe pulse, which acts after a variable time delay, is used to follow the time evolution of the in-
ternal electric field in the blend by measuring the second harmonic generation efficiency. From
the temporal evolution of the experimental signal, the time-dependent electron–hole distance in
the separating charge pair can be extracted. Experimental results demonstrate that the time scale
on which the electron–hole separation exhibits a significant increase in of the order of tens of
picoseconds. On subpicosecond time scales, the electron–hole distance is actually very small
(. 1 nm), which is consistent with the aforementioned ultrafast relaxation of initial “hot” CT ex-
citons towards the bottom of the CT manifold. On a picosecond time scale following photoexcita-
tion, as a results of the quite fast three-dimensional diffusion, the electron–hole pairs evolve into
still bound pairs whose intrapair separations reach several nanometers. On still longer (∼ 100 ps)
time scales, the electrons and holes become free primarily due to the diffusion-controlled sepa-
ration by incoherent hops throughout the respective materials, while the role of the drift in the
internal electric field is only marginal. The authors emphasize the importance of the dimen-
sionality to achieve a fully separated pair state. Namely, in the presence of the disorder, which
induces localization effects, full charge separation is achieved only by circumventing ubiquitous
localized states. This is possible only if one takes into consideration all possible separation paths
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an electron and a hole can follow, which can be done correctly only within a three-dimensional
model of a D/A blend. The effect of the dimensionality is also denoted as the entropic effect,
vide infra.
Similar conclusions emerged from the investigation by Devižis et al. [63]. They studied
charge separation at a small-molecule/fullerene bilayer and suggested that, at electric fields typ-
ically encountered within working OSCs, full charge separation is achieved on a ∼ 100 ps time
scale starting from the “cold” CT state. Finally, as has been described in Sec. 6.4, the report by
Grupp et al. [181] also implies that the overwhelming part of separation events takes place out
of the strongly bound and localized CT state.
7.2.2 Overview of Recent Theoretical Results
According to our back-of-the-envelope calculation of the binding energy ǫCTb of the “cold” CT
exciton [see Eq. (1.3)], the depth of the Coulomb barrier that holds together the electron and
hole in this state is of the order of 0.5 eV. Lately, there has appeared a number of theoretical
proposals challenging the common view that the separation from the “cold” CT state requires
surmounting an immense energy barrier [31, 185–187]. All of these studies use thermodynamic
arguments applied to a D/A interface in thermal equilibrium at temperature T and emphasize
the importance of the entropic effect for charge separation. Since the temperature is fixed, the
barrier opposing charge separation is not determined by the difference in (internal) energies E
of the free-charge and “cold” CT state, but rather by the difference in free energies F = E−TS,
where S is the entropy. In this context, the entropy is related to the number of configurations in
which an electron–hole pair, whose electron is in the acceptor, while the hole is in the donor, may
be arranged at a D/A interface. The entropy is, therefore, closely related to the dimensionality;
higher-dimensional interfaces feature more pronounced entropic effects [31, 185]. It is suggested
that the combined effect of entropy and disorder [186] or entropy and carrier delocalization [187]
can substantially reduce (or even eliminate) the Coulomb barrier, so that the electron and hole
in the “cold” CT state are not thermodynamically bound and thus might separate if there are no
kinetic obstacles.
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The charge separation from the strongly bound CT state has been extensively studied within
the framework of the Onsager–Braun model [64, 65] and its modifications [188]. Basically, the
separation probability is determined by the competition between the electric field- and temperature-
dependent dissociation of the localized electron–hole pair, which occurs at rate kdiss(F, T ), and
its recombination to the ground state, the lifetime of the pair being τ . The electric field- and
temperature-dependent separation yield ϕ(F, T ) is then equal to
ϕ(F, T ) =
1
1 + (kdiss(F, T )τ)
−1 , (7.1)
where, within the Onsager–Braun model,
kdiss(F, T ) =






















In the last three equations, T is the temperature, while F is the magnitude of the interfacial
electric field. The electron–hole separation in the “cold” CT state is denoted as rCT, µe and
µh are electron and hole mobilities, respectively, while J1 is the Bessel function of order one.
Free parameters in the model are the intrapair separation rCT and the so-called mobility–lifetime
product (µe + µh) τ . The mobility–lifetime product basically describes the competition between
the pair recombination to the ground state and its escape towards free-charge state, which is
assumed to be more probable if the carriers are more mobile. The most important features of the
Onsager–Braun model can be readily appreciated from Eqs. (7.1), (7.2), and (7.3). The model
predicts strong dependence of the separation yield on both the electric field and the temperature.
While the temperature dependence is essentially exponential, see Eq. (7.2), the dependence on
the electric field is more complex.1 The Onsager–Braun model has been revealed successful in
reproducing experimental photodissociation yields in bulk molecular D/A crystals [189], but it
has been recognized as unsuitable for conjugated polymer/fullerene blends [66]. In the following















+ . . .. However, inves-
tigations performed in a broader range of electric field strengths usually prefer to use tabulated values of J1.
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paragraphs, we briefly summarize the main reasons for this inadequacy and discuss how the
challenges thus arising have been tackled in the literature.
To start with, the Onsager–Braun model employs the approximation of localized point charge
carriers that does not hold in a conjugated polymer/fullerene blend. In this regard, it has been
proposed that the hole delocalization along conjugated segments of polymer chains can enhance
charge separation [190–192] since the kinetic energy of hole oscillations along chains lowers
the Coulomb barrier between the electron and hole. Another effect that has been recognized as
highly beneficial for charge separation at D/A interfaces is the formation of a dipolar layer at
an interface of two materials with different electron affinities (different LUMO levels). Namely,
experimental studies evidence partial electron transfer from the donor to the acceptor even in the
dark, i.e., in the absence of a photoexcitation [193]. The layers of the partial negative charge in
the acceptor and the partial positive charge in the donor are adjacent to one another, separated by
a distance of the order of a nanometer, and thus form a dipolar layer. Let us assume that polymer
chains are parallel to the D/A interface and that the electron in the “cold” CT state is localized on
an acceptor molecule. The potential energy of the hole residing on the polymer chain adjacent
to the electron localization site is the sum of interaction energies with the electron and with the
partial charges of the dark dipoles. The motion of the hole is then restricted by the presence
of partial positive dipole charges along the chain, which effectively form a potential well. In
the harmonic approximation and on the quantum level, the zero-point energy of the hole in the
potential well can then promote the escape of the hole to the next polymer chain (measured from
the interface) [67, 194]. The combination of the effects due to the hole delocalization and the
presence of dark interfacial dipoles has been demonstrated to reproduce the essential features
of experimental photocurrent data [195]. Furthermore, the combination of the on-chain hole
delocalization and the dimensional (entropic) effects has been suggested as the main reason for
weakly field-dependent and very efficient charge separation at polymer/fullerene bilayers [68].
However, we note that all of the aforementioned studies account for delocalization effects in an
effective way, for example, by introducing the hole effective mass for the on-chain motion [66,
68, 191, 194, 195] or by evenly smearing the charge throughout the delocalization region [190].
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Second, in order for the Onsager–Braun model to reproduce experimental data, the mobility–
lifetime product should assume unrealistically high values, meaning that either carrier mobil-
ity or pair lifetime should be unrealistically large. Kinetic Monte Carlo (kMC) studies have
demonstrated that efficient and weakly field- and temperature-dependent charge separation can
be achieved when relevant parameters are carefully chosen on the basis of experimental data [69,
70]. The analysis performed by the authors of Ref. [69] emphasizes that the bulk carrier mobil-
ity and the experimentally measured photoluminescence decay lifetime are not the appropriate
values that should be used in Eq. (7.2). They obtain that the decisive event in the splitting of
the “cold” CT exciton is its escape to the state in which the carriers are not adjacent to the in-
terface, but their separation is somewhat larger, while their recombination becomes improbable.
The escape from the “cold” CT state to this state means that the carriers move on a short length
scale. The mobility value that is appropriate to describe this motion is not the bulk mobility,
which characterizes the motion over long length scales, but rather the terahertz mobility. The
terahertz mobility is typically much larger than the bulk mobility, so that using the bulk mobility
dramatically underestimates the mobility–lifetime product. The correlation between the lifetime
of the photoluminescence signal from the CT state and its lifetime should also be critically as-
sessed. The CT photoluminescence is sensitive to the CT population, which can decrease both
due to the radiative recombination and due to escape of the CT exciton to a free-charge state.
Therefore, in blends in which the CT separation is efficient, the CT photoluminescence decay
lifetime seriously underestimates the actual lifetime of the CT state, because its population is
predominantly depleted by charge separation.
Third, the Onsager–Braun model does not capture the effects of the (energetic and/or spatial)
disorder on charge separation. In Ref. [196], Rubel et al. present an analytical treatment of charge
separation in a one-dimensional disordered chain and conclude that, at least at low interfacial
electric fields, the disorder may enhance the separation of geminate electron–hole pairs. Recent
kMC results also point towards the beneficial role of not too strong energetic disorder on charge
separation [197].
Here, a study on the separation of geminate electron–hole pairs within a one-dimensional
model of a bilayer is presented. Our model takes into account the physical effects that have been
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recognized as highly relevant to the process of charge separation, namely the carrier delocaliza-
tion, energetic disorder, electron–hole interaction, carrier recombination, and the interaction of
carriers with the phonon bath and the interfacial electric field. Instead of working in the com-
monly used position space, we transfer the description of charge separation to the space spanned
by the exciton basis states. This transfer permits us to properly account for carrier delocalization
effects. The charge separation is then conceived as a sequence of phonon bath-assisted transi-
tions among different exciton states that starts from a particular state and ends once a free-charge
state is reached.
7.3 Model and Method
7.3.1 Model Hamiltonian
The theoretical model that we employ to describe incoherent charge separation at an organic
bilayer is essentially the same as the model we have used to study ultrafast exciton dynamics in
Ch. 6. A bilayer is modeled by using the one-dimensional multiband semiconductor model that
has been introduced in greater detail in Sec. 6.2. The model Hamiltonian is
H = Hc +Hp +Hc−p +Hc−F, (7.4)
where Hc is the interacting-carrier part of the Hamiltonian that assumes the same form as in
Eq. (6.1), Hp is the free-phonon Hamiltonian given in Eq. (5.2), the carrier–phonon interaction
Hc−p is precisely the same as in Eq. (6.2), whileHc−F describes the interaction of carriers with




eF · ri c†iβiciβi −
∑
iαi
eF · ri d†iαidiαi. (7.5)
In the last equation, ri is the position vector of site i, while vector F is assumed to be perpen-
dicular to the D/A interface and directed opposite the internal electric field of a space-separated
electron–hole pair (in which the electron is in the acceptor, while the hole is in the donor).
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There are, however, some important differences between the model used here and the one in









depend on site index i. The disorder is the essential
element of our model, since disorder-induced localization effects enable us to isolate exciton
states that are similar to states of free charges, as will be detailed in the following.
Similarly to other numerical studies, which obtain charge separation efficiency by tracking
the faith of a single electron–hole pair, we confine ourselves to the single-exciton subspace, see
Sec. 3.5.3. We describe charge separation in the exciton basis, whose basis vectors are stationary
states of an electron–hole pair that are supported by the model interface. Here, the exciton basis
includes the interaction with the internal electric field F, i.e., it is obtained by solving the two-
particle eigenvalue problem (Hc +Hc−F) |x〉 = ~ωx|x〉, which in the basis of single-particle



















Therefore, the exciton basis states contain complete information on the effects of carrier delo-
calization, disorder, and the internal electric field. It is convenient to classify the exciton basis
states in a manner similar to the one we employed in Chapters 5 and 6, where we differenti-
ated between donor exciton states, acceptor exciton states, and space-separated exciton states.
Here, we are interested in full charge separation, which results in almost free carriers capable
of producing electric current. Therefore, we have to individuate exciton states of our model that
resemble these free-carrier states. To this end, we introduce the notion of the contact region of
the bilayer which consists of sites 0, . . . , lc − 1 in the donor part and 2N − lc, . . . , 2N − 1 in
the acceptor part of the bilayer. If both electron and hole are primarily located in the contact
region (the electron in its acceptor part and the hole in its donor part), we consider them as fully
separated carriers. More quantitatively, we say that space-separated exciton state x is a contact
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2 ≥ 0.7. (7.8)
The space-separated states that are not contact states will be further referred to as CT states.
We point out that the localization induced by disorder is crucial to identify contact states. In
the perfectly ordered system, there are no space-separated states that meet the criteria of spatial
localization given in Eqs. (7.7) and (7.8).
7.3.2 Theoretical Approach to Incoherent Charge Separation
This chapter aims at analyzing the incoherent charge separation, i.e., charge separation that oc-
curs on long time scales so that coherent features are not pronounced and consequently carrier
dynamics can be well described in terms of populations only. Here, we work in the basis of
electron–hole pair states x and study charge separation by finding a stationary solution to an
appropriate equation for populations fx of exciton states. Similarly to Ref. [196], we assume
that contact states act as absorbing states in the course of charge separation, i.e., once an ex-
citon reaches a contact state, it is removed from the system. This removal may be interpreted
as the extraction of the fully separated electron and hole at the electrodes. Instead of studying
charge separation in the commonly used position space, we picture it in the space spanned by
the exciton basis states as a process that starts from an initial state, proceeds through a series
of phonon bath-assisted transitions between exciton states, and finishes once a contact state is
reached. Therefore, we find the stationary solution to equations for populations fx of exciton
states x which do not belong to the group of contact states (further denoted as C). These equa-
tions are Pauli master equations in which the interaction with the phonon bath leads to transitions
between exciton states. The time evolution of the population of exciton state x /∈ C is described
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where gx is the generation rate of state x (the number of excitons generated per unit time in state
x), τx is the lifetime of exciton state x, wx′x is the rate of phonon bath-induced transition from
state x to state x′, while the condition x′ /∈ C on the summation in the fourth term is due to the
assumption of absorbing contact states.
We are searching for the stationary solution f 0x to Eq. (7.9), which satisfies


































Using Eq. (7.9), it can be shown that ϕ + ρ = 1. Different choices of gx allow us to investigate
incoherent charge separation starting from different initial states.
The phonon bath-assisted transition rates from exciton state x to exciton state x′, wx′x, can be
obtained using the Fermi golden rule. Let us assume that the sets of oscillators localized on each
lattice site are identical, i.e., in Eqs. (5.2) and (6.2), we assume that index λi, which counts local
oscillators on site i, does not depend on i and can be replaced by λ.2 In the relevant subspace











2Actually, our choices of phonon modes and carrier–phonon coupling constants in Chapters 5 and 6 implicitly
contain the same assumption.
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where nph(E) = (eβE − 1)−1 is the Bose–Einstein occupation number at temperature T =
(kBβ)
−1. The right-hand side of Eq. (7.15) can be simplified by further assuming that all the
interaction constants gciβiλ and g
v
iαiλ
are independent of site and band indices and are equal to gλ.



















































nph(E), E > 0
1 + nph(−E), E < 0
(7.19)
The transition rates wx′x do not depend solely on the energy difference ~ωx′ − ~ωx between ex-
citon states x′ and x, but also on spatial properties (e.g., spatial localization and mutual overlap)
of these states, which is described by quantity Px′x (the so-called spatial proximity factor). The
spatial proximity factor between exciton states of the same character is in general much larger
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than the one between states of different characters. In other words, for the same energy difference
~ωx′ − ~ωx, the transition probability wx′x [Eq. (7.17)] is much larger when states x′ and x are
of the same character than when their characters are different. The last point will be repeatedly
used in further discussion.
7.3.3 Parameterization of the Model Hamiltonian
The parameterization of the model Hamiltonian is almost the same as in Ch. 6, where the values
of model parameters are chosen to be appropriate to describe charge separation at the archetypal
regioregular P3HT/PCBM interface in the direction perpendicular to the interface (and polymer
chains). Even though the values of model parameters are selected by using the literature data for
one particular D/A blend, we emphasize that our aim is to unveil fundamental physical effects
responsible for very efficient charge separation at an all-organic bilayer. Therefore, many of
the parameters will be varied (within reasonable limits), and the effects of these variations on
charge separation yield will be rationalized. This is also of practical relevance, since the trends
observed in such variations may suggest which material properties should be tuned in order to
maximize the separation efficiency.
Actual computations are performed on the model system having one single-electron level per
site in the donor and one single-hole level per site in both the donor and acceptor. In order to
mimic the presence of higher-than-LUMO orbitals energetically close to the LUMO level, which
is a situation typical of fullerenes [51, 137], we take two single-electron levels per acceptor site.
While in Ch. 6 we have accounted for the higher-than-LUMO acceptor orbitals that are situated
at ca. 1 eV above the LUMO level, here, motivated by the quite large energy separation between
the lowest-energy PACB state and the lowest-energy donor (or CT) state, we do not consider
these orbitals. The HOMO level of the ordered donor material is taken as the zero of the energy
scale. The model is schematically depicted in Fig. 7.3.
Within each region of the bilayer, the on-site energies of electrons and holes are drawn from
a Gaussian distribution function. For example, the probability density that the energy of the
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Figure 7.3: Schematic view of the model system indicating different transfer in-
tegrals and average on-site energies listed in Table 7.1. The dashed lines represent
average on-site energies, while solid lines represent actual on-site energies, which
vary from site to site due to the diagonal static disorder. The contact region of the
bilayer is denoted by rectangles. F is the vector of the interfacial electric field.
The plot on the right presents the single-particle DOS for electrons in the isolated
acceptor (full line) and donor (dashed line) regions of the bilayer averaged over
different disorder realizations, compare to the similar plot in Fig. 6.1. For each
disorder realization, the electronic states of the isolated regions are obtained by
diagonalizing the free-electron Hamiltonian [the first term on the right-hand side
of Eq. (6.1)] in which the D/A coupling JcDA is set to 0. The DOS for that disorder
realization is computed by broadening each of the single-electron states obtained
by a Gaussian whose standard deviation is equal to 10 meV.
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where ǫcD,0 is the average electron on-site energy in the donor, and σ is the standard deviation of
the Gaussian distribution. We assume that the deviations of on-site energies from their average
values are uncorrelated; this assumption regards both on-site energies of electrons (holes) on
different sites and on-site energies of electrons and holes on the same site. The disorder strength
is determined by parameter σ, which typically assumes values of the order of 100 meV [198].
In order to obtain analytical insights into charge separation efficiency, we opt for a lower value
of σ = 50 meV, which does lead to localization effects, but does not completely destroy charge
delocalization. Moreover, the disorder-averaged values of relevant quantities, such as exciton
binding energies, LUMO–LUMO, and HOMO–HOMO offsets, assume values that are quite
close (within few tens of meV) to the respective values in the ordered system, which will thus
often be used in the discussion.
While the choice of the values of model parameters has been elaborated in Ch. 6, here, for
completeness, we summarize these values in Table 7.1, and we only discuss in greater detail the
values that are different from those used in the previous chapter or do not appear therein.
The number N of lattice sites in the donor and acceptor is selected so that the length of the
model bilayer, 2Na, is similar to the linear dimensions of the polymer/fullerene bilayers used in
experiments [66, 192, 195]. According to our discussion in Sec. 7.3.1, our definition of contact
states as analogues of free-charge states within our model contains two main ingredients: the
linear dimension of the contact region lc (in units of lattice spacing), and the threshold proba-
bility of the localization of the electron and hole in the contact region that permits us to identify
contact states. The linear dimension of the contact region lc is chosen so that the reasonable
variations in lc, as well as in the aforementioned threshold probability, do not affect qualita-
tively the numerical results to be presented, which has been explicitly checked in the Supporting
Information associated to Ref. [182].
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For the spectral density of the phonon bath, we take the Ohmic spectral density [199]
J(E) = ηEe−E/Ec, (7.21)
which is characterized by two parameters: the dimensionless parameter η describes the strength
of the system–bath coupling, while Ec is the energy cutoff determining the energy range of
phonon modes that are strongly coupled to the system. For the Holstein-like system–bath cou-
pling and in the limiting case of a charge carrier localized on a single lattice site, the polaron
binding energy is given by ǫpolb =
∑
λ |gλ|2/(~ωλ) [18]. In terms of spectral density J(E), and








It is equal to the geometry relaxation energyΛrel upon charging a molecule and to one half of the
reorganization energy Λreorg [18]. In Ref. [51], the relaxation energy of the PC60BM anion was
estimated to be Λrel = 15 meV. The authors of Ref. [200] found that the polaron binding energy
in a long straight polythiophene chain is of the order of 10 meV. We use these estimates and take
the polaron binding energy ǫpolb = 15 meV (the reorganization energy is then Λreorg = 30 meV).
We assume that the system–bath coupling is strongest for the low-frequency phonon modes and
therefore take that Ec = 10 meV and η = 1.5.
There are different kinds of recombination processes that limit the efficiency of OSCs [201].
The recombination of an electron–hole pair that originates from the absorption of a single photon
is geminate recombination. On the other hand, an electron and a hole undergoing a nongeminate
recombination event do not originate from the same photon. Here, we consider only geminate
recombination, which at a D/A interface may occur as (a) the recombination of excitons photo-
generated in a neat donor or acceptor material, or (b) the recombination of excitons in CT states.
The recombination can be further classified as radiative or nonradiative. In neat polymers, re-
combination predominantly occurs via nonradiative processes [127]. In D/A blends, the major
part of charges recombine nonradiatively either at the interface or in the donor material [202].
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However, there is no simple model that describes the rate of nonradiative recombination in terms
of microscopic material properties. It is intuitively clear that the smaller is the overlap between
the electron and hole probability densities, the smaller is the rate of their recombination and the
longer is the lifetime of the pair. In previous model studies of charge separation at D/A inter-
faces, the last point has been recognized as the steep dependence of the exciton lifetime on the
electron–hole separation [203], so that the recombination is assumed to occur exclusively from
the strongly bound CT state [195, 196, 203], or a formula describing the aforementioned distance
dependence is proposed [68]. Here, to each exciton state x, be it a state in the neat material or a
CT state, we assign the lifetime τx that is inversely proportional to the weighted overlap of the



























In the last expression, the moduli of the wave function of the electron and hole in exciton state




































while τ0 andAA/D are constants which are determined so that the lifetimes of the lowest CT, XD,
and XA states in the ordered system agree with the values reported in the literature. The expres-
sion for the lifetime given in Eq. (7.23) captures the fact that larger electron–hole overlap favors
faster recombination of the pair. Singlet exciton lifetimes in a variety of conjugated polymers
used in organic solar cells are of the order of hundreds of picoseconds [127]. Time-resolved
photoluminescence measurements yield the singlet exciton lifetime in neat P3HT around 470
ps and in neat PCBM around 740 ps [204]. From the transient absorption measurements per-
formed in blends of P3HT and different fullerenes, the lifetime of the CT state was determined
to be around 3 ns [205]. For the values of model parameters listed in Table 7.1, the lifetime of
the lowest CT state in the ordered system is τ ordCT ∼ 2.5 ns, the lifetime of the lowest XD state
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Figure 7.4: Disorder-averaged exciton DOS (in arbitrary units and at F = 0) for
(a) donor exciton states, (b) CT states belonging to CT0 band, (c) contact states,
(d) CT states belonging to CT1 band, and (e) acceptor exciton states. The hori-
zontal arrows in (a) indicate approximate energies of XD states serving as initial
states of charge separation. The vertical double-sided arrow in (b) indicates the
energy range of the CT states acting as initial states of charge separation. The
DOS in a single disorder realization is obtained by broadening each exciton level
by a Gaussian whose standard deviation is equal to 10 meV.
in the ordered system is τ ordXD ∼ 400 ps, and the lifetime of the lowest XA state in the ordered
system is τ ordXA ∼ 800 ps.
7.4 Numerical Results
In this section, we present the results concerning the yield of charge separation starting from
CT and donor states. In all the computations, we average over different disorder realizations
and all the results to be presented are averaged over 256 disorder realizations. In the Supporting
Information associated to Ref. [182], we have checked that averaging over 200–300 disorder
realizations is enough to provide us with convergent results for the separation efficiency. In order
to facilitate the discussion, in Figs. 7.4(a)–(e) we present disorder-averaged DOS for different
groups of exciton states. Similarly as in Ch. 6, we discriminate between CT states belonging to
CT0 and CT1 bands. We say that a CT state belongs to the CT0 (CT1) band if its electron primarily
belongs to the electronic band in the acceptor part of the bilayer arising from the single-electron
level of average energy ǫcA,0 (ǫ
c
A,1), see also the discussion following Eq. (6.9).
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The numerical effort in the computations in previous chapters was concentrated on the prop-
agation of the active density matrices in time, while obtaining exciton basis states and their
energies was not numerically demanding. Here, however, solving the exciton eigenvalue prob-
lem embodied in Eq. (7.6) is much more time-consuming than finding the stationary solution to
the system of rate equations given in Eq. (7.9). The system schematically depicted in Fig. 7.3
supports 3N×2N = 6N2 exciton states in total, which forN = 30 gives 5400 exciton states. In
other words, the matrix whose eigenvalue problem has to be solved contains 5400×5400≈3×107
entries. Bearing in mind the tight-binding nature of the Hamiltonian employed, most of these
entries are equal to zero. However, we a priori need all the eigenvalues and all the corresponding
eigenvectors. Once we know the exciton spectrum and the generation rate gx, which determines
the initial condition of charge separation, we can find the stationary solution to the system of
rate equations using only a portion of the exciton states obtained. Similarly to Sec. 4.3, the size
of this portion is determined by the energies of exciton states from which the separation initiates
and the thermal energy kBT . Typically, when studying the separation of the strongly bound CT
exciton, we formulate rate equations for approximately 1,000 lowest-energy exciton states. On
the other hand, when studying the separation of donor excitons, the number of exciton states ulti-
mately considered, depending on the energy of the initial state, varies between 2,000 and 4,000.
Computing the stationary solution to the system of rate equations, therefore, requires inversion
of a matrix that typically comprises of the order of 106 entries for the separation of the strongly
bound CT state and of the order of 107 entries for the separation of donor excitons, which is
not particularly numerically demanding. The HPC resource is not used to facilitate diagonal-
ization or inversion of a matrix. Both of these operations are done on single processors using
the appropriate LAPACK routines, while the HPC resource is used to simultaneously perform
computations for a number of disorder realizations. For one disorder realization and one value
of the internal electric field, the computation of the separation yield lasts for approximately 30
minutes.
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7.4.1 Charge Separation from the Strongly Bound CT State
As starting states for the charge separation process, here we consider CT states belonging to the
CT0 band. One particular CT state out of all the states in the CT0 band is chosen by requiring
that the mean electron–hole separation defined in Eq. (6.7) be minimal. We will further refer to
such a state as the strongly bound CT state. The strongly bound CT state is located on the lower
edge of the disorder-averaged DOS of CT excitons belonging to the CT0 band, see the vertical
double-sided arrow in Fig. 7.4(b). We set the generation rate gx appearing in Eq. (7.9) to be
different from zero only for the strongly bound CT state.
The field-dependent separation yield from this state is presented by circles in Fig. 7.5(a).
The separation yield is above 0.6 for all the examined values of the electric field down to F = 0.
Figure 7.5(b) presents the low-energy tail of the DOS of contact states [see Fig. 7.4(c)] along
with the distribution of energies of the lowest-energy contact state. Figure 7.5(c) shows the low-
energy tail of the DOS of CT states [see Fig. 7.4(c)] together with the distribution of energies of
the initial strongly bound CT state. The disorder-averaged energy difference between the lowest-
energy contact state and the initial CT state may serve as an estimate of the average energy barrier
that an electron–hole pair in the initial CT state has to surmount in order to reach the nearest
free-charge state. We obtain the average barrier of approximately 0.13 eV (≈ 5 kBT at room
temperature), which is lower (at least by a factor of 2) than usually assumed when considering
separation of the strongly bound CT exciton [34]. Further discussion reveals that the actual
barrier to be overcome is smaller than the energy difference between the lowest-energy contact
state and the initial CT state. Namely, the intermediate CT states, lying between the initial CT
state and the lowest-energy contact state and exhibiting larger electron–hole distances compared
to the initial CT state, are crucial to the successful separation of the initial strongly bound pairs.
Stronger electric field is beneficial to exciton separation which, combined with the fact that the
separation yield is above 0.5 even at F = 0, implies that it exhibits relatively weak dependence
on the magnitude of the electric field.
It is instructive to analyze the results presented in Fig. 7.5(a) from the viewpoint of single
disorder realizations. In Figs. 7.6(a)–(d) we present distributions of the separation yield in single
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Figure 7.5: (a) Field-dependent yield of charge separation from the strongly
bound CT state. The data labeled by “full” are obtained by numerically solving
Eq. (7.9), while the data labeled by “simple” are computed using Eq. (7.32). The
low-energy edges of the disorder-averaged DOS (full lines) for (b) contact states
and (c) CT states belonging to the CT0 band. The bars depict histograms of the
distribution of the energy of (b) the lowest-energy contact state and (c) the initial
strongly bound CT state. The width of the bins on the energy axis is 10 meV, while
F = 0.
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Figure 7.6: Histograms showing the distribution of the yield of charge separation
from the strongly bound CT state for different strengths of the electric field: (a)
F = 0, (b) F = 106 V/m, (c) F = 5 × 106 V/m, and (d) F = 107 V/m. The width
of the bins for the separation yield is 0.05.
disorder realizations at different strengths of the electric field. A distinctive feature of all the
histograms is quite small number of disorder realizations for which the separation yield assumes
values in an intermediate range (say between 0.2 and 0.8). Even at zero electric field, the number
of disorder realizations in which the separation yield is high (above 0.8) is greater than the
number of those in which the separation yield is low (below 0.2), which can account for the
mean separation yield above 0.5 even at zero field. As the electric field is increased, the number
of disorder realizations in which the separation yield is low or intermediate decreases, while the
number of disorder realizations in which the separation yield is high increases, see Figs. 7.6(b)–
(d). At F = 107 V/m, the separation yield is between 0.95 and 1 for somewhat less than 90%
of disorder realizations, see Fig. 7.6(d), meaning that the mean yield is close to 1. Relevant to
this discussion are also the relative positions of the lower-energy tails of the DOS of CT states
belonging to the CT0 band and the DOS of contact states, which are presented in the Supporting
Information associated to Ref. [182]. There, we observe that the effect of increasing F on the
DOS tails consists of decreasing the energy difference between the edges of CT and contact
DOS. For sufficiently strong field, the lowest contact state is situated energetically below the
strongly bound CT state.
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We now establish which factors primarily determine the separation yield and propose an
analytical formula that is capable of reproducing the separation yield in single disorder realiza-
tions (and consequently the mean separation yield) quite well. Let us begin by noticing that
the initial CT state is usually strongly coupled (by means of phonon bath-assisted transitions) to
only a couple of exciton states which are of CT character and whose electron–hole separation
(and consequently the lifetime) is larger than in the initial CT state. We further refer to these
states as intermediate states. Moreover, intermediate states are in general very well coupled to
other space-separated states, meaning that, in principle, there is no kinetic obstacle for an exci-
ton in the intermediate state to undergo a series of phonon bath-assisted transitions in which the
electron–hole separation gradually increases, and finally reach a contact state. However, since
the coupling among the initial state and intermediate states is appreciable, the "implosion" of the
pair, i.e., the back-transfer from intermediate states to the initial CT state followed by the recom-
bination event, should not be omitted from the analysis. The recombination from intermediate
states, as well as from all the subsequent states paving the way toward contact states, is not prob-
able, since the lifetimes of all these states are quite long compared to the inverse transition rates
among them. In other words, the recombination occurs almost exclusively from the initial CT
state. We may therefore assume that the only rate-limiting step during charge separation is the
escape from the initial strongly bound CT state xinit. The separation yield is then determined by
the competition between the recombination rate in the initial CT state, the escape rate from the
initial CT state toward intermediate states, and the back-transfer rate from intermediate states
to the initial CT state. This competition may be described using a simple kinetic model whose
variables are populations of the initial CT state and intermediate states (which are considered
as a single state). Recombination is possible only from the initial CT state, while contact states






f 0init − winit,inter f 0inter, (7.26)
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while a similar condition for the stationary population f 0inter of intermediate states reads as
(winit,inter + wcontact,inter) f
0
inter = winter,init f
0
init. (7.27)
In Eqs. (7.26) and (7.27), ginit is the generation rate of the initial CT state, τinit is its lifetime,

















where, for each intermediate state xinter, the summation over final states xf is carried out only
over the states from which further transitions toward contact states are possible (it should not
include the transitions back to the initial CT state). An adaptation of Eq. (7.11) to the problem


















We point out that all four quantities (τinit ,winter,init,winit,inter, andwcontact,inter) entering Eq. (7.32)
are characteristic of each disorder realization, i.e., Eq. (7.32) contains no free parameters. It is
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Figure 7.7: Histograms showing distributions of energies of (a) the intermediate
CT state (which is most strongly coupled to the initial CT state), and (b) the initial
CT state. The histograms are computed for F = 0.
then remarkable that it reproduces quite well the field-dependent separation yield for each disor-
der realization, and consequently the disorder-averaged separation yield, which is presented by
squares in Fig. 7.5(a).
The preceding discussion suggests that the barrier the initial CT exciton has to surmount in
order to reach a contact state is determined by the energy difference ~ωinter−~ωinit between the
initial CT state and the intermediate CT state exhibiting strongest coupling to the initial state. In
Figs. 7.7(a) and (b) we present distributions of energies of the intermediate [Fig. 7.7(a)] and the
initial [Fig. 7.7(b)] CT state at F = 0. We estimate that the average energy difference 〈~ωinter −
~ωinit〉 is around 0.07 eV, which is smaller than the average energy difference between the lowest
contact state and the initial CT state. Therefore, already at F = 0, the average energy barrier
opposing the separation from the initial CT state is ≈ 3 kBT at room temperature. For stronger
F , the height of the barrier decreases, and the barrier is almost eliminated at F & 107 V/m,
when 〈~ωinter − ~ωinit〉 . 10 meV.
Equation (7.32) gives the separation yield which is always an upper bound to the true sep-
aration yield obtained by numerically solving rate equations embodied in Eq. (7.9). Deriving
Eq. (7.32), we assume that there is only one rate-limiting step in the process of charge sepa-
ration from the initial CT state (namely, the escape from the initial CT state to intermediate
states), while further transitions from intermediate states toward contact states occur with cer-
tainty. However, in reality, some of these further transitions may present another obstacle to
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full charge separation and, in order to fully reproduce the numerical data, Eq. (7.32) should be
corrected so as to take other rate-limiting steps into account (it turns out that such corrections
are really important only for strong enough disorder, vide infra). We can elaborate more on
the last point by noticing that Eq. (7.32) is actually a version of the Rubel’s formula [196] that
describes the separation of an exciton initially in state 1 through a series of incoherent hops
1 ⇋ 2 ⇋ · · · ⇋ n ⇀ n + 1 among localized states which terminates when free-charge state














One of the main assumptions behind the Rubel’s formula is that the recombination event is
possible only from the initial CT state 1, its rate being τ−11 . This assumption is satisfied in our
computations, as we obtain that the major part of recombination events occurs from the initial CT
state, so that we may identify τinit in Eq. (7.32) with τ1 in Eq. (7.33). The first rate-limiting step is
the escape from the initial CT state to more separated (and thus longer-lived) intermediate states,
which justifies the identification of winter,init in Eq. (7.32) with w21 in Eq. (7.33). Further rate-







that takes care of
the fact that, at each step j that has to be completed in order to reach state i, there is a competition
between the escape ratewj+1,j toward the free-charge state n+1 and the back-transfer ratewj−1,j
toward the initial state 1. Rubel et al. have assumed that the pathway from the initial to the final
state is such that hops are possible only between neighboring states in the sequence 1 ⇋ 2 ⇋
· · · ⇋ n ⇀ n + 1, while in our model hops are in principle possible among any two exciton
states. Thus, in our model it is difficult to isolate particular separation paths and ensure that they
do not interfere among themselves. Nevertheless, as evidenced by quite good agreement between
the results presented by circles and squares in Fig. 7.5(a), taking into account only the first
rate-limiting step is a reasonable approximation to the full numerical data. This approximation
is, however, plausible only for not too strong disorder. For stronger disorder, disorder-induced
localization effects become more pronounced and, on its way toward contact states, an exciton
may reach a state exhibiting strong localization. Owing to its strong localization, this state is
poorly coupled to other states, meaning that it may act as another recombination center, or it may
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"reflect" excitons toward the initial state, i.e., it acts a trap state for charge separation. Neither
of these two possibilities is captured by Eq. (7.32); therefore, it cannot accurately reproduce the
separation yield for stronger disorder, as we discuss more thoroughly in the next paragraph.
We continue our discussion on the effects of disorder by investigating the separation yield for
different disorder strengths σ at zero electric field. Along with the data emerging from numeri-
cally solving Eq. (7.9), in Fig. 7.8(a) we present the data obtained by means of Eq. (7.32). We
observe that the dependence of ϕ on σ is not monotonic. Namely, for very low values of σ (typ-
ically σ < 20 meV in our one-dimensional model), contact states are generally absent from the
spectrum (the disorder is so weak that disorder-induced localization effects are not pronounced),
and consequently the separation yield within our model is exactly equal to zero in the majority
of disorder realizations. This is different from predictions of other models describing incoher-
ent charge separation [196, 197], according to which the separation yield is different from zero
for all the values of disorder strength down to σ = 0. Therefore, the predictions of our model
are not reliable for too low disorder. Bearing in mind that typical disorder strength in organic
semiconductors is considered to be of the order of 100 meV [198], the aforementioned feature
of our model does not compromise its relevance. For stronger disorder (typically σ > 20 meV),
contact states start to appear in the spectrum and their number grows with increasing σ. At the
same time, the average energy difference 〈~ωinter − ~ωinit〉 between the intermediate state and
the initial CT state decreases, see Fig. 7.8(b), and the escape rate winter,init from the initial CT
state to intermediate states increases [see Eq. (7.17)]. Since the disorder is still not too strong,
further separation from intermediate states is much more probable than the “implosion” of the
pair, meaning that typically winit,inter/wcontact,inter ≪ 1. The last statement, combined with the
fact that τinit essentially does not depend on σ, gives that the separation yield determined by
Eq. (7.32) increases with increasing σ. However, there exists an optimal disorder strength σopt
for which the separation yield attains a maximum value, so that for σ > σopt an increase in
the disorder strength leads to a decreased separation yield. In our numerical computations, σopt
is around 60 meV, in good agreement with results of Ref. [197], which also point towards the
existence of the optimal disorder strength. Although for strong disorder the number of contact
states is large, the pronounced disorder-induced localization starts to impede phonon-assisted
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Figure 7.8: (a) Yield of charge separation from the strongly bound CT state at
F = 0 for different strengths σ of the diagonal static disorder. The gray area indi-
cates the range of disorder strength in which the predictions of our model are not
reliable. The data labeled by ”full“ are obtained by numerically solving rate equa-
tions [Eq. (7.9)], while the data labeled by ”simple“ are computed using Eq. (7.32).
(b) Average energy barrier 〈~ωinter − ~ωinit〉 between the initial and intermediate
CT state as a function of the disorder strength.
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transitions among exciton states. The number of trap states for charge separation (cf. previous
paragraph) increases, meaning that there is more than just a single rate-limiting step during the
separation of the initial electron–hole pair. This leads to an increased probability of the “im-
plosion” of the pair into the initial CT state or the pair recombination directly from trap states.
Therefore, the separation yield is decreased. As can be inferred from Fig. 7.8(a), the yield com-
puted using Eq. (7.32) (circles) is again an upper bound to the separation yield obtained by
numerically solving rate equations [Eq. (7.9), squares] and approximates it quite well only for
σ . σopt, while for σ > σopt the two separation yields exhibit opposite trends with increasing
disorder strength. While the true separation yield decreases for σ > σopt, the yield given by
Eq. (7.32) monotonically increases in the entire examined range of disorder strength, consis-
tent with the fact that 〈~ωinter − ~ωinit〉 monotonically decreases with increasing σ. Namely,
Eq. (7.32) does not capture further rate limiting steps in the course of charge separation, and the
highly successful escape from the initial CT state to intermediate states does not guarantee full
charge separation.
The apparent simplicity of our model enables us to systematically study the effects of vari-
ations of different model parameters on the efficiency of charge separation starting from the
strongly bound CT state. Let us first examine how the variations in the electron delocalization
in the acceptor (mimicked by variations in the transfer integral Jc,intA,0 ) and in the hole delocal-
ization in the donor (mimicked by variations in the transfer integral Jv,intD,0 ) affect the separation
yield. We obtain that better delocalization of carriers promotes higher separation yields, see
Figs. 7.9(a) and (b). This can be rationalized using Eq. (7.32), which determines the separation
yield as a function of only a couple of parameters, and following the variation of these param-
eters with varying carrier delocalization. When the separation yield is high [greater than 0.8
already at zero field and for the lowest investigated values of Jc,intA,0 and J
v,int
D,0 , cf. the discussion
of Figs. 7.6(a)–(d)], reasonable variations in Jc,intA,0 and J
v,int
D,0 do not dramatically influence the
separation yield, which remains high. When the separation yield is low or intermediate (less
than 0.8 at zero field and for the lowest investigated values of Jc,intA,0 and J
v,int
D,0 ), it exhibits a
pronounced increase with increasing transfer integrals Jc,initA,0 and J
v,init
D,0 . Namely, better carrier
delocalization leads to an increase in the escape rate winter,init from the initial CT state which,
227





































































Figure 7.9: Field-dependent separation yield from the strongly bound CT state for
different values of (a) the electron transfer integral Jc,intA,0 in the acceptor, (b) the
hole transfer integral Jv,intD,0 in the donor, and (c) the on-site Coulomb interaction
U .





that the separation yield determined by Eq. (7.32) is higher.
Next, we comment on the variations that the separation yield undergoes when the magni-
tude of the on-site Coulomb interaction U is changed. In Fig. 7.9(c) we observe that weaker
electron–hole interaction leads to more efficient charge separation from the strongly bound CT
state. Again, this beneficial effect of weaker Coulomb interaction may be attributed to the
product τinitwinter,init being (on average) larger for weaker Coulomb interaction. On a more
intuitive level, the trends in the separation yield presented in Figs. 7.9(a)–(c) may be rational-
ized by following the changes in the disorder-averaged energy difference 〈~ωinter − ~ωinit〉 with
changing the degree of carrier delocalization and the strength of the electron–hole interaction.
We find that better carrier delocalization and weaker electron–hole interaction favor lower val-
ues of 〈~ωinter − ~ωinit〉, or, in other words, lower the separation barrier from the CT state.
For example, for Jc,intA,0 = 25, 50, and 75 meV, the average energy barrier assumes values of
76, 67, and 55 meV, respectively. Similarly, for U = 0.65, 0.5, and 0.35 eV, 〈~ωinter − ~ωinit〉
is equal to 67, 52, and 33 meV, respectively. Let us also note that each of the effects studied
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Figure 7.10: Yield of charge separation from the strongly bound CT state at zero
electric field as a function of (a) the temperature, and (b) the LUMO–LUMO offset.
(c) The lifetime τinit of the strongly bound CT state as a function of the LUMO–
LUMO offset. (d) The probability of recombination from acceptor (circles), donor
(squares), and CT (diamonds) states for different values of the LUMO–LUMO off-
set. The reported values of the LUMO–LUMO offset refer to the ordered system.
Note that the range of LUMO–LUMO offset displayed in panel (c) is narrower than
that displayed in panels (b) and (d).
can on its own improve the separation from the strongly bound CT state, since its binding en-
ergy strongly depends both on the degree of carrier delocalization and the Coulomb interaction,
compare to the discussion of the results [Figs. 7.13(a)–(c)] concerning charge separation from
the closely separated donor state.
We have also studied the temperature dependence of the process of charge separation from the
strongly bound CT state. We observe an approximately sixfold decrease in the separation yield
when the temperature is decreased from 300 to 100 K, see Fig. 7.10(a). On temperature reduction
from 300 to below 50 K, the separation yield reduces for more than an order of magnitude.
These observations are in agreement with other numerical studies of charge separation from the
strongly bound CT state [70], and with experimentally obtained temperature dependence of the
photocurrent under an excitation at the low-energy edge of the CT manifold [60].
The effect of the variations in the LUMO–LUMO offset on the separation yield is studied




A,0 in the acceptor part of the bilayer by
the same amount, keeping all the other model parameters listed in Table 7.1 unchanged. In first
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approximation, these variations manifest themselves in Figs. 7.4(a)–(e) as rigid translations of
the DOS of space-separated exciton states [Figs. 7.4(b)–(d)] with respect to the DOS of donor
and acceptor exciton states [Figs. 7.4(a) and (e)]. Figure 7.10(b) presents the dependence of the
separation yield at zero electric field on the LUMO–LUMO offset. For the LUMO–LUMO offset
greater than approximately 0.5 eV, we observe that the separation yield monotonically decreases
with decreasing the LUMO–LUMO offset, see Fig. 7.10(b). A decrease in the LUMO–LUMO
offset leads to a decreased energy difference between the lowest acceptor (and also donor) state
and the initial CT state, see also Figs. 7.4(a)–(e). We may thus expect that a sufficient decrease
in the LUMO–LUMO offset results in the involvement of acceptor and donor states in the sep-
aration from the strongly bound CT state. The transitions from the space-separated manifold
toward the acceptor (donor) manifold are in general much less probable than the ones inside
the space-separated manifold. However, once an exciton enters the acceptor (donor) manifold,
it can easily recombine, since the typical lifetime of acceptor (donor) states is shorter than the
lifetime of the initial CT state. In other words, the fact that acceptor (donor) states participate
in the separation of the strongly bound CT exciton is seen as a decrease in the separation yield
which is due to the enhanced recombination from acceptor (donor) states. This is clearly seen in
Fig. 7.10(d), which provides data on recombination probability from different groups of exciton
states. While the recombination from acceptor states can partially account for the decrease in
the separation yield observed for LUMO–LUMO offsets below 0.65 eV, see the data represented
by circles in Fig. 7.10(d), the recombination from donor states is reflected in the decrease seen
for LUMO–LUMO offsets below 0.4 eV, see the data represented by squares in Fig. 7.10(d).
Another way to estimate the aforementioned values uses Figs. 7.4(a)–(e) and bears in mind that
the LUMO–LUMO offset for that arrangement of exciton energies is ca. 0.97 eV. Namely, a
rigid translation of Figs. 7.4(b)–(d) by approximately 0.3 eV (upward in energy) makes the ini-
tial CT state energetically close to the acceptor states in the low-energy tail of the acceptor DOS,
meaning that they can participate in the separation of the initial CT state. Similarly, a rigid trans-
lation of Figs. 7.4(b)–(d) by approximately 0.55 eV makes the initial CT state energetically close
to the donor states in the low-energy tail of the donor DOS. However, in order to understand
the behavior of the separation yield in the whole range of LUMO–LUMO offsets displayed in
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Fig. 7.10(b), we have to remember that lower LUMO–LUMO offset promotes better coupling
between the two parts of the bilayer, which is mediated by the D/A couplings JcDA and J
v
DA.
As a consequence, when the LUMO–LUMO offset is in the range of 0.6–1 eV, its reduction
enhances the electron–hole overlap in CT states, thus decreasing their lifetime [see Eq. (7.23)
and Fig. 7.10(c)] and increasing the recombination from CT states [see the data represented by
diamonds in Fig. 7.10(d)]. Therefore, enhanced recombination from CT states can explain the
decrease in the separation yield with decreasing LUMO–LUMO offset observed for LUMO–
LUMO offsets above approximately 0.65 eV.
7.4.2 Charge Separation from a Donor Exciton State
Here, we aim at understanding which factors control charge separation starting from a donor
exciton state. In numerical computations, the generation rate gx appearing in Eq. (7.9) is set to
a non-zero value only for donor states. In Chapters 5 and 6, we have noted that the low-energy
(closely separated and strongly bound) donor states are essentially isolated from the manifold
of space-separated states and thus act as trap states for the separation of the initial donor exci-
tons on subpicosecond time scales. On the contrary, higher-energy (more separated and loosely
bound) donor states exhibit appreciable coupling to the space-separated manifold and we may
thus expect that charge separation starting from these states should be more probable than the
one starting from closely separated donor states.
We perform computations of the yield of the separation of donor excitons of different en-
ergies. We focus on the energy windows centered around Einit = 2.0 eV (the optical gap of
the ordered donor material), Einit = 2.1 eV, and Einit = 2.2 eV (significantly above the opti-
cal gap of the ordered donor material), which is indicated by horizontal arrows in Fig. 7.4(a).
Since the precise energies of donor states are determined by the disorder, we choose the initial
donor state among the states that lie in the 50 meV-wide energy windows centered around the
aforementioned energies. One particular donor state out of the chosen states is selected by the
requirement that the squared modulus of the dipole moment for the direct generation of donor















[see Eq. (6.5)], be maximum. In
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Figure 7.11: Field-dependent yield of charge separation starting from donor exci-
ton states of different energies. The data represented by filled symbols are obtained
by solving the full set of rate equations [Eq. (7.9)]. The data represented by empty
circles are obtained by solving the reduced set of rate equations [Eq. (7.34)] in case
Einit = 2.0 eV.
other words, among donor states in a given energy window, we select the state whose direct
generation from the ground state is most probable. Such a choice of the initial donor state is
motivated by the results presented in Ch. 6, where we have observed that quite high fraction of
photogenerated excitons remain in the initially photoexcited donor state on a picosecond time
scale following the excitation, see, e.g., Figs. 6.11(a)–(l).
In Fig. 7.11, we compare the yields of charge separation starting from donor states of different
energies. As we have expected, charge separation starting from a higher-energy donor state
is more efficient than the one starting from a closely separated donor state. The yield of the
separation from a donor state situated around Einit = 2.2 eV is practically field-independent
and greater than 0.9 for all the examined values of the electric field down to F = 0. The yield
is somewhat higher for Einit = 2.2 eV than for Einit = 2.1 eV. On the other hand, the yield
of the separation from the closely separated donor state (Einit = 2.0 eV) is lower: it is almost
constant for electric fields F . 5 × 107 V/m, its value being around 0.6, after which it rises and
reaches values close to 1 at F ∼ 108 V/m. The value of the electric field at which the separation
from a closely separated donor state occurs with certainty is almost an order of magnitude larger
than in the case of charge separation from the strongly bound CT state, see Fig. 7.5(a), which is
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consistent with the fact that the binding energy of the donor exciton is larger than the binding
energy of the CT exciton.
Let us now analyze in more detail the separation of the closely separated donor exciton
(Einit = 2.0 eV). Our data suggest that the major part of recombination events occur from donor
exciton states. This is consistent with the fact that phonon bath-assisted transitions starting from
the closely separated donor exciton state couple it most strongly to other donor states, while cou-
pling to the space-separated manifold is in principle much weaker (we note that its coupling to an
acceptor state is practically negligible). The states of the space-separated manifold to which the
closely separated donor state can couple are typically well spatially separated, long-lived, and
exhibit good coupling to other space-separated states. In other words, despite the weak coupling,
once an exciton in the closely separated donor state performs a transition to the space-separated
manifold, it is highly probable that it will eventually reach a fully separated state. Instead of
finding the stationary solution to the full set of rate equations [Eq. (7.9)] for all exciton states
(excluding contact states), we may compute the separation yield by solving the rate equations in
which we explicitly consider only donor states x ∈ XD and treat exciton states x′ that are not of
donor character as absorbing states











The separation yield, computed by inserting the solution to Eq. (7.34) into the following expres-











is presented in case Einit = 2.0 eV by empty circles in Fig. 7.11. We note that the agreement
between the two results (full and empty circles in Fig. 7.11) is quite good, thus validating our
simple picture of charge separation from a low-energy donor state. The same procedure can
be repeated when considering the separation starting from higher-energy donor states, but the
agreement between the results obtained by solving Eq. (7.34) and full system of rate equations
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Figure 7.12: Separation yield at zero electric field for different strengths σ of the
diagonal static disorder. The initial state of charge separation is a donor exciton
state of energy around (a) Einit = 2.0 eV, and (b) Einit = 2.2 eV. The data la-
beled by “full” are obtained by numerically solving the full set of rate equations
[Eq. (7.9)], whereas the data labeled by “simple” emerge from the numerical solu-
tion to the reduced set of rate equations [Eq. (7.34)]. Similarly to Fig. 7.8(a), the
gray area indicates the range of disorder strength in which the predictions of our
model are not reliable.
[Eq. (7.9)] is worse. An analysis of recombination events suggests that, in these cases, the ac-
ceptor exciton states are an equally important recombination channel as the donor exciton states.
Namely, when the initial donor state is loosely bound, its direct coupling to acceptor states can-
not be neglected. Further discussion on the limits of validity of the simple picture of charge
separation from donor states embodied in Eq. (7.34) is presented in the next paragraph.
We now turn to the influence of the diagonal static disorder on the yield of charge separa-
tion starting from donor exciton states of different energies at zero electric field. We focus our
attention on the initial donor states whose energies are aroundEinit = 2.0 eV and Einit = 2.2 eV.
Together with the separation yield emerging from numerically solving the full set of rate equa-
tions given in Eq. (7.9) (the true separation yield), in Figs. 7.12(a) and (b) we also present the
data obtained by solving the reduced set of rate equations [Eq. (7.34)]. We observe that the sep-
aration yield exhibits similar trends with varying disorder strength as when the separation starts
from the strongly bound CT state [cf. Fig. 7.8(a)]. In particular, for not too strong disorder,
the yield increases with increasing disorder strength, it attains the maximum value when the
disorder assumes its optimal value, after which it decreases. For all the examined values of dis-
order strength, the yield of the separation starting from the donor state of energy Einit = 2.2 eV
is higher than in the case Einit = 2.0 eV, compare data represented by circles in Figs. 7.12(a)
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and (b), which again suggests that excitons initially in higher-energy donor states separate more
efficiently than the ones initially in lower-energy donor states. While the maximum yield of sep-
aration starting from the donor state of energy Einit = 2.0 eV is around 0.7, the maximum yield
in the case Einit = 2.2 eV is above 0.9. For both initial states of charge separation, the yield
computed by numerically solving the reduced set of rate equations [squares in Figs. 7.12(a) and
(b)] is an upper bound to the true separation yield [circles in Figs. 7.12(a) and (b)] for all the
examined values of σ. For Einit = 2.0 eV, the separation yield computed by solving the re-
duced set of rate equations reproduces the true separation yield very well when the disorder
strength is from around 40 meV to around 90 meV, while for stronger disorder the agreement
between the yields computed in two manners deteriorates. This suggests that, for moderate dis-
order strength, our simple picture of charge separation from the closely separated donor state,
embodied in Eq. (7.34), is plausible. At stronger disorder, the localization effects become more
important and recombination may occur from states that do not belong to the donor manifold as
well. On the other hand, the agreement between the two separation yields in case Einit = 2.2 eV
is less satisfactory than in case Einit = 2.0 eV, see Fig. 7.12(b).
We also examine the dependence of the separation yield starting from the closely separated
donor state on the magnitude of electron (Jc,intD,0 ) and hole (J
v,int
D,0 ) transfer integrals in the donor
part of the bilayer. We find that reasonable variations in these quantities do not induce major
changes in the separation yield, see Figs. 7.13(a) and (b), which stands in contrast to the beneficial
effect that better charge delocalization has on the separation of the strongly bound CT exciton,
see Figs. 7.9)(a) and (b). The reason for this behavior is the fact that the donor exciton binding
energy, which is a rough measure of the energy barrier which has to be overcome in order for
free charges to form, is not strongly dependent on the carrier delocalization in the donor. The
factor that primarily determines the binding energy of the donor exciton is the strength of the
Coulomb interaction. Figure 7.13(c) presents the field-dependent separation yield for different
values of the on-site Coulomb interaction U . As anticipated, we find that lowering U leads to a
higher separation yield.
The temperature-dependent separation yield at zero electric field is shown in Fig. 7.14(a).
We see that lower temperature leads to lower separation yield since the phonon bath-assisted pro-
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Figure 7.13: Field-dependent yield of charge separation starting from the closely
separated donor exciton state (Einit = 2.0 eV) for different values of (a) the electron
transfer integral Jc,intD,0 in the donor, (b) the hole transfer integral J
v,int
D,0 in the donor,
and (c) the on-site Coulomb interaction U .































































Figure 7.14: Yield of charge separation starting from the closely separated donor
state (Einit = 2.0 eV) at zero electric field as a function of (a) the temperature, and
(b) the LUMO–LUMO offset. (c) The recombination probability from donor (cir-
cles), acceptor (squares), and CT (diamonds) states as a function of the LUMO–
LUMO offset. The reported values of the LUMO–LUMO offset refer to the or-
dered system. In panel (b), we present results in which acceptor states are included
(JvDA 6= 0) and excluded (JvDA = 0) from the computation.
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cesses transferring an exciton in a donor state to the space-separated manifold (and, eventually,
to a state of fully separated charges) are weaker. The separation yield exhibits a sixfold decrease
when the temperature is lowered from the room temperature to around 50 K. The intensity of the
temperature variation-induced effect on the separation yield is somewhat smaller than in case of
the separation starting from the strongly bound CT state, compare to Fig. 7.10(a).
In the end, we examine how the value of the LUMO–LUMO offset affects charge separation
from the closely separated donor state. Figure 7.14(b) presents the separation yield as a function
of the LUMO–LUMO offset for the values of model parameters listed in Table 7.1 (JvDA 6= 0,
circles), as well as for JvDA = 0 (squares), i.e., when states of acceptor excitons are excluded
from the computation. For the LUMO–LUMO offset above approximately 0.6 eV, we observe
that the separation yield in both cases is essentially the same and weakly dependent on the par-
ticular value of the LUMO–LUMO offset. This indicates that, in this range of LUMO–LUMO
offsets, charge separation starting from the closely separated donor state does not involve accep-
tor exciton states, which once again validates our simple picture of charge separation from that
state [formally embodied in Eq. (7.34)]. However, when the LUMO–LUMO offset is below 0.6
eV, the separation yield in case JvDA 6= 0 starts to decrease with decreasing the LUMO–LUMO
offset. On the other hand, in case JvDA = 0, similar decrease in the separation yield is observed
only when the LUMO–LUMO offset is lower than approximately 0.4 eV. The different behavior
of the separation yield in the two cases signalizes that, when the LUMO–LUMO offset assumes
values lower than ca. 0.6 eV, states of acceptor excitons are involved in charge separation and
the observed decrease is due to the recombination from acceptor states. As we have already
noted in the analysis of Fig. 7.10(b), when the LUMO–LUMO offset is around 0.6 eV, the low-
energy tails of the CT and acceptor exciton DOS become energetically close. Further analysis
of recombination events from different groups of exciton states, whose results are reported in
Fig. 7.14(c), shows that the contribution of the recombination from acceptor states to the total
recombination probability becomes appreciable when the LUMO–LUMO offset is around 0.6
eV. When acceptor states are excluded from the computation, the independence of the separa-
tion yield on the LUMO–LUMO offset can be inferred from the flat recombination probability
from the donor states [circles in Fig. 7.14(c)], which is disturbed when the energy of the strongly
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bound CT state is approximately equal to the energy of the initial donor state, which occurs for
the LUMO–LUMO offset below around 0.4 eV. For even smaller values of the LUMO–LUMO
offset, all the space-separated states are energetically above the initial donor state, meaning that
full charge separation can be achieved only by means of energetically-upward processes. The de-
crease in the separation yield with decreasing the LUMO–LUMO offset can then be attributed to
an increased probability of recombination from donor states, which is clearly seen in Fig. 7.14(c).
7.5 Discussion and Significance of Our Results
Using a one-dimensional model of an all-organic bilayer, we have modeled and investigated the
process of incoherent charge separation out of CT and donor exciton states. The main advantage
of our model over existing approaches is that it properly takes into account carrier delocaliza-
tion, whose importance for efficient charge separation in OPV systems has been repeatedly rec-
ognized [66, 68, 190, 191, 194, 195]. The carrier delocalization is fully and naturally taken into
account by working in the exciton basis, rather than in the commonly used position basis. The
charge separation is then conceived as a sequence of environment-assisted transitions among
exciton basis states that terminates once a free-charge state is reached. Another important ingre-
dient of our model is the diagonal static disorder, which is crucial to identify the counterparts of
free-charge states within our description.
Many of the studies mentioned in Sec. 7.2 underline the beneficial role played by the system’s
dimensionality in the conversion of strongly bound excitons to free charges. Therefore, com-
ments on our results in view of the reduced dimensionality of our model are in order. Although
formally one-dimensional, the proposed model of a bilayer can be regarded as a two- (or three-)
dimensional model consisting of periodically repeated linear systems identical to the one shown
in Fig. 7.3 that are isolated from each other, i.e., the transfer integrals between (neighboring)
linear systems are equal to zero. We have established that, within our one-dimensional model,
the degree of charge delocalization, quantified by the values of the electron and hole transfer
integrals, is one of the factors influencing the (CT exciton) separation efficiency, see Figs. 7.9(a)
and (b). On simple grounds, better delocalization is beneficial to charge separation because it
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increases the mean distance (in the direction of a single linear system, which is perpendicular to
the D/A interface) between the electron and hole located in the acceptor and donor, respectively.
If we assigned nonzero values to transfer integrals coupling different linear systems, the charges
could also delocalize along the direction perpendicular to the linear systems (parallel to the D/A
interface) and further increase their separation. Therefore, it may be expected that the separa-
tion yield would be enhanced in such genuinely two- (or three-) dimensional model. This line
of reasoning is supported by studies highlighting the beneficial role of hole delocalization along
polymer chains in charge separation [68, 191], particularly if we keep in mind that the values
of the intrachain transfer integrals are typically larger than the ones employed in this study. We
may also say that the separation yields we obtain using an effectively one-dimensional model
are the lower limit to the ones that would be obtained in a higher-dimensional system. Another
possible interpretation of our results is that they suggest that, in order to describe fundamental
reasons for efficient charge separation at all-organic bilayers, it is more important to properly
account for charge delocalization than for dimensionality effects.
Next, we discuss our assumptions concerning the strength of the carrier–bath interaction.
We take that the polaron binding energy is ǫpolb = 15 meV, which is significantly lower than
values commonly reported in electronic-structure studies of single PCBM molecules [20, 168].
The selection of the values of model parameters implicitly suggests that each lattice site may be
imagined to substitute a polymer chain or a group of fullerene molecules. In this regard, carrier
transfer from one site to another should not be interpreted as transfer between single molecules
supporting localized carrier states, but rather as transfer between two aggregates of molecules
supporting delocalized carrier states. It has been demonstrated recently that, in such a case, the
definition of ǫpolb [given in the text between Eqs. (7.21) and (7.22)] should be corrected so as to
take into account delocalization effects, which can substantially reduce ǫpolb [206]. Having all
these things considered, we believe that our choice of the magnitude of ǫpolb is reasonable. Larger
ǫpolb (while keeping all other model parameters fixed) would result in a higher separation yield,
because the phonon bath-induced transition rates [Eq. (7.17)] would be larger. In this sense, our
results may also be regarded as the lower limit to the separation yield computed for larger ǫpolb .
Another common choice for the spectral density J(E) [Eq. (7.16)] when studying charge
239
Chapter 7. Incoherent Charge Separation at Photoexcited Organic Bilayers









which is characterized by two parameters, ∆ and ~γ. According to the relation between the
spectral density and the polaron binding energy embodied in Eq. (7.22), parameter ∆ represents
the polaron binding energy, whereas ~γ determines the energy range of bath modes whose cou-
pling to the system is appreciable. While the behavior of the Ohmic spectral density [Eq. (7.21)]
at large energies (E ≫ Ec) is essentially exponential, the Drude–Lorentz spectral density de-
creases only algebraically forE ≫ ~γ. Therefore, the Drude–Lorentz spectral density generally
favors coupling to a wider range of phonon modes than does the Ohmic spectral density em-
ployed in our numerical computations. It is then not surprising that the Drude–Lorentz spectral
density promotes even higher separation yields than the Ohmic spectral density, which has been
demonstrated in the Supporting Information associated to Ref. [182].
Our principal conclusion is that the synergy between moderate energetic disorder and carrier
delocalization can explain quite high and relatively weakly field-dependent separation efficien-
cies observed in solar cells photoexcited at the low-energy edge of the CT manifold [61], see
Fig. 7.5(a). At electric fields typically encountered in a working organic solar cell (F ∼ 5–
10 V/µm), the efficiency of the separation of the strongly bound CT exciton is above 0.8. Our
analytical treatment, which is sensible for not too strong disorder, reveals that the separation of
the strongly bound CT exciton is actually governed by the competition between the recombina-
tion from the initial CT state and the escape towards more separated and long-lived intermedi-
ate CT states, from which further separation proceeds without kinetic obstacles, see Eq. 7.32.
Strong disorder destroys this simple picture, and the appearance of well-separated and strongly
localized states following the intermediate states prevents electron–hole pairs from eventually
reaching contact states. Our finding that better charge delocalization promotes more efficient
separation of the strongly bound CT exciton further corroborates the conclusions of Ref. [61],
which emphasize that, in the most efficient OSCs, the strongly bound CT state is only weakly
bound and quite delocalized. Moreover, we observe a much milder temperature dependence of
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the separation yield [see Fig. 7.10(a)] than the (predominantly) exponential one predicted by
the Onsager–Braun model, see Eqs. (7.1), (7.2), and (7.3), in agreement with experimental [60]
and theoretical studies [70]. The fact that larger LUMO–LUMO offsets favor more efficient
free-charge generation out of the strongly bound CT state is attributed to an increased recombi-
nation probability from acceptor and donor states observed for smaller LUMO–LUMO offsets,
see Figs. 7.10(b) and (d).
The separation of donor excitons is also quite efficient, and its yield depends on the exciton
energy, see Fig. 7.11. The electric field required to separate the closely separated donor exciton
with certainty is almost an order of magnitude higher than the one needed to separate the strongly
bound CT exciton. Our results suggest that the separation of the closely separated donor exciton
exhibits only one rate-limiting step, i.e., the escape to the space-separated manifold. Carrier
delocalization does not strongly influence this escape, see Figs. 7.13(a) and (b). The donor
exciton separation shows weak temperature dependence, see Fig. 7.14(a), while its decrease with
decreasing the LUMO–LUMO offset is attributed to the recombination from acceptor states, see
Figs. 7.14(b) and (c). Relatively weak disorder is beneficial to donor exciton separation, while
strong disorder suppresses it, see Figs. 7.12(a) and (b).
In summary, our results provide unambiguous evidence that efficient charge separation can
be achieved even out of strongly bound pair states and are supported by experiments [61, 181]





This thesis presents a detailed account of the fundamental physical mechanisms that govern the
dynamics of photoinduced electronic excitations in D/A OSCs. Even though an ever-growing
power of computational facilities has enabled us to depict microscopic processes occurring in
a variety of materials with an unprecedented temporal and spatial resolution, their fundamental
physical understanding still lacks. Therefore, in this thesis, we concentrate on apparently sim-
ple, but physically grounded, model Hamiltonians, while comprehensive investigations of their
dynamics provide us with important insights that will be once again briefly summarized in the
following text.
Organic semiconductors are physical systems whose theoretical description is quite challeng-
ing because their basic properties are very different from those of inorganic semiconductors, the
theoretical study of which was one of the milestones of the 20th-century physics. The electronic
energy bands in typical organic semiconductors are narrow, the dielectric screening is weak, the
coupling of carriers to lattice vibrations in strong, while the disorder is omnipresent. Instead
of creating free carriers, an optical excitation of an organic semiconductors creates Coulomb-
correlated strongly bound electron–hole pairs, i.e., excitons. A sensible description of the light-
to-charge conversion by means of organic semiconductors requires that a number of physical
effects be treated simultaneously and on equal footing. Moreover, experimental findings indi-
cating an ever-faster time scale of the light-to-charge conversion in the most efficient OSCs [36–
38] demand that the theoretical treatment be fully quantum.
The starting point for our study is the rather general standard semiconductor Hamiltonian that
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explicitly takes into account carrier delocalization, electron–hole interaction, carrier–phonon in-
teraction, and the interaction with an external optical field, see Ch. 2. The model Hamiltonian
can, under certain approximations, be reduced to the well-known Wannier and Frenkel exciton
models, but is actually more general than them. The fully quantum and statistical treatment of
the dynamics triggered by a pulsed optical excitation of the model system relies upon the density
matrix formalism, see Ch. 3. The carrier branch of the infinite hierarchy of mutually coupled
equations describing the temporal evolution of density matrices is truncated by employing the
DCT scheme up to the second order in the exciting field. The second order is the lowest order
in the exciting field in which excitonic effects can be conclusively studied, and, as we have de-
scribed, the respective truncation is intimately related to the low-density limit, i.e., to confining
the dynamics to the single-exciton subspace. From the methodological point of view, our main
contribution regards the truncation of the phonon branch of the hierarchy. Guided by the energy
and particle-number conservation laws, which have to be met once the pulsed excitation has
vanished, we perform a specific truncation of the phonon branch on the level of single-phonon-
assisted density matrices. Although such a treatment of the carrier–phonon coupling precludes
us from treating polaronic effects, which are sometimes considered as highly important in or-
ganic semiconductors, recent theoretical results suggesting that charge carriers in these systems
are of nonpolaronic nature make our approach sensible.
Theoretical investigations of the exciton formation and initial stages of exciton relaxation in
the model of a neat organic semiconductor reveal that these processes happen on a multitude
of time scales, see Ch. 4, which has also been observed experimentally [46, 47]. In greater de-
tail, our numerical computations, which capture processes occurring on picosecond or shorter
time scales, suggest that the initially generated coherent exciton populations are transformed
into incoherent ones on a ∼ 50-fs time scale, which is followed by the build-up of the Coulomb
correlation and the formation of bound electron–hole pairs on a ∼ 500-fs time scale. The ul-
trafast stages of exciton relaxation dynamics are observed on a picosecond time scale. Despite
the fact that our model contains some oversimplifications, the time scales emerging from our
computations are consistent with the experimental ones.
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Our study of ultrafast exciton dynamics in photoexcited D/A interfaces has provided rele-
vant insights into the origin of spatially separated charge carriers that have been experimentally
observed on such short time scales, see Ch. 5. Our approach to the problem considers exciton
generation by means of an optical excitation, exciton dissociation, and further charge separa-
tion on equal footing and on a fully quantum level. The common interpretation of the results of
ultrafast time-resolved spectroscopic studies indicates that states of spatially separated charges
become populated on a ∼ 100-fs time scale by means of the ultrafast population transfer from
the initially excited donor exciton states [36–38]. Our results, however, demonstrate that the
main source of space-separated charges on ∼ 100-fs time scales is their direct optical generation
from the ground state. Such a route towards space-separated charges is possible due to the redis-
tribution of oscillator strengths among donor and space-separated states, which is mediated by
their resonant “hybridization”. Previous proposals that the long-range charge separation in D/A
OSCs may be achieved through the direct optical generation of space-separated pairs [143, 144]
were motivated by the studies of the absorption spectrum of D/A interfaces, which identified the
aforementioned absorption intensity redistribution, but were unable to fully appreciate its actual
relevance. Our work, therefore, complements these studies by examining the ultrafast exciton
dynamics triggered by the excitation of a D/A interface and is capable of demonstrating that the
direct optical generation of space-separated charges is their main source on ultrafast time scales.
We also embark on the theoretical treatment of ultrafast time-resolved transient absorption
spectroscopy. By combining our approach to the ultrafast exciton dynamics with recent theo-
retical developments concerning the computation of the differential transmission signal [157],
we derive an analytical expression for the signal that explicitly demonstrates that both popula-
tions and coherences, rather than only populations, are expected to govern experimental signals
on subpicosecond time scales. Our numerical computations of differential transmission signals
reveal that, in some cases, the signal is expected to predominantly originate from coherences
between exciton states and the ground state, which seriously challenges its usual interpretations
in terms of population transfer.
The conclusions underlined in the last two paragraphs do not necessarily imply that there
is no population transfer from initially generated donor towards space-separated states. Indeed,
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although we observe the direct creation of space-separated pairs, the optical excitation still pri-
marily generates donor excitons, which have to be separated in order to generate photocurrent.
Therefore, the identification of photophysical pathways along which the subpicosecond exci-
ton dynamics proceeds is an important task, which is undertaken in Ch. 6. We individuate two
prominent categories of space-separated states that appear along these pathways. The PACB
states contribute to the ultrafast generation of separated charges as additional photon absorbers
at the interface, but exhibit rapid transitions towards the donor manifold. On the other hand,
bridge states act as gateways for the donor excitons into the space-separated manifold. Once a
donor exciton enters the space-separated manifold, a progressive deexcitation within this mani-
fold leads to its relaxation towards bound CT states on a picosecond time scale. The numerically
obtained participation of space-separated charge pairs in the total exciton population at ∼ 1 ps
following the excitation suggests that the production of separated charges predominantly occurs
on a longer time scale. On a picosecond time scale, the major part of exciton population resides
in donor states, and there is also a number of strongly bound CT excitons, both of which should
still be separated to produce photocurrent.
Motivated by these findings, and also by experimental suggestions that even strongly bound
CT pairs are efficiently separated [61], in Ch. 7 we address the problem of long-time (inco-
herent) charge separation. The model Hamiltonian is essentially the same as in our studies of
ultrafast exciton dynamics: instead of accounting for the interaction with the time-dependent
optical field, we now take into account the influence of the internal electric field in a solar cell,
and additionally consider exciton recombination and disorder. We find that the combination of
carrier delocalization and moderate energetic disorder makes the separation of strongly bound
CT pairs possible. Contrarily to the widespread view that the strongly bound CT exciton sep-
aration requires surmounting an immense energy barrier, we conclude that the actual barrier
opposing the separation is determined by the energy position of the so-called intermediate CT
state. Compared to the initial strongly bound CT state, the intermediate state is more separated
and long-lived. For not too strong disorder, carriers in the intermediate state are bound to exhibit
the full separation. The probability with which the strongly bound CT state separates in then pri-
marily determined by the competition between its transition towards intermediate states and its
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recombination to the ground state, which is formally embodied in the analytical expression we
propose. The separation yield exhibits relatively weak dependence on both the electric field and
the temperature, which is consistent with existing experimental and theoretical results. Very
strong disorder is detrimental to full charge separation, because the disorder-induced localiza-
tion prevents excitons in intermediate states from certainly reaching the free-charge states. Better
carrier delocalization is found to enhance the separation of the strongly bound CT state. The sep-
aration of donor excitons is also weakly field- and temperature-dependent and quite efficient. It
also depends on the exciton energy, higher-energy donor states separating more efficiently.
In the end, our results are consistent with the recent experimental findings concerning light-
to-charge conversion in D/A OSCs. While free-charge generation on subpicosecond time scales
following an optical excitation is possible, the results emerging from our treatment of ultrafast
exciton dynamics suggest that the overwhelming part of free carriers are produced on a time
scale longer than the picosecond one, from pair states that are (strongly) bound [61, 181]. We
provide unambiguous evidence that such a separation is indeed possible despite apparently unfa-
vorable conditions (poor charge delocalization, presence of the disorder, etc.). In light of recent
attempts of the scientific community to build a comprehensive description of light-to-charge
conversion in OSCs on multiple time (and length) scales, our model could potentially be part
of such multiscale models of OPV devices. The very initial stages of exciton dynamics can be
described by employing our fully quantum and statistical description, which provides us with
the populations of different exciton states at a picosecond time scale after photoexcitation. This




Proofs of the Expansion and Truncation
Theorems in the Phonon-Free Case
A.1 Proof of the Expansion Theorem
The proof of the expansion theorem is conducted by using complete induction in n. It is conve-






where H(−)c−f [the first term on the right-hand side of Eq. (2.38)] annihilates one electron–hole
pair, whileH(+)c−f [the second term on the right-hand side of Eq. (2.38)] creates one electron–hole
pair.
If N̂e and N̂h are respectively electron and hole number operators defined in Eqs. (3.15a)










= ±H(±)c−f . (A.2)
The expansion theorem is valid for n = 0 since
N̂e/h|ψ(t)〉(0) = e−iHct/~N̂e/h|0〉 = 0. (A.3)
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|np, np, n, t〉, (A.4)
so that the inequality np ≤ n is satisfied and the difference n− np is even. The contribution of





|np, np, n, t〉(−) + |np, np, n, t〉(+)
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, (A.5)
where, according to Eq. (3.13),









′)|np, np, n, t′〉. (A.6)
Using Eq. (A.2), we conclude that
N̂e/h|np, np, n, t〉(±) = (np ± 1) |np, np, n, t〉(±), (A.7)
i.e., state |np, np, n, t〉(±) contains np ± 1 electrons and np ± 1 holes. Moreover, since state
|np, np, n, t〉 is proportional to En, Eq. (A.6) gives that state |np, np, n, t〉(±) is proportional to
En+1. We may, therefore, identify
|np, np, n, t〉(+) = |np + 1, np + 1, n+ 1, t〉, (A.8a)
|np, np, n, t〉(−) = |np − 1, np − 1, n+ 1, t〉. (A.8b)
Because of the inequality np ≤ n, the inequality np ± 1 ≤ n + 1 is also satisfied. As the
difference n− np is even, we have that the difference n+ 1− (np ± 1) is also even. Therefore,




|np, np, n+ 1, t〉, (A.9)
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which completes the proof of the expansion theorem.
A.2 Proof of the Truncation Theorem
Let A denote the density matrix given in Eq. (3.17), i.e.,
A = 〈c† . . . c†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
dc . . . dc
︸ ︷︷ ︸
n−p pairs




The proof of the truncation theorem for the density matrix embodied in Eq. (3.18) is analogous
to the one that will be presented.











〈n− k − 2p, n− k − 2p, n− k, t| c† . . . c†
︸ ︷︷ ︸
nu




× dc . . . dc
︸ ︷︷ ︸
n−p pairs
c . . . c
︸ ︷︷ ︸
nu
|k − 2p′, k − 2p′, k, t〉.
(A.12)
The operator dc . . . dc
︸ ︷︷ ︸
n−p pairs
c . . . c
︸ ︷︷ ︸
nu
attempts to annihilate n−p + nu electrons from state |k − 2p′, k −
2p′, n, t〉, which gives a nontrivial results when k−2p′ ≥ n−p +nu and results in a state containing
k−2p′− (n−p +nu) electrons and k−2p′−n−p holes. On the other hand, the product of creation
operators c† . . . c†
︸ ︷︷ ︸
nu
c†d† . . . c†d†
︸ ︷︷ ︸
n+p pairs
acting to the left on state 〈n−k−2p, n−k−2p, n−k, t| leads to
a nontrivial state containing n− k− 2p− (n+p +nu) electrons and n− k− 2p−n+p holes under
condition n− k− 2p ≥ n+p +nu. The scalar product of bra and ket thus obtained is nonzero for
n− k − 2p− (n+p + nu) = k − 2p′ − (n−p + nu) = ns ≥ 0, where we introduce a nonnegative
integer ns. Summing these two equalities, we conclude that the contribution A(n)(t) is nonzero
when
n = 2ns + 2(p+ p
′) + n+p + n
−
p + 2nu. (A.13)
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Having in mind that the total number of electron operators in A is m = n+p + n
−
p + 2nu, we
finally obtain that the following equality
n = m+ 2(p+ p′ + ns) with p+ p
′ + ns ≥ 0 (A.14)




Contraction Relations Relevant for the
Second-Order Dynamics
This appendix is devoted to the formal proof of contraction relations [Eqs. (3.37) and (3.38)]
that are used to eliminate (phonon-assisted) electron and hole populations and intraband polar-
izations Cαβab and D
αβ
ab in terms of exciton populations N
αβ
abcd. The proof to be presented closely
follows the derivation of contraction relations presented in Ref. [71]. This derivation leans on
the fact that the standard semiconductor Hamiltonian given in Eqs. (2.34)–(2.38) commutes with
















NVB is the total number of occupied states, which is equal to the total number of particles in
the system. According to the central theorem of the DCT scheme, the purely electronic density
matrices relevant for the second-order dynamics are single- and two-particle quantities, i.e.,
contain at most four Fermi operators. We will not, therefore, formulate contraction relations in
a general form, but will rather limit ourselves to the relation that exists between single-particle
and two-particle density matrices in a system with fixed number of particles.
The density matrix of a system with fixed number of particles NVB can always be expressed
as a linear combination of density matrices for pure states, in which each state is an eigenvector
of the total particle-number operator N̂total with eigenvalueNVB. Let us exploit the last feature
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Rearranging the last expression by using the anticommutation relations given in Eqs. (2.19)











where in the last step we used the central theorem of the DCT scheme. Therefore, within the
dynamics up to the second order in the applied field, the electron populations and intraband
coherences are redundant because they may be expressed entirely in terms of exciton populations.











Let us note, in passing, that Eqs. (B.3) and (B.4) are special cases of the following equation
that relates the single-particle and two-particle density matrices in a system with fixed number
NVB of particles




In Eq. (B.5), indices p, q may represent valence-band or conduction-band states (there are four
different possibilities) and the corresponding operators are defined in Eq. (2.9). We have checked
that Eq. (B.5) is satisfied for p, q ∈ CB and p, q ∈ VB. When p ∈ VB and q ∈ CB, Eq. (B.5)
reduces to















Appendix B. Contraction Relations Relevant for the Second-Order Dynamics
〈d†kdkdpcqF̂ αβ〉 are of the third order in the optical field. Similar reasoning applies for p ∈ CB
and q ∈ VB. In conclusion, the DCT scheme up to the second order in the optical field is
compatible with the general relation expressed in Eq. (B.5).
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Appendix C
Markov and Adiabatic Approximations
Let us suppose that we want to find time evolution of quantity z(t) whose dynamics is governed
by




The variable z performs free oscillations with frequencyΩ, while quantities yi(t) acting as source
terms in Eq. (C.1) can be factorized into slowly varying parts y0i (t) and rapid free oscillations
with frequencies ωi,
yi(t) = ỹi(t) e
−iωit. (C.2)
Equations resembling Eq. (C.1) are typically encountered in the density matrix formalism. Namely,
Heisenberg equations of motion are first-order differential equations, while source terms are typ-
ically higher-order density matrices to which the density matrix under consideration couples. Let
us suppose that at the initial instant, which is taken to be −∞, lim
t→−∞
z(t) = 0. Equation (C.1)







dτ ỹi(t− τ) e−i(Ω−ωi)τ . (C.3)
Within Markov approximation [72, 90, 119], one assumes that the dominant time dependence
of the integrand in Eq. (C.3) is given by the exponential term, while functions ỹi(t − τ) are
slowly varying (with respect to the exponential term). Therefore, ỹi(t− τ) can be approximated
by their values at instant t, ỹi(t − τ) ≈ ỹi(t), and taken out of the integral. Next, in order to
have a well defined initial condition at t → −∞, we assume that the source terms are switched
254
Appendix C. Markov and Adiabatic Approximations
on adiabatically, which amounts to adding a small positive imaginary part to all frequencies
ωi appearing in Eq. (C.2), i.e., ωi → ωi + iη where η → +0. This is the so-called adiabatic






ωi − Ω + iη
. (C.4)
We can now use that, for η → +0,
1
ωi − Ω+ iη






where P denotes the principal value. The solution to Eq. (C.1) within Markov and adiabatic











This is also known as the semiclassical solution to Eq. (C.1). The imaginary part of the first
factor on the right-hand side of Eq. (C.6), which involves the principal value, leads to polaron
shifts in energies. When the result embodied in Eq. (C.6) is further used within the density
matrix theory, it is a common practice to neglect the principal value in Eq. (C.6) and retain only
the part involving the delta function.
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Appendix D
Further Details about Closing the
Hierarchy of Equations
D.1 Closing the Phonon Branch of the Hierarchy
Similarly to the main text, here, we concentrate on closing the phonon branch of the hierarchy
that emerges from density matrices nx̄x. Essentially the same procedure should be applied to
close the phonon branch that stems from density matrices yx.
As we have already emphasized, the expressions for two-phonon-assisted density matrices
cited in the main text [Eq. (3.74) and a similar expression for δnx̄xρ+σ+] should be inserted in
Eq. (3.69). This insertion is accompanied by the random phase approximation, that is intro-
duced and justified in this appendix. To this end, let us note that, whenever we deal with a
translationally symmetric system, the eigenstates of a single electron–hole pair, which are in-
troduced in Sec. 2.2, can always be described similarly to Wannier excitons. As demonstrated
in greater detail in Ch. 2 of Ref. [86], the eigenstates of an electron–hole pair are then charac-
terized by the center-of-mass wave vector K and the integer quantum number ν that describes
the internal motion of the pair. The fact that K and ν unambiguously classify exciton states
can be derived without resorting to approximations (e.g., the effective mass approximation and
the approximations on Coulomb integrals) we introduced in Sec. 2.3.1, i.e., just by using the
translational symmetry of the system. In general, there is no simple analytic expression for the
exciton binding energy as a function of ν that is similar to Eq. (2.76). Nevertheless, the fact that,
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in a translationally symmetric system, a general exciton index xmay be replaced by combination
(K, ν) is sufficient to achieve certain simplifications in the theory.
When the system possesses translational symmetry, only the density matrices for which the
total created wave vector is equal to the total annihilated wave vector can acquire nontrivial
values in the course of the system’s evolution, see, e.g., Ref. [102]. In this sense, single-phonon-
assisted density matrices n(Qν)(Qν)q+µ exhibit nontrivial time evolution provided that the condi-




are nonzero only when Q = Q + qµ. Having these remarks in mind, the insertion of
Eq. (3.74) into the first term describing the coupling of single-phonon-assisted density matrix























































× δ(~ω(Q,ν) − ~ω(Q−qµ,ν′) − ~ωqµ)n∗(Q−qµ,ν′)(Q−qµ+qρ,ν′)q+ρ
(D.1)
In the first, the third, and the fourth sums in the previous equation we perform summation
of terms which involve complex-valued single-phonon-assisted electronic density matrices over
the wave vector qρ, whereas in the second sum the summation is not carried out over any of
the wave vectors describing the density matrix. In the lowest approximation, we can assume
that all the sums apart from the second one are negligible due to random phases at different
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wave vectors. For the sake of simplicity, in the second sum we keep only the contribution for
ν̄ ′′ = ν̄, thus expressing the coupling to higher-phonon-assisted density matrices only in terms
of the single-phonon-assisted density matrix for which the equation is formed. Restoring the











|Γρx̄x̃|2nphρ δ(~ωx̄ − ~ωx̃ + ~ωρ)
)
nx̄xµ+ . (D.2)
Repeating similar procedure with the remaining three terms which describe coupling to density
matrices with higher-order phonon assistance in Eq. (3.69), we obtain the result embodied in
Eqs. (3.76)−(3.78).
Analogously, the following results for two-phonon-assistedelectronic density matrices δyxρ+σ−
and δyxρ+σ+ are obtained, solving their respective differential equations in the Markov and adi-
abatic approximations









Γρ∗x′xD∗(~ωx − ~ωx′ − ~ωρ)yx′σ− ,
(D.3)
where function D(ǫ) is defined in Eq. (3.75). A similar expression is obtained for the variable
δyxρ+σ+ . Inserting the results obtained in Eqs. (3.67) and (3.68) and performing the random
phase approximation as described, the result given in Eqs. (3.81) and (3.82) is obtained.
D.2 Comments on the Energy Conservation
This part of the appendix is devoted to further comments regarding the energy conservation after
the pulsed excitation in our model.
Using Eqs. (3.56), (3.57), (3.49), and (3.63), we obtain the rate at which the energy of carriers
and phonons changes after the pulse





(~ωx − ~ωx̄ − ~ωµ)Im{Γµx̄xnx̄xµ+}, (D.4)
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which exactly cancels the part from ∂t Ec−p [see Eq. (3.58)] that originates from the free ro-
tation term −i(ωx − ωx̄ − ωµ)nx̄xµ+ in Eq. (3.66). The terms in ∂t Ec−ph that arise from the
second and third terms on the right-hand side of Eq. (3.66) are identically equal to zero each
since they are purely real, which is easily checked. Therefore, the rate at which the total energy
changes after the pulse is equal to the rate at which the carrier-phonon interaction energy changes
due to the coupling of single-phonon-assisted to higher-order phonon-assisted density matrices,
(∂t Ec−p)higher, which is equal to [see Eq. (3.69)]





































































The first and the third terms on the right-hand side of Eq. (D.5) are separately equal to zero (since
the quantities under the sign of the imaginary part are purely real), whereas the second and the
fourth terms exactly cancel each other, so the total energy is conserved. In particular, this is
true for the form of the correlated parts of two-phonon-assisted density matrix δnx̄xρ+σ− given
in Eq. (3.74) and the similar form of the density matrix δnx̄xρ+σ+ . In Eq. (D.5), all the sums are
performed over all indices that are present in a particular expression, so the crux of the proof
that the energy is conserved is the interchange of dummy indices combined with the properties
δn∗x̄xρ+σ− = δnxx̄σ+ρ− and δnx̄xρ+σ+ = δnx̄xσ+ρ+ . However, when we apply the random phase
approximation, the aforementioned properties are lost and the energy is not conserved any more.
For example, the first term on the right-hand side in Eq. (D.5) after performing the random phase
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