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Abstract
In this paper, we study the convergence of an online gradient method for feed-forward neural networks.
The input training examples are permuted stochastically in each cycle of iteration. A monotonicity and a weak
convergence of deterministic nature are proved.
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1. Introduction
Feedforward neural networks have wide applications. The convergence of the network training has
been considered by many authors (cf. [1–4,6,7]). We are concerned with a two-layer feedforward
neural network with structure n − 1. The neural network is supplied with a given set of training
examples {k ; Ok}Jk=1 ⊂ Rn×R. Assume that g : R→ R is a given activation function. For a choice
of the weight vector w∈Rn, the actual output of the neural network is
	k = g(w · k); k = 1; : : : ; J: (1.1)
 Research partly supported by the National Natural Science Foundation of China, and the Basic Research Program of
the Committee of Science, Technology and Industry of National Defense of China.
∗ Corresponding author.
E-mail address: wuweiw@dlut.edu.cn (W. Wu).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.08.062
166 Z. Li et al. / Journal of Computational and Applied Mathematics 163 (2004) 165–176
Let Ek(t) denote an error function which is a certain kind of measure of the error Ok − 	k . Our task
is to choose the weight w such that Ek(t), and hence the error Ok − 	k , is as small as possible. For
example, a simple and popular approach is to minimize the error function
Ek(! · k) = 12(Ok − 	k)2 = 12[Ok − g(! · k)]2: (1.2)
(The error function Ek(t) may have other expressions (cf. [4]).) The total error function is deEned
as
E(!) =
J∑
k=1
Ek(! · k): (1.3)
The purpose of network learning is to obtain a weight vector !∗ ∈Rn such that
E(!∗) = min E(!): (1.4)
A very often used method solving this kind of problem is the gradient method. The iteration
formulation for the weight vectors is
!m+1 = !m +G!m; m= 0; 1; : : : ; (1.5)
where
G!m =−E!(!m) (1.6)
and ¿ 0 is the learning step size.
We notice by (1.6) that we have to work through all the training examples {k}Jk=1 before we
can move a small step forward along the negative gradient direction. In practice, the number J
of the training examples might be fairly large, and the gradient method seems ineHcient in such
cases. Partially due to this reason, the engineering community often prefers using the so-called online
gradient method (OGM). So at the mth step of the reEnement of the present wm, we choose an
input example k , and accordingly deEne the increment of w as
k!m =−mE′k(!m · k)k ; (1.7)
and m¿ 0 is the learning step size which may depend on m.
We observe that k!m is one term of the gradient G!m. The usual online gradient method chooses
k from {k}Jk=1 in a completely stochastic order (referred to as OGM-CS for short). For simplicity
of analysis, we can choose the training examples in a 4xed order. Accordingly, the online gradient
method in a Exed order (OGM-F) is described as follows. Starting from any initial guess w0, we
proceed to reEne it iteratively by the formula
!mJ+k = !mJ+k−1 + k!mJ+k−1; m= 0; 1; : : : ; k = 1; 2; : : : ; J: (1.8)
We can also choose k in a special stochastic order (OGM-SS) as follows: For each batch m=0; 1; : : : ,
let {m1; m2; : : : ; mJ} be a stochastic permutation of the set {1; 2; : : : ; J}. Now, in place of (1.8),
we have
!mJ+k = !mJ+k−1 + mk !mJ+k−1; m= 0; 1; : : : ; k = 1; 2; : : : ; J; (1.9)
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where
mk !=−mE′mk(! · mk)mk ; m= 0; 1; : : : ; k = 1; 2; : : : ; J; (1.10)
and Emk(t) is the error function of the input example mk .
By now, most of the convergence results on OGM are of probabilistic nature (see [1–3]). Wu
and Xu [7] gave a deterministic convergence result of OGM for input examples being linearly
independent (so J6 n). Wu, Feng and Li investigated OGM-F in [6], where the input examples
are allowed to be linearly dependent (so J ¿n is allowed). In this paper we extend the result in
[6] to OGM-SS. The motivation for us to make such an extension is the following. Apart from the
computational eHciency mentioned above, another reason for people to choose OGM rather than the
ordinary gradient method is that OGM helps for the iteration procedure to jump oL from local minima
due to its stochastic nature (see for instance [2]). But in OGM-F, the stochastic nature is somehow
lost, since its iteration procedure is completely determined as long as the order of {1; 2; : : : ; J} is
Exed. OGM-SS recovers the stochastic nature and hence is an important improvement of OGM-F. Our
computational experience supports this observation (cf. [5]). We show that the iteration procedure
of OGM-SS monotonically decreases after each batch, and weakly and determinately converges. We
remark that these two features (the monotonicity and the deterministic convergence), in our opinion,
cannot be generally valid for OGM-CS, where the iteration procedure is not monotone and the
convergence has to be of probabilistic nature.
This paper is organized as follows. In Section 2, we present several assumptions and lemmas.
Section 3 establishes a few preliminary theorems on error functions. Section 4 proves a monotonicity
(Theorem 4.1) and a weak convergence (Theorem 4.2) of OGM-SS.
In the following argument, we use C for any positive constant which may be diLerent even in
the same content.
2. Preparations
The following conditions on error functions Ek(t) will be needed in our analysis.
(A1) Ek(t)¿ 0; 16 k6 J; t ∈R;
(A2) |E′k(t)|6C; 16 k6 J; t ∈R;
(A3) |E′′k (t)|6C; 16 k6 J; t ∈R:
These three conditions are often adopted in the discussion of convergence (cf. [7]), and they are
satisEed by most often used error functions (cf. [4]). Moreover, similarly as in [6], we assume the
following:
(A4) The learning step sizes {m} are given by
1
m
=
1
m−1
+ l; m= 1; 2; : : : ; (2.1)
where l¿ 0 is a constant speciEed later in (3.22).
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According to (2.1), we have
1
m
=
1
m−1
+ l=
1
m−2
+ 2l= · · ·= 1
0
+ ml:
So (2.1) is equivalent to
m =
0
1 + ml0
; m= 1; 2; : : : : (2.2)
Lemma 2.1. The following properties of {m} hold:
1: m−1¿m¿ 0; m¿ 1; (2.3)
2: m¡

m
; =
1
l
¿ 0; m¿ 1; (2.4)
3: m¿

m
; ¿ 0 specified in (2:8); m¿ 1; (2.5)
4:
m+1
m
¿
1
2
; m¿ 1: (2.6)
Proof. Properties 1 and 2 is easy to understand. We proceed to prove Properties 3 and 4.
Using (2.2), we have
m =
(
m0
1 + ml0
)
1
m
: (2.7)
Since
lim
m→∞
m0
1 + ml0
=
1
l
¿
1
2l
;
there exists a positive integer M such that for any m¿M we have
m0
1 + ml0
¿
1
2l
:
Set
=min
{
0
1 + l0
;
20
1 + 2l0
; : : : ;
M0
1 +Ml0
;
1
2l
}
; (2.8)
then (2.5) easily follows from (2.7).
When m¿ 1; according to (2.2),
m+1
m
=
1 + ml0
1 + (m+ 1) l0
¿
m
m+ 1
¿
1
2
:
This gives (2.6).
The following lemma is an extension of a corresponding result in [6], which plays an important
role in our later proof.
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Lemma 2.2. Assume that an¿ 0, that
∑∞
n=1 a
p
n =n converges for a constant p¿ 0, and that there
exists a positive number ! such that
|an+1 − an|¡ !n ; (2.9)
then
lim
n→∞ an = 0:
Proof. Let us use a contradiction argument. Suppose that the conclusion is false; that is, there
exist a constant "¿ 0 and a subsequence {ani} such that ani ¿ "!, ∀i¿ 1. By (2.9) we conclude:
ani+1¿"!− !=ni, ani+2¿"!− !=ni − !=(ni + 1)¿"!− 2!=ni. Generally, we get ani+j ¿ "!− j!=ni
(j is any positive integer). Note that for any 06 k6 ["ni], ani+k ¿ "! − k!=ni¿ "! − ["ni]!=ni =
"!(1− ["ni]="ni)¿ 0. Now we have
∞∑
n=ni
apn
n
¿
1
ni + ["ni]
ni+["ni]∑
n=ni
apn ¿
1
ni + ["ni]
["ni]∑
k=0
(
"! − k!
ni
)p
:
Since limx→∞ [x]=x = 1, we derive
lim
i→∞
1
ni + ["ni]
["ni]∑
k=0
(
"! − k!
ni
)p
=
"p+1!p
1 + "
lim
i→∞
1
["ni]
["ni]∑
k=0
(
1− k
"ni
)p
=
"p+1!p
1 + "
∫ 1
0
(1− t)p dt = "
p+1!p
(1 + ")(1 + p)
:
So for all suHciently large i,
∞∑
n=ni
apn
n
¿
"p+1!p
(1 + ")(1 + p)
;
which contradicts the convergence of
∑∞
n=1 a
p
n =n. This completes the proof.
3. Estimations on error functions
For simplicity, let us write
rk;m = mk !mJ+k−1 − mk !mJ ; m= 0; 1; : : : ; k = 1; 2; : : : ; J: (3.1)
Obviously,
r1;m = 0: (3.2)
The proofs to the following two theorems are straightforward and similar to the corresponding
results in [6], and thus are omitted.
Theorem 3.1. Assume that each Ek(t) (16 k6 J ) satis4es condition (A3), and that the sequence
{!mJ+k} is generated from the learning algorithm (1.9) of OGM-SS. Then for m = 0; 1; : : :;
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k = 1; 2; : : : ; J ,
!mJ+k = !mJ +
k∑
i=1
(mi !mJ + ri;m): (3.3)
Moreover,
‖rk;m‖6Cm
k−1∑
i=1
‖mi !mJ‖; m= 0; 1; : : : ; k = 2; : : : ; J; (3.4)
J∑
k=1
‖rk;m‖6Cm
J∑
k=1
‖mk !mJ‖; m= 0; 1; : : : : (3.5)
Theorem 3.2. Assume that each Ek(t) (16 k6 J ) satis4es condition (A3), and that the sequence
{!mJ+k} is generated from the learning algorithm (1.9) of OGM-SS. Then for m= 1; 2; : : :, there
exists a constant & independent of m such that
E(!(m+1)J )6E(!mJ )− 1m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
+ &
J∑
k=1
‖mk !mJ‖2: (3.6)
For the proof of Theorem 3.4 below, we need
Theorem 3.3. Assume that each Ek(t) (16 k6 J ) satis4es condition (A3), the sequence {!mJ+k}
is generated from the learning algorithm (1.9) of OGM-SS, and that the step sizes {m} are given
by (2.1). Let
!dm = !(m+1)J − !mJ : (3.7)
For an integer m¿ 1, if
1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
¿ &
J∑
k=1
‖mk !mJ‖2; (3.8)
then there holds
‖!dm‖6C
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣ : (3.9)
Proof. Use the Cauchy–Schwarz inequality, we have(
J∑
k=1
‖mk !mJ‖
)2
6 J
J∑
k=1
‖mk !mJ‖2: (3.10)
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This together with (3.8) gives
&
(
J∑
k=1
‖mk !mJ‖
)2
6
J
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
: (3.11)
Using (3.11) and (2.3), we get
m
J∑
k=1
‖mk !mJ‖6
√
Jm
&
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣6
√
J1
&
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣ : (3.12)
By (3.3), (3.5) and (3.12), we conclude that
‖!dm‖ =
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
(mk !mJ + rk;m)
∣∣∣∣∣
∣∣∣∣∣6
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣+
J∑
k=1
‖rk;m‖
6
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣+ Cm
J∑
k=1
||mk !mJ ||6C
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣ :
This completes the proof.
The next theorem shows how to deduce (3.13) from (3.8), which is used later in an induction
argument in the proof of Theorem 3.5.
Theorem 3.4. Suppose that condition (A3) is satis4ed, that the sequence {!mJ+k} is generated
from the learning algorithm (1.9) of OGM-SS, that the step sizes {m} are given by (2.1), and
that (3.8) is satis4ed for an integer m¿ 1, then
1
m+1
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
m+1k !(m+1)J
∣∣∣∣∣
∣∣∣∣∣
2
¿ &
J∑
k=1
∣∣∣∣m+1k !(m+1)J ∣∣∣∣2 : (3.13)
Proof. Let (m+1)k = mik (16 k6 J ), where {i1; i2; : : : ; iJ} is a stochastic permutation of the sub-
script index set {1; 2; : : : ; J}. (Recall {m1; m2; : : : ; mJ} is the permutation of {1; 2; : : : ; J} in the
m-iteration.) By (1.10) and the mean value theorem, we have
m+1k !(m+1)J =−m+1E′(m+1)k(!(m+1)J · (m+1)k)(m+1)k
=−m+1[E′mik (!mJ · mik )mik + E′′mik (q)(!dm · mik )mik ]
=
m+1
m
mik!mJ − m+1E′′mik (q)(!dm · mik )mik ; (3.14)
where q is a real number between !mJ · mik (=!mJ · (m+1)k) and !(m+1)J · (m+1)k .
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Using (3.14), (A3), (3.9) and (2.3), we get
‖m+1k !(m+1)J‖6
m+1
m
‖mik!mJ‖+ Cm+1‖!dm‖
6
m+1
m
‖mik!mJ‖+ Cm
J∑
k=1
‖mk !mJ‖: (3.15)
From (3.15), (3.10), (2.3) and (3.8) we conclude
J∑
k=1
‖m+1k !(m+1)J‖26
2m+1
2m
J∑
k=1
‖mik!mJ‖2 + 2Cm+1
(
J∑
k=1
‖mik!mJ‖
)
J∑
k=1
‖mk !mJ‖
+JC22m
(
J∑
k=1
‖mk !mJ‖
)2
6
(
2m+1
2m
+ Cm
) J∑
k=1
‖mk !mJ‖2
6
1
&m
(
2m+1
2m
+ Cm
) ∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
: (3.16)
By (3.14)
J∑
k=1
m+1k !(m+1)J =
m+1
m
J∑
k=1
mik!mJ − m+1
J∑
k=1
E′′mik (q)(!
d
m · mik )mik :
A combination of (A3), (3.9) and (2.3) leads to∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
m+1k !(m+1)J
∣∣∣∣∣
∣∣∣∣∣¿ m+1m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣− Cm+1‖!dm‖
¿
(
m+1
m
− Cm
) ∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣ : (3.17)
It can be easily seen that for x; y; z¿ 0 and x¿y − z, there holds
x2¿y2 − 2yz: (3.18)
Using (3.17) and (3.18), we get∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
m+1k !(m+1)J
∣∣∣∣∣
∣∣∣∣∣
2
¿
(
2m+1
2m
− Cm+1
) ∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
: (3.19)
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From (3.16) and (3.19) we see that inequality (3.13) holds if
1
m+1
(
2m+1
2m
− Cm+1
)
¿
1
m
(
2m+1
2m
+ Cm
)
: (3.20)
By (2.1), (3.20) is equivalent to
l
(
m+1
m
)2
¿C (3.21)
for a suitable constant C. Noting (2.6), we observe that there exists a constant L¿ 0 such that
inequality (3.21) holds when
l¿L: (3.22)
This completes the proof.
Theorem 3.5. Suppose that conditions (A1)–(A4) are satis4ed and the step size 1 is chosen so
that (3.8) is satis4ed. If the sequence {!i} is generated from the learning algorithm (1.9) of
OGM-SS, there holds that
∞∑
m=1
1
m
‖E!(!mJ )‖2¡∞: (3.23)
Proof. By an induction argument based on Theorem 3.4, we have
1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
− &
J∑
k=1
‖mk !mJ‖2¿ 0; m= 1; 2; : : : : (3.24)
For any positive integer M , using (3.6) and condition (A1), we get
M∑
m=1

 1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
− &
J∑
k=1
‖mk !mJ‖2

6E(!J )− E(!(M+1)J )6E(!J ):
Let M →∞, we obtain
∞∑
m=1

 1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
− &
J∑
k=1
‖mk !mJ‖2

¡∞:
Using (1.10), (A2) and (2.4), we conclude
∞∑
m=1
(
&
J∑
k=1
‖mk !mJ‖2
)
¡C
∞∑
m=1
2m¡C
∞∑
m=1
1
m2
¡∞:
Thus, we get
∞∑
m=1
1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
¡∞: (3.25)
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In place of (1.3), we denote the error function equivalently by
E(!) =
J∑
k=1
Emk(! · mk): (3.26)
According to (3.26) and (1.10), we derive
E!(!) =
J∑
k=1
E′mk(! · mk)mk (3.27)
=− 1
m
J∑
k=1
mk !: (3.28)
From (2.5),
1
mm
¡
1

: (3.29)
We have by (3.28), (3.29) and (3.25) that
∞∑
m=1
1
m
‖E!(!mJ )‖2 =
∞∑
m=1
1
mm

 1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2


¡
1

∞∑
m=1
1
m
∣∣∣∣∣
∣∣∣∣∣
J∑
k=1
mk !mJ
∣∣∣∣∣
∣∣∣∣∣
2
¡∞:
This completes the proof.
4. Monotonicity and weak convergence
Based on the above preliminaries, we now present our main results on the monotonicity and the
weak convergence of OGM-SS.
Theorem 4.1 (Monotonicity theorem). Suppose that conditions (A3)–(A4) are satis4ed and the
step size 1 is chosen so that (3.8) is satis4ed. If the sequence {!i} is generated from the learning
algorithm (1.9) of OGM-SS, for m= 1; 2; : : :, then
E(!(m+1)J )6E(!mJ ): (4.1)
Proof. Eq. (4.1) is a direct consequence of (3.6) and (3.24).
Theorem 4.2 (Weak convergence theorem). Suppose that conditions (A1)–(A4) are satis4ed and
the step size 1 is chosen so that (3.8) is satis4ed. If the sequence {!i} is generated from the
learning algorithm (1.9) of OGM-SS, there holds that
lim
i→∞ ‖E!(!i)‖= 0: (4.2)
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Proof. By (3.27), the expression of the Hessian matrix E!!(!) = {@2E=@!i@!j}16i; j6n is
E!!(!) =
J∑
k=1
E′′mk(! · mk)mk(mk)T: (4.3)
Combining (4.3) with (A3) gives
‖E!!(!)‖¡C: (4.4)
Using (1.9) and (1.10), we have
!dm =
J∑
k=1
(!mJ+k − !mJ+k−1) =−m
J∑
k=1
E′mk(!mJ+k−1 · mk)mk : (4.5)
According to (4.5), (A2) and (2.4),
‖!dm‖¡
C
m
: (4.6)
Note that E!!(!) is actually the FrPechet derivative of the nonlinear mapping E! : Rn → Rn. So
we have
‖E!(!(m+1)J )− E!(!mJ )− E!!(!mJ )!dm‖= o(‖!dm‖): (4.7)
From (4.7), (4.4) and (4.6), we get
| ‖E!(!(m+1)J )‖ − ‖E!(!mJ )‖ |6 ‖E!(!(m+1)J )− E!(!mJ )‖
6 ‖E!(!(m+1)J )− E!(!mJ )− E!!(!mJ )!dm‖
+‖E!!(!mJ )!dm‖¡
C
m
: (4.8)
According to Lemma 2.2, Theorem 3.5 and (4.8), we derive
lim
m→∞ ‖E!(!mJ )‖= 0: (4.9)
Similarly as (4.8), we have
| ‖E!(!mJ+j)‖ − ‖E!(!mJ )‖ |¡ Cm; j = 1; 2; : : : ; J: (4.10)
But
‖E!(!mJ+j)‖6 ‖E!(!mJ )‖+ | ‖E!(!mJ+j)‖ − ‖E!(!mJ )‖ |¡ ‖E!(!mJ )‖+ Cm:
So
lim
m→∞ ‖E!(!mJ+j)‖= 0; j = 1; 2; : : : ; J: (4.11)
This immediately gives
lim
i→∞ ‖E!(!i)‖= 0:
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