In this paper, we present an original geometric framework to analyze the convergence properties of gradient descent trajectories in the context of linear neural networks. Built upon a key invariance property induced by the network structure, we propose a conjecture called overfitting conjecture stating that, for almost every training data, the corresponding gradient descent trajectory converges to a global minimum, for almost every initial condition. This would imply that, for linear neural networks of an arbitrary number of hidden layers, the solution achieved by simple gradient descent algorithm is equivalent to that of least square estimation. Our first result consists in establishing, in the case of linear networks of arbitrary depth, convergence of gradient descent trajectories to critical points of the loss function. Our second result is the proof of the overfitting conjecture in the case of single-hidden-layer linear networks with an argument based on the notion of normal hyperbolicity and under a generic property on the training data (i.e., holding for almost every training data).
Introduction
unsatisfactory performance on unseen data (x new , y new ), in the sense that y new − W LS x new denote O d (R) the orthogonal group on R d .
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System Model and Main Results

Problem Setup
We start with a linear neural network with H hidden layers as illustrated in Figure 1 . To begin with, the network structure as well as associated notations are presented as follows.
Figure 1: Illustration of a H-hidden-layer linear neural network
Let the pair (X, Y ) denotes the training data and associated targets, with X = x 1 , . . . , x m ∈ R dx×m and Y = y 1 , . . . , y m ∈ R dy×m , where m denotes the number of instances in the training set and d x , d y the dimensions of data and targets, respectively. We denote W i ∈ R d i ×d i−1 the weight matrix that connects h i−1 to h i for i = 1, . . . , H + 1 and set h 0 = x, h H+1 =ŷ as in Figure 1 . The network output for the training set X is therefore given byŶ = W H+1 . . . W 1 X.
We further denote W the (H + 1)-tuple of (W 1 , . . . , W H+1 ) for simplicity and work on the mean square error L(W ) given by the following Frobenius norm,
We assume in the sequel that the following assumptions hold true. 
Assumption 1 (Dimension Condition
)
Assumption 2 (Full Rank Data and Targets).
The matrices X and Y are of full (row) rank, i.e., of rank d x and d y , respectively. Remark 1. Assumption 1 and 2 on the dimension and rank of the training data are realistic and practically easy to satisfy, as discussed in previous works [4, 16] . Assumption 1 is demanded here for convenience and our results can be extended to handle more elaborate dimension settings. Indeed, the last part of Assumption 1 is required if one wants to reach the value zero for the effective loss function L to be defined. Similarly, when the training data is rank deficient, the learning problem can be reduced to a lower dimensional one by removing these non-informative (linearly dependent) data in such a way that Assumption 2 holds.
Under Assumption 1 and 2, by performing a singular value decomposition (SVD) on X, we obtain
for diagonal and positive S X ∈ R dx×dx so that 
where we denoteW 1 := W 1 U X S X V Y ,W H+1 := U T Y W H+1 andW i = W i for i = 2, . . . , H. Therefore the state space 1 of Ξ := (W H+1 , . . . ,W 1 ) is equal to X = R dy×d H × . . . × R d 1 ×dx .
Remark 2. Let G 0 be the group of (H + 1)-tuples µ of non zero real numbers whose product is equal to 1 endowed with the element wise multiplication as group law. Notice that the effective loss function L is invariant by the action of G :
With the above notations, we demand in addition the following assumption on the targetȲ .
Assumption 3 (Distinct Singular Values). The targetȲ has d y distinct singular values.
Similar to Assumptions 1 and 2, Assumption 3 is a classical assumption that is demanded in previous works [4, 16] and actually holds for an open and dense subset of R dy×m .
The objective of this article is to study the gradient descent dynamics (GDD) defined as Definition 1 (GDD). The Gradient Descent Dynamics of L is the dynamical system defined on X by
where ∇ Ξ L(Ξ) denotes the gradient of the loss function L with respect to Ξ. A point Ξ ∈ X is a critical point of L if and only if ∇ Ξ L(Ξ) = 0 and we denote Crit(L) the set of critical points.
To facilitate further discussion, we drop the bars on W i (t)'s and sometimes the argument t and introduce the following notations. Notations 1. For 1 ≤ j ≤ H + 1, we consider the weight matrix W j and the corresponding variation w j of the same size. For simplicity, we denote W and w the (H + 1)-tuples of W j and w j , respectively. For two indices 1 ≤ j, k ≤ H + 1, we use (ΠW ) k j to denote the product W k . . . W j if k ≥ j and the appropriate identity if k < j so that the whole product writes (ΠW )
For 0 ≤ r ≤ H + 1, and 1 ≤ j 1 < . . . < j r , we use P 0 (W ) and P r j 1 ,...,jr (W, w) if r ≥ 1 to denote the following products
The network (weight) parameters W as well as Ξ evolve through time and are considered to be state variables of the dynamical system, while the pair (X, Y ) is fixed and thus referred as the "parameters" of the given system.
For instance, we have, for 1 ≤ j < k ≤ H + 1,
We can use the above notations to derive the first-order variation of the loss function L and hence the GDD equations. To this end, set
so that
where O( w 2 ) stands for polynomial terms of order equal or larger than two in the w j 's. We thus obtain, for
Convergence Analysis
We start with the existence for all t ≥ 0 of all gradient descent trajectories, based on which we then establish their global convergence to critical points. While one expects the gradient descent algorithm to converge to critical points, this may not always be the case. Two possible (undesirable) situations are 1) a trajectory is unbounded or 2) it oscillates "around" several critical points without convergence, i.e., along an ω-limit set made of a continuum of critical points (see [30] for notions on ω-limit sets). The property of an iterative algorithm (like gradient descent) to converge to a critical point for any initialization is referred to as "global convergence" [31] . However, it is very important to stress the fact that it does not imply (contrary to what the name might suggest) convergence to a global minimum for all initializations.
To answer the convergence question, we resort to Lojasiewicz's theorem for the convergence of a gradient descent flow of the type of (5) with real analytic right-hand side, [21] , as formally recalled below.
Theorem 1 (Lojasiewicz's theorem, [21] ). Let L be a real analytic function and let Ξ(·) be a solution trajectory of the gradient system given by Definition 1 such that sup t≥0 Ξ(t) < ∞, i.e. Ξ(·) is bounded. Then Ξ(·) converges to a critical point of L, as t → ∞. The rate of convergence is determined by the associated Lojasiewicz exponent [9] .
Remark 3. Since the fundamental (strict) gradient descent direction (as in Definition 1) in Lojasiewicz's theorem can in fact be relaxed to a more general angle condition (see for example Theorem 2.2 in [1] ), the line of argument developed in the core of this paper may be similarly followed to prove the global convergence of more advanced optimizers (e.g., SGD, SGD-Momentum [27] , ADAM [17] , etc.), for which the direction of descent is not strictly the opposite of the gradient direction. This constitutes an important direction of future exploration.
Since the loss function L(Ξ) is a polynomial of degree (H + 1) 2 in the components of Ξ, Lojasiewicz's theorem ensures that if a given trajectory of the gradient descent flow is bounded (i.e., it remains in a compact set for every t ≥ 0) it must converge to a critical point with a guaranteed rate of convergence. In particular, the aforementioned phenomenon of "oscillation" cannot occur and we are left to ensure the absence of unbounded trajectories. The following lemma characterizes the "invariants" along trajectories of GDD, inspired by [28] which essentially considered the case where all dimensions are equal to one. These invariants will be used at several stages of the paper.
Lemma 1 (Invariant in GDD)
. Consider any trajectory of the gradient system given by (5). Then, for 1 ≤ j ≤ H, the value of W T j+1 W j+1 − W j W T j remains constant on its interval of definition, i.e.,
for 1 ≤ j ≤ H. As a consequence, there exist constant real numbers c j , 1 ≤ j ≤ H, such that, along a trajectory of the gradient system given by (5), one has on the interval of definition of the trajectory,
Proof. With the above notations together with (5), one gets
hence the conclusion of (6). To deduce (7), it remains to add the above equations, up to transposition, from the indices j to H + 1, and then take the trace.
Remark 4. Lemma 1 provides a key structural property of the GDD in linear networks, which is instrumental to ensure the boundedness of the gradient descent trajectories and thus in turn to prove the convergence to critical points. Moreover, similar property holds in more elaborate neural networks, for example Lemma 1 holds for the popular softmax-cross-entropy loss with one-hot vector targets, with and without 2 regularization [3] ; also the conservation of norms in (7) holds true in nonlinear neural networks with ReLU and Leaky ReLU nonlinearities [10] .
Based on Lemma 1, we introduce the following lemma which is the core argument to show all trajectories of the GDD are indeed bounded. Lemma 2. There exists a positive constant C 0 < 1 only depending on H and on the dimensions involved in the problem such that, for every trajectory of the gradient system given by (5), there exist two polynomials P and Q of degree at most H with nonnegative coefficients (depending on the initialization) such that, in the interval of definition of the trajectory,
Proof. Equation (8) is established by induction on H. In the sequel, the various constants (generically denoted by K) are positive and only dependent on the C j 's and the c j 's, thus independent of t ≥ 0 in the interval of definition of the trajectory. The case H = 0 is immediate. We assume that it holds for H and treat the case H + 1. One has tr (ΠW )
Using (7), we replace the product W 1 W T 1 by W T 2 W 2 − C 1 in the above expression and obtain that tr (ΠW )
where A := (ΠW )
is symmetric and nonnegative definite. By using the fact that
one deduces that there exists a nonnegative constant K such that
Using the induction hypothesis on A, we deduce that
where P, Q are polynomials of degree H. Again with (7), we replace the term (W 2 W T 2 ) 2 by (W T 3 W 3 −C 2 ) 2 . By developing the square inside the larger product, we obtain as principal term
with lower order terms upper and lower bounded, thanks to the induction hypothesis, by Q( W H+1 2 F ) and −P ( W H+1 2 F ), respectively, for some polynomials P, Q of degree H with nonnegative coefficients. We then similarly proceed by replacing the term (
and so on, so as to end up with the following estimate
for some polynomials P, Q of degree H with nonnegative coefficients. Recall that, for k, l positive integers, there exists a positive constant C 0 < 1 only depending on k, l such that for every k×k nonnegative symmetric matrix S, one has
(Indeed, it is enough to see that for diagonal matrices with non negative coefficients.) This concludes the proof of the lemma.
With Lemma 2, we are in position to introduce the main result of this section on the global convergence of every gradient descent trajectory to a critical point.
Proposition 1 (Global Convergence of GDD to Critical Points
Then, every trajectory of the corresponding gradient flow described by Definition 1 converges to a critical point as t → ∞, at rate at least of t −α , for some fixed α > 0 only depending on the dimension of the problem.
Proof. With Lojasiewicz's theorem, we are left to prove that each trajectory of (5) remains in a compact set. Taking into account (7), it is enough to prove that W H+1 F is bounded. To this end, denoting g := W H+1 2 F = tr(W H+1 W T H+1 ) and considering its time derivative, one gets, after computations similar to those performed in the proof of Lemma 2 that
for some polynomial P of degree H. With (8), the above inequality becomes
for some positive constant C 1 (which depends on the trajectory). Clearly, there exists a positive constant C 2 depending on the trajectory such that the right-hand side of the above trajectory is negative for g > C 2 . This implies at once that the lim sup of g, as t tends to infinity, is less than or equal to C 2 , and thus, the trajectory remains in a compact set. This concludes the proof of Proposition 1. The guaranteed rate of convergence can be obtained from estimates associated with polynomial gradient systems [9] .
Proposition 1 tells us that all GDD trajectories in linear neural networks of arbitrary depth indeed exist and converge to critical points with at least a polynomial rate. Moreover, as an important byproduct of Lemma 1, we have, for some particular initializations, the following proposition on the exponential convergence of GDD in linear networks.
Proposition 2 (Exponential Convergence of GDD). Let Assumption 1 holds and assume in addition that
∈ R d j ×d j has at least d j+1 positive eigenvalues for j = 1, . . . , H. Then, every trajectory of (GDD) converges to a global minimum at least at the rate of exp(−2αt) with α the d j+1 -smallest eigenvalue of C j .
Proof. Under Notations 1 we have
where we constantly use the fact that for symmetric and semi-positive definite A, B we have | tr(AB)| ≥ λ min (B) tr(A), where λ min (A) denotes the minimum eigenvalue of a symmetric and semi-positive definite matrix A. Therefore, if there exists
then we obtain
for some c > 0 and thus the conclusion. From Lemma 1 and Weyl's inequality (e.g., [14, Corollary 4.3 .12]), we have, for j = 1, . . . , H that
with λ i (A) the i-th eigenvalue of A arranged in algebraically nondecreasing order so that λ 1 (A) = λ min (A).
we also have,
we obtain at once that for i = 1, . . . , d j+1 ,
so that by taking j = 1 in (9) we result in
which concludes the proof.
Conjecture (OVF)
While in the very specific case of Proposition 2 where the network is restricted to have a pyramidal structure and satisfy some particular initialization conditions, every trajectory of the GDD is known to converge to a global minimum with M = 0 and L = 0, in more general settings of initializations we have no idea whether the gradient descent will be "trapped" in critical points that are not global minima. In this section, we propose a stronger possible behavior on the convergence of the GDD trajectories: we make the conjecture that for almost every initial condition, the corresponding GDD trajectory converges to a global minimum.
Recall that in linear networks that every local minimum is global and there is no local maximum, see [16] ) or the next section. Moreover, the basin of attraction of a critical point is the set of initializations for which the GDD trajectories converge to that given critical point.
We also refer here as "saddle point" a critical point which is not a local extremum. Hence, concretely in our proposed framework, we focus on the state space X and first evaluate "how much" is occupied by the saddle points: we stratify the set of critical points Crit(L) in d y + 1 subsets, one of them (Crit dy (L)) corresponding to the set of global minima and the d y others, Crit r (L) with r = 0, . . . , d y − 1, corresponding to the set of saddle points.
Moreover, since every trajectory of (GDD) converges to a critical point as a results of Proposition 1, one deduces that the union over all the critical points of the basins of attraction associated with each critical points is equal to the state space X . One can therefore formulate the overfitting conjecture (OVF) as follows.
Conjecture 1 (Conjecture (OVF)). Let (X, Y ) be a data-target pair satisfying Assumptions 1 to 3. Then, for almost every initial condition Ξ 0 ∈ X , the trajectory of (GDD) starting at Ξ 0 converges to a global minimum. In other words, the union of the basins of attraction associated with the saddle points of L is a set of zero (Lebesgue) measure.
Remark 5 (Least square solution). If we write the objective function
F by considering the product W H+1 . . . W 1 as a single matrix W . This optimization problem is then convex and the only optimal W that minimizes L is the least square solution W LS , given explicitly as
for invertible XX T . Despite its simple form, the above least square solution is known to easily over-fit and yields unsatisfactory performance [12] .
A natural way to address the following conjecture consists in performing a study on the local behavior of gradient descent trajectories "around" each saddle point, so as to measure its basin of attraction. In the following section we provide a precise characterization of critical points, which, serves as a significant step to prove the conjecture (OVF) in the case H = 1 under the additional Assumption 4 in Section 4.
Characterization of Critical Points
In this section, we assume that Assumptions 1 and 2 hold true.
Critical Points Condition
where we recall (ΠW ) H 2 ∈ R d H ×d 1 and W H+1 ∈ R dy×d H so that the product (ΠW )
∈ R dy×d 1 . To fully characterize the critical points of the loss L in (10) as well as their basins of attraction, we shall expansion the first two order variations of L(Ξ + ξ) as described in the following proposition.
Proposition 3 (Variation of L in Deep Networks
where we denote (similarly to Notations 1) the following products
The differential and the Hessian of L are given by ∆ Ξ (ξ) and H Ξ (ξ) respectively. As a consequence, by definition the GDD associated with L is given by
Proof. This is just a matter of computing L(Ξ + ξ) taking into account the notations introduced in the statement of the proposition.
We deduce from the above proposition the following characterization of the critical points.
Lemma 3. Let Ξ be a critical point, i.e., an element of Crit(L). Let R := (ΠW )
Proof. As a direct consequence of Proposition 3, the set of critical points Crit(L) is given by
By the second equation we have (ΠW ) H+1 2 W 1,2 = 0 and therefore the above equations are reduced to
Plugging in the definition M = S Y − (ΠW )
Note that, with j = H + 1 of the third equation in (15) and taking its transpose we result in,
pre-multiplying W H+1 on both sides we result in
Using now (15) we obtain (13).
This yields the following crucial lemma.
Lemma 4 (Same Kernel in Deep Network). Assume that Assumptions 1 and 2 hold true. For every
. Then, one has that 1) ker R T = ker(RW 1,1 ) and r = rank(RW 1,1 );
2) there exists an orthogonal matrix U ∈ R dy×dy such that
Moreover, if Assumption 3 holds true, then U defined above is a diagonal matrix made of 1 and −1;
3) if we write
Then for all Ξ ∈ Crit(L), the matrix (ΠW ) H+1 2 W 1,1 is diagonal and (13) can be reexpressed as
which is a necessary condition of the critical points since we use only j = H + 1 of the total H equations from the last equation of (15) Proof. Take u ∈ ker RW 1,1 and use the first equation of (13) to get
together with the third equation of (13) we deduce
we thus conclude that ker R T = ker(RW 1,1 ).
In particular we have dim ker R T = dim ker(RW 1,1 ), by denoting this dimension d y − r ≤ d y and recall
as a consequence R and RW 1,1 are both of rank r ≤ d y (which is possible since r ≤ d(R)). Moreover, by pre-multiplying W 1,1 the first equation in (13) we obtain
and consequently for u ∈ ker(RW 1,1 ), S Y u ∈ ker(RW 1,1 ) T so that
With the fact that ker(RW 1,1 ) = ker(RW 1,1 ) T we deduce that the matrix RW 1,1 is in fact symmetric, i.e., RW 1,1 = (RW 1,1 ) T . As such, (18) reads
Therefore, RW 1,1 commutes with the diagonal matrix S Y and is in fact also diagonal. We thus perform a change of basis with U = U 1 U 2 , with the columns of U 1 perpendicular to ker(RW 1,1 ) and those of U 2 basis of ker(RW 1,1 ). We obtain to get 
with (RW 1,1,1 ) ∈ R r×r also symmetric, diagonal and of full rank (equal to r) andRW 1,1,2 = 0. As a consequence we have columns of W 1,1,2 ∈ ker R. Note that sinceR is of full rank (equal to r) and has its r rows linearly independent, we have W 1,1,1 is also of rank r and therefore the matrix W 1,1,1 is of minimum rank r. As a consequence of the change of basis in Lemma 4, we rewrite the (necessary) critical conditions (13) as follows,
and the fact that bothR and the productRW 1,1,1 are of full rank (equal to r), we further simplify (13) as
and conclude by stating that, for Ξ ∈ Crit(L), we have
as well as
First recall the definition of R = (ΠW )
As a consequence,
Therefore (16) can be reexpressed as
and therefore ZW 1,1,2 = 0, which concludes the proof.
Analysis of the Hessian
As discussed in the previous section we now have a precise description of the set of critical points Crit(L) that can be written as the following disjoint union
This precise characterization of critical points naturally leads to the following proposition on on the loss function L(·), that can be further "visualized" as in Figure 2 . In order to precisely formulate the next proposition, we recall r Z the rank of the product Z := (ΠW ) H 2 , which was introduced in Lemma 4. ii) The set Crit dy (L) is equal to the set of local (and global) minima with L = 0 and M = 0.
iii) Every critical point Ξ ∈ Crit r (L) with 0 ≤ r ≤ d y − 1 is a saddle point. In particular, the set of saddle points is an algebraic variety of positive dimension, i.e., (up to an orthogonal matrix) the zero set of the polynomial functions given in (19) , with E Y = 0. Moreover, if we denote r Z the rank of the matrix product Z = (ΠW ) H 2 and recall r := rank(ΠW )
≤ r Z . Then if r Z > r ≥ 0, the Hessian has at least one negative eigenvalue.
Proof. Item i) follows directly the discussion of Lemma 4. For Item ii), note that for Ξ ∈ Crit r (L), by taking into consideration the second equation (13) the associated Hessian for all Ξ ∈ Crit r (L) writes
which, with the change of basis in Lemma 4 can be further simplified as
where we similarly perform the following decomposition
and use the fact that W H+1,2 Z = 0 so that the Hessian becomes a function of ξ with ξ = (w 1,1,1 , w 1,1,2 , w 1,2 , w 2 , . . . , w H , w H+1,1 , w H+1,2 )
As a consequence we have in the case of r = d y that E Y = 0 so that the Hessian becomes positive definite. Hence the set Crit dy (L) is the set of local (and global) minima.
To prove Item iii) we start by showing that no critical point is a local maximum. First, consider the case r ≥ 1 and take w i = 0 for 2 ≤ i ≤ H with w 1,1,1 = w 1,1,2 = w H+1,1 = w H+1,2 = 0 so that
with the Hessian further writes
where we recall rank(W H+1,1 Z) = r ≥ 1 and therefore by Assumption 1,
It is thus possible to take w 1,2 (the columns of which in R d 1 ) so that W H+1,1 Zw 1,2 = 0 and H Ξ (ξ) > 0, signifying that for any Ξ ∈ Crit r (L) with r ≥ 1 the Hessian admits at least one positive eigenvalue and is hence not local maximum. Then for the case of r = 0, similar to [16] we can show that if H Ξ (ξ) > 0 for all ξ we can have another critical point Ξ + ξ ∈ Crit r (L) for which we have r ≥ 0 with arbitrary small ξ . Since H Ξ+ξ (ξ) > 0 we conclude that there is in fact no local maximum.
Since ker Z ⊆ ker(W H+1,1 Z) (both in R d 1 ), we have
Assume rank Z > rank(W H+1,1 Z). We have ker Z ker(W H+1,1 Z) so that there exists v = 0 ∈ ker(W H+1,1 Z) and v ∈ ker Z so that W H+1,1 Zv = 0 while V := Zv = 0.
Then we take ξ = (0, λv, 0, 0, . . . , 0, µT ), with tr(T V E Y ) = 0, i.e.,
with λ and µ are real numbers. Hence, the Hessian becomes a function of (λ, µ) ∈ R 2 , i.e.,
Since tr(T V E Y ) = 0, H Ξ (ξ) admits at least one negative eigenvalue.
We deduce at once the following corollary.
Corollary 1. In the case of H = 1, the Hessian admits at least one negative eigenvalue.
Proof. We have R = W H+1 = W 2 with Z equals to the identity matrix. Then by Lemma 4, we have
Since rank Z = d 1 ≥ d y > r by Assumption 1 at a saddle point, we apply Item iii) of Proposition 4 to conclude.
Remark 6. Recall that some statements of Item iii) in Proposition 4 have been previously obtained in [16] . However, our findings improve the results of [16] in two ways. First of all, our methods are more flexible since we only rely on the quadratic form associated with the Hessian matrix and we never perform manipulations on the matrix itself, which would require handling for example Kronecker products. Secondly, the condition in [16] to get a negative eigenvalue for the Hessian matrix at a saddle point (
It is easy to see that, in that case, our condition r Z > r is automatically satisfied since one has r < d
4 Proof of the conjecture (OVF) in the case H = 1
In this section, we provide a complete argument for the proof of Conjecture (OVF) in the case H = 1 under the following additional assumption.
Assumption 4 (Distinct Critical Values for L).
The loss function L admits two by two distinct values over two by two distinct subsets made of singular values of the targetȲ .
Note that the above assumption is stronger than Assumption 3 but still it is verified for almost every choice of data-target pair (X, Y ).
In the case of a single-hidden-layer H = 1, we rewrite the gradient system in (12) as
The state space is
and, at a critical point Ξ ∈ Crit(L), we deduce from the previous sections the simplified expression for the associated Hessian at Ξ
Using Lemma 4, for 0 ≤ r ≤ d y − 1, we have, for a critical pointΞ = (W 1,1 ,W 1,2 ,W 2 ) in Crit r (L) and up to a change of basis (which belongs to a finite set of orthogonal matrices), the following decomposition,
such that we obtain the following critical point condition 
where, for each subset S made of singular values of cardinality equal to r, it corresponds a unique subset I r l of Crit r (L) where the value of the loss function is equal to the half the sum of the squares of the singular values belonging to S. This immediately follows from Assumption 4. It also follows at once that the I r l 's are two by two distinct.
We have then the following proposition.
Proposition 5. For 0 ≤ r ≤ d y − 1, consider the stratification of Crit r (L) defined in (22) and assume that Assumption 4 holds true. Then, for 1 ≤ l ≤ c(r), the algebraic variety I r l is a closed embedded (differential) submanifold of X of dimension d(r) given by
Moreover, at a critical pointΞ of I r l , the tangent space to I r l atΞ is equal to the subspace corresponding to the zero eigenvalues of the Hessian of L atΞ.
Proof. From now on, fix 0 ≤ r ≤ d y − 1 and 1 ≤ l ≤ c(r). According to Lemma 4, one has that Crit r (L) is invariant by the action of diagonal matrices U made of 1 and −1, defined by U · W = (U T W 2 , W 1 U ). This implies that I r l is invariant by this action as well. LetΞ be a critical point in I r l , by performing a SVD onW 2,1 we obtain
with A ∈ R r×r invertible. We assume in the sequel that r > 0 and leave the special case of r = 0 to Remark 7 below. We further decompose the otherW 's as follows
We now consider first order variations aroundΞ and we set
By differentiating (21) , one gets the following equations for the variations
We perform the following linear change of variables
We deduce that (24) reduces to
As such, we get that there is no constraint on the variations a 1 , a 2 , b 2 , c 2 and we obtain that the above equation define a linear subspace in X of dimension d(r) as defined in (23) . Since this dimension is independent of Ξ (and also of l), one deduces that I r l is an immersed submanifold of X of dimension d(r). Moreover, the corresponding inclusion map is obviously closed. Hence I r l is an embedded submanifold of X , which is also a closed subset of X .
We next prove the second part of the proposition. Using the previous notations for the variations, we first simplify HΞ, the Hessian atΞ, as follows,
With the change of variable in (25) , the Hessian further simplifies to
We denote TΞI r l the tangent space of I r l atΞ. Let us show next that the restriction of HΞ to the orthogonal of TΞI r l (in X ) has non zero eigenvalues. The latter space is equal to the points where the coordinates a 1 , a 2 , b 2 , c 2 are all zero, i.e., the subspace corresponding to any variation (a 1 = 0, a 2 = 0,
To prove the this, it suffices to consider the following two quadratic forms
since
only provides positive eigenvalues. Let us start by considering Q 1 . Note that both δ 1 and 1 belong to R r×(dy−r) . By expressing Q 1 with the coefficients of δ 1 and 1 and by taking account that D Y and E Y are diagonal, one deduces that Q 1 is the sum of r(d y − r) quadratic forms over R 2 of the type
Thanks to Assumption 3, we deduce that each Q i,j 1 has either two positive eigenvalues or one positive and one negative eigenvalue (depending whether
For the sake of studying Q 2 , we consider
By expressing Q 2 with the coefficients ofδ 2 , 2 ∈ R (d 1 −r)×(dy−r) and by taking account that E Y is diagonal, one deduces that Q 2 is the sum of (d y − r) 2 quadratic forms over R 2 of the type
It is immediate to see that such a quadratic form admits one positive and one negative eigenvalue, regardless of the fact that α i > 0 or not.
Remark 7.
In the case where r = 0, (24) and (26) reduce to
respectively, which, following the same line of arguments above, yields the statement of Proposition 5.
On the basis of Proposition 5, we are now in place to complete the proof of the conjecture (OVF) in the case H = 1. We first order the differential manifolds I r l , for 0 ≤ r ≤ d y − 1 and 1 ≤ l ≤ c(r), according to decreasing values of L and relabel them I(j), for 1 ≤ j ≤ 2 dy . We label in accordance the critical values of L by L(j), for 1 ≤ j ≤ 2 dy . Hence,
F and I(2 dy ) is equal to the set of global minima with L(2 dy ) = 0.
The key notion that enables us to prove the conjecture (OVF) is the of normal hyperbolicity [13, 26] and we recall next this key notion and apply it to the gradient system under consideration.
Definition 2. Let M be a Riemannian manifold of dimension m, with associated norm · on T M , the tangent bundle of M . A diffeomorphism f of M is said to be normally hyperbolic along a compact submanifold N of dimension n, if N is invariant under f and the tangent bundle of M along N has a splitting
, f preserves the splitting, and there exits λ 1 ≤ µ 1 < λ 2 ≤ µ 2 < λ 3 ≤ µ 3 with µ 1 < 1 < µ 3 , such that
We denote E s and E u the distributions on N defined by the mappings z → E s (z) and z → E u (z), respectively. In particular, they have constant rank, denoted m s and m u respectively.
The above property essentially says that the contraction (resp. expansion) effect induced by f in the the stable (resp. unstable) direction E s (resp. E u ) is stronger than the effect of f tangentially to N . One can show that E s and E u are locally integrable and then construct the local stable and unstable manifolds, W s (z) and W u (z) respectively tangent to E s (z) and E u (z) at each point z ∈ N . Also, define
the local stable (resp. unstable) manifold of N , cf. Figure 3 . We have the following theorem (cf. [13, Theorem 3.5] and also [26] ) that provides fundamental information on W s (z) and W u (z).
Theorem 2 (Hirsh-Pugh-Shub). The local stable and unstable manifolds, W s (z) and W u (z) are differential manifolds of class at least C 1 of dimension m s + n = m − m u and m u + n respectively.
Let us fix 1 ≤ j ≤ 2 dy . Here f will be the flow in time T > 0 Φ T GDD associated with (GDD) and M is equal to X . Since I(j) is an invariant closed embedded submanifold of X and by taking into account Proposition 5, there exists for every Ξ ∈ N a compact neighborhood N Ξ of Ξ in N such that Φ T GDD is normally hyperbolic along N Ξ .
We apply Theorem 2 to deduce that W sn (Ξ) and W un (Ξ) are differential proper submanifolds of X of class C 1 (with boundary) since both m s and m u are positive according to Proposition 5. In particular, the dimension of W sn (Ξ) is strictly less than that of X . Since L is strictly decreasing outside
, the value of L becomes smaller than L(j). Indeed, every such a trajectory will approach O Ξ ∩ W un (Ξ) at an exponential rate, cf. Figure 4 .
We can now conclude the proof of the conjecture (OVF) in the case H = 1. We argue by contradiction and assume that there exists a subset G 0 of X with positive measure to converges to saddle points. Pick a point g 0 ∈ G 0 that converges to some Ξ g 0 belonging to some I(j 0 ), with j 0 < 2 dy . By eventually shrinking G 0 , we can assume that (a) the infimum value of L on G 0 is larger than L(j 0 ) and (b) there exists a positive time T 0 such that Φ
. By again eventually shrinkinḡ G 0 , there exists a positive time T 1 such that the supremum value of L on G 1 := Φ T 1 +T 0 GDD (G 0 ) is smaller than L(j 0 ). Note that G 1 has positive measure. Pick a point g 1 ∈ G 1 which converges to some Ξ g 1 belonging to some I(j 1 ), with j 1 < 2 dy . Since L is decreasing along (GDD), one deduces that j 1 > j 0 .
We can now iterate the construction that enabled us to pass from G 0 and g 0 to G 1 and g 1 . We hence build a sequence of sets G p , p ≥ 0 of positive measure and a sequence of integers j p with 1 ≤ j p ≤ 2 dy . Since this sequence is increasing, there exists p * ≥ 1 such that j p * = 2 dy and hence the trajectories of (GDD) starting in G p * must converge to global minima. By construction, this implies that there exists a subset G 0 of G 0 of positive measure such that the trajectories of (GDD) which start in G 0 converge to global minima. This contradicts the definition of G 0 and thus concludes the proof of the conjecture (OVF) in the case H = 1.
Conclusion
In this paper, we address the issue of global behavior of the gradient descent dynamics in linear neural networks. That behavior is fully characterized, in the sense that, with an intrinsic structural property of the (cascading) network (Lemma 1), we show a global convergence to critical points of all trajectories of the gradient flow via Lojasiewicz's theorem, which helps eliminate the possibility of divergence and even directly establish exponential rate convergence for specific initializations. Then with a fine local study of critical points we exclude the (possible) worries concerning the "accumulation" of saddle points together with associated basin of attractions so that they form "disjoint layers" that are of total measure zero in the total weight space. Our results need no unrealistic assumptions for example the (a prior) bound on the Hessians of all critical points, or the network width to grow polynomially with respect to its depth, thereby shed new light on the behavior of simple gradient descent method in the elaborate but particular system of deep neural networks.
When nonlinear networks are considered, by exploring a random model setting for (X, Y ), the authors in [6] argue that the loss surfaces of these networks loosely recall (yet is formally quite different from) a spin-glass model, familiar to statistical physicists. In this case, as the network gets large, local minima gather in a thin "band" of similar losses isolated from the global minimum. Stating that the number of local minima outside that band diminishes exponentially with the size of the network, the authors argue that the gradient descent dynamics (in their case the stochastic gradient descent dynamics) converges to this band and therefore leads to deep nonlinear networks with good generalization performance. Taking advantage of a random nature for (X, Y ) in our present setting would allow for a refinement of our proposed geometric vision, likely by means of a "statistical extension" of the key Lemma 1.
Most discussions on the landscape of deep linear networks (e.g., all local minima are global) are restricted to square loss functions [4, 16] for simplicity. However, similar results can be obtain for more general convex differentiable losses [19] . It would be thus of interest to extend the present results to more general objective functions, as well as various optimization methods that are of more practical interest as discussed in Remark 3.
