Gaze-contingent multiresolutional displays (GCMRDs) center high-resolution information on the user's gaze position, matching the user's area of interest (AOI). Image resolution and details outside the A01 are reduced, lowering the requirements for processing resources and transmission bandwidth in demanding display and imaging applications. This review provides a general framework within which GCMRD research can be integrated, evaluated, and guided. GCMRDs (or "moving windows") are analyzed in terms of (a) the nature of their images (i.e., "multiresolution," "variable resolution," "space variant," or "level of detail"), and (b) the movement of the A01 (i.e., "gaze contingent," "foveated," or "eye slaved"). We also synthesize the known human factors research on GCMRDs and point out important questions for future research and development. Actual or potential applications of this research include flight, medical, and driving simulators; virtual reality; remote piloting and teleoperation; infrared and indirect vision; image transmission and retrieval; telemedicine; video teleconferencing; and artificial vision systems.
INTRODUCTION
Technology users often need or want large, high-resolution displays that exceed possible or practical limits on bandwidth and/or computation resources. In reality, however, much of the information that is generated and transmitted in such displays is wasted because it cannot be resolved by the human visual system, which resolves high-resolution information in only a small region.
One way to reduce computation and bandwidth requirements is to reduce the amount of unresolvable information in the display by presenting lower resolution in the visual periphery. Over the last two decades, a great amount of work has been put into developing and implementing gaze-contingent multiresolutional displays (GCMRDs). A GCMRD is a display showing an image with high resolution in one area and lower resolution elsewhere, and the high-resolution area is centered on the viewer's fovea by means of a gaze tracker or other mechanism. Work on such displays is found in a variety of research areas, often using different terms for the same essential concepts. Thus the gaze-contingent aspect of such displays has also been referred to as "foveated" or "eye-slaved" and the multiresolutional aspect is often referred to as "variable resolution," "space variant," "area of interest," or "level of detail." When considered together, gaze-contingent multiresolutional displays have been referred to with various combinations of these terms or simply as "moving windows." Figure 1 shows examples of a short sequence of a viewer's gaze locations in an image and two types of multiresolutional images that might appear during a particular eye fixation.
Note that the gaze-contingent display methodology has also had a tremendous influence in basic research on perception and cognition in areas such as reading and visual search (for a review, see Rayner, 1998) ; however, the present review exclusively focuses on the use of such displays in applied contexts.
Why Use Gaze-Contingent Multiresolutional Displays?
Saving bandwidth and/or processing resources and the GCMRD solution. The most demanding display and imaging applications have very high resource requirements for resolution, field of view, and frame rates. The total resource requirement is proportional to the product of these factors, and usually not all can be met simultaneously. An excellent example of such an application is seen in military flight simulators that require a wraparound field of view, image resolution approaching the maximum resolution of the visual system (which is at least 60 cycles/" or 120 pixels/"; e.g., Thibos, Still, & Bradley, 1996, figure 7) , and fast display updates with minimum delay. Because it is not feasible to create image generators, cameras, or display systems to cover the entire field of view with the resolution of the foveal region, the GCMRD solution is to monitor where the observer's attention is concentrated and to supply higher resolution and greater image transfer or generation resources to this area, with reduced resolution elsewhere. The stimulus location to which the gaze is directed is generally called the point of gaze.
We will refer to the local stimulus region surrounding the point of gaze, which is assumed to be the center of attention, as the attended area of interest (A-AOI) and the area of high resolution in the image as the displayed area of interest (D-AOI). (It is common in the multiresolutional display literature to refer to a highresolution area placed at the point of gaze as an area of interest [AOI] . However, from a psychological point of view, the term area of interest is more often used to indicate the area that is currently being attended. We have attempted to distinguish between these two uses through our terminology.) GCMRDs integrate a system for tracking viewer gaze position (by combined eye and head tracking) with a display that can be modified in real time to center the D-A01 at the point of gaze. If a highresolution D-A01 appears on a lower-resolution background, one can simultaneously supply fine detail in central vision and a wide field of view with reasonable display, data channel, and image source requirements.
In general, there are two sources of savings from GCMRDs. First, the bandwidth required for transmitting images is reduced because information encoding outside the D-A01 is greatly reduced. Second, in circumstances where images are being computer generated, rendering requirements are reduced because it is simpler to render low-resolution than high-resolution image regions, and therefore computer-processing resources are reduced (see Table 1 for examples).
Unfortunately, GCMRDs can also produce perceptual artifacts, such as perceptible image blur and image motion, which have the potential to distract the user (Loschky, 2003; Loschky & McConkie, 2000 Parkhurst, Culurciello, & Niebur, 2000; Reingold & Loschky, 2002; Shioiri & Ikeda, 1989; van Diepen & Wampers, 1998; Watson, Walker, Hodges, & Worden, 1997) . Ideally, one would like a GCMRD that maximizes the benefits of processing and bandwidth savings while minimizing perception and performance costs. However, depending on the needs of the users of a particular application, greater weight may be given either to perceptual quality or to processing and bandwidth savings.
For example, in the case of a GCMRD in a flight simulator, maximizing the perceptual quality of the display may be more important than minimizing the monetary expenses associated with increased processing (i.e., in terms of buying larger-capacity, faster-processing hardware). However, in the case of mouse-contingent multiresolutional Internet image downloads for casual users, minimizing perceptible peripheral image degradation may be less important than maximizing bandwidth savings in terms of download speed. In addition, it is worth pointing out that perceptual and performance costs are not always the same. For example, a GCMRD may have moderately perceptible peripheral image filtering and yet may not reliably disrupt visual task performance (Loschky & McConkie, 2000) . Thus when measuring perception and performance costs of a particular GCMRD configuration, it is important to decide how low or high one's cost threshold should be set.
Are GCMRDs really necessary? A question that is often asked about GCMRDs is whether they will become unnecessary when bandwidth and processing capacities are greatly expanded in the future. As noted by Geisler (2001) , in general, one will always want bandwidth and processing savings whenever they are possible, which is the reason nobody questions the general value of image compression. Furthermore, as one needs larger, higher-resolution images and faster update rates, the benefits of GCMRDs become greater in terms of compression ratios and processing savings. This is because larger images have proportionally more peripheral image Reduction of pixels needed in multiresolutional image 4-5 times faster (Levoy & Whitaker, 1990; Murphy & Duchowski, 2001; Ohshima et at., 1996, p. 108) 2-6 times fewer polygons, with greater savings at greater eccentricities, and no difference in perceived resolution (Luebke et at., 2000) 3 times greater compression ratio in the multiresolutional image (Geisler & Perry, 1999, p. 422) , with greater savings for larger field of view images and same maximum resolution 2-20 times fewer coefficients needed in the multiresolutional image, depending on the size of the D-AOl and the level of peripheral resolution (Loschky & McConkie, 2000, p. 99) 35 times fewer pixels needed in the multiresolutional image as compared with constant high-resolution image (Sandini et al., 2000, p. 517) information, which can be coded with increasingly less detail and resolution, resulting in proportionally greater savings. These bandwidth and processing savings can then be traded for larger images, with higher resolution in the area of interest and faster update rates. Even if the bandwidth problem were to be eliminated in the future for certain applications, and thus GCMRDs might not be needed for them, the bandwidth problem will still be present in other applications into the foreseeable future (e.g., virtual reality, simulators, teleconferencing, teleoperation, remote vision, remote piloting, telemedicine). Finally, even if expanded bandwidth and processing capacity makes it possible to use a full-resolution display of a given size for a given application, there may be good reasons to reduce the computational requirements where possible. Reducing computational requirements saves energy, and energy savings are clearly an increasingly important issue. This is particularly true for portable, wireless applications, which tend to be battery powered and for which added energy capacity requires greater size and weight. Thus, for all of these reasons, it seems reasonable to argue that GCRMDs will be useful for the foreseeable future (see Geisler, 2001 , for similar arguments).
Why Should GCMRDs Work?
The concept of the GCMRD is based on two characteristics of the human visual system. First, the resolving power of the human retina is multiresolutional. Second, the region of the visual world from which highest resolution is gathered is changed from moment to moment by moving the eyes and head.
The rnultiresolutional retina. The multiresolutional nature of the retina is nicely explained by the sampling theory of resolution (e.g., Thibos, 1998) , which argues that variations in visual resolution across the visual field are attributable to differences in information sampling. In the fovea, it is the density of cone photoreceptors that best explains the drop-off in resolution. However, in the visual periphery, it is the coneto-ganglion cell ratio that seems to explain the resolution drop-off (Thibos, 1998) . Using such knowledge, it is possible to model the visual sampling of the retina and to estimate, for a given viewing distance and retinal eccentricity, how much display information is actually needed in order to support normal visual perception (Kuyel, Geisler, & Ghosh, 1999) , although such estimates require empirical testing.
The most fundamental description of visual acuity is in terms of spatial frequencies and contrast, as described by Fourier analysis (Campbell & Robson, 1968) , and the human visual system seems to respond to spatial frequency bandwidths (De Valois & De Valois, 1988 ). An important finding for the creation of multiresolutional displays is that the human visual system shows a well-defined contrast sensitivity by retinal eccentricity relationship. As shown in Figure 2A , contrast sensitivity to higher spatial frequencies drops off as a function of retinal eccentricity (e.g., Peli, Yang, & Goldstein, 1991; Pointer & Hess, 1989; Thibos et al., 1996) . Figure 2A shows two different contrast sensitivity cut-off functions from Yang and Miller (Loschky, 2003) and Geisler and Perry (1 998) . The functions assume a constant Michaelson contrast ratio of 1.0 (maximum) and show the contrast threshold as a function of spatial frequency for each retinal eccentricity in degrees visual angle. Viewers should be unable to discriminate spatial frequencies above the line for any given eccentricity in a given function (i.e., those frequencies are below perceptual threshold).
Note the overall similarity of the two functions, each of which is based on data from several different psychophysical studies using grating stimuli. (The small differences between the plots can be characterized as representing a band-pass vs. low-pass foveal contrast sensitivity function, but they could be reduced by changing some parameter values). As suggested by Figure 2A , substantial bandwidth savings can be accomplished in a multiresolutional image by excluding high-resolution information that is below contrast threshold at each eccentricity. However, if above-threshold spatial frequencies are excluded from the image, this will potentially degrade perception and/or distract the user, a point discussed in greater detail later.
Gaze movements. The concept of a gazecontingent display is based on the fact that the human visual system compensates for its lack of high resolution outside of the fovea by making eye and head movements. During normal vision, one simply points the fovea at whatever is of interest (i.e., the A-AOI) in order to obtain high-resolution information whenever needed. For small movements (e.g., under 20") only the eyes tend to move, but as movements become larger, the head moves as well (Guitton & Volle, 1987; Robinson, 1979) . This suggests that in most GCMRD applications, eye tracking methods that are independent from, or that compensate for, head movements are necessary to align the D-A01 of a multiresolutional display with the point of gaze. Furthermore, just prior to, during, and following a saccade, perceptual thresholds are raised (for a recent review see Ross, Morrone, Goldberg, & Burr, 2001 ). This saccadic suppression can help mask the stimulus motion that accompanies the updating of the D-A01 in response to a saccadic eye movement.
In sum, the variable resolution of the human visual system provides a rationale for producing multiresolutional displays that reduce image resolution, generally describable in terms of a loss of higher spatial frequencies, with increasing retinal eccentricity. Likewise, the mechanisms involved in eye and head movements provide a rationale for producing dynamic displays that move the high-resolution D-A01 in response to the changing location of the point of gaze. Based on these ideas, a large amount of work has been has been carried out in a number of different areas, including engineering design work on the development of GCMRDs, multiresolutional image processing, and multiresolutional sensors; and human factors research on multiresolutional displays, gaze-contingent displays, and human-computer interaction.
Unfortunately, it appears that many of the researchers in these widely divergent research areas are unaware of the related work done in the other areas. Thus this review provides a useful function in bringing information from these different research areas to the attention of workers in these related fields. Moreover, the current review provides a general framework within which research across these areas can be integrated, evaluated, and guided. Accordingly, the remainder of this article begins by discussing the wide range of applications in which GCMRDs save bandwidth and/or processing resources at present or in which they are expected to do so in the future. The article then goes on to discuss research and development issues related to GCMRDs, which necessarily involves a synthesis of engineering and human factors considerations. Finally, the current review points out key unanswered questions for the development of GCMRDs and suggests promising human factors research directions.
APPLICATIONS OF GCMRDS

Simulators
Simulation, particularly flight simulation, is the application area in which GCMRDs have been used the longest, and it is still the GCMRD application area that has been most researched, because of the large amount of funding available (for examples of different types of flight simulators with GCMRDs, see Barrette, 1986; Dalton & Deering, 1989; Haswell, 1 986; Thomas & Geltmacher, 1993; Tong & Fisher, 1984; Warner, Serfoss, & Hubbard, 1993) . Flight simulators have been shown to save lives by eliminating the risk of injury during the training of dangerous maneuvers and situations (Hughes, Brooks, Graham, Sheen, & Dickens, 1982) and to save money by reducing the number of in-flight hours of training needed (Lee & Lidderdale, 1983) , in addition to reducing airport congestion, noise, and pollution because of fewer training flights.
GCMRDs are useful in high-performance flight simulators because of the wide field of view and high resolution needed. Simulators for commercial aircraft do not require an extensive field of view, as external visibility from the cockpit is limited to ahead and 45" to the sides. However, military aircraft missions require a large instantaneous field of view, with visibility above and to the sides and more limited visibility to the rear (Quick, 1990) . Requirements vary between different flight maneuvers, but some demand extremely large fields of view, such as the barrel roll, which needs a 299" (horizontal) x 142" (vertical) field of view (Leavy & Fortin, 1983) . Likewise, situational awareness has been shown to diminish with a field of view less than 100" (Szoboszlay, Haworth, Reynolds, Lee, & Halmos, 1995) . Added to this are the demands for fast display updates with minimum delay and the stiff resolution requirements for identifying aircraft from various real-world distances. For example, aircraft identification at 5 nautical miles (92.6 km) requires a resolution of 42 pixels/" (21 cycles/"), and recognition of a land vehicle at 2 nautical miles (37 km) requires resolution of about 35 pixels/" ( 17.5 cycles/"; Turner, 1984). Other types of simulators (e.g., automotive) have shown benefits from using GCMRDs as well (Kappe, van Erp, & Korteling, 1999 ; see also the Medical simulations and displays section to follow).
Virtual Reality
Other than simulators, virtual reality (VR) is one of the areas in which GCMRDs will be most commonly used. In immersive VR environments, as a general rule, the bigger the field of view the greater the sense of "presence" and the better the performance on spatial tasks, such as navigating through a virtual space (Arthur, 2000; Wickens & Hollands, 2000) . Furthermore, update rates should be as fast as possible, because of a possible link with VR motion sickness (Frank, Casali, & Wierwille, 1988; Regan & Price, 1994 ; but see Draper, Viirre, Furness, & Gawron, 2001) . For this reason, although having high resolution is desirable in general, greater importance is given to the speed of updating than to display resolution (Reddy, 1995) . In order to create the correct view of the environment, some pointing device is needed to indicate the viewer's vantage point, and head tracking is one of the most commonly used devices. Thus, in order to save scene-rendering time -which can otherwise be quite extensivemultiresolutional VR displays are commonly used (for a recent review, see Luebke et al., 2002) , and these are most often head contingent (e.g., Ohshima, Yamamoto, & Tamura, 1996; Reddy, 1997; Watson et al., 1997) .
Reddy ( 1997, p. 18 1) has. in fact, argued that head tracking is often all that is needed to provide substantial savings in multiresolutional VR displays, and he showed that taking account of retinal eccentricity created very little savings in at least two different VR applications (Reddy, 1997 (Reddy, , 1998 . However, the applications he used had rather low maximum resolutions (e.g., 4.8-1 2.5 cycles/", or 9.6-25.0 pixels/"). Obviously, if one wants a much higher resolution VR display, having greater precision in locating the point of gaze can lead to much greater savings than is possible with head tracking alone (see section titled Research and Development Issues Related to D-A01 Updating). In fact, several gaze-contingent multiresolutional VR display systems have been developed (e.g., Levoy & Whitaker, 1990; Luebke, Hallen, Newfield, & Watson, 2000; Murphy & Duchowski, 2001) . Each uses different methods of producing and rendering gaze-contingent multiresolutional 3-D models, but all have resulted in a savings, with estimates of rendering time savings roughly 80% over a standard constant-resolution alternative (Levoy & Whitaker, 1990; Murphy & Duchowski, 200 1 ) .
Infrared and Indirect Vision
Infrared and indirect vision systems are useful in situations where direct vision is poor or impossible. These include vision in low-visibility conditions (e.g., night operations and searchand-rescue missions) and in future aircraft designs with windowless cockpits. The requirements for such displays are similar to those in flight simulation: Pilots need high resolution for target detection and identification, and they need wide fields of view for orientation, maneuvering, combat, and tactical formations with other aircraft. However, these wide-field-of-view requirements are in even greater conflict with resolution requirements because of the extreme limitations of infrared focal plane array and indirect-vision cameras (Chevrette & Fortin, 1996; Grunwald & Kohn, 1994; Rolwes, 1990) .
Remote Piloting and Teleoperation
Remote piloting and teleoperation applications are extremely useful in hostile environments, such as deep sea, outer space, or combat, where it is not possible or safe for a pilot or operator to go. These applications require realtime information with a premium placed on fast updating so as not to degrade hand-eye coordination (e.g., Rosenberg, 1 993).
Remote piloting of aircraft or motor vehicles. These applications have a critical transmission bottleneck because low-bandwidth radio is the only viable option (DePiero, Noell, & Gee, 1 992; Weiman, 1994); line-of-sight microwave is often occluded by terrain and exposes the vehicle to danger in combat situations, and fiberoptic cable can be used only for short distances and breaks easily. Remote driving requires both a wide field of view and enough resolution to be able to discern textures and identify objects. Studies have shown that operators are not comfortable operating an automobile (e.g., a Jeep) with a 40" field-of-view system, especially turning corners, but that they feel more confident with a 120" field of view (Kappe et al., 1999; McGovern, 1993; van Erp & Kappe, 1997) . In addition, high resolution is needed to identify various obstacles, and color can help distinguish such things as asphalt versus dirt roads (McGovern, 1993) . Finally, frame rates of at least 10 frame& are necessary for optic flow perception, which is critical in piloting (DePiero et al., 1992; Weiman, 1 994).
Teleoperation. Teleoperation allows performance of dexterous manipulation tasks in hazardous or inaccessible environments. Examples include firefighting, bomb defusing, underwater or space maintenance, and nuclear reactor inspection. In contrast to remote piloting, in many teleoperation applications a narrower field of view is often acceptable (Weiman, 1994) . Furthermore, context is generally stable and understood, thus reducing the need for color. However, high resolution for proper object identification is generally extremely important, and update speed is critical for hand-eye coordination. Multiresolutional systems have been developed, including those that are head contingent (Pretlove & Asbery, 1995; Tharp et al., 1990; Viljoen, 1998) and gaze contingent (Viljoen), with both producing better target-acquisition results than does a joystick-based system (Pretlove & Asbery; Tharp et al.; Viljoen) .
Image Transmission
Images are often transmitted through a limited-bandwidth channel because of distance or data-access constraints (decompression and network, disk, or tape data bandwidth limitations). We illustrate this by considering two examples of applications involving image transmission through a limited-bandwidth channel: image retrieval and video teleconferencing.
Image retrieval. Bovik, 2001) . If the point of gaze is known, then the highest-resolution information can be acquired for that location first, with lower resolution being sent elsewhere (Bolt, 1984; . Video teleconferencing. Video teleconferencing is the audio and video communication of two or more people in different locations; typically there is only one user at a time at each node. It frequently involves sending video images over a standard low-bandwidth ISDN communication link (64 or 128 kb/s) or other low-bandwidth medium. Transmission delays can greatly disrupt communication, and with current systems, frame rates of only 5 frames/s at a resolution of 320 x 240 pixels are common. In order to achieve better frame rates, massive compression is necessary. The video sent in teleconferencing is highly structured (Maeder, Diederich, & Niebur, 1996) in that the transmitted image usually consists of a face or of the head and shoulders, and the moving parts of the image are the eyes and mouth, which, along with the nose, constitute the most looked-at area of the face (Spoehr & Lehmkule, 1982) . Thus it makes sense to target faces for transmission in a resolution higher than that of the rest of the image (Basu & Wiebe, 1 998).
Development of GCMRDs for video teleconferencing has already begun. Kortum and Geisler ( 1996a) first implemented a GCMRD system for still images of faces, and this was followed up with a video-based system (Geisler & Perry, 1998) . Sandini et al. (1996) and Sandini, Questa, Scheffer, Dierickx, and Mannucci (2000) have implemented a stationary retinalike multiresolutional camera for visual communication by deaf people by videophone, with sufficient bandwidth savings that a standard phone line can be used for transmission.
Medicine
Medical imagery is highly demanding of display fidelity and resolution. Fast image updating is also important in many such applications in order to maintain hand-eye coordination.
Telemedicine. This category includes teleconsultation with fellow medical professionals to get a second opinion as well as telediagnosis and telesurgery by remote doctors and surgeons. Telediagnosis involves inspection of a patient, either by live video or other medical imagery such as X rays, and should benefit from the time savings provided by multiresolutional image compression (Honniball & Thomas, 1999) . Telesurgery involves the remote manipulation of surgical instruments. An example would be laparoscopy, in which a doctor operates on a patient through small incisions, cannot directly see or manipulate the surgical instrument inside the patient, and therefore relies on video feedback. This is essentially telesurgery, whether the surgeon is in the same room or on another continent (intercontinental surgery was first performed in 1993; Rovetta et al., 1993) . Teleconsultation may tolerate some loss of image fidelity, whereas in telediagnosis or telesurgery the acceptable level of compression across the entire image is more limited (Cabral & Kim, 1996; Hiatt, Shabot, Phillips, Haines, & Grant, 1996) . Furthermore, telesurgery requires fast transmission rates to provide usable video and tactile feedback, because nontrivial delays can degrade surgeons' hand-eye coordination (Thompson, Ottensmeyer, & Sheridan, 1999) . Thus real-time foveated display techniques, such as progressive transmission, could potentially be used to reduce bandwidth to useful levels (Bolt, 1984) .
Medical simulations and displays. As with flight and driving simulators, medical simulations can save many lives. Surgical residents can practice a surgical procedure hundreds of times before they see their first patient. Simple laparoscopic surgery simulators have already been developed for training. As medical simulations develop and become more sophisticated, their graphical needs will increase to the point that GCMRDs will provide important bandwidth savings. Levoy and Whitaker (1990) have already shown the utility of gaze-contingent volume rendering of medical data sets. Gaze tracking could also be useful in controlling composite displays consisting of many different digital images, such as the patient's computerized tomography (CT) or magnetic resonance imaging (MRI) scans with real-time video images, effectively giving the surgeon "x-ray vision." Yoshida, Rolland, and Reif ( 1995a, 199513) suggested that one method of accomplishing such fusion is to present CT, MRI, or ultrasound scans inside gaze-contingent insets, with the "real" image in the background.
Robotics and Automation
Having both a wide field of view, and an area of high resolution at the "focus of attention" is extremely useful in the development of artificial vision systems. Likewise, reducing the visual processing load by decreasing resolution in the periphery is of obvious value in artificial vision. High-resolution information in the center of vision is useful for object recognition, and lowerresolution information in the periphery is still useful for detecting motion. Certain types of multiresolutional displays (e.g., those involving log-polar mapping) make it easier to determine heading, motion, and time to impact than do displays using Cartesian coordinates (Dias, Araujo, Paredes, & Batista, 1997; Kim, Shin, & Inoguchi, 1995; Panerai, Metta, & Sandini, 2000; Shin & Inoguchi, 1994) .
RESEARCH AND DEVELOPMENT ISSUES RELATED TO GCMRDS
Although ideally GCMRDs should be implemented in a manner undetectable to the observer (see Loschky, 2003 , for an existence proof for such a display), in practice such a display may not be feasible or, indeed, needed for most purposes. The two main sources of detectable artifacts in GCMRDs are image degradation produced by the characteristics of multiresolutional images and perceptible image motion resulting from image updating. Accordingly, we summarize the available empirical evidence for each of these topics and provide guidelines and recommendations for developers of GCMRDs to the extent possible. However, many key issues remain unresolved or even unexplored. Thus an important function of the present review is to highlight key questions for future human factors research on issues related to GCMRDs, as summarized in Table 2 .
Research and Development Issues with Multiresolutional Images
Methods of producing multiresolutional images. Table 3 summarizes a large body of work focused on developing methods for producing multiresolutional images. Our review of the literature suggests that the majority of research and development efforts related to GCMRDs have focused on this issue. The methods that have been developed include (a) computer-generated images (e.g., rendering 2-D or 3-D models) with space-variant levels of detail; (b) algorithms for space-variant filtering of constant highresolution images; (c) projection of different levels of resolution to different viewable monitors (e.g., in a wraparound array of monitors), or the projection of different resolution channels and/ or display areas to each eye in a head-mounted display; and (d) space-variant multiresolutional sensors and cameras. All of these approaches have the potential to make great savings in either processing or bandwidth, although some of the methods are also computationally complex.
Using models of vision to produce multiresolutional images. In most cases, the methods of multiresolutional image production in Table 3 have been based on neurophysiological or psychophysical studies of peripheral vision, under the assumption that these research results will scale up to the more complex and natural viewing conditions of GCMRDs. This assumption has been explicitly tested in only a few studies that investigated the human factors characteristics of multiresolutional displays (Duchowski & McCormick, 1998; Geri & Zeevi, 1995; Kortum & Geisler, 199613; Loschky, 2003; Luebke et al., 2000; Peli & Geri, 2001; Sere, Marendaz, & Herault, 2000; Yang et al., 2001 ), but the results have been generally supportive. For example, Loschky tested the psychophysically derived Yang et al. resolution drop-off function, shown in Figure 2A , by creating multiresolutional images based on it and on functions with steeper and shallower drop-offs (as in Figure 2D ). Consistent with predictions, a resolution drop-off shallower than that in Figure 2A was imperceptibly blurred, but steeper drop-offs were all perceptibly degraded compared with a constant high-resolution control condition. Furthermore, these results were consistent across multiple dependent measures, both objective (e.g., blur detection and fixation durations) and subjective (e.g., image quality ratings).
However, there are certain interesting caveats. Several recent studies (Loschky, 2003; Peli & Geri, 2001; Yang et al., 2001) have noted that sensitivity to peripheral blur in complex images is somewhat less than predicted by contrast sensitivity functions (CSFs) derived from studies using isolated grating patches. Those authors have argued that this lower sensitivity during complex picture viewing may be attributable to lateral masking from nearby picture areas. In contrast, Geri and Zeevi ( 1995) used drop-off functions based on psychophysical studies using vernier acuity tasks and found that sensitivity to peripheral blur in complex images was greater than predicted. They attributed this to the more global resolution discrimination task facing their participants in comparison with the positional discrimination task in vernier acuity. Thus it appears that the appropriate resolution dropoff functions for GCMRDs should be slightly steeper than suggested by CSFs but shallower than suggested by vernier acuity functions. Consequently, to create undetectable GCMRDs, it is still advisable to fine-tune previously derived psychophysical drop-off functions based on human factors testing. Similarly, working out a more complete description of the behavioral effects of different detectable drop-off rates in different tasks is an important goal for future human factors research.
Discrete versus continuous resolution dropoff GCMRDs. A fundamental distinction exists between methods in which image resolution reduction is produced by having discrete levels of resolution (discrete drop-off methods; e.g., Kortum & Geisler, 1996a , 1996b Yang et al., 2001 Filtering by low-pass pyramid with contrast threshold map lmage transmission, video teleconferencing, remote piloting, telemedicine, VR, simulators Eccentricity-dependent CSF Geisler & Perry, 1998 , 1999 Loschky, 2002 Filtering by Gaussian sampling with varying kernel size with eccentricity lmage transmission Human vernier acuity drop-off function (point spread function)
Human minimum angle of resolution x eccentricity function or empirical trial and error Geri & Zeevi, 1995 Filtering by wavelet transform with scaled coefficients with eccentricity or discrete bands Duchowski, 2000; Duchowski & McCormick, 1998; Frajka et al., 1997; Wang & Bovik, 2001 Basu & Wiebe, 1998 Rojer & Schwartz, 1990; Weiman, 1990 Weiman, , 1994 Woelders et al., 1997 Sandini, 2001 Sandini et al., 1996 Sandini et al., , 2000 number of discrete regions of successively reduced resolution approximates a continuous drop-off method. Figure 1 illustrates these two approaches. Figure 1 C has a high-resolution area around the point of gaze with lower resolution elsewhere, whereas in Figure 1 D the resolution drops off continuously with distance from the point of gaze. These two approaches are further illustrated in Figure 2 . As shown in Figure 2A , we assume that there is an ideal useful resolution function that is highest at the fovea and drops off at more peripheral locations. Such functions are well established for acuity and contrast sensitivity (e.g., Peli et al., 1991; Pointer & Hess, 1989; Thibos et al., 1996) . Nevertheless, the possibility is left open that the "useful resolution" function may be different from these in cases of complex, dynamic displays, perhaps on the basis of attentional allocation factors (e.g., Yeshurun & Carrasco, 1999) . In Figure 2B through 2E, we superimpose step functions representing the discrete drop-off methods and smooth functions representing the continuous drop-off method.
With the discrete drop-off method there is a high-resolution D-A01 centered at the point of gaze. An example in which a biresolutional display would be expected to be just barely undetectably blurred is shown in Figure 2B . Although much spatial frequency information is dropped out of the biresolutional image, it should be imperceptibly blurred because the spatial frequency information removed is always below threshold. If such thresholds can be established (or estimated from existing psychophysical data) for a sufficiently large number of levels of resolution, they can be used to plot the resolution drop-off function, as shown in Figure 2C . Ideally, such a discrete resolution drop-off GCMRD research program would (a) test predictions of a model of human visual sensitivity that could be used to interpolate and extrapolate from the data, (b) parametrically and orthogonally vary the size of the D-A01 and level of resolution outside it, and (c) use a universally applicable resolution metric (e.g., cycles per degree). In fact, several human factors studies have used discrete resolution dropoff GCMRDs (Loschky & McConkie, 2000 Parkhurst et al., 2000; Shioiri & Ikeda, 1989; Watson et al., 1997) , and each identified one or more combinations of D-A01 size and peripheral resolution that did not differ appreciably from a full highresolution control condition. However, none of those studies meets all three of the previously stated criteria, and thus all are of limited use for plotting a widely generalizable resolution drop-off function for use in GCMRDs.
A disadvantage of the discrete resolution drop-off method, as compared with the continuous drop-off method, is that it introduces one or more relatively sharp resolution transitions, or edges, into the visual field, which may produce perceptual problems. Thus a second question concerns whether such problems occur, and if so, would more gradual blending between different resolution regions eliminate them? Anecdotal evidence suggests that blending is useful, as suggested by a simulator study in which it was reported that having nonexistent or small blending regions was very distracting, whereas a display with a larger blending ring was less bothersome (Baldwin, 198 1) . However, another simulator study found no difference between two different blending ring widths in a visual search task (Browder, 1989) , and more recent studies have found no differences between blended versus sharp-edged biresolutional displays in terms of detecting peripheral image degradation (Loschky & McConkie, 2000 , Experiment 3) or initial saccadic latencies to peripheral targets (Reingold & Loschky, 2002) . Thus further research on the issue of boundary-related artifacts using varying levels of blending and multiple dependent measures is needed to settle this question.
A clear advantage of the continuous resolution drop-off method is that to the extent that it matches the visual resolution drop-off of the retina, it should provide the greatest potential image resolution savings. Another advantage is illustrated in Figure 2D , which displays two resolution drop-off functions that differ from the ideal on only a single parameter, thus making it relatively easy to determine the best fit. However, the continuous drop-off method also has a disadvantage relative to the discrete dropoff approach. As shown in Figure 2E , with a continuous drop-off function, if the loss of image resolution at some retinal eccentricity causes a perceptual problem, it is difficult to locate the eccentricity where this occurs because image resolution is reduced across the entire picture. With the discrete drop-off method, it is possible to probe more specifically to identify the source of such a retinalhmage resolution mismatch. This can be accomplished by varying either the eccentricity at which the drop-off (the step) occurs or the level of drop-off at a given eccentricity. Furthermore, the discrete drop-off method can also be a very efficient method of producing multiresolutional images under certain conditions. When images are represented using multilevel coding methods such as wavelet decomposition (Moulin, 2000) , producing discrete drop-off multiresolutional images is simply a matter of selecting which levels of coefficients are to be included in reconstructing the different regions of the image (e.g., Frajka et al., 1997) .
In deciding whether to produce continuous or discrete drop-off multiresolutional images, it is also important to note that discrete levels of resolution may cause more problems with animated images than with still images (Stampe & Reingold, 1995) . This may involve both texture and motion perception, and therefore studies on "texture-defined motion" (e.g., Werkhoven, Sperling, & Chubb, 1993) may be informative for developers of live video or animated GCMRDs (Luebke et al., 2002) . Carefully controlled human factors research on this issue in the context of GCMRDs is clearly needed.
Color resolution drop-ofi It is important that the visual system also shows a loss of color resolution with retinal eccentricity. Although numerous studies have investigated this function and found important parallels to monochromatic contrast sensitivity functions (e.g., Rovamo & Iivanainen, 199 1 ), to our knowledge this property of the visual system has been largely ignored rather than exploited by developers and investigators of GCMRDs (but see Watson et al., 1997, Experiment 2) . We would encourage developers of multiresolutional image processing algorithms to exploit this color resolution drop-off in order to produce even greater bandwidth and processing savings.
Research and Development Issues Related to D-AOI Updating
We now shift our focus to issues related to updating the D-AOI. In either a continuous or a discrete.drop-off display, every time the viewer's gaze moves, the center of high resolution must be quickly and accurately updated to match the viewer's current point of gaze. Of critical importance is that there are several options as to how and when this updating occurs and that these can affect human performance. Unfortunately, much less research has been conducted on these issues than on those related to the multiresolutional characteristics of the images. Accordingly, our following discussion primarily focuses on issues that should be explored by future research. Nevertheless, we attempt to provide developers with a preliminary analysis of the available options.
Overview of D-A01 movement methods. Having made the image multiresolutional, the next step is to update the D-A01 position dynamically so that it corresponds to the point of gaze. As indicated by the title of this article, we are most interested in the use of gaze-tracking information to position the D-AOI, but other researchers have proposed and implemented systems that use other means of providing position information. Thus far, the most commonly proposed means of providing positional information for the D-A01 include the following: true GCMRD, which typically combines eye and head tracking to specify the point of gaze as the basis for image updating; gaze position is determined by both the eye position in head coordinates and head position in space coordinates (Guitton & Volle, 1987) ; methods using pointer-device input that approximates gaze tracking with lower spatial and temporal resolution and accuracy (e.g., head-or hand-contingent D-A01 movement); and methods that try to predict where gaze will move without requiring input from the user.
Gaze-contingent D -A 0 1 movement. Gaze control is generally considered to be the most natural method of D-A01 movement because it does not require any act beyond making normal eye movements. No training is involved. Also, if the goal is to remove from the display any information that the retina cannot resolve, making the updating process contingent on the point of gaze allows maximum information reduction. The most serious obstacle for developing systems employing GCMRDs is the current state of gaze-tracking technology.
Consider the following specifications of a gaze-tracking system that would probably meet the requirements of the most demanding GCMRD applications: (a) plug and play; (b) unobtrusive (e.g., a remote system with no physical attachment to the observer); (c) accurate (e.g., ~0 . 5 " error); (d) high temporal resolution (e.g., 500-Hz sampling rate) to minimize updating delays; (e) high spatial resolution and low noise to minimize unnecessary image updating; (f) ability to determine gaze position in a wraparound 360" field of view; and (g) affordable. In contrast, current gaze-tracking technologies tend to have trade-offs among factors such as ease of operation, comfort, accuracy, spatial and temporal resolution, field of view, and cost (Istance & Howarth, 1994; Jacob, 1995; Young & Sheena, 1975 ). Thus we are faced with a situation in which the most natural and perceptually least problematic implementation of a GCMRD may be complex and uncomfortable to use and/ or relatively expensive and thus impractical for some applications.
Nevertheless, current high-end eye trackers are approaching practical usefulness, if not yet meeting ideal specifications, and are more than adequate for investigating many of the relevant human factors variables crucial for developing better GCMRDs. In addition, some deficiencies in present gaze-tracking technology may be overcome by modifications to the designs of GCMRDs (e.g., enlarging the high-resolution area to compensate for problems caused by lack of spatial or temporal accuracy in specifying the point of gaze). Furthermore, recent developments in gaze-tracking technology (e.g., Matsumot0 & Zelinsky, 2000; Stiefelhagen, Yang, & Waibel, 1997) suggest that user-friendly systems (e.g., remote systems requiring no physical contact with the user) are becoming faster and more accurate. In addition, approaches that include prediction of the next gaze location based on the one immediately prior (Tannenbaum, 2000) may be combined with prediction based on salient areas in the image (Parkhurst, Law, & Niebur, 2002) to improve speed and accuracy. Moreover, as more applications come to use gaze tracking within multimodal human-computer interaction systems (e.g., Sharma, Pavlovic, & Huang, 1998) , gaze-tracking devices should begin to enjoy economy of scale and become more affordable. However, even at current prices, levels of comfort, and levels of spatial and temporal resolution/accuracy, certain applications depend on the use of GCMRDs and work quite well (e.g., flight simulators).
Head-contingent D-A01 movement. At the present time, head-contingent D-A01 movement seems generally better than gaze-contingent D-A01 in terms of comfort, relative ease of operation and calibration, and lower price. However, it is clearly worse in terms of resolution, accuracy, and speed of the D-A01 placement. This is because head movements often do not occur for gaze movements to targets closer than 20" (Guitton & Volle, 1987; Robinson, 1979) . Thus, with a head-contingent D-AOI, if the gaze is moved to a target within 20" eccentricity, the eyes will move but the head may not -nor, consequently, will the D-AOI. This would result in lower spatial and temporal resolution and lower accuracy in moving the D-A01 to the point of gaze, and it could cause perceptual and performance decrements (e.g., increased detection of peripheral image degradation and longer fixation durations and search times).
Hand-contingent D-A01 movement. Likewise, hand-contingent D-A01 movement, although easy and inexpensive to implement (e-g., with mouse input), may suffer from slow D-A01 movement. This is because hand movements tend to rely on visual input for targeting. In pointing movements, the eyes are generally sent to the target first, and the hand follows after a lag of about 70 ms (e.g., Helsen, Elliot, Starkes, & Ricker, 1998) , with visual input also being used to guide the hand toward the end of the movement (e.g., Heath, Hodges, Chua, & Elliott, 1998) . Similar results have been shown for cursor movement on CRT displays through manipulation of a mouse, touch pad, or pointing stick (Smith, Ho, Ark, & Zhai, 2000) . The Smith et al. study also found another pattern of eye-hand coordination, in which the eyes led the cursor only slightly, continually monitoring its progress. All of this suggests that perceptual problems may occur and task performance may be slowed because the eyes must be sent into the low-resolution area ahead of the hand; the eyes (and hand) must make shorter-than-normal excursions in order to avoid going into the low-resolution area; or the eyes must follow the D-A01 at a lower-than-normal velocity.
Predictive D-A01 movement. A very different approach is to move the D-AOI predictively. This can be done based on either empirical eye movement samples (Duchowski & McCormick, 1998; Stelrnach & Tam, 1994; Stelmach, Tam, & Hearty, 199 1 ) or saliency-predicting computer algorithms (Milanese, Wechsler, Gill, Bost, & Pun, 1994; Parkhurst et a]., 2002; Tanaka, Plante, & Inoue, 1998) . The latter option seems much more practical for producing D-AOIs for an infinite variety of images. However, a fundamental problem with the entire predictive approach to D-A01 movement is that it may often fail to accurately predict the exact location that a viewer wants to fixate at a given moment in time (Stelmach & Tam, 1994) . Nevertheless, the predictive D-A01 approach may be most useful when the context and potential areas of interest are extremely well defined, such as in video teleconferencing (Duchowski & McCormick, 1998; Maeder et al., 1996) . In this application, the attended area of interest (A-AOI) can generally be assumed to be the speaker's face, particularly, as noted earlier, the eyes, nose, and mouth (Spoehr & Lehmkule, 1982 ). An even simpler approach in video teleconferencing is simply to have a D-A01 that is always at the center of the image frame (Woelders, Frowein, Nielsen, Questa, & Sandini, 1997) , based on the implied assumption that people spend most of their time looking there, which is generally true (e.g., Mannan, Ruddock, & Wooding, 1997) .
Causes of D-A01 update delays. Depending on the method of D-A01 movement one chooses, the delays in updating the D-A01 position will vary. As mentioned earlier, such delays constitute another major issue facing designers of GCMRDs. Ideally, image updating would place the highest resolution at the point of gaze instantaneously. However, such a goal is virtually impossible to achieve, even with the fastest GCMRD implementation. The time required to update the image in response to a change in gaze position depends on a number of different processes, including the method used to update the location of the D-A01 (e.g., gaze contingent, head contingent, hand contingent), multiresolutional image production delays, transmission delays, and delays associated with the display method.
In most GCMRD applications, the most important update rate bottleneck is the time to produce a new multiresolutional image. If it is necessary to generate and render a 3-D multiresolutional image, or to filter a constant highresolution image, the image processing time can take anywhere between 25 to 5 0 ms (Geisler & Perry, 1999; Ohshima et al., 1996) and 130 to 150 ms (Thomas & Geltmacher, 1993) or longer, depending on the complexity of the algorithm being used. Thus increasing the speed of multiresolutional image processing should be an important goal for designers working on producing effective GCMRDs. In general, imageprocessing times can be greatly reduced by implementing them in hardware rather than software. The multiresolutional camera approach, which can produce an image in as little as 10 ms (Sandini, 2001) , is a good illustration of such a hardware implementation. In this case, however, there is an initial delay caused by rotating the multiresolutional camera to its new position. This can be done using mechanical servos, the speed of which depend on the weight of the camera, or by leaving the camera stationary and rotating a mirror with a galvanometer, which can move much more quickly.
Problems caused by D-A01 updating delays. There are at least two ways in which delays in updating the D-A01 position can cause perceptual difficulties. First, if the D-A01 is not updated quickly following a saccade, the point of gaze may initially be on a degraded region. Luckily, because of saccadic suppression, the viewer's visual sensitivity is lower at the beginning of a fixation (e.g., Ross et al., 2001) , and thus brief delays in D-A01 updating may not be perceived. However, stimulus processing rapidly improves over the period of 20 to 80 ms after the start of a fixation, and thus longer delays may allow perception of the degraded image . Second, when updates occur well into a fixation (e.g., 70 ms or later), the update may produce the perception of motion, and this affects perception and task performance (e.g., Reingold & Stampe, 2002; van Diepen & Wampers, 1 998) .
Simulator studies have shown that delays between gaze movements and the image update result in impaired perception and task performance and, in some cases, can cause simulator sickness (e.g., Frank et al., 1988 ; but see Draper et al., 200 1 ) . Turner ( 1984) compared delays ranging from 130 to 280 ms and found progressive decrements in both path-following and target-identification tasks with increasing levels of throughput delay. In addition, two more recent studies demonstrated that fixation durations increased with an increase in image updating delays (Hodgson, Murray, & Plummer, 1993; Loschky & McConkie, 2000, Experiment 6) .
QUESTIONS FOR FUTURE RESEARCH
In this section we outline several important issues for future human factors evaluation of GCMRDs. The first set of issues concerns the useful resolution function, the second set concerns issues that arise when producing multiresolutional images, and the third set of issues concerns D-A01 updating (see Table 2 ).
Although the resolution drop-off functions shown in Figure 2A are a good starting point, an important goal for future human factors research should be to further explore such functions and the variables that may affect them. These may include image and task variables such as lateral masking (Chung, Levi Ball, Beard, Roenker, Miller, & Griggs, 1988) and expertise (Reingold, Charness, Pomplun, & Stampe, 2001 ). In addition, human factors research should extend the concept of multiresolutional images to the color domain. For example, can a GCMRD be constructed using a hue resolution drop-off function that is just imperceptibly different from a full-color image and that has a substantial information reduction? Furthermore, if the drop-off is perceptible, what aspects of task performance, if any, are negatively impacted? Finally, further research should quantify the perception and performance costs associated with removing above-threshold peripheral resolution (i.e., detectably degraded GCMRDs; for related studies and discussion see Kortum & Geisler, 1996b; Loschky, 2003; Loschky & McConkie, 2000 Parkhurst et al., 2000; Shioiri & Ikeda, 1989; Watson et al., 1997) .
Human factors research should assist GCMRD developers by exploring the perception and performance consequences of important implementation options. One of the most fundamental choices is whether to use a continuous or a discrete resolution drop-off function. These two methods should be compared with both still and animated images. Numerous additional design choices should also be explored empirically. For example, it is known that the shape of the visual field is asymmetrical (e.g., Pointer & Hess, 1989) . This raises the question of whether the shape of the D-A01 (ellipse vs. circle vs. rectangle) in a biresolutional display has any effects on users' perception and performance. Likewise, any specific method of multiresolutional image production may require targeted human factors research. For example, in the case of rendering 2-D or 3-D models with space-variant levels of detail (e.g., in VR), it has been anecdotally noted that object details (e.g., doors and windows in a house) appear to pop in and out as a function of their distance from the point of gaze (Berbaum, 1984; Spooner, 1982) . It is important to explore the perception and performance costs associated with such "popping" phenomena. Similar issues can be identified with any of the other methods of multiresolutional image production (see Table 3 ).
Human factors research into issues related to D-A01 updating is almost nonexistent (but see Frank et al., 1988; Grunwald & Kohn, 1994; Hodgson et al., 1993; Loschky & McConkie, 2000, Experiment 6; Turner, 1984) . Two key issues for future research concern the D-A01 control method and the D-A01 update delay. Given that a number of different methods of moving the D-A01 have been suggested and implemented (i.e., gaze-, head-, and hand-contingent methods and predictive movement), an important goal for future research is to contrast these methods in terms of their perception and performance consequences. The second key question concerns the effects of a systematic increase in update delay on different perception and performance measures in order to determine when and how updating delays cause problems. Clearly, the chosen D-A01 control method will influence the update delay and resultant problems. Consequently, in order to compensate for a D-A01 control method having poor spatial or temporal accuracy and/or resolution, the size of the area of high resolution may have to be enlarged (e.g., Loschky & McConkie, 2000, Experiment 6) .
CONCLUSIONS
The present review is primarily aimed at two audiences: (a) designers and engineers working on the development of applications and technologies related to GCMRDs and (b) researchers investigating relevant human factors variables. Given that empirical validation is an integral part of the development of GCMRDs, these two groups partially overlap, and collaborations between academia and industry in this field are becoming more prevalent. Indeed, we hope that the present review may help facilitate such interdisciplinary links. Consistent with this goal, we recommend that studies of GCMRDs should, whenever appropriate, report information both on their effects on human perception and performance and on bandwidth and processing savings. To date, such dual reporting has been rare (but see Luebke et al., 2000; Murphy & Duchowski, 2001; Parkhurst et al., 2000) .
As is evident from this review, research into issues related to GCMRDs is truly in its infancy, with many unexplored and unresolved questions and few firm conclusions. Nevertheless, the preliminary findings we reviewed clearly demonstrate the potential utility and feasibility of GCMRDs (see also Parkhurst & Niebur, 2002 , for a related review and discussion). The ultimate goal for GCMRDs is to produce savings by substantially reducing peripheral image resolution and/or detail and yet, to the user, be undetectably different from a normal image. This has recently been shown in a few studies using briefly flashed (Geri & Zeevi, 1995; Peli & Geri, 200 1 ; Sere et al., 2000; Yang et al., 200 1 ) and gaze-contingent (Loschky, 2003) presentation conditions. Other studies (see Table 1 ) have shown that using GCMRDs can result in substantial savings in processing and/or bandwidth. Thus the GCMRD concept is now beginning to be validated.
Furthermore, general perceptual disruptions and performance decrements have been shown to be caused by (a) peripheral degradation removing useful visual information or inserting distracting information (Geri & Zeevi, 1995; Kortum & Geisler, l996b; Loschky, 2003; Loschky & McConkie, 2000 Parkhurst et al., 2000; Peli & Geri, 2001 ; Reingold & Loschky, 2002; Shioiri & Ikeda, 1989; Watson et al., 1997; Yang et al., 2001 ) and (b) D-A01 update delays (Frank et al., 1988; Grunwald & Kohn, 1994; Hodgson et al., 1993; Loschky & McConkie, 2000, Experiments 1 and 6; Turner, 1984; van Diepen & Wampers, 1998) . Such studies illustrate the manner in which some performance costs associated with detectably degraded GCMRDs can be assessed.
Any application of GCMRDs must involve the analysis of trade-offs between computation and bandwidth savings and the degree and type of perception and performance decrements that would result. Ideally, for most tasks in which a GCMRD is appropriate, a set of conditions can be identified that will provide substantial computation and/or bandwidth reduction while still maintaining adequate, and perhaps even normal, task performance. Simply because an implementation results in a detectably degraded GCMRD does not mean that performance will deteriorate (Loschky & McConkie, 20001 , and consequently performance costs must be assessed directly. Developers must set a clear performance-cost threshold as part of such an assessment. A prerequisite for this step in the design process is a clear definition of tasks that are critical and typical of the application (i.e., a task analysis). In addition, a consideration of the characteristics of potential users of the application is important.
The specific target application provides important constraints (e.g., budgetary) that are vital for determining the available development options. For example, whereas gaze-contingent D-A01 update is a feasible (and arguably the optimal) choice in the context of flight simulators, given the cost of gaze trackers such a method may not be an option for other applications, such as video teleconferencing and Internet image retrieval. Instead, hand-contingent and/or predictive D-A01 updating are likely to be the methods of choice for the latter applications.
Finally, as clearly demonstrated in the present article, human factors evaluation of relevant variables is vital for the development of the next generation of GCMRDs. The current review outlines a framework within which such research can be motivated, integrated, and evaluated. The human factors questions listed in the foregoing sections require investigating the perception and performance consequences of manipulated variables using both objective measures (e.g., accuracy, reaction time, saccade lengths, fixation durations) and subjective report measures (e.g., display quality ratings). Such investigations should be aimed at exploring the performance costs involved in detectably degraded GCMRDs and the conditions for achieving undetectably degraded GCMRDs. Although the issues and variables related to producing multiresolutional images and to moving the D-A01 were discussed separately, potential interactions and trade-offs between these variables should also be explored. As our review indicates, the vast majority of these issues related to the human factors of GCMRDs are yet to be investigated and therefore represent a fertile field for research.
