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Abstract
The C∗-subalgebra B of B(L2(T)) generated by all multiplication operators by slowly oscillating and
piecewise continuous functions, by the Cauchy singular integral operator and by the range of a unitary
representation of an amenable group of diffeomorphisms which acts topologically freely on T is studied.
A symbol calculus for the C∗-algebra B and a Fredholm criterion for the operators B ∈ B are estab-
lished by using a generalization of the local-trajectory method for studying C∗-algebras associated with
C∗-dynamical systems. This method is related to the Allan–Douglas local principle and its generalization
is based on the notion of spectral measure.
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Let B(L2(T)) be the C∗-algebra of all bounded linear operators acting on the Lebesgue space
L2(T), where T is the unit circle in C with the length measure and the usual anticlockwise
orientation. Given a diffeomorphism (shift) g on T, consider the unitary shift operator Ug defined
on L2(T) by
(Ugϕ)(t) :=
∣∣g′(t)∣∣1/2ϕ(g(t)), for t ∈ T. (1.1)
The C∗-algebra C = alg(PQC, ST,UH ) ⊂ B(L2(T)) generated by the Cauchy singular integral
operator ST, by the operators of multiplications by piecewise quasicontinuous (PQC) functions
[28], and by the unitary shift operators Uh (h ∈ H), where H is a discrete amenable group [13]
of shifts acting freely on T, was studied in [6]. Recall that the group of shifts H acts freely
on T if for each t ∈ T the points h(t) (h ∈ H ) are pairwise distinct. In [3] we studied the C∗-
algebra S = alg(A,UT) ⊂ B(L2(T)) generated by all the rotation operators Uz (z ∈ T) given
by (Uzϕ)(t) = ϕ(zt) for t ∈ T and by all the operators in the C∗-algebra A generated by the
multiplication operators by slowly oscillating and piecewise continuous functions and by the
operators eh,λSTe−1h,λI (h ∈ R, λ ∈ T) where eh,λ(t) = exp(h(t + λ)/(t − λ)) for t ∈ T \ {λ}. Ob-
viously, the group of rotations acts freely on T. The nonlocal C∗-algebras C and S are examples
of C∗-algebras associated with C∗-dynamical systems that were studied making use of a version
of the local-trajectory method developed by one of the authors in [14,16] (also see [17]). We
also mention applications of this method to convolution type operators with amenable groups
of shifts (see [15]). This method differs essentially from those applied for studying singular in-
tegral operators with shifts and piecewise continuous coefficients in the case of cyclic groups
of shifts having periodic points (see [18,19,22]) and subexponential groups [21]. Moreover, the
latter methods are not applicable in the case of amenable groups of shifts.
Let now G be an amenable group of orientation-preserving diffeomorphisms of T onto itself,
with the group operation given by (gh)(t) = h(g(t)) for g,h ∈ G, t ∈ T. We will denote by e the
identity map on T. Assume that all the diffeomorphisms g ∈ G \ {e} have the same set Λ of fixed
points where Λ is a finite subset of T. Then the group G acts on the contour T topologically
freely [1], that is, for each finite set F ⊂ G and each open arc γ ⊂ T there exists a point t ∈ γ
such that the points g(t) for g ∈ F are pairwise distinct.
Let PSO(T) be the C∗-algebra of piecewise slowly oscillating functions (see definition in
Section 2). Consider the C∗-algebra
A := alg(PSO(T), ST) (1.2)
of singular integral operators on L2(T) with PSO(T) coefficients, that is, the C∗-subalgebra of
B(L2(T)) generated by all the multiplication operators aI with a ∈ PSO(T) and by the Cauchy
singular integral operator ST.
The aim of this paper is to construct a Fredholm theory for the nonlocal C∗-algebra
B := alg(A,UG) ⊂ B
(
L2(T)
) (1.3)
generated by all operators A ∈ A and by all shift operators Ug (g ∈ G), or equivalently, to con-
struct an invertibility theory for the quotient C∗-algebra Bπ := B/K where K := K(L2(T)) is
the ideal of all compact operators in B(L2(T)) (by [12],K⊂A). Setting Aπ :=A/K, we see that
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and Uπg (g ∈ G) where Bπ := B +K for every B ∈ B(L2(T)).
Since the action of the group G on T is topologically free, the strategy proposed in this paper
to study the C∗-algebra B is different from that used for studying the C∗-algebras C and S.
Moreover, the previous approach is not applicable if shifts have fixed points and coefficients of
operators have discontinuities with different one-sided asymptotics at these points. Using the
notion of spectral measure and an appropriate decomposition of the maximal ideal space M(Zπ )
of a central subalgebra Zπ of Aπ , we decompose the C∗-algebra ϕ(Bπ ), where ϕ is a faithful
representation of Bπ in a Hilbert space, into the direct sum of a finite collection of operator
C∗-subalgebras Barc, B◦t and B∞t (t ∈ Λ). As a result, the invertibility of a coset Bπ in Bπ
is equivalent to the invertibility of all its “projections” in these C∗-subalgebras. The methods
applied and the invertibility conditions for such C∗-subalgebras are qualitatively different. While
for Barc we apply the local-trajectory method, the study of B◦t is based on its imbedding into
the direct sum of C∗-algebras of convolution type operators with oscillating symbols. Moreover,
one can exclude the influence of the C∗-algebras B∞t (t ∈ Λ) because the invertibility of the
“projection” in the C∗-algebra Barc implies the invertibility of the corresponding “projections”
in all C∗-algebras B∞t (t ∈ Λ). As a result, a symbol calculus for the C∗-algebra B and a
Fredholm criterion for the operators B ∈B are obtained.
The local-trajectory method elaborated in [14,17] for studying the abstract C∗-algebra B =
alg(A,UG) generated by a C∗-subalgebra A and a unitary representation U of an amenable
group G is presented in Section 3. In contrast to the local-trajectory methods developed in [1,
2], the method presented here is related to the Allan–Douglas local principle (see, e.g., [9])
and supply us with a convenient machinery for studying C∗-algebras of nonlocal type operators
with discontinuous data in case A has a non-trivial central subalgebra Z . In this section we also
describe a generalization of the local-trajectory method to the case when the induced shifts have
massive sets of fixed points on the maximal ideal space M(Z) of Z . This generalization worked
out in [14,17] and developed in this paper essentially uses the spectral measure associated to
the central subalgebra Z and to the faithful representation π of the C∗-algebra B in a Hilbert
space. This gives a theoretical scheme of decomposition of the C∗-algebra B into the direct
sum of operator C∗-algebras associated with some subsets of M(Z) invariant under the action
of the group G on M(Z). We finish Section 3 with a result that allows one to regard the spectral
measure as a strong limit of some operators in π(Z) (Lemma 3.4), and we establish Lemma 3.5
on norms of spectral projections, which is fundamental for the subsequent sections.
Section 4 is devoted to auxiliary results related to operators with fixed singularities. In partic-
ular, we consider an operator Vt ∈ B(L2(T)) with fixed singularity at a point t ∈ T which plays a
crucial role for studying the concrete C∗-algebras B◦t (t ∈ Λ). In Section 5 we present a symbol
calculus for the C∗-algebra A defined by (1.2), establish a general form of singular integral ope-
rators with PSO(T) coefficients and determine the symbols of the operators UgVt (g ∈ G, t ∈ Λ)
belonging to the C∗-algebra A of singular integral operators without shifts in case t ∈ Λ (see
[18,19]). In Section 6 we introduce a central subalgebra Zπ of the C∗-algebra Aπ and study its
maximal ideal space M(Zπ ) and the action of the group G on M(Zπ ).
Applying the theoretical scheme of Section 3, in Section 7 we obtain an abstract Fredholm
criterion for the operators B in the C∗-algebra B of the form (1.3) in terms of invertibility of
corresponding operators in the C∗-algebras Barc, B◦t and B∞t (t ∈ Λ) mentioned above (see
Theorem 7.1). In Sections 8 and 9 we establish explicit invertibility criteria for the C∗-algebras
Barc and B◦t (t ∈ Λ), respectively. First, using Lemma 3.5, we study the C∗-subalgebras Aarc
and A◦t (t ∈ Λ) and obtain invertibility criteria for these algebras. Then for the C∗-algebra Barc
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product of each coset Bπ ∈ Bπ and the coset V πt belongs to the C∗-algebra Aπ . In Section 10
an invertibility criterion for the C∗-algebra of functional operators with PSO(T) coefficients is
established and a general form of singular integral operators with shifts in the C∗-algebra B is
described. We also show there that the invertibility in the C∗-algebras B∞t (t ∈ Λ) follows from
the invertibility in Barc and therefore does not have influence on the Fredholm criterion for the
C∗-algebra B. Finally, in Section 11, collecting results of the previous Sections 7–10, we ela-
borate a symbol calculus for the C∗-algebra B and obtain an explicit Fredholm criterion for the
operators B ∈B in terms of their symbols.
2. Preliminaries
Given a Hilbert space H, we denote by B(H) the C∗-algebra of all bounded linear operators
on H and by K(H) the ideal of all compact operators on H. If S,T ∈ B(H) and S − T ∈K(H),
we will use the notation S  T . For an operator A ∈ B(H), let |A| denote the norm of the coset
Aπ := A+K(H) in the Calkin algebra B(H)/K(H), that is, |A| := infK∈K(H) ‖A+K‖. Given
two C∗-algebras A and B, we write A∼= B if they are isometrically ∗-isomorphic.
Let Γ be the real line R = (−∞,+∞), or the unit circle T in C, or an arc on R or on T
equipped with the Lebesgue length measure. The Cauchy singular integral operator SΓ is given
on L2(Γ ) by
(SΓ ϕ)(t) := lim
ε→0
1
πi
∫
Γ \Γ (t,ε)
ϕ(τ )
τ − t dτ, for t ∈ Γ,
where Γ (t, ε) = {τ ∈ Γ : |τ − t | < ε}. As is well known (see, e.g., [4]), SΓ is bounded on
L2(Γ ). If Γ = R or Γ = T, then S2Γ = I and hence SΓ generates the two orthogonal projections
P±Γ := 12 (I ± SΓ ).
Let C(Γ ) and PC(Γ ) denote the C∗-subalgebras of L∞(Γ ) consisting, respectively, of the
continuous functions on Γ and of the functions which have one-sided limits at each point of Γ .
Given λ ∈ T, let Cb(T \ {λ}) := C(T \ {λ}) ∩ L∞(T). By analogy with [28], a function f ∈
Cb(T \ {λ}) is called slowly oscillating at a point λ ∈ T if
lim
ε→0 osc
(
f,Γrε,ε(λ)
)= 0 (or equivalently, lim
ε→0 osc
(
f,Γε/2,ε(λ)
)= 0), (2.1)
where r ∈ (0,1), Γrε,ε(λ) := {z ∈ T: rε  |z− λ| ε}, and
osc
(
f,Γrε,ε(λ)
) := sup{∣∣f (z1)− f (z2)∣∣: z1, z2 ∈ Γrε,ε(λ)}.
We denote by SO(T) := alg{SOλ(T): λ ∈ T} the smallest C∗-subalgebra of L∞(T) which con-
tains all the C∗-algebras
SOλ(T) :=
{
f ∈ Cb
(
T \ {λ}): lim
ε→0 osc
(
f,Γε/2,ε(λ)
)= 0} (λ ∈ T).
Thus, SO(T) is the closure in L∞(T) of SO0(T), the (non-closed) subalgebra of L∞(T) consti-
tuted by the bounded functions which are continuous at all points of T except perhaps a finite set
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countable set of discontinuities on T, and these discontinuities are of slowly oscillating type.
Let PSO(T) := alg(SO(T),PC(T)) be the C∗-subalgebra of L∞(T) generated by the C∗-
algebras SO(T) and PC(T). Clearly, the set PSO0(T) of all finite sums of the form
f =
n∑
k=1
skpk
(
sk ∈ SO0(T), pk ∈ PC0(T), k = 1,2, . . . , n, n ∈ N
)
,
where PC0(T) consists of all functions in PC(T) with finite sets of discontinuities, is a dense
subalgebra of PSO(T).
Given a commutative unital C∗-algebraA, let M(A) denote the maximal ideal space ofA. As
usual, we do not distinguish the non-zero multiplicative linear functionals onA and their kernels,
which are maximal ideals of A.
As is well known, the maximal ideal spaces of the C∗-algebras C(T) and PC(T) are given by
M(C(T)) = T and M(PC(T)) = T × {0,1}, respectively, where the points t ∈ T are identified
with the evaluation functionals δt given by δt (f ) = f (t) for f ∈ C(T), and the pairs (t,0) and
(t,1) are the multiplicative linear functionals on PC(T) defined for a ∈ PC(T) by
(t,0)a = a(t − 0), (t,1)a = a(t + 0), (2.2)
where a(t − 0) and a(t + 0) are the left and right one-sided limits of a at the point t ∈ T. Since
C(T) ⊂ SO(T) ⊂ PSO(T), it follows (see [3,9]) that
M
(
SO(T)
)=⋃
t∈T
Mt
(
SO(T)
)
, M
(
PSO(T)
)= ⋃
ξ∈M(SO(T))
Mξ
(
PSO(T)
)
, (2.3)
where the corresponding fibers are given for t ∈ T and ξ ∈ M(SO(T)) by
Mt
(
SO(T)
)= {ξ ∈ M(SO(T)): ξ |C(T) = t},
Mξ
(
PSO(T)
)= {y ∈ M(PSO(T)): y|SO(T) = ξ}.
If a ∈ SO(T), then there is a sequence {an} ⊂ SO0(T) approximating a in the norm of L∞(T).
Hence, if ξ ∈ Mt(SO(T)) for some t ∈ T, then ξ(a) = limn ξ(an) where ξ(an) are partial limits
of the functions an at the point t . More precisely, there exists a sequence {tk} ⊂ T \ {t} such that
tk → t and ξ(an) = limk→∞ an(tk) for all n ∈ N (see, e.g., [3, Section 4]). The characterization
of the fibers Mξ(PSO(T)), with ξ ∈ M(SO(T)), can be done as follows.
Theorem 2.1. [3, Theorem 4.6] If ξ ∈ Mt(SO(T)) with t ∈ T, then
Mξ
(
PSO(T)
)= {(ξ,0), (ξ,1)}, (2.4)
where, for μ ∈ {0,1}, (ξ,μ)|SO(T) = ξ , (ξ,μ)|C(T) = t , (ξ,μ)|PC(T) = (t,μ), and (t,0) and
(t,1) are the multiplicative functionals on PC(T) given by (2.2).
M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126 91By (2.3) and (2.4), M(PSO(T)) = M(SO(T))×{0,1}. The Gelfand topology on M(PSO(T))
can be described as follows. If ξ ∈ Mt(SO(T)) (t ∈ T), a base of neighborhoods for (ξ,μ) ∈
M(PSO(T)) consists of all open sets of the form
U(ξ,μ) =
{
(Uξ,t × {0})∪ (U−ξ,t × {0,1}) if μ = 0,
(Uξ,t × {1})∪ (U+ξ,t × {0,1}) if μ = 1,
(2.5)
where Uξ,t = Uξ ∩ Mt(SO(T)), Uξ is an open neighborhood of ξ in M(SO(T)), and U−ξ,t , U+ξ,t
consist of all ζ ∈ Uξ such that τ = ζ |C(T) belong, respectively, to the sets
(−t, t) := {z ∈ T: arg t − π < arg z < arg t},
(t,−t) := {z ∈ T: arg t < arg z < arg t + π}. (2.6)
3. The local-trajectory method and the spectral measure
3.1. The local-trajectory method
Taking into account the importance of the local-trajectory method for this work, we recall
here its statements (see [14,17]).
Let A be a unital C∗-algebra and let Z be a central C∗-subalgebra of A with the same iden-
tity I . For a discrete group G with unit e, let U :g → Ug be a unitary representation of G, that
is, a homomorphism of the group G onto a group UG = {Ug: g ∈ G} of unitary elements, where
Ug1g2 = Ug1Ug2 and Ue = I . We denote by
B := alg(A,UG) (3.1)
the minimal C∗-algebra containing the C∗-algebra A and the group UG. Assume that
(A1) for every g ∈ G the mappings αg : a → UgaU∗g are ∗-automorphisms of the C∗-algebras
A and Z .
According to (A1), B is the closure of the set B0 consisting of all elements of the form b =∑
agUg where ag ∈A and g runs through finite subsets of G.
Since the C∗-algebra Z is commutative, we deduce from the Gelfand–Naimark theorem (see,
e.g., [26, Section 16]) that Z ∼= C(M(Z)) where C(M(Z)) is the C∗-algebra of all continuous
complex-valued functions on the maximal ideal space M(Z) of Z . Furthermore, if (A1) is ful-
filled, then each ∗-automorphism αg : Z → Z induces a homeomorphism βg : M(Z) → M(Z)
given by the rule
z
[
βg(m)
]= [αg(z)](m), z ∈Z, m ∈ M(Z), g ∈ G, (3.2)
where z(·) ∈ C(M(Z)) is the Gelfand transform of the element z ∈ Z . The set G(m) :=
{βg(m): g ∈ G} is called the G-orbit of a point m ∈ M(Z).
In what follows we also assume that
(A2) G is an amenable discrete group.
92 M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126By [13], a discrete group G is called amenable if the C∗-algebra l∞(G) of all bounded
complex-valued functions on G with sup-norm has an invariant mean, that is, a positive linear
functional ρ of norm 1 satisfying the condition
ρ(f ) = ρ( sf ) = ρ(fs) for all s ∈ G and all f ∈ l∞(G),
where ( sf )(g) = f (s−1g), (fs)(g) = f (gs), g ∈ G. Finite groups, commutative groups, subex-
ponential groups and solvable groups are examples of amenable groups (see, e.g., [1,13,17]).
Let us equip the set PA of all pure states (see, e.g., [10,25]) of the C∗-algebra A with the
induced weak∗ topology, and let Jm be the closed two-sided ideal of A generated by the max-
imal ideal m ∈ M(Z) of the central C∗-algebra Z ⊂ A. By [7, Lemma 4.1], if μ ∈ PA, then
Kerμ ⊃ Jm where m :=Z ∩ Kerμ ∈ M(Z), and hence PA =⋃m∈M(Z){ν ∈ PA: Kerν ⊃ Jm}.
Furthermore, assume that
(A3) there is a set M0 ⊂ M(Z) such that for every finite set G0 ⊂ G and for every nonempty
open set W ⊂ PA there exists a state ν ∈ W such that βg(mν) = mν for all g ∈ G0 \ {e},
where the point mν = Z ∩ Kerν belongs to the G-orbit G(M0) := {βg(m): g ∈ G, m ∈
M0} of the set M0.
If the C∗-algebra A is commutative, then the set PA of all pure states of A coincides with the set
of non-zero multiplicative linear functionals of A (see, e.g., [10, Corollary 2.3.21]). Therefore,
choosing Z = A and identifying the set of non-zero multiplicative linear functionals of A with
the maximal ideal space M(A) of A, we can rewrite (A3) in the form
(A30) there is a set M0 ⊂ M(A) such that for every finite set G0 ⊂ G and every nonempty open
set W ⊂ M(A) there exists a point m0 ∈ W ∩ G(M0) such that βg(m0) = m0 for all
g ∈ G0 \ {e}.
For every m ∈ M(Z), let π˜m be an isometric representation
π˜m :A/Jm → B(Hm) (3.3)
of the quotient algebra A/Jm in a Hilbert space Hm. Further, consider the canonical∗
-homomorphism m :A→A/Jm and the representation
π ′m :A→ B(Hm), A → (π˜m ◦ m)(A). (3.4)
Let Ω be the set of G-orbits of all points m ∈ M0 with M0 ⊂ M(Z) taken from (A3), let
Hω = Hm where m = mω is an arbitrary fixed point of an orbit ω ∈ Ω , and let l2(G,Hω)
be the Hilbert space of all functions f :G → Hω such that f (g) = 0 for at most countable
set of points g ∈ G and ∑‖f (g)‖2Hω < ∞. For every ω ∈ Ω we consider the representation
πω :B→ B(l2(G,Hω)) defined for all a ∈A, all g,h ∈ G and all f ∈ l2(G,Hω) by[
πω(a)f
]
(g) = π ′mω
(
αg(a)
)
f (g),
[
πω(Uh)f
]
(g) = f (gh). (3.5)
Slightly modifying the proof of Theorem 4.1 in [17] (cf. also [17, Theorem 4.12] where the
superfluous condition of the closedness of the set M0 ⊂ M(Z) was imposed), we establish the
following result.
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if and only if for every orbit ω ∈ Ω the operator πω(b) is invertible on the space l2(G,Hω) and,
in the case of infinite Ω ,
sup
{∥∥(πω(b))−1∥∥: ω ∈ Ω}< ∞.
Proof. Consider the representation π = ⊕ω∈Ω πω of the C∗-algebra B in the Hilbert space⊕
ω∈Ω l2(G,Hω). Let us first show that π is a ∗-isomorphism of the C∗-algebra A onto the C∗-
algebra π(A). To this end it is sufficient to prove that ‖π(a)‖ = ‖a‖ for all a ∈ A. For every
Y ⊂ M(Z), let
PY :=
⋃
m∈Y
Pm, Pm := {ν ∈PA: Kerν ⊃ Jm}.
Hence PA =PM(Z). By the definition of the set M0 in (A3), any pure state μ ∈ PA is contained
in the weak∗ closure of the set PG(M0). Then it follows from [11, Proposition 2.7.1] that
‖a‖ = sup{√μ(a∗a): μ ∈ PA}= sup{√μ(a∗a): μ ∈PG(M0)}. (3.6)
In virtue of the bijection ν → ν ◦m of the set P˜m of all pure states of the quotient algebra A/Jm
onto Pm for any m ∈ M(Z) (see [11, Proposition 2.11.8(i)]) and of the bijection μ → μ ◦ αg of
Pm onto Pβg(m) for m ∈ M(Z) and g ∈ G, we infer from (3.3) and (3.4) that
∥∥π ′m(αg(a))∥∥= ∥∥m(αg(a))∥∥= sup{√(ν ◦ m ◦ αg)(a∗a): ν ∈ P˜m}
= sup{√(μ ◦ αg)(a∗a): μ ∈ Pm}= sup{√μ(a∗a): μ ∈Pβg(m)}
for all a ∈A, g ∈ G, m ∈ ω. Hence, for a fixed m ∈ ω, we obtain
∥∥πω(a)∥∥= sup{∥∥π ′m(αg(a))∥∥: g ∈ G}= sup{√μ(a∗a): μ ∈PG(m)}. (3.7)
Finally, (3.6) and (3.7) imply that
∥∥π(a)∥∥= sup{∥∥πω(a)∥∥: ω ∈ Ω}= sup{√μ(a∗a): μ ∈ PG(M0)}= ‖a‖.
Consequently, A∼= π(A).
Since assumptions (A1)–(A3) for the C∗-algebra B are satisfied and
π
(
UgaU
∗
g
)= π(Ug)π(a)π(U∗g ) for all a ∈A and all g ∈ G,
we infer from [14, Theorem 2] (also see [17, Theorem 3.3]) that B ∼= π(B). The C∗-algebra
π(B) consists of the operator functions π(b) :ω → πω(b) (b ∈ B, ω ∈ Ω) with the norm
‖π(b)‖ = sup{‖πω(b)‖: ω ∈ Ω}. Therefore, taking into account the inverse closedness of the
C∗-algebras, we obtain the assertion of the theorem. 
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If condition (A3) is not fulfilled we need to use spectral measures to decompose the initial
C∗-algebra into an orthogonal sum of C∗-algebras for which either such condition holds or these
algebras can be studied by other methods. Here we present the corresponding generalization of
the local-trajectory method elaborated in [14,17] and complemented in this paper.
Let M be a compact Hausdorff space and H a Hilbert space. By [26, p. 249], a spectral
measure P(·) is a map from the σ -algebra R(M) of all Borel subsets of M into the set of
orthogonal projections in B(H) such that for every ξ ∈H the function Δ → (P (Δ)ξ, ξ) is the
restriction to Borel sets of a measure on M defined by an integral on C(M). Hence, for all
Δ1,Δ2 ∈R(M):
(i) P(∅) = 0, P(M) = I (the identity operator in B(H)),
(ii) P(Δ1 ∩Δ2) = P(Δ1)P (Δ2),
(iii) P(Δ1 ∪Δ2) = P(Δ1)+ P(Δ2) if Δ1 and Δ2 are disjoint sets.
Consider now the C∗-algebra B= alg(A,UG) defined by (3.1) under the only condition (A1)
of the local-trajectory method for the C∗-algebras A and Z ⊂ A. As is known (see, e.g., [11,
Theorem 2.6.1]), there exists an isometric representation π :B→ B(H) of the C∗-algebra B in
a Hilbert space H.
Let R(M(Z)) denote the σ -algebra of all Borel subsets of M(Z), and let
RG
(
M(Z))= {Δ ∈R(M(Z)): βg(Δ) = Δ for all g ∈ G}, (3.8)
where the homeomorphisms βg are given by (3.2). According to [26, Section 17], for the rep-
resentation π |Z :Z → B(H) of a unital commutative C∗-algebra Z , there is a unique spectral
measure Pπ(·) which commutes with all operators in the C∗-algebra π(Z) and in its commutant
π(Z)′, and such that
π(z) =
∫
M(Z)
z(m)dPπ(m) for all z ∈Z, (3.9)
where z(·) ∈ C(M(Z)) is the Gelfand transform of an element z ∈Z .
Since az = za for all a ∈A and all z ∈Z , it follows that
π(a)Pπ(Δ) = Pπ(Δ)π(a) for all Δ ∈R
(
M(Z)) and all a ∈A. (3.10)
Moreover, if (A1) holds then, by [17, Lemma 4.6],
π(Ug)Pπ(Δ) = Pπ(Δ)π(Ug) for all Δ ∈RG
(
M(Z)) and all g ∈ G. (3.11)
Given Δ ∈RG(M(Z)) such that Pπ(Δ) = 0, we define the Hilbert space
HΔ := Pπ(Δ)H=
{
Pπ(Δ)ξ : ξ ∈H
}
and introduce the following three C∗-subalgebras of B(HΔ):
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{
Pπ(Δ)π(b): b ∈B
}
,
AΔ :=
{
Pπ(Δ)π(a): a ∈A
}
, and ZΔ :=
{
Pπ(Δ)π(z): z ∈Z
}
.
Since Z is a central C∗-subalgebra of A, we immediately conclude from (3.10) that ZΔ is a
central C∗-subalgebra of AΔ, where AΔ ⊂BΔ.
For each Borel set Δ ∈ R(M(Z)), let IntΔ and Δ denote the interior and the closure of Δ,
respectively, and let Δ˜ be the closed subset of Δ given by
Δ˜ = {m ∈ M(Z): Pπ(Wm ∩Δ) = 0 for every open neighborhood Wm of m}. (3.12)
Let us summarize some important properties of the sets Δ˜.
Lemma 3.2. [17, Lemmas 5.1–5.2] If Δ ∈R(M(Z)) and IntΔ = ∅, then
(i) Pπ(Δ) = 0;
(ii) ZΔ ∼= C(Δ˜);
(iii) IntΔ ⊂ Δ˜ ⊂ Δ;
(iv) Δ˜ = IntΔ in case Pπ(Δ \ IntΔ) = 0.
Fix Δ ∈RG(M(Z)). Obviously, Δ˜ ∈RG(M(Z)) as well. For every g ∈ G, we consider the
unitary operator Ug,Δ := Pπ(Δ)π(Ug) on HΔ. As condition (A1) holds, the mappings
αg,Δ :Pπ(Δ)π(a) → Ug,ΔPπ(Δ)π(a)U∗g,Δ = Pπ(Δ)π
(
UgaU
∗
g
)
Pπ(Δ) (g ∈ G)
are ∗-automorphisms of the C∗-algebras ZΔ and AΔ. Since ZΔ ∼= C(Δ˜) where Δ˜ ∈RG(M(Z))
and the isomorphism is given by Pπ(Δ)π(z) → z(·)|Δ˜ where z(·)|Δ˜ is the restriction of the
Gelfand transform for z ∈ Z to Δ˜, it follows that each ∗-automorphism αg,Δ induces on Δ˜ the
homeomorphism βg,Δ := βg|Δ˜, where βg is defined by (3.2).
Combining the properties of the spectral measure Pπ(·) with (3.10) and (3.11), we obtain the
following decomposition result.
Proposition 3.3. Let π :B → B(H) be an isometric representation of the C∗-algebra B =
alg(A,UG) in a Hilbert space H and let {Δi} be an at most countable family of disjoint Borel
sets in RG(M(Z)) such that Pπ(Δi) = 0 for all i and Pπ(M(Z) \⋃i Δi) = 0. If condition (A1)
is fulfilled, then the mapping
Θ :B→
⊕
i
BΔi , b →
⊕
i
Pπ (Δi)π(b)
is an isometric C∗-algebra homomorphism from the C∗-algebra B into the C∗-algebra B˜ :=⊕
i BΔi . Then an element b ∈B is invertible if and only if for each i the operator Pπ(Δi)π(b)
is invertible on the Hilbert space HΔi and
sup
i
∥∥(Pπ(Δi)b)−1∥∥< ∞ in case {Δi} is countable.
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follows that Pπ(Δi)π(b) = Pπ(Δi)π(b)Pπ(Δi) for all i and all b ∈B, which easily implies that
Θ is a C∗-algebra homomorphism of the C∗-algebra B into the C∗-algebra B˜=⊕i BΔi .
Since the function R(M(Z)) → R,Δ → (Pπ(Δ)ξ, ξ) is countably additive for every ξ ∈H,
we conclude that∑
i
(
Pπ(Δi)ξ, ξ
)= (Pπ(⋃
i
Δi
)
ξ, ξ
)
= (Pπ (M(Z))ξ, ξ)= (ξ, ξ),
which implies that
∑
i ‖Pπ(Δi)ξ‖2 = ‖ξ‖2 < ∞ because the projections Pπ(Δi) are self-
adjoint. Hence taking into account the equality∥∥∥∥∥ξ −
n∑
i=1
Pπ(Δi)ξ
∥∥∥∥∥
2
= ‖ξ‖2 −
n∑
i=1
∥∥Pπ(Δi)ξ∥∥2,
we infer that ∑
i
Pπ (Δi)ξ = ξ for all ξ ∈H. (3.13)
If Θ(b1) = Θ(b2) for some b1, b2 ∈B, then
Pπ(Δi)π(b1) = Pπ(Δi)π(b2) for all i,
which implies in view of (3.13) that
π(b1)ξ =
∑
i
Pπ (Δi)π(b1)ξ =
∑
i
Pπ (Δi)π(b2)ξ = π(b2)ξ for all ξ ∈H.
Hence, π(b1) = π(b2) and therefore b1 = b2 because the representation π is isometric. Thus, the
C∗-algebra homomorphism Θ is injective and consequently isometric. Therefore, an element
b ∈ B is invertible if and only if Θ(b) is invertible in the C∗-algebra Θ(B) or, equivalently,
Θ(b) is invertible in B˜, which means that for every i the operator Pπ(Δi)b is invertible on the
Hilbert space HΔi and supi‖(Pπ(Δi)b)−1‖ < ∞ if the family {Δi} is countable. 
Thus, it is sufficient to study the C∗-algebras BΔi separately. If these algebras satisfy condi-
tions (A1)–(A3), we can apply Theorem 3.1 (for more general situations see [17, Section 5]).
We finish this section with two results on spectral measures that are crucial for studying
some C∗-algebras BΔi (see Sections 8 and 10). Recall (see, e.g., [26, Section 17]) that if
π :A→ B(H) is a representation of a unital C∗-algebra A in a Hilbert space H, then there
exist a system {Hα} of mutually orthogonal subspaces of H and a system {πα} of cyclic repre-
sentations πα :A→ B(Hα) such that π =⊕α πα :A→⊕α B(Hα).
Lemma 3.4. Let π :Z → B(H) be a representation of a commutative unital C∗-algebra Z in
a Hilbert space H, M(Z) the maximal ideal space of Z and π =⊕α πα the decomposition of
the representation π into the direct sum of cyclic representations πα in the mutually orthogonal
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α∈QHα of H with a finite set Q, there is a sequence of elements zn ∈Z such that
Pπ(Δ) = s-lim
n→∞π(zn) on the spaceH
′.
Proof. Fix Δ ∈ R(M(Z)). Since H =⊕αHα , every vector ξ ∈H is represented in the form
ξ = {ξα} where ξα ∈ Hα , ξα = 0 only for an at most countable set of indices α, and ‖ξ‖2H =∑
α ‖ξα‖2Hα < ∞. Let ξ0α be a cyclic vector in Hα . Since the representations πα are cyclic, there
exist isometric isomorphisms ψα :Hα → L2(M(Z),μα) such that the operators π(z) (z ∈ Z)
and the spectral measure Pπ(Δ) are given by
π(z) =
⊕
α
ψ−1α z(·)ψα, Pπ(Δ) =
⊕
α
ψ−1α χΔ(·)ψα,
where χΔ is the characteristic function of the Borel set Δ and μα is the measure on M(Z)
induced by the integral Iα(z(·)) := (π(z)ξ0α, ξ0α). For the Borel set Δ there exist (see, e.g., [26,
Section 6]) open sets un,α and closed sets vn,α such that
vn,α ⊂ Δ ⊂ un,α, μα(un,α \ vn,α) < 1
n
.
Let H′ be a subspace of H of the form ⊕α∈QHα where Q is a finite set, and consider now the
open sets un =⋂α∈Q un,α and the closed sets vn =⋃α∈Q vn,α . Obviously,
μα(un \ vn) < 1/n (α ∈ Q). (3.14)
By the Urysohn lemma, for each n ∈ N, there are functions zn(·) ∈ C(M(Z)) such that 0 
zn(m) 1 for all m ∈ M(Z), zn(m) = 1 if m ∈ vn and zn(m) = 0 if m ∈ M(Z) \ un. Let zn be
the element in Z whose Gelfand transform is the function zn(·). Hence,
π(zn) =
⊕
α
ψ−1α zn(·)ψα (n ∈ N).
For every ξ = {ξα}α∈Q ∈H′ consider the functions ξα(·) = ψαξα . Then we get∥∥(Pπ(Δ)− π(zn))ξ∥∥2H = ∑
α∈Q
∥∥(Pπ(Δ)− π(zn))ξα∥∥2Hα
=
∑
α∈Q
∫
M(Z)
∣∣χΔ(m)− zn(m)∣∣2∣∣ξα(m)∣∣2 dμα(m)

∑
α∈Q
∫
un\vn
∣∣ξα(m)∣∣2 dμα(m).
Hence from (3.14) it follows that Pπ(Δ) = s-limn→∞ π(zn) on the space H′. 
Note that Lemma 3.4 follows from the proof of [17, Lemma 4.6]. We gave its proof because
we use it in the next assertion.
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unit. Let π :A→ B(H) be a representation of A in a Hilbert space H. Given an open set Δ of
the maximal ideal space M(Z) of Z , let Z(Δ) denote the subset of Z composed by the elements
z ∈ Z whose Gelfand transforms z(·) are real functions in C(M(Z)) with support in Δ and
values in the segment [0,1]. Then∥∥Pπ(Δ)π(a)∥∥B(H) = sup
z∈Z(Δ)
∥∥π(az)∥∥B(H) for all a ∈A. (3.15)
Proof. Fix a ∈ A and an open set Δ ∈ R(M(Z)). Since π(z) = Pπ(Δ)π(z) for all z ∈ Z(Δ)
and since π(a)Pπ(Δ) = Pπ(Δ)π(a), we obtain
π(az) = π(a)π(z) = π(a)Pπ(Δ)π(z) = Pπ(Δ)π(a)π(z).
Therefore, because ‖π(z)‖B(H)  1 for all z ∈Z(Δ), we get
sup
z∈Z(Δ)
∥∥π(az)∥∥B(H)  ∥∥Pπ(Δ)π(a)∥∥B(H). (3.16)
Since Δ is open, from the proof of Lemma 3.4 it follows that for every subspaceH′ =⊕α∈QHα
of H with finite Q there is a sequence {zn} ⊂ Z(Δ) such that Pπ(Δ) = s-limn→∞ π(zn) on the
space H′. Hence, for every ξ ∈H′,∥∥π(a)Pπ(Δ)ξ∥∥H = limn→∞∥∥π(azn)ξ∥∥H  sup
z∈Z(Δ)
∥∥π(az)∥∥B(H)‖ξ‖H,
which implies, by the density of the union of all subspaces H′ with finite Q in H, that∥∥π(a)Pπ(Δ)∥∥B(H)  sup
z∈Z(Δ)
∥∥π(az)∥∥B(H). (3.17)
Finally, combining (3.16), (3.17) and (3.10) we get (3.15). 
4. Singular integral operators with fixed singularities
Let J := [0,1]. Consider the operators Rω,R(1)ω ,Kη,h given on L2(J ) by
(Rωϕ)(t) = 1
πi
∫
J
ϕ(x)
x +ωt dx,
(
R(1)ω ϕ
)
(t) = 1
πi
∫
J
ϕ(x)
x +ωt − (1 +ω)xt dx,
(Kη,hϕ)(t) = 1
πi
∫
J
η′(x)ϕ(x)
η(x)− h(t) dx (t ∈ J ), (4.1)
where ω > 0, the functions η,h are orientation-preserving diffeomorphisms of the segment J
onto smooth arcs, and either η = h identically on J , or η(x) = h(t) only for x = t = 0 and
h′(0)/η′(0) = −ω. By [19,20], all the operators Rω,R(1)ω ,Kη,h are bounded on the space L2(J ).
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space L2(J ).
Following [18], for a ∈ L∞(R), we consider the operator
H(a) := W−1F−1aFW ∈ B(L2(J )),
where the operators F ∈ B(L2(R)) and W ∈ B(L2(J ),L2(R)) are defined by
(Fϕ)(x) := 1√
2π
∫
R
e−ixyϕ(y) dy, (Wϕ)(x) = e
x/2
1 + ex ϕ
(
ex
1 + ex
)
.
Let χγ stand for the characteristic function of a set γ .
Lemma 4.2. For every ω > 0, every ε ∈ (0,1), and every a ∈ PC(J ),
Rω  χ[0,ε]R(1)ω  R(1)ω χ[0,ε]I, aRω  RωaI  a(0)Rω, (4.2)
where the operator R(1)ω belongs to the C∗-algebra alg(I, SJ ) generated by the operators I
and SJ , and
R(1)ω = (SJ − I )(1+α)/2(SJ + I )(1−α)/2 = H
(
vω(u)
)
, SJ = H(u), (4.3)
πiα = lnω, vω(u) := (u− 1)(1+α)/2(u+ 1)(1−α)/2 :x → ω−1/2+ixv(x), (4.4)
u(x) := tanh(πx), v(x) := −i/ cosh(πx) (x ∈ R). (4.5)
Here relations (4.2) follow from [19, Lemma 2.1]. Combining [23, Theorem 2.3] and [18,
Lemma 1.1] (also see [20, Theorem 5.4]) we obtain (4.3)–(4.5).
To each point t ∈ T we assign simple arcs γt,i ⊂ T (i = 1,2) such that their union forms
a neighborhood γt := γt,1 ∪ γt,2 of the point t , γt,1 ∩ γt,2 = {t}, γt is separated from −t , and
γt,1 ∩ (−t, t) = ∅, γt,2 ∩ (t,−t) = ∅, where (−t, t), (t,−t) are given by (2.6). Let ηt,i (t ∈ T,
i = 1,2) be diffeomorphisms of the segment J onto γt,i such that ηt,i(0) = t and |η′t,i (0)| = 1.
For every t ∈ T, we introduce the isometric isomorphism
Υt :L
2(γt ) → L22(J ), ϕ →
( |η′t,1|1/2(ϕ ◦ ηt,1)
|η′t,2|1/2(ϕ ◦ ηt,2)
)
. (4.6)
Then for all a ∈ L∞(T) and all t ∈ T it follows (see, e.g., [19, (2.7)]) that
ΥtaΥ
−1
t =
(
(a ◦ ηt,1)I 0
0 (a ◦ ηt,2)I
)
, ΥtSγt Υ
−1
t 
(
SJ −R1
R1 −SJ
)
. (4.7)
For every t ∈ T let us consider the operator Vt ∈ B(L2(T)) given by
(Vtϕ)(z) := χ
+
t (z)
πi
∫
ϕ(y)χ+t (y)
y + z− 2t dy −
χ−t (z)
πi
∫
ϕ(y)χ−t (y)
y + z− 2t dy, z ∈ T, (4.8)T T
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erator Vt has a fixed singularity at the point t , and hence χγ Vt  0 for every arc γ ⊂ T separated
from t . Again following [19] we obtain
ΥtVtΥ
−1
t  diag{R1,R1}. (4.9)
Applying (4.7), (4.9) and Lemma 4.2, we infer that
aVt  VtaI, STVt  VtST for all a ∈ PC(T) and all t ∈ T. (4.10)
Since R1  (1 − t)R(1)1 due to (4.2), we deduce from Lemma 4.2 that the operator R1 belongs
to the C∗-algebra alg(C(J ), SJ ) ⊂ B(L2(J )) of singular integral operators with continuous co-
efficients. Hence it follows from (4.7) and (4.9) that the operators Vt for all t ∈ T are in the
C∗-algebra alg(PC(T), ST) ⊂ B(L2(T)) of singular integral operators with piecewise continu-
ous coefficients. Therefore, as
aST  STaI for all a ∈ SO(T) (4.11)
(see, e.g., the proof of [3, Theorem 6.2]), we conclude that
aVt  VtaI for all a ∈ SO(T) and all t ∈ T. (4.12)
5. Symbol calculus for the C∗-algebra A
Let R˙ = R ∪ {∞} and R = [−∞,+∞] be the one-point and the two-point compactification
of the real line R, respectively. Consider the set
M := M(SO(T))× R (5.1)
equipped with the discrete topology. Let BC(M,C2×2) stand for the C∗-algebra of all bounded
continuous matrix functions f :M→ C2×2.
Theorem 5.1. Let A be the C∗-algebra (1.2). The map
Sym :
{
aI : a ∈ PSO(T)}∪ {ST} → BC(M,C2×2)
given by the matrix functions
(SymaI)(ξ, x) :=
(
a(ξ,1) 0
0 a(ξ,0)
)
, (SymST)(ξ, x) :=
(
u(x) −v(x)
v(x) −u(x)
)
, (5.2)
with the functions u,v defined by (4.5), extends to a C∗-algebra homomorphism Sym :A →
BC(M,C2×2) whose kernel is the ideal K of all compact operators on L2(T). An operator
A ∈A is Fredholm on the space L2(T) if and only if
det
(
(SymA)(ξ, x)
) = 0 for all (ξ, x) ∈M.
M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126 101Proof. Let M := M(SO(T)) × [0,1]. Since PSO(T) is a C∗-subalgebra of the C∗-algebra
PQC(T) of piecewise quasicontinuous functions on T, we derive from [8, Section 7] that the
mapping
S˜ym :
{
aI : a ∈ PSO(T)}∪ {ST} → BC(M,C2×2),
given by the matrix functions
(S˜ymaI)(ξ,μ) :=
(
a(ξ,1)μ+ a(ξ,0)(1 −μ) [a(ξ,1)− a(ξ,0)]√μ(1 −μ)
[a(ξ,1)− a(ξ,0)]√μ(1 −μ) a(ξ,1)(1 −μ)+ a(ξ,0)μ
)
,
(S˜ymST)(ξ,μ) := diag{1,−1},
extends to a C∗-algebra homomorphism S˜ym :A → BC(M,C2×2) whose kernel coincides
with K, and an operator A ∈A is Fredholm on the space L2(T) if and only if
det
(
(S˜ymA)(ξ,μ)
) = 0 for all (ξ,μ) ∈ M.
The result follows now from the fact that
(SymA)(ξ, x) = (SymGA)
(
ξ,μ(x)
)
for all A ∈A and all (ξ, x) ∈M,
where μ(x) := (1 + u(x))/2 ∈ [0,1] for x ∈ R and
(SymGA)(ξ,μ) :=
( √
μ
√
1 −μ
−i√1 −μ i√μ
)
(S˜ymA)(ξ,μ)
( √
μ
√
1 −μ
−i√1 −μ i√μ
)−1
for all (ξ,μ) ∈ M . 
Theorem 5.2. Every operator A ∈A is uniquely represented in the form
A = a+P+T + a−P−T +HA, (5.3)
where a± ∈ PSO(T), P±T = (I ± ST)/2 and (SymHA)(ξ,±∞) = 02×2 for all ξ ∈ M(SO(T)).
Moreover, the mappings A → a± are C∗-algebra homomorphisms of the C∗-algebra A onto the
C∗-algebra PSO(T), and
‖a±‖L∞(T)  |A| := inf
K∈K
‖A+K‖. (5.4)
Proof. Let A0 be the non-closed subalgebra of A generated by the operators aI (a ∈
PSO0(T)) and ST. Obviously, every operator A ∈ A0 is of the form (5.3) where a± ∈
PSO0(T) and (SymHA)(ξ,±∞) = 02×2 for all ξ ∈ M(SO(T)). Therefore, by (5.2) and
(4.5), (SymA)(ξ,±∞) is a diagonal matrix for every ξ ∈ M(SO(T)) and its diagonal entries
(SymA)11(ξ,±∞) and (SymA)22(ξ,±∞) satisfy the relations
(SymA)11(ξ,+∞) = a+(ξ,1), (SymA)11(ξ,−∞) = a−(ξ,1),
(SymA)22(ξ,−∞) = a+(ξ,0), (SymA)22(ξ,+∞) = a−(ξ,0). (5.5)
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‖a±‖L∞(T) = max
ξ∈M(SO(T))
max
{∣∣(SymA)11(ξ,±∞)∣∣, ∣∣(SymA)22(ξ,∓∞)∣∣} |A|,
respectively. Consequently, the mappings A → a± extends by continuity to C∗-algebra ho-
momorphisms of the C∗-algebra A onto PSO(T) that preserve (5.4). This implies the unique
representation (5.3) for every A ∈A. 
Let us determine the symbols of the operators Vt with fixed singularities.
Lemma 5.3. For each t ∈ T the operator Vt given by (4.8) belongs to the C∗-algebra A and its
symbol is given by
(SymVt)(ξ, x) :=
{
diag{v(x), v(x)} if (ξ, x) ∈ Mt(SO(T))× R,
02×2 if (ξ, x) ∈M \ (Mt(SO(T))× R),
where v(x) and M are defined by (4.5) and (5.1), respectively.
Proof. Fix a sequence of polynomials Pn(u) =∑nk=0 ak,nuk with coefficients ak,n ∈ C that con-
verges uniformly to the function
√
u2 − 1 ∈ C([−1,1]). By Lemma 4.2, for the corresponding
operator sequence Pn(SJ ) =∑nk=0 ak,nSkJ and for every ε ∈ (0,1), we obtain
R1  χ[0,ε]R(1)1 = χ[0,ε]H
(
v1(u)
)= χ[0,ε]H (√u2 − 1)= χ[0,ε] lim
n→∞Pn(SJ ),
whence for the associated cosets in B(L2(J ))/KJ it follows that
R1 +KJ = lim
n→∞
(
χ[0,1/n]Pn(SJ )+KJ
)
, (5.6)
where KJ is the ideal of compact operators in B(L2(J )). Using (4.7) and (4.9) we infer from
(5.6) that, for each t ∈ T,
(Vt )
π = lim
n→∞
(
at,nPn
(
χ+t STχ+t I − χ−t STχ−t I
))π
, (5.7)
where at,n ∈ PC(T) are characteristic functions of open neighborhoods of the point t ,
suppat,n+1 ⊂ suppat,n and ⋂n∈N suppat,n = {t}. Since(
Sym
(
χ+t STχ+t I − χ−t STχ−t I
))
(ξ, x) = diag{u(x),u(x)} (5.8)
for all (ξ, x) ∈ Mt(SO(T)) × R, and since the sequence Pn(u(x)) converges uniformly on R to
the function v(x) =√u2(x)− 1, where the functions u(x) and v(x) are given by (4.5), we get
the desired result from (5.7) and (5.2). 
Finally, we study the product UgVt of the shift operator Ug given by (1.1) and the operator Vt
with a fixed singularity at the point t being a fixed point of g.
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a fixed point of g. Then UgVt  VtUg , UgVt ∈A, and(
Sym(UgVt )
)
(ξ, x)
:=
{
diag{eix lng′(t)v(x), eix lng′(t)v(x)} if (ξ, x) ∈ Mt(SO(T))× R,
02×2 if (ξ, x) ∈M \ (Mt(SO(T))× R).
Proof. The relation UgVt  VtUg follows from [21, (5.24)]. Furthermore, (4.8) implies that
UgVt  Vg,t where for every z ∈ T,
(Vg,tϕ)(z) :=
∣∣g′(z)∣∣1/2(χ+t (z)
πi
∫
T
ϕ(y)χ+t (y)
y + g(z)− 2t dy −
χ−t (z)
πi
∫
T
ϕ(y)χ−t (y)
y + g(z)− 2t dy
)
.
Setting gt,k := g ◦ ηt,k for k = 1,2 and applying Lemma 4.1 and (4.2), we get
ΥtVg,tΥ
−1
t = diag
{∣∣g′t,1∣∣1/2Kηt,1,−gt,1 ∣∣(ηt,1)′∣∣−1/2I, ∣∣g′t,2∣∣1/2Kηt,2,−gt,2 ∣∣(ηt,2)′∣∣−1/2I}
 diag{ω1/2Rω, ω1/2Rω} with ω = g′(t), (5.9)
where the operators Kh,η and Rω are given by (4.1). According to Lemma 4.2, ω1/2R(1)ω =
H(ω1/2vω(u)) where ω1/2vω(u(x)) = ωixv(x). Since the function
vω(u) = (u− 1)(1+α)/2(u+ 1)(1−α)/2
belongs to C([−1,1]), similarly to the proof of Lemma 5.3 there exists a sequence of opera-
tors Pn(SJ ) =∑nk=0 ak,nSkJ with coefficients ak,n ∈ C such that the sequence of polynomials
Pn(u) =∑nk=0 ak,nuk converges uniformly to the function ω1/2vω(u) and
ω1/2Rω +KJ = lim
n→∞
(
χ[0,1/n]Pn(SJ )+KJ
)
. (5.10)
Hence, we deduce from (5.9), (5.10) and (4.7) that
(UgVt )
π = (Vg,t )π = lim
n→∞
(
at,nPn
(
χ+t STχ+t I − χ−t STχ−t I
))π
, (5.11)
where the functions at,n ∈ PC(T) are described in the proof of Lemma 5.3. Thus (cf. [19]), the
operator UgVt belongs to the C∗-algebra A. Since the sequence Pn(u(x)) converges uniformly
on R to the function ω1/2vω(u(x)) = eix lng′(t)v(x), we determine Sym(UgVt ) from (5.11), (5.8)
and (5.2). 
6. Action of the group G on the maximal ideal space of a central C∗-subalgebra of Aπ
Let us introduce a central subalgebra of Aπ . Consider the set of polynomials
P :=
{
Pn(u) =
n∑
ak,nu
k: ak,n ∈ C, n ∈ N
}
, (6.1)k=0
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Z := alg{aI,HPn,t : a ∈ SO(T), Pn ∈ P, t ∈ T}⊂ B(L2(T))
generated by all multiplication operators aI (a ∈ SO(T)) and by the operators
HPn,t := Pn
(
χ+t STχ+t I − χ−t STχ−t I
)
Vt ∈A (Pn ∈P, t ∈ T), (6.2)
where the operator Vt ∈A with a fixed singularity at t is given by (4.8).
Put Zπ := (Z +K)/K. From (4.10) and (4.12) it follows that
aHPn,t  HPn,taI, STHPn,t  HPn,tST (6.3)
for all a ∈ PSO(T), Pn ∈ P and t ∈ T. Thus, (6.3) and (4.11) imply that Zπ is a central C∗-
subalgebra of the C∗-algebra Aπ . From Lemma 5.3 we immediately obtain the symbol of the
operator HPn,t ∈A.
Lemma 6.1. For each t ∈ T and each polynomial Pn ∈ P , the symbol of the operator HPn,t ∈A
is given by
(SymHPn,t )(ξ, x)
:=
{
diag{Pn(u(x))v(x),Pn(u(x))v(x)} if (ξ, x) ∈ Mt(SO(T))× R,
02×2 if (ξ, x) ∈M \ (Mt(SO(T))× R),
(6.4)
where u(x) and v(x) are given by (4.5).
Along with the set M given by (5.1) we consider the set
M˙ := M(SO(T))× R˙, (6.5)
where M(SO(T)) is equipped with the Gelfand topology, and let us define on M˙ the topology
whose neighborhood base consists of the open sets of the form
W(ξ,x)
=
{
Uξ,t × (x − ε, x + ε) if (ξ, x) ∈ M(SO(T))× R,
((Uξ \Uξ,t )× R˙)∪ (Uξ,t × (R˙ \ [−ε, ε])) if (ξ, x) ∈ M(SO(T))× {∞}, (6.6)
where (ξ, x) ∈ M˙, ε > 0, Uξ is an open neighborhood of a point ξ ∈ M(SO(T)), and Uξ,t =
Uξ ∩ Mt(SO(T)) with t = ξ |C(T) ∈ T. With this topology M˙ becomes a compact Hausdorff
space.
According to (5.2) and (6.4), for every generator Z of the C∗-algebra Z ,
(SymZ)(ξ, x) = diag{(SymZ)11(ξ, x), (SymZ)22(ξ, x)} for all (ξ, x) ∈M,
where (SymZ)11(ξ, x) = (SymZ)22(ξ, x), (SymZ)(ξ,+∞) = (SymZ)(ξ,−∞) and (SymZ)11
is a continuous function on M˙. Consequently, the C∗-algebra Zπ is isometrically ∗-isomorphic
to a C∗-subalgebra of C(M˙).
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a sequence of polynomials Pn(u) ∈ P such that f is the uniform limit on R of the sequence
Pn(u(x))v(x), where u and v are the functions (4.5).
Proof. Clearly, the C∗-algebra C(R) is generated by the functions u(x) and 1. Every function g
in the non-closed subalgebra of C(R) consisting of all polynomials in u(x) is of the form
g(x) = g(+∞)1 + u(x)
2
+ g(−∞)1 − u(x)
2
+ Pn
(
u(x)
)(
u2(x)− 1) for x ∈ R,
where Pn(u) ∈ P and u2(x) − 1 = v2(x). Approximating f by such functions we infer that
f is the uniform limit on R of a sequence of the form Pn(u(x))v2(x). On the other hand, the
continuous functions Pn(u(x))v(x) are also uniformly approximated by polynomials in u(x).
This immediately implies the assertion of the lemma. 
Taking into account the properties of symbols SymZ for Z ∈ Z , we infer from Lemma 6.2
and the Stone–Weierstrass theorem [27] that Zπ ∼= C(M˙). Thus, we obtain the following.
Theorem 6.3. The maximal ideal space M(Zπ ) of the C∗-algebra Zπ coincides with the
compact M˙ given by (6.5), and the Gelfand transform of Zπ is defined by Γ :Zπ → C(M˙),
Zπ → z(·,·), where z(ξ, x) = (SymZ)11(ξ, x) for (ξ, x) ∈ M(SO(T)) × R and z(ξ,∞) =
(SymZ)11(ξ,±∞) for ξ ∈ M(SO(T)).
As is known (see, e.g., [24, Theorem 4.1]), for each function a ∈ L∞(T) and each orientation-
preserving diffeomorphism g : T → T,
UgaU
−1
g = (a ◦ g)I, UgSTU−1g  ST, (6.7)
where a ◦ g ∈ SO(T) for a ∈ SO(T) in view of [3, Lemma 4.2]. Making use of the similarity
transform A → ΥtAΥ −1t (see (4.6)) and following [21, (5.24)] we get the relation
UgVtU
−1
g  Vg−1(t) (t ∈ T, g ∈ G). (6.8)
By (6.2), (6.7) and (6.8), we infer that
UgHPn,tU
−1
g  HPn,g−1(t) (t ∈ T, g ∈ G, Pn ∈ P). (6.9)
Consequently, for every g ∈ G, the mapping
αg :A
π → Uπg Aπ
(
Uπg
)−1 (6.10)
is a ∗-automorphism of the C∗-algebras Aπ and Zπ . Thus, condition (A1) of the local-trajectory
method described in Section 3 is satisfied.
For every shift g ∈ G, we will use the same letter g to denote the homeomorphism ξ → g(ξ)
on M(SO(T)) given by
a
(
g(ξ)
)= (a ◦ g)(ξ) for all a ∈ SO(T) and ξ ∈ M(SO(T)), (6.11)
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SymUgZU−1g
)
(ξ, x) = (SymZ)(g(ξ), x) for all Z ∈Z, g ∈ G, (ξ, x) ∈ M˙.
Hence, each diffeomorphism g ∈ G induces on M˙ a homeomorphism βg acting by the rule
βg :M˙→ M˙, (ξ, x) →
(
g(ξ), x
)
, (6.12)
where g(ξ) is given by (6.11). Let us describe the fixed points of the homeomorphisms βg
(g ∈ G).
Theorem 6.4. All the homeomorphisms βg (g ∈ G \ {e}) have the same set
Λ̂ =
⋃
t∈Λ
(
Mt
(
SO(T)
)× R˙)
of fixed points where Λ is the finite set of all (common) fixed points of the shifts g ∈ G \ {e} on T.
Proof. Fix t0 ∈ Λ, g ∈ G and (ξ, x) ∈ Mt0(SO(T))× R˙. By (6.12), βg(ξ, x) = (g(ξ), x), and we
claim that g(ξ) = ξ . To prove the latter equality it is sufficient to show that
a
(
g(ξ)
)= a(ξ) for all a ∈ SO0(T). (6.13)
Fix a ∈ SO0(T). According to [3, Corollary 4.4] (also see [5, Proposition 4.2 and Corollary 4.3]),
there exists a sequence {tn} ⊂ T \ {t0} such that tn → t0 and
a(ξ) = lim
n→∞a(tn), a
(
g(ξ)
)= (a ◦ g)(ξ) = lim
n→∞a
(
g(tn)
)
. (6.14)
As g′(t0) > 0, there is an ε0 > 0 such that if t ∈ T \ {t0} and |t − t0| < ε0, then
1
2
g′(t0)|t − t0|
∣∣g(t)− t0∣∣ 32g′(t0)|t − t0|.
Since tn → t0, there exists an n0 ∈ N such that 0 < |tn − t0| < ε0 for all n > n0 and therefore
tn, g(tn) ∈ Γrεn,εn(t0) =
{
z ∈ T: rεn  |z− t0| εn
}
,
r = min{1, g
′(t0)/2}
max{1,3g′(t0)/2} , εn = max
{
1,3g′(t0)/2
}|tn − t0|. (6.15)
Since a ∈ SO0(T), it follows from (2.1) that for every δ > 0 there is an ε > 0 such that if εn < ε
then ∣∣a(t)− a(t ′)∣∣< δ for all t, t ′ ∈ Γrεn,εn(t0). (6.16)
As εn → 0, we derive from (6.15) and (6.16) that |a(tn)−a(g(tn))| < δ for all sufficiently large n.
Therefore, limn→∞ a(tn) = limn→∞ a(g(tn)) and hence (6.13) follows from (6.14). 
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Here we are going to decompose the C∗-algebra B of the form (1.3) making use of an ap-
propriate spectral measure, and to obtain an abstract Fredholm criterion for the operators B ∈B.
Fix an isometric representation
ϕ :Bπ → B(Hϕ) (7.1)
of the C∗-algebra Bπ in an abstract Hilbert space Hϕ .
Given the finite set Λ of all (common) fixed points of the shifts g ∈ G \ {e} and points t ∈ Λ,
we consider the following subsets of M˙ and M:
M◦t := Mt
(
SO(T)
)× R, M∞t := Mt(SO(T))× {∞},
M˙t := Mt
(
SO(T)
)× R˙, Mt := Mt(SO(T))× R, (7.2)
M˙arc :=
⋃
τ∈T\Λ
Mτ
(
SO(T)
)× R˙, Marc := ⋃
τ∈T\Λ
Mτ
(
SO(T)
)× R. (7.3)
Let us denote by Hφ the concrete Hilbert space
Hφ := l2
(
Marc,C
2)⊕(⊕
t∈Λ
l2
(
Mt
(
SO(T)
)
,L22(R)
))
. (7.4)
Consider the C∗-subalgebra φ(Aπ ) of B(Hφ) consisting of the operators
φ
(
Aπ
)= ( ⊕
(ξ,x)∈Marc
(SymA)(ξ, x)I
)
⊕
(⊕
t∈Λ
( ⊕
ξ∈Mt(SO(T))
(SymA)(ξ, ·)I
))
, (7.5)
where A ∈ A and (SymA)(ξ, ·) is the matrix function x → (SymA)(ξ, x), with x ∈ R. By The-
orem 5.1, the homomorphism
φ :Aπ → B(Hφ), Aπ → φ
(
Aπ
)
, (7.6)
is an isometric representation of Aπ in the Hilbert space Hφ .
Let R(M˙) be the σ -algebra of all Borel subsets of M˙ and let
Pϕ :R(M˙) → B(Hϕ), Pφ :R(M˙) → B(Hφ) (7.7)
be the spectral measures associated to the representations (7.1) and (7.6) of the commutative
unital C∗-algebra Zπ in the Hilbert spaces Hϕ and Hφ , respectively, and satisfying relations
analogous to (3.9). Let
RG(M˙) :=
{
Δ ∈R(M˙): βg(Δ) = Δ for all g ∈ G
}
, (7.8)
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M˙= M˙arc ∪
(⋃
t∈Λ
(
M◦t ∪M∞t
))
, (7.9)
where the sets M˙arc, M◦t and M∞t given by (7.2), (7.3) belong to RG(M˙). Furthermore, for the
representation (7.6) it is easily seen that
Pφ(M˙arc) = Iarc ⊕
(⊕
t∈Λ
Ot
)
, (7.10)
Pφ
(
M◦t
)= Pφ(M◦t ∪M∞t )= Oarc ⊕ It ⊕( ⊕
τ∈Λ\{t}
Oτ
)
for t ∈ Λ, (7.11)
where Oarc and Iarc are, respectively, the zero and identity operators on the Hilbert space
l2(Marc,C2), while Ot and It for t ∈ Λ are the zero and identity operators on the Hilbert space
l2(Mt(SO(T)),L22(R)).
Introduce C∗-subalgebras of ϕ(Bπ ) associated to the decomposition (7.9). Let
Barc := alg
{
Pϕ(M˙arc)ϕ
(
Aπ
)
, Pϕ(M˙arc)ϕ
(
Uπg
)
: A ∈A, g ∈ G} (7.12)
denote the C∗-subalgebra of the C∗-algebra B(Pϕ(M˙arc)Hϕ) generated by the operators
Pϕ(M˙arc)ϕ(A
π) (A ∈ A) and Pϕ(M˙arc)ϕ(Uπg ) (g ∈ G). Analogously, for each t ∈ Λ, we de-
fine the C∗-subalgebras
B◦t := alg
{
Pϕ
(
M◦t
)
ϕ
(
Aπ
)
, Pϕ
(
M◦t
)
ϕ
(
Uπg
)
: A ∈A, g ∈ G}, (7.13)
B∞t := alg
{
Pϕ
(
M∞t
)
ϕ
(
Aπ
)
, Pϕ
(
M∞t
)
ϕ
(
Uπg
)
: A ∈A, g ∈ G} (7.14)
of B(Pϕ(M◦t )Hϕ) and B(Pϕ(M∞t )Hϕ), respectively.
Since the sets M˙arc, M◦t and M∞t (t ∈ Λ) in (7.9) belong to the collection RG(M˙) given by
(7.8), and since the sets M˙arc, M◦t are open and therefore the corresponding spectral projections
are not zero due to Lemma 3.2, we immediately infer the following result from Proposition 3.3.
Theorem 7.1 (Abstract Fredholm criterion for B). An operator B ∈B is Fredholm on the space
L2(T) if and only if :
(i) the operator Pϕ(M˙arc)ϕ(Bπ) is invertible on the Hilbert space Pϕ(M˙arc)Hϕ ;
(ii) for every t ∈ Λ the operator Pϕ(M◦t )ϕ(Bπ) is invertible on the Hilbert space Pϕ(M◦t )Hϕ ;
(iii) for every t ∈ Λ with Pϕ(M∞t ) = 0, the operator Pϕ(M∞t )ϕ(Bπ) is invertible on the Hilbert
space Pϕ(M∞t )Hϕ .
8. The C∗-algebraBarc
In this section, using the local-trajectory method, we establish an invertibility criterion for the
C∗-algebra Barc given by (7.12). To this end we first obtain an invertibility symbol for the C∗-
subalgebra Aarc := Pϕ(M˙arc)ϕ(Aπ ) of Barc consisting of the operators Pϕ(M˙arc)ϕ(Aπ) (A ∈A).
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Consider the Hilbert space Hφ given by (7.4) and its subspace Pφ(M˙arc)Hφ which is isomet-
rically isomorphic to the Hilbert space l2(Marc,C2), by (7.10).
Along with the C∗-algebra Aarc = Pϕ(M˙arc)ϕ(Aπ ) we consider the C∗-algebra
A˜arc := Pφ(M˙arc)φ
(
Aπ
)⊂ B(l2(Marc,C2))
consisting of the operators Pφ(M˙arc)φ(Aπ) (A ∈A). Comparing the images of spectral measures
(7.7) we obtain the following.
Theorem 8.1. The mapping given by
Pϕ(M˙arc)ϕ
(
Aπ
) → Pφ(M˙arc)φ(Aπ ) for all A ∈A (8.1)
is a C∗-algebra isomorphism of the C∗-algebra Aarc onto the C∗-algebra A˜arc.
Proof. According to Lemma 3.5, for the open Borel set M˙arc ⊂ M˙ and for each A ∈A, we have
the equalities
∥∥Pϕ(M˙arc)ϕ(Aπ )∥∥B(Hϕ) = sup
Z∈Z(M˙arc)
∥∥ϕ(ZπAπ )∥∥B(Hϕ), (8.2)∥∥Pφ(M˙arc)φ(Aπ )∥∥B(Hφ) = sup
Z∈Z(M˙arc)
∥∥φ(ZπAπ )∥∥B(Hφ), (8.3)
where the set Z(M˙arc) consists of the operators Z ∈ Z for which the Gelfand transform of the
coset Zπ is a real function z(·,·) ∈ C(M˙) with values in [0,1] and with support contained in the
closure of M˙arc. Since ϕ and φ are isometric representations of the C∗-algebra Aπ , the right-hand
parts of (8.2) and (8.3) are equal, and therefore∥∥Pϕ(M˙arc)ϕ(Aπ )∥∥B(Hϕ) = ∥∥Pφ(M˙arc)φ(Aπ )∥∥B(Hφ) for all A ∈A. (8.4)
Since M˙arc ∈R(M˙), it follows from (3.10) that
Pϕ(M˙arc)ϕ
(
Aπ
)= Pϕ(M˙arc)ϕ(Aπ )Pϕ(M˙arc),
Pφ(M˙arc)φ
(
Aπ
)= Pφ(M˙arc)φ(Aπ )Pφ(M˙arc).
Hence the equality (8.4) can be rewritten in the form∥∥Pϕ(M˙arc)ϕ(Aπ )∥∥B(Pϕ(M˙arc)Hϕ) = ∥∥Pφ(M˙arc)φ(Aπ )∥∥B(Pφ(M˙arc)Hφ)
for all A ∈A, which implies that the mapping (8.1) is a well-defined isometric ∗-isomorphism of
the C∗-algebra Aarc onto the C∗-algebra A˜arc. 
110 M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126According to Lemma 3.2(iv), for the open Borel set M˙arc ∈ RG(M˙), the corresponding set˜˙Marc defined by (3.12) coincides with the closure M˙arc of M˙arc and therefore, in view of topol-
ogy (6.6) on the set M˙,
˜˙Marc = M˙arc ∪(⋃
t∈Λ
Mt
(
SO(T)
)× {∞}). (8.5)
Let Z˜arc denote the C∗-subalgebra of A˜arc generated by all the operators Pφ(M˙arc)φ(Zπ)
(Z ∈Z). Since Zπ is a central C∗-subalgebra of Aπ , we deduce from (3.10) and Lemma 3.2(ii)
that the C∗-algebra Z˜arc is a central C∗-subalgebra of A˜arc, and the maximal ideal space M(Z˜arc)
of Z˜arc coincides with the set ˜˙Marc. Along with ˜˙Marc, we consider the set
Marc :=Marc ∪
(⋃
t∈Λ
Mt
(
SO(T)
)× {±∞})⊂M.
Lemma 8.2. Let (SymA)|Marc be the restriction of the matrix function SymA, given for A ∈ A
by Theorem 5.1, to the set Marc. Then the mapping
A˜arc → BC
(
Marc,C
2×2), Pφ(M˙arc)φ(Aπ ) → (SymA)|Marc
is an isometric C∗-algebra homomorphism.
Proof. By (7.5) and (7.10), the C∗-algebra A˜arc is isometrically ∗-isomorphic to the C∗-algebra
of all matrix functions SymA :Marc → C2×2 for A ∈ A, which, in its turn, is isometrically∗
-isomorphic to the C∗-algebra of the matrix functions SymA :Marc → C2×2 (A ∈ A). Indeed,
(SymA)(ξ,±∞) is a diagonal matrix for every ξ ∈ M(SO(T)) and every A ∈ A (see (5.2) and
(4.5)), and its entries (SymA)11(ξ,±∞) and (SymA)22(ξ,±∞) for all ξ ∈ Mt(SO(T)), where
t ∈ Λ, are values of two PSO(T) functions due to (5.5). Thus, this entries can be approximated, in
view of (5.5) and the Gelfand topology on M(PSO(T)) given by (2.5), by the corresponding en-
tries of the matrices (SymA)(ζ,±∞) where ζ ∈⋃τ∈T\ΛMτ (SO(T)) and τ belong to the right
semi-neighborhood of t in the case of (SymA)11(ξ,±∞) and to the left semi-neighborhood of
t in the case of (SymA)22(ξ,±∞). Hence,
sup
(ξ,x)∈Marc
∥∥(SymA)(ξ, x)∥∥
sp = sup
(ξ,x)∈Marc
∥∥(SymA)(ξ, x)∥∥
sp (A ∈A),
where ‖ · ‖sp is the spectral norm. 
Combining Theorem 8.1 and Lemma 8.2 we immediately obtain an invertibility symbol for
the abstract algebra Aarc (see (8.6)).
Theorem 8.3. The mapping
Symarc :Aarc → BC
(
Marc,C
2×2), Pϕ(M˙arc)ϕ(Aπ ) → (SymA)| , (8.6)Marc
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invertible on the space Pϕ(M˙arc)Hϕ if and only if
det
(
(SymA)(ξ, x)
) = 0 for all (ξ, x) ∈Marc.
8.2. An invertibility criterion for the C∗-algebra Barc
Applying the local-trajectory method expounded in Section 3, we establish here an invertibil-
ity criterion for the operators B ∈Barc.
Consider now the C∗-subalgebra Zarc of B(Pϕ(M˙arc)Hϕ) generated by all the operators
Pϕ(M˙arc)ϕ(Z
π) (Z ∈ Z). By Theorem 8.1, Zarc ∼= Z˜arc. Hence Zarc is a central subalgebra of
Aarc and M(Zarc) = ˜˙Marc, with ˜˙Marc given by (8.5).
Observe that the C∗-algebra Barc can be viewed as Barc = alg(Aarc,Uarc(G)), the C∗-algebra
generated by Aarc and the range of the unitary representation
Uarc :G → B
(
Pϕ(M˙arc)Hϕ
)
, g → Ug,arc := Pϕ(M˙arc)ϕ
(
Uπg
)
.
For each g ∈ G, the mapping
αg,arc :Pϕ(M˙arc)ϕ
(
Aπ
) → Ug,arc(Pϕ(M˙arc)ϕ(Aπ ))U∗g,arc
is a ∗-automorphism of the C∗-algebras Zarc and Aarc because
Ug,arc
(
Pϕ(M˙arc)ϕ
(
Aπ
))
U∗g,arc = Pϕ(M˙arc)ϕ
(
Uπg A
π
(
Uπg
)∗)
and the mapping (6.10) is a ∗-automorphism of the C∗-algebras Zπ and Aπ . Thus, condition
(A1) of the local-trajectory method is satisfied for the C∗-algebra Barc. Condition (A2) also
holds. Each ∗-automorphism αg,arc (g ∈ G) induces on the maximal ideal space M(Zarc) = ˜˙Marc
the homeomorphism
βg,arc :
˜˙Marc → ˜˙Marc, (ξ, x) → βg(ξ, x), (8.7)
where βg is given by (6.12) and, for g = e (the identity shift), βg,arc has
Δarc :=
⋃
t∈Λ
Mt
(
SO(T)
)× {∞}
as the set of its fixed points.
Let Parc :=PAarc be the set of the pure states of the C∗-algebra Aarc. By Section 3,
Parc =
⋃
(ξ,x)∈˜˙Marc
P(ξ,x), where P(ξ,x) := {ρ ∈ Parc: Kerρ ⊃ J(ξ,x)}
and J(ξ,x) for (ξ, x) ∈ ˜˙Marc is the smallest closed two-sided ideal of Aarc which contains the set{
Pϕ(M˙)ϕ
(
Zπ
)
: Z ∈Z, (SymZ)(ξ, x) = 02×2
}
.
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verify the fulfillment of condition (A3) of the local-trajectory method for the C∗-algebra Barc,
we only need to prove the approximability (in the weak∗ topology) of the pure states ρ ∈P(ξ,∞),
with (ξ,∞) ∈ Δarc, by pure states in P(ξ,x), with (ξ, x) ∈ M˙arc. In that case M0 = M˙arc in (A3).
Applying Theorem 8.3 we deduce the following two assertions.
(i) For each (ξ, x) ∈ M˙arc with x ∈ R, the mapping
π˜(ξ,x) :Pϕ(M˙arc)ϕ
(
Aπ
)+ J(ξ,x) → (SymA)(ξ, x) (8.8)
is a C∗-algebra isomorphism between the C∗-algebras Aarc/J(ξ,x) and the C∗-subalgebra
{(SymA)(ξ, x): A ∈A} of C2×2.
(ii) For each ξ ∈ M(SO(T)), the mapping
π˜(ξ,∞) :Pϕ(M˙arc)ϕ
(
Aπ
)+ J(ξ,∞) → diag{(SymA)(ξ,+∞), (SymA)(ξ,−∞)},
(8.9)
is a C∗-algebra isomorphism between the C∗-algebras Aarc/J(ξ,∞) and the C∗-subalgebra
{diag{(SymA)(ξ,+∞), (SymA)(ξ,−∞)}: A ∈A} of C4×4.
Since the set P(ξ,x) ((ξ, x) ∈ ˜˙Marc) is in bijection with the set PAarc/J(ξ,x) of the pure states
of Aarc/J(ξ,x) (see, e.g., [11, Theorem 2.11.8(i)]) and since the matrices (SymA)(ξ,±∞) for
A ∈A and ξ ∈ M(SO(T)) are diagonal, we conclude from (8.9) that for each ξ ∈ M(SO(T)) the
C∗-algebra Aarc/J(ξ,∞) is commutative and therefore its set PAarc/J(ξ,∞) of pure states consists
of four multiplicative linear functionals whose values coincide with the diagonal entries of the
matrices (SymA)(ξ,±∞). Hence, for every ξ ∈ M(SO(T)),
P(ξ,∞) =
{
ρ
(1)
ξ,+∞, ρ
(2)
ξ,+∞, ρ
(1)
ξ,−∞, ρ
(2)
ξ,−∞
}
,
where the pure states ρ(j)ξ,±∞ for j = 1,2 are given by
ρ
(j)
ξ,±∞ :Aarc → C, Pϕ(M˙arc)ϕ
(
Aπ
) → (SymA)jj (ξ,±∞), (8.10)
and (SymA)jj (ξ,±∞) is the (j, j)-entry of the matrix (SymA)(ξ,±∞). Fix ξ ∈ Mt(SO(T))
(t ∈ Λ). By the proof of Lemma 8.2, from (8.10) and (2.5) it follows that every open neighbor-
hood of ρ(1)ξ,±∞ and ρ
(2)
ξ,±∞ in the weak* topology contains, respectively, a pure state ρ
(1)
ζ,±∞,
where ζ ∈ Mτ(SO(T)) and τ ∈ T \ Λ is on the right of t , and a pure state ρ(2)ζ,±∞, where
ζ ∈ Mτ(SO(T)) and τ ∈ T \ Λ is on the left of t . Thus, condition (A3) is also fulfilled for
the C∗-algebra Barc.
For each (ξ, x) ∈Marc, we consider the representation
π(ξ,x) :Barc → B
(
l2
(
G,C2
)) (8.11)
given on the generators of the C∗-algebra Barc by
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π(ξ,x)
(
Pϕ(M˙arc)ϕ
(
(aI)π
))
f
]
(g) = (Sym((a ◦ g)I))(ξ, x)f (g),[
π(ξ,x)
(
Pϕ(M˙arc)ϕ
(
Sπ
T
))
f
]
(g) = (SymST)(ξ, x)f (g),[
π(ξ,x)
(
Pϕ(M˙arc)ϕ
(
Uπh
))
f
]
(g) = f (gh), (8.12)
where a ∈ PSO(T), g,h ∈ G and f ∈ l2(G,C2).
Fix a set Oarc ⊂ T \Λ which contains exactly one point in each orbit defined by the group of
shifts G on T \Λ, and consider the sets
N˙arc :=
⋃
τ∈Oarc
Mτ
(
SO(T)
)× R˙, Narc := ⋃
τ∈Oarc
Mτ
(
SO(T)
)× R. (8.13)
Theorem 8.4. For each B ∈B, the operator Barc := Pϕ(M˙arc)ϕ(Bπ) ∈Barc is invertible on the
space Pϕ(M˙arc)Hϕ if and only if for all (ξ, x) ∈Narc the operators π(ξ,x)(Barc) are invertible on
the space l2(G,C2) and
sup
(ξ,x)∈Narc
∥∥(π(ξ,x)(Barc))−1∥∥< ∞. (8.14)
Proof. The set N˙arc given by (8.13) contains exactly one point in each G-orbit defined on the set
M˙arc ⊂ ˜˙Marc by the group {βg,arc: g ∈ G} of homeomorphisms given by (8.7). Thus, for each
(ξ, x) ∈ N˙arc, starting with the representations (8.8), (8.9), following (3.4), (3.5) and taking into
account the fact that the Hilbert spaces l2(G,C4) and l2(G,C2) ⊕ l2(G,C2) are isometrically
isomorphic, we obtain the family of representations (8.11) indexed by the points of the set Narc.
Since assumptions (A1)–(A3) are fulfilled for the C∗-algebra Barc, Theorem 3.1 implies the
assertion of the theorem. 
9. The C∗-algebraB◦t
Fix t ∈ Λ. In this section we will find an invertibility criterion for the operators in the C∗-
algebra B◦t = Pϕ(M◦t )ϕ(Bπ ) represented in the form (7.13).
Theorem 9.1. For every t ∈ Λ, the mapping given by
Pϕ
(
M◦t
)
ϕ
(
Aπ
) → Pφ(M◦t )φ(Aπ ) for all A ∈A (9.1)
is a C∗-algebra isomorphism of the C∗-algebra A◦t := Pϕ(M◦t )ϕ(Aπ ) onto the C∗-algebra
A˜◦t := Pφ(M◦t )φ(Aπ ).
Proof. Since M◦t is an open subset of M˙ and the C∗-algebras ϕ(Aπ ) and φ(Aπ ) are isometri-
cally ∗-isomorphic, applying Lemma 3.5 we infer that∥∥Pϕ(M◦t )ϕ(Aπ )∥∥= ∥∥Pφ(M◦t )φ(Aπ )∥∥ for all A ∈A, (9.2)
by analogy with Theorem 8.1. This implies that (9.1) is a well-defined isometric ∗-isomorphism
of the C∗-algebra A◦t onto the C∗-algebra A˜◦t . 
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l2(Mt(SO(T)),L22(R)) for t ∈ Λ and since the fiber Mt(SO(T)) is a compact set, we immediately
obtain from (7.5) and (7.11) the following.
Lemma 9.2. For every t ∈ Λ, the mapping
A˜◦t → B(Ht ), Pφ
(
M◦t
)
φ
(
Aπ
) → ⊕
ξ∈Mt(SO(T))
(SymA)(ξ, ·)I,
with (SymA)(ξ, ·) given by (5.2), is an isometric C∗-algebra homomorphism. An operator
Pφ(M
◦
t )φ(A
π) for A ∈A is invertible on the space Pφ(M◦t )Hφ if and only if
det
(
(SymA)(ξ, x)
) = 0 for all (ξ, x) ∈Mt ,
where Mt is given by (7.2).
Theorem 9.1 and Lemma 9.2 imply the following.
Corollary 9.3. The map Sym◦t :A◦t → B(l2(Mt(SO(T)),L22(R))), defined by
Pϕ
(
M◦t
)
ϕ
(
Aπ
) → ⊕
ξ∈Mt(SO(T))
(SymA)(ξ, ·)I for A ∈A,
is an isometric C∗-algebra homomorphism. An operator Pϕ(M◦t )ϕ(Aπ) for A ∈ A is invertible
on the space Pϕ(M◦t )Hϕ if and only if
det
(
(SymA)(ξ, x)
) = 0 for all (ξ, x) ∈Mt .
Let H˜πt be the closed two-sided ideal of the C∗-algebraZπ generated by all the cosets HπPn,t =
HPn,t +K with Pn ∈ P (see (6.1) and (6.2)). SinceZπ is a commutative C∗-algebra, we conclude
that
H˜πt = clos
{
m∑
j=1
Zπj H
π
Pnj, t
: Zj ∈Z, Pnj ∈P, m ∈ N
}
, (9.3)
where the closure is taken in the Calkin algebra.
Following Lemma 3.5 we define the set
Z(M◦t ) := {Zπ ∈Zπ : supp z(·,·) ⊂ M˙t , z(ξ, x) ∈ [0,1] for all (ξ, x) ∈ M˙}, (9.4)
where z(·,·) ∈ C(M˙) is the Gelfand transform of the coset Zπ , supp z(·,·) is the support of z(·,·),
and M˙t is the closure in M˙ of the set M◦t given by (7.2).
Lemma 9.4. If t ∈ Λ, then the following assertions hold:
(i) BπHπt = Hπt Bπ ∈Aπ for each coset Bπ ∈Bπ and each Hπt ∈ H˜πt ;
(ii) Z(M◦t ) ⊂ H˜πt .
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central subalgebra of Aπ . For Bπ = Uπg , the result follows from Lemma 5.4. Hence, part (i) is
fulfilled for every Bπ ∈Bπ .
(ii) The symbols of the operators HPn,t (Pn ∈ P) are equal to 02×2 for all (ξ, x) ∈M\M0t (see
(6.4)). Hence, by Theorem 6.3, the Gelfand transform of the coset HπPn,t is a continuous function
on M˙ with support contained in the closure M˙t of the set M0t . This property is also fulfilled for
the Gelfand transform of any element of the ideal H˜πt . Furthermore, Theorem 6.3 and Lemma 6.2
imply that the ideal H˜πt is isomorphic to the ideal of all continuous functions on the compact M˙
that vanish on M˙ \M0t . Consequently, from (9.4) it follows the inclusion Z(M◦t ) ⊂ H˜πt . 
For every t ∈ Λ, we consider the Hilbert space Ht = l2(Mt(SO(T)),L22(R)) and introduce
the C∗-algebra
Ψ
(
B◦t
) := alg{Ψt(Aπ ), Ψt(Uπg ): A ∈A, g ∈ G}⊂ B(Ht ) (9.5)
generated by the operators Ψt(Aπ) (A ∈A) and Ψt(Uπg ) (g ∈ G) where
Ψt
(
Aπ
) := ⊕
ξ∈Mt(SO(T))
(SymA)(ξ, ·)I, Ψt
(
Uπg
) := ⊕
ξ∈Mt(SO(T))
elng′(t)(·)I, (9.6)
and elng′(t)(x) := eix lng′(t) (x ∈ R).
Observe that the mapping g → Ψt(Uπg ) is a unitary representation of the group G in the
Hilbert spaceHt , the adjoint operator Ψt(Uπg )∗ equals Ψt(Uπg−1), and Ψt(Uπg )Ψt (Aπ)Ψt (Uπg )∗ =
Ψt(A
π) for all g ∈ G and all A ∈ A due to (9.6). Consequently, the C∗-algebra Ψ (B◦t ) is the
closure of the algebra Ψ (B◦t )0 composed by the finite sums of the form
∑
g Ψt (A
π
g )Ψt (U
π
g )
where Ag ∈A.
Theorem 9.5. For every t ∈ Λ, the mapping
Pϕ
(
M◦t
)
ϕ
(∑
g∈F
Aπg U
π
g
)
→
∑
g∈F
Ψt
(
Aπg
)
Ψt
(
Uπg
)
, (9.7)
where F is a finite subset of G and Ag ∈ A for g ∈ F , extends to a C∗-algebra isomorphism of
the C∗-algebra B◦t onto the C∗-algebra Ψ (B◦t ) given by (9.5).
Proof. Fix an operator B ∈ B of the form B = ∑g∈F AgUg , where F is a finite subset
of G and Ag ∈ A for g ∈ F . Consider the coset Bπ = ∑g∈F Aπg Uπg and put Ψt(Bπ) :=∑
g∈F Ψt (Aπg )Ψt (Uπg ). Since the set M◦t is open and since Pϕ(M◦t )ϕ(Bπ) = ϕ(Bπ)Pϕ(M◦t ),
we infer similarly to Lemma 3.5 that∥∥Pϕ(M◦t )ϕ(Bπ )∥∥B(Hϕ) = sup
Zπ∈Z(M◦t )
∥∥ϕ(BπZπ )∥∥B(Hϕ), (9.8)
where Z(M◦t ) is the set (9.4).
For each coset Hπt ∈ H˜πt , it follows from Lemma 9.4(i) that BπHπt ∈ Aπ . Hence, by
(7.5), (5.2), (9.6) and by Lemma 5.4, we obtain φt (BπHπt ) = Ψt(Bπ)φt (Hπt ) where φt :
Aπ → B(Ht ) is the restriction of the representation φ (see (7.4)–(7.6)) to the space Ht =
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(9.2) and (7.11), we get∥∥Pϕ(M◦t )ϕ(BπHπt )∥∥B(Hϕ) = ∥∥Pφ(M◦t )φ(BπHπt )∥∥B(Hφ)
= ∥∥Ψt(Bπ )φt(Hπt )∥∥B(Ht ). (9.9)
Since Z(M◦t ) ⊂ H˜πt due to Lemma 9.4(ii) and since
Pϕ
(
M◦t
)
ϕ
(
BπZπ
)= ϕ(Bπ )Pϕ(M◦t )ϕ(Zπ )= ϕ(BπZπ ) for all Zπ ∈Z(M◦t ),
we deduce from (9.3) and the equalities (9.8), (9.9) that
sup
Zπ∈Z(M◦t )
∥∥Ψt(Bπ )φt(Zπ )∥∥B(Ht ) = sup
Zπ∈Z(M◦t )
∥∥Pϕ(M◦t )ϕ(BπZπ )∥∥B(Hϕ)
= sup
Zπ∈Z(M◦t )
∥∥ϕ(BπZπ )∥∥B(Hϕ)
= ∥∥Pϕ(M◦t )ϕ(Bπ )∥∥B(Hϕ). (9.10)
Now we consider the identical representation π of the unital C∗-algebra Ψ (B◦t ) in the Hilbert
spaceHt . By (9.6), φt (Zπ ) is a central C∗-subalgebra of Ψ (B◦t ) with the same unit. Clearly, the
maximal ideal space of φt (Zπ ) coincides with M˙t . Since the set M◦t is an open subset of M˙t
and since the corresponding spectral projection Pπ(M◦t ) is the identity operator on the Hilbert
space Ht , we conclude from Lemma 3.5 that∥∥Ψt(Bπ )∥∥B(Ht ) = ∥∥Pπ (M◦t )Ψt(Bπ )∥∥B(Ht ) = sup
Zπ∈Z(M◦t )
∥∥Ψt(Bπ )φt(Zπ )∥∥B(Ht ),
which together with (9.10) implies that∥∥Pϕ(M◦t )ϕ(Bπ )∥∥B(Hϕ) = ∥∥Ψt(Bπ )∥∥B(Ht ) (9.11)
for all finite sums Bπ =∑g∈F Aπg Uπg ∈ Bπ with Aπg ∈ Aπ . Since the set of such finite sums
is dense in Bπ and since (9.11) holds, the mapping (9.7) uniquely extends to a C∗-algebra
isomorphism of B◦t onto Ψ (B◦t ). 
Every coset Bπ of the C∗-algebra Bπ is the limit of a sequence of cosets of the form
Bπn =
∑
g∈Fn A
π
g,nU
π
g where Aπg,n ∈ Aπ and g runs through finite subsets Fn of G (n ∈ N).
Then according to Theorem 9.5 the operator Ψt(Bπ) in the C∗-algebra Ψ (B◦t ) has the form
Ψt(B
π) = limn→∞∑g∈Fn Ψt (Aπg,n)Ψt (Uπg ), where the ∗-homomorphism Ψt :Bπ → B(Ht ) is
an extension of the ∗-homomorphism φt :Aπ → B(Ht ) to the C∗-algebra Bπ in view of (7.5)
and (9.6). Thus,
Ψt
(
Bπ
)= ⊕
ξ∈Mt(SO(T))
B◦t (ξ, ·)I ∈ B
(
l2
(
Mt
(
SO(T)
)
,L22(R)
))
,
B◦t (ξ, ·) :R → C2×2, x → limn→∞
∑
(SymAg,n)(ξ, x) elng′(t)(x). (9.12)
g∈Fn
M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126 117Taking into account the inverse closedness of the C∗-algebras B◦t and Ψ (B◦t ) in the C∗-
algebras B(Pϕ(M◦t )Hϕ) and B(Ht ), respectively, we immediately obtain an invertibility criterion
for the operators in the C∗-algebra B◦t from Theorem 9.5 and (9.12).
Theorem 9.6. For each B ∈ B, the operator B◦t := Pϕ(M◦t )ϕ(Bπ) ∈ B◦t is invertible on the
space Pϕ(M◦t )Hϕ if and only if the operator Ψt(Bπ) ∈ Ψ (B◦t ) is invertible on the space
l2(Mt(SO(T)),L22(R)), that is, if
min
ξ∈Mt(SO(T))
inf
x∈R
∣∣det(B◦t (ξ, x))∣∣> 0.
10. The C∗-algebraB∞t
In this section we will show that for every B ∈ B the invertibility of the operator
Pϕ(M˙arc)ϕ(B
π) on the Hilbert space Pϕ(M˙arc)Hϕ implies the invertibility of the operators
Pϕ(M
∞
t )ϕ(B
π) on the Hilbert spaces Pϕ(M∞t )Hϕ for all t ∈ Λ. This means that condition (iii)
in Theorem 7.1 is superfluous.
To prove this fact, we first study the invertibility of the functional operators being the elements
of the C∗-algebra
A := alg(PSO(T),UG)⊂ B(L2(T))
generated by the multiplication operators by piecewise slowly oscillating functions on T and by
the isometric shift operators Ug (g ∈ G). Then we find the general form of the operators B ∈B.
Observe that the C∗-algebra B= alg(PSO(T), ST,UG) can be viewed as the C∗-algebra B=
alg(A, ST) generated by the C∗-algebra A and by the Cauchy singular integral operator ST.
10.1. Invertibility of functional operators
The C∗-algebra A is the closure of the algebra A0 ⊂A consisting of the functional operators
A = ∑g∈F agUg , where ag ∈ PSO0(T) and F runs through the finite subsets of G. In order
to obtain an invertibility criterion for the operators A ∈ A, we will apply the local-trajectory
method.
Let A˜ := Z˜ := {aI : a ∈ PSO(T)}. As Z˜ ∼= PSO(T), we get M(Z˜) = M(PSO(T)). Let us
check the fulfillment of assumptions made in Section 3.
The first equality in (6.7) implies that for each g ∈ G and all a ∈ PSO(T) the mapping
α˜g : aI → UgaU−1g = (a ◦ g)I is a ∗-automorphism of the commutative C∗-algebras A˜ = Z˜ ⊂
B(L2(T)). Since G is an amenable group, we see that conditions (A1), (A2) for the C∗-algebra
A= alg(A˜,UG) are satisfied.
For every g ∈ G, the ∗-automorphism α˜g induces the homeomorphism
β˜g :M
(
PSO(T)
)→ M(PSO(T)), (ξ,μ) → (g(ξ),μ), (10.1)
where g(ξ) is given by (6.11). If the ideal ξ ∈ M(SO(T)) belongs to the fiber Mt(SO(T)), then
g(ξ) ∈ Mg(t)(SO(T)). Hence, taking into account the topologically free action of the group G on
T and the Gelfand topology (2.5) on M(PSO(T)), we easily conclude that condition (A30) for
the C∗-algebra A also holds, with M0 := M(PSO(T)) \ (Λ× {0,1}).
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Π(ξ,μ) :A→ B
(
l2(G)
)
, A → A(ξ,μ) (10.2)
given for the operators A =∑g∈F agUg ∈A0 by
(A(ξ,μ)f )(h) =
∑
g∈F
[
(ag ◦ h)(ξ,μ)
]
f (hg)
(
h ∈ G,f ∈ l2(G)). (10.3)
Following Section 8.2 we fix a set Oarc ⊂ T \ Λ containing exactly one point in each orbit
defined by the group of shifts G on T \Λ and consider the set
Rarc :=
{
(ξ,μ) ∈ M(PSO(T)): ξ ∈ Mτ (SO(T)), τ ∈Oarc, μ = 0,1}. (10.4)
The set Rarc contains exactly one point in each G-orbit defined by the action of the group G on
M(PSO(T)) \ (Λ× {0,1}) by means of the homeomorphisms β˜g (g ∈ G) given by (10.1).
Since conditions (A1), (A2), (A30) are fulfilled, we get the following.
Theorem 10.1. A functional operator A ∈A is invertible on the space L2(T) if and only if for
all (ξ,μ) ∈Rarc the operators A(ξ,μ) are invertible on the space l2(G) and
sup
(ξ,μ)∈Rarc
∥∥(A(ξ,μ))−1∥∥< ∞. (10.5)
Proof. Take the maximal ideal J(ξ,μ) := {aI : a ∈ PSO(T), a(ξ,μ) = 0} of Z˜ associated to each
functional (ξ,μ) ∈ M(PSO(T)). As A˜= Z˜ , the mapping
Π˜(ξ,μ) : A˜/J(ξ,μ) → C, aI + J(ξ,μ) → a(ξ,μ),
is an isometric representation of the C∗-algebra A˜/J(ξ,μ) in C. Following (3.3)–(3.5) we con-
struct representations of the C∗-algebra A in the Hilbert space l2(G) by formulas (10.2) and
(10.3). SinceA satisfies conditions (A1), (A2), (A30) of the local-trajectory method, Theorem 3.1
immediately implies the statement of the theorem. 
Applying Theorems 10.1 and 8.4 we can prove the following result.
Theorem 10.2. For any functional operator A ∈ A, its Fredholmness on the space L2(T) is
equivalent to the invertibility on this space.
Proof. Obviously, we only need to prove that the Fredholmness of the functional operator
A implies its invertibility. Suppose that an operator A ∈ A is Fredholm on the space L2(T).
Then, by Theorem 7.1, the operator Aarc := Pϕ(M˙arc)ϕ(Aπ) is invertible on the Hilbert space
Pϕ(M˙arc)Hϕ . Consequently, by Theorem 8.4, for all (ξ, x) ∈Narc the operators π(ξ,x)(Aarc) are
invertible on the space l2(G,C2) and
sup
∥∥(π(ξ,x)(Aarc))−1∥∥< ∞. (10.6)(ξ,x)∈Narc
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π(ξ,x)(Aarc) = diag{A(ξ,1),A(ξ,0)} for all x ∈ R. (10.7)
Comparing the sets Narc and Rarc given by (8.13) and (10.4), respectively, we conclude from
(10.7) and (10.6) that for every (ξ,μ) ∈Rarc the operator A(ξ,μ) is invertible on the space l2(G)
and condition (10.5) is fulfilled. Hence, by Theorem 10.1, the operator A is invertible on the
space L2(T). 
10.2. General form of singular integral operators with shifts
Let B0 denote the dense non-closed subalgebra of the C∗-algebra B consisting of all opera-
tors of the form
∑n
i=1 Ti1Ti2 . . . Tiji where n, ji ∈ N and Ti,k ∈A0 ∪ {ST}. We denote by H the
closed two-sided ideal of B generated by all the commutators aST − STaI with a ∈ PC(T), that
is, the closure of the set
H0 :=
{
n∑
i=1
BiHiCi : Bi,Ci ∈B0, Hi = aiST − STaiI, ai ∈ PC0(T), n ∈ N
}
.
The ideal K of all compact operators on L2(T) is contained in H (see, e.g., [12]). Hence, the
commutators aST −STaI (a ∈ SO(T)) and UgST −STUg (g ∈ G) belong to the ideal H because
these operators are compact on the space L2(T) according to (4.11) and (6.7). As a result, for
every A ∈A the commutators AST − STA also are in H.
Let A˜ be the C∗-algebra of the 2 × 2 diagonal matrices with A-valued entries. Let us obtain
an analogue of Theorem 5.2 for the C∗-algebra B (cf. [19,21]).
Theorem 10.3. Every operator B ∈B is uniquely represented in the form
B = A+P+
T
+A−P−
T
+HB, (10.8)
where A± are functional operators in the C∗-algebra A, P±
T
= (I ± ST)/2 are the orthogonal
projections associated with the Cauchy singular integral operator ST, HB ∈ H, the mapping
B → diag{A+,A−} is a C∗-algebra homomorphism of the C∗-algebra B onto the C∗-algebra
A˜ with kernel H, and ∥∥A±∥∥ inf
H∈H
‖B +H‖ |B| := inf
K∈K
‖B +K‖. (10.9)
Proof. Obviously, every operator B ∈ B0 is represented in the form (10.8), and the mapping
B → diag{A+,A−} is an algebraic homomorphism of the non-closed algebra B0 into A˜ with
the kernel contained in H0. This mapping is defined for the generators of the algebra B by
aI → diag{aI, aI }, Ug → diag{Ug,Ug}, ST → diag{I,−I }.
Obviously, it only remains to prove (10.9) for all N ∈B0.
120 M.A. Bastos et al. / Journal of Functional Analysis 242 (2007) 86–126Taking into account the facts that the ideal H⊂B is generated by all the commutators aST −
STaI (a ∈ PC(T)) and that according to (5.2),(
Sym(aST − STaI)
)
(ξ,±∞) = 02×2 for all a ∈ PC(T) and all ξ ∈ M
(
SO(T)
)
,
we infer from (8.12) that for any operator H ∈H,
π(ξ,±∞)(Harc) = 0 for all ξ ∈ M
(
SO(T)
)
, (10.10)
where Harc := Pϕ(M˙arc)ϕ((H)π ). Analogously, by (5.2), for all ξ ∈ M(SO(T)),(
SymP±
T
)
(ξ,±∞) = diag{1,0}, (SymP±
T
)
(ξ,∓∞) = diag{0,1}. (10.11)
Further, from (10.7) it follows that
π(ξ,±∞)
(
A±arc
)= diag{A±(ξ,1),A±(ξ,0)} for all ξ ∈ ⋃
τ∈T\Λ
Mτ
(
SO(T)
)
. (10.12)
Hence, for every operator B = A+P+
T
+ A−P−
T
+ HB ∈ B0 we deduce from (10.10)–(10.12)
that
π(ξ,±∞)(Barc) = diag
{
A±(ξ,1),A
∓
(ξ,0)
}
for all ξ ∈
⋃
τ∈T\Λ
Mτ
(
SO(T)
)
. (10.13)
Therefore, for every H ∈H and every ξ ∈⋃τ∈T\ΛMτ (SO(T)), we obtain
max
{∥∥A±(ξ,1)∥∥,∥∥A±(ξ,0)∥∥} ∥∥Pϕ(M˙arc)ϕ(Bπ +Hπ )∥∥ ‖B +H‖. (10.14)
By Theorem 10.1, the C∗-algebra A is isometrically ∗-isomorphic to the C∗-algebra{ ⊕
(ξ,μ)∈Rarc
A(ξ,μ): A ∈A
}
⊂
⊕
(ξ,μ)∈Rarc
B(l2(G))
equipped with the norm sup(ξ,μ)∈Rarc ‖A(ξ,μ)‖. Therefore, for every A ∈A,
‖A‖ = sup
(ξ,μ)∈Rarc
‖A(ξ,μ)‖. (10.15)
Finally, from (10.14) and (10.15) it follows that ‖A±‖ ‖B +H‖ for all B ∈B0 and all H ∈H,
which immediately implies (10.9). 
Let G(T) denote the set of the G-orbits G(t) := {g(t): g ∈ G} ⊂ T for all t ∈ T. For each w ∈
G(T) we denote by Hw the closed two-sided ideal of B generated by the operator Vt given by
(4.8), where t is an arbitrary point of the G-orbit w. By (4.10), (4.12) and (6.8), for every operator
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(τ ∈ Gn,w,n ∈ N) such that
lim
n→∞
∣∣∣∣Hw − ∑
τ∈Gn,w
Bn,τVτ
∣∣∣∣= limn→∞
∣∣∣∣Hw − ∑
τ∈Gn,w
VτB
′
n,τ
∣∣∣∣= 0. (10.16)
Observe that VtVτ  0 for t, τ ∈ T and t = τ . Hence, HwHv  0 if w,v ∈ G(T) and w = v.
Similarly to [21, Lemma 5.4] we get the following result.
Lemma 10.4. Every operator H ∈ H0 is of the form H ∑w∈GH Hw , where GH is an at mostfinite subset of G(T) and Hw ∈Hw .
10.3. The C∗-algebra B∞t and its influence
Fix t ∈ Λ and consider the C∗-algebra B∞t = Pϕ(M∞t )ϕ(Bπ ) (see (7.14)). Let Ht be the
closed two-sided ideal of B generated by the operator Vt given by (4.8). By Lemma 9.4(i), the
ideal Ht is contained in the C∗-algebra A.
Lemma 10.5. If t ∈ Λ and H ∈H, then
Pϕ
(
M∞t
)
ϕ
(
Hπ
)= 0. (10.17)
Proof. First, let us prove that
Pϕ
(
M∞t
)
ϕ
(
V πτ
)= 0 for all t ∈ Λ and τ ∈ T. (10.18)
Fix t ∈ Λ and τ ∈ T. Let Δn be a sequence of open sets of M˙ such that ⋂n Δn =M∞t . Analo-
gously to Theorem 8.1 one can establish that∥∥Pϕ(Δn)ϕ(V πτ )∥∥B(Hϕ) = ∥∥Pφ(Δn)φ(V πτ )∥∥B(Hφ) for all n ∈ N. (10.19)
Since for the concrete Hilbert space Hφ we have the equality
lim
n→∞
∥∥Pφ(Δn)φ(V πτ )∥∥B(Hφ) = 0,
we derive from (10.19) that, for the abstract Hilbert space Hϕ ,
lim
n→∞
∥∥Pϕ(Δn)ϕ(V πτ )∥∥B(Hϕ) = 0. (10.20)
Let ϕ|Zπ be the restriction of the representation ϕ given by (7.1) to the central C∗-sub-
algebra Zπ . Consider the decomposition of the representation ϕ|Zπ into the direct sum of
cyclic representations ϕα in the mutually orthogonal subspaces Hϕ,α of the space Hϕ . Then,
by Lemma 3.4, for each subspace H′ϕ =
⊕
α∈QHϕ,α ⊂Hϕ with finite Q, we have
Pϕ
(
M∞t
)
ϕ
(
V πτ
)= s-limPϕ(Δn)ϕ(V πτ ).n→∞
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∥∥Pϕ(M∞t )ϕ(V πτ )∥∥B(H′ϕ,Hϕ)  lim infn→∞ ∥∥Pϕ(Δn)ϕ(V πτ )∥∥B(H′ϕ,Hϕ)
 lim inf
n→∞
∥∥Pϕ(Δn)ϕ(V πτ )∥∥B(Hϕ),
which implies according to (10.20) that for all considered subspaces H′ϕ ⊂Hϕ ,∥∥Pϕ(M∞t )ϕ(V πτ )∥∥B(H′ϕ,Hϕ) = 0. (10.21)
Since the set of vectors ξ = {ξα}α ∈Hϕ with a finite number of non-zero entries ξα ∈Hϕ,α is
dense in Hϕ , the relations (10.21) imply (10.18).
Consider now an operator Hw ∈Hw with w ∈ G(T). According to (10.16),
Hπw = limn→∞
∑
τ∈Gn,w
Bπn,τV
π
τ , (10.22)
where Gn,w are finite subsets of the G-orbit w and Bn,τ are operators in the C∗-algebra B. Since
the set M∞t belongs to the family RG(M˙) defined in (7.8), we infer from (3.10) and (3.11) that
for all B ∈B,
Pϕ
(
M∞t
)
ϕ
(
Bπ
)= Pϕ(M∞t )ϕ(Bπ )Pϕ(M∞t ).
Therefore, from (10.22) and (10.18) it follows that
Pϕ
(
M∞t
)
ϕ
(
Hπw
)= lim
n→∞
∑
τ∈Gn,w(T)
Pϕ
(
M∞t
)
ϕ
(
Bπn,τ
)
Pϕ
(
M∞t
)
ϕ
(
V πτ
)= 0. (10.23)
Finally, by Lemma 10.4, for any operator H ∈ H0 there are a finite subset GH of G(T) and
operators Hw ∈Hw such that Hπ =∑w∈GH Hπw . Hence, by (10.23), for H ∈H0 we obtain
Pϕ
(
M∞t
)
ϕ
(
Hπ
)= ∑
w∈GH
Pϕ
(
M∞t
)
ϕ
(
Hπw
)= 0,
which implies (10.17) because the set H0 is dense in H. 
Thus, Lemma 10.5 shows that the operators H ∈ H do not have influence on the operators in
the C∗-algebra B∞t , which implies the following.
Corollary 10.6. If A is a functional operator in A, then
Pϕ
(
M∞t
)
ϕ
(
(AST − STA)π
)= 0 for all t ∈ Λ.
Theorem 10.7. If B ∈B is written in the form (10.8) and the operator
Barc := Pϕ(M˙arc)ϕ
(
Bπ
)= Pϕ(M˙arc)ϕ((A+P+ +A−P− +HB)π )T T
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Pϕ(M
∞
t )ϕ((A
±)π ) are invertible on the Hilbert space Pϕ(M∞t )Hϕ .
Proof. If the operator Barc is invertible on the Hilbert space Pϕ(M˙arc)Hϕ , then, by Theorem 8.4,
the operators π(ξ,x)(Barc) for all (ξ, x) ∈ Narc are invertible on the Hilbert space l2(G,C2) and
condition (8.14) is fulfilled. In particular, the operators π(ξ,±∞)(Barc) are invertible on l2(G,C2)
for all (ξ,±∞) ∈ Rarc, where Rarc is defined by (10.4). Hence from (10.13) it follows that all
the operators A±(ξ,μ) for (ξ,μ) ∈Rarc are invertible on l2(G) and
sup
(ξ,μ)∈Rarc
∥∥(A±(ξ,μ))−1∥∥< ∞.
Then, by Theorem 10.1, the functional operators A± are invertible on the space L2(T), which
implies the invertibility of both the operators A±t,∞ on the Hilbert space Pϕ(M∞t )Hϕ for every
t ∈ Λ. 
Theorem 10.8. If B ∈ B and the operator Barc = Pϕ(M˙arc)ϕ(Bπ) is invertible on the Hilbert
space Pϕ(M˙arc)Hϕ , then for every t ∈ Λ the operator B∞t := Pϕ(M∞t )ϕ(Bπ) is invertible on
the Hilbert space Pϕ(M∞t )Hϕ .
Proof. Fix an operator B = A+P+
T
+A−P−
T
+HB ∈B and a point t ∈ Λ. By Lemma 10.5, the
operator B∞t = Pϕ(M∞t )ϕ(Bπ) has the form
B∞t = Pϕ
(
M∞t
)
ϕ
((
A+P+
T
+A−P−
T
)π )
. (10.24)
If the operator Barc is invertible on the space Pϕ(M˙arc)Hϕ , then by Theorem 10.7 the operators
A±t,∞ are invertible on the space Pϕ(M∞t )Hϕ . Hence, the operator B∞t of the form (10.24) is also
invertible on this space. Indeed, from Corollary 10.6 it follows that for every functional operator
A ∈A,
Pϕ
(
M∞t
)
ϕ
(
Aπ
)
Pϕ
(
M∞t
)
ϕ
((
P±
T
)π )= Pϕ(M∞t )ϕ((P±T )π )Pϕ(M∞t )ϕ(Aπ ).
Therefore, taking into account the relation
Pϕ
(
M∞t
)
ϕ
((
P+
T
)π )
Pϕ
(
M∞t
)
ϕ
((
P−
T
)π )= Pϕ(M∞t )ϕ((P+T P−T )π )= 0,
we conclude that the operator
(
B∞t
)−1 := (A+t,∞)−1Pϕ(M∞t )ϕ((P+T )π )+ (A−t,∞)−1Pϕ(M∞t )ϕ((P−T )π ),
where (A±t,∞)−1 are the inverses for the operators A±t,∞, is the inverse of the operator B∞t on the
space Pϕ(M∞t )Hϕ . 
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Let G be an amenable group of orientation-preserving diffeomorphisms of T onto itself such
that all g ∈ G \ {e} have the same set Λ of fixed points on T, and Λ is finite. Consider the
C∗-algebra
B= alg(PSO(T), ST,UG)⊂ B(L2(T))
generated by all multiplication operators by the piecewise slowly oscillating functions on T, by
the Cauchy singular integral operator ST and by all shift operators Ug (g ∈ G). Let Bπ =B/K,
where K is the ideal of all compact operators in B(L2(T)), and let
Narc =
⋃
τ∈Oarc
(
Mτ
(
SO(T)
)× R), NΛ = ⋃
τ∈Λ
Mτ
(
SO(T)
)× R,
where Oarc is a subset of T \Λ that contains exactly one point in each orbit defined by the group
of shifts G on T \Λ.
For each (ξ, x) ∈Narc, we introduce the representation
Φξ,x :B→ B
(
l2
(
G,C2
))
, B → π(ξ,x)(Barc), (11.1)
given on the generators of the C∗-algebra B according to (8.11), (8.12) by[
Φξ,x(aI)f
]
(g) = diag{(a ◦ g)(ξ,1), (a ◦ g)(ξ,0)}f (g),[
Φξ,x(ST)f
]
(g) =
(
tanh(πx) i/ cosh(πx)
−i/ cosh(πx) − tanh(πx)
)
f (g),[
Φξ,x(Uh)f
]
(g) = f (gh), (11.2)
where a ∈ PSO(T), a(ξ,μ) is the value of the Gelfand transform of a at the point (ξ,μ) ∈
M(PSO(T)), g,h ∈ G, and f ∈ l2(G,C2).
For each (ξ, x) ∈NΛ, we introduce the representation
Φξ,x :B→ B
(
C
2), B → B◦t (ξ, x)I, (11.3)
where t ∈ Λ is such that ξ ∈ Mt(SO(T)) and, for all a ∈ PSO(T) and h ∈ G, the 2 × 2 matrix
functions B◦t are given on the generators of B by
(aI)◦t (ξ, x) =
(
a(ξ,1) 0
0 a(ξ,0)
)
, (ST)
◦
t (ξ, x) =
(
tanh(πx) i/ cosh(πx)
−i/ cosh(πx) − tanh(πx)
)
,
(Uh)
◦
t (ξ, x) = diag
{
eix lnh
′(t), eix lnh
′(t)}, for (ξ, x) ∈ Mt(SO(T))× R. (11.4)
Hence, identifying the operators Φξ,x(B) and the matrices B◦t (ξ, x) in (11.3), we see that for
each t ∈ Λ the representation (9.12) can be written in the form
Ψt :B
π → B(l2(Mt(SO(T)),L22(R))), Ψt(Bπ )= ⊕ Φξ,·(B).ξ∈Mt(SO(T))
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rion for the operators B in the C∗-algebra B.
Theorem 11.1. An operator B ∈B is Fredholm on the space L2(T) if and only if the following
two conditions are satisfied:
(i) for all (ξ, x) ∈Narc the operators Φξ,x(B) are invertible on the space l2(G,C2) and
sup
(ξ,x)∈Narc
∥∥(Φξ,x(B))−1∥∥< ∞;
(ii) for every t ∈ Λ, minξ∈Mt(SO(T)) infx∈R |det(B◦t (ξ, x))| > 0.
Consider the operator function Φ(B) defined on Narc ∪NΛ by (ξ, x) → Φξ,x(B), where the
operators Φξ,x(B) are given by (11.1)–(11.4), and equip it with∥∥Φ(B)∥∥= max{ sup
(ξ,x)∈Narc
∥∥Φξ,x(B)∥∥B(l2(G,C2)), sup
(ξ,x)∈NΛ
∥∥Φξ,x(B)∥∥B(C2)}.
The operator function Φ(B) is referred to as the symbol of an operator B ∈ B. Clearly, the set
Φ(B) := {Φ(B): B ∈ B} is a C∗-algebra, and the mapping Φ :B → Φ(B) is a C∗-algebra
homomorphism of the C∗-algebra B onto the C∗-algebra Φ(B) with kernel KerΦ =K. Hence
Bπ ∼= Φ(B). Making use of this symbol calculus, Theorem 11.1 can be rewritten in the following
form.
Theorem 11.2. An operator B ∈ B is Fredholm on the space L2(T) if and only if its symbol
Φ(B) is invertible.
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