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Cylindrical multishell structure is one of the prevalent atomic arrangements in nanowires. Being
multishell, the well-defined atomic periodicity is hardly realized in it because the periodic units of
individual shells therein generally do not match except for very few cases, posing a challenge to
understand its physical properties. Here we show that moire´ patterns generated by superimposing
atomic lattices of individual shells are decisive in determining its electronic structures. Double-
walled carbon nanotubes, as an example, are shown to have spectacular variations in their electronic
properties from metallic to semiconducting and further to insulating states depending on their moire´
patterns, even when they are composed of only semiconducting nanotubes with almost similar energy
gaps and diameters. Thus, aperiodic multishell nanowires can be classified into new one-dimensional
moire´ crystals with distinct electronic structures.
I. INTRODUCTION
When repetitive structures are overlaid against each
other, a new superimposed moire´ pattern emerges and
is observed in various macroscopic phenomena1. Re-
cent progress in stacking two-dimensional crystals2 en-
ables the patterns to occur at the atomic scale, show-
ing their distinct quantum effects3–6. Even in one-
dimension, this atomic pattern is realized naturally in
the multishell organic and inorganic tubular shaped
nanowires7–9. Among them, the double-walled carbon
nanotubes (DWNTs) formed by two concentric single-
walled carbon nanotubes (SWNTs) are the simplest
multi-shell nanotube structures10. The electronic struc-
ture of SWNT, a basic building block of DWNTs, de-
pends on its way of rolling a single layer graphene along
a specific chiral vector into a seamless cylindrical shape.
The chiral vector, C = na1 + ma2, or a set of inte-
gers (n,m) uniquely determines electronic structures of
SWNTs where a1 and a2 are the primitive vectors of
hexagonal lattice of graphene [Fig. 1(d)]. They are metal-
lic if |n −m| is a multiple of three and otherwise semi-
conducting10–12. This simple rule can be obtained by
reducing or quantizing one dimension of the two dimen-
sional massless Dirac energy bands of graphene.
In spite of such a clear rule, its extension to double-
walled structures is far from trivial11–13. Ever since its
discovery7, direct ab initio or empirical calculations have
been performed to obtain the energy bands of DWNTs
only if two single-walled nanotubes have a common pe-
riodicity along its axis10–16. Very few of DWNTs, how-
ever, have commensurate atomic structures and the rest
of them do not have the well-defined periodicity, pos-
ing a significant challenge to understand their electronic
properties. This situation also holds for other inor-
ganic one-dimensional multishell tubular structures with
several different atomic elements9. In the literature,
∗ All authors contributed to the manuscript extensively.
incommensurate DWNTs were studied numerically in
terms of the electronic structure17,18 and the transport
properties,19–22 and it is generally believed that the inter-
layer coupling does not strongly modify the energy bands
of the individual SWNTs.
On the other hand, there has been a rapid progress in
stacking various two-dimensional crystals and in under-
standing their electronic properties2. The most notable
example among them is twisted bilayer graphene (TBLG)
where a single layer graphene is overlaid on top of the
other with a rotational stacking fault23–27. These bilayer
structures exhibit moire´ patterns of which periodicity is
quite larger than that of the unit cell of graphene. When
one layer rotates with respect to the other from zero to
60 degrees continuously, two hexagonal lattices can have
a common exact supercell only for a few discrete rotation
angles while they cannot have the well-defined periodic
unit for infinite possible other choices of angles26,28–30.
Formation of moire´ pattern in TBLGs, however, do not
require an exact matching of atomic positions between
the two layers for the common supercell, and its period-
icity continuously changes as the angle varies26,28–30. Re-
cent theoretical30 and experiment31 studies demonstrates
that the electronic structure of TBLG is dictated not by
the exactly matched atomic supercell but by the period-
icity of moire´ superlattice. Therefore, successful descrip-
tions of the electronic structures of TBLGs without com-
mensurability validate the effective theory28–30,32 based
on the Bloch wave expansion with respect to the moire´
lattice in momentum space. This motivates us to ex-
plore a possible dimensional reduction from TBLGs with
moire´ patterns to one-dimensional structures which can
be mapped onto DWNTs exactly. Using the effective
theory and atomic structure mapping, we uncover that
the moire´ pattern plays a decisive role in determining
electronic structures of DWNTs without any commensu-
rability and that the resulting properties are far beyond
a simple sum of electronic bands of two constituent nan-
otubes.
2II. MAPPING FROM BLG TO DWNT
We begin by describing atomic structure mapping pro-
cedures from bilayer graphene (BLG) to DWNT. This
involves a rotation (its operator form is R) and a subse-
quent uniaxial contraction (M) of one layer with respect
to the other in BLG. The upper layer is designated for
the inner tube with the chiral vector of C = n1a1+n2a2
and the lower for the outer with C′ = n′1a1 +n
′
2a2 [Figs.
1(a) and 1(d)]. First, the two different chiral vectors
for the inner and outer SWNTs are aligned by rotating
the lower layer, resulting in a usual TBLG with a moire´
pattern [Figs. 1(b) and 1(e)]. After then, the lower one
shrinks uniaxially along C to match the two chiral vec-
tors exactly [Figs. 1(c) and 1(f)]. Resulting new prim-
itive vectors for the lower layer become a˜i = MRai
(i = 1, 2). Corresponding reciprocal lattice vectors bi
and b˜i for the upper and lower layers can be defined to
satisfy ai · bj = a˜i · b˜j = 2piδij (i, j = 1, 2). The exactly
same atomic structure can be obtained by unfolding a
DWNT into a bilayer graphene nanoribbon and by sub-
sequently shrinking the width of outer ribbon down to
the inner one [Figs. 1(g) to 1(i)]. Therefore, the mod-
ified TBLG structure matches the atomic structure of
DWNT with a periodic boundary condition along C as
shown in Fig. 1.
The mismatch between lattice periods of the upper and
lower layers in the modified TBLG gives rise to the moire´
superlattice pattern [Figs. 2(a)-2(c)]. In this structure,
the arbitrary position r in the lower layer is displaced by
δ(r) = (I − R−1M−1)r by the mapping where I is an
identity operator. The periodic vectors (LMi ) of emerged
moire´ pattern can be obtained by using a condition of
δ(LMi ) = ai and are given by L
M
i = (I − R−1M−1)−1ai
(i = 1, 2). The corresponding reciprocal vectors satisfy-
ing GMi · LMj = 2piδij are given by
GMi = (I −M−1R)bi (i = 1, 2). (1)
We can immediately show that GMi · C = 2pi(ni − n′i)
(i = 1, 2) so that the moire´ period is commensurate with
the chiral vector C as it should. The periodic bound-
ary condition for DWNT forces the two-dimensional wave
space be quantized into one-dimensional lines perpendic-
ular to C with intervals of 2pi/|C|.
III. EFFECTIVE HAMILTONIAN
With the given conditions on the momentum spaces
of the modified TBLG, now we construct the effective
Hamiltonian for low energy electrons. The mapped lower
layer for the outer tube has a distorted hexagonal Bril-
louin zone (BZ) while the upper layer for the inner one
has a usual BZ of graphene. Figures 2(a)-2(c) show the
actual lattice structures and BZs for each of DWNTs
studied in the later sections. The low energy electrons
can be described by effective Hamiltonians around the
each corner of intralayer BZ: Kξ = −ξ(2b1 + b2)/3 for
the upper layer and K˜ξ = −ξ(2b˜1 + b˜2)/3 = M−1RKξ
for the lower one where ξ = ±1 denotes time-reversal
partners. Near the corners, the intralayer Hamiltonians
for the upper and lower layer (layer 1 and 2 hereafter)
can be written as H1(k) ≃ −~v(k −Kξ) · (ξσx, σy) and
H2(k) ≃ −~v[R−1M(k − K˜ξ)] · (ξσx, σy), respectively
where k = (kx, ky) is the Bloch wave number for in-
tralayer momentum space, σx and σy are the Pauli ma-
trices acting on the two sublattices of upper (A1, B1)
and lower (A2, B2) layer, and v the electron velocity of
graphene. The low energy electrons of each layer interact
through interlayer coupling such that the total Hamilto-
nian of the modified TBLG is written in the basis of
(A1, B1, A2, B2) as
Hξ =
( H1(k) U †
U H2(k)
)
, (2)
where U has interlayer coupling matrix elements ex-
pressed as 〈k′, X ′l′ |T |k, Xl〉 where |k, Xl〉 is an intralayer
Bloch wave basis, X and X ′ are either of A or B, l and
l′ are either of 1 or 2, and T is an interlayer coupling
Hamiltonian. In the following, we consider a situation
where the moire´ period is much greater than the atomic
scale, i.e., |GMi | ≪ 2pi/a. Then the interlayer matrix el-
ements can be explicitly written in a quite simple form
with three Fourier wave components of 1, eiξG
M
1
·r and
eiξ(G
M
1
+GM
2
)·r as,
U =
(
UA2A1 UA2B1
UB2A1 UB2B1
)
= u0(d)
[(
1 1
1 1
)
+
(
1 ω−ξ
ωξ 1
)
eiξG
M
1
·r +
(
1 ωξ
ω−ξ 1
)
eiξ(G
M
1
+GM
2
)·r
]
,
(3)
where u0 is the coupling parameter depending on inter-
tube distance of d, and ω = exp(2pii/3) (See derivations
in Appendix A). We can infer that the effect of inter-
layer coupling will be significant when the distance be-
tween the two K-points of each layer, ∆Kξ ≡ K˜ξ−Kξ =
ξ(2GM1 + G
M
2 )/3, is close to either of the three Fourier
wave components 0, ξGM1 or ξ(G
M
1 + G
M
2 ). This con-
dition actually corresponds to the strong coupling case
referred in the next section.
We note that the effective Hamiltonian in Eq. (2)
shares the essential features with those describing other
two-dimensional moire´ crystals such as TBLG as well as
graphene on hBN. The only difference arises from the
definition of the moire´ reciprocal vectors GMi [Eq. (1)],
where M = I for TBLG30, while M is an equibiaxial
expansion (unlike the uniaxial one in the present case)
for graphene on hBN32. In spite of such a apparent
similarity, the DWNT is not a rolled-up version of two-
dimensional moire´ crystals, because there are two degrees
of freedom,M and R, depending on the choice of the in-
3FIG. 1. Step by step operations for atomic structure mapping from graphene bilayer structure to DWNT. (a) Two parallelo-
grams on upper and lower layers are drawn for unfolded single-walled carbon nanotubes (SWNTs) with different chiral vectors
C and C′ respectively. (b) Rotation (R) and (c) subsequent contraction (M) of lower layer to align the axial direction of two
tubes and then to match their widths. A specific example for operations shown in (b) and (c) are displayed in (d), (e) and (f).
Here we use C = 8a1 + 2a2 and C
′ = 14a1 − 10a2 for illustration where the common in-plane primitive vectors a1 = a(1, 0)
and a2 = a(1/2,
√
3/2) with the lattice constant a ≈ 0.246 nm are used to label the atomic positions of both layers. In (d),
thin solid lines perpendicular to chiral vectors corresponds to parallelograms in (a). A usual two dimensional moire´ pattern of
TBLG is shown in (e) and distorted TBLG with typical moire´ lattice for DWNT is in (f). Reverse mapping operations from
a DWNT to double layer graphene nanoribbon are shown from (g) to (i). Unfolding (h) and then subsequent contraction of
lower nanoribbon (i) map onto the modified TBLG structure [(c)and (f)] exactly.
ner and outer SWNTs, giving a variation in the relative
angles and magnitudes of moire reciprocal vectors. In
TBLG, for example, GM1 and G
M
2 are always 120
◦ rota-
tion of each other due to the three-fold rotational sym-
metry, and then ∆Kξ never agrees with either of three
Fourier wave components. In DWNT, as shown in the
next section, a wider parameter space allows this condi-
tion to be met, and also other distinct situations which
are hardly realized in two-dimensional bilayer systems.
In Eq. (3), we neglect the dependence on the rela-
tive offset between the atomic positions in the two nan-
otubes, assuming that the two tubes share the same in-
plane atomic position at some particular point. In incom-
mensurate DWNTs, the relative offset corresponds to a
shift of the origin of the coordinate and does not change
the electronic structure. In commensurate DWNTs such
as the zigzag-zigzag or armchair-armchair tubes, on the
other hand, it should be noted that the band structure
generally does depend on the offset, and it leads to a
noticeable difference particularly in small DWNTs.33
IV. ARMCHAIR AND ZIGZAG DWNTS
By numerically solving eigenvalues of equation (2) un-
der the quantization condition of k · C = 2piN (N is
integer), we can obtain the energy-momentum relation-
ship of electrons in DWNTs with and without commen-
4FIG. 2. After mapping operations in Fig. 1, two-dimensional atomic lattices corresponding to (35,19) @(40,24), (35,19)@(47,15)
and (26,3)@(35,3) DWNTs are drawn in (a), (b) and (c), respectively. Blue arrows are chiral vectors (C) for each one. Normal
(black) and distorted (red) hexagonal Brillouin zones (BZs) for three examples are presented in (d), (e) and (f) respectively.
Upper (lower) Dirac points are indicated by K (K˜). Enlarged BZs near around its corner are shown in the right panels. In
enlarged panels, thin slant lines are one-dimensional BZs separated by 2pi/|C| and GMi (i = 1, 2) is a reciprocal lattice vector
corresponding to distorted moire´ lattice.
surability. First, the well-known results for commensu-
rate DWNTs are reproduced by using our method (Fig.
3). In the case of a DWNT having (n, n) SWNT in-
side (m,m) one [hereafter (n, n)@(m,m) DWNT], the
calculated band structures from our continuum model
agree well with previous results from ab initio methods12
[Fig. 3(a)]. For a (n, 0)@(m, 0) DWNT, the agreement
between results from both methods are also very good
[Figs. 3(b) and 3(c)]. In the former case, the low energy
band structures deform greatly such that the two linear
crossing bands push up and downward due to intertube
interactions while in the latter no significant deformation
can be noted. This sharp contrast can be understood by
checking the coupling condition considered before. In the
former case, ∆Kξ exactly coincides with ξG
M
1 so that all
combinations of (n, n) SWNTs are always in the strong
coupling condition. In the latter case, we have GM2 = 0
and ∆Kξ = (2/3)ξG
M
1 , so that ∆Kξ does not coincide
with either of 0, ξGM1 or ξ(G
M
1 + G
M
2 ), thus being. in
the weak coupling condition.
V. GENERAL INCOMMENSURATE DWNTS
A. Strong coupling condition
The effective continuum model and the criteria for the
strong coupling work as well for incommensurate and chi-
5FIG. 3. Electronic energy band diagrams obtained by the atomic structure mapping and effective theory are drawn for
commensurate DWNTs. (a) Energy bands of decoupled (10,10) and (15,15) SWNTs are drawn in the left panel. Red (Blue)
dotted lines are for inner (outer) tubes. In the right panel, the energy bands for coupled tube, i.e., (10,10)@(15,15) DWNT
is drawn. Same band diagrams for (15,0)@(24,0) and (16,0)@(25,0) DWNTs are drawn in (b) and (c), respectively. The
former case is metallic and the latter semiconducting zigzag DWNT. In all band diagrams hereafter, the origin in x-axis for
one-dimensional crystal momentum is taken at the K-point for metallic tubes and at the closest point to the K-point for
semiconducting tubes, respectively.
FIG. 4. (a) Two-dimensional distance map of |∆Kξ − ξGM1 | by varying C′ while C is fixed to (35,19) SWNT. Here the darker
color indicates smaller distance and semicircle lines indicate same radius of SWNTs. (b) Two-dimensional map of length of
GM2 as a function of C
′ with C fixed to (26,3) SWNT, where the darker color indicates smaller length.
ral DWNTs. By measuring the distance between ∆Kξ
and the three Fourier wavenumbers with varying C and
C′, we can find all possible combinations of SWNTs to
make DWNTs with strong intertube couplings. After
some algebra, the criteria for the strong coupling is re-
duced to the simple conditions that (i) C−C′ is parallel
to the armchair direction, (ii) C and C′ are nearly par-
allel to each other (See Appendix B for the derivation).
For one example, here, we choose semiconducting (35,19)
SWNT for the inner shell and then search semiconducting
outer SWNTs to show a strong or weak intertube cou-
pling. Figure 4(a) shows the distance between ∆Kξ and
ξGM1 as a function of C
′ with C fixed to (35,19), where
the darker color indicates smaller distance. The strong
coupling region actually extends to the armchair direc-
tion as expected from the criteria discussed before. For
the outer tube, we take (40,24) SWNT in the strong cou-
pling condition, and (47,15) off from it, where the inter-
tube distance is close to the graphite’s interlayer spacing
in both cases. For (35,19)@(40,24) DWNT, the atomic
structure of the corresponding modified TBLG and its
BZ are shown in Figs. 2(a) and 2(d), respectively. We
see that GM1 is indeed very close to the displacement be-
tween two K-points in Fig. 2(d).
The calculated energy band structure is drawn with
projected and extended scheme in Fig. 5(a) (See Ap-
6FIG. 5. Energy-momentum dispersion relation for incommensurate DWNTs are drawn with the projected extend band plot
method (See Appendix C). (a) Energy bands of decoupled (35,19) and (40,24) SWNTs are drawn in the left panel. When
the inter-tube coupling turns on, the dispersion of (35,19)@(40,24) DWNT is shown in the middle panel. The corresponding
density of states (DOS) are drawn in the right panel. The dotted red (blue) lines are DOSs for inner (outer) nanotubes and solid
black line for the coupled DWNT. Same dispersion diagrams and DOS plots for (35,19)@(47,15) and (26,3)@(35,3) DWNTs
are drawn in (b) and (c), respectively. The atomic lattice structures with distorted moire´ lattices and corresponding BZs for all
three cases are shown in Fig. 2. For the both figures, a pair of panels in the same row belongs to specific coupling conditions:
from top to bottom rows, strong, weak, and localized coupling cases.
pendix C for the calculation method). Since the (35,19)
tube has an energy band gap of 0.18 eV and (40,24) of
0.15 eV (and the curvature effect is too small to close the
gap16), one may expect that the DWNT composed of the
two tubes will have an energy gap. However, the resulting
band structure shows the characteristic of metallic energy
bands [Fig. 5(a)]. The lowest energy bands of decoupled
nanotubes indeed mix together very strongly and the fi-
nal low energy-momentum dispersions are quite different
from the original ones. In the case of (35,19)@(47,15)
DWNT [Fig. 2(b)], its energy-momentum dispersion is
nothing but a simple sum of the two tubes with a slight
energy shift [Fig. 5(b)] because this is off the strong
coupling condition [Fig. 2(e)]. Corresponding density of
states (DOS) for each case is displayed in Figs. 5(a) and
5(b) showing a sharp contrast between the two coupling
7conditions, although these two DWNTs have almost the
same spectra in the absence of the intertube couping. In
the strong coupling regime, the interlayer Hamiltonian
U links the SWNT states at almost the same energy and
thus leads to an energy shift linear to u0. In general sit-
uations, on the other hand, the two states connected by
u0 generally belong to different energies with a typical
difference ∆E ∼ ~v|GMi |. When u0 ≪ ∆E, the energy
shift becomes the second order as ∼ u20/∆E, and this is
the case in Fig. 5(b).
We can further obtain an insight from analytic expres-
sion for energy gap of strongly coupled case. The low
energy spectrum of strongly coupled DWNT is well ap-
proximated by the two Dirac cones separated by ∆Kξ,
which are directly coupled by one of three Fourier compo-
nents, 0, ξGM1 or ξ(G
M
1 +G
M
2 ). Suppose that the lowest
energy bands of decoupled inner and outer SWNTs with
respect to each band center are expressed (here ~v = 1)
as E = ± [m2i + k2]1/2 and E = ± [m2o + k2]1/2 with en-
ergy gaps of 2|mi| and 2|mo|, respectively. When the two
semiconducting SWNTs have similar diameters, we can
approximate mi,mo ≈ m and then the energy bands in
the presence of the intertube coupling of u0 are approx-
imately written as four hyperbolas (See Appendix D). If
∆Kξ ≃ ξGM1 , the four branches are given by,
E(k) = −u0 ±
[
(m−mD(u0))2 + (k + kD(u0))2
]1/2
and
E(k) = +u0 ±
[
(m+mD(u0))
2 + (k − kD(u0))2
]1/2
,
where mD(u0) = u0ξ cos(φ + 60
◦), kD(u0) = u0ξ sin(φ +
60◦), and φ is the angle from x-axis to C. The energy
gap is found to be ∆E = 2(|m|−u0), and vanishes when
u0 > |m|. From these expression, we find that the inter-
tube interactions can indeed modify the semiconducting
energy bands of bare SWNTs 34 into metallic ones in
the strong coupling condition. In Fig. 5, we chose rela-
tively large DWNTs (i.e. the energy gap is small) such
that u0 > |m|, to actually demonstrate the gap clos-
ing. Smaller DWNTs also have large band shifts in the
strong coupling condition, while they remain semicon-
ducting when the energy gaps of the constituent SWNTs
are larger than 2u0.
B. Localized insulating condition
Besides the strong and weak coupling regimes, another
classification is possible for the electronic structures of
incommensurate DWNTs. In Figs. 2(c) and 2(f), we
display a modified TBLG atomic structure and BZ for
(26,3)@(35,3) DWNT, and its energy-momentum disper-
sion and DOS are shown in Fig. 5(c). The two constituent
SWNTs are both semiconducting, and their chiral vectors
are almost parallel with (n, 0) nanotubes. Unlike previ-
ous two cases, we observe a number of flat bands both
in conduction and valence energy bands, and the corre-
sponding DOS also shows such characteristics [Fig. 5(c)].
The flat band occurs because electronic states at con-
tiguous k-points on the same layer are hybridized by the
intertube coupling U . Then an electron on each tube feels
a periodic effective potential with very long spatial pe-
riod, and the bound states appear at every single bottom
of the effective potential. The system is then viewed as
a series of weakly connected quantum dots, and it offers
a unique situation in which identical quantum dots are
arranged regularly at a precise period for a macroscopic
length.
Since the matrix U couples the different layers, we need
a second order process U †GU or UGU † (G is Green’s
function of decoupled SWNTs) to connect the k-points
on the same layer, and such a process has the Fourier
components of ±GM1 , ±GM2 and ±(GM1 +GM2 ). There-
fore, the flat band localization condition requires that
either of GM1 , G
M
2 or G
M
1 + G
M
2 is very small, but not
exactly zero. In the case of (26,3)@(35,3) DWNT, |GM2 |
is merely about 0.014/a, which corresponds to the spa-
tial period about 450a ∼ 110 nm. Similarly to the strong
coupling case, the criteria for the flat band is reduced to
the simple conditions that (i) C − C′ is parallel to the
zigzag direction, (ii) C and C′ are nearly parallel (See
Appendix B for the derivation). Figure 4(b) shows the
length of GM2 as a function of C
′ with the fixed C of
(26, 3), where the flat band region actually extends to
the zigzag direction. From the last consideration, we can
conclude that DWNTs with two semiconducting SWNTs
can be classified into three categories, e.g., strong cou-
pling near armchair-armchair DWNTs, localized insulat-
ing coupling near zigzag-zigzag ones and weak coupling
cases otherwise.
C. DWNTs including metallic SWNTs
Our theory is not limited to semiconducting DWNTs.
Three coupling conditions still hold as well when ei-
ther or both of the two SWNTs are metallic. Figure
6(a) shows the spectrum of (18,15)@(23,20) DWNT in
the strong-coupling condition, where the low energy lin-
ear bands of decoupled metallic tubes are repelled away
without gap opening, similar to the armchair-armchair
DWNT. The insulating localized states are also possi-
ble for DWNTs composed of metallic SWNTs, where the
metallic behavior of the original SWNTs is completely
lost due to the formation of the bound states at the
moire´ potential extrema. Figures 6(b) and 6(c) show the
spectra for a DWNT consisting of two metallic SWNTs
[(27,3)@(36,3)], and for one consisting of a metallic
SWNT and a semiconducting SWNT [(27,3)@(35,3)], re-
spectively, both in the localized insulating condition. We
observe the formation of flat bands in both cases, but
in much greater energy range in (c) than in (b). The
significant difference comes from the different interlayer
8FIG. 6. (a) Energy bands of decoupled (18,15) and (23,20) SWNTs are drawn in the left panel. When the inter-tube coupling
is turn on, the dispersion of (18,15)@(23,20) DWNT is shown in the middle panel. The corresponding density of states (DOS)
are drawn in the right panel. The dotted red (blue) lines are DOSs for inner (outer) nanotubes and solid black line for the
coupled DWNT. Same dispersion diagrams and DOS plots for (27,3)@(36,3) and (27,3)@(35,3) DWNTs are drawn in (b) and
(c), respectively.
spacing d, which gives the different interlayer coupling
u0(d) ≈ 0.07eV (d ≈ 0.351nm) in the former and 0.25
eV (d ≈ 0.312nm) in the latter. As the effective po-
tential is the second order in u0, a change of the mag-
nitude u0 results in a significant difference in the en-
ergy region where the flat bands are formed. Actually
the localized insulating condition strongly interferes with
the condition for each SWNT to be metallic or semicon-
ducting. We can show that a metallic-metallic DWNT
in the localized insulating condition appears only when
|C −C′| ≈ 3ma with integer m, and thus we have only
a choice of |C − C′| ≈ 9a near the graphite interlayer
spacing, which is actually the case of Fig. 6(b).
Finally, let us mention the relationship and dif-
ferences between one-dimensional and two-dimensional
moire´ crystals. In the two-dimensional TBG, the strong
interlayer coupling occurs only when the rotation angle is
sufficiently small, where the band dispersion of the low-
lying levels are significantly suppressed28,35–38. This sit-
uation corresponds to the strong coupling and localized
insulating regimes in incommensurate DWNTs, since the
moire reciprocal lattice vectors GMi and the K-point dif-
9ference ∆Kξ are all tiny and simultaneously satisfy the
two conditions (for strong coupling and localized insu-
lating) while not separately. On the other hand, the
uniqueness of one-dimensional moire´ crystal is in that
the flexibility of moire´ pattern due to more degrees of
freedom realizes the two different coupling conditions in-
dependently, leading to a variety of situations which do
not have explicit counterparts in two-dimensional sys-
tems. For example, the strong coupling condition just
requires ∆Kξ ∼ GMi , but GMi is not necessarily small.
Therefore, as seen in Fig. 5(a), we only have strong band
repulsion due to the strong interlayer mixing, but the
spectrum is not chopped into flat bands because GMi is
not small. On the other hand, the localized insulating
regime actually requires that some GMi is tiny, but not
necessarily close to ∆Kξ. As a result, we have flat bands,
but the hybridization between 1 and 2 is not strong as
seen in Fig. 5(c).
VI. CONCLUSIONS
It is evident now that combination of SWNTs with
almost the same physical properties such as diameter
and energy gap can end up with very different DWNTs
depending on the interlayer moire´ interference. There-
fore, all these criteria for incommensurate and chiral
DWNTs considered hitherto will dramatically influence
their optical absorptions, photoluminescence, electric
transport and Raman scattering that have been used
for characterizing and understanding their physical prop-
erties10–13,39,40. Considering that the moire´ pattern is
present for almost all possible one-dimensional multi-
shell tubular structures with several different atomic el-
ements9, our current theoretical framework shall not be
limited to multishell carbon nanotubes also. Moreover,
our study puts forth a new classification of nanotubes as
the first example of one-dimensional moire´ crystals and
paves a firm ground to utilize superb technological merits
of DWNTs13,39,40.
Note added: After preparing this paper, we became
aware of a recent paper41 having a result that overlaps
with a part of our theory.
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Appendix A: Interlayer Hamiltonian
Here we derive the interlayer coupling matrix U in the
effective Hamiltonian of DWNT, Eq. (2) in the main text.
We assume that the moire´ superlattice period is much
larger than the lattice constant. The local lattice struc-
ture is then approximately viewed as a non-rotated bi-
layer graphene slided by a displacement vector δ, which
slowly depends on the position r as
δ(r) = (I −R−1M−1)r (A1)
as argued in the main text. Similarly to the two-
dimensional moire´ superlattice30,32, the interlayer Hamil-
tonian of the DWNT is obtained by replacing δ with δ(r)
in the Hamiltonian of non-rotated bilayer graphene with
a constant δ.
Let us consider a non-rotated bilayer graphene with a
constant in-plane displacement δ and interlayer spacing
d. We define a1 and a2 as the lattice vectors of graphene,
b1 and b2 as the corresponding reciprocal lattice vectors.
We model the system with the tight-binding model for pz
atomic orbitals. The Hamiltonian is written as
H = −
∑
〈i,j〉
t(Ri −Rj)|Ri〉〈Rj |+H.c., (A2)
where Ri and |Ri〉 represent the lattice point and the
atomic state at site i, respectively, and t(Ri−Rj) is the
transfer integral between the sites i and j. We adopt a
Slater-Koster parametrization42
−t(R) = Vpppi
[
1−
(
R · ez
d
)2]
+ Vppσ
(
R · ez
d
)2
,
Vpppi = V
0
pppie
−(R−a0)/r0 , Vppσ = V
0
ppσe
−(R−d0)/r0 ,
(A3)
where ez is the unit vector perpendicular to the graphene
plane, a0 = a/
√
3 ≈ 0.142 nm is the distance of neigh-
boring A and B sites on monolayer, and d0 ≈ 0.335 nm
is the interlayer spacing if bulk graphites. Other param-
eters are typically V 0pppi ≈ −2.7 eV, V 0ppσ ≈ 0.48 eV and
r0 ≈ 0.045 nm.30
We define the Bloch wave basis of a single layer as
|k, Xl〉 = 1√
N
∑
RX
l
eik·RXl |RXl〉, (A4)
where X = A,B is the sublattice index, l = 1, 2 is the
layer index, and N is the number of monolayer’s unit cell
in the whole system. The interlayer matrix element is
then written as
UA2A1(k, δ) ≡ 〈k, A2|H |k, A1〉 = u(k, δ),
UB2B1(k, δ) ≡ 〈k, B2|H |k, B1〉 = u(k, δ),
UB2A1(k, δ) ≡ 〈k, B2|H |k, A1〉 = u(k, δ − τ 1),
UA2B1(k, δ) ≡ 〈k, A2|H |k, B1〉 = u(k, δ + τ 1), (A5)
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FIG. 7. Dependence of u0 on interlayer spacing d.
where
u(k, δ) =
∑
n1,n2
−t(n1a1 + n2a2 + dez + δ)
× exp [−ik · (n1a1 + n2a2 + δ)] . (A6)
Here τ 1 = (−a1+2a2)/3 is a vector connecting the near-
est A and B sublattices, and ez is the unit vector per-
pendicular to the graphene plane.
Since the function u(k, δ) is periodic in δ with periods
a1 and a2, it is Fourier transformed as,
u(k, δ) = −
∑
m1,m2
t˜(m1b1 +m2b2 + k)
× exp[i(m1b1 +m2b2) · δ], (A7)
where t˜(q) is the in-plane Fourier transform of t(R) de-
fined by
t˜(q) =
1
S
∫
t(R+ dez)e
−iq·RdR, (A8)
with S = |a1 × a2|, and the integral in R is taken over
an infinite two-dimensional space. In the present tight-
binding model, t(R) exponentially decays in R>∼ r0, so
that the Fourier transform t˜(q) decays in q >∼ 1/r0. In
Eq. (A7), therefore, we only need to take a few Fourier
components within |m1b1 +m2b2 + k|<∼O(1/r0).
In the following we only consider the electronic states
nearKξ point, and then we can approximate u(k, δ) with
u(Kξ, δ). Eq. (A7) then becomes
u(Kξ, δ) ≈ u0
[
1 + eiξb1·δ + eiξ(b1+b2)·δ
]
, (A9)
with
u0 = t˜(Kξ). (A10)
Note that u0 depends on interlayer spacing d through t˜(q)
in Eq. (A8). In the present choice of the tight-binding
FIG. 8. Geometry to explain the strong coupling condition
(see the text).
parameters we have u0 = 0.11eV at the graphite inter-
layer spacing, d = 0.334 nm. The second largest Fourier
component is t˜(2Kξ) ≈ 0.0016eV, and is safely neglected.
Unlike the graphite system, DWNTs can have wide range
of d between 0.29 nm and 0.41 nm43–46. In this range, u0
also varies widely from 0.33 eV to 0.017 eV, as we plot in
Fig. 7. By replacing δ with δ(r) in Eq. (A1), we obtain
the interlayer Hamiltonian of the DWNT, Eq. (3). Here
we used the relation bi · δ(r) = GMi · r.
Appendix B: Conditions for strong coupling case
and flat band case
We derive the condition for the two chiral vectors C
and C′ to give the strong coupling case and the flat band
case. The strong interlayer coupling occurs when ∆Kξ =
ξ(2GM1 +G
M
2 )/3 is close to either of 0, ξG
M
1 or ξ(G
M
1 +
GM2 ) (see the main text). The condition is written as

2GM1 +G
M
2 ≈ 0 or
GM1 −GM2 ≈ 0 or
GM1 + 2G
M
2 ≈ 0.
(B1)
Using GMi = (I −M−1R)bi, this is rewritten as

(I −M−1R)(2b1 + b2) ≈ 0 or
(I −M−1R)(b1 − b2) ≈ 0 or
(I −M−1R)(b1 + 2b2) ≈ 0.
(B2)
Since the vectors 2b1 + b2, b1 − b2, and b1 + 2b2 are
parallel to zigzag direction (i.e., 0, 2pi/3, −2pi/3 from the
x-axis), the condition Eq. (B2) is simplified to
(I −M−1R)x ≈ 0 (B3)
for x parallel to a zigzag direction.
Let us consider the amplitude of (I −M−1R)x as a
function of x. We introduce a rotated coordinate system
(x′, y′) with x′-axis set to parallel to C. Then we can
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write
M =
(
C/C′ 0
0 1
)
, R =
(
cos θ − sin θ
sin θ cos θ
)
. (B4)
For x = (cosϕ, sinϕ), we have
|(I −M−1R)x|2 =
(
C′
C
cos(ϕ+ θ)− cosϕ
)2
+(sin(ϕ+ θ)− sinϕ)2. (B5)
The first term in the right hand side vanishes when x is
perpendicular to C−C′. This is geometrically explained
in Fig. 8, where we actually see OH = C′ cos(ϕ + θ) =
C cosϕ when x ⊥ C − C′. The second term becomes
small when θ is small, i.e. C and C′ are nearly paral-
lel. Therefore, we have strong intertube coupling when
(i) C−C′ is parallel to the armchair direction (i.e., per-
pendicular to the zigzag direction), and (ii) C and C′ are
nearly parallel.
On the other hand, the flat band case takes place when
either of GM1 , G
M
2 or G
M
1 + G
M
2 is very close to zero,
but not exactly zero. In a similar manner, the condition
is rewritten as

(I −M−1R)b1 ≈ 0 or
(I −M−1R)b2 ≈ 0 or
(I −M−1R)(b1 + b2) ≈ 0.
(B6)
Since the vectors b1, b2, and b1 + b2 are now parallel
to the armchair direction, the flat band condition is ob-
tained by replacing ”zigzag” and ”armchair” in the previ-
ous argument for the strong coupling condition. There-
fore, we have a flat band DWNT when (i) C − C′ is
parallel to the zigzag direction, and (ii) C and C′ are
nearly parallel.
Appendix C: Calculating band structures of chiral
DWNTs
We present the details of the band calculation for
DWNT with the effective continuum theory. Every eigen-
state is labeled by the Bloch wave number k defined
on the cutting lines k · C = 2piN (N is integer) in-
side the two-dimensional Brillouin zone spanned by GM1
and GM2 . Since G
M
i · C = 2pi(ni − n′i), the cutting
lines are categorized into nr different subgroups where
nr = GCD(n1−n′1, n2−n′2). To obtain the energy spec-
trum, we take the k-points of q = k +m1G
M
1 +m2G
M
2
(m1,m2: integers) in the region |q−(Kξ+K˜ξ)/2| < kmax
with a sufficiently large wave-cutoff kmax, and numer-
ically diagonalize the Hamiltonian within the limited
wave space. Figure 9 shows the band structures of
ξ = + valley calculated for DWNTs studied in the main
text; (a) (35,19)@(40,24), (b) (35,19)@(47,15), and (c)
(26,3)@(35,3). Here the energy bands are separately
plotted for each of nr subgroups, while we omitted the
subgroups which contain no energy bands in the given
FIG. 9. Band structures near K+ valley of DWNTs with (a)
(35,19)@(40,24) (strong coupling), (b) (35,19)@(47,15) (weak
coupling), and (c) (26,3)@(35,3) (flat band). The solid (black)
lines represent the energy bands of the DWNT in the presence
interlayer coupling, while the dotted red (blue) lines are those
of inner (outer) SWNTs. We do not show the subgroups which
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FIG. 10. Lowest energy bands of DWNT in strong coupling
condition. The surface plot shows the energy dispersion of
the modified TBLG, Eq. (D5). The black lines show the one-
dimensional dispersion Eq. (D8) along the quantization line
of semiconducting DWNT (see text).
range. The solid curves represent the energy bands of
the DWNT with the interlayer coupling, and the dot-
ted and dashed curves are those of independent SWNTs
without coupling. We actually see the band gap closing
in the strong coupling case [Fig. 9(a)] and the flat low-
energy bands in the flat band case [Fig. 9(c)] as argued
in the main text.
In Figs. 5 and 6 in the main text, we presented the
spectral function in the extended zone scheme instead of
the complex band structure folded into the first Brillouin
zone. This is defined as
A(k, ε) =
∑
α
∑
X,l
|〈α|k, Xl〉|2δ(ε− εα), (C1)
where |α〉 and εα are the eigenstate and the eigenenergy,
respectively, X = A,B is the sublattice index, l = 1, 2 is
the layer index, and |k, Xl〉 is the plane wave basis defined
by Eq. (A4). The spectral function is defined on the
cutting lines k ·C = 2piN on the infinite two-dimensional
reciprocal space, and not limited to the reduced Brillouin
zone. Figures 5 and 6 are obtained by taking summation
of the spectral functions over different cutting lines near
a single Kξ point, and projecting it on a single k-axis.
Appendix D: Two-mode approximation in strong
interlayer coupling condition
Here we derive an approximate analytic expression of
the low energy spectrum of DWNTs in the strong cou-
pling condition. We consider the strong coupling case
of ∆Kξ = ξG
M
1 , and apply the two-mode approximation
for the two Dirac cones of layer 1 and 2 which are directly
coupled by one of the three Fourier components, ξGM1 ,
in the interlayer Hamiltonian. The effective Hamiltonian
is written as
Hlow =
(H1(k) U †
U H2(k)
)
, (D1)
where
H1(k) ≃ −~v(k−Kξ) · (ξσx, σy),
H2(k) ≃ −~v[R−1M(k−Kξ −∆Kξ)] · (ξσx, σy),
U = u0
(
1 ω−ξ
ωξ 1
)
eiξG
M
1
·r. (D2)
The two Dirac cones are separated by ∆Kξ, and they are
exactly merged by the Fourier component eiξG
M
1
·r since
∆Kξ = ξG
M
1 . By applying a unitary transformation
H′low = V †HlowV with V = diag(1, 1, eiξG
M
1
·r, eiξG
M
1
·r),
Eq. (D1) is simplified to
H′low =
(H′(k) U ′†
U ′ H′(k)
)
, (D3)
with
H′(k) = −~vk · (ξσx, σy),
U ′ = u0
(
1 ω−ξ
ωξ 1
)
, (D4)
where the wave number k is measured relative to Kξ.
and we use the approximation R−1Mk ≈ k assuming
that R−1M is close to the identity matrix, i.e., C and
C′ sufficiently close to each other. The above equation
gives the energy dispersions of two shifted Dirac cones
E±1 (k) = −u0 ± ~v|k− k0|,
E±2 (k) = u0 ± ~v|k+ k0|, (D5)
where k = (kx, ky) and
k0 ≡ u0ξ
~v
(
cos(−60◦)
sin(−60◦)
)
. (D6)
The surface plot in Fig. 10 shows the dispersion Eq. (D5),
where we see that the two shifted Dirac cones touch on
a single line E = −~vk · k0/|k0|.
The lowest energy bands of DWNTs along the quanti-
zation line closest to Kξ are given as
k = k
(− sinφ
cosφ
)
+m
(
cosφ
sinφ
)
, (D7)
where φ is the angle from x-axis to C, k is one-
dimensional wave number along the tube axis, m =
2piνξ/(3C) and ν = 2n1+n2 (in modulo of 3) is either of
0, 1 or −1. This gives four branches of one-dimensional
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FIG. 11. (a) Numerically calculated band dispersions in the extended zone scheme for (35,19)@(40,24). (b) Band dispersions
of the same DWNT calculated by the analytic expression [Eq. (D8)].
energy bands
E±1 (k) = −u0 ± ~v
√
(m−mD(u0))2 + (k + kD(u0))2,
E±2 (k) = u0 ± ~v
√
(m+mD(u0))2 + (k − kD(u0))2,
(D8)
where
mD(u0) ≡ u0ξ
~v
cos(φ+ 60◦),
kD(u0) ≡ u0ξ
~v
sin(φ+ 60◦). (D9)
In Fig. 10, we plot the energy dispersion Eq. (D8) for the
case of ν = 1 with black curves, which can be recognized
as the intersect between the shifted Dirac cones and k-
space quantization plane.
The energy band gap of DWNT is determined by the
conduction band minimum of E1
E(c) = −u0 + ~v|m−mD(u0)|, (D10)
and the valence band maximum of E2
E(v) = u0 − ~v|m+mD(u0)|. (D11)
The difference
∆E = E(c) − E(v)
= −2u0 + ~v|m−mD(u0)|+ ~v|m+mD(u0)| (D12)
shows that the DWNT can have a finite gap of
∆E = 2(~v|m| − u0) (D13)
only when ~v|m| ≥ u0. Compared to the gap in the
absence of interlayer interaction, 2~v|m|, we can see that
the interlayer interaction in DWNT reduces the gap of
the system by 2u0 in a strong coupling condition.
Figure 11(a) shows the numerically calculated band
dispersions in the extend zone scheme for (35,19)@(40,24)
DWNT, plotted along the quantization line closest toKξ.
We can see a good consistency with the analytic expres-
sion in Fig. 11(b), which is calculated by Eq. (D8).
Besides, since armchair-armchair DWNT is one exam-
ple of the strong coupling condition, its energy dispersion
[Fig. 3(a) in the main text]
E±1 (k) = −u0 ± (~vk + u0ξ),
E±2 (k) = u0 ± (~vk − u0ξ), (D14)
is also reproduced by setting φ = 30◦ and ν = 0 in Eq.
(D8).
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