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LIPSCHITZ METRIC FOR THE HUNTERSAXTON
EQUATION
ALBERTO BRESSAN, HELGE HOLDEN, AND XAVIER RAYNAUD
Abstrat. We study stability of solutions of the Cauhy problem for
the HunterSaxton equation ut + uux =
1
4
(
R x
−∞
u2x dx−
R
∞
x
u2x dx) with
initial data u0. In partiular, we derive a new Lipshitz metri dD with
the property that for two solutions u and v of the equation we have
dD(u(t), v(t)) ≤ e
CtdD(u0, v0).
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1. Introdution
The initial value problem for the HunterSaxton equation
(1) ut + uux =
1
4
( ∫ x
−∞
u2x dx−
∫ ∞
x
u2x dx
)
, u|t=0 = u0,
or alternatively
(2) (ut + uux)x =
1
2
u2x, u|t=0 = u0,
has been widely studied sine it was introdued [10℄ as a model for liquid
rystals. It possesses a number of startling properties, being ompletely inte-
grable, having innitely many onserved quantities and a Lax pair. Further-
more, it is bi-variational and bi-Hamiltonian [11℄. The initial value problem
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has been extensively studied [12, 13, 15, 16, 17, 3℄. A onvergent nite dif-
ferene sheme exists for the equation [7℄. The simplest onservation law
reads
(3) (u2x)t + (uu
2
x)x = 0.
Furthermore, the equation enjoys wave breaking in nite time. More pre-
isely, if the initial data is not monotone inreasing, then
(4) inf(ux) → −∞ as t ↑ t
∗ = 2/ sup(−u′0).
Past wave breaking there are at least two dierent lasses of solutions. Con-
sider the example [13℄ with initial data u0(x) = −xχ[0,1](x)− χ[1,∞)(x). For
t ∈ [0, 2) the solution reads
(5) u(t, x) =
2x
t− 2
χ(0,(2−t)2/4)(x) +
1
2
(t− 2)χ((2−t)2/4,∞)(x), t < 2.
Observe that u(t, x) → 0 pointwise almost everywhere as t→ 2−. A areful
analysis of the solution reveals that the energy density u2xdx approahes a
Dira delta mass at the origin as t → 2. Two ontinuations past t = 2 are
possible: The dissipative solution
(6) u(t, x) = 0, x ∈ R, t > 2,
and the onservative solution
(7) u(t, x) =
2x
t− 2
χ(0,(2−t)2/4)(x) +
1
2
(t− 2)χ((2−t)2/4,∞)(x), t > 2.
Another example [10℄ is the following with initial data u0(x) = 0. One
solution (the dissipative) is learly u(t, x) = 0 everywhere. Another solution
(the onservative) solution reads
(8) u(t, x) = −2tχ(−∞,−t2)(x) +
2x
t
χ(−t2,t2)(x) + 2tχ(t2,∞)(x).
As a onsequene of this the existene theory for the HunterSaxton equation
is ompliated, and there is a dihotomy between the dissipative and the
onservative solutions.
Zhang and Zheng [17℄ have proved global existene and uniqueness of
both onservative and dissipative solutions (on the half-line x > 0) using
Young measures and molliation tehniques for ompatly supported square
integrable initial data. An alternative approah was developed in [3℄ for the
HunterSaxton equation and in [6℄ for a somewhat more general lass of
nonloal wave equations, by rewriting the equation in terms of an energy
variable, and showing the existene of a ontinuous semigroup of solutions.
Furthermore, the papers [3℄ and [5℄ introdue a new distane funtion whih
renders Lipshitz ontinuous this semigroup of solutions. This is important
beause it establishes the uniqueness and ontinuous dependene for the
Cauhy problem.
We remark that this is a nontrivial issue for nonlinear partial dierential
equations. For salar onservation laws, where u = u(t, x) ∈ R satises
ut +∇x · f(u) = 0, as proved in [14℄ every ouple of entropy weak solutions
satises ‖u(t) − v(t)‖
L
1 ≤ ‖u(0) − v(0)‖L1 for all t ≥ 0. For a hyperboli
system of onservation laws in one spae dimension ut + f(u)x = 0, it is
well known that, for initial data with suiently small total variation, one
LIPSCHITZ METRIC FOR THE HUNTERSAXTON EQUATION 3
has ‖u(t) − v(t)‖L1 ≤ C‖u(0) − v(0)‖L1 for a suitable onstant C and all t
positive [1, 9℄.
The problem at hand an niely be illustrated in the simpler ontext of
an ordinary dierential equation. Consider three dierential equations:
x˙ = a(x), x(0) = x0, a Lipshitz,(9a)
x˙ = 1 + αH(x), x(0) = x0, H the Heaviside funtion, α > 0,(9b)
x˙ = |x|1/2 , x(0) = x0, t 7→ x(t) stritly inreasing.(9)
Straightforward omputations give as solutions
x(t) = x0 +
∫ t
0
a(x(s)) ds,(10a)
x(t) = (1 + αH(t− t0))(t− t0), t0 = −x0/(1 + αH(x0)),(10b)
x(t) = sgn
( t
2
+ v0
)( t
2
+ v0
)2
where v0 = sgn(x0) |x0|
1/2 .(10)
We nd that
|x(t)− x¯(t)| ≤ eLt |x0 − x¯0| , L = ‖a‖Lip ,(11a)
|x(t)− x¯(t)| ≤ (1 + α) |x0 − x¯0| ,(11b)
x(t)− x¯(t) = tv0 + |x0| , when x¯0 = 0.(11)
Thus we see that in the regular ase (9a) we get a Lipshitz estimate with
onstant eLt uniformly bounded as t ranges on a bounded interval. In the
seond ase (9b) we get a Lipshitz estimate uniformly valid for all t ∈ R. In
the nal example (9), by restriting attention to stritly inreasing solutions
of the ordinary dierential equations, we ahieve uniqueness and ontinuous
dependene on the initial data, but without any Lipshitz estimate at all.
We observe that, by introduing the Riemannian metri
(12) d(x, x¯) =
∣∣∣∣∣
∫ x¯
x
dz
|z|1/2
∣∣∣∣∣ ,
an easy omputation reveals that
(13) d(x(t), x¯(t)) = d(x0, x¯0).
Let us explain why this metri an be onsidered as a Riemannian metri.
The Eulidean metri between the two points is then given
(14) |x0 − x¯0| = inf
x
∫ 1
0
|xs(s)| ds
where the inmum is taken over all paths x : [0, 1] → R that join the two
points x0 and x¯0, that is, x(0) = x0 and x(1) = x1. However, as we have
seen, the solutions are not Lipshitz for the Eulidean metri. Thus we want
to measure the innitesimal variation xs in an alternative way, whih makes
solutions of equation (9) Lipshitz ontinuous. We look at the evolution
equation that governs xs and, by dierentiating (9) with respet to s, we
get
x˙s =
sgn(x)xs
2
√
|x|
,
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and we an hek that
(15)
d
dt
(
|xs|√
|x|
)
= 0.
Let us onsider the real line as a Riemannian manifold where, at any point
x ∈ R, the Riemannian norm, for any tangent vetor v ∈ R in the tangent
spae of x, is given by |v| /
√
|x|. From (15), one an see that at the inn-
itesimal level, this Riemannian norm is exatly preserved by the evolution
equation. The distane on the real line whih is naturally inherited by this
Riemannian is given by
d(x0, x¯0) = inf
x
∫ 1
0
|xs|√
|x|
ds
where the inmum is taken over all paths x : [0, 1] → R joining x0 and x¯0.
It is quite reasonable to restrit ourselves to paths that satisfy xs ≥ 0 and
then, by a hange of variables, we reover the denition (12).
We remark that, for a wide lass of ordinary dierential equations of the
form x˙ = f(t, x), x ∈ Rn, a Riemannian metri that is ontrative with
respet to the orresponding ow has been onstruted in [2℄. Here the
oeient of the metri at a point P = (t, x) depends on the total diretional
variation of the (possibly disontinuous) vetor eld f up to the point P .
The equations (9a) and (9b) provide two examples overed by this approah.
The aim of this paper is to onstrut a Riemannian metri on a fun-
tional spae, whih renders Lipshitz ontinuous the ow generated by the
HunterSaxton equation in the onservative ase. Let us desribe the re-
sult of the paper in a non-tehnial manner. From the examples above,
it is lear that the solution itself is insuient to desribe a unique solu-
tion. Similar to the treatment of the CamassaHolm equation [8, 4℄, it
turns out that the appropriate way to resolve this issue to onsider the
pair (u, µ) where we have added the energy measure µ with absolute on-
tinuous part satisfying µ
a
= u2xdx. To obtain a Lipshitz metri we in-
trodue new variables. To that end assume rst that one has a solution
u = u(t, x), and onsider the harateristis yt(t, ξ) = u(t, y(t, ξ)), the La-
grangian veloity U(t, ξ) = u(t, y(t, ξ)), and the Lagrangian umulative en-
ergy H(t, ξ) =
∫ y(t,ξ)
−∞ u
2
x(t, x) dx. Formally, the HunterSaxton equation is
equivalent to the linear system of ordinary dierential equations
(16)
yt = U,
Ut =
1
2
H −
1
4
H(∞),
Ht = 0
in an Hilbert spae. The quantity H(∞) =
∫
R
u2x(t, x) dx is a onstant. We
rst prove the existene of a global solution, see Theorem 2.3, and the ex-
istene of a ontinuous semigroup. However, in order to return to Eulerian
variables it is neessary to resolve the redundany, denoted relabeling, in La-
grangian oordinates, see Setion 2.3. We introdue an equivalene relation
for the Lagrangian variables orresponding to one and the same Eulerian
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solution. Next, we introdue a Riemannian metri d in Lagrangian vari-
ables. Denote by X = (y, U,H). The natural hoie of letting the distane
between two elements X0 and X1 as the inmum of ‖X0 ◦ f −X1 ◦ f‖ over
all relabelings f , fails as it does not satisfy the triangle inequality. At eah
point X, we onsider the elements that oinide to X under relabelings.
Formally it orresponds to a Riemaniann submanifold whose struture is
inherited from the ambiant Hilbert spae. At eah point X, we show that
the tangent spae to the relabeling submanifold orresponds to the set of
all elements V suh that V = gXξ for some salar funtion g. Given X
and a tangent vetor V to X, we an onsider the salar funtion g whih
minimizes the norm ‖V − gXξ‖. This funtion g exists, is unique and is
omputed by solving of an ellipti equation, see Denition 3.1. We then
dene the seminorm |||V ||| = ‖V − gXξ‖ and onsider the distane given by
the inmum of
∫ 1
0
∣∣∣∣∣∣X˙(s)∣∣∣∣∣∣
X(s)
ds over all paths X(s) joining X0 and X1,
that is, X(0) = X0 and X(1) = X1. The seminorm ||| · ||| has the property
that it vanishes on the tangent spae of all elements that oinide under
relabelings, and, in partiular, it implies that if X1 is a relabeling of X0 then
d(X0,X1) = 0, see Setion 3. With the proper denitions we nd, see Theo-
rem 3.14, that d(S˜t(X0), S˜t(X1)) ≤ e
Ctd(X0,X1) for some positive onstant
C, where S˜t denotes the semigroup that advanes the system (16) by a time
t. By transfering this metri to Eulerian variables we nally get a metri
dD suh that dD(Tt(u, µ), Tt(u¯, µ¯)) ≤ e
CtdD((u, µ), (u¯, µ¯)), where Tt is the
semigroup in Eulerian variables.
In Setion 5, we ompare the metri dD with other natural topologies.
In partiular, in Proposition 5.2 we show that if (un, µn) onverges in the
topology indued by dD, then un onverges in L
∞(R). Furthermore, if un
onverges in L∞(R) and ux,n onverges in L
2(R), then the mapping u 7→
(u, u2xdx) is ontinuous on D.
2. Semi-group of solutions in Lagrangian oordinates
2.1. Equivalent system. The HunterSaxton equation equals
(17) ut + uux =
1
4
(
∫ x
−∞
u2x dx−
∫ ∞
x
u2x dx).
Formally, the solution satises the following transport equation for the en-
ergy density u2x dx,
(18) (u2x)t + (uu
2
x)x = 0
so that
∫
R
u2x dx is a preserved quantity. Next, we rewrite the equation in
Lagrangian oordinates. We introdue the harateristis
yt(t, ξ) = u(t, y(t, ξ)).
The Lagrangian veloity U reads
U(t, ξ) = u(t, y(t, ξ)).
Furthermore, we dene the Lagrangian umulative energy by
H(t, ξ) =
∫ y(t,ξ)
−∞
u2x(t, x) dx.
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From (17), we get that
Ut = ut ◦ y+ ytux ◦ y =
1
4
( ∫ y
−∞
u2x dx−
∫ ∞
y
u2x dx
)
=
1
2
H(t, ξ)−
1
4
H(t,∞)
and
Ht =
∫ y(t,ξ)
−∞
(u2x(t, x))t dx+ ytu
2
x(t, y)
=
∫ y(t,ξ)
−∞
((u2x)t + (uu
2
x)x)(t, x) dx
= 0
by (18). Hene, the HunterSaxton equation formally is equivalent to the
following system of ordinary dierential equations:
yt = U,(19a)
Ut =
1
2
H −
1
4
H(∞),(19b)
Ht = 0.(19)
We have that H(∞) = H0 is a onstant whih does not depend on time,
and global existene of solutions to (19) follows from the linear nature of
the system. There is no exhange of energy aross the harateristis and
the system (19) an be solved expliitly, in ontrast with the CamassaHolm
equation where energy is exhanged aross harateristis. We have
y(t, ξ) = (
1
4
H(0, ξ)−
1
8
H(0,∞))t2 + U(0, ξ)t+ y(0, ξ),(20a)
U(t, ξ) = (
1
2
H(0, ξ)−
1
4
H(0,∞))t+ U(0, ξ),(20b)
H(t, ξ) = H(0, ξ).(20)
Our goal is now to onstrut a ontinuous semigroup of solutions in Euler-
ian oordinates, i.e., for the original variable, u. The idea is to establish a
mapping between the variables in Eulerian and Lagrangian oordinates, and
we have to deide whih funtion spae we are going to use for the solutions
of (19). Later, we will introdue a projetion and therefore we need the
framework of Hilbert spaes. A Riemannian metri also omes from an un-
derlying Hilbert spae struture. Given a natural number p, let us introdue
the Banah spae (if p > 1, then Ep = Hp(R))
Ep = {f ∈ L∞(R) | f (i) ∈ L2(R) for i = 1, . . . , p}
and the Hilbert spaes
Hp1 = H
p(R)× R, Hp2 = H
p(R)× R2.
We write R as R = (−∞, 1) ∪ (−1,∞) and onsider the orresponding par-
tition of unity χ+ and χ− (so that χ+ and χ− ∈ C∞(R), χ+ + χ− = 1,
0 ≤ χ+ ≤ 1, supp(χ+) ⊂ (−1,∞) and supp(χ−) ⊂ (−∞, 1)). Introdue the
linear mapping R1 from H
p
1 to E
p
dened as
(f¯ , a)
 R1
// f(ξ) = f¯(ξ) + aχ+(ξ) ,
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and the linear mapping R2 from H
p
2 to E
p
dened as
(f¯ , a, b)
 R2
// f(ξ) = f¯(ξ) + aχ+(ξ) + bχ−(ξ).
The mappings R1 and R2 are linear, ontinuous and injetive. Let us intro-
due Ep1 and E
p
2 , the images of H
p
1 and H
p
2 by R1 and R2, respetively, that
is,
Ep1 = R1(H
p
1 ) and E
p
2 = R2(H
p
2 ).
One an hek that the mappings R1 : H
p
1 → E
p
1 and R2 : H
p
2 → E
p
2 are
homeomorphisms. It follows that Ep1 an be equipped with two equivalent
norms ‖ · ‖E and
∥∥R−11 ( · )∥∥Hp1 (and similarly for Ep2) and, through the map-
pings R1 and R2, E
p
1 and E
p
2 an be seen as Hilbert spaes. We denote
Bp = Ep2 × E
p
2 × E
p
1 .
We will mostly be onerned with the ase p = 1 and to ease the notation,
we will not write the supersript p for p = 1, that is, B = B1, Ej = E
1
j ,
et. In the same way that one proves that H1(R) is a ontinous algebra, one
proves the following lemma, whih we use later,
Lemma 2.1. The spae E is a ontinuous algebra, that is, for any f, g ∈ E,
then the produt fg belongs to E and there exists onstant C suh that
‖fg‖E ≤ C ‖f‖E ‖g‖E
for any f, g ∈ E.
Denition 2.2. The set F onsists of the elements (ζ, U,H) ∈ B = E2 ×
E2 × E1 suh that
(i) (ζ, U,H) ∈ (W 1,∞)3, where ζ(ξ) = y(ξ)− ξ;
(ii) yξ ≥ 0, Hξ ≥ 0 and yξ+Hξ ≥ c, almost everywhere, where c is a stritly
positive onstant;
(iii) yξHξ = U
2
ξ almost everywhere.
Theorem 2.3. The solution of the equivalent system given by (19) onsti-
tutes a semigroup St in F whih is ontinuous with respet to the B-norm.
Thus X(t) = (y(t), U(t),H(t)) = St(X0) denotes the solution of (19) at time
t with initial data X0. Moreover, the funtion ξ → y(t, ξ) is invertible for
almost every t and we have, for almost every t, that
(21) yξ(t, ξ) > 0 for almost every ξ ∈ R.
Proof. Let (ζ¯ , ζ∞, ζ−∞), (U¯ , U∞, U−∞) be the preimage of ζ and U by R2,
respetively, and (H¯,H∞) the preimage ofH byR1. Inserting these variables
into (19), we obtain the following linear system of equations
y¯t = U¯ ,
U¯t =
1
2
H¯,
H¯t = 0,
and
(y±∞)t = U±∞,
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(U±∞)t = ±
1
4
H∞,
(H±∞)t = 0.
Sine it is linear, the system has a global solution in B, and we have Lip-
shitz stability with respet to the B-norm. Again due to the linearity, it is
lear that the spae (W 1,∞(R))3 is invariant. After dierentiating (19) with
respet to ξ, we obtain
yξt = Uξ,(22a)
Uξt =
1
2
Hξ,(22b)
Hξt = 0.(22)
Hene,
d
dt
(yξHξ − U
2
ξ ) = 0
so that if the relation
(23) yξ(t, ξ)Hξ(t, ξ) = U
2
ξ (t, ξ)
holds for t = 0, then it holds for all t. By assumption, sine (y, U,H)t=0 ∈ F ,
we have
(24) (yξ +Hξ)(t, ξ) > 0
for t = 0. By ontinuity, (24) is true in a viinity of t = 0, and we denote by
[0, T ) the largest interval where it holds. For t ∈ [0, T ), it follows from (23)
that
(25) yξ(t, ξ) ≥ 0, Hξ(t, ξ) ≥ 0,
and
(26) |Uξ| ≤
1
2
(yξ +Hξ).
Hene,
d
dt
(
1
yξ +Hξ
) =
Uξ
(yξ +Hξ)2
≤
1
2(yξ +Hξ)
,
and, by the Gronwall lemma,
(27)
1
yξ +Hξ
(t, ξ) ≤
1
yξ +Hξ
(0, ξ)et/2
for t ∈ [0, T ). It implies that T =∞ and we have proved that (y(t), U(t),H(t))
remains in F for all t. The proof of statement (21) goes as in [8, Lemma 2.7℄
and we only give here a sketh of the argument. Given a xed ξ ∈ R, let
Nξ = {t ∈ [0, T ] | yξ(t, ξ) = 0}.
For any t∗ ∈ Nξ, we have
yξ(t
∗, ξ) = 0, from the denition of t∗,(28)
yξ,t(t
∗, ξ) = 0, by (28) and (23),(29)
yξ,tt(t
∗, ξ) =
1
2
Hξ(t
∗, ξ) > 0, by (28) and (27).(30)
Sine the seond derivative in time is stritly positive, the funtion t →
yξ(t, ξ) is stritly positive at least on a small neighborhood of t
∗
exluding
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t∗ where it is equal to zero. Note that we an also use the expliit formula-
tion given by (20) to get the same onlusion. We use Fubini's theorem to
onlude this argument, see [8℄ for the details. 
2.2. Funtional setting in Eulerian variables. Let us dene m = uxx.
After dierentiating (17) twie, we obtain
(31) mt + umx + 2uxm = 0.
Note that if we replae m by u−uxx, then (31) will give the CamassaHolm
equation. For the CamassaHolm equation there exists a partiular lass of
solutions that takes the form
m =
N∑
i=1
pi(t)δqi(t).
Suh partiular solutions also exist for the HunterSaxton equation, and they
orrespond to pieewise linear funtions (indeed, uxx = 0 if u is linear). Let
y1(t) = −
t2
8
, U1(t) = −
t
4
, H1(t) = 0,
and
y2(t) =
t2
8
, U2(t) =
t
4
, H2(t) = 1.
Then (y1, U1,H1) and (y2, U2,H2) are solutions of (19) for the total energy
H(∞) = 1. One an hek that the funtion u dened as
u(t, x) =


U1(t) if x ≤ y1(t),
y1(t)−x
y2(t)−y1(t)
U1(t) +
x−y2(t)
y2(t)−y1(t)
U2(t) if y1(t) < x ≤ y2(t),
U2(t) if x > y2(t),
is a weak solution of (17). At t = 0, we have u(0, x) = 0. However zero is
also solution to (17) and therefore, if we want to onstrut a semigroup of
solution, the funtion u at t = 0 does not provide us with all the neessary
information. We need to know the loation and the amount of energy that
has onentrated on singular set. In the above example, the whole energy
is onentrated at the origin when t = 0. The orret spae where to on-
strut global solution of the HunterSaxton equation is given by D dened
as follows.
Denition 2.4. The set D onsists of all pairs (u, µ) suh that
(i) u ∈ E, µ is a nite Radon measure;
(ii) we have
(32) µ
a
= u2xdx
where µ
a
denotes the absolute ontinuous part of µ with respet to the
Lebesgue measure.
We introdue the subset F0 of F dened as follows
(33) F0 = {X = (y, U,H) ∈ F | y +H = Id}.
We an dene a mapping, denoted L, from D to F0 ⊂ F as follows.
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Denition 2.5. For any (u, µ) in D, let
y(ξ) = sup {y | µ((−∞, y)) + y < ξ} ,(34a)
H(ξ) = ξ − y(ξ),(34b)
U(ξ) = u ◦ y(ξ).(34)
Then X = (ζ, U,H) ∈ F0 and we denote by L : D → F0 the mapping whih
to any (u, µ) ∈ D assoiates (ζ, U,H) ∈ F0 as given by (34).
Thus, from any initial data (u0, µ0) ∈ D, we an onstrut a solution of
(19) in F with initial data X0 = L(u0, µ0) ∈ F . It remains to go bak to the
original variables, whih is the purpose of the mapping M dened as follows.
Denition 2.6. Given any element X in F . Then, the pair (u, µ) dened
as follows
1
u(x) = U(ξ) for any ξ suh that x = y(ξ),(35a)
µ = y#(Hξ dξ)(35b)
belongs to D. We denote by M : F → D the mapping whih to any X in F
assoiates (u, µ) as given by (35).
The proofs of the well-posedness of the Denitions 2.5 and 2.6 are the
same as in [8, Theorems 3.8 and 3.11℄.
2.3. Relabeling symmetry. When going from Eulerian to Lagrangian o-
ordinates, there exists an additional degree of freedom whih orresponds to
relabeling. Let us explain this shematially. We onsider two elements X
and X¯ in F suh that X¯ = X ◦ f , for some funtion f , where X ◦ f denotes
(y ◦ f, U ◦ f,H ◦ f). The two element X and X¯ orrespond to funtions in
Eulerian oordinates denoted u and u¯, respetively. We have
U(ξ) = u ◦ y(ξ), and U¯(ξ) = u¯ ◦ y¯(ξ).
Then, if y and y¯ are invertible, we get
u¯ = U¯ ◦ y¯−1 = U ◦ f ◦ (y ◦ f)−1 = U ◦ y = u
so that X and X¯ , whih may be distint, orrespond to the same Eulerian
onguration. We an put this statement in a more rigorous framework by
introduing the subgroup G of the group of homeomorphisms from R to R
dened as
(36) f − Id and f−1 − Id both belong to W 1,∞(R).
For any α > 1, we introdue the subsets Gα of G dened by
Gα = {f ∈ G | ‖f − Id‖W 1,∞(R) +
∥∥f−1 − Id∥∥
W 1,∞(R)
≤ α}.
The subsets Gα do not possess the group struture of G but they are losed
sets.
1
The push-forward of a measure ν by a measurable funtion f is the measure f#ν
dened by f#ν(B) = ν(f
−1(B)) for all Borel sets B.
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Denition 2.7. Given α ≥ 0, the set Fα (respetively Gα) onsists of the
elements (ζ, U,H) ∈ B = E2 × E2 × E1 suh that
(37a) (ζ, U,H) ∈ (W 1,∞)3,
(37b) y +H ∈ Gα,
(37) yξHξ = U
2
ξ (respetively yξHξ ≥ U
2
ξ ),
where ζ(ξ) = y(ξ)− ξ.
We have Fα ⊂ Gα. One an hek, using [8, Lemma 3.2℄, that F =⋃
α≥0Fα, and we denote G =
⋃
α≥0 Gα. The following proposition holds.
Proposition 2.8. (i) The mapping (X, f) 7→ X¯ from F ×G to F given by
X¯ = X ◦ f denes an ation of the group G on F . Hene, we an dene the
equivalene relation on F by
X ∼ X¯ if and only if there exists f ∈ G suh that X¯ = X ◦ f,
and the orresponding quotient is denoted F/G.
(ii) If X ∼ X¯, then M(X) = M(X¯), i.e., the relabeling of an element in F
orresponds to the same element in D.
The proof of this proposition and of the remaining propositions in this
setion an be found in [8℄ with only minor adaptions. Given X ∈ F , we
denote by [X] the element of F/G whih orresponds to the equivalene lass
of X. We shall see that we an identify F/G with the subset F0 of F .
Denition 2.9. We dene the projetion Π: G → G0 as follows
Π(X) = X ◦ (y +H)−1.
We have Π(F) = F0.
We have the following proposition.
Proposition 2.10. (i) For X and X¯ in F ,
X ∼ X¯ if and only if Π(X) = Π(X¯).
(ii) The injetion X 7→ [X] is a bijetion from F0 to F/G.
Proposition 2.11. (i) The sets D and F0 are in bijetion. We have
M ◦ L = IdD and L ◦M |F0 = IdF0 .
(ii) The sets D and F/G are in bijetion.
The following proposition says that the solutions to the system (19) are
invariant under relabeling.
Proposition 2.12. The mapping St : F → F is G-equivariant, that is,
(38) St(X ◦ f) = St(X) ◦ f
for any X ∈ F and f ∈ G. This implies that
Π ◦ St ◦ Π = Π ◦ St.
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Hene, we an dene a semigroup of solutions on F/G. It orresponds to
the mapping S˜t from F0 to F0 given by
(39) S˜t = Π ◦ St
whih denes a semigroup on F0.
We an rewrite system (19) as
(40) Xt = F (X)
where F : B → B is given by
(41) F (y, U,H) = (U,
1
2
H −
1
4
H(∞), 0).
Proposition 2.12 follows from the fat, whih an be veried diretly by
looking at (41), that
(42) F (X ◦ f) = F (X) ◦ f.
We want to dene a distane in F0 whih makes the semigroup S˜t Lipshitz
ontinuous.
3. A Riemannian metri
We want to dene a mapping d from F ×F to R, whih is symmetri and
satises the triangle inequality, and suh that
(43) d(X, X¯) = 0 if and only if X ∼ X¯,
and
(44) d(StX,StX¯) ≤ C d(X, X¯),
beause suh mapping an in a natural way be used to dene a distane
on F/G whih also makes the semigroup of solutions ontinuous. Sine the
stability of the semigroup St holds for the B-norm, it is natural to use this
norm to onstrut the mapping d. A natural andidate would be
d(X, X¯) = inf
f,f¯∈G
∥∥X ◦ f − X¯ ◦ f¯∥∥
B
,
whih is likely to fulll (43) and (44). However it does not satisfy the triangle
inequality. Formally, let us explain our onstrution, whih is inspired by
ideas originating in Riemannian geometry. Let us think of F as a Riemannian
manifold embedded in the Hilbert spae B. There is a natural salar produt
in the tangent bundle of TF of F whih is inherited from B. We an then
dene a distane in F by onsidering geodesis, namely,
(45) d(X0,X1) = inf
X
∫ 1
0
∥∥∥X˙(s)∥∥∥
B
ds
for any X0,X1 ∈ F and where the inmum is taken over all smooth paths
X(s) in F joining X0 and X1. The distane equals to the B-norm. It makes
the semigroup stable but it learly separates points whih belong to the same
equivalene lass and so does not fulll (43). For a given element X ∈ F , we
onsider the subset Γ ⊂ F whih orresponds to all relabelings of X, that is,
Γ = [X] = {X ◦ f | f ∈ G}. If we substitute in (45) the following denition
(46) d(X0,X1) = inf
X
∫ 1
0
∣∣∣∣∣∣X˙(s)∣∣∣∣∣∣
X(s)
ds
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where ||| · ||| is a seminorm in TF with the extra property that it vanishes on
TΓX(s), then the property (43) will follow in a natural way, and we expet
the stability property (44) to be a onsequene of the equivariane of St, as
stated in Proposition 2.12. We will arry out the plan next.
Let us rst investigate the loal struture of Γ around X. Given a smooth
funtion g(ξ) (one should atually think of g as an element of TG|Id ), we
onsider the urve f in G given by
f(θ, ξ) = ξ + θg(ξ).
It leads to the urve in X ◦ f(θ) in Γ that we dierentiate, and we obtain
d
dθ
(X ◦ f(θ)) = gXξ .
We now dene the subspae E(X) whih formally orresponds to the sub-
spae TΓX of TG.
Denition 3.1. Given a xed element X ∈ G∩B2, we onsider the subspae
E(X) dened as
E(X) = {g(ξ)Xξ(ξ) | g ∈ E2},
where Xξ(ξ) = (yξ(ξ), Uξ(ξ),Hξ(ξ))
T
.
Lemma 3.2. Given any X ∈ B2, the bilinear form aX dened as
aX(g, h) = 〈gXξ , hXξ〉
is oerive, that is, there exists a onstant C > 0 suh that
(47)
1
C
‖g‖2E2 ≤ aX(g, g) = ‖gXξ‖
2
B
for all g ∈ E2. Moreover, the onstant C depends only on ‖X‖B2 and∥∥∥ 1yξ+Hξ
∥∥∥
L∞
.
Proof. Given g ∈ E2, let (g¯, g−∞, g∞) = R
−1
2 (g), we have the following
deomposition, g = g¯ + g−∞χ
− + g∞χ
+
and, by denition,
‖g‖2E2 = ‖g¯‖
2
H1 + |g−∞|
2 + |g∞|
2 .
Let us denote g˜ = g−∞χ
−+g∞χ
+
. Given X ∈ B2, we have limξ→±∞ yξ(ξ) =
1 and limξ→±∞(|ζξ|+ |Uξ|+ |Hξ|)(ξ) = 0. The following deomposition hold
gyξ = g¯yξ + g˜ζξ + g−∞χ
− + g+∞χ
+
so that R−12 (gyξ) = (g¯yξ + g˜ζξ, g−∞, g∞). We have also that R
−1
2 (gUξ) =
(gUξ , 0, 0) and R
−1
1 (gHξ) = (gHξ, 0). Hene,
‖gXξ‖
2
B = ‖g¯yξ + g˜ζξ‖
2
H1 + ‖gUξ‖
2
H1 + ‖gHξ‖
2
H1 + |g−∞|
2 + |g∞|
2 .
Let us prove that
(48) ‖g¯‖L2 ≤ C ‖gXξ‖B .
We have
(49) ‖g¯yξ + g˜ζξ‖
2
L2 + ‖gUξ‖
2
L2 + ‖gHξ‖
2
L2 =
∫
R
g¯2(y2ξ + U
2
ξ +H
2
ξ ) dξ
+
∫
R
g˜2(ζ2ξ + U
2
ξ +H
2
ξ ) dξ + 2
∫
R
(g¯yξ g˜ζξ + g¯Uξg˜Uξ + g¯Hξg˜Hξ) dξ
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For all ε > 0, we have
2
∫
R
(g¯yξg˜ζξ + g¯Uξ g˜Uξ + g¯Hξ g˜Hξ) dξ ≥ −ε
∫
R
g¯2(y2ξ + U
2
ξ +H
2
ξ ) dξ
−
1
ε
∫
R
g˜2(ζ2ξ + U
2
ξ +H
2
ξ ) dξ,
and, by taking ε suiently small and inserting this inequality into (49), it
yields∫
R
g¯2(y2ξ + U
2
ξ +H
2
ξ ) dξ ≤ C
(
‖g¯yξ + g˜ζξ‖
2
L2 + ‖gUξ‖
2
L2
+ ‖gHξ‖
2
L2 +
∫
R
g˜2(ζ2ξ + U
2
ξ +H
2
ξ ) dξ
)
≤ C(‖gXξ‖
2
B + |g−∞|
2 + |g+∞|
2)
≤ C ‖gXξ‖
2
B .
Sine y2ξ + U
2
ξ +H
2
ξ (ξ) ≥
1
2(yξ +Hξ)
2
, (48) follows. Similarly, by using (48)
and a deomposition using ε and 1ε as above, one proves that
‖g¯ξ‖L2 ≤ C ‖gXξ‖B ,
whih onludes the proof of the lemma. 
From Lemma 3.2 and LaxMilgram theorem, we obtain the following def-
inition.
Denition 3.3. Given any X ∈ B2 and V ∈ B, there exists a unique
g ∈ E2, that we denote g(X,V ), suh that
(50) 〈gXξ , hXξ〉 = 〈V, hXξ〉 for all h ∈ E2,
and we have
‖V − gXξ‖ ≤ ‖X − hXξ‖ for all h ∈ E2.
Given X ∈ B2 and V ∈ B and g = g(X,V ), let (g¯, g−∞, g∞) = R
−1
2 (g).
When V is smooth (say V ∈ B2), one an show that the following system of
equations for g¯, g−∞ and g∞ is equivalent to (50),
(51) − |Xξ|
2 g¯ξξ + 2(Xξξ ·Xξ)g¯ξ + (‖Xξ‖
2 +Xξ ·Xξξξ)g¯
= V¯ − V¯ξξ +Xξ ·
(
(Id−∂2ξ )
(
(g−∞χ
− + g∞χ
+)[ζξ, Uξ,Hξ]
T
))
,
and
(1 + ‖α‖2H1)g∞ + 〈α, β〉H1 g−∞ = V∞ − 〈g¯Xξ, α〉 ,(52a)
〈α, β〉H1 g∞ + (1 + ‖β‖
2
H1)g−∞ = V−∞ − 〈g¯Xξ, β〉 ,(52b)
where α(ξ) = χ+(ξ)[ζξ , Uξ,Hξ]
T
and β(ξ) = χ−(ξ)[ζξ, Uξ ,Hξ]
T
are known
funtions as they depend only on X, whih is given. By CauhyShwarz,
the determinant of system (52) for the unknowns g−∞ and g∞ is stritly
bigger than 1, and therefore we an write g−∞ and g∞ as funtions of V ,
Xξ and integral terms whih ontain g¯. Sine |Xξ|
2
is stritly bounded away
from zero, equation (51) for g¯ is ellipti.
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Lemma 3.4. The mapping g : B2 ×B → E is ontinuous and
‖g(X1, V1)− g(X0, V0)‖ ≤ C(
∥∥X − X¯∥∥
B2
+
∥∥V − V¯ ∥∥
B
)
for some onstant C whih depends only on ‖V1‖, ‖V0‖, ‖X1‖B2 , ‖X0‖B2 ,∥∥(y0ξ +H0ξ)−1∥∥L∞, ∥∥(y1ξ +H1ξ)−1∥∥L∞.
Proof. From Lemma 2.1, it follows that ‖gXξ‖B ≤ ‖g‖E2 ‖Xξ‖B for any
X ∈ B2 and g ∈ E2. By (50) and (47), we get ‖g‖
2
E2
C ≤ ‖V ‖B ‖g‖E2 ‖Xξ‖
whih implies ‖g‖E2 ≤ C ‖V ‖B , for a onstant C whih depends only on
‖X‖B2 . We have, for all h ∈ E2,
(53) 〈(g1 − g0)X1ξ , hX1ξ〉 = −〈g0(X1ξ −X0ξ), hX1ξ〉
− 〈g0X0ξ, h(X1ξ −X0ξ)〉+ 〈V1 − V0, hX1ξ〉+ 〈V1, h(X1ξ −X0ξ)〉 ,
whih gives
|〈(g1 − g0)X1ξ , hX1ξ〉| ≤ C ‖h‖E2 (‖V1 − V0‖B + ‖X1 −X0‖B2).
The results follows by taking h = g1−g0‖g1−g0‖E2
and using (47). 
We an now dene a seminorm on TF|X ⊂ B.
Denition 3.5. Given X ∈ B2, we dene the seminorm ||| · ||| on B as
follows: For any element V ∈ B, we set
|||V |||X = ‖V − g(X,V )Xξ‖B .
Using the denition (46) we then get that
(54) if X0 ∼ X1, then d(X0,X1) = 0.
Indeed, If X0 ∼ X1, there exists a funtion f ∈ G suh that X1 = X0 ◦ f .
We onsider the path X(s, ξ) = X0((1−s)ξ+sf(ξ)) whih joins X0 and X1.
We have
Xs = (f − 1)X0,ξ((1 − s)ξ + sf(ξ)).
Furthermore
Xξ = ((1 − s) Id+sf
′(ξ))X0,ξ((1− s)ξ + sf(ξ)).
We see that (1− s) Id+sf ′(ξ) ≥ min(Id, f ′) > 0. Thus
Xs =
(f − 1)
(1− s) Id+sf ′(ξ)
Xξ,
and Xs ∈ B, whih implies that P (Xs) = 0 and therefore |||Xs|||X(s) = 0, for
all s ∈ [0, 1]. Then, (54) follows from (46). In (46), we onsider the inmum
over urves in F . However, for any α ≥ 0, the set Fα is not onvex due to
the ondition (37) in Denition 2.7. We relax this ondition and onsider
instead the set Gα whih is preserved by the semigroup and whih is onvex
for α = 0.
Lemma 3.6. The set G0 is onvex.
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Proof. The set G0 is onvex. The ondition (37b) implies, for α = 0, that
(55) yξ +Hξ = 1
whih gives y2ξ + 2yξHξ +H
2
ξ = 1. Then the ondition (37) is equivalent to
(56) y2ξ +H
2
ξ + 2U
2
ξ ≤ 1
whih denes a onvex set. 
The solution semigroup an be extended to urves in G. First we dene
the lass of urves we will be onsidering.
Denition 3.7. Given α ≥ 0, we denote by Cα the set of urves X(s) =
(ζ(s), U(s),H(s)) where
X : [0, 1] → Gα ∩B
2,
and suh that
X ∈ C([0, 1], B2) and Xs ∈ Cp([0, 1], B)
where C
p
([0, 1], B) denotes the set of funtions from [0, T ] to B whih are
pieewise ontinuous.
We denote C =
⋃
α Cα. The solution operator St naturally extends to
urves in C.
Lemma 3.8. For any initial urve X0 ∈ C, there exists a solution urve
X : [0, 1] × R+ → B
2
suh that
(i) X(s, 0) = X0(s);
(ii) for eah xed t ∈ R+, X( · , t) : [0, 1] → B
2
belongs to C;
(iii) for eah xed s ∈ [0, 1], X(s, · ) : R+ → B
2
is a solution of (19) with
initial data X0(s).
Moreover, we have
(57) (y +H)(t, · ) ∈ Gα(t) with α(t) ≤ e
Ct
for some onstant C.
Proof. The proof follows as the proof of Theorem 2.3. We use a xed point
argument, for T small enough, on the set C([0, T ], C¯) where C¯ is the Banah
spae of urves with pieewise onstant derivatives, i.e.,
C¯ = {X ∈ C([0, 1], B2) | Xs ∈ C([si, si+1], B), i = 1, . . . , n}
where the sequene 0 = s1 ≤ · · · ≤ sn = 1 is hosen suh that X0 ∈ C¯. We
then extend the solution globally in time and obtain (57) as in the proof of
Theorem 2.3. 
Dene a metri on G0 as follows.
Denition 3.9. For two elements X0,X1 ∈ G0 ∩B
2
, we dene
(58) d(X0,X1) = inf
X∈C0
∫ 1
0
|||Xs(s)|||X(s) ds.
Note that the denition is well-posed beause C0 is nonempty sine, as
G0 ∩B
2
is onvex, we an always join two elements in C0 by a straight line.
Lemma 3.10. The mapping d : G0 × G0 → R+ is a distane on G0 ∩B
2
.
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Proof. Let us rst prove that d(X0,X1) = 0 implies X0 = X1. For any ε ≥ 0,
we onsider X ∈ C0 suh that
(59)
∫ 1
0
|||Xs|||X(s) ds ≤ ε.
Sine y(s, ξ) +H(s, ξ) = ξ for all ξ, we get
ys +Hs = 0, and yξ +Hξ = 1.
We onsider the orthogonal deomposition of Xs, i.e.,
(60) Xs(s, ξ) = g(s, ξ)Xξ(s, ξ) +R(s, ξ).
It follows, by adding the rst and third omponents in (60), that
0 = ys +Hs = g(s, ξ)(yξ +Hξ) +R1 +R3 = g(s, ξ) +R1 +R3
(where R1 and R3 denotes the rst and third omponents of R) and therefore
(61) g(s, ξ) = R1(s, ξ) +R3(s, ξ).
Sine, in a Eulidean spae the shortest path between two points is a straight
line, we have
(62) ‖X1 −X0‖L∞(R) ≤
∫ 1
0
‖Xs(s, · )‖L∞ ds.
From the denition of G0, it follows that yξ, Hξ and Uξ are bounded by one
in L∞(R), see (56). Therefore, (62) and (60) imply
‖X1 −X0‖L∞(R) ≤
∫ 1
0
(‖g(s, · )‖L∞ + ‖R(s, · )‖L∞) ds
≤ 2
∫ 1
0
‖R(s, · )‖L∞ ds (by (61))
≤ 2
∫ 1
0
‖R(s, · )‖B ds = 2
∫ 1
0
|||X(s, · )|||X(s) ds ≤ ε.
Sine ε is arbitrary, it follows that X1 = X0. The triangle inequality is
obtained by pathing two urves together and reparametrizing them while
the symmetry of d is also obtained by reparametrization. Both proofs are
somehow standard. 
On G0, the distane d is weaker than the B-norm as the next lemma shows.
Lemma 3.11. For any X0,X1 ∈ G0 ∩B
2
, we have
(63) d(X0,X1) ≤ ‖X1 −X0‖ .
Proof. Consider X ∈ C0 dened as follows
X(s) = (1− s)X0 + sX1.
We have
d(X0,X0) ≤
∫ 1
0
|||Xs(s)|||X(s) ds ≤
∫ 1
0
‖Xs(s)‖X(s) ds = ‖X1 −X0‖
beause |||Xs||| = ‖P (Xs)‖ ≤ ‖Xs‖ as P is an orthogonal projetion. 
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Denition 3.12. For two elements X0,X1 ∈ G0, we dene
(64) d(X0,X1) = lim
n→∞
d(Xn0 ,X
n
1 )
for any sequenes Xn0 and X
n
1 in G0 ∩ B
2
whih onverge in B to X0 and
X1, respetively.
Denition 3.12 is well-posed thanks to (63). The mapping St maps F to
F , and we an formally dene what is alled in dierential geometry the
tangent map of St, TSt, whih is a mapping TFX to TFStX . The following
theorem expresses the fat that TSt is uniformly ontinuous (in time) with
respet to the seminorm ||| · |||.
Theorem 3.13. There exists a onstant C suh that, for any initial urve
X0(s, ξ) ∈ C0, if we onsider the urve solution X(t, s, ξ) with initial data
X0(s, ξ) given by Lemma 3.8, we have
(65) |||Xs(s, t)|||X(s,t) ≤ e
Ct|||Xs(s, 0)|||X(s,0).
Proof. We rewrite the system
(66) Xt = F (X)
where F is given by (41). The mapping F is linear and therefore dierentiable
and we have, for any X, X¯ ∈ B,
(67) DF [X](X¯) = F (X¯)
where DF [X] denotes the diential of F at X. For X ∈ B2, sine Xξ ∈ H
1
,
we have limξ→∞Hξ(ξ) = 0 and one an then hek diretly that, for any
g ∈ E2,
(68) DF [X](g(ξ)Xξ(ξ)) = g(ξ)(DF [X](Xξ(ξ))).
However, the simpliity of system (19) may hide the more fundamental na-
ture of relation (68), whih in fat orresponds to the innitesimal version of
the equivariane property of F stated in (42). Indeed, given a smooth fun-
tion g, we onsider the family of dieomorphisms parametrized by θ given
by f θ(ξ) = ξ + θg(ξ). The equivariane property (42) of F gives
F (X ◦ f θ) = F (X) ◦ f θ,
whih after dierentiation by θ and taking the value at θ = 0 yields (68).
After dierentiating (66) with respet to s, we get
(69) Xst = DF [X](Xs)
while dierentiating it with respet to ξ yields
(70) Xξt = DF [X](Xξ).
We onsider the deomposition of Xs given by
(71) Xs = g(X,V )Xξ +R.
Sine, for every s ∈ [0, 1], Xs ∈ C
1([0, T ], B), Xξ ∈ C
1([0, T ], B2) and
(57) holds, we an use Lemma 3.4 to prove that g ∈ C1([0, T ], E2), for any
s ∈ [0, 1]. By dierentiating
〈gXξ, hXξ〉 = 〈Xs, hXξ〉
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we obtain that gt is dened as the unique element in E2 suh that
〈gtXξ , hXξ〉 = 〈Xst, hXξ〉 + 〈Xs, hXξt〉 − 〈gXξt, hXξ〉 − 〈gXξ , hXξt〉
for all h ∈ E2. We dierentiate (71) and get
Xst = gtXξ + gXξt +Rt.
After using (69) and (70), it yields
DF [X](Xs) = gtXξ + g(DF [X](Xξ)) +Rt.
Using (68), this identity rewrites
Rt = DF [X](Xs − gXξ)− gtXξ
or
(72) Rt = DF [X]R − gtXξ.
We take the salar produt of Rt and, sine gtXξ and R are orthogonal, we
obtain
〈Rt, R〉 = 〈DF [X](R), R〉
≤ ‖DF [X](R)‖ ‖R‖
≤ C ‖R‖2(73)
beause the mapping DF [X] : B → B is uniformly bounded, see (67). Thus,
(73) yieds
d
dt
‖R‖2 ≤ C ‖R‖2 .
By Gronwall's inequality, it implies
|||Xs(t)||| = ‖R(t)‖ ≤ ‖R(0)‖ e
Ct = |||Xs(0)|||e
Ct.

Theorem 3.14. The semigroup S˜t : G0 → G0 is Lipshitz ontinuous with
respet to the metri d. We have, for some onstant C,
(74) d(S˜t(X0), S˜t(X1)) ≤ e
Ctd(X0,X1)
for all X0,X1 ∈ G0.
Proof. We onsider rst initial onditions X0,X1 ∈ F0. There exists a urve
X(s) in C0 suh that∫ 1
0
|||Xs(s)|||X(s) ds ≤ d(X0,X1) + ε.
We onsider the orresponding solution given by Lemma 3.8, that we simply
denote X(s, t). By Theorem 3.13, we have
(75) |||Xs(s, t)|||X(s,t) ≤ e
Ct|||Xs(s, 0)|||X(s,0).
Given a time T , we onsider the projetion of the urve X(s, T, · ) on G0,
that we denote X¯(s, ξ), whih is given by
X¯(s, · ) = Π(X(s, T, · )).
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We denote by f(s, t, ξ), the inverse of (y + H)(s, t, ξ) with respet to ξ,
whih is allways well-dened and bounded as (y +H)(s, t, · ) ∈ Gα for some
α ≤ eCt, see Lemma 3.8. The denition of Π gives
X¯(s, ξ) = X(s, T, f(s, T, ξ)).
We have X(0, · ) = S˜TX0 and X(1, · ) = S˜TX1 and the urve X¯ belongs to
C0. We have
(76) X¯s(s, ξ) = Xs(s, T, f) + fsXξ(s, T, f)
and
(77) X¯ξ(s, ξ) = fξXs(s, T, f).
We onsider deomposition of Xs given by
(78) Xs(s, T, ξ) = g(s, T, ξ)Xξ(s, T, ξ) +R(s, T, ξ).
where g(s, T, ·) = g(X(s, T, ·),Xs(s, T, ·)). Combining (76), (77) and (78),
we end up with
(79) X¯s(s, ξ) =
(
g(s, T, f(ξ))
fξ(s, T, ξ)
+ fs(s, T, ξ)
)
X¯ξ(s, ξ) +R(s, t, f(s, T, ξ)).
Hene,
(80) |||X¯s(s, ξ)||| ≤ ‖R(s, t, f(s, T, ξ))‖ .
Let us prove that
(81) ‖R(s, T, f(s, T, ξ))‖ ≤ eCt ‖R(s, T, ξ)‖
for some onstant C. We have to prove that for any g ∈ E2, we have
(82) ‖g ◦ f‖E2 ≤ e
Ct ‖g‖E2 .
We have
(83) ‖g ◦ f‖L∞(R) ≤ ‖g‖L∞(R)
and
‖(g ◦ f)ξ‖
2
L2(R) =
∫
R
(gξ ◦ f)
2f2ξ dξ
≤ ‖fξ‖L∞(R)
∫
R
(gξ ◦ f)
2fξ dξ
= ‖fξ‖L∞(R) ‖g‖
2
L2(R) .(84)
Sine fξ =
1
yξ+Hξ
◦f , we have ‖fξ‖L∞(R) ≤ e
CT
by (57), as (yξ+Hξ)(s, 0, ξ) =
1 for all ξ, and (83), (84) imply (82). Using (81), it follows from (80) that
(85) |||X¯s(s, ξ)||| ≤ C|||Xs(s, T, ξ)|||
beause ‖R(s, T, ξ)‖ = |||Xs(s, T, ξ)|||. Hene, we nally get
d(S˜tX0, S˜tX1) ≤
∫ 1
0
|||X¯s|||X¯(s) ds
≤ eCT
∫ 1
0
|||Xs(s, T )|||X(s,T ) ds (by (85))
≤ e2CT
∫ 1
0
|||Xs(s, 0)|||X(s,0) ds (by (75))
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≤ e2CT (d(X0,X1) + ε)
whih implies (74) as ε is arbitrary. To extend this result to any X0,X1 ∈ G0,
we use the fat that the mapping S˜t is ontinuous with respet to the B-norm
(Lemma 3.15) and G0 ∩B
2
is dense in G0 (Lemma 3.16). 
Lemma 3.15. The mapping Π: Fα → F0 is ontinuous with respet to the
B-norm. It follows that S˜t is a ontinuous semigroup with respet to the
B-norm.
Proof. The proof of the ontinuity of Π is the same as in in [8, Lemma 3.5℄.
The ontinuity of S˜t then follows from (39) and the fat that St : F0 → Fα(t)
for α ≤ eCt. 
Lemma 3.16. The set G0 ∩B
2
is dense in G0.
Proof. Given X0 ∈ G0, we rst assume that X0,ξ has ompat support. We
onsider a mollier ρε. Given X ∈ G0, we onsider the approximation X
ε =
X ⋆ ρε = (ζ ⋆ ρε, U ⋆ ρε,H ⋆ ρε). By the Jensen inequality, sine ρε ≥ 0 and∫
R
ρε(η) dη = 1, we have(∫
R
ζξ(ξ − η)ρ
ε(η) dη
)2
≤
∫
R
ζξ(ξ − η)
2ρε(η) dη
and similar inequalities for Uξ and Hξ. Hene, sine X satises (56),
((yεξ)
2 + (Hεξ )
2 + 2(U εξ )
2)(ξ) ≤
∫
R
((yξ)
2 + (Hξ)
2 + 2(Uξ)
2)(ξ − η)ρε(η) dη
≤
∫
R
ρε(η) dη = 1,
and Xε also satises (56). Sine y +H = Id, we have
yε +Hε =
∫
R
(ξ − η)ρε(η) dη = ξ
(we onsider an even mollier) and Xε satises (37b) for α = 0. Sine Xξ
has a ompat support, whih we denote K, X(ξ) is onstant for ξ ∈ Kc
and Xε = X on a the omplement of a ompat neighborhood of K, for ε
small enough. Sine Xε → X on any ompat set, it follows that Xε → X in
L∞(R). By the standard onvergene properties of approximating sequenes,
we have Xεξ → Xξ in L
2(R) so that, nally, Xε → X in B. Let us now
onsider the ase where X ∈ G0 does not have a ompat support. For any
integer n, we dene Xn ∈ G0 as follows
Xn(ξ) =


Xn(−n) if ξ ≤ −n,
Xn(ξ) if − n < ξ < n,
Xn(n) if ξ ≥ n.
We have
Xnξ =
{
Xξ if ξ ∈ (−n, n),
0 otherwise,
so that Xnε has a ompat support and the ondition (37) is satised. Sine
X ∈ B, we have limη→±∞X(ξ) = X(±∞) and X
n
tends to X in L∞(R).
Sine Xnξ is a ut-o of Xξ with a growing support, X
n
ξ tends to Xξ in L
2(R).
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Therefore Xn tends to X in B and we have proved that the funtions X ∈ G0
suh that Xξ has ompat support are dense in G0. 
4. Semi-group of solutions in Eulerian oordinates
We now return to the Eulerian variables.
Denition 4.1. Let
(86) Tt = MStL : D → D.
Next we show that Tt is a Lipshitz ontinuous semigroup by introduing
a metri on D.
Using the bijetion L we an transport the topology from F0 to D.
Denition 4.2. Dene the metri dD : D ×D → [0,∞) by
(87) dD((u, µ), (u¯, µ¯)) = d(L(u, µ), L(u¯, µ¯)).
The nal result in Eulerian variables reads as follows.
Theorem 4.3. We have that (Tt, dD) is a ontinuous semigroup on D.
Proof. We have the following alulation
dD(Tt(u, µ), Tt(u¯, µ¯)) = d(L(Tt(u, µ)), L(Tt(u¯, µ¯)))
= d(LTtML(u, µ), LTtML(u¯, µ¯))
= d(StL(u, µ), StL(u¯, µ¯))
≤ eCtd(L(u, µ), L(u¯, µ¯))
= eCtdD((u, µ), (u¯, µ¯)).

By a weak solution of (1) we mean the following.
Denition 4.4. Let u : R× R→ R that satises:
(i) u ∈ C([0,∞);L∞(R)) and ux ∈ L
∞([0,∞);L2(R));
(ii) the equation
(88)
∫∫
[0,∞)×R
(
uφt − (uux − V )φ
)
dxdt =
∫
R
u0φ|t=0 dx
holds for all φ ∈ C∞0 ([0,∞) × R). Here V (t, x) =
1
4 (
∫ x
−∞ u
2
x dx−
∫∞
x u
2
x dx)
is in L∞([0,∞);L∞(R)). Then we say that u is a weak global onservative
solution of the HunterSaxton equation (1).
Theorem 4.5. Given any initial ondition (u0, µ0) ∈ D, we denote (u, µ)(t) =
Tt(u0, µ0). Then, u(t, x) is a global solution of the HunterSaxton equation.
Proof. After making the hange of variables x = y(t, ξ), we get, on the one
hand,∫∫
[0,∞)×R
uφt dxdt =
∫∫
[0,∞)×R
u(t, y(t, ξ))φt(t, y(t, ξ))yξ(t, ξ) dξdt
=
∫∫
[0,∞)×R
U(φ(t, y)t − ytφx(t, y))yξ dξdt
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= −
∫∫
[0,∞)×R
(Utyξ + yξ,tU)φ(t, y) dξdt
−
∫∫
[0,∞)×R
U2φ(t, y)ξ dξdt
+
∫
R
(Uyξ)(0, ξ)φ(0, y(0, ξ))yξ (0, ξ) dξ
= −
∫∫
[0,∞)×R
(
(
1
2
H −
1
4
H(∞))yξ
)
φ(t, y) dξdt
+
∫∫
[0,∞)×R
(UξU)φ(t, y) dξdt
+
∫
R
u(0, x)φ(0, x) dx,(89)
and, on the other hand,∫∫
[0,∞)×R
(
uux − V
)
φdxdt
=
∫∫
[0,∞)×R
(
uux − V
)
(t, y)φ(t, y)yξ dξdt
=
∫∫
[0,∞)×R
(
UUξ
)
φ(t, y) dξdt
−
∫∫
[0,∞)×R
V (t, y)φ(t, y)yξ dξdt.(90)
By using (37) and the fat that Uξ = ux ◦ yyξ, we get
(91)∫
R
u2x dx =
∫
R
u2x ◦ yyξ dξ =
∫
{ξ∈R|yξ(t,ξ)>0}
U2ξ
yξ
dξ =
∫
{ξ∈R|yξ(t,ξ)>0}
Hξ dξ.
The statement (21) implies that, for almost every t ∈ R, the set {ξ ∈ R |
yξ(t, ξ) > 0} is of full measure and therefore (91) yields
(92)
∫
R
u2x dx =
∫
R
Hξ dξ = H(∞),
for almost every t ∈ R. Similarly, for almost every t ∈ R, we get
V (t, y(t, ξ)) =
1
2
∫ y(t,ξ)
∞
u2x dx−
1
4
∫
R
u2x dx
=
1
2
∫ ξ
∞
u2x(t, y(t, ξ))yξ(t, ξ) dx−
1
4
H(∞)
=
1
2
∫ ξ
∞
Hξ(t, ξ) dξ −
1
4
H(∞)
=
1
2
H(t, ξ)−
1
4
H(∞).(93)
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After gathering (89), (90) and (93), we obtain that u is a weak solution of
the HunterSaxton equation. It follows from (91) that∫
R
u2x(t, x) dx ≤ H(t,∞) = H(0,∞) = µ0(R)
so that ux ∈ L
∞(R, L2(R)). By onstrution of the semigroup Tt, we know
that (u, µ)(t) ∈ C(R,D) where D is equipped by the metri dD. Proposition
5.2 below then implies that u ∈ C(R, L∞(R)). 
5. The topology indued by the metri dD
Proposition 5.1. The mapping
u 7→ (u, u2x dx)
is ontinuous from E2 into D. In other words, given a sequene un ∈ E2
onverging to u in E2, that is,
un → u in L
∞(R) and un,x → ux in L
2(R),
then (un, u
2
nx dx) onverges to (u, u
2
x dx) in D.
Proof. LetXn = (yn, Un,Hn) = L(un, u
2
nx dx) andX = (y, U,H) = L(u, u
2
x dx),
see (34). Following the proof of [8, Proposition 5.1℄, one an prove that
Xn → X in B.
Hene, by (63) in Lemma 3.11, we get that limn→∞ d(Xn,X) = 0 and there-
fore
(un, u
2
nx dx) → (u, u
2
x dx) in D.

Proposition 5.2. Let (un, µn) be a sequene in D that onverges to (u, µ)
in D. Then
un → u in L
∞(R).
Proof. Let Xn = (yn, Un,Hn) = L(un, µn) and X = (y, U,H) = L(u, µ), see
(34). By the denition of the metri dD, we have limn→∞ d(Xn,X) = 0. We
laim that
(94) Xn → X in L
∞(R).
The proof of this laim follows the same lines as the proof of Lemma 3.10.
For any ε > 0, there exists N suh that for any n ≥ N there exist a path
Xn ∈ C0 joining Xn and X suh that
(95)
∫ 1
0
|||Xns |||Xn(s) ds ≤
ε
2
.
We have the deomposition
(96) Xns (s, ξ) = g
n(s, ξ)Xnξ (s, ξ) +R
n(s, ξ).
In the same way that we obtained (61), we now obtain
(97) gn(s, ξ) = Rn1 (s, ξ) +R
n
3 (s, ξ).
and it follows that
‖Xn −X‖L∞(R) ≤
∫ 1
0
‖Xns (s, ·)‖L∞ ds
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≤
∫ 1
0
(‖gn(s, · )‖L∞ + ‖R
n(s, · )‖L∞) ds
≤ 2
∫ 1
0
‖Rn(s, · )‖L∞ ds (by (97))
≤ 2
∫ 1
0
‖Rn(s, · )‖B ds = 2
∫ 1
0
|||Xn(s, · )|||X(s) ds ≤ ε.
and this onludes the proof of the laim (94). The rest of the proof is
similar to the proof in [8, Proposition 5.2℄. We reprodue it here for the sake
of ompleteness. For any x ∈ R, there exists ξn and ξ, whih may not be
unique, suh that x = yn(ξn) and x = y(ξ). We set xn = yn(ξ). We have
(98) un(x)− u(x) = un(x)− un(xn) + Un(ξ)− U(ξ)
and
|un(x)− un(xn)| =
∣∣∣∣
∫ ξn
ξ
Un,ξ(η) dη
∣∣∣∣
≤
√
ξn − ξ
(∫ ξn
ξ
U2n,ξ dη
)1/2
(CauhyShwarz)
=
√
ξn − ξ
(∫ ξn
ξ
yn,ξHn,ξ dη
)1/2
(from (37))
≤
√
ξn − ξ
√
|yn(ξn)− yn(ξ)| (sine Hn,ξ ≤ 1)
=
√
ξn − ξ
√
y(ξ)− yn(ξ)
≤
√
ξn − ξ ‖y − yn‖
1/2
L∞(R) .(99)
From (34a), one an prove that
|y(ξ)− ξ| ≤ µ(R)
and it follows that
|ξn − ξ| ≤ 2µn(R) + |yn(ξn)− yn(ξ)| = 2Hn(∞) + |y(ξ)− yn(ξ)|
and, therefore, sine Hn → H and yn → y in L∞(R), |ξn − ξ| is bounded by
a onstant C independent of n. Then, (99) implies
(100) |un(x)− un(xn)| ≤ C ‖y − yn‖
1/2
L∞(R) .
Sine yn → y and Un → U in L
∞(R), it follows from (98) and (100) that
un → u in L
∞(R).

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