Divisible design digraphs are constructed from skew balanced generalized weighing matrices and generalized Hadamard matrices. Commutative and non-commutative association schemes are shown to be attached to the constructed divisible design digraphs.
As usual, we use I n , J n , O n to denote the identity matrix of order n, the all-ones matrix of order n, the zero matrix of order n, respectively. Let U n be a circulant matrix of order n with the first row (0, 1, 0, . . . , 0). Let N n be a negacirculant matrix with the first row (0, 1, 0, . . . Let R n = (r ij ) be the back-diagonal matrix of order n, that is r ij = δ i+j,n+1 . We denote by [X] ij the (i, j)-block of a block matrix X.
Divisible design digraphs
A digraph is a pair Γ = (V, E), where V is a finite nonempty set of vertices and E is a set of ordered pairs (arcs) (x, y) with x, y ∈ V, x = y. A digraph Γ is called regular of degree k if each vertex of Γ dominates exactly k vertices and is dominated by exactly k vertices. A digraph Γ is asymmetric if (x, y) ∈ E implies (y, x) ∈ E. If (x, y) is an arc, then we say that x dominates y or y is dominated by x. The adjacency matrix of a digraph Γ = (V, E) on v vertices is a v × v (0, 1)-matrix with rows and columns indexed by the elements V such that for x, y ∈ V , A xy = 1 if (x, y) ∈ E and A xy = 0 otherwise. Note that a digraph Γ is asymmetric if and only if A + A ⊤ is a (0, 1)-matrix, and a digraph Γ is regular of degree k if and only if AJ v = A ⊤ J v = kJ v where v is the number of the vertices. Definition 2.1. Let Γ be a regular asymmetric digraph of degree k on v vertices. The digraph Γ is called a divisible design digraph with parameters (v, k, λ 1 , λ 2 , m, n) if the vertex set can be partitioned into m classes of size n, such that for any two distinct vertices x and y from the same class, the number of vertices z that dominates or being dominated by both x and y is equal to λ 1 , and for any two distinct vertices x and y from different classes, the number of vertices z that dominates or being dominated by both x and y is equal to λ 2 .
It is easy to see that Γ = (V, E) is a divisible design digraph if and only if its adjacency matrix A satisfies A + A ⊤ is a (0, 1)-matrix and
Balanced generalized weighing matrices
Let G be a multiplicatively written finite group. A balanced generalized weighing matrix with parameters (v, k, λ) over G, or a BGW (v, k, λ; G), is a matrix W = (w ij ) of order v with entries from G ∪ {0} such that (i) every row of W contains exactly k nonzero entries and (ii) for any distinct i, h ∈ {1, 2, . . . , v}, every element of G is contained exactly λ/|G| times in the multiset {w ij w −1
hj | 1 ≤ j ≤ v, w ij = 0, w hj = 0}. When the group is a cyclic group generated by U , we write the entries of a BGW as U w ij . A BGW W = (U w ij ) n+1 i,j=1 with parameters (n + 1, n, n − 1) over a cyclic group G = U of order 2m with diagonal 0 is said to be skew if U w ji = U w ij +m holds for any distinct i, j. Skew BGWs will be dealt with in Section 3, 4. A BGW with v = k is said to be a generalized Hadamard matrix, which will be dealt with in Section 5.
). Let q, m be positive integers such that q is an odd prime power, (q − 1)/m is odd. Then there is a skew BGW (q + 1, q, q − 1) with zero diagonal over the cyclic group of order m.
Association schemes
Let d be a positive integer. Let X be a finite set of size v and R i (i ∈ {0, 1, . . . , d}) be a nonempty subset of X × X, and A i be the adjacency matrix of the graph (X, R i ). An association scheme with d classes is a pair (X,
where the corresponding adjacency
An association scheme is symmetric if A ⊤ i = A i holds for any i. An association scheme is commutative if A i A j = A j A i holds for any i, j, and non-commutative otherwise. Note that if the scheme is symmetric, then it is commutative.
We now define eigenmatrices for commutative and non-commutative cases. Note that for the non-commutative case, the eigenmatrices are not uniquely determined. See [12] for more detail and its applications to the character table. The vector space spanned by A i 's forms an algebra, denoted by A and is called the Bose-Mesner algebra or adjacency algebra.
First, assume the scheme is commutative. There exists a basis of A consisting of primitive idempotents, say E 0 = (1/|X|)J |X| , E 1 , . . . , E d . Note that E i is the projection onto a maximal common eigenspace of A 0 , A 1 , . . . , A d . Since {A 0 , A 1 , . . . , A d } and {E 0 , E 1 , . . . , E d } are two bases in A, there exist the change-of-bases matrices P = (p ij ) d i,j=0 , Q = (q ij ) d i,j=0 so that
The matrices P or Q are said to be first or second eigenmatrices respectively. Second, assume that the scheme is non-commutative. The following is due to Higman [6] . Since the algebra A is semisimple, the adjacency algebra is isomorphic to ⊕ n k=1 Mat d k (C) for uniquely determined positive integers n, d 1 , . . . , d n . We write
where N denotes the set of positive integers, and call the set I the index set of a dual basis. Let E
j,i , where * denotes the conjugate transpose operation. Since 
Note that the ordering of indices of rows of P k and columns of Q k is the lexicographical order. We then define (d + 1) × (d + 1) matrices P and Q by
3 Commutative association schemes with 5 classes
Let p = 2qn + 1 be a prime power, where (p − 1)/(2n) is an odd integer and n ≥ 4 is the order of a Hadamard matrix H. Normalize H to have the all-ones vector in the first row. For i ∈ {1, 2, . . . , n − 1}, let r i be the (i + 1)-th row of H, and define
Equivalently, D is defined as
Then the following is easy to see.
Let N be an n 2 ×n 2 block negacirculant matrix with the first block row (O n , I n , O n , . . . , O n ) defined by
Note that the order of N is 2n. Set R = R n ⊗ I n .
Let W = (N w ij ) be a skew BGW (p + 1, p, p − 1) with constant diagonal 0 over the cyclic group N . Define a (p + 1)n 2 × (p + 1)n 2 block matrix B whose (i, j)-block is an n 2 × n 2 matrix such that
Theorem 3.2. A 1 and A 2 are the adjacency matrices of divisible design digraphs with parameters (n 2 (p + 1),
where we used in the second last and last equalities the facts that W = (N w ij ) is a BGW over N and 2n−1 ℓ=0 N ℓ = O n 2 respectively. Putting these into the blocks of BB ⊤ , we obtain
Next we calculate (
.In a similar fashion to (2), we obtain
Thirdly it follows from the orthogonality between C i and J 4n for i ∈ {1, . . . , n − 1} that
Putting (2), (3), and (4) together yields
Therefore A 1 and A 2 are the divisible design digraphs with the desired parameters.
Theorem 3.3. The set of matrices {A 0 , A 1 , . . . , A 5 } forms a commutative association scheme with 5 classes.
Proof. The matrix A 3 can be written as
The cases that i, j ∈ {1, 2} were already shown in Theorem 3.2, and the cases that
The cases that i, j ∈ {4, 5} are obvious and the remaining cases that (i, j) ∈ {1, 2} × {4, 5} ∪ {4, 5} × {1, 2} follow from the fact that the product of each block of A 1 , A 2 , A 3 are multiples of the all-ones matrix.
The the intersection matrix B 1 = (p k 1,j ) 5 j,k=0 is
n(n−2)p 1 2 n(n−1)p 1 4 (n−1) 2 (p−1) 1 4 (n−1) 2 (p−1) 1 4 (n−1) 2 (p−1) 1 4 n(n−2)p 1 4 n(n−2)p 0 1 2 (n−1)(p−1) 1 2 (n−1)(p−1) 1 2 (n−1)(p−1) 0 1 2 np 0 
4 Non-commutative association schemes with 4m − 1 classes
In this section, we construct a non-commutative association scheme from any given skew BGW (n + 1, n, n − 1) with zero diagonal over a cyclic group. The method described here is a modification of a construction based on a symmetric BGW (n + 1, n, n − 1) with zero diagonal over a cyclic group in [12] .
be any skew BGW (n + 1, n, n − 1) with constant diagonal zero over the cyclic group U 2m of order 2m.
For ℓ ∈ {0, 1, . . . , 2m − 1}, define N ℓ to be a 2m(n + 1) × 2m(n + 1) (0, 1)-matrix as an (n + 1) × (n + 1) block matrix with (i, j)-block of order 2m equal to
where recall that R 2m is the back-diagonal matrix of order 2m. Note that U 2m R 2m = R 2m U −1 2m . Then the following holds.
(2) For ℓ ∈ {0, 1, . . . , 2m − 1}, N ⊤ ℓ+m = N ℓ , where the indices are in modulo 2m.
In particular, N 0 , . . . , N 2m−1 are divisible design digraphs with parameters (2m(n+1), n, 0,
which proves (1).
(2): For distinct i, j ∈ {1, . . . , n + 1}, the transpose of (j, i)-block of N ℓ+m is
which is equal to the (i, j)-block of N ℓ . Thus N ⊤ ℓ+m = N ℓ holds. (3): It follows from the fact that each off-diagonal block of N ℓ is a permutation matrix. (4): Let ℓ, ℓ ′ ∈ {0, 1, . . . , 2m − 1}. For i, j ∈ {1, . . . , n + 1}, we calculate the (i, j)-block of N ℓ N ⊤ ℓ ′ as follows:
which proves the desired equality.
We now construct an association scheme from the divisible design digraphs N ℓ (ℓ ∈ {0, 1, . . . , 2m − 1}). Define Proof. The conditions (i)-(iii) are satisfied by Theorem 4.1 (1), (2) . We need to show the condition (iv) is satisfied. It is easy to see that
where the addition and subtraction of indices are taken in modulo m. Finally for ℓ, ℓ ′ ∈ {0, 1, . . . , 2m − 1}, Theorem 4.1 (4) reads
Thus the condition (iv) is satisfied.
We view the cyclic group U 2m of order 2m as the additive group Z 2m . Let w = e 2π √ −1/(2m) . For α, β ∈ Z 2m , the irreducible character denoted χ β is χ β (α) = w αβ . The character table K of the abelian group Z 2m is a 2m × 2m matrix with rows and columns indexed by the elements of Z 2m with (α, β)-entry equal to χ β (α). Note that χ β (α) = χ α (β).
Then the Schur orthogonality relation shows KK ⊤ = 2mI 2m .
Define F α,0 , F α,1 as
Using the intersection numbers described in Theorem 4.2, we are able to conclude the following lemma.
Lemma 4.3. The matrices F α,0 , F α,1 (α ∈ Z 2m ) satisfy the following equations; for α, β ∈ Z 2m , Remark 4.5. In Theorem 4.4, the matrix Q is determined by the matrices Q k below. The adjacency algebra is isomorphic to ⊕ 1, 1, 1, 2 , . . . , 2) with
for k = 1, . . . , m − 1, where 0 denotes the column zero vector.
Define
for α, β ∈ {1, . . . , m − 1}. Then the following is similarly shown.
Theorem 4.6. The set of matrices {B α,0 , B α,1 | α = 0, 1, . . . , m} forms a commutative association scheme and then the set of matrices {G i , G β,4 , G β,5 | i ∈ {0, 1, . . . , 5}, β ∈ {1, . . . , m−1}} with the second eigenmatrix Q given as
where α runs over the set {0, 1, . . . , m} and β runs over the set {1, . . . , m − 1}.
Commutative association schemes with 3q − 2 classes
In this section, we modify the construction of divisible design graphs in [12] to obtain divisible design digraphs attached to the finite fields of odd characteristic, and show that they provide commutative association schemes. Let q = p m be an odd prime power with p an odd prime. We denote by F q the finite field of q elements. Let H q be the multiplicative table of F q , i.e., H q is a q × q matrix with rows and columns indexed by the elements of F q with (α, β)-entry equal to α · β. Then the matrix H q is a generalized Hadamard matrix with parameters (q, 1) over the additive group of F q .
Let φ be a permutation representation of the additive group of F q defined as follows. Since q = p m , we view the additive group of F q as F m p . Set a group homomorphism φ :
From the generalized Hadamard matrix H q and the permutation representation φ, we construct q 2 auxiliary matrices; for each α, α ′ ∈ F q , define a q 2 × q 2 (0, 1)-matrix C α,α ′ to be
Letting x be an indeterminate, we define C x,α by
It is known that a symmetric Latin square of order v with constant diagonal exists for any positive even integer v, see [9] . Let L = (L(a, a ′ )) a,a ′ ∈S be a symmetric Latin square of order q + 1 on the symbol set S = F q ∪ {x} with constant diagonal x. Write L as L = a∈S a · P a , where P a is a symmetric permutation matrix of order q + 1. Note that P x = I q+1 .
From the (0, 1)-matrices C α,α ′ 's and the Latin square L, it is possible to construct divisible design digraphs as follows. For α ∈ F q , we define 1 a (q + 1)q 2 × (q + 1)q 2 (0, 1)-matrix N α
In order to show that each N α is a divisible design digraph and study more properties, we prepare a lemma on C α,α ′ and P a .
(2) For a ∈ F q , α∈Fq C a,α = J q 2 .
(4) For a ∈ F q and α, α ′ ∈ F q , C a,α C a,α ′ = qC a,α+α ′ .
Thus α∈Fq C a,α = J q 2 holds. For the proof (3)- (7) , see [12, Lemma 6.1] .
We are now ready to focus on N α 's properties.
(2) For any α ∈ F q , N ⊤ α = N −α .
(3) For any α, β ∈ F q ,
In particular, N α (α ∈ F * q ) is the adjacency matrix of a divisible design digraph with parameters ((q + 1)q 2 , (q + 1) 2 , 2q + 1, q + 1, q + 1, q 2 ), and N 0 is that of a divisible design graph with the same parameters.
Proof. (1): It follows from Lemma 5.1.
(2): It follows from Lemma 5.1 and the property that the matrices P a are symmetric for a ∈ F q and α ∈ F q .
(3): We use Lemma 5.1 to obtain:
The third term of the above is
Therefore
This completes the proof.
We define (0, 1)-matrices A α,i (α ∈ F q , i ∈ {0, 1, 2}) as
Note that A 0,0 = I (q+1)q 2 and α∈Fq A α,0 = A 0,1 .
Theorem 5.3. The set of matrices {A α,0 , A β,1 , A α,2 | α ∈ F q , β ∈ F * q } forms a commutative association scheme with 3q − 2 classes.
Proof. The matrices A α,0 's and A α,1 's are non-zero (0, 1)-matrices. By the definition of N α , A α,2 's are non-zero (0, 1)-matrices. And it holds that α∈Fq (A α,0 + A α,2 ) + β∈F * q A β,1 = J (q+1)q 2 . For α ∈ F q and i ∈ {0, 1, 2}, A ⊤ α,i = A −α,i . Next we will show that A := span C {A α,i | α ∈ F q , i ∈ {0, 1, 2}} is closed under the matrix multiplication and the matrices are commuting. 2 For α, β ∈ F q , the following are easy to see:
A α,0 A β,0 = A β,0 A α,0 = A α+β,0 , A α,0 A β,1 = A β,1 A α,0 = A β,1 , A α,0 A β,2 = A β,2 A α,0 = A α+β,2 , A α,1 A β,1 = qA α+β,1 .
By Lemma 5.1(6),
Finally by Theorem 5.2 (3) ,
Now we calculate A α,2 A β,2 :
from which it holds that A α,2 A β,2 ∈ A. Therefore A is closed under matrix multiplication and the matrices are commuting. This completes the proof.
To describe the primitive idempotents, let F α,i , α ∈ F q , i ∈ {0, 1, 2}, be F α,i = γ∈Fq χ α (γ)A γ,i .
Denote F * q = F q \ {0}.
Lemma 5.4. The following hold.
F α,0 F β,0 = δ α,β qF α,0 , F α,0 F β,1 = F β,1 F α,0 = δ α,0 qF β,1 , F α,0 F β,2 = F β,2 F α,0 = δ α,β qF α,2 , F α,1 F β,1 = δ α,β q 2 F α,1 , F α,1 F β,2 = F β,2 F α,1 = δ α,0 δ β,0 q 2 F 0,2 , F α,2 F β,2 = δ α,β q 3 F α,0 + δ α,0 δ β,0 q 2 (−qF 0,0 + qF 0,1 + (q − 1)F 0,2 ).
2 Note that we involve A0,1 in the space A so that the description of the proof of (iv) becomes easier.
For i ∈ {0, 1, 2}, j ∈ {2, 3, 4}, α ∈ F * q , let E i , E α,j be E 0 = 1 (q + 1)q 2 J (q+1)q 2 = 1 (q + 1)q 2 (F 0,1 + F 0,2 ), E 1 = 1 (q + 1)q 2 (qF 0,1 − F 0,2 ), E β,2 = 1 (q + 1)q 2 (q + 1)F β,1 , E β,3 = 1 (q + 1)q 2 q(q + 1) 2 F β,0 + q + 1 2 F β,2 , E β,4 = 1 (q + 1)q 2 q(q + 1) 2 F β,0 − q + 1 2 F β,2 .
Theorem 5.5. The matrices E 0 , E 1 , E β,2 , E β,3 , E β,4 (β ∈ F * q ) are the primitive idempotents of the adjacency algebra of the association scheme.
Proof. It follows from Lemma 5.4.
The second eigenmatrix Q is written as
