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ABSTRACT 
A standard form for a Boolean matrix is used to test a conjecture about the 
maximal length possible for chains of principal ideals in the semigroup of n x n 
Boolean matrices. 0 Elsevier Science Inc., 1997 
1. INTRODUCTION 
A Boolean matrix has entries which are 0 or 1. For any n E N, the set of 
all n X n Boolean matrices with the operation of matrix multiplication 
(except that 1 + 1 = 1) is a semigroup with the usual identity. This semi- 
group; ;lFBB n. 
the 
{ XAY : X, Y E i:}, 
principal ideal generated by A, denoted (A), is 
all two-sided multiples of A. The set of all principal 
ideals in B, is denoted J(B,,). Letting 0 denote the zero matrix and Z denote 
the identity matrix, it can be seen that (0) = {O}, (Z) = B,, , and VA E B,, , 
(0) 2 (A) c (I). Given A, B E B,, A is said to be equivalent to B, written 
A = B, if (A) = (B). This defines an equivalence relation called Green’s 
J-relation (on B,). (B ecause B, is finite, the J-relation equals the D-relation 
[5, p. 401, which is the relation mentioned in References [6] and [lo].) 
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Chapter 2 of [4] di scusses these and similar relations as applied to other 
semigroups. Except for the zero matrix, the principal ideal generated by a 
matrix differs from the equivalence class of the matrix. However, there is a 
one-to-one correspondence between the set of principal ideals and the set of 
equivalence classes, so the number of different equivalence classes is the 
number of different principal ideals. 
The asymptotic formula IT( = 0(2n’/n!2> can be found on p. 33 of 
[7], but no explicit formula for II( ’ k is nown. When this research began, 
the following results had been established: 
n ll(B,)l 
1 2 
2 4 
3 11 
4 60 
5 877 
The first three results are easily found by hand. When n = 4, the calculations 
can still be done by hand, but not easily. A listing of a representative for each 
equivalence class in B, can be found in [6]. When n > 4, a computer is 
necessary. The result for II( was obtained by Markowsky in [lo]. Part of 
this research is directed toward finding II( and )(B,)]. 
A natural partial order on J(B,) is that of set inclusion. It follows from 
the definition of (A) that (B) c (A) if and only if 3X, Y E B, such that 
XAY = B, which can be stated as “B is divisible by A” or “B is a multiple of 
A.” One could also order the equivalence classes using the same definition. 
Figure 1 shows the partial-order diagrams of J(B i), J(B2), and J(Bs). 
A subset of J(B,) in which any two elements are comparable is a chain in 
J(B,). Note that J(B,) and J(B,) are chains. But this linear order disappears 
when n = 3. The partial order J(Bs) isn’t even a lattice. The complexity 
increases for n > 3. 
2. BACKGROUND ON THE HEIGHT OF J(B,) 
The maximal length of a chain in J(B,) is called the height of J(B,). The 
main goal of this research is to establish the height of J(B,,). There are chains 
of many lengths in J(B,), even with the restrictions that a chain must extend 
from (0) to (Z) and that no principal ideals can be inserted in the chain 
between adjacent principal ideals. Note that in J(B,) there are chains of 
length 5 and 6 fitting this description (By convention, the length of a chain is 
one less than its number of elements.) 
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FIG. 1. 
Let Fn+s be the (n + 3)rd Fibonacci number. In general, the height of 
J(B,,) is not known, but a chain in J(B,) of length F,,+3 - 2 was constructed 
in [l]. Throughout this paper, this chain is referred to as the chain. Central to 
the construction of the chain is the concept of the row space of a Boolean 
matrix: the set consisting of the zero vector, each row from the matrix, and ail 
(finite) sums of those rows. Since the only scalars in Boolean arithmetic are 0 
and 1, the row space of a Boolean matrix is the set consisting of all linear 
combinations of the rows of the matrix (just as with a real matrix). And as 
with real matrices, R(A) denotes the row space of the matrix A. The 
cardinahty of R(A) is called its row span. The column space of A, C(A), is 
defined similarly. 
EXAMPLE 2.1. In B,, the row space of 
is (0000, 1000, 0100, 1010,0110,1100,1110], and the row span is 7. 
A partial order on the row space of a Boolean matrix A is defined as 
follows: for two row vectors v, w in R(A), v 6 w if Vi, vi f wi. Zaretskii’s 
theorem [12] below provides a connection between this partial order and the 
partial order on the principal ideals. 
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THEOREM 2.2 (Zaretskii’s theorem). (B) c (A) ifund only if there is a 
map f from R(B) into R( A) with the following property: Vu, w E R(B), 
f-b> q-(w) * 2) s w. 
Two immediate consequences of Zaretskii’s theorem for the finite sets 
under consideration are: (1) if (B) $ (A) then (R(B)1 < IR( A)I, and (2) if 
R(B) G R( A) then (B) & ( A). Similar statements are true for column spaces. 
For n > 1 and 1 < k < n, let Zk denote the matrix in B, which equals 
the k X k identity matrix in rows and columns 1 through k and which is 0 
elsewhere. 
A brief description of the chain’s construction in J(B,) follows. The chain 
in J( B,) is as in Figure 1. For n > 1, the chain in J(B,) is built on the chain 
in J(B,_ i). The matrices in B,_, that generate the principal ideals in the 
chain in J(B,_ i) are augmented with a row and column of zeros (at the 
bottom and right, respectively) so as to form matrices in B,. The principal 
ideals that these matrices generate form a chain in J(B,). The largest element 
in this chain is (I,,_ i). The principal ideals that complete the construction of 
the chain in J(B,) are of two types: (1) those that form a chain from (I,_ i) to 
(I,), and (2) those that form a chain between ideals which were adjacent in 
J(B n _ 1) before augmentation but whose generating matrices’ row spans differ 
by more than one (for if the row spans differ by one, no principal ideal can fit 
between the two principal ideals that the matrices generate). 
The uppermost part of the chain from (I,_ i) to (I,) is constructed by 
replacing row n of I,_ i with different suitably chosen nonzero vectors that 
he in R(Z) \ R( I,_ i). For each matrix A so constructed, R( I,_ 1> g R(A) 
5 R(Z), so that the matrices generate ideals which lie between (I, _ i) and 
(I,) in the chain. 
EXAMPLE 2.3. In B,, matrices whose principal ideals lie between (I,) 
and ( Z4) are 
A, = I 0 1 0 1 0 1 0 1 
A, = = 
A, = 
I 0  1 0  1 0 1 
0 
1 0 0 
0 
1 0 0 1 10’ and 1 1 
and (I,) $ (A,) 5 (A,) s (A,) 5 (I,). 
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The rest of the construction in J(B,) is similar. Those principal ideals (A) 
and (B) that are adjacent in the chain in J(B,_ 1) and for which 1 R( B)I + 1 
< 1 A( A)1 are found. The matrices A and B are augmented to form n X n 
matrices A” and B’, respectively. The principal ideals generated by matrices 
built by replacing the last row of B” (which is zero> with suitably chosen rows 
from R( A”) \ R(B”) form a chain between (B”) and ( A”) in J(B,). 
EXAMPLE 2.4. In J(B& the principal ideal generated by A, in Example 
2.3 is in the chain just below (I,). No principal ideal lies between the two. 
The row span of A, is 12, and the row span of Z4 is 16. So there is room to 
insert ideals in J(B,). Th e matrices that generate the ideals are 
1_1~~~~]andC~=~~~~~]. 
In J(B,), (A”,) 5 CC,> 5 CC,> $ (I,). 
The number of ideals in the chain in J(B,) is the number of different row 
spans created. This number is the number of binary numerals for which the 
number of significant digits plus the number of l’s is at most n + 2. A 
combinatorial argument shows that this number is F,,, s - 1, so that the 
length of the chain is F,, + 3 - 2. The chain gives a lower bound for the height 
of J(B,). An upper bound, 2”- ’ + (n - l), was given by Konieczny in [8]. 
He obtained this upper bound by showing that in B, any row span greater 
than 2”-’ must be of the form 2”-’ + 2k, 0 < k < n - 1. This upper 
bound was shown to be unattainable when n > 7 in 191. 
For J(B,), 1 < n < 7, the number of principal ideals, height and bounds 
for the height are given in Table 1. The conjecture is that the height of J(B,) 
is the lower bound. This would indeed be a nice result, but when the 
TABLE 1 
Lower bound Height of Upper bound 
n lJ(B,)l F n+3 -2 J(Bn) 2”-’ + (?I - 1) 
1 2 1 1 1 
2 3 3 3 3 
3 11 6 6 6 
4 60 11 11 11 
5 877 19 19 20 
6 42944 32 32 37 
7 7339704 53 53 70 
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research began, only the facts in the table for n < 5 were known and more 
evidence was needed. So the conjecture that for each n the height of J(B,) is 
the lower bound was tested in the only remaining computationally-feasible 
cases: when n = 6 and when n = 7. In those two cases the conjecture is 
true. The heights of J(Bs) and J(B,) were found by first finding representa- 
tives for the ideals in the two sets, and then finding a chain of maximal length 
in each set. 
3. FINDING J(B,) AND J(Bi) 
One approach is to find the principal ideal that each matrix generates by 
finding all two sided multiples of each element. Since IB,I = 2”‘, a faster 
method was needed. The method used depends on the concept of reducing a 
matrix (a concept similar to reducing a matrix with entries from [w) and on the 
results of Plemmons and West [ll]. 
A matrix A E B, is row-reduced if no nonzero row is equal to either any 
other row or the sum of any other rows. The term column-reduced is defined 
similarly. A matrix is reduced if it is both row- and column-reduced. 
EXAMPLE 3.1. The matrix 
1 0 1 
1 1 0 
1 1 1 1 
1 
is not reduced (remember 1 + 1 = 1). It is neither row-reduced (row 3 = row 
1 + row 2) nor column-reduced (column 1 = column 2 + column 3). 
We can reduce a matrix by replacing each dependency by a row or 
column of zeros. 
EXAMPLE 3.2. Reduce the above matrix as follows: 
The above steps could have been done in reverse order and the same 
matrix would have resulted. This is not true for every matrix. However, the 
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reducing process is useful when investigating J(B,) because of three results 
from ill]: 
LEMMA 3.3. 
(1) Zf A and B are reduced, then A = B if and only if there exist 
permutation matrices P and Q such that PAQ = B (P, Q E [I]). 
(2) Each equivalence class contains a reduced matrix. 
(3) Reducing a matrix does not change its equivalence class. 
The idea from (1) merits restating: rearranging the rows or columns of a 
matrix does not change its equivalence class. These properties narrow the 
search for equivalence-class representatives to reduced matrices, but with 
(n!)’ different row and column permutations of a reduced matrix, the search 
must be narrowed further. This was done by finding a standard form for each 
equivalence class. 
The numerical value of a Boolean matrix A [denoted num(A)] is the 
number that results when rows 1 through n are concatentated left to right (so 
row l’s entries are written left to right, as they appear in the matrix, and 
occupy positions n2 through n2 - 
2”-’ through 2”-“; 
n + 1 in the numeral, with place values 
the other rows’ entries follow, also written left to right, 
with row n’s entries occupying positions n through 1 in the numeral, with 
place values 2”-’ through 2’). Letting A be the matrix from Example 3.1; 
num(A) = 101110111, = 375,,. The numerical value of the reduce matrix in 
Example 3.2 (omitting the leading zeros) is 1010000, = 80,,. 
Every Boolean matrix has its own numerical value, but there is one matrix 
in the class with the smallest numerical value. That matrix will be the 
standard form. (Our original definition opted for the greatest numerical value 
possible in a class, but George Markowsky at the University of Maine decided 
that the smallest numerical value would be better.) 
DEFINITION 3.4. The standard form for a matrix A E B, is the matrix 
B such that num( B) = min{num(X) ] X E A]. In this case stdd(A) = 
num( B). If num( A) = stdd( A), then A is in standard form. 
EXAMPLE 3.5. The standard form for the matrices in Example 3.2 is 
[ 0 0 1 0 1. 1 
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PROPOSITION 3.6. A matrix in standard form has all of the following 
properties: 
(1) It is reduced. 
(2) All of its zero rows (columns), if any, are at the top (left) of the 
m&?-ix. 
(3) Its nonzero rows (columns), when considered as binary numbers, 
form a strictly increasing sequence. 
(4) All ones in the first nonzero row (column) are at the right (bottom) 
of the row (column). 
(5) None of its rows has fewer ones than the first nonzero row. 
Proof. (1): If a matrix is not reduced, then replacing a dependent row or 
column with zeros results in a matrix in the same equivalence class (by 
Lemma 3.3) whose numerical value is less than the value of the original 
matrix. Thus, a nonreduced matrix is not in standard form. 
(2): If a zero row, row j, followed a nonzero row, row i (i < j), then the 
two rows could be interchanged to get a matrix with a smaller numerical 
value than that of the original matrix. So such a matrix is not in standard 
form. Now suppose B is a matrix where column j is a column of zeros and 
column i, i <j, contains at least one 1. Let k be the minimum x for which 
BXi = 1. Interchange columns i and j, and call the resulting matrix C. Then 
by Lemma 3.3, C = B, and since C and B first differ in the (k, i)th entry 
where Cki = 0 and Bk i = 1, we have num(C) < num( B). Thus, B is not in 
standard form. 
(3): The statement for rows is true because if a row has a larger number 
than that of a lower row, the two rows may be interchanged to arrive at a 
smaller numerical value. In much the same way as the statement for columns 
in property (2) was proved, suppose that column i is larger (as a number) 
than column j (i < j). Because the former column is a larger number, there 
is a smallest value for k such that Bki = 1 and Bkj = 0. When the two 
columns are interchanged, the result is an equivalent matrix with a smaller 
numerical value than the original. 
(4): Both statements follow from property (3). This property’s statement 
for the first nonzero row is true because of the previous property’s statement 
about columns. 
(5): Any row with fewer l’s than the first nonzero row can be inter- 
changed with the first nonzero row. After this interchange and the possible 
permutation of the columns so that new first nonzero row’s l’s are at the 
right, an equivalent matrix is obtained with a smaller numerical value than 
the original. ??
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EXAMPLE 3.7. The properties in the proposition do not define the 
smallest form. The matrix 
0 0 0 1 1 
0 0 1 0 1 
1 0 1 0 
0 1 1 0 0 
0 0 0 1 
satisfies all of the above properties, yet it is not in standard form. The 
standard form for the equivalence class of A is 
0 0 0 1 1 
0 0 1 0 1 
B= 
0 10 0 1. 
1 0 0 1 0 
1 0 1 0 0 I 
It can be seen that B is obtained from A by interchanging the first two 
columns of A and performing the permutation (345) (in cycle notation) on 
the rows of A. Thus, B = A. And because the two matrices differ first in the 
(3,4) entry, where A has 1 and B has 0, we have num( A) > num( B), so A 
cannot be in standard form. Once it is verified that B is in standard form, it is 
evident that property (5) in the proposition does not apply to columns. 
The properties in the proposition make it feasible to find generating 
elements of the principal ideals that constitute J(Bs) and J(Bj). Each 
standard form determines exactly one principal ideal and equivalence class, so 
J(B,) and J(B7) were determined by finding the standard forms in each set. 
Matrices that have the properties listed in Proposition 3.6 were constructed 
by a computer program. Once a matrix was built, the program checked to see 
if the matrix was in standard form. If so, it was stored in memory as a 
representative of that class. A candidate matrix not in standard form was 
discarded, and another matrix was built and checked. Results obtained were: 
lJ(Bs)l = 42,944 (confirmed in independent calculations by George 
Markowsky) and b(B,)l = 7,339,704. 
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4. FINDING THE HEIGHTS OF J(Bs) AND J(B7) 
Once the standard forms were obtained, the partial order was determined 
to the extent necessary to find a chain of maximal length. The principal ideal 
(A) covers (B) if(B) 5 (A) and (B) c (C) c (A) implies that CC> = (A) 
or (C) = (B). Certainly, if IR(A)I = IR(B)I + 1 and (B) c (A), then (A) 
covers (I?). However, it is possible for (A) to cover (B) when the row spans 
differ by more than one. For any partial order, the partial order can be 
determined from information about what each element in the partial order 
covers. Some facts about covering in J(B,) (listed below) were used to find a 
chain of maximal length. Assume that A and B are in standard form. The 
symbol Ai denotes the ith row of A. 
DEFINITION 4.1. Suppose XAY = B. We say X replaces a nonzero row 
of A with zeros if for some i, 1 Q i < n, one has Ai # 0 and Xi = 0. We say 
X sums rows of A if for some i, 1 < i < n, there exist j and k, j # k, 
1 & j, k < n, such that Xij = Xik = 1 where both Aj and A, are nonzero. 
Similar statements are used involving Y and columns of A. 
Investigation of whether ( A) covers (B) can be separated into three cases. 
It may be assumed, in the equation XAY = B, that exactly one of the 
following occurs: 
(1) X replaces a nonzero row of A with zeros or Y replaces a nonzero 
column of A with zeros (or both), or 
(2) X sums rows of A and Y is a permutation matrix, or 
(3) Y sums columns of A and X is a permutation matrix. 
The second section of [2] gives the above result; briefly, if X or Y had any 
more effect on A than the possibilities listed (for example, if it were 
necessary to choose X and Y such that X sums rows and Y zeros out a 
column), then ( A) would not cover (B). The three cases above are necessary 
but not sufficient. Also, only particular rows and columns of A can be 
summed or zeroed out in order for (A) to cover (B). 
The first case is easier to check than the last two cases because of the 
following theorem. 
THEOREM 4.2. Suppose A and B are reduced and in the equation 
XAY = B, either X replaces a nonzero row of A with zeros or Y replaces a 
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nonzero column of A with zeros. Then (A) cowers ( B) $ and only if 
IR(A)l = IR(B)I + 1. 
Proof. Suppose that (A) covers (B) and that X replaces a nonzero row 
of A, Ai, with zeros. Then (XA), = 0. If IR( A)( > I R(XA)l + 1, then choose 
0 E [R(A) \ R( XA)] \ { AJ. Construct a new matrix A which equals XA in 
all rows-except in row i, where i equals v. Then since A is reduced, 
1) E R(A) \ R(XA) and Ai E R(A) \ RCA”). Hence, (B) C (XA) 2 (A) s 
(A), a contradiction. Thus, it may be assumed that I R( AlI = I R( XA)I + 1. If 
I R( XAY )I # lR( XA)[, then the covering condition is violated. Therefore, 
IRW = IR(B)I + 1. 
If Y replaces a nonzero column of A with zeros, then the above 
reasoning, when applied to A and AY, also leads to the desired conclusion. 
The other direction is obvious. ??
Let p,(X) and p,(X) denote the row and column ranks, respectively, of a 
Boolean matrix X. As with real matrices, these numbers are the minimum 
number of rows [columns] required to span the row [column] space of X. 
Also, when X is reduced, p,(X) [ p,( XII is the number of nonzero rows 
[columns] present in X. (Unlike real matrices, the row rank need not equal 
the column rank; see the matrix in Example 2.1.) Case (1) is investigated only 
when 1R( A)1 = I R(B)1 + 1 and either (a) p,.(A) = P,(B) + 1 and p,(A) = 
p,(B) or (b) p,(A) = p,(B) + 1 and p,(A) = p,(B) or (c) p,(A) = p,(B) 
+ 1 and p,(A) = p,(B) + 1. Once it has been determined that case (1) 
should be checked, proceed as follows: for each nonzero row and column of 
A, replace it with zeros, reduce the resulting matrix (if necessary), and then 
put that matrix in standard form. For some row or column, the final result is 
B if and only if (A) covers (B) as described in case (1). 
EXAMPLE 4.3. In B,, let 
A= 
000000 
000001 
000010 
000100 
001000 
010001 
Then IR( A)1 = 25, I R( B)I = 24, and B has one more zero row and 
column than A. To see if (A) covers (B) the procedure discussed above is 
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implemented. Replace row 5 of A with zeros to get 
-0 0 0 0 0 1 
000010 
001100 
010100 
000000 
101100 
This matrix is not reduced (column 2 + column 3 = column 4). Reducing it 
gives 
-0 0 0 0 0 1 
000010 
001000 
010000 
000000 
101000 
a matrix with standard form equal to B [in cycle notation, perform row 
permutation (13245) and column permutation (123654) on the most recent 
matrix to get B]. Thus, (A) covers (B). 
Unfortunately, the ease of checking case (1) is matched by its infre- 
quency. This is true because most of the standard forms in B, have row and 
column rank equal to n [7, p. 321. However, the standard form makes 
investigating cases (2) and (3) ( w ic are just duals of one another) feasible h h 
by giving a quick wa o e iminating many candidate pairs (A, B). Since the y f 1 
latter two cases are duals, case (2) was investigated and transposes of the 
matrices were used to investigate case (3). The following lemma describes the 
behavior of the row and column ranks when case (2) applies. 
LEMMA 4.4. Suppose (A) covers (B), A and B are reduced, and 
XAY = B. Zf X must be chosen so that it sums rows of A, and Y is a 
permutation matrix, then p,(A) Q p,(B) and p,(A) = p,(B). 
Proof. Suppose p,(A) > p,(B). Without loss of generality, assume that 
the first p,(A) rows of A and the first p,.(B) rows of B are nonzero. Since B 
is reduced and Y is a permutation matrix, it can be assumed that XL4 is 
reduced. Choose a row of A, Aj, which is summed by X and which is not 
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itself a row of XA. Such a row must exist, since otherwise either XA would 
not be reduced or another matrix could be chosen to multiply A on the left 
which did not sum rows of A. Define a matrix A as follows: A equals XA in 
each row except for row p,(B) + 1, where A equals Ai. Then R( XA) E 
R(A) c R(A). However, since A has P,(B) + 1 nonzero rows and since at 
most p,( I?) of them are_ basis rows of R( A), we have R(_A) Z R( A). Also, 
since Ai G R(XA), R(A) # R(XA). So (B) c (XA) $ (A) s (A). That is, 
(A) does not cover (B). By the contrapositive, if X must be chosen so that it 
sums rows of A and Y is a permutation matrix, then p,.(A) < p,.(B). 
Since Y is a permutation matrix, and A and B are reduced, the action of 
X on A has no effect on p,(A), so p,(A) = p,( XA) = p,( XAY ) = p,(B). ??
The behavior of the ranks in case (3) may be assumed to be as follows: 
p,(A) = p,(B) and p,(A) < p,(B). 
Recall that when investigating case (2) it may be assumed that X sums 
rows of A and Y permutes columns of A, so it may be assumed that XA = B 
and AY = A. The next theorem provides a connection between the notion of 
covering in J(B,) for cases (2) and (3) and the standard form. 
THEOREM 4.5. Suppose A and B are in standard form, (A) cover-s (B), 
p,(A) Q p,(B), and p,(A) < p,(B). Then either num( A) < num(B) or 
stdd( AT) < stdd( B T ). 
Proof First, the following comments. The rank statements tell us that 
case (1) does not apply. The first part of the conclusion arises if case (2) 
applies, and the second part (involving the transposes) arises if case (3) 
applies. In this last case, num( AT) may not be less than num( BT ), because 
A’ or BT may not be in standard form. 
Assume in the equation XAY = B, that XA = B. By the remarks preced- 
ing the Theorem, AY = A. If p,(A) < p,(B) then num( A) < num( B) be- 
cause B has more nonzero rows than A. So suppose p,(A) = p,.(B). Each 
row of B = XAY is a linear combination of the rows of AY. If every row of 
B were equal to a row of AY then R(B) = R( AY) and B = AY = A, a 
contradiction. Let Bi be the first row of B that is not a row of AY. Since 
p,.(A) = p,(B), B, is not a row of zeros, and Bi is the sum of rows of AY. If 
each row vector from AY in the sum forming Bi were a row of B, then B 
would not be reduced, a contradiction. Choose one row vector of AY that is 
summed to form Bi but is not a row of B. Call this vector v. 
When the rows of AY that appear in the first i - 1 rows of B (if i = 1, 
there are no such rows) and v are disregarded, n - i rows of AY remain. 
Call these row vectors wi+ i, wi + 2, . . . , w,. Construct an n X n matrix C as 
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‘Bj if j<i, 
V if j=i, 
bwj if j>i. 
Note that C and B first differ in row i. Since v is one of the vectors 
summed to form Bi, we have v < Bi (when viewed as numbers). So 
num(C) < num(B). Also, each row of AY appears as a row of C, so 
C = AY = A, and since A is in standard form, num(C) > num( A). Hence, 
num( A) < num( B). 
If AY = B, then consider the dual equation Y TATXT = BT. Let 2 and 2 
be the standard forms for AT and BT, respectively. Then there are matrices F 
and ?, equivalent to Y T and XT, 
--- 
such that Y TATXT = s and ?z = 2. 
The hypotheses of the theorem are satisfied (when applied to ZF and Z), so 
the result obtained in the preceding paragraph can be used to conclude that 
stdd(AT) = num$ < num<g) = stdd(BT). ??
So when the number of zero rows of B is no more than the number of 
zero rows of A and the same relationship holds for columns, num( A) and 
num( B) are checked. If num( A) > num( B), the standard forms of AT and 
BT are checked to see if stdd(AT) < stdd(BT). If stdd(AT) > stdd(BT), the 
covering relation cannot hold. If num( A) < num( B ) or stdd( AT ) < stdd( B T >, 
then all possible column permutations of A (or AT) are examined to see if 
any permutation results in a set of rows such that all of the rows of B (or BT) 
are themselves sums of these rows. 
EXAMPLE 4.6. In B,, let 
’ ’ ’ 
1 0 1 0 
1 0 0 I and B = i 0 10  0 1 0 1 0 1’ I 
Does (A) cover (B)? This question is relevant when determining the partial 
order of J(B4) because the row spans of the two matrices are 10 and 9, 
respectively. Both are in standard form and the corresponding ranks are 
equal, so the theorem applies. Yet num( A) > num( B). Since both matrices 
are symmetric, the transpose part of Theorem 4.5 need not be investigated. 
Hence, (A) does not cover (B). 
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EXAMPLE 4.7. In B,, let 
I 
000001 
000010 
*= 0 0 0 10 0 
001000 
010000 
101111 
r0 0 0 0 0 11 
000010 
, and B= 000100 
0 1 1 1 1 1 
110000 
Again, the corresponding ranks of A and B are equal and both are in 
standard form, but now the numerical value of A is less than the numerical 
value of B. So column permutations of A are examined to see if any column 
permutation results in a matrix whose rows give the rows of B as linear 
combinations [that is, a matrix whose row space contains R(B)]. No column 
permutation of A gives a matrix with this property. So the transposes are 
checked: 
000001 
000010 
Ar= 0 0 0 10 1 
001001 
010001 
_I 0 0 0 0 1 
000001 
000011 
000110 
001010 
010010 
100010 
The matrices AT and BT are both in standard form and num( AT) < 
num( BT>, so column permutations of AT are examined to see if any permuta- 
tion results in a matrix whose row space contains R( BT). Permute columns 5 
and 6 of AT to get this matrix: 
C= 
‘0 0 0 0 1 0 
000001 
000110 
001010 
010010 
1 0 0 0 1 0. 
Then row 1 of BT equals row 2 of C, row 2 of BT is the sum of the first two 
rows of C, and the remaining rows of the two matrices are identical. So 
R(BT) z R(C) and (B) G (A). Since IR(A)( = 34 and IR(B)I = 33, (A) 
covers (B). 
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5. CONCLUSION 
Using properties of the standard form, we found the classes for B, and 
completed the search for a maximal-length chain in J(Bs) in less than thirty 
minutes of CPU time on the University’s VAX system. For B,, the job took 
about two days of CPU time on an Alpha system. The maximal lengths for a 
chain in J(B,) and J(B,) were 32 and 53, respectively. These numbers are 
both two less than the appropriate Fibonacci numbers. The conjecture that 
the height of J(B,) is F,,+s - 2 remains. 
Recall the requirement that, in B,, the number of ones plus the number 
of digits in the binary representation of the row span of a matrix that 
generates a principal ideal in the chain is at most n + 2. In fact each such 
number serves as a row span for a matrix that generates a principal ideal in 
the chain. Therefore, the row spans of the generating matrices represent all 
row spans possible in B, from 2”- ’ to 2” and from 1 to either 2(“+3)/e - 2 if 
n is odd or 3 X 2”” - 2 if n is even. Thus, no other chain in J(B,) can be 
longer in its top and bottom sections than the chain described in this article. 
Theorem 4.5 may help prove that no other chain could be longer in between 
the top and bottom sections. 
For example, the numbers of the standard forms that generate the 
principal ideals in the middle section of the chain described in this article in 
B, [just below (Zs>] are 1108378706,1108378710,1108378718, and 17318417. 
The matrix corresponding to the last number is obtained from the preceding 
number’s matrix by deleting a nonzero row. The spans differ by one, so this 
portion of the chain cannot be lengthened. For the other matrices, the binary 
numbers change in the least significant digit whose change allows the 
principal ideal determined by the number to remain in the middle section of 
the chain. In some instances, a number can increase dramatically as we move 
down one node in the chain because the number of nonzero rows increases, 
but almost always, as we move down the chain, the standard forms differ only 
in the last row. This does not prove the conjecture, but it does provide 
evidence that Theorem 4.5 could be part of a proof of the conjecture. 
Because of the size of the file that contains the standard forms for B, (37 
Mbyte, even when heavily compressed) and because the number of standard 
forms grows exponentially, we probably will not investigate B,. 
The authors would like to thank the referees for their comments and 
suggestions. 
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