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Re´sume´
La se´paration de sources avec un seul capteur est un proble`me tre`s re´cent, qui attire de plus
en plus d’attention dans le monde scientifique. Cependant, il est loin d’eˆtre re´solu et, meˆme
plus, il ne peut pas eˆtre re´solu en toute ge´ne´ralite´. La difficulte´ principale est que, ce proble`me
e´tant extreˆmement sous de´termine´, il faut disposer de fortes connaissances sur les sources pour
pouvoir les se´parer. Pour une grande partie des me´thodes de se´paration, ces connaissances sont
repre´sente´es par des mode`les statistiques des sources, notamment par des Mode`les de Me´lange
de Gaussiennes (MMG), qui sont appris auparavant a` partir d’exemples.
L’objet de cette the`se est d’e´tudier les me´thodes de se´paration base´es sur des mode`les sta-
tistiques en ge´ne´ral, puis de les appliquer a` un proble`me concret, tel que la se´paration de la voix
par rapport a` la musique dans des enregistrements monophoniques de chansons. Apporter des
solutions a` ce proble`me, qui est assez difficile et peu e´tudie´ pour l’instant, peut eˆtre tre`s utile
pour faciliter l’analyse du contenu des chansons, par exemple dans le contexte de l’indexation
audio.
Les me´thodes de se´paration existantes donnent de bonnes performances a` condition que les
caracte´ristiques des mode`les statistiques utilise´s soient proches de celles des sources a` se´parer.
Malheureusement, il n’est pas toujours possible de construire et d’utiliser en pratique de tels
mode`les, a` cause de l’insuffisance des exemples d’apprentissage repre´sentatifs et des ressources
calculatoires.
Pour reme´dier a` ce proble`me, il est propose´ dans cette the`se d’adapter a posteriori les mode`les
aux sources a` se´parer. Ainsi, un formalisme ge´ne´ral d’adaptation est de´veloppe´. En s’inspirant de
techniques similaires utilise´es en reconnaissance de la parole, ce formalisme est introduit sous la
forme d’un crite`re d’adaptation Maximum A Posteriori (MAP). De plus, il est montre´ comment
optimiser ce crite`re a` l’aide de l’algorithme EM a` diffe´rents niveaux de ge´ne´ralite´.
Ce formalisme d’adaptation est ensuite applique´ dans certaines formes particulie`res pour la
se´paration voix / musique. Les re´sultats obtenus montrent que pour cette taˆche, l’utilisation des
mode`les adapte´s permet d’augmenter significativement (au moins de 5 dB) les performances de
se´paration par rapport aux mode`les non adapte´s. Par ailleurs, il est observe´ que la se´paration
de la voix chante´e facilite l’estimation de sa fre´quence fondamentale (pitch), et que l’adaptation
des mode`les ne fait qu’ame´liorer ce re´sultat.
Abstract
Single channel source separation is a quite recent problem of constantly growing interest in
the scientific world. However, this problem is still very far to be solved, and even more, it cannot
be solved in all its generality. Indeed, since this problem is highly underdetermined, the main
difficulty is that a very strong knowledge about the sources is required to be able to separate
them. For a grand class of existing separation methods, this knowledge is expressed by statistical
source models, notably Gaussian Mixture Models (GMM), which are learned from some training
examples.
The subject of this work is to study the separation methods based on statistical models
in general, and then to apply them to the particular problem of separating singing voice from
background music in mono recordings of songs. It can be very useful to propose some satisfactory
solutions to this problem, which is quite difficult and has not been much studied yet, in order to
simplify an automatic analysis of songs contents, for example in the context of audio indexing.
The existing model-based methods give satisfactory separation performances, provided that
the models of the sources match accurately the statistical properties of the mixed signals. Ho-
wever, because of the shortage of representative training data and of calculation resources, it is
not always possible to construct and use such models in practice.
To overcome this problem, it is proposed in this work to resort to an adaptation scheme
which, for each recording, adjusts the source models to the properties of the signals observed in
the mix. A general formalism for source model adaptation is developed. In a similar way as it
is done for instance in speaker (or channel) adaptation for speech recognition, this formalism is
introduced in terms of a Maximum A Posteriori (MAP) adaptation criterion. It is then shown
how to optimize this criterion using the EM algorithm at different levels of generality.
This adaptation formalism is then applied in some particular forms to the voice / music
separation task. The obtained results show that for this task an adaptation scheme can signifi-
cantly improve (at least by 5 dB) the separation performance in comparison with non-adapted
models. In addition, it is observed that the singing voice separation simplifies its fundamental
frequency (pitch) estimation, and that the model adaptation leads to a further improvement of
this result.
Table des matie`res
Table des matie`res 1
Liste des notations 7
Liste des abre´viations 13
Table des figures 15
Liste des tableaux 17
Liste des algorithmes 19
Introduction 21
I Cadre du travail 29
1 Se´paration de sources audio 31
1.1 Introduction au niveau acoustique . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.2 Formulation pour des signaux nume´riques . . . . . . . . . . . . . . . . . . . . . . 32
1.2.1 Mode`les de me´lange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.2.2 Formulation du proble`me de la SSA . . . . . . . . . . . . . . . . . . . . . 34
1.3 Pourquoi se´pare-t-on ? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.4 Classification des proble`mes de la SSA par niveau de difficulte´ . . . . . . . . . . . 36
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2 Se´paration de sources avec un seul capteur 39
2.1 Pre´sentation intuitive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.1.1 Hypothe`se de travail : faible recouvrement dans le domaine de Fourier . . 40
2.1.2 Masquage temps - fre´quence . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.1.3 Masquage oracle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1
2 Table des matie`res
2.1.4 Exemple de construction d’un masque . . . . . . . . . . . . . . . . . . . . 43
2.1.5 Exemple d’algorithme de se´paration . . . . . . . . . . . . . . . . . . . . . 44
2.2 Me´thodes base´es sur des mode`les a priori : e´tat de l’art . . . . . . . . . . . . . . 44
2.2.1 Re´seaux baye´siens (mode`les graphiques oriente´s) . . . . . . . . . . . . . . 47
2.2.2 Me´thodes base´es sur les MMG / MMC . . . . . . . . . . . . . . . . . . . . 49
2.2.2.1 Quelques remarques sur les MMG . . . . . . . . . . . . . . . . . 49
2.2.2.2 Quelques remarques sur les MMC . . . . . . . . . . . . . . . . . 50
2.2.3 Me´thodes similaires pour le de´bruitage de la parole avec un seul capteur . 50
2.2.4 Extensions des me´thodes base´es sur les MMG et les MMC . . . . . . . . . 51
2.2.5 Autres mode`les . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2.6 Mode`les utilise´s dans cette the`se . . . . . . . . . . . . . . . . . . . . . . . 53
2.3 Me´thodes base´es sur des mode`les probabilistes a priori : pre´sentation technique
ge´ne´rale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3.1 Domaine du traitement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3.2 Apprentissage de mode`les . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.3 Estimation de sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4 Me´thodes de se´paration base´es sur des Mode`les de Me´lange de Gaussiennes (MMG) 57
2.4.1 Mode´lisation des spectres par des MMG . . . . . . . . . . . . . . . . . . . 58
2.4.1.1 Apprentissage des MMG spectraux . . . . . . . . . . . . . . . . 59
2.4.1.2 Estimateur minimisant l’EQM spectrale . . . . . . . . . . . . . . 59
2.4.1.3 Estimateur dur vs. estimateur doux . . . . . . . . . . . . . . . . 60
2.4.1.4 Estimateur minimisant l’EQM log spectrale . . . . . . . . . . . . 61
2.4.1.5 Une remarque sur la phase . . . . . . . . . . . . . . . . . . . . . 61
2.4.2 Mode´lisation des log spectres par des MMG . . . . . . . . . . . . . . . . . 62
2.4.2.1 Apprentissage des MMG log spectraux . . . . . . . . . . . . . . 63
2.4.2.2 Distribution approche´e du log spectre de me´lange . . . . . . . . 63
2.4.2.3 Estimateur minimisant l’EQM log spectrale . . . . . . . . . . . . 65
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3 Evaluation et diagnostic 69
3.1 Evaluation de la qualite´ de se´paration . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2 Mesures de performance de se´paration . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2.1 Mesures he´rite´es du de´bruitage de la parole . . . . . . . . . . . . . . . . . 71
3.2.2 Mesures pour la se´paration de sources . . . . . . . . . . . . . . . . . . . . 72
3.2.3 Mesures normalise´es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.3 Estimateurs oracles et limites de performance . . . . . . . . . . . . . . . . . . . . 74
Table des matie`res 3
3.4 Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4 Expe´rimentations pre´liminaires dans le cadre de la se´paration voix / musique 77
4.1 Proble`me de se´paration voix / musique . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Objectifs des expe´rimentations pre´liminaires . . . . . . . . . . . . . . . . . . . . . 78
4.3 Mesures de performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 Description des donne´es expe´rimentales pour la se´paration . . . . . . . . . . . . . 78
4.5 Expe´rimentations et re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.5.1 Choix de la feneˆtre d’analyse . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.5.2 Effet de l’he´te´roge´ne´ite´ entre donne´es d’apprentissage et de test et effet
du dimensionnement des mode`les . . . . . . . . . . . . . . . . . . . . . . . 79
4.5.3 Effets du domaine de mode´lisation et de la mesure de distorsion . . . . . 81
4.5.4 Pre´cision des estimateurs durs par rapport aux estimateurs doux . . . . . 85
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5 Proble´matique 89
5.1 Limites des mode`les probabilistes a priori . . . . . . . . . . . . . . . . . . . . . . 89
5.2 L’adaptation comme solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
II Adaptation des mode`les : de´veloppement d’un formalisme ge´ne´ral 93
6 Formalisme d’adaptation 95
6.1 Cahier des charges pour l’adaptation . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2 Formalisme d’adaptation base´ sur le crite`re MAP . . . . . . . . . . . . . . . . . . 96
6.2.1 Repre´sentation a` l’aide des re´seaux baye´siens . . . . . . . . . . . . . . . . 98
6.2.2 Roˆle des lois a priori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.2.3 Positionnement par rapport a` l’e´tat de l’art . . . . . . . . . . . . . . . . . 102
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7 Algorithme d’adaptation 105
7.1 Algorithme d’adaptation sous sa forme ge´ne´rale . . . . . . . . . . . . . . . . . . . 105
7.2 Algorithme d’adaptation pour les familles exponentielles . . . . . . . . . . . . . . 106
7.3 Statistiques naturelles des MMG et leurs espe´rances conditionnelles . . . . . . . . 108
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8 Extensions du formalisme d’adaptation 111
8.1 Adaptation contrainte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2 Utilisation d’informations auxiliaires . . . . . . . . . . . . . . . . . . . . . . . . . 113
4 Table des matie`res
8.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
III Application d’adaptation a` la se´paration voix / musique 117
9 Syste`me de se´paration voix / musique 119
9.1 Syste`me de se´paration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
9.2 Description du module d’adaptation . . . . . . . . . . . . . . . . . . . . . . . . . 120
9.3 Segmentation en parties vocales et non vocales . . . . . . . . . . . . . . . . . . . 121
9.4 Adaptation acoustique du mode`le de musique . . . . . . . . . . . . . . . . . . . . 122
9.4.1 Illustration expe´rimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
9.4.2 Explication du re´apprentissage sur les parties non vocales a` l’aide du for-
malisme d’adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.5 Adaptation des filtres et des gains de DSP . . . . . . . . . . . . . . . . . . . . . . 130
9.5.1 Adaptation d’un filtre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
9.5.2 Adaptation des gains de DSP . . . . . . . . . . . . . . . . . . . . . . . . . 131
9.5.3 Adaptation conjointe des filtres et des gains de DSP . . . . . . . . . . . . 133
9.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
10 Inte´gration de l’adaptation des filtres et des gains lors de l’apprentissage du
mode`le ge´ne´ral 137
10.1 Apprentissage du mode`le ge´ne´ral a` filtres adapte´s . . . . . . . . . . . . . . . . . . 137
10.2 Illustration expe´rimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
10.3 Apprentissage prenant en compte l’adaptation contrainte . . . . . . . . . . . . . 140
10.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
IV Evaluation du syste`me de se´paration voix / musique 143
11 Segmentation en parties vocales et non vocales 145
11.1 Description des donne´es expe´rimentales pour la segmentation . . . . . . . . . . . 145
11.2 Protocole expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
11.3 Mesure de performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
11.4 Parame`tres acoustiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
11.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
11.5.1 De´cision par trame vs. de´cision par bloc, taille du bloc . . . . . . . . . . . 147
11.5.2 Nombre d’e´tats des mode`les . . . . . . . . . . . . . . . . . . . . . . . . . . 147
11.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Table des matie`res 5
12 Se´paration voix / musique 151
12.1 Protocole expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
12.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
12.2.1 Seuil de de´cision de la segmentation automatique . . . . . . . . . . . . . . 152
12.2.2 Apport des diffe´rentes adaptations . . . . . . . . . . . . . . . . . . . . . . 152
12.2.3 Effet du nombre d’e´tats des mode`les . . . . . . . . . . . . . . . . . . . . . 154
12.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
13 Apport de la se´paration pour l’estimation du pitch de la voix 159
13.1 Estimateur de pitch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
13.2 Description des donne´es expe´rimentales . . . . . . . . . . . . . . . . . . . . . . . 159
13.3 Protocole expe´rimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
13.4 Pitch de re´fe´rence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
13.5 Mesures de performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
13.5.1 Mesures de performance : Option 1 . . . . . . . . . . . . . . . . . . . . . . 160
13.5.2 Mesures de performance : Option 2 . . . . . . . . . . . . . . . . . . . . . . 161
13.6 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
13.6.1 Expe´rimentations avec les donne´es utilise´es pour la se´paration . . . . . . 161
13.6.2 Expe´rimentations avec les donne´es de l’ISMIR 2004 . . . . . . . . . . . . 163
13.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
V Conclusion et perspectives 169
14 Conclusion 171
15 Perspectives 173
Annexes 176
A Rappels de probabilite´s et de statistiques 179
A.1 Densite´ d’un vecteur ale´atoire gaussien re´el / complexe . . . . . . . . . . . . . . . 179
A.2 Familles exponentielles et statistiques naturelles . . . . . . . . . . . . . . . . . . . 180
A.3 Algorithme EM pour l’estimation MAP . . . . . . . . . . . . . . . . . . . . . . . 181
A.3.1 Cas particulier des familles exponentielles . . . . . . . . . . . . . . . . . . 182
B De´monstration de certains re´sultats 183
B.1 Familles exponentielles des MMG . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6 Table des matie`res
B.2 Calcul des espe´rances conditionnelles des statistiques naturelles des MMG . . . . 184
B.3 Formules de re´estimation pour l’adaptation des filtres et des gains de DSP . . . . 185
B.3.1 Adaptation d’un filtre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
B.3.2 Adaptation des gains de DSP . . . . . . . . . . . . . . . . . . . . . . . . . 186
B.3.3 Adaptation conjointe des filtres et des gains de DSP . . . . . . . . . . . . 186
Bibliographie 194
Liste des notations
Quelques conventions
Les accolades et les crochets. Les accolades {·} sont utilise´es pour noter des ensembles,
par exemple ω = {ωi}Qi=1 est un ensemble. Les crochets [·] sont utilise´s pour noter des vecteurs
et des matrices, par exemple s = [s(n)]Nn=1 est un vecteur et S = [S(t, f)]
T,F
t,f=1 est une matrice.
Parfois, dans les cas ou` il est clair, d’apre`s le contexte, quelles valeurs peuvent prendre les indices
(par ex. i = 1, 2, . . . , Q), on ne pre´cise pas explicitement leurs ensembles de variation, et on e´crit
plus simplement ω = {ωi}i ou S = [S(t, f)]t,f .
Les signaux temporels et leurs TFCT. Les signaux temporels sont des vecteurs re´els et
sont note´s par des lettres minuscules, par ex. s = [s(n)]n. Les Transforme´es de Fourier a` Court
Terme (TFCT) des signaux temporels sont des matrices complexes et sont note´es par les lettres
majuscules correspondantes, par ex. S = [S(t, f)]t,f est la TFCT du signal s. De plus, quand
la TFCT est e´crite avec un seul indice temporel t (par ex. S(t)), ceci signifie le spectre a` court
terme, c’est-a`-dire le vecteur S(t) = [S(t, f)]f .
Les indices des sources (k = 1, 2 ou k = v,m). Quand le proble`me de se´paration de
sources avec un seul capteur est traite´ de manie`re ge´ne´rale, les indices 1 et 2 sont utilise´s pour
e´tiqueter les sources (k = 1, 2). Cependant, de`s qu’il s’agit de la se´paration voix / musique, ces
indices sont remplace´s par v et m (k = v,m).
Les densite´s de probabilite´ des variables ale´atoires. Nous utilisons des notations
ge´ne´riques pour les densite´s ou densite´s conditionnelles des variables ale´atoires. Notamment,
toutes les densite´s conditionnelles sont note´es par p(·|·) et il est clair en fonction des arguments
avant et apre`s la barre conditionnelle de quelles variables il s’agit. Par exemple, soit A et B
des variables ale´atoires et A et B leurs re´alisations, alors p(A|B) = pA|B=B(A) est la densite´
de A calcule´e au point A, conditionnellement au fait que B = B. Notons e´galement que pour
des raisons de compacite´ de la pre´sentation, nous confondons souvent dans cette the`se, comme
beaucoup d’auteurs, les notations des variables ale´atoires avec celles de leurs re´alisations (par
ex. A avec A ou B avec B).
Les espe´rances conditionnelles sont note´es par EA [f(A)|B], ou` A est une variable ale´atoire,
7
8 Liste des notations
f(·) est une fonction, et B est la re´alisation d’une autre variable ale´atoire B. A en indice signifie
que cette espe´rance est calcule´e par rapport a` la variable ale´atoire A pour e´viter d’e´ventuelles
confusions lie´es au fait que les notations des variables ale´atoires sont confondues avec celles de
leurs re´alisations. Autrement dit, EA [f(A)|B] ,
∫
A f(A)p(A|B)dA.
Notations mathe´matiques usuelles
∝ Symbole de la proportionnalite´
, Egalite´ par de´finition
0¯ Vecteur re´el ou complexe dont toutes les composantes sont nulles
Id Transformation unitaire (c’est-a`-dire Id(a) = a)
diag[a] Matrice diagonale dont la diagonale est le vecteur a
aT Transpose´e du vecteur ou de la matrice a
aH Transpose´e-conjugue´e du vecteur ou de la matrice complexe a
a¯ Conjugue´ du nombre complexe a
<a Partie re´elle du nombre complexe a
=a Partie imaginaire du nombre complexe a
|a| Module du nombre complexe a ou valeur absolue du nombre re´el
〈a, b〉 Produit scalaire des vecteurs a et b
a× b Multiplication e´le´ment par e´le´ment des matrices ou des vecteurs a et b
‖a‖2 Norme euclidienne (l2) du vecteur a ou norme de Frobenius de la matrice a
∠a Argument (phase) du nombre complexe a
∇f(a) Gradient de la fonction vectorielle f(a)
δ(·) Distribution de Dirac
δ(·, ·) Symbole de Kronecker
exp(a) Exponentielle du nombre a ou du vecteur a applique´e e´le´ment par e´le´ment
log(a) Logarithme du nombre a ou du vecteur a applique´ e´le´ment par e´le´ment
P (a) Probabilite´ de l’e´ve´nement a
P (a|b) Probabilite´ conditionnelle de l’e´ve´nement a sachant l’e´ve´nement b
p(a) Densite´ de probabilite´ de la variable a
p(a|b) Densite´ de probabilite´ conditionnelle de la variable a sachant l’e´ve´nement b
Ea [f(a)|b] Espe´rance conditionnelle de f(a) sachant b, calcule´e par rapport a` la variable a
U(a, b) Loi uniforme d’une variable ale´atoire re´elle sur l’interval [a, b]
N (µ, r2) Loi normale (gaussienne) d’une variable ale´atoire re´elle (moyenne µ, variance r2)
N(a;µ,R) Densite´ de probabilite´ du vecteur ale´atoire gaussien re´el a
NC(a;µ,R) Densite´ de probabilite´ du vecteur ale´atoire gaussien complexe circulaire a
Liste des notations 9
Φ(·) Fonction de re´partition de la loi normale centre´e de variance unitaire
#(a) Nombre d’e´le´ments de l’ensemble a
Notations particulie`res utilise´es
al,k Gain de mixage (k-e`me source, l-e`me me´lange) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
al,k(n) Re´ponse impulsionnelle du filtre de mixage (k-e`me source, l-e`me me´lange) . . 33
A Matrice de me´lange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
A Mode`le de me´lange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
B Parame`tres acoustiques pour la segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Ck Parame`tres libres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .112
Ck Ensemble des parame`tres libres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .141
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Introduction
Les sce`nes sonores sont souvent compose´es du me´lange de sons (appele´s ici sources) e´mis
par plusieurs e´metteurs sonores tels que des instruments musicaux, des personnes qui parlent,
des bruits ambiants etc. Une sce`ne sonore peut eˆtre enregistre´e en utilisant un ou plusieurs
microphones, ce qui correspond aux enregistrements audio monophoniques (1 microphone) ou
ste´re´o (2 microphones). Ayant a` sa disposition un enregistrement audio, qui est une sorte d’image
de la sce`ne sonore correspondante, on n’a plus acce`s a` toutes les particularite´s de cette sce`ne,
notamment aux sources. Cependant, pour de nombreuses applications, il peut eˆtre tre`s utile de
pouvoir reconstituer dans la mesure du possible la sce`ne sonore initiale pour pouvoir la modifier
ou l’analyser.
Le proble`me de la se´paration de sources audio consiste a` se´parer les sources, c’est-a`-dire a`
les estimer a` partir d’un enregistrement, a` l’aide de l’ordinateur. D’un coˆte´, ceci permettra de
modifier la sce`ne sonore correspondante, par exemple en modifiant les positions des e´metteurs,
en intervenant sur les intensite´s des sources ou en rajoutant de nouveaux effets spe´ciaux. De
l’autre coˆte´, ceci facilitera l’extraction automatique des informations se´mantiques porte´es par
chaque source, comme par exemple la partition musicale ou la parole. Notons cependant que
les objectifs de la se´paration de sources audio semblent eˆtre plus ambitieux que les capacite´s
humaines concernant l’analyse d’une sce`ne sonore a` partir d’un enregistrement. En effet, un eˆtre
humain qui a des connaissances en musique est capable en e´coutant un enregistrement musical de
preˆter attention a` un instrument particulier et d’en extraire certaines informations, par exemple
la me´lodie joue´e ou la parole chante´e, mais il n’est pas capable de vraiment les se´parer.
Dans cette the`se, nous nous inte´ressons au proble`me de la se´paration de sources audio en
utilisant un seul capteur (microphone). Pour l’e´valuation des techniques propose´es, nous avons
choisi une taˆche particulie`re, la se´paration de la voix chante´e par rapport a` la musique ambiante
dans des chansons populaires. Bien se´parer la voix de la musique peut eˆtre tre`s utile pour
l’indexation audio. En effet, il est plus facile d’extraire certaines me´tadonne´es utilise´es pour
l’indexation (par exemple la me´lodie chante´e ou l’identite´ du chanteur) a` partir de la voix seule
qu’a` partir de la voix noye´e dans la musique.
Le proble`me de la se´paration de sources avec un seul capteur est plus difficile que le proble`me
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de la se´paration avec plusieurs capteurs, car avec un seul capteur la diversite´ spatiale, c’est-a`-
dire le fait que les sources proviennent de directions diffe´rentes, n’est pas exploitable. Pour
expliquer l’utilisation de la diversite´ spatiale, conside´rons comme exemple la technique la plus
basique d’e´limination de la voix chante´e dans des enregistrement ste´re´o (avec deux capteurs) de
chansons. Cette technique est base´e sur l’hypothe`se que la voix est mixe´e au milieu, c’est-a`-dire
qu’elle intervient avec les meˆmes intensite´s dans le canal gauche et le canal droit, et que les autres
instruments interviennent avec des intensite´s diffe´rentes. Dans ce cas, une simple soustraction
des deux canaux e´limine parfaitement la voix graˆce au fait que les sources viennent de directions
diffe´rentes. Cependant, cette technique fonctionne rarement, car pour la plupart des chansons
l’hypothe`se utilise´e n’est pas ve´rifie´e.
A partir d’un enregistrement mono (avec un seul capteur), il n’est plus possible de de´terminer
les directions de provenance des sources. Meˆme un eˆtre humain e´coutant un enregistrement mono
n’est pas capable de le faire. Ainsi, la diversite´ spatiale n’est plus utilisable pour se´parer les
sources et il faut avoir d’autres connaissances pour parvenir a` les se´parer. Plusieurs approches
pour la se´paration de sources avec un seul capteur ont e´te´ propose´es re´cemment. Une grande
partie de ces approches utilisent des mode`les a priori de sources comme connaissance permettant
de les se´parer. Les mode`les spectraux ou plus formellement les mode`les probabilistes appele´s
Mode`les de Me´lange de Gaussiennes (MMG) sont souvent utilise´s pour mode´liser les sources.
L’ide´e de ces techniques est de repre´senter chaque source par un mode`le spectral qui est un
ensemble de formes spectrales typiques. Chaque mode`le est appris sur une base d’entraˆınement
qui doit eˆtre repre´sentative de la classe sonore a` laquelle la source est affecte´e (par exemple
la parole, la musique, un instrument de musique particulier, etc.). Ces mode`les sont appele´s
ici mode`les ge´ne´raux, car ils sont cense´s couvrir l’ensemble des proprie´te´s observables pour les
sources appartenant a` la classe sonore correspondante. Enfin, les sources peuvent eˆtre estime´es,
e´tant donne´ l’enregistrement a` se´parer et les mode`les.
Ces me´thodes semblent tre`s prometteuses. Cependant, elles souffrent de limitations majeures
qui les rendent difficilement utilisables en pratique pour la se´paration de sources appartenant
a` des classes sonores de grande variabilite´. En effet, cette mode´lisation est assez fine, puisque
chaque e´ve´nement sonore doit eˆtre repre´sente´ par une forme spectrale typique. Par conse´quent,
pour bien mode´liser des classes sonores de grande variabilite´, une quantite´ importante de formes
spectrales est ne´cessaire, c’est-a`-dire qu’il y a besoin de mode`les de grande taille et d’une quantite´
importante de donne´es pour les apprendre. Ainsi, les proble`mes suivants se posent :
1. Pour une classe sonore tre`s riche, il devient difficile de construire une base d’entraˆınement
repre´sentative.
2. La complexite´ calculatoire peut devenir excessive a` cause de la grande taille des mode`les
(par ex. des milliers de formes spectrales).
Introduction 23
Conside´rons par exemple la musique, qui est une classe sonore d’une variabilite´ extreˆme. A
la variabilite´ des conditions d’enregistrement s’ajoutent les diffe´rents instruments qui peuvent
jouer des notes et des accords diffe´rents. En effet, il semble utopique d’essayer de de´crire toute
cette richesse par un ensemble de formes spectrales typiques. Ainsi, il paraˆıt indispensable de
proposer des solutions permettant de surmonter les limitations annonce´es, en particulier pour
la taˆche de se´paration voix / musique.
Dans cette the`se, nous proposons de recourir a` l’adaptation des mode`les qui permet dans
certains cas de surmonter les limites d’utilisation des mode`les ge´ne´raux. Par exemple, on peut
adapter des mode`les ge´ne´raux aux nouvelles conditions d’enregistrement de chaque source par-
ticulie`re. En s’inspirant des techniques d’adaptation de mode`les utilise´es en reconnaissance de la
parole ou du locuteur, nous proposons donc d’ajuster les mode`les de sources a` leurs re´alisations
dans l’enregistrement. Les mode`les obtenus ainsi sont appele´s mode`les adapte´s.
L’ide´e d’adaptation a posteriori des connaissances a priori est assez naturelle, et nous la
rencontrons partout dans la vie courante. L’eˆtre humain a souvent besoin d’adapter ses connais-
sances quand il se retrouve dans une situation nouvelle (ou bien de´ja` ve´cue, mais oublie´e) et pour
cela il a besoin d’un temps d’adaptation. Conside´rons par exemple quelqu’un qui commence a`
lire une lettre manuscrite avec une e´criture qu’il n’a jamais vue avant. D’abord, il lit lentement,
c’est la phase d’adaptation de ses connaissances a priori (la langue franc¸aise, l’alphabet, etc.),
et ensuite il commence a` lire plus vite.
Cette the`se pre´sente deux contributions principales. La premie`re est plus the´orique : elle
consiste en un de´veloppement du concept d’adaptation des mode`les pour la se´paration de
sources. Un formalisme ge´ne´ral d’adaptation est introduit sous la forme d’un crite`re d’adapta-
tion baye´sienne Maximum A Posteriori (MAP), qui peut eˆtre optimise´ a` l’aide de l’algorithme
EM (Expectation-Maximisation). Un effort particulier est apporte´ pour pre´senter les techniques
propose´es dans le cadre du formalisme des re´seaux baye´siens.
La deuxie`me contribution, qui est plus applicative, a pour objet le de´veloppement d’un
syste`me de se´paration voix / musique base´ sur les principes d’adaptation propose´s. Le module
d’adaptation utilise´ dans ce syste`me repose sur les trois e´tapes suivantes :
– Segmentation de la chanson en parties vocales (avec voix chante´e) et non vocales (sans
voix chante´e).
– Adaptation acoustique du mode`le de musique sur les parties non vocales.
– Adaptation de certains parame`tres (en particulier des conditions d’enregistrement) des
mode`les de voix et de musique sur toute la chanson.
Deux proce´dures d’e´valuation ont e´te´ employe´es pour valider ce syste`me et pour montrer
l’inte´reˆt de l’adaptation des mode`les. Premie`rement, ce syste`me est e´value´ en utilisant une
mesure objective de performance de se´paration. Les re´sultats montrent que l’adaptation des
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mode`les permet d’ame´liorer significativement (au moins de 5 dB) les performances de se´paration
par rapport aux mode`les ge´ne´raux. La deuxie`me proce´dure d’e´valuation concerne l’extraction
des me´tadonne´es a` partir de la voix se´pare´e. Comme il a e´te´ remarque´ auparavant, ceci peut eˆtre
tre`s utile pour l’indexation audio. Plus particulie`rement, il s’agit de l’estimation du pitch de la
voix chante´e (c’est-a`-dire de la fre´quence fondamentale qui contient l’information sur la me´lodie
chante´e) a` partir de la voix se´pare´e. Les re´sultats montrent que cette estimation est plus fiable
que celle faite a` partir de l’enregistrement non se´pare´. Ils montrent e´galement que l’adaptation
des mode`les ame´liore l’estimation du pitch.
Plan de la the`se
Cette the`se se de´compose en cinq parties :
– Partie I : Cadre du travail
– Partie II : Adaptation des mode`les : cadre ge´ne´ral
– Partie III : Application d’adaptation a` la se´paration voix / musique
– Partie IV : Evaluation
– Partie V : Conclusion et perspectives
suivies de deux annexes.
Partie I : Cadre du travail
Le but de cette partie est de pre´senter le sujet e´tudie´ dans cette the`se, ainsi que quelques
premiers essais expe´rimentaux, afin de de´finir la proble´matique traite´e par la suite.
Dans le chapitre 1, le proble`me de la se´paration de sources audio est pre´sente´ de manie`re
ge´ne´rale. Premie`rement, cela permet de positionner le proble`me de se´paration de sources avec
un seul capteur par rapport au proble`me de se´paration de sources avec plusieurs capteurs.
Deuxie`mement, cette pre´sentation permet de comprendre quelles connaissances sont ne´cessaires
pour pouvoir re´soudre le proble`me de se´paration de sources avec un seul capteur.
Dans le chapitre 2, le proble`me de se´paration de sources avec un seul capteur est explicite´.
Ensuite, nous pre´sentons un e´tat de l’art assez exhaustif des me´thodes de se´paration base´es
sur des mode`les probabilistes des sources, notamment des Mode`les de Me´lange de Gaussiennes
(MMG).
Le chapitre 3 aborde la question d’e´valuation et de diagnostic des algorithmes de se´paration.
Des mesures de performance de se´paration y sont pre´sente´es et de nouvelles mesures normalise´es
sont de´veloppe´es. Ce chapitre se termine par la pre´sentation des estimateurs oracles permettant
de calculer les limites de performance des algorithmes de se´paration.
Quelques expe´riences pre´liminaires dans le cadre de la se´paration voix / musique sont
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pre´sente´es dans le chapitre 4. Ces expe´riences permettent d’identifier les points faibles des
me´thodes de se´paration e´tudie´es, ainsi que de fixer certains parame`tres.
Dans le chapitre 5, les limitations majeures de l’utilisation des mode`les statistiques des
sources pour la se´paration sont pre´sente´es et discute´es en de´tails, en s’appuyant sur l’e´tat de
l’art et sur les premiers re´sultats expe´rimentaux. Ces limitations peuvent eˆtre re´sume´es comme
l’incapacite´ en pratique de mode´liser assez finement des classes sonores de grande variabilite´.
Ceci de´finit la proble´matique a` laquelle nous essayons d’apporter des re´ponses dans ce travail.
Partie II : Adaptation des mode`les : cadre ge´ne´ral
Cette partie pre´sente le de´veloppement d’un formalisme ge´ne´ral d’adaptation a posteriori
des mode`les statistiques aux caracte´ristiques des sources dans le me´lange. Cette adaptation est
cense´e permettre, dans certains cas, de de´passer les limitations des mode`les statistiques non
adapte´s e´voque´es dans le chapitre 5.
Le chapitre 6 est consacre´ au de´veloppement du formalisme d’adaptation. En s’inspirant
fortement des techniques d’adaptation utilise´es pour la reconnaissance de la parole, ce formalisme
est introduit sous la forme d’un crite`re d’adaptation baye´sienne Maximum A Posteriori (MAP).
Dans le chapitre 7, il est explique´ comment appliquer l’algorithme EM pour l’optimisation
du crite`re MAP introduit dans le chapitre pre´ce´dent. L’algorithme d’adaptation ainsi de´veloppe´
est pre´sente´ aux trois diffe´rents niveaux de ge´ne´ralite´ : le plus ge´ne´ral, pour des familles expo-
nentielles, et enfin pour les MMG.
Le chapitre 8 pre´sente deux extensions du formalisme d’adaptation. La premie`re extension
consiste a` utiliser des contraintes parame´triques sur les mode`les adapte´s plutoˆt que des lois
a priori. L’objet de la deuxie`me extension est l’inte´gration dans la proce´dure d’adaptation de
diverses informations auxiliaires.
Partie III : Application d’adaptation a` la se´paration voix / musique
Le formalisme d’adaptation pre´sente´ dans la partie II reste assez abstrait pour l’instant.
Le but de cette partie est de mettre en pratique ce formalisme pour la taˆche de se´paration
voix / musique.
Le syste`me de se´paration voix / musique base´ sur des mode`les adapte´s est pre´sente´ dans le
chapitre 9. Le module d’adaptation de ce syste`me est compose´ de trois blocs : la segmentation
de la chanson traite´e en parties vocales et non vocales, l’adaptation acoustique du mode`le de
musique sur les parties non vocales et l’adaptation de certains parame`tres (des filtres et des
gains de DSP) des deux mode`les sur toute la chanson.
Dans le chapitre 10, la question de l’inte´gration de l’adaptation des filtres et des gains lors
de l’apprentissage du mode`le ge´ne´ral est aborde´e.
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Partie IV : Evaluation
Cette partie est consacre´e au re´glage final de certains parame`tres du syste`me de se´paration
voix / musique, ainsi qu’a` l’e´valuation de ce syste`me sous deux angles : en utilisant une mesure
de performance de se´paration (RSDN) et au travers de l’estimation du pitch de la voix chante´e.
Dans le chapitre 11, le module de segmentation automatique en parties vocales et non vocales
est e´value´ inde´pendamment du module d’adaptation des mode`les.
Le chapitre 12 pre´sente l’e´valuation du syste`me de se´paration voix / musique a` l’aide de la
mesure de performance RSDN. De plus, le seuil de de´cision du module de segmentation est re´gle´
dans ce chapitre via la performance de se´paration.
Enfin, dans le chapitre 13, l’apport de la me´thode de se´paration voix / musique pour l’esti-
mation du pitch de la voix est mesure´.
Partie V : Conclusion et perspectives
La conclusion ge´ne´rale est pre´sente´e dans le chapitre 14.
Quelques perspectives de cette the`se, notamment le de´veloppement de techniques rapides
d’adaptation (et de se´paration) et de me´thodes d’adaptation en ligne, sont mentionne´es dans le
chapitre 15.
Annexes
L’annexe A contient quelques rappels des notions de probabilite´s et de statistiques utilise´es
dans cette the`se.
Les de´monstrations de certains re´sultats sont pre´sente´es dans l’annexe B.
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Chapitre 1
Se´paration de sources audio
Ce chapitre est consacre´ a` une introduction a` la Se´paration de Sources Audio (SSA). Pour
avoir plus de de´tails sur la SSA le lecteur peut se reporter a` [Vincent-03] et [Vincent-05]. Cette
introduction a` pour but de :
– pre´senter le proble`me de la SSA en ge´ne´ral,
– positionner le proble`me de se´paration de sources avec un seul capteur, qui est traite´ dans
ce travail, par rapport au proble`me de se´paration de sources avec plusieurs capteurs,
– expliquer de quelles connaissances on a besoin pour pouvoir re´soudre le proble`me de
se´paration de sources avec un seul capteur.
1.1 Introduction au niveau acoustique
Conside´rons une sce`ne sonore cre´e´e par plusieurs e´metteurs sonores. Tout objet e´mettant
du son est appele´ e´metteur sonore : cela peut inclure des instruments musicaux, des personnes
qui parlent ou chantent, etc. Un son e´mis par un e´metteur est appele´ source. Supposons que
cette sce`ne sonore est enregistre´e par un ou plusieurs microphones (Fig. 1.1). Par exemple un
microphone est utilise´ pour les enregistrements mono et deux microphones sont utilise´s pour les
enregistrement ste´re´o. L’enregistrement acquis par un des microphones, qui est constitue´ des
contributions de toutes les sources, est appele´ me´lange.
Etant donne´s les me´langes, le proble`me de la SSA est d’estimer les contributions de chacune
des sources dans ces me´langes.
Une source sonore est ponctuelle si la taille de l’e´metteur correspondant est ne´gligeable par
rapport a` la longueur d’onde du son e´mis. Ainsi, cet e´metteur peut eˆtre repre´sente´ par un seul
point dans l’espace. Une source sonore ponctuelle est omnidirectionnelle si l’e´metteur e´met avec
la meˆme puissance dans toutes les directions de l’espace. En mode´lisant les sce`nes sonores, nous
supposons toujours que les sources sont ponctuelles et omnidirectionnelles. Comme conse´quence,
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Fig. 1.1 – Sce`ne sonore enregistre´e par deux microphones.
les contributions d’une source dans chacun des me´langes sont des transformations d’un meˆme son
original. Dans le cas plus ge´ne´ral, cela n’est pas vrai pour les sources qui ne sont pas ponctuelles,
c’est-a`-dire dont les e´metteurs sont de taille comparable avec la longueur d’onde, par exemple
un piano, une voiture, etc.
En supposant que les sources sont ponctuelles et omnidirectionnelles le proble`me de la SSA
peut eˆtre formule´ diffe´remment : e´tant donne´s les me´langes, estimer les sources originales (sons
originaux) et non plus leurs contributions dans les me´langes. La diffe´rence entre une source
originale et sa contribution dans un me´lange re´sulte de toutes les transformations subies par
cette source pendant le chemin entre son e´mission par l’e´metteur sonore et son enregistrement
par le microphone correspondant. Ces transformations sont conditionne´es par la position de
l’e´metteur par rapport au microphone, par les caracte´ristiques de la pie`ce, du microphone, etc.
1.2 Formulation pour des signaux nume´riques
Il est suppose´ que K sources {sk(n)}Kk=1 , ou` n est l’indice du temps discret, sont me´lange´es
de fac¸on a` former L signaux {xl(n)}Ll=1 appele´s me´langes. De plus, il est suppose´ que les me´langes
sont des sommes des contributions des sources.
La contribution (ou l’image) de la k-e`me source dans le l-e`me me´lange est note´e s imgl,k (n) et
de´finie comme suit :
simgl,k (n) = Al,k[sk](n) (1.1)
ou` Al,k est le mode`le de la transformation de la k-e`me source dans le l-e`me me´lange. L’ensemble
de ces mode`les A = {Al,k}l,k est appele´ mode`le de me´lange. Quelques mode`les de me´lange
fre´quemment utilise´s sont de´crits dans la section suivante.
Ainsi, chaque me´lange xl e´tant la somme des contributions des sources s’e´crit comme suit :
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xl(n) =
K∑
k=1
simgl,k (n) (1.2)
1.2.1 Mode`les de me´lange
Un mode`le de me´lange Amode´lise l’effet de toutes les transformations applique´es aux sources
avant d’eˆtre ajoute´es pour cre´er des me´langes. Dans le cas des enregistrements faits en conditions
re´elles, c’est-a`-dire en utilisant des microphones pour enregistrer directement une sce`ne sonore
(voir par exemple Fig. 1.1), ce mode`le de´pend des positions des e´metteurs et des microphones,
de l’acoustique de la salle d’enregistrement, des caracte´ristiques des microphones, etc. Dans le
cas des enregistrements cre´e´s de manie`re artificielle, c’est-a`-dire quand les sources sont d’abord
enregistre´es se´pare´ment et ensuite mixe´es, les effets applique´s aux sources de´finissent le mode`le
de me´lange.
Le mode`le de me´lange line´aire instantane´ suppose que les me´langes sont des combinaisons
line´aires de sources :
xl(n) =
K∑
k=1
al,ksk(n) (1.3)
Dans ce cas, les parame`tres de mixage sont des gains al,k repre´sentant les intensite´s avec les-
quelles les sources contribuent a` chaque me´lange. Ces gains sont souvent re´unis dans une matrice
A = [al,k]l,k appele´e matrice de me´lange. Ce mode`le est simple mais peu re´aliste. En effet, dans
des enregistrements re´els, les sources subissent l’influence des re´verbe´rations de la salle d’en-
registrement, des e´chos etc. Ainsi, il semble plus pertinent de mode´liser ces transformations
complexes par des filtres plutoˆt que par des gains multiplicatifs.
Pour surmonter ces limitations du mode`le de me´lange line´aire instantane´, le mode`le de
me´lange convolutif peut eˆtre utilise´. Avec ce mode`le, les me´langes xl(n) sont des sommes des
sources sk(n) filtre´es par des filtres line´aires, c’est-a`-dire :
xl(n) =
K∑
k=1
+∞∑
m=−∞
al,k(m)sk(n−m) (1.4)
ou` al,k(n) sont les re´ponses impulsionnelles des filtres de mixage. Ce mode`le est plus ge´ne´ral que
le mode`le de me´lange line´aire instantane´ et il correspond mieux aux enregistrements re´els.
Le mode`le de me´lange ane´cho¨ıque est un mode`le interme´diaire entre le me´lange line´aire
instantane´ et le me´lange convolutif. Ce mode`le suppose que les sources sont me´lange´es avec
des gains diffe´rents (comme pour le me´lange line´aire instantane´) et en plus avec des retards
temporels diffe´rents.
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Enfin, pour tous ces mode`les, il est parfois suppose´ que les parame`tres de mixage (les gains,
les filtres etc.) varient (lentement) au cours du temps. Par exemple, cela mode´lise le fait que les
e´metteurs peuvent se de´placer dans l’espace.
1.2.2 Formulation du proble`me de la SSA
Etant donne´s les me´langes {xl(n)}Ll=1, le proble`me de la SSA peut eˆtre formule´ de deux
fac¸ons diffe´rentes [Vincent-05] :
1. Estimer les sources originales {sk(n)}Kk=1.
2. Estimer les images des sources {simgl,k (n)}L,Kl,k=1.
Remarquons d’abord que dans le cas de la premie`re formulation, il faut avoir des connais-
sances tre`s pre´cises sur les sources ou le mode`le de me´lange pour pouvoir retrouver les sources
proprement dites {sk(n)}Kk=1. Sans de telles connaissances, la plupart des me´thodes de se´paration
de sources permettent d’estimer chaque source a` une transformation Al,k pre`s. Par exemple, dans
le cas du me´lange line´aire instantane´ (1.3) ou convolutif (1.4), ces me´thodes permettent d’estimer
chaque source a` un gain multiplicatif ou a` un filtre pre`s.
Deuxie`mement, il faut noter que pour les deux formulations du proble`mes, si il n’y a pas de
connaissances spe´cifiques sur chacune des sources permettant les distinguer les unes des autres,
les sources ne peuvent eˆtre estime´es qu’a` une permutation pre`s. Conside´rons par exemple une
personne qui e´coute un extrait musical, mais qui ne connaˆıt pas les noms des instruments jouant
dans cet extrait. Cette personne ayant des connaissances en musique pourra preˆter attention
a` chacun des instruments et meˆme reproduire sa me´lodie ou son rythme, mais elle ne sera
pas capable de nommer ces instruments, c’est-a`-dire les e´tiqueter. Les me´thodes de se´paration
capables de n’estimer les sources qu’a` une permutation pre`s, c’est-a`-dire qui ne sont pas capables
de les e´tiqueter, sont parfois appele´es aveugles [Vincent-03].
Toutes ces impre´cisions sur les estimations de sources doivent eˆtre prises en compte dans les
crite`res d’e´valuation [Gribonval-03, Vincent-05a].
1.3 Pourquoi se´pare-t-on ?
La SSA a de nombreux objectifs. Premie`rement, la de´composition des enregistrements en
sources originales ouvre la possibilite´ de cre´er de nouveaux enregistrements, par exemple en
modifiant les positions des sources ou leurs intensite´s. Deuxie`mement, cela peut faciliter l’analyse
des enregistrements. Dans le cadre de l’indexation audio par exemple, on cherche a` extraire a`
partir des enregistrements certaines me´tadonne´es telles que des mots, des phrases, des partitions
musicales, etc. Souvent, ces me´tadonne´es semblent plus faciles a` extraire a` partir des sources
se´pare´es qu’a` partir des enregistrements.
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Selon l’article [Vincent-03], deux groupes d’applications de la SSA peuvent eˆtre distingue´s :
1. applications visant a` modifier le contenu audio (pour la cre´ation de nouveaux enregistre-
ments),
2. applications visant a` extraire des informations se´mantiques (pour l’extraction de me´tadonne´es).
Quelques exemples d’applications pour chacun de ces groupes sont pre´sente´s ci-dessous :
1. Applications visant a` modifier le contenu audio :
– La restauration d’enregistrements anciens [Cappe-93].
– Le remixage d’enregistrements [Vincent-04], c’est-a`-dire la modification des effets de
mixage, des positions des sources dans des enregistrements ste´re´o, etc.
– L’e´limination de la voix dans des chansons pour des application de karaoke´.
2. Applications visant a` extraire des informations se´mantiques :
– La reconnaissance automatique de la parole.
– La reconnaissance / ve´rification du locuteur.
– La transcription automatique de musique polyphonique, c’est-a`-dire la recherche de la
partition musicale joue´e pour une source particulie`re du me´lange.
Comme il est de´ja` remarque´ dans l’introduction, l’application traite´e dans cette the`se, c’est-
a`-dire la se´paration voix / musique, peut eˆtre tre`s utile puisque a` partir de la voix bien se´pare´e,
il est plus facile d’extraire beaucoup de me´tadonne´es importantes pour caracte´riser les chansons.
Cela peut eˆtre, par exemple, la parole chante´e, la me´lodie chante´e, l’identite´ du chanteur etc.
Ces me´tadonne´es peuvent eˆtre ensuite utilise´es pour de nombreuses taˆches d’indexation audio.
Les applications suivantes peuvent eˆtre ainsi envisage´es :
1. Applications visant a` extraire des informations se´mantiques :
– La reconnaissance de la parole chante´e.
– La transcription de la me´lodie chante´e.
– Estimation de la fre´quence fondamentale (pitch) de la voix chante´e. La transcription de
la me´lodie chante´e peut eˆtre e´galement effectue´e a` partir d’une estimation du pitch.
– La reconnaissance de l’identite´ du chanteur.
2. Application visant a` modifier le contenu audio :
– Le remixage, par exemple l’amplification ou l’atte´nuation de la voix chante´e.
Dans ce travail, nous avons choisi de mesurer l’apport des techniques de se´paration voix / mu-
sique propose´es pour l’estimation du pitch de la voix chante´e. Cela permettra d’e´valuer les
me´thodes propose´es et la se´paration de sources en ge´ne´ral dans le cadre d’une taˆche d’extrac-
tion de me´tadonne´es pour l’indexation audio.
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1.4 Classification des proble`mes de la SSA par niveau de diffi-
culte´
Une classification assez classique des proble`mes de la SSA par niveau de difficulte´ en fonction
de leur dimensionnement (K,L) est pre´sente´e dans cette section. Cette classification permet de
comprendre en quoi la se´paration de sources avec un seul capteur est qualitativement diffe´rente
de la se´paration de sources avec plusieurs capteurs et dans un certain sens plus dur.
Commenc¸ons d’abord par une explication intuitive. Conside´rons un enregistrement ste´re´o
(L = 2) avec deux sources (K = 2), par exemple deux instruments musicaux, mixe´es a` l’aide
d’un mode`le de me´lange line´aire instantane´ (1.3) avec la matrice de me´lange A =
[
a1,1 a1,2
a2,1 a2,2
]
.
Dans ce cas, les rapports entre les gains de mixage pour deux canaux (gauche et droit), c’est-a`-
dire rk = a1,k/a2,k, k = 1, 2, de´terminent les directions de provenance des sources. En supposant
qu’on arrive a` estimer ces rapports rk, c’est-a`-dire les directions (nous ne de´crivons pas la
me´thode d’estimation des rk ici), l’estimation des sources devient simple et directe. Par exemple,
en utilisant le rapport r1, on peut e´galiser l’e´nergie de la contribution de la source s1 dans deux
canaux. Ensuite, en soustrayant le canal gauche du canal droit, on arrive a` e´liminer la source s1
et on obtient une estimation de la source s2. Cette se´paration est possible graˆce a` la diversite´
spatiale, c’est-a`-dire le fait que les sources arrivent de directions diffe´rentes.
Maintenant, conside´rons un enregistrement ste´re´o, mais avec plus de deux sources (K > 2),
disons trois, et e´galement avec un mode`le de me´lange line´aire instantane´. Dans ce cas, on arrive
toujours a` estimer les directions (les rapports rk), mais l’astuce base´e sur l’e´galisation et la
soustraction ne marche plus. En effet, en e´liminant une des trois sources dans le me´lange, on
n’arrive pas vraiment a` estimer les deux autres. Cependant, il y a des techniques un peu plus
e´labore´es qui permettent quand meˆme de s’en sortir.
Dans le cas des enregistrements mono, la diversite´ spatiale n’est plus exploitable. Avec un
seul capteur l’information sur les directions de provenance des sources est comple`tement perdue.
Ainsi, il faut avoir d’autres connaissances pour pouvoir se´parer les sources.
Passons maintenant a` la pre´sentation plus formelle de la classification des proble`mes de la
SSA par niveau de difficulte´ en fonction de leur dimensionnement (K,L) dans le cas du mode`le de
me´lange line´aire instantane´ (1.3). Ce mode`le particulier est choisi pour simplifier la pre´sentation.
Cas de´termine´ (K = L) ou surde´termine´ (K < L). Dans ce cas, la connaissance de la
matrice de me´lange A permet de reconstruire parfaitement les sources en appliquant sa pseudo in-
verse A+ , AT (AAT )−1 aux me´langes [Jutten-03]. Il suffit donc d’estimer la matrice de me´lange.
Pour cela, l’Analyse en Composantes Inde´pendantes (ACI) est souvent utilise´e [Cardoso-98] en
supposant que les sources sont mutuellement inde´pendantes.
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Cas sous de´termine´ avec plusieurs capteurs (K > L et L > 1). Dans ce cas, l’estimation
de la matrice de me´lange A seule ne permet plus d’avoir de bonnes estimations des sources
[Gribonval-03]. Intuitivement, cela est assez facile a` comprendre. En effet, puisque K > L, le
but est de retrouver plus d’e´chantillons (K × N , ou` N est la dure´e de chaque source) a` partir
de moins d’e´chantillons (L × N), sachant seulement que ces e´chantillons sont relie´s par une
transforme´e line´aire A. Une hypothe`se supple´mentaire concernant la parcimonie des sources
dans une repre´sentation (une base ou une repre´sentation redondante) permet de contourner la
difficulte´ [Bofill-01, Gribonval-03a]. La parcimonie dans une repre´sentation signifie qu’il y a tre`s
peu de coefficients ayant des valeurs significativement grandes.
Cas sous de´termine´ avec un seul capteur (K > L et L = 1). L’estimation de la matrice
de me´lange A n’apporte aucune information utile pour la se´paration dans ce cas. Autrement
dit, il n’est plus possible d’utiliser la diversite´ spatiale des sources, c’est-a`-dire de les distinguer
graˆce aux diffe´rentes directions de leurs provenances. L’hypothe`se de la parcimonie seule n’est
plus suffisante pour se´parer les sources et il faut utiliser d’autres connaissances pour y arriver.
Souvent, ces connaissances sont repre´sente´es sous la forme de mode`les a priori des sources. Ces
mode`les de´crivent assez finement les caracte´ristiques des diffe´rentes sources a` se´parer (par ex.
la voix, la musique, la parole, etc.). Ainsi, la se´paration devient possible graˆce a` la diversite´ des
caracte´ristiques particulie`res des sources. Ce sont ces me´thodes base´es sur des mode`les a priori
des sources que nous allons e´tudier dans cette the`se.
1.5 Conclusion
Dans ce chapitre, le proble`me de la SSA a` e´te´ formule´ de manie`re assez ge´ne´rale d’abord
au niveau acoustique et ensuite pour des signaux nume´riques. De´sormais, nous ne conside´rerons
que la formulation pour des signaux nume´riques.
Plusieurs applications potentielles de la SSA sont pre´sente´es et classe´es en deux groupes
(applications visant a` modifier le contenu audio et applications visant a` extraire des informa-
tions se´mantiques). Dans cette the`se, nous allons e´valuer l’apport des techniques de se´paration
voix / musique propose´es pour une application visant a` extraire des informations se´mantiques,
notamment pour l’estimation du pitch de la voix chante´e. Cette application est tre`s utile pour
certaines taˆches d’indexation audio.
Une classification assez classique des taˆches de la SSA par trois niveaux de difficulte´ (cas (sur)
de´termine´, sous de´termine´ avec plusieurs capteurs et sous de´termine´ avec un seul capteur) est
pre´sente´e. Cette classification montre que la se´paration de sources avec un seul capteur est plus
difficile que la se´paration de sources avec plusieurs capteurs, car la diversite´ spatiale n’est pas
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exploitable avec un seul capteur et il faut avoir d’autres connaissances pour pouvoir se´parer. Une
grande famille de me´thodes utilise des mode`les a priori des sources comme telles connaissances.
Ces me´thodes seront pre´sente´es dans le chapitre suivant.
Chapitre 2
Se´paration de sources avec un seul
capteur
Puisque dans le cas d’un seul capteur, la connaissance du mode`le de me´lange n’apporte
pas d’information utilisable pour la se´paration (voir Sec. 1.4), on peut chercher a` estimer les
contributions des sources simg1,k (n) (1.2) au lieu de chercher a` estimer les sources elles meˆmes
sk(n). A la place de l’e´quation (1.2) nous conside´rons ainsi l’e´quation du me´lange :
x(n) =
∑
k
sk(n) (2.1)
et posons le proble`me comme suit : e´tant donne´ le me´lange monophonique x, trouver les esti-
mations des sources {sˆk}Kk=1.
Pour simplifier les notations, nous avons remplace´ dans l’e´quation (2.1) les contributions de
sources simg1,k (n) (voir (1.2)) par les sources meˆmes sk(n). On voit bien que le mode`le initial du
me´lange A (line´aire instantane´ (1.3), convolutif (1.4) ou autre) n’apparait pas dans une telle
formulation du proble`me. Ainsi, les me´thodes qu’on pourrait utiliser pour re´soudre ce proble`me
ne reposent pas sur la structure de A.
Puisque de toute manie`re, dans l’application traite´e dans ce travail, c’est-a`-dire la se´paration
voix / musique, il n’y a que deux sources (la voix et la musique) nous simplifions l’e´quation (2.1)
pour deux sources. Une ge´ne´ralisation a` plus de deux sources peut eˆtre faite, si cela est ne´cessaire.
Par la suite, nous allons donc toujours conside´rer l’e´quation du me´lange suivante :
x(n) = s1(n) + s2(n) (2.2)
et le proble`me est de trouver les estimations des sources sˆ1 et sˆ2 e´tant donne´ le me´lange x.
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2.1 Pre´sentation intuitive
Nous commenc¸ons par une pre´sentation assez informelle et vulgarise´e d’une approche per-
mettant de se´parer les sources a` partir d’un seul microphone. Cette pre´sentation permet de
comprendre d’une part la difficulte´ de la taˆche et d’autre part une manie`re de la re´soudre.
L’introduction plus formelle et the´orique de cette approche sera faite par la suite (Sec. 2.4).
2.1.1 Hypothe`se de travail : faible recouvrement dans le domaine de Fourier
La se´paration est ge´ne´ralement effectue´e dans un domaine temps - fre´quence plutoˆt que dans
le domaine temporel, en utilisant par exemple la Transforme´e de Fourier a` Court Terme (TFCT).
Puisque la TFCT est une transforme´e line´aire, l’e´quation de me´lange (2.2) est pre´serve´e, c’est-
a`-dire :
X(t, f) = S1(t, f) + S2(t, f) (2.3)
ou` X(t, f), S1(t, f) et S2(t, f) sont des TFCT des signaux temporels x(n), s1(n) et s2(n) pour
la trame nume´ro t = 1, 2, . . . , T et d’indice de fre´quence f = 1, 2, . . . , F (F est l’indice de la
fre´quence de Nyquist). Par la suite, les signaux temporels sont toujours note´s par des lettres
minuscules et leurs TFCT par les lettres majuscules correspondantes.
Le choix du domaine de la TFCT pour la se´paration est motive´ par le fait que les sources
audio se recouvrent tre`s peu dans ce domaine. Cette proprie´te´ a e´te´ montre´e par exemple pour
les signaux de parole [Rickard-02]. Ainsi, il parait plus facile d’effectuer la se´paration dans
le domaine de la TFCT plutoˆt que dans le domaine temporel. Pour donner un exemple, des
signaux de voix chante´e, de violon et de leur me´lange sont repre´sente´s sur la figure 2.1 (A)
et leurs spectrogrammes (modules de la TFCT en e´chelle logarithmique) sont repre´sente´s sur
la figure 2.1 (B). On voit que dans le domaine de la TFCT, les sources (la voix et le violon)
sont faciles a` distinguer dans le me´lange et on peut les se´parer en supprimant par exemple les
harmoniques de la source qu’on veut e´liminer.
Dans la litte´rature, on trouve cette hypothe`se du non-recouvrement dans le domaine de la
TFCT sous le nom de WDO (W-Disjoint Orthogonality) [Rickard-02]. Cette hypothe`se suppose
que les supports des sources sont disjoints dans le domaine de la TFCT, c’est-a`-dire
S1(t, f)S2(t, f) = 0 (2.4)
En re´alite´ cette hypothe`se n’est jamais ve´rifie´e exactement, car d’une part chaque source
contient souvent une part de bruit qui apparaˆıt partout dans le plan temps - fre´quence et d’autre
part les harmoniques de sources diffe´rentes peuvent se croiser. Cependant, dans beaucoup de cas,
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les re´gions les plus e´nerge´tiques des sources audio se recouvrent tre`s peu dans le domaine de la
TFCT. Par exemple, sur la figure 2.1 (C) nous avons repre´sente´ les re´gions les plus e´nerge´tiques
(gardant 99 % de l’e´nergie totale des signaux) des spectrogrammes de la voix et du violon
ainsi que leur intersection dans le me´lange. On voit en effet que ces re´gions se recouvrent tre`s
peu. Cette dernie`re hypothe`se du faible recouvrement dans le domaine de la TFCT est appele´e
WDO approche´e [Rickard-02]. Nous ne chercherons pas a` donner ici une de´finition mathe´matique
rigoureuse de cette hypothe`se et nous contenterons de l’explication intuitive donne´e.
(A)
(B)
(C)
(D)
Fig. 2.1 – (A) : Voix chante´e, violon et leur me´lange dans le domaine temporel. (B) : Spectro-
grammes de ces signaux. (C) : Re´gions les plus e´nerge´tiques des spectrogrammes de la voix et du
violon (en blanc) et l’intersection de ces re´gions dans le me´lange (en blanc). (D) : Estimations
des spectrogrammes obtenues par l’application du masque binaire (repre´sente´ a` droite) et de
son comple´mentaire au spectrogramme du me´lange.
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2.1.2 Masquage temps - fre´quence
Dans le domaine de la TFCT, le proble`me de se´paration reste le meˆme : e´tant donne´ la
TFCT complexe du me´lange X(t, f) et l’e´quation du me´lange (2.3), trouver des estimations
des TFCT complexes des sources Ŝk(t, f), k = 1, 2.
Pour y arriver l’ope´ration suivante appele´e masquage temps - fre´quence 1 est utilise´e fre´quemment
[Benaroya-03] :
Ŝk(t, f) = Mk(t, f)X(t, f) (2.5)
ou` Mk(t, f) est un gain re´el entre 0 et 1 applique´ a` la TFCT complexe du me´lange X(t, f).
L’ensemble des gains Mk = [Mk(t, f)]t,f s’appelle masque.
Cette ope´ration correspond e´galement a` un filtrage adaptatif avec le filtreMk(t) = [Mk(t, f)]f
variant au cours du temps.
Il faut aussi remarquer que la phase de la TFCT d’une source n’est pas re´estime´e dans (2.5),
c’est-a`-dire que la phase de la TFCT du me´lange X(t, f) est garde´e dans l’estimation de la
TFCT de cette source Ŝk(t, f). En effet, dans l’e´quation (2.5) la TFCT complexe du me´lange
X(t, f) est multiplie´e par un gain re´el Mk(t, f). La phase n’est donc pas modifie´e.
2.1.3 Masquage oracle
La question cruciale est ainsi de construire des masques menant a` de bonnes estimations des
sources.
On peut de´finir des masques oracles, c’est-a`-dire des masques construits en utilisant la
connaissance des TFCT des sources Sk(t, f), k = 1, 2. Bien e´videmment, il n’est possible de
construire des masques oracles que dans des conditions expe´rimentales, car en re´alite´ les sources
Sk ne sont pas accessibles
2.
Le masque oracle binaire est calcule´ comme suit (de meˆme pour M2) :
Morac bin1 (t, f) =
{
1 si |S1(t, f)| > |S2(t, f)|,
0 sinon
(2.6)
L’hypothe`se de WDO (2.4) e´tant ve´rifie´e, le masquage avec ce masque me`ne a` une estimation
exacte (c’est-a`-dire Ŝk(t, f) = Sk(t, f)).
1Le terme “masquage temps - fre´quence” est largement utilise´ dans la communaute´ de recherche sur la
se´paration de sources. Cependant, ce terme n’a rien a` avoir avec les notions du “masquage temporel” et du
“masquage fre´quentiel” concernant le masquage des sons pendant leur perception par l’oreille.
2Puisque par la suite le traitement est souvent effectue´ dans le domaine de la TFCT, nous omettons parfois
“la TFCT” dans des phrases ou` il est clair, d’apre`s le contexte, qu’il s’agit de la TFCT. Par exemple, nous disons
“la source Sk” au lieu de “la TFCT de la source Sk” ou “le me´lange X” au lieu de “la TFCT du me´lange X”.
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Comme les sources se recouvrent partiellement, c’est-a`-dire que l’hypothe`se de WDO n’est
ve´rifie´e qu’approximativement, on donne plus de liberte´ a` chaque gain re´el Mk(t, f), en suppo-
sant Mk(t, f) ∈ [0, 1] et en utilisant par exemple le masque oracle de Wiener (de meˆme pour
M2) :
Morac wien1 (t, f) =
|S1(t, f)|2
|S1(t, f)|2 + |S2(t, f)|2 (2.7)
La re`gle de construction de ce masque oracle est inspire´e par le filtrage de Wiener [Wiener-49]
Mwien1 (t, f) = r
2
1(f)
r21(f)+r
2
2(f)
en remplac¸ant les variances a priori r2k(f), k = 1, 2 par des modules
au carre´ des TFCT des sources |Sk(t, f)|2, k = 1, 2.
Sur la figure 2.1 (D), les estimations des TFCT de la voix et du violon obtenues en appli-
quant le masque binaire (2.6) et son comple´mentaire a` la TFCT du me´lange sont repre´sente´es.
On voit que graˆce au faible recouvrement des sources dans le domaine temps - fre´quence, les
spectrogrammes sont convenablement reconstruits par rapport aux spectrogrammes originaux
(Fig. 2.1 (B)). De plus, en e´coutant les signaux temporels reconstruits a` partir des estimations
des TFCT (Fig. 2.1 (D)) et en les comparant avec les sources originales (Fig. 2.1 (A)), on
s’aperc¸oit que les re´sultats de se´paration sont tre`s satisfaisants.
Ainsi, il est possible d’obtenir de bons re´sultats de se´paration des sources audio en utilisant
des masques oracles (par exemple binaires (2.6) ou ceux de Wiener (2.7)). Ceci montre en
particulier la validite´ d’hypothe`se du faible recouvrement dans le domaine de la TFCT. Le
proble`me est qu’en pratique, les sources me´lange´es Sk ne sont pas connues (c’est justement elles
que l’on cherche a` estimer). Par conse´quent, les masques oracles ne sont pas accessibles. Il faut
donc trouver un autre moyen pour construire de bons masques. Ainsi, on peut dire que notre
proble`me de se´paration se restreint a` l’estimation d’un masque.
2.1.4 Exemple de construction d’un masque
Comme remarque´ dans la section pre´ce´dente, il est ne´cessaire de trouver un moyen de
construire des masques temps - fre´quence sans utiliser les sources Sk (comme pour les masques
oracles). Il est clair qu’il est impossible de trouver de bons masques en ne se basant que sur la
connaissance du me´lange X. En effet, si seul le me´lange est disponible, on ne sait vraiment pas
ce qu’il faut se´parer. Il faut ainsi avoir d’autres connaissances sur les sources.
De telles connaissances sont souvent repre´sente´es sous la forme de mode`les a priori de sources
(dont on donne un exemple ci-apre`s). Ces mode`les sont appris sur des donne´es d’entraˆınement
yk, k = 1, 2 dont les caracte´ristiques sont similaires a` celles des sources me´lange´es sk.
Pour donner un exemple de mode`les a priori de sources, nous conside´rons ici des ensembles
de Densite´s Spectrales de Puissance (DSP). Chaque source Sk est caracte´rise´e par un ensemble
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de Qk formes spectrales typiques (ou DSP) note´ {r2k,i}Qki=1. Chaque forme spectrale typique
r2k,i = [r
2
k,i(f)]f est un vecteur fre´quentiel dont les composantes r
2
k,i(f) sont des variances a
priori de la source Sk au sein de cette forme spectrale.
L’apprentissage peut eˆtre par exemple effectue´ de la manie`re suivante. Soit Y1 et Y2, les TFCT
des donne´es d’entraˆınement y1 et y2. Premie`rement, les modules au carre´ des spectres des donne´es
d’entraˆınement 3 4 |Yk(t)|2 sont groupe´s en Qk groupes en utilisant par exemple l’algorithme
des K-moyennes (K-means) [McQueen-67]. Deuxie`mement, les DSP r2k,i sont calcule´es comme
les moyennes des groupes obtenus.
Pour calculer un masque M(t) pour la trame nume´ro t, l’ide´al serait de connaˆıtre les spectres
de puissance (modules des spectres au carre´) des sources |S1(t)|2 et |S2(t)|2 et d’utiliser par
exemple la formule du masque oracle de Wiener (2.7). Cependant, les spectres de puissance
des sources |S1(t)|2 et |S2(t)|2 ne sont pas accessibles, et nous ne connaissons que le me´lange
X et les mode`les (ensembles de DSP). Ainsi, l’ide´e est de remplacer dans la formule (2.7) les
spectres de puissance des sources par un couple de DSP (r21,i∗(t) et r
2
2,j∗(t)) qui leur ressemblent
le plus. N’e´tant pas capable de comparer directement les DSP aux spectres de puissance des
sources |S1(t)|2 et |S2(t)|2, nous allons chercher un couple de DSP dont la somme r21,i∗(t) +r22,j∗(t)
ressemble le plus au spectre de puissance du me´lange |X(t)|2. Cette ressemblance est calcule´e
a` l’aide d’une mesure de ressemblance Θ(·, ·) qui peut eˆtre par exemple l’inverse de la distance
euclidienne.
2.1.5 Exemple d’algorithme de se´paration
L’algorithme 1 re´sume l’algorithme de se´paration pre´sente´ dans les sections pre´ce´dentes (2.1.1
a` 2.1.4). Cet algorithme est e´galement sche´matise´ sur la figure 2.2.
L’algorithme qu’on vient de pre´senter sera de´veloppe´ par la suite de fac¸on the´orique et nous
verrons que les ensembles de DSP conside´re´s ici peuvent eˆtre repre´sente´s par des Mode`les de
Me´lange de Gaussiennes (MMG). Mais avant cela, nous pre´sentons un e´tat de l’art plus complet
des techniques de se´paration de sources avec un seul capteur, base´es sur des mode`les a priori.
2.2 Me´thodes base´es sur des mode`les a priori : e´tat de l’art
Comme de´ja` mentionne´ dans l’introduction de cette the`se, nous e´tudions des me´thodes
de se´paration base´es sur des mode`les a priori des sources. Cette section est consacre´e a` la
pre´sentation d’un e´tat de l’art de ces me´thodes.
3Rappel : Quand la TFCT d’un signal est e´crite avec l’indice temporel t seul (par ex. Yk(t)), cela repre´sente
le spectre a` court terme, c’est-a`-dire Yk(t) = [Yk(t, f)]f .
4Dans cette the`se, les ope´rations log(·), exp(·), | · | et (·)2 applique´es aux vecteurs et aux matrices s’effectuent
e´le´ment par e´le´ment.
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Masquage
Recherche du couple de 
DSP les plus proches
Construction d'un 
masque local
Modèle de source 1
Modèle de source 2
Fig. 2.2 – Sche´ma d’un algorithme de se´paration utilisant des ensembles de DSP comme connais-
sances a priori sur les sources.
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Algorithme 1 Se´paration de sources avec un seul capteur.
1. Calculer la TFCT du me´lange X a` partir du signal temporel x.
2. Pour chaque t = 1, 2, . . . , T :
(a) Trouver le couple de DSP les plus proches du spectre du me´lange |X(t)|2, c’est-a`-dire
(i∗(t), j∗(t)) = arg max
(i,j)
Θ
(|X(t)|2, r21,i + r22,j) , (2.8)
ou` Θ(·, ·) est une mesure de ressemblance.
(b) Construire un masque temps - fre´quence local :
M1(t, f) =
r21,i∗(t)(f)
r21,i∗(t)(f) + r
2
2,j∗(t)(f)
(2.9)
(c) Appliquer ce masque local au spectre du me´lange X(t) pour obtenir l’estimation du
spectre de la source :
Ŝ1(t, f) = M1(t, f)X(t, f) (2.10)
3. Reconstruire l’estimation de la source dans le domaine temporel sˆ1 a` partir de l’estima-
tion de la TFCT Ŝ1 en utilisant la me´thode OverLap and Add (OLA) (voir par exemple
[Peeters-99]).
Au pre´alable, il faut remarquer qu’il existe d’autres approches pour la se´paration de sources
avec un seul capteur, qui ne sont pas base´es sur des mode`les a priori des sources, c’est-a`-dire
quand il y a un mode`le a priori pour chaque source particulie`re (par ex. la voix, un instru-
ment musical particulier, etc.), mais sur une mode´lisation globale de toutes les sources a` la fois.
Par exemple, on peut mentionner l’Analyse Computationnelle de Sce`nes Auditives (Computa-
tional Auditory Scene Analysis) (CASA) [Cooke-93, Brown-94, Ellis-96, Hu-03], l’Analyse en
Sous-espaces Inde´pendants (ASI) (base´e sur l’ACI) [Casey-00, Vincent-01], me´thodes base´es
sur la Factorisation en Matrices Non Ne´gatives (Non negative Matrix Factorisation, NMF)
[Smaragdis-04, Wang-05, Helen-05, Vembu-05, Kim-06, Schmidt-06], etc. Nous ne pre´sentons
pas toutes ces approches, car elles sortent du cadre de l’e´tude mene´e dans cette the`se.
Le sche´ma repre´sente´ figure 2.3 re´sume le principe des me´thodes base´es sur des mode`les a
priori des sources. Les mode`les a priori Λ1 et Λ2 des deux sources sont les seules connaissances
utilise´es pour les se´parer. Pour chaque source, un mode`le est appris a` partir d’une base d’en-
traˆınement. Les sources sont ensuite estime´es a` partir du me´lange et des mode`les. L’algorithme
pre´sente´ dans la section 2.1.5 appartient a` cette famille de me´thodes.
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Source s1 Source s2
Apprentissage
Modèles
Apprentissage
Estimation de sources
CONNAISSANCES
Mélange
Sources estimées
Bases des sources d'apprentissage
Fig. 2.3 – Me´thodes base´es sur des mode`les a priori des sources.
2.2.1 Re´seaux baye´siens (mode`les graphiques oriente´s)
Dans la plupart des cas, les mode`les a priori utilise´s sont des mode`les probabilistes. Une
des originalite´s de ce travail consiste a` pre´senter ces mode`les, ainsi que des algorithmes (par
exemple l’apprentissage des mode`les, l’estimations de sources (Fig. 2.3)) sous la forme de re´seaux
baye´siens.
Les re´seaux baye´siens (ou les mode`les graphiques oriente´s) [Jordan-98, Murphy-02] peuvent
eˆtre de´finis comme un moyen de repre´senter des mode`les probabilistes sous forme de graphes
(Fig. 2.4). Les noeuds de ces graphes correspondent aux variables ale´atoires et les fle`ches
entre les noeuds de´crivent les de´pendances conditionnelles entre ces variables. Notons que cette
repre´sentation ne pre´cise ni la nature des variables ale´atoires ni les lois les reliant.
Fig. 2.4 – Exemple d’un re´seau baye´sien.
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Il peut eˆtre inte´ressant d’utiliser des re´seaux baye´siens pour les raisons suivantes :
– Visualisation des de´pendances entre les variables ale´atoires d’un mode`le. Cela peut eˆtre
tre`s utile pour la compre´hension et l’interpre´tation plus rapide des mode`les probabilistes.
– Description d’un mode`le. Le fait d’avoir dessine´ un graphe e´vite d’avoir a` prononcer toutes
les hypothe`ses d’inde´pendance conditionnelle entre les variables ale´atoires.
– Groupement des mode`les probabilistes de´crits par un meˆme re´seau baye´sien. Ceci peut
mener au de´veloppement d’algorithmes ge´ne´riques d’apprentissage et d’infe´rence pour des
mode`les appartenant a` un meˆme groupe.
Donnons une description plus de´taille´e des re´seaux baye´siens (mode`les graphiques oriente´s)
[Jordan-98, Murphy-02]. Chaque variable ale´atoire Si d’un mode`le probabiliste est repre´sente´e
par le noeud d’un graphe (Fig. 2.4). Ici nous conside´rons des mode`les graphiques oriente´s, c’est-
a`-dire que les graphes associe´s aux mode`les probabilistes sont oriente´s (les noeuds sont relie´s
par des fle`ches) et acycliques (il n’y a pas de chemin qui commence et finit dans le meˆme
noeud) [Jordan-98, Murphy-02]. A chaque noeud Si, une densite´ de probabilite´ conditionnelle
p(Si|{Sj}j∈pi(i)) est associe´e, ou` pi(i) est l’ensemble des indices des noeuds parents, c’est-a`-dire
les noeuds d’ou` partent les fle`ches qui rentrent dans Si. En particulier, cela signifie que, condi-
tionnellement aux variables ale´atoires {Sj}j∈pi(i), la variable ale´atoire Si est inde´pendante de
toutes les autres variables {Sj}j 6=i,j /∈pi(i) et la densite´ conjointe de toutes les variables ale´atoires
du mode`le est le produit de ces densite´s conditionnelles :
p(S1, S2, . . . , SI) =
I∏
i=1
p(Si|{Sj}j∈pi(i)) (2.11)
Parfois on fait aussi la distinction entre les noeuds du graphe repre´sentant diffe´rents types
de variables ale´atoires (v. a.). Les noeuds ronds correspondent aux v. a. continues et les noeuds
carre´s aux v. a. discre`tes. Les noeuds noirs sont observe´s, c’est-a`-dire que la v. a. correspondante
est remplace´e par une de ses re´alisations qui a e´te´ observe´e, et les noeuds blancs sont cache´s
(Fig. 2.5).
La figure 2.5 repre´sente les re´seaux baye´siens pour certains mode`les probabilistes des sources.
Le Mode`le de Me´lange de Gaussiennes (MMG) ayant pour observations les spectres a` court terme
de la source sk peut eˆtre de´crit de manie`re suivante : a` chaque instant t un e´tat qk(t) est e´mis
selon une loi de probabilite´ discre`te. Conditionnellement a` l’e´tat qk(t), le spectre a` court terme
Sk(t) est distribue´ selon une loi normale (gaussienne) dont les parame`tres de´pendent de l’e´tat
qk(t). Pour le Mode`le de Markov Cache´ (MMC) d’une source, la seule diffe´rence par rapport au
MMG est que la loi discre`te d’e´mission d’un e´tat a` l’instant t de´pend de l’e´tat e´mis a` l’instant
t− 1. Les mode`les de me´langes (2.3) correspondants, notamment le MMG factoriel et le MMC
factoriel, sont e´galement repre´sente´s graphiquement sur la figure 2.5.
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Fig. 2.5 – Re´seaux baye´siens de mode`les de sources et des mode`les de me´langes correspondants.
Formes des noeuds : variables ale´atoires continues (ronds), variables ale´atoires discre`tes (carre´s).
Coloration des noeuds : noeuds observe´s (noir), noeuds cache´s (blanc).
2.2.2 Me´thodes base´es sur les MMG / MMC
Pour la se´paration de sources avec un seul capteur, on attribue en ge´ne´ral a` Roweis [Roweis-01]
la premie`re proposition d’une me´thode base´e sur des mode`les a priori de sources. Dans cette
proposition, les sources sont mode´lise´es par des MMC ayant pour observations les logarithmes
des spectres a` court terme. Ensuite, de nombreuses variantes de cette approche avec les MMG
ou les MMC ont e´te´ propose´es [Benaroya-03, Pontoppidan-03, Vincent-04, Kristjansson-04,
Beierholm-04, Reddy-04]. Ces approches ont e´te´ e´value´es pour la taˆche de se´paration de pa-
role homme / femme [Roweis-01, Pontoppidan-03, Kristjansson-04, Beierholm-04, Reddy-04],
mais aussi pour la se´paration des signaux musicaux [Benaroya-03, Vincent-04].
2.2.2.1 Quelques remarques sur les MMG
Nous ne rentrons pas ici dans les de´tails techniques des me´thodes base´es sur les MMG, cela
sera fait par la suite. Notons seulement que ces me´thodes posse`dent de fortes parente´s avec
l’algorithme 1 (Sec. 2.1.5).
Ainsi, remarquons que la complexite´ calculatoire de la se´paration utilisant les MMG est de
l’ordre O(Q1Q2TF ), ou` Qk est la taille du k-e`me mode`le, c’est-a`-dire le nombre de DSP (Alg. 1),
et T et F sont respectivement le nombre de trames et l’indice de la fre´quence de Nyquist de
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la TFCT du me´lange X. En effet, pour chaque trame, il faut faire une recherche exhaustive
d’un couple de DSP parmi Q1Q2 couples possibles (Alg. 1). Roweis [Roweis-01] et Pontoppidan
[Pontoppidan-03] proposent certaines astuces permettant d’e´viter cette recherche exhaustive.
Cependant, ces astuces sont de´veloppe´es dans les cadres particuliers des me´thodes propose´es et
elles ne sont pas directement ge´ne´ralisables pour toutes autres me´thodes base´es sur des MMG.
2.2.2.2 Quelques remarques sur les MMC
Les MMC sont des extensions assez naturelles des MMG. En comparant leurs re´seaux
baye´siens (Fig. 2.5), on remarque que la seule diffe´rence est que, dans le cas des MMC, il y
a des de´pendances entre les e´tats discrets cache´s. Par exemple, si ces e´tats repre´sentent les notes
d’une oeuvre musicale, les lois de transition entre les e´tats mode´lisent les dure´es des notes et
les probabilite´s de transition entre les notes, qui peuvent par exemple eˆtre estime´es a` partir
de la cle´ musicale de cette oeuvre (voir [Ryynanen-05]). Pour les MMG, il n’y a pas du tout
de de´pendances temporelles, meˆme pas entre les e´tats cache´s, ainsi toutes les observations sont
traite´es inde´pendamment.
Pour l’utilisation des MMC, la seule diffe´rence algorithmique par rapport aux MMG est
que l’e´tape de recherche des couples de DSP (Alg. 1) doit eˆtre remplace´e par l’application de
l’algorithme de Viterbi (voir par ex. [Benaroya-03]) sur toute la se´quence des trames.
Par la suite nous pre´senterons toutes les me´thodes particulie`res dans le cas des MMG, sachant
que l’extension aux MMC peut eˆtre faite facilement quand cela est ne´cessaire.
2.2.3 Me´thodes similaires pour le de´bruitage de la parole avec un seul capteur
Le de´bruitage de la parole avec un seul capteur est un proble`me plus ancien que celui de
la se´paration de sources. Il est traite´ depuis plusieurs de´cennies [Curtis-78, Boll-79, Berouti-79].
Cependant, ce proble`me peut eˆtre vu comme un cas particulier de se´paration des sources. Ainsi,
certaines approches pour le de´bruitage de la parole sont base´es aussi sur des MMG / MMC
pour mode´liser la parole et le bruit. Les premiers travaux sur ces approches sont ge´ne´ralement
attribue´s a` Ephraim [Ephraim-92, Ephraim-92a], mais d’autres propositions ont e´te´ faites depuis
[Moreno-96, Burshtein-99]. Les approches pour la se´paration que nous traitons ici ont donc
beaucoup en commun avec ces approches pour le de´bruitage.
Il existe cependant des diffe´rences entre ces deux groupes d’approches. Notamment, pour le
de´bruitage de la parole, les mode`les utilise´s sont plus simples que ceux utilise´s pour la se´paration
de sources. Deux diffe´rences peuvent eˆtre souligne´es :
1. Pour le de´bruitage de la parole, le bruit est parfois mode´lise´ comme un signal stationnaire,
ce qui n’est pas acceptable pour la plupart des sources audio, telles que la musique, la
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parole etc. Dans ce cas, le mode`le du bruit est tre`s simple, c’est un MMG a` un e´tat, ou
plus simplement une seule DSP [Ephraim-92a].
2. Pour le de´bruitage de la parole, le bruit et la parole sont souvent repre´sente´s locale-
ment par des mode`les AutoRegressifs (AR) d’ordre faible (entre 10 et 12) [Ephraim-92a]
mode´lisant des enveloppes spectrales. Cela permet d’atte´nuer de manie`re lisse le bruit
dans des zones fre´quentielles ou` il domine la parole (Fig. 2.6 (A)). Dans des zones ou` le
bruit est domine´ par la parole il ne s’entend pas dans la plupart des cas, car il est souvent
masque´ 5 par des harmoniques de la parole. En ge´ne´ral, une telle mode´lisation grossie`re
n’est plus suffisante pour la se´paration de sources. En effet, par exemple pour la se´paration
de parole femme / homme, l’application d’un filtre de Wiener lisse ne permet pas de sup-
primer les harmoniques de la parole masculine dans l’estimation de la parole fe´minine (voir
Fig. 2.6 (B)). Ces harmoniques vont s’entendre dans l’estimation, car ils sont mal masque´s.
Ainsi, pour bien se´parer, il faut avoir un filtre de Wiener plus hache´, qui est construit en
utilisant la diffe´rence entre les fre´quences fondamentales (pitchs) des sources. Les DSP
locales utilise´es pour la se´paration ouvrent une telle possibilite´ (Fig. 2.6 (C)).
2.2.4 Extensions des me´thodes base´es sur les MMG et les MMC
Remarquons que la mode´lisation par les MMG n’est invariante ni par rapport aux intensite´s
globales des sources, ni par rapport a` leurs intensite´s locales. En effet, selon l’algorithme 1 et
la figure 2.2, si l’intensite´ du me´lange x change, le choix du couple de DSP peut e´galement
changer, car en ge´ne´ral la mesure de ressemblance Θ n’est invariante ni a` l’intensite´ du me´lange
X, ni aux intensite´s des DSP. Pour reme´dier a` cela, Benaroya [Benaroya-03] propose d’associer
un facteur de gain a` chaque DSP. Ces facteurs de gains sont re´estime´s pour chaque trame, en
adaptant ainsi les intensite´s des DSP aux intensite´s locales des sources. C’est une ide´e similaire
a` celle utilise´e par Ephraim [Ephraim-92a] pour le de´bruitage de la parole.
Dans le cadre d’un syste`me de se´paration de sources et de transcription d’enregistrements mu-
sicaux, Vincent [Vincent-04] utilise aussi des mode`les proches des MMC. Un mode`le repre´sente
un instrument monophonique harmonique et chaque DSP d’un tel mode`le repre´sente une note.
En plus de l’intensite´ (facteur de gain), Vincent [Vincent-04] propose d’associer d’autres pa-
rame`tres descriptifs a` chaque DSP. Ces parame`tres repre´sentent le volume, la hauteur et le
timbre de la note correspondante.
5Ici il s’agit bien du masquage fre´quentiel des sons pendant leur perception par l’oreille, et non pas du masquage
temps - fre´quence qui est un traitement (Sec. 2.1.2).
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Débruitage Séparation de la parole femme / homme
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Fig. 2.6 – Illustration sur un spectre du de´bruitage de la parole et de la se´paration de parole
femme / homme en utilisant deux mode`les : grossier (AR d’ordre 10) et fin (DSP). Les sce´narios
suivants sont illustre´s. (A) : De´bruitage de la parole fe´minine avec les mode`les AR. (B) :
Se´paration de parole femme / homme avec les mode`les AR. (C) : Idem avec les DSP (mode`les
fins des spectres). Pour chaque sce´nario qui se de´roule selon la figure 2.2 (Alg. 1), les objets
suivant sont repre´sente´s : les spectres des sources et du me´lange (S1(t), S2(t) et X(t)), les
spectres typiques (r21,i∗(t) et r
2
2,j∗(t)), le filtre de Wiener (masque temps - fre´quence M(t)) et
l’estimation du spectre de la premie`re source (Ŝ1(t)).
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2.2.5 Autres mode`les
Mentionnons brie`vement encore quelques approches. Pour la se´paration des signaux de pa-
role, Hershey et Casey [Hershey-01] utilisent des MMC factoriels, en mode´lisant inde´pendamment
les harmoniques et les formants de la parole. Benaroya [Benaroya-03] propose d’utiliser la NMF
(Non negative Matrix Factorisation) parcimonieuse [Hoyer-02] pour obtenir des mode`les a priori.
Il appelle ces mode`les dictionnaires de DSP. Jang et Lee [Jang-03] utilisent comme mode`les a
priori les ensembles de fonctions de base dans le domaine temporel appris en utilisant l’ACI.
Reyes-Gomez et al. [Reyes-Gomez-04b] proposent de de´couper la TFCT d’une source en quelques
bandes fre´quentielles, de mode´liser dans un premier temps chaque bande inde´pendamment par
un MMC et d’introduire dans un deuxie`me temps des de´pendances entre les e´tats des MMC dans
des bandes voisines. Pour la se´paration des signaux de parole, Ellis et Weiss [Ellis-06] utilisent
comme mode`les a priori des dictionnaires de formes spectrales caracte´ristiques appris a` l’aide
d’un algorithme de Quantification Vectorielle (QV).
2.2.6 Mode`les utilise´s dans cette the`se
Dans cette the`se, nous utilisons les MMG. Comme il est remarque´ section 2.2.2.2, l’extension
aux MMC peut eˆtre faite facilement en remplac¸ant la recherche des couples de DSP de l’algo-
rithme 1 par l’algorithme de Viterbi. Ceci est valable pour les techniques existantes, ainsi que
pour les nouvelles me´thodes que nous allons proposer.
Notons quelques avantages de ces mode`les :
1. Les MMG / MMC et leurs extensions sont utilise´s dans la majorite´ des me´thodes base´es
sur des mode`les a priori des sources. Une telle popularite´ est un indice de la validite´ de
ces mode`les.
2. De plus, les me´thodes base´es sur des MMG sont assez ge´ne´rales, c’est-a`-dire qu’elles ne
sont pas spe´cifiques a` certaines classes des signaux audio.
3. Les MMG ont e´te´ de´ja` applique´s pour la se´paration des signaux de parole [Roweis-01,
Kristjansson-04], ainsi que pour la se´paration des signaux musicaux [Benaroya-03, Vincent-04],
et des re´sultats plutoˆt satisfaisants ont e´te´ rapporte´s. Par conse´quent, l’utilisation des
MMG semble eˆtre une direction prometteuse pour notre taˆche de se´paration voix / mu-
sique.
Cependant, malgre´ tous les avantages des MMG, il y a des limitations majeures auxquelles
nous serons confronte´s dans ce travail. Notamment, puisque cette mode´lisation est tre`s fine,
il devient difficile de construire des mode`les repre´sentatifs pour des classes sonores de grande
variabilite´. D’une part, ceci est lie´ a` la difficulte´ de la construction de bases d’entraˆınement
repre´sentatives pour des classes sonores tre`s riches. D’autre part, e´tant limite´ en pratique par
54 Se´paration de sources avec un seul capteur
des ressource calculatoires, on ne peut pas traiter des mode`les de tre`s grand taille (compose´s
par exemple de milliers de spectres typiques).
Puisque dans le cadre de la se´paration voix / musique, la classe sonore de musique est
d’une variabilite´ exorbitante, il semble indispensable dans ce travail d’apporter des solutions
aux proble`mes annonce´s. Nous y reviendrons par la suite, ou` ces proble`mes seront pre´sente´s et
explique´s de manie`re plus de´taille´e.
Le reste de ce chapitre est compose´ d’une pre´sentation technique ge´ne´rale des approches
base´es sur des mode`les probabilistes a priori, approfondie ensuite pour des MMG.
2.3 Me´thodes base´es sur des mode`les probabilistes a priori :
pre´sentation technique ge´ne´rale
Comme nous l’avons vu dans la section 2.2 il existe de nombreuses me´thodes de se´paration
de sources avec un seul capteur base´es sur des mode`les statistiques a priori, notamment sur
des MMG. Une des contributions de notre travail consiste en une tentative de re´unir toutes
ces me´thodes sous la forme d’un sche´ma ge´ne´rique, repre´sente´ figure 2.7. Avant de passer a`
l’explication de chaque bloc de ce sche´ma, nous introduisons brie`vement les trois transforme´es
suivantes associe´es a` chaque me´thode de se´paration :
– La transforme´e F transforme le signal temporel dans un domaine particulier ou` tout le
traitement est ensuite effectue´. Souvent, F = TFCT est utilise´e [Roweis-01, Benaroya-03,
Pontoppidan-03, Kristjansson-04, Beierholm-04, Reddy-04]. D’autres repre´sentations temps
- fre´quence sont parfois utilise´es [Vincent-04]. Enfin, certaines me´thodes restent dans le
domaine temporel (F = Id) [Jang-03].
– La transforme´e L de´finit (dans le domaine transforme´ par F) le domaine de mode´lisation
des sources (par exemple, L = Id dans [Benaroya-03, Ephraim-85, Beierholm-04] et L =
log | · | dans [Moreno-96, Burshtein-99, Roweis-01, Vincent-04, Kristjansson-04], voir sec-
tion 2.4).
– La transforme´e D de´finit (dans le domaine transforme´ par F) le domaine dans lequel sera
calcule´e l’Erreur Quadratique Moyenne (EQM) minimise´e pour l’estimation des sources
(par exemple, D = Id dans [Benaroya-03, Beierholm-04, Reddy-04] et D = log | · | dans
[Ephraim-85, Moreno-96, Burshtein-99, Roweis-01, Kristjansson-04], voir section 2.4).
2.3.1 Domaine du traitement
Ge´ne´ralement, le traitement est effectue´ dans un domaine autre que le domaine temporel.
Nous supposons que les signaux subissent une transforme´e F qui peut eˆtre redondante en ge´ne´ral.
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Fig. 2.7 – Sche´ma ge´ne´ral de la se´paration de sources base´e sur des mode`les probabilistes a
priori.
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Apre`s le traitement, les signaux traite´s sont reconstruits dans le domaine temporel a` l’aide d’une
transforme´e de reconstruction F−1.
Si la transforme´e F est redondante (comme l’est la TFCT par exemple), la transforme´e
de reconstruction F−1 n’est pas unique. Ainsi, il faut choisir une transforme´e parmi plusieurs
transforme´es de reconstruction possibles. Cela peut eˆtre fait a` l’aide d’un crite`re, par exemple
celui des moindres carre´s.
Comme dans le cas particulier de la TFCT, les signaux temporels sont note´s par des lettres
minuscules (par ex. sk) et les signaux dans le domaine transforme´ sont note´s par les lettres
majuscules correspondantes (par ex. Sk = F(sk)).
2.3.2 Apprentissage de mode`les
Dans la plupart des approches [Roweis-01, Benaroya-03, Pontoppidan-03, Vincent-04, Kristjansson-04]
l’apprentissage des mode`les a priori Λ1 et Λ2 des deux sources se fait inde´pendamment a` partir
des donne´es d’entraˆınement y1 et y2 en utilisant le crite`re du Maximum de Vraisemblance (MV) :
Λk = arg max
Λ′
k
p(L(Yk)|Λ′k), k = 1, 2, (2.12)
ou` Yk = F(yk) sont des donne´es d’entraˆınement transforme´es, L(Yk) est le processus ale´atoire
mode´lise´ par le mode`le Λk et L est une transforme´e.
2.3.3 Estimation de sources
Pour estimer les sources, on cherche a` minimiser la mesure de distorsion d(Ŝk, Sk) entre
la source estime´e et la vraie source. Puisque la vraie source Sk n’est pas observe´e pendant la
se´paration, la valeur de la mesure de distorsion est remplace´e par son espe´rance conditionnelle
calcule´e par rapport a` Sk, sachant le me´lange X et les mode`les Λ1 et Λ2. C’est cette espe´rance
conditionnelle qui est ensuite minimise´e. Les sources sont donc estime´es comme suit :
Ŝk = arg min
S′
k
ESk
[
d(S′k, Sk)|X,Λ1,Λ2
]
(2.13)
Supposons que d(Ŝk, Sk) = ‖D(Ŝk)−D(Sk)‖22 est l’Erreur Quadratique Moyenne (EQM) de
D(Sk), ou` D est une transforme´e inversible. En utilisant l’expression pour l’estimateur minimi-
sant l’EQM [Kay-93] nous obtenons :
Ŝk = D−1 (ESk [D(Sk)|X,Λ1,Λ2]) (2.14)
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2.4 Me´thodes de se´paration base´es sur des Mode`les de Me´lange
de Gaussiennes (MMG)
Dans cette section, nous pre´sentons trois me´thodes de se´paration de sources avec un seul cap-
teur base´es sur des MMG [Benaroya-03, Ephraim-85, Burshtein-99]. Les deux dernie`res me´thodes
[Ephraim-85, Burshtein-99] ont e´te´ utilise´es a` l’origine pour le de´bruitage de la parole.
Nous avons choisi de pre´senter seulement ces trois me´thodes, car toutes les autres me´thodes
base´es sur des MMG [Ephraim-92, Ephraim-92a, Moreno-96, Roweis-01, Kristjansson-04, Beierholm-04,
Reddy-04] ressemblent en principe a` ces trois-la`.
Le principe des me´thodes, e´tant de´ja` pre´sente´ de manie`re intuitive dans la section 2.1.5 (voir
Alg. 1 et Fig. 2.2), il s’agit ici d’une pre´sentation the´orique suivant le sche´ma ge´ne´ral de la
figure 2.7.
Pour toutes les me´thodes une TFCT avec un recouvrement des feneˆtres d’analyse a` 50 % est
utilise´e pour la repre´sentation des signaux (ce qui de´finit F). Les signaux sont reconstruits dans
le domaine temporel en utilisant la me´thode OLA [Peeters-99] (ce qui de´finit F−1).
Selon le sche´ma de la figure 2.7, il reste a` spe´cifier les transforme´es L et D de´finissant
respectivement le domaine de mode´lisation et le domaine de minimisation de l’EQM. Nous
allons conside´rer les possibilite´s suivantes :
1. Domaine de mode´lisation : L = Id ou L = log | · |, la me´thode correspondante est appele´e
MMG spectral ou MMG log spectral.
2. Domaine de minimisation de l’EQM : D = Id ou D = log | · |, la me´thode correspondante
est appele´e EQM spectrale ou EQM log spectrale.
Chaque me´thode est ainsi de´finie par un duo MMG / EQM et les trois me´thodes que nous
allons de´crire sont :
1. MMG spectral / EQM spectrale (Sec. 2.4.1) [Benaroya-03],
2. MMG spectral / EQM log spectrale (Sec. 2.4.1) [Ephraim-85],
3. MMG log spectral / EQM log spectrale (Sec. 2.4.2) [Burshtein-99].
Pour ces trois me´thodes, le bloc “se´paration” du sche´ma repre´sente´ figure 2.7 est de´crit par
la figure 2.8. A partir de la TFCT du me´lange X(t, f) et des parame`tres des mode`les Λ1 et Λ2,
des masques temps - fre´quence Mk, k = 1, 2 (Sec. 2.1.2), c’est-a`-dire des ensembles des gains
re´els Mk(t, f) ≥ 0, sont calcule´s pour deux sources. Ensuite, les estimations de la TFCT des
sources Ŝk(t, f) sont obtenues en multipliant X(t, f) par ces gains (2.5). Chaque masque Mk
est calcule´ de telle fac¸on que l’estimation S ′k(t, f) = Mk(t, f)X(t, f) minimise une mesure de
distorsion donne´e (2.13). Les sources estime´es sˆk(n) sont enfin reconstruites dans le domaine
temporel.
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Fig. 2.8 – Se´paration avec des me´thodes base´es sur des MMG.
2.4.1 Mode´lisation des spectres par des MMG
Benaroya [Benaroya-03] propose de mode´liser les spectres a` court terme par des MMG. On
appellera ces mode`les MMG spectraux et on les notera Λspeck , k = 1, 2. Les spectres a` court terme
des deux sources Sk(t) sont mode´lise´s comme des vecteurs ale´atoires complexes circulaires de
densite´ MMG, avec des vecteurs moyens nuls et des matrices de covariance diagonales Rk,i =
diag[r2k,i(f)]f , c’est-a`-dire :
p(Sk(t)|Λspeck ) =
∑
i
uk,iNC(Sk(t); 0¯, Rk,i), k = 1, 2, (2.15)
ou` uk,i ≥ 0 sont les poids des gaussiennes satisfaisants
∑
i uk,i = 1. La densite´ de probabilite´ d’un
vecteur ale´atoire gaussien complexe circulaire NC(·) est de´finie dans l’annexe A.1 (Eq. (A.2)).
Les MMG spectraux sont parame´trise´s comme suit : Λspeck = {uk,i, Rk,i}i, k = 1, 2.
La diagonale de chaque matrice de covariance [r2k,i(f)]f repre´sente une Densite´ Spectrale de
Puissance (DSP) locale. Ainsi, chaque mode`le explique la source mode´lise´e par un nombre fini
de formes spectrales caracte´ristiques, ou bien un ensemble de DSP (Sec. 2.1.4). Pour donner un
exemple, un MMG spectral a` 16 e´tats est repre´sente´ sur la figure 2.9.
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Fig. 2.9 – MMG spectral a` 16 e´tats. Chaque e´tat i est repre´sente´ par sa DSP : log r2i (f).
2.4.1.1 Apprentissage des MMG spectraux
L’apprentissage des mode`les est base´ sur le crite`re du MV (2.12) avec L = Id. En pra-
tique, l’apprentissage utilise l’algorithme EM (Expectation-Maximisation) [Dempster-77]. Pour
les MMG spectraux, les formules de re´estimation des parame`tres [Benaroya-03a] sont re´sume´es
par l’algorithme 2. L’algorithme des K-moyennes [McQueen-67] est utilise´ pour l’initialisation
de EM.
Algorithme 2 Algorithme EM pour l’apprentissage d’un MMG spectral Λspeck = {uk,i, Rk,i}i a`
partir des donne´es d’entraˆınement Yk (les parame`tres estime´s a` la l-e`me ite´ration de EM sont
note´s par (l) en exposant).
1. Calculer les poids γ
(l)
i (t) satisfaisant
∑
i γ
(l)
i (t) = 1 et
γ
(l)
i (t) ∝ u(l)k,iNC
(
Yk(t); 0¯, R
(l)
k,i
)
, (2.16)
ou` le symbole ∝ signifie la proportionnalite´ et NC(·) est de´fini selon (A.2).
2. Mettre a` jour les poids de gaussiennes uk,i :
u
(l+1)
k,i =
1
T
∑
t
γ
(l)
i (t) (2.17)
3. Mettre a` jour les matrices de covariances Rk,i :
r
2,(l+1)
k,i (f) =
∑
t γ
(l)
i (t)|Yk(t, f)|2∑
t γ
(l)
i (t)
(2.18)
2.4.1.2 Estimateur minimisant l’EQM spectrale
Conside´rons la mesure de distorsion suivante :
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dspec(Ŝk, Sk) = ‖Ŝk − Sk‖22 =
∑
t,f
|Ŝk(t, f)− Sk(t, f)|2, (2.19)
Si l’on souhaite minimiser cette mesure de distorsion, appele´e ensuite l’EQM spectrale, en utili-
sant l’expression (2.14), on arrive a` la formule suivante pour le masque M1 [Benaroya-03] :
Mwien ada1 (t, f) =
∑
i,j
γi,j(t)
r21,i(f)
r21,i(f) + r
2
2,j(f)
, (2.20)
ou` γi,j(t) est la probabilite´ de choisir la paire d’e´tats (i, j) pour l’observation X(t), satisfaisant∑
i,j γi,j(t) = 1 et
γi,j(t) , P (q1(t) = i, q2(t) = j|X(t),Λ1,Λ2) ∝ u1,iu2,jNC(X(t); 0¯, R1,i + R2,j), (2.21)
ou` NC(·) est de´fini selon (A.2).
Ce masque satisfait Mwien ada1 (t, f) ∈ [0, 1] et l’estimation des sources revient a` effectuer un
filtrage de Wiener ponde´re´ ou bien adaptatif.
Notons que quand chaque mode`le Λk est compose´ d’un seul e´tat, c’est-a`-dire d’une seule
DSP r2k = [r
2
k(f)]f , on revient au filtrage de Wiener “simple” (“non” adaptatif) [Wiener-49] :
Mwien1 (t, f) =
r21(f)
r21(f) + r
2
2(f)
(2.22)
2.4.1.3 Estimateur dur vs. estimateur doux
En faisant des expe´riences sur la se´paration voix / musique, nous avons remarque´ que parmi
les probabilite´s γi,j(t) pour un t donne´, il y a souvent une probabilite´ γi∗(t),j∗(t)(t) qui domine
beaucoup les autres, c’est-a`-dire que cette probabilite´ vaut presque 1 et par conse´quent les autres
valent presque 0, car leur somme vaut 1. Ainsi, il est possible de faire une approximation pour
le calcul du masque Mwien ada1 en remplac¸ant la somme des filtres de Wiener dans l’e´quation
(2.20) par un seul filtre de Wiener correspondant au couple d’e´tats le plus probable :
Mwien ada(dur)1 (t, f) =
r21,i∗(t)(f)
r21,i∗(t)(f) + r
2
2,j∗(t)(f)
, (2.23)
avec
(i∗(t), j∗(t)) = arg max
(i,j)
γi,j(t) (2.24)
Maintenant, on voit que c’est cette approximation qui est utilise´e dans l’algorithme 1 sche´matise´
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sur la figure 2.2. Les e´quations (2.24) et (2.23) correspondent aux e´quations (2.8) et (2.9) avec
la mesure de ressemblance Θ de´finie par l’expression (2.21).
Nous appelons les estimateurs du type (2.23) estimateurs durs par opposition aux estimateurs
du type (2.20) que nous appelons estimateurs doux.
L’utilite´ potentielle d’un estimateur dur est que son utilisation pourra permettre d’acce´le´rer
significativement l’algorithme de se´paration, si l’on trouve une astuce permettant d’e´viter la
recherche exhaustive d’un couple d’e´tats (2.24) comme le font Roweis [Roweis-01] et Pontoppidan
[Pontoppidan-03] (voir aussi Sec. 2.2.2.1). Remarquons e´galement qu’on peut envisager d’utiliser
une solution interme´diaire entre l’estimateur dur et l’estimateur doux en calculant le masque
comme une somme ponde´re´e de quelques filtres de Wiener correspondant aux quelques couples
d’e´tats les plus probables.
Nous verrons dans le chapitre 4 consacre´ aux expe´rimentations pre´liminaires que pour la
se´paration voix / musique, l’utilisation des estimateurs durs ne change pas significativement les
performances de se´paration par rapport aux estimateurs doux.
Par la suite, tous les estimateurs sont introduits sous la forme douce, mais il est sous-entendu
qu’ils peuvent eˆtre e´galement utilise´s sous la forme dure.
2.4.1.4 Estimateur minimisant l’EQM log spectrale
Conside´rons maintenant une autre mesure de distorsion, qu’on va appeler l’EQM log spec-
trale :
dlog(Ŝk, Sk) =
∑
t,f
∣∣∣log |Ŝk(t, f)| − log |Sk(t, f)|∣∣∣2 (2.25)
En utilisant (2.14) avec D(Sk) = log |Sk|, il est possible d’obtenir le masque pour l’EQM log
spectrale [Ephraim-85] :
Mspec log1 (t, f) =
∑
i,j
γi,j(t)
[
log
r21,i(f)
r21,i(f) + r
2
2,j(f)
+
E1(θi,j)
2
]
, (2.26)
ou` θi,j =
r21,i(f)|X(t,f)|2
[r21,i(f)+r
2
2,j (f)]r
2
2,j (f)
et E1(θ) =
∫∞
θ
e−t
t dt est connue sous le nom de l’inte´grale exponen-
tielle et peut eˆtre calcule´ nume´riquement de fac¸on efficace (voir [Press-92], pages 222 – 226). Les
probabilite´s γi,j(t) sont calcule´es en utilisant (2.21).
2.4.1.5 Une remarque sur la phase
Il faut remarquer que dans l’expression de l’EQM log spectrale (2.25), la phase de la TFCT
∠Sk(t, f) = arg Sk(t, f) n’est pas prise en compte. C’est-a`-dire que, contrairement aux exigences
de la section 2.3.3, la transforme´e D(Sk) = log |Sk| n’est pas inversible.
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Formellement, il faut ajouter l’EQM de la phase
dphase(Ŝk, Sk) =
∑
t,f
∣∣∣ej∠ bSk(t,f) − ej∠Sk(t,f)∣∣∣2 (2.27)
a` l’EQM log spectrale (2.25). En utilisant la de´finition de MMG spectral (2.15) et la de´finition
d’un vecteur gaussien complexe [Kay-93] (voir Eq. (A.2) et Fig. A.1), on peut en de´duire que la
phase est distribue´e uniforme´ment entre 0 et 2pi :
∠Sk(t, f) ∼ U(0, 2pi) (2.28)
C’est-a`-dire qu’il n’y a aucune connaissance a priori sur la phase. Dans ce cas, Ephraim [Ephraim-92]
montre que l’estimation minimisant l’EQM de la phase (2.27) est la phase du me´lange ∠X(t, f).
Cela reste vrai pour toutes les me´thodes conside´re´es ici. Sur la figure 2.8, cela transparaˆıt par
le fait que la TFCT complexe du me´lange X(t, f) est multiplie´e par un gain re´el Mk(t, f).
Cet estimateur de la phase rejoint l’intuition. En effet, si l’on n’a pas de connaissances a
priori sur la phase, il vaut mieux ne rien modifier et laisser la phase de me´lange.
2.4.2 Mode´lisation des log spectres par des MMG
Burshtein et Gannot [Burshtein-99] proposent de mode´liser les logarithmes des spectres par
des MMG. On appellera ces mode`les MMG log spectraux et on les notera Λlogk , k = 1, 2. Les
logarithmes des spectres des deux sources Sk(t) , log |Sk(t)| sont mode´lise´s par des MMG avec
des vecteurs moyens µk,i et des matrices de covariance diagonales Rk,i :
p
(
Sk(t)
∣∣∣Λlogk ) =∑
i
uk,iN(Sk(t);µk,i, Rk,i), k = 1, 2, (2.29)
ou` la densite´ d’un vecteur gaussien re´el N(·) est de´finie selon l’e´quation (A.1).
De plus, il est suppose´ que, comme pour les MMG spectraux (2.15), la phase de la TFCT
est distribue´e uniforme´ment entre 0 et 2pi. Ces MMG sont parame´trise´s comme suit : Λ logk =
{uk,i, µk,i, Rk,i}i, k = 1, 2.
Avec cette mode´lisation, les DSP locales sont repre´sente´es par les vecteurs moyens µk,i plutoˆt
que par les diagonales des matrices de covariance [r2k,i(f)]f , comme dans le cas des MMG spec-
traux. En effet, selon l’e´quation (2.29) les moyennes [µk,i(f)]f de´terminent la forme spectrale
typique et les variances [r2k,i(f)]f la variation de cette forme. Pour donner un exemple, un MMG
log spectral a` 16 e´tats est repre´sente´ figure 2.10. Ce mode`le est appris sur les meˆme donne´es que
celui repre´sente´ figure 2.9.
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Fig. 2.10 – MMG log spectral a` 16 e´tats. Chaque e´tat est repre´sente´ par sa DSP : µi(f) et DSP
± l’e´cart-type : µi(f)± ri(f).
2.4.2.1 Apprentissage des MMG log spectraux
Comme pour les MMG spectraux (Sec. 2.4.1), l’apprentissage est base´ sur le crite`re du MV
(2.12) avec L = log | · | et il est re´alise´ en pratique a` l’aide de l’algorithme EM [Dempster-77]. Les
formules de re´estimation des parame`tres pour les MMG log spectraux [Rabiner-89] sont re´sume´es
par l’algorithme 3. L’algorithme des K-moyennes [McQueen-67] est utilise´ pour l’initialisation
de EM.
2.4.2.2 Distribution approche´e du log spectre de me´lange
Pour calculer l’estimateur minimisant l’EQM log spectrale, il faut pouvoir calculer la dis-
tribution du log spectre du me´lange X(t) = log |X(t)|. Nous approchons l’e´quation du me´lange
(2.3) par l’expression suivante [Burshtein-99, Reddy-04] 6 :
|X(t, f)|2 ≈ |S1(t, f)|2 + |S2(t, f)|2 (2.34)
on obtient :
X(t, f) ≈ 1
2
log [exp{2S1(t, f)}+ exp{2S2(t, f)}] , G[S1(t, f),S2(t, f)] (2.35)
Les distributions de S1(t) et S2(t) sont connues (2.29). Pour simplifier le calcul de la distribu-
tion de X(t), la fonction non line´aire G est souvent approche´e [Nadas-89, Moreno-96, Roweis-01].
6Dans la litte´rature [Burshtein-99, Reddy-04] l’approximation (2.34) est explique´e de la manie`re suivante : il
est suppose´ que S1(t, f) et S2(t, f) sont des variables ale´atoires complexes et qu’elles sont de´corre´le´es, c’est-a`-dire
E[S1(t, f)S2(t, f)] = 0, ou` V¯ est le conjugue´ d’un nombre complexe V . Ensuite, en partant de l’e´quation du
me´lange (2.3), on montre, graˆce a` la de´corre´lation, que E[|X(t, f)|2] = E[|S1(t, f)|
2] + E[|S2(t, f)|
2]. Enfin, en
remplac¸ant l’ope´ration E[| · |2] par | · |2 on obtient l’approximation (2.34). Toutefois, cette explication reste tre`s
discutable, puisque S1(t, f) et S2(t, f) ne sont pas des variables ale´atoires
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Algorithme 3 Algorithme EM pour l’apprentissage d’un MMG log spectral Λlogk =
{uk,i, µk,i, Rk,i}i a` partir des donne´es d’entraˆınement Yk , log |Yk| (les parame`tres estime´s
a` la l-e`me ite´ration de EM sont note´s par (l) en exposant).
1. Calculer les poids γ˜
(l)
i (t) satisfaisant
∑
i γ˜
(l)
i (t) = 1 et
γ˜
(l)
i (t) ∝ u(l)k,iN
(
Yk(t);µk,i, R
(l)
k,i
)
, (2.30)
ou` N(·) est de´fini selon (A.1).
2. Mettre a` jour les poids de gaussiennes uk,i :
u
(l+1)
k,i =
1
T
∑
t
γ˜
(l)
i (t) (2.31)
3. Mettre a` jour les vecteurs moyens µk,i :
µ
(l+1)
k,i (f) =
∑
t γ˜
(l)
i (t)Yk(t, f)∑
t γ˜
(l)
i (t)
(2.32)
4. Mettre a` jour les matrices de covariances Rk,i :
r
2,(l+1)
k,i (f) =
∑
t γ˜
(l)
i (t)
(
Yk(t, f)− µ(l+1)k,i (f)
)2
∑
t γ˜
(l)
i (t)
(2.33)
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Les approximations suivantes se trouvent dans la litte´rature :
– MIXMAX (Mixture Maximum) [Nadas-89] : la fonction G est approche´e par le maximum
de S1(t, f) et S2(t, f) :
G[S1(t, f),S2(t, f)] ≈ max[S1(t, f),S2(t, f)] (2.36)
– VTS (Vector Taylor Series) [Moreno-96] : conditionnellement a` la paire d’e´tats (i, j), la
fonction G est approche´e par son de´veloppement en se´rie de Taylor d’ordre 1, calcule´ au
point (µ1,i(f), µ2,j(f)) :
G[S1(t, f),S2(t, f)] ≈
≈ G[µ1,i(f), µ2,j(f)] +∇G[µ1,i(f), µ2,j(f)]
[
S1(t, f)− µ1,i(f)
S2(t, f)− µ2,j(f)
]
(2.37)
Toujours conditionnellement a` (i, j), la distribution de X(t) est gaussienne, car l’approxi-
mation est line´aire et les distributions de S1(t) et S2(t) sont gaussiennes.
– MeanMAX (Mean Maximum) [Roweis-01] : conditionnellement a` (i, j), le me´lange X(t)
est suppose´ gaussien avec les parame`tres suivants :
{
X(t, f) ∼ N (µ1,i(f), r21,i(f)), µ1,i(f) ≥ µ2,j(f)
X(t, f) ∼ N (µ2,j(f), r22,j(f)), µ1,i(f) ≤ µ2,j(f)
(2.38)
Ces approximations sont compare´es sur la figure 2.11. Premie`rement, on peut remarquer
qu’en e´loignant les moyennes de S1(t, f) et S2(t, f), toutes les approximations s’approchent de
la distribution exacte. Deuxie`mement, la pre´cision des approximations semble de´croˆıtre dans
l’ordre de leur pre´sentation. Nous verrons dans le chapitre 4 consacre´ aux expe´rimentations
pre´liminaires que les performances de se´paration de´croissent aussi dans le meˆme ordre. L’ap-
proximation MIXMAX est donc la plus pre´cise et c’est celle que nous utiliserons dans la section
suivante pour pre´senter l’estimateur minimisant l’EQM log spectrale.
2.4.2.3 Estimateur minimisant l’EQM log spectrale
Avec l’approximation MIXMAX (2.36), on peut obtenir l’estimateur minimisant l’EQM log
spectrale (2.25). Le gain M1(t, f) de cet estimateur se calcule comme suit [Burshtein-99] :
Mlog log1 (t, f) = exp
∑
i,j
γ˜i,j(t)
[
µ1,i(f)− r21,i(f)Υ1,i(t, f)−X(t, f)
]
Υ2,j(t, f)
Υ1,i(t, f) + Υ2,j(t, f)
 , (2.39)
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Fig. 2.11 – En haut : Distributions gaussiennes de S1(t, f) et de S2(t, f) conditionnellement a` la
paire d’e´tats (i, j). Deux sce´narios sont repre´sente´s : moyennes proches (a` gauche) et moyennes
e´loigne´es (a` droite). En bas : distribution exacte du me´lange X(t, f) et des approximations.
ou` les probabilite´s γ˜i,j(t) (satisfaisant
∑
i,j γ˜i,j(t) = 1) et les grandeurs Υk,i(t, f) sont calcule´es
selon les formules suivantes :
γ˜i,j(t) ∝ u1,iu2,j
∏
f
[φ1,i(t, f)Φ2,j(t, f) + φ2,j(t, f)Φ1,i(t, f)] (2.40)
Υk,i(t, f) , φk,i(t, f)/Φk,i(t, f) (2.41)
avec les grandeurs φk,i(t, f) et Φk,i(t, f) de´finies comme :
φk,i(t, f) , N
(
X(t, f);µk,i(f), r
2
k,i(f)
)
(2.42)
Φk,i(t, f) , Φ
[
X(t, f)− µk,i(f)
rk,i(f)
]
(2.43)
ou` la densite´ N(·) est de´finie par (A.1) 7 et la fonction Φ(·) (la fonction de re´partition de la loi
normale centre´e de variance unitaire) est de´finie comme :
Φ(τ) =
∫ τ
−∞
1√
2pi
e−
w2
2 dw =
1
2
[
1 + erf
(
τ√
2
)]
(2.44)
ou` erf s’appelle fonction d’erreur (erf(τ) = 2√
pi
∫ τ
0 e
−w2dw).
Pour ce qui concerne l’estimation de la phase de la TFCT, la meˆme remarque que dans la
7Car X(t, f) dans (2.42) est un scalaire, c’est un cas particulier de la formule (A.1) pour une variable ale´atoire,
c’est-a`-dire un vecteur ale´atoire de taille 1.
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section 2.4.1.5 peut eˆtre faite.
2.5 Conclusion
Le proble`me de se´paration de sources avec un seul capteur a` e´te´ formule´ et un e´tat de l’art
sur les me´thodes base´es sur des mode`les a priori a` e´te´ pre´sente´.
Dans cette the`se, nous allons utiliser les MMG comme mode`les des sources, sachant que
l’extension aux MMC est assez facile a` faire. Les me´thodes base´es sur les MMG semblent pro-
metteuses pour de nombreuses taˆches de se´paration de sources avec un seul capteur. Cependant,
ces me´thodes souffrent de proble`mes majeures, notamment dans le cas des classes sonores de
grande variabilite´ :
1. il est difficile de construire des bases d’entraˆınement repre´sentatives,
2. e´tant limite´ en pratique par des ressource calculatoires, on ne peut pas traiter des mode`les
de tre`s grand taille.
Ainsi, nous avons besoin de passer aux expe´rimentations pour
– de´terminer, si les proble`mes annonce´s se manifestent pour la taˆche de se´paration voix / mu-
sique,
– choisir une me´thode particulie`re parmi les me´thodes base´es sur les MMG, pre´sente´es sec-
tion 2.4.
Avant de passer aux expe´rimentations nous avons besoin d’introduire des outils d’e´valuation
et de diagnostic des algorithmes de se´paration, ce qui sera fait dans le chapitre 3. Les expe´rimentations
pre´liminaires seront ensuite pre´sente´es dans le chapitre 4.
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Chapitre 3
Evaluation et diagnostic
Dans ce chapitre nous pre´sentons d’abord diffe´rentes techniques d’e´valuation des algorithmes
de se´paration. Ensuite, nous introduisons des estimateurs oracle permettant de calculer les li-
mites de performance de se´paration.
3.1 Evaluation de la qualite´ de se´paration
La “qualite´ de se´paration” n’est pas une notion absolue. En effet, comme il est remarque´ dans
la section 1.3, la se´paration est souvent effectue´e en visant une application particulie`re. Dans
ce cas, la qualite´ de se´paration est conditionne´e par l’application vise´e, puisqu’une me´thode de
se´paration peut donner de meilleurs re´sultats pour une application que pour une autre. Par
exemple, pour l’estimation du pitch de la voix chante´e, il faut bien se´parer les sons voise´s de
la voix, tandis que les sons non voise´s peuvent eˆtre se´pare´s moins bien (a` la limite ils peuvent
meˆme eˆtre supprime´es dans l’estimation de source de la voix). En revanche, cela ne sera pas
acceptable pour la reconnaissance de la parole chante´e, car les sons non voise´s contiennent des
informations sur les consonnes prononce´es. Ainsi, si une me´thode de se´paration est de´veloppe´e
pour une application particulie`re, il est souvent plus judicieux d’e´valuer cette me´thode au travers
de cette application.
Cependant, parfois, on a besoin de de´velopper une me´thode de se´paration en s’affranchissant
de toute application e´ventuelle ou bien de la de´velopper pour plusieurs applications diffe´rentes.
Dans ce cas, on peut utiliser des mesures objectives de performance de se´paration qui ne
de´pendent pas (en tous cas pas directement) de l’application vise´e.
Ainsi, nous distinguons des proce´dures d’e´valuation de deux types :
1. Evaluation de´pendant de l’application, c’est-a`-dire au travers de l’application vise´e.
Les sources se´pare´es sont utilise´es par l’application vise´e et un re´sultat est obtenu. Ensuite,
la qualite´ de ce re´sultat est mesure´e en utilisant une mesure de performance pour cette
69
70 Evaluation et diagnostic
application (Fig. 3.1 (A)). Par exemple, si l’application vise´e est la reconnaissance auto-
matique de la parole, la pre´cision de reconnaissance des mots (voir par ex. [Ozerov-03])
peut eˆtre choisie comme mesure de performance d’application.
2. Evaluation inde´pendant de l’application, c’est-a`-dire en utilisant une mesure ob-
jective de performance de se´paration. La performance de se´paration est souvent estime´e
comme un degre´ de ressemblance des sources estime´es sˆk aux sources originales sk (Fig. 3.1 (B)).
Ainsi, les sources originales doivent eˆtre disponibles dans le cadre expe´rimental. Le degre´ de
ressemblance peut eˆtre calcule´ diffe´remment, d’ou` les diffe´rentes mesures de performance.
Séparation Application visée
Mesure de 
performance 
d'application
Résultat
Mesure de 
performance 
de séparation
Influence indirecte de l'application
via le choix d'une mesure
Séparation
+
(A) : Evaluation dépendant de l'application
(au travers de l'application visée)
(B) : Evaluation indépendant de l'application
(en utilisant une mesure de performance    
de séparation)
Fig. 3.1 – Deux types de proce´dures d’e´valuation d’un syste`me de se´paration de sources. (A) :
Evaluation de´pendant de l’application. (B) : Evaluation inde´pendant de l’application.
Notons que l’e´valuation inde´pendant de l’application (a` l’aide d’une mesure de performance
de se´paration) peut eˆtre influence´e par une application vise´e de manie`re indirecte. En effet, pour
une application donne´e certaines mesures de performance de se´paration sont plus pertinentes
que d’autres. Ainsi, une application vise´e peut influencer la proce´dure d’e´valuation inde´pendant
de l’application via le choix d’une mesure particulie`re (Fig. 3.1).
Nous allons e´valuer le syste`me de se´paration voix / musique sous les deux angles a` la fois,
Mesures de performance de se´paration 71
c’est-a`-dire inde´pendamment et de´pendamment de l’application. Le syste`me sera de´veloppe´ en
utilisant une mesure de performance de se´paration (inde´pendamment de l’application). Certaines
mesures de performance de se´paration seront pre´sente´es dans la section suivante. A la fin du
de´veloppement du syste`me de se´paration, son apport pour l’estimation du pitch de la voix
chante´e sera mesure´ (e´valuation de´pendant de l’application). La mesure utilise´e pour e´valuer la
qualite´ de l’estimation du pitch (mesure de performance pour l’application vise´e) sera pre´sente´e
a` son tour dans le chapitre 13.
3.2 Mesures de performance de se´paration
Comme il est remarque´ section 1.2.2, certaines me´thodes de la se´paration de sources per-
mettent d’estimer chaque source originale sk a` une transformation pre`s (par ex. a` un gain pre`s
ou a` un filtre pre`s) et a` une permutation pre`s des indices. Ainsi, une des particularite´s des me-
sures de performance pour la se´paration est qu’elles doivent eˆtre invariantes par rapport a` ces
transformations et aux permutations des indices des sources [Gribonval-03, Vincent-05a]. Dans
le cas du proble`me de se´paration de sources avec un seul capteur, tel qu’il est formule´ dans le
chapitre 2 (voir e´quation (2.2)), il n’y a pas besoin que la mesure de performance soit inva-
riante ni par rapport aux transformations, ni par rapport aux permutations des indices. Ainsi,
les mesures de performance pour le de´bruitage de la parole qui ne posse`dent pas ces invariances
peuvent eˆtre re´utilise´es directement pour la se´paration.
La suite de cette section est organise´e de manie`re suivante :
– pre´sentation des mesures de performance he´rite´es du de´bruitage de la parole,
– pre´sentation des mesures de performance pour la se´paration de sources,
– introduction des mesures normalise´es qui sont de´veloppe´es dans le cadre de cette the`se et
posse`dent des proprie´te´s inte´ressantes.
3.2.1 Mesures he´rite´es du de´bruitage de la parole
Les mesures suivantes de´veloppe´es au de´part pour le de´bruitage de la parole sont conside´re´es
ici :
– Le Rapport Signal a` Bruit (RSB) [Deller-99] :
RSB(sˆk, sk) = 10 log10
[ ‖sk‖22
‖sˆk − sk‖22
]
(3.1)
– Le RSB Segmental qui est la moyenne des RSB calcule´s sur de segments temporels de
courte dure´e (typiquement 15 - 25 msec.) [Deller-99].
– La Distorsion du Log Spectre (DLS) [Valin-04] :
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DLS(sˆk, sk) =
1
T
T∑
t=1
 1
F
F∑
f=1
(
10 log10
|Sk(t, f)|2 + 
|Ŝk(t, f)|2 + 
)2 12 (3.2)
ou` Sk(t, f) et Ŝk(t, f)
1 sont des Transforme´es de Fourier a` Court Terme (TFCT) de sk et
sˆk. Pour calculer cette TFCT, nous utiliserons la meˆme feneˆtre d’analyse que celle utilise´e
pour la se´paration. La constante  est ajoute´e pour e´viter que ce crite`re ne devienne e´gal
a` −∞ quand Sk(t, f) = 0. Elle correspond a` un bruit dont l’e´nergie est 100 dB plus petite
que celle de la source, autrement dit, elle est calcule´e comme suit :  = 10−100/10‖Sk‖22.
3.2.2 Mesures pour la se´paration de sources
Cette section pre´sente des mesures de performance pour la se´paration de sources. Bien que
ces mesures [Gribonval-03, Vincent-05a] aient e´te´ introduites initialement pour des proble`mes
de se´paration de sources avec plusieurs capteurs et plusieurs sources (1.3) ou (1.4), elles seront
pre´sente´es ici pour notre cadre de travail (voir e´quation (2.2)).
Le Rapport Source a` Distorsion (RSD) [Gribonval-03] est de´fini comme suit :
RSD(sˆk, sk) = 10 log10
[
〈sˆk, sk〉2
‖sˆk‖22‖sk‖22 − 〈sˆk, sk〉2
]
(3.3)
ou` sˆk est une estimation de la source sk.
Le RSD est invariant aux gains multiplicatifs des sources estime´es. Cette proprie´te´ est at-
tribue´e au RSD puisque, pour le mode`le du me´lange line´aire instantane´ (1.3), les sources ne
peuvent eˆtre estime´es qu’aux gains multiplicatifs pre`s.
Le RSD peut eˆtre aussi partage´ entre un Rapport Source a` Interfe´rences (RSI) et un Rapport
Source a` Artefacts (RSA) [Gribonval-03] ce qui permet de faire de meilleurs diagnostics. De plus,
ces mesures ont e´te´ ge´ne´ralise´es pour devenir invariantes par rapport aux filtres constants ou
variables au cours du temps [Vincent-05a].
3.2.3 Mesures normalise´es
Un des proble`mes des mesures pre´sente´es pre´ce´demment est qu’elles repre´sentent des gran-
deurs absolues. Expliquons ceci sur un exemple.
Conside´rons deux me´langes x′ = s1 + s′2 et x
′′ = s1 + s′′2 et supposons que l’e´nergie de s
′
2
soit beaucoup moins importante que celle de s′′2. Ainsi, dans le me´lange x
′ la premie`re source s1
est moins pollue´e par la deuxie`me source que dans le me´lange x′′. Il est facile de concevoir que
1Nous avons volontairement note´ la TFCT de l’estimation bSk = TFCT[TFCT
−1(bSk)] par une lettre ajoure´e
pour pouvoir la diffe´rencier de l’estimation de la TFCT bSk, qui en ge´ne´ral ne co¨ıncide pas avec bSk, car la TFCT
est une transforme´e redondante. Nous reviendrons sur ce point par la suite.
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dans la plupart des cas, en appliquant le meˆme algorithme pour estimer la source s1 a` partir
de x′ et x′′, on obtiendra un meilleur (plus grand) RSD(sˆ1, s1) dans le premier cas que dans le
deuxie`me. Ceci n’est pas duˆ a` une meilleure performance de l’algorithme dans le premier cas,
mais au fait que la source s1 est moins pollue´e par la deuxie`me source de`s le de´part.
Ainsi, la comparaison des RSD calcule´s sur des re´sultats de se´paration des me´langes diffe´rents
(sans prendre en compte les rapports des e´nergies des sources dans ces me´langes) pourra mener
a` des conclusions biaise´es. Pour la meˆme raison, le RSD moyen calcule´ pour un algorithme teste´
sur des se´quences diffe´rentes ne refle`tera pas la performance moyenne obtenue sur ces se´quences.
De plus, nous avons observe´ que le RSD calcule´ en remplac¸ant l’estimation de source sˆ1 par
le me´lange x, c’est-a`-dire RSD(x, sk), repre´sente dans un certain sens le rapport des e´nergies des
sources ou bien la difficulte´ de la taˆche a` accomplir. Par exemple, on voit sur la figure 3.2 que
pour le 5-e`me enregistrement, le RSD(sˆk, sk) est tre`s petit, meˆme ne´gatif, et ceci est duˆ au fait
que le RSD(x, sk) est petit. Autrement dit, pour cet enregistrement la se´paration est difficile de`s
le de´part.
Nous proposons dans cette the`se d’utiliser des mesures normalise´es repre´sentant des gran-
deurs relatives. Une mesure normalise´e est l’ame´lioration de la mesure correspondante par rap-
port a` la “se´paration passive” qui consiste a` prendre le me´lange x pour l’estimation de source.
Ainsi, une mesure normalise´e repre´sente l’effort fait par un algorithme de se´paration par rapport
a` ne rien faire en prenant x pour l’estimation de source (“se´paration passive”).
Par exemple, le RSD Normalise´ (RSDN) [Ozerov-05a] mesure l’ame´lioration du RSD entre
le signal non traite´ x et l’estimation sˆk :
RSDN(sˆk, sk, x) = RSD(sˆk, sk)−RSD(x, sk) (3.4)
Un exemple de calcul du RSDN a` partir de RSD(sˆk, sk) et RSD(x, sk) (la difficulte´ de la taˆche)
est repre´sente´ sur la figure 3.2.
- =
(A) Mesure absolue (C) Mesure relative(B) Difficulté de la tâche
Fig. 3.2 – Interpre´tation du RSDN pour la se´paration de 5 enregistrements diffe´rents. La barre
verticale au milieu de chaque graphe repre´sente l’e´cart-type.
De la meˆme fac¸on, la DLS Normalise´e (DLSN) [Ozerov-05a] est de´finie comme l’ame´lioration
de la DLS (3.2) entre x et sˆk :
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DLSN(sˆk, sk, x) = DLS(x, sk)−DLS(sˆk, sk), (3.5)
Cette ide´e de normalisation e´tait de´ja` apparue dans la litte´rature. Par exemple, Ayewah et
Seidel [Ayewah-04] utilisent pour le de´bruitage de la parole l’augmentation du RSB (RSB ↑)
calcule´e en utilisant le meˆme principe.
Nous pensons que les mesures normalise´es s’appliquent beaucoup plus largement aux proble`mes
de se´paration de sources. C’est sont ces mesures, notamment le RSDN et la DLSN, que nous
allons utiliser dans le but de notre e´valuation.
3.3 Estimateurs oracles et limites de performance
Les masques oracles ont e´te´ mentionne´s section 2.1.3. Ici nous faisons une introduction plus
conse´quente de la notion d’estimateur oracle [Vincent-05b] permettant de calculer les limites de
performance qu’on ne peut pas envisager de de´passer avec la me´thode de se´paration choisie.
Remarquons que dans le cas des me´thodes base´es sur des MMG, l’estimation d’une source sˆk
ne de´pend que du me´lange x et du masque temps - fre´quenceMk = [Mk(t, f)]t,f (Fig. 2.2 et 2.8).
Il est donc possible d’exprimer cette estimation comme sˆk = g(x,Mk), ou` g(·, ·) est une certaine
transforme´e. Le masque Mk appartient a` un ensemble de masques admissibles M de´pendant
de la me´thode de se´paration. Ici, on conside`re M[0,1] = {Mk|Mk(t, f) ∈ [0, 1]} pour le filtrage
de Wiener ponde´re´ (2.20) et M+ = {Mk|Mk(t, f) ≥ 0} pour les me´thodes minimisant l’EQM
log spectrale (2.26) et (2.39). Etant donne´ une mesure de performance h(sˆk, sk, x), l’estimateur
oracle consiste a` trouver le masque M∗k ∈ M qui donne la meilleure performance [Vincent-05b] :
s∗k = g(x,M∗k), M∗k = arg maxMk∈M h(g(x,Mk), sk, x) (3.6)
Cet estimateur permet de calculer, pour un jeu de donne´es, la limite de performance qui ne
peut pas eˆtre de´passe´e avec la me´thode correspondante.
Remarquons que ge´ne´ralement des limites de performances calcule´es a` l’aide d’oracles sont
trop optimistes. En effet, chaque gain d’un masque temps - fre´quence oracle M∗k est finement
re´gle´ en utilisant la connaissance des sources sk. De plus, par analogie a` ce qui est remarque´
section 2.1.3, l’hypothe`se de WDO (2.4) e´tant ve´rifie´e, une masque temps - fre´quence oracle M∗k
me`ne a` une estimation exacte de la source (s∗k = sk). Ainsi, d’une part il ne faut pas eˆtre de´c¸u
tout de suite si on est loin des limites de performances indique´es par des oracles, d’autre part,
il faut eˆtre tre`s content si on arrive a` s’en approcher.
En pratique il est difficile de calculer l’oracle (3.6) pour les mesures de performance RSDN et
DLSN, car il devient complique´ d’optimiser analytiquement le proble`me de maximisation (3.6).
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En remplacement, on calcule les estimateurs oracles pour le Rapport Signal a` Bruit (RSB)
spectral de´fini directement dans le domaine de la TFCT comme :
RSBspec(Ŝk, Sk) = 10 log10
[
‖Sk‖22
‖Ŝk − Sk‖22
]
(3.7)
Puis les valeurs du RSDN et de la DLSN sont calcule´es sur les sources estime´es a` l’aide des
masques oracles correspondants.
Cela peut eˆtre re´sume´ par des e´tapes suivantes :
1. Calculer le masque oracle pour le RSB spectral (3.7) et un ensemble de masques admissibles
M (M[0,1] ou M+) :
M∗k = arg maxMk∈M RSBspec(Mk ×X,Sk), (3.8)
ou` l’ope´ration × signifie la multiplication des matrices e´le´ment par e´le´ment. Selon l’en-
semble des masques admissibles (M[0,1] ou M+), ce masque oracle se calcule comme suit :
M∗+k (t, f) = max
[
0,
1
|X(t, f)|2<
(
X(t, f)Sk(t, f)
)]
ou (3.9)
M∗[0,1]k (t, f) = min
[M∗+k (t, f), 1] , (3.10)
ou` V¯ repre´sente le conjugue´ d’un nombre complexe V et <V repre´sente sa partie re´elle.
2. Calculer la source estime´e a` l’aide du masque oracle : s∗k = TFCT
−1(M∗k ×X).
3. Calculer des valeurs du RSDN et de la DLSN (voir (3.4), (3.5)) a` partir de s∗k, sk et x.
Les valeurs du RSDN et de la DLSN ainsi obtenues ne sont plus de ve´ritables limites de
performances qui ne peuvent pas eˆtre de´passe´e. Elles peuvent eˆtre de´passe´es en ge´ne´ral, car
nous avons utilise´ le RSB spectral pour le calcul du masque oracle (3.8) au lieu d’utiliser le
RSDN ou la DLSN. Cependant, ces oracles approche´s donnent des performances presque aussi
optimistes que des vrais oracles, et c’est toujours un de´fi d’essayer de s’en approcher.
Nous utiliserons les oracles approche´s dans le cadre des expe´rimentations mene´es dans le
chapitre suivant. Leur utilisation nous permettra de calculer des performances (trop optimistes
en ge´ne´ral) qui peuvent eˆtre potentiellement atteintes avec les techniques de masquage e´tudie´es.
3.4 Re´sume´
Apre`s avoir passe´ en revue les mesures de performance utilise´es pour la se´paration de sources
ainsi que pour le de´bruitage de la parole, nous avons introduit de nouvelles mesures normalise´es.
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Ces mesures semblent plus approprie´es pour exprimer la performance moyenne d’un algorithme
de se´paration sur plusieurs enregistrements diffe´rents.
De plus, nous avons pre´sente´ des estimateurs oracles permettant de calculer les limites de
performance d’un algorithme de se´paration. Pour certaines mesures de performance, il est difficile
de calculer les oracles. Dans ce cas, nous avons propose´ de calculer des oracles approche´s qui ne
permettent plus d’obtenir des limites de performances, mais des performances assez e´leve´es et
tre`s optimistes qui peuvent eˆtre atteintes avec les techniques de masquage utilise´es.
Certains outils d’e´valuation et de diagnostic pre´sente´s ici seront utilise´s pour les expe´rimentations
pre´liminaires mene´es dans le chapitre suivant. Notamment, nous utiliserons des mesures norma-
lise´es, telles que le RSDN et la DLSN, et des oracles approche´s calcule´s pour ces mesures.
Chapitre 4
Expe´rimentations pre´liminaires dans
le cadre de la se´paration
voix / musique
Ce chapitre pre´sente quelques expe´rimentations dans le cadre de se´paration de la voix chante´e
par rapport a` la musique ambiante dans des chansons populaires. Nous avons proce´de´ a` ces
expe´rimentations pour fixer certains parame`tres, pour consolider la me´thode de se´paration uti-
lise´e par la suite, et pour identifier des limitations des me´thodes actuelles. Ceci permettra de
de´finir ensuite la proble´matique traite´e dans cette the`se. Nous avons de´ja` annonce´ certaines
limitations majeures, qui peuvent eˆtre re´sume´es comme l’incapacite´ de mode´liser assez finement
des classes sonores de grande variabilite´. Ainsi, ces expe´rimentations nous permettrons de voir
comment ces limitations se manifestent pour la se´paration voix / musique.
4.1 Proble`me de se´paration voix / musique
Dans le contexte de la taˆche particulie`re de se´paration voix / musique, il est suppose´ que
chaque enregistrement (mono) d’une chanson
x(n) = sv(n) + sm(n) (4.1)
est une somme de deux sources : la voix sv(n) et de la musique sm(n)
1. Le proble`me reste le
meˆme (Chap. 2), c’est-a`-dire trouver des estimations de la voix sˆv(n) et de la musique sˆm(n).
1Pour ne pas confondre ces deux sources particulie`res (c’est-a`-dire la voix et la musique), a` chaque fois quand
il s’agit de la se´paration voix / musique, les indices v et m sont utilise´s a` la place des indices 1 et 2.
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4.2 Objectifs des expe´rimentations pre´liminaires
Les objectifs principaux des expe´rimentations pre´liminaires sont :
– identifier les limitations des me´thodes base´es sur des MMG,
– choisir certains parame`tres (la taille et le type de la feneˆtre d’analyse de la TFCT),
– affiner la me´thode de se´paration base´e sur des MMG (MMG spectral / log spectral, EQM
spectrale / log spectrale),
– illustrer expe´rimentalement certaines affirmations faites dans la section 2.4 (par ex. la
pre´cision des estimateurs durs),
4.3 Mesures de performance
Pour mesurer la performance de se´paration, nous utilisons les mesures normalise´es que nous
avons introduites dans la section 3.2.3, notamment le RSDN (3.4) et la DLSN (3.5).
Dans le cadre de l’application de la se´paration voix / musique a` l’indexation audio (Sec. 1.3),
nous sommes surtout inte´resse´s par l’estimation de la voix sˆv. Ainsi, les performances que nous
pre´sentons par la suite (par ex. les RSDN) sont calcule´es pour la voix (c’est-a`-dire RSDN(sˆv, sv, x))
et non pas pour la musique.
Pour estimer la performance globale, nous utilisons la moyenne des RSDN ou des DLSN
calcule´s pour tous les enregistrements de test.
4.4 Description des donne´es expe´rimentales pour la se´paration
Avant de passer aux expe´rimentations, nous pre´sentons les donne´es expe´rimentales, c’est-a`-
dire les donne´es d’apprentissage des mode`les ge´ne´raux Λv et Λm et les donne´es de test pour la
se´paration.
La base d’entraˆınement du mode`le ge´ne´ral de voix Λv contient 34 extraits de voix chante´e
issus de chansons populaires. Chaque extrait dure approximativement une minute. Le mode`le
ge´ne´ral de musique Λm est appris sur 30 extraits de musique populaire sans voix. Chaque extrait
dure e´galement environ une minute.
La base d’e´valuation contient 6 chansons du meˆme genre pour lesquelles les pistes de voix et
de musique sont disponibles se´pare´ment, ce qui permet d’e´valuer la performance de la se´paration
en comparant l’estimation a` l’original. La taille me´diocre de cette base d’e´valuation est lie´e au
fait qu’il est difficile de trouver des donne´es de ce type.
La base d’entraˆınement et celle d’e´valuation sont bien distinctes entre elles, notamment les
oeuvres d’un meˆme artiste n’interviennent jamais dans les deux bases.
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Tous les enregistrements utilise´s sont en mono et e´chantillonne´s a` 11025 Hz. Nous avons
choisi cette fre´quence d’e´chantillonnage car elle nous semble eˆtre un bon compromis entre la
qualite´ et la complexite´ calculatoire. En particulier, ce choix est base´ sur le fait qu’a` l’heure
actuelle, la qualite´ audio des signaux qu’on peut obtenir a` l’aide des techniques de se´paration de
sources mono-capteur est assez basse. De plus, pour l’application que nous allons traiter par la
suite, c’est-a`-dire pour l’estimation du pitch de la voix chante´e, la fre´quence d’e´chantillonnage
de 11025 Hz paraˆıt suffisante.
4.5 Expe´rimentations et re´sultats
Les quatre expe´rimentations pre´sente´es par la suite apportent des re´ponses aux questions
suivantes :
1. choix des parame`tres de la TFCT (taille et type de la feneˆtre d’analyse),
2. effet de l’he´te´roge´ne´ite´ entre donne´es d’apprentissage et de test et effet du dimensionnement
des mode`les (nombre d’e´tats),
3. choix du domaine de mode´lisation (MMG spectral / log spectral) et de la mesure de
distorsion minimise´e (EQM spectrale / log spectrale),
4. pre´cision des estimateurs durs par rapport aux estimateurs doux,
4.5.1 Choix de la feneˆtre d’analyse
En utilisant le masque oracle M∗[0,1]v (3.10) pour estimer les sources, nous avons e´tudie´ le
comportement du RSDN (3.4) moyen en fonction de la taille et du type de feneˆtre d’analyse de
la TFCT (Fig. 4.1). Le meilleur re´sultat est obtenu avec une feneˆtre de Hamming de taille 1024
e´chantillons (soit 93 ms), qui sera utilise´e pour le reste des expe´riences mene´es dans cette the`se.
Notons que la taille optimale de la feneˆtre (93 ms) est beaucoup plus longue que celle habi-
tuellement utilise´e pour l’analyse de la parole parle´e (20 - 50 ms). Ceci est peut-eˆtre lie´ au fait
que pour la voix chante´e, ainsi que pour la musique, la dure´e moyenne de la stationnarite´ locale
est plausiblement plus longue que celle de parole parle´e.
4.5.2 Effet de l’he´te´roge´ne´ite´ entre donne´es d’apprentissage et de test et effet
du dimensionnement des mode`les
En plus des mode`les ge´ne´raux Λv et Λm, nous conside´rons ici les mode`les ide´aux λ
Idl
v et
λIdlm . Ces mode`les sont appris sur les sources se´pare´es sv et sm disponibles dans le contexte
expe´rimental. La performance de se´paration obtenue avec ces mode`les, qui est inaccessible dans
un cadre d’application re´elle, joue le roˆle d’une borne empirique supe´rieure pour les performances
80 Expe´rimentations pre´liminaires dans le cadre de la se´paration voix / musique
Fig. 4.1 – Le comportement du RSDN moyen pour l’estimateur oracle en fonction de la taille
et du type de feneˆtre d’analyse de la TFCT.
qui pourraient eˆtre atteintes avec des mode`les de meˆme structure et meˆme taille obtenus dans
un contexte re´aliste (par ex. mode`les ge´ne´raux).
Avec les MMG spectraux (2.15) et l’estimateur minimisant l’EQM spectrale (2.20), nous
avons teste´ l’effet sur le RSDN du nombre de gaussiennes (d’e´tats) des MMG de voix et de
musique Q = Qv = Qm dans les configurations suivantes :
1. Mode`les ge´ne´raux Λv et Λm appris sur les donne´es d’entraˆınement yv et ym (Alg. 2).
2. Mode`les ide´aux λIdlv et λ
Idl
m appris sur les sources se´pare´es sv et sm (inaccessibles dans un
cadre re´el). L’algorithme 2 a e´te´ e´galement utilise´ pour cet apprentissage, en remplac¸ant
Yk par Sk.
Les performances moyennes pour six chansons de test sont re´sume´es sur la figure 4.2.
Avec deux mode`les ge´ne´raux Λv et Λm, l’augmentation du nombre de gaussiennes Q n’ame´liore
pas sensiblement la performance par rapport au filtrage de Wiener monogaussien (Q = 1), voire
la fait le´ge`rement de´croˆıtre. Remarquons que dans le cas Q = 1, le RSDN moyen de 5.2 dB
est obtenu par un filtrage line´aire simple avec un filtre de Wiener passe haut dont la fre´quence
de coupure est situe´e vers 300 Hz (Fig. 4.4). En regardant les mode`les ge´ne´raux a` 16 e´tats
(Fig. 4.5 (A) et (C)), on pourrait dire que le mode`le de voix est plus structure´ que celui de
musique.
Cependant, avec les mode`les ide´aux λIdlv et λ
Idl
m qui sont bien adapte´s aux sources, mais
irre´alistes en pratique, les performances sont bien meilleures qu’avec les mode`les ge´ne´raux et ces
performances peuvent eˆtre sensiblement ame´liore´es en augmentant le nombre de gaussiennes.
En effet, le RSDN moyen s’ame´liore de 6 dB en passant de Q = 1 a` Q = 32. Un mode`le de
musique ide´al est repre´sente´ sur la figure 4.5 (D).
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Les re´sultats de´taille´s (le RSDN pour chaque chanson de test) de la meˆme expe´rience
repre´sente´s sur la figure 4.3 confirment les tendances observe´es en moyenne.
La conclusion importante qui peut eˆtre tire´e de cette expe´rience est que pour cette taˆche
de se´paration, il n’y a pas d’inte´reˆt a` utiliser des mode`les ge´ne´raux, car ils ne permettent pas
d’ame´liorer sensiblement les performances moyennes par rapport au cas trivial du filtrage de
Wiener monogaussien (Q = 1). Par contre, il existe des mode`les de meˆme structure, tels que des
mode`les ide´aux, dont l’utilisation permet de de´passer conside´rablement cette limitation. Tre`s
vraisemblablement, ceci est duˆ au fait que les mode`les ide´aux sont bien adapte´s aux sources
se´pare´es. Cependant, l’utilisation de ces mode`les n’est pas re´aliste. Ainsi, la question cruciale
est d’obtenir de manie`re re´aliste des mode`les bien adapte´s aux sources.
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Fig. 4.2 – RSDN moyen pour six chansons de test en fonction du nombre d’e´tats des mode`les
Q = Qv = Qm et pour les diffe´rents types de mode`les. Ligne continue : Mode`les ge´ne´raux
(Λv,Λm) ; Pointille´s : Mode`les ide´aux (borne empirique) (λ
Idl
v , λ
Idl
m ).
4.5.3 Effets du domaine de mode´lisation et de la mesure de distorsion
Nous allons comparer les trois me´thodes de se´paration base´es sur des MMG, qui sont
pre´sente´es dans la section 2.4, afin de choisir la me´thode qui sera utilise´e par la suite. Chaque
me´thode est de´finie par les deux caracte´ristiques suivantes :
– domaine de mode´lisation : MMG spectral (Sec. 2.4.1) ou MMG log spectral (Sec. 2.4.2),
– crite`re d’erreur minimise´ : EQM spectrale (2.19) ou EQM log spectrale (2.25),
et les me´thodes e´tudie´es correspondent aux trois combinaisons suivantes :
1. MMG spectral / EQM spectrale (Sec. 2.4.1) [Benaroya-03],
2. MMG spectral / EQM log spectrale (Sec. 2.4.1) [Ephraim-85],
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Fig. 4.3 – RSDN de´taille´ pour six chansons de test en fonction du nombre d’e´tats des mode`les
Q = Qv = Qm et pour diffe´rents types de mode`les. Ligne continue : Mode`les ge´ne´raux (Λv ,Λm) ;
Pointille´s : Mode`les ide´aux (borne empirique) (λIdlv , λ
Idl
m ).
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Fig. 4.4 – (A) : MMG ge´ne´ral de voix a` 1 e´tat (c’est-a`-dire la DSP de voix). (B) : MMG ge´ne´ral
de musique (la DSP de musique). (C) : Filtre de Wiener pour l’estimation de voix.
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(C) Modèle général de musique (MMG spectral)
(A) Modèle général de voix (MMG spectral) (B) Modèle général de voix (MMG log spectral)
(D) Modèle idéal de musique (MMG spectral)
Fig. 4.5 – MMG a` 16 e´tats. Pour les MMG spectraux (2.15) chaque e´tat i est repre´sente´ par sa
DSP : log r2i (f). Pour le MMG log spectral (2.29) chaque e´tat i est repre´sente´ par sa DSP : µi(f)
et DSP ± l’e´cart-type : µi(f) ± ri(f). (A) : Mode`le ge´ne´ral de voix (spectral). (B) : Mode`le
ge´ne´ral de voix (log spectral). (C) : Mode`le ge´ne´ral de musique (spectral). (D) : Mode`le ide´al
de musique (spectral).
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3. MMG log spectral / EQM log spectrale (Sec. 2.4.2) [Burshtein-99].
Nous allons comparer ces me´thodes en utilisant deux mesures de performance : le RSDN et
la DLSN.
Notons que pour un meilleur RSDN, il semble plus approprie´ d’utiliser des MMG spectraux
et de minimiser l’EQM spectrale. En effet, les mesures RSB (3.1) et RSD (3.3) sont toutes les
deux des fonctions de l’EQM dans le domaine temporel. La seule diffe´rence qualitative entre ces
deux mesures est l’invariance aux gains multiplicatifs des sources pour le RSD. Par conse´quent,
pour avoir un meilleur RSDN, il faut minimiser l’EQM temporelle. Ainsi, sachant que la TFCT
est une transforme´e line´aire, il semble plus judicieux de mode´liser les spectres et de minimiser
l’EQM spectrale, plutoˆt que de faire la meˆme chose dans le domaine log spectral.
De meˆme, pour une meilleure DLSN, il semble plus approprie´ d’utiliser des MMG log spec-
traux et de minimiser l’EQM log spectrale. Cela peut eˆtre explique´ par un raisonnement similaire
a` celui donne´ pour le RSDN dans paragraphe pre´ce´dent.
Ainsi, nous nous attendons a priori a` ce qu’en basculant progressivement du domaine spectral
au domaine log spectral, le RSDN se de´grade et la DLSN s’ame´liore.
Nous avons compare´ les trois me´thodes annonce´es avec des mode`les ide´aux λIdlv et λ
Idl
m a`
32 e´tats chacun (Qv = Qm = 32). Les algorithmes 2 et 3 ont e´te´ utilise´s pour l’apprentissage
des MMG spectraux et des MMG log spectraux. Pour chaque me´thode, les deux mesures de
performance (le RSDN et la DLSN) sont calcule´es. De plus, pour la troisie`me me´thode (MMG
log spectral / EQM log spectrale) les diffe´rentes approximations (MIXMAX (2.36), VTS (2.37)
et MeanMAX (2.38)) sont teste´es.
Les re´sultats, accompagne´s par des re´fe´rences de performance obtenues avec des oracles
approche´s, sont re´sume´s dans le tableau 4.1.
Comparons d’abord les trois approximations pour la me´thode MMG log spectral / EQM log
spectrale. Notons que les DLSN sont comparables pour les approximations MIXMAX et VTS.
Cependant, le RSDN est bien meilleur pour l’approximations MIXMAX par rapport a` VTS.
L’approximation MeanMAX donne les plus mauvaises performances pour les deux mesures. Ces
re´sultats rejoignent notre supposition sur les pre´cisions de ces approximations (voir Sec. 2.4.2.2).
L’approximation MIXMAX est la plus pre´cise, ensuite c’est VTS, et enfin MeanMAX.
Ensuite, comparons les performances des trois me´thodes de se´paration e´tudie´es. Comme on
s’y attendait, en passant progressivement du domaine spectral dans le domaine log spectral, le
RSDN se de´grade. Par contre, la DLSN ne s’ame´liore pas de fac¸on monotone. En effet, la DLSN
est plus mauvaise pour la deuxie`me me´thode (MMG spectral / EQM log spectrale) que pour la
premie`re (MMG spectral / EQM spectrale).
Comme il est de´ja` remarque´ dans la section 3.2.1, l’estimation de la TFCT Ŝk ne co¨ıncide pas
en ge´ne´ral avec la TFCT de l’estimation Ŝk = TFCT[TFCT
−1(Ŝk)] (Ŝk(t, f) 6= Ŝk(t, f)), puisque
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la TFCT est une transforme´e redondante. Nous avons rajoute´ dans le tableau 4.1 les valeurs de
la mesure DLSN’, calcule´e en remplac¸ant la TFCT d’estimation Ŝk(t, f) par l’estimation de la
TFCT Ŝk(t, f) dans l’e´quation (3.2). Cette mesure est ajoute´e a` titre informatif, puisqu’elle ne
peut pas eˆtre calcule´e quand la se´paration est termine´e, car Ŝk(t, f) n’est plus accessible (voir
Fig. 2.8). Remarquons que la mesure DLSN’ peut avoir du sens dans le cas ou` l’on n’est pas
inte´resse´ par la reconstruction du signal dans le domaine temporel et que l’on utilise directement
l’estimation de la TFCT Ŝk(t, f). Par exemple, pour la reconnaissance automatique de la parole
il est possible de calculer les coefficients cepstraux [Vergin-99] directement a` partir de Ŝv(t, f) =
Ŝ1(t, f).
Pour la DLSN’, cette ame´lioration monotone est ve´rifie´e, vraisemblablement parce que la
DLSN’ est plus cohe´rente avec le crite`re d’EQM log spectrale que la DLSN. Le meilleur RSDN
est toujours obtenu pour la premie`re me´thode (MMG spectral / EQM spectrale) et la meilleure
DLSN pour la troisie`me (MMG log spec. / EQM log spec. / approx. VTS).
Dans le contexte de ce travail, nous avons choisi d’utiliser par la suite la me´thode MMG
spectral / EQM spectrale pour les raisons suivantes :
1. Cette me´thode donne le meilleur RSDN.
2. Elle donne e´galement des performances satisfaisantes en termes de DLSN.
3. Parmi les trois me´thodes e´tudie´es, cette me´thode a la moindre complexite´ calculatoire.
4. Pour les MMG spectraux, l’estimateur minimisant l’EQM spectrale peut eˆtre calcule´ de
fac¸on exacte, par opposition aux MMG log spectraux pour lesquels il est ne´cessaire d’avoir
recours a` un calcul approche´.
MMG EQM Approximation RSDN DLSN DLSN’
spectral (2.15) spectrale (2.19) - 16.0 (23.0) 16.0 (25.5) 13.9
spectral (2.15) log spec. (2.25) - 15.3 (23.6) 13.3 (25.6) 14.4
log spec. (2.29) log spec. (2.25)
MIXMAX (2.36) 14.0 (23.6) 17.9 (25.6) 20.3
VTS (2.37) 12.2 (23.6) 18.1 (25.6) 20.0
MeanMAX (2.38) 5.9 (23.6) -1.3 (25.6) -1.1
Tab. 4.1 – Performances des me´thodes en fonction du mode`le MMG, de l’EQM minimise´e et de
l’approximation pour la me´thode MMG log spec. / EQM log spec. (estimateurs doux, voir par
ex. (2.20)). Les re´fe´rences de performance obtenues a` l’aide des oracles approche´s sont indique´es
dans les parenthe`ses. La DLSN’ est ajoute´e a` titre informatif.
4.5.4 Pre´cision des estimateurs durs par rapport aux estimateurs doux
Cette expe´rience a pour but de tester l’efficacite´ des estimateurs durs par rapport aux estima-
teurs doux (Sec. 2.4.1.3). Autrement dit, nous ve´rifions de combien sont alte´re´es les performances
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MMG EQM Approximation RSDN DLSN DLSN’
spectral (2.15) spectrale (2.19) - 15.9 (23.0) 15.7 (25.5) 12.9
spectral (2.15) log spec. (2.25) - 15.2 (23.6) 13.2 (25.6) 14.4
log spec. (2.29) log spec. (2.25)
MIXMAX (2.36) 14.0 (23.6) 17.0 (25.6) 19.7
VTS (2.37) 12.2 (23.6) 17.5 (25.6) 19.5
MeanMAX (2.38) 5.9 (23.6) -1.3 (25.6) -1.1
Tab. 4.2 – Performances des me´thodes en fonction du mode`le MMG, de l’EQM minimise´e et de
l’approximation pour la me´thode MMG log spec. / EQM log spec. (estimateurs durs, voir par
ex. (2.23)).
de se´paration si, au lieu de calculer la somme sur toutes les paires d’e´tats (voir par ex. (2.20)),
seule la paire d’e´tats la plus probable est utilise´e (voir par ex. (2.23)).
Les meˆmes simulations que dans la section pre´ce´dente sont re´alise´es, mais en utilisant les
estimateurs durs. Les re´sultats sont re´sume´s dans le tableau 4.2. En les comparant avec ceux du
tableau 4.1 on observe que les performances sont de´grade´es d’au plus 1 dB.
Ainsi, comme il a e´te´ de´ja` remarque´ dans la section 2.4.1.3, la complexite´ calculatoire des
algorithmes de se´paration peut eˆtre diminue´e significativement si l’on trouve une proce´dure
rapide (probablement approche´e) de recherche de la paire d’e´tats la plus probable permettant
d’e´viter la recherche exhaustive (2.24).
4.6 Conclusion
Le chapitre a pre´sente´ quelques expe´rimentations pre´liminaires dans le cadre de la se´paration
voix / musique. Ces expe´rimentations ont permis de fixer certains parame`tres et de pre´ciser la
me´thode de se´paration que nous allons utiliser dans la suite de ce travail. Nous re´sumons les
choix faits :
– feneˆtre d’analyse de la TFCT : Hamming de taille 93 ms,
– me´thode de se´paration : MMG spectral (2.15) / EQM spectrale (2.19).
De plus, nous avons observe´ qu’avec des mode`les ge´ne´raux, l’augmentation de taille des
mode`les n’ame´liore presque pas les performances moyennes. C’est un ve´ritable proble`me. En
effet, cela signifie que la technique de se´paration e´labore´e avec des MMG multigaussiens ne
marche pas mieux qu’un filtrage line´aire simple (MMG monogaussiens). Vraisemblablement,
cette limitation est lie´e a` la difficulte´ de construction de mode`les ge´ne´raux pertinents pour des
classes sonores tre`s riches, comme la musique par exemple. Cependant, l’utilisation de mode`les
ide´aux, irre´alistes en pratique, donne des performances bien meilleures par rapport aux mode`les
ge´ne´raux et ces performances s’ame´liorent en augmentant les tailles de mode`les.
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Les observations expe´rimentales faites dans ce chapitre serviront pour pre´ciser la proble´matique
lie´e a` l’utilisation de mode`les ge´ne´raux qui sera pre´sente´e et discute´e en de´tails dans le chapitre
suivant.
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Chapitre 5
Proble´matique
Dans le chapitre 2, nous avons pre´sente´ un e´tat de l’art sur les me´thodes de se´paration
base´es sur des mode`les probabilistes a priori, notamment des MMG. Ces me´thodes semblent
assez prometteuses. Cependant, comme il a e´te´ de´ja` mentionne´ (Sec. 2.2.6), elles souffrent de
limitations importantes. Premie`rement, pour des classes sonores de grande variabilite´, il est dif-
ficile en pratique d’accumuler une quantite´ suffisante de donne´es d’entraˆınement repre´sentatives.
Deuxie`mement, la mode´lisation de telles classes sonores ne´cessite des mode`les de grande taille,
et comme conse´quence des ressources calculatoires importantes.
Ainsi, apre`s avoir pre´sente´ dans le chapitre 3 certains outils d’e´valuation et de diagnostic,
nous sommes passe´s dans le chapitre 4 aux expe´rimentation pre´liminaires dans le cadre de la
se´paration voix / musique. Ces expe´rimentations nous montrent qu’en utilisant des mode`les
ge´ne´raux (ou a priori), on n’arrive pas a` ame´liorer sensiblement les performances de se´paration
en augmentant les tailles des mode`les, ainsi que la complexite´ calculatoire. Vraisemblablement,
ceci est duˆ aux limitations d’utilisation des mode`les ge´ne´raux qu’on vient de mentionner.
Dans ce chapitre ces limitations seront discute´es de manie`re plus de´taille´e, afin de de´finir la
proble´matique qui sera traite´e dans la suite de ce travail.
5.1 Limites des mode`les probabilistes a priori
Notons qu’il existe une petite imperfection dans la terminologie actuelle utilise´e pour la
se´paration de sources avec des mode`les a priori. En effet, d’une part on appel la source le signal
Sk qu’on essaye de se´parer a` partir d’un enregistrement particulier. D’autre part, on appel le
mode`le de source le mode`le Λk qui mode´lise l’ensemble des signaux Yk (par exemple la parole, la
voix chante´e, etc.) dont les caracte´ristiques sont cense´es eˆtre proches de celles de la source Sk.
Ainsi, Λk n’est pas un mode`le de la source Sk, mais de l’ensemble des sources. C’est d’ailleurs
pour cela que ce mode`le est appele´ ici mode`le ge´ne´ral. Cette diffe´rence est du meˆme ordre que
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celle entre une variable ale´atoire et sa re´alisation particulie`re. Pour souligner cette distinction,
nous utilisons ici le terme classe sonore (par ex. la voix, la musique, etc.) pour de´signer l’ensemble
des sources mode´lise´es par un mode`le ge´ne´ral Λk.
Une des particularite´s des me´thodes de se´paration base´es sur des mode`les MMG spectraux
est que, pour avoir des re´sultats de se´paration satisfaisants, ces mode`les doivent couvrir assez
finement les proprie´te´s des classes sonores mode´lise´es. En effet, chaque e´ve´nement sonore doit eˆtre
mode´lise´ assez pre´cise´ment par un spectre typique (DSP). Ainsi, il devient difficile en pratique
de bien mode´liser des classes sonores de grande variabilite´ (comme par exemple la musique) pour
les raisons suivantes.
Premie`rement, il est difficile d’obtenir des bases d’entraˆınement repre´sentatives pour des
classes sonores tre`s vastes. Conside´rons par exemple la classe de la musique qui est extreˆmement
vaste. En effet, a` la variabilite´ des diffe´rentes combinaisons d’instruments s’ajoute la variabilite´
des notes et la variabilite´ des accords pour chaque instrument. On peut facilement imaginer
l’apparition dans un extrait musical a` se´parer d’une forme spectrale (correspondant par exemple
a` une combinaison particulie`re de notes) qui n’apparaˆıt jamais dans la base d’entraˆınement
utilise´e. Par conse´quent, dans un MMG de musique appris sur cette base, il n’y a pas d’e´tat
correspondant a` cette forme spectrale, et donc cette forme ne peut pas eˆtre se´pare´e correctement.
Deuxie`mement, meˆme si l’on arrive a` obtenir des bases d’entraˆınement repre´sentatives, elles
doivent eˆtre de taille conside´rable pour couvrir toutes les proprie´te´s des classes sonores de grande
variabilite´ que nous conside´rons ici. Par conse´quent, il faut avoir beaucoup de spectres typiques
(DSP) pour pouvoir approcher assez finement ces donne´es. Autrement dit, cela ne´cessite des
mode`les de grande taille. Par ailleurs, l’utilisation de mode`les de grande taille me`ne a` une com-
plexite´ calculatoire e´leve´e pour la se´paration de l’ordre O(Q1Q2) ope´rations par e´chantillon du
signal (voir par exemple e´quations (2.20) et (2.21)). Nous rappelons que Qk est le nombre d’e´tats
(de DSP) du mode`le Λk et repre´sente ainsi sa taille. Les classes sonores traite´es dans la litte´rature
sont souvent la parole masculine et fe´minine [Roweis-01, Pontoppidan-03, Kristjansson-04, Beierholm-04]
ou des instruments musicaux particuliers [Benaroya-03a, Vincent-04a]. Meˆme dans le cas des ces
classes, qui ne sont pas encore extreˆmement vastes, des mode`les de grande taille sont utilise´s. Par
exemple Kristjansson [Kristjansson-04] utilise Q1 = Q2 = 512 pour la se´paration de la parole
homme / femme, ce qui donne la complexite´ de l’ordre O(512 · 512) ope´rations par e´chantillon
du signal. La classe de la musique que nous traitons dans cette the`se est conside´rablement plus
vaste que la classe de la parole ou la classe d’un instrument musical particulier. Il est donc
crucial de proposer des solutions permettant d’utiliser des mode`les de taille raisonnable.
Ainsi, les deux proble`mes suivants se posent :
1. La difficulte´ d’obtenir des bases d’entraˆınement repre´sentatives pour des classes sonores
tre`s riches.
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2. La complexite´ calculatoire inge´rable due a` la ne´cessite´ d’utiliser des mode`les de grande
taille.
Comme nous l’avons observe´ en faisant les expe´riences pre´liminaires, l’augmentation de tailles
des mode`les ge´ne´raux ne permet par d’ame´liorer sensiblement les performances de se´paration
(Fig. 4.2). Vraisemblablement, cela est lie´ a` ces deux proble`mes a` la fois. Premie`rement, vu la
variabilite´ conside´rable de la musique, la base d’entraˆınement de musique que nous utilisons est
tre`s probablement peu repre´sentative. Par contre, cela concerne moins la base d’entraˆınement
de voix, car la classe sonore de voix chante´e est beaucoup moins variable que celle de musique.
Deuxie`mement, e´tant limite´ en pratique par les ressources calculatoires, on ne peut pas aug-
menter conside´rablement les tailles des mode`les utilise´s, notamment, parce que la complexite´
calculatoire de se´paration est de l’ordre du produit de ces tailles (O(Q1Q2)). L’utilisation de
mode`les de taille raisonnable me`ne a` une mode´lisation trop grossie`re (voir par ex. le MMG de
musique a` 16 e´tats repre´sente´ sur la figure 4.5 (C)).
Il est utile de comprendre comment ces proble`mes s’expriment en termes de la mode´lisation
statistique utilise´e. Supposons que la source Sk est une re´alisation d’un processus ale´atoire
Sk, et que l’ensemble d’entraˆınement Yk est une re´alisation d’un autre processus ale´atoire Yk.
Supposons e´galement que ces processus ale´atoires posse`dent des densite´s pSk(·) et pYk(·). Pour
bien estimer les sources Sk, k = 1, 2 (Sec. 2.3.3) l’ide´al serait de connaˆıtre leurs vraies densite´s
pSk(·). Comme les sources Sk ne sont pas observe´es directement, leurs densite´s sont difficiles
a` estimer, et elles sont remplace´es par les densite´s des ensembles d’entraˆınement pYk(·). Ces
dernie`res sont enfin approche´es par les densite´s des MMG p(·|Λk) dont les parame`tres sont
estime´s en utilisant l’algorithme 2 pre´sente´ dans la section 2.4.1.1. Ainsi, les densite´s pSk(·) sont
remplace´es par p(·|Λk) en deux e´tapes :
pSk(·) → pYk(·) ≈ p(·|Λk) (5.1)
– Le remplacement pSk(·) → pYk(·) a une influence ne´gative quand la base d’entraˆınement
Yk ne contient pas d’exemples dont les caracte´ristiques ressemblent a` celles de la source
Sk. Cela est donc lie´ au proble`me de construction de bases d’entraˆınement repre´sentatives.
– L’approximation pYk(·) ≈ p(·|Λk) est lie´e au proble`me des mode`les de grande taille, car
il faut que le mode`le Λk soit suffisamment riche pour pouvoir bien approcher la densite´
pYk(·).
5.2 L’adaptation comme solution
Pour pouvoir de´passer ces limitations, nous proposons de recourir, quand c’est possible, a` un
sche´ma d’adaptation qui vise a` ajuster a posteriori certaines caracte´ristiques des mode`les a priori
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a` celles des sources dans le me´lange. Autrement dit, le but de cette adaptation est de rapprocher
dans la mesure du possible les densite´s mode´lise´es par les MMG ge´ne´raux des vraies densite´s
des sources pSk(·). Comme nous le verrons par la suite, cette approche permet dans certains cas
d’ame´liorer les mode`les de sources, ainsi que d’utiliser des mode`les de taille raisonnable.
Le reste de ce manuscrit est organise´ de la manie`re suivante. Un formalisme ge´ne´ral d’adap-
tation des mode`les pour la se´paration de sources avec un seul capteur sera introduit dans la
partie II. Ensuite, un syste`me de se´paration voix / musique base´ sur ce formalisme d’adaptation
sera de´veloppe´ dans la partie III et e´value´ dans la partie IV. Enfin, la conclusion ge´ne´rale, ainsi
que quelques perspectives de ce travail, seront pre´sente´es dans la partie V.
Deuxie`me partie
Adaptation des mode`les :
de´veloppement d’un formalisme
ge´ne´ral
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Chapitre 6
Formalisme d’adaptation
Dans le chapitre 5, nous avons pre´sente´ et discute´ en de´tails les limitations importantes
d’utilisation des mode`les statistiques pour la se´paration de sources avec un seul capteur. Ces
limitations sont une complexite´ calculatoire inge´rable et la difficulte´ d’accumuler des donne´es
d’entraˆınement repre´sentatives quand il s’agit de mode´liser des classes sonores de grande varia-
bilite´. Pour pouvoir, dans certains cas, de´passer ces limitations, nous proposons dans cette the`se
d’adapter a posteriori des mode`les ge´ne´raux, en rapprochant certaines de leurs caracte´ristiques
de celles des sources dans le me´lange.
Nous de´veloppons dans ce chapitre un formalisme d’adaptation des mode`les base´ sur un
crite`re d’adaptation baye´sienne Maximum A Posteriori (MAP). Ce formalisme e´tant introduit
ici de manie`re tre`s ge´ne´rale, il sera applique´ pour la se´paration voix / musique dans la partie III.
6.1 Cahier des charges pour l’adaptation
Nous commenc¸ons doucement, en de´finissant une sorte de “cahier des charges” pour l’adap-
tation des mode`les, dont le but est d’expliquer ce que nous attendons de cette adaptation. Ce
cahier des charges est repre´sente´ sous la forme du tableau 6.1.
D’une part, les mode`les ge´ne´raux Λ1 et Λ2 sont appris a` partir des donne´es d’entraˆınement
Y1 et Y2. Leur utilisation est tout a` fait re´aliste, mais ils donnent des performances me´diocres,
en tous cas dans le cas de notre taˆche de se´paration.
D’autre part, les mode`les ide´aux λIdl1 et λ
Idl
2 sont appris a` partir des sources se´pare´es S1 et
S2. Ces mode`les ont e´te´ de´ja` teste´s section 4.5.2 et ils permettent d’obtenir des performances de
se´paration bien meilleures que celles obtenues avec des mode`les ge´ne´raux (Fig. 4.2). Par contre,
l’utilisation de ces mode`les n’est pas re´aliste, car les sources se´pare´es ne sont pas observe´es, c’est
justement elles que l’on cherche a` estimer.
Ainsi, nous souhaitons introduire de nouveaux mode`les, les mode`les adapte´s λ1 et λ2, qui
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Mode`les Obtenus a` partir de Syste`me Performances
ge´ne´raux Λ1 et Λ2
donne´es d’e´ntraˆınement
Y1, Y2
re´aliste bonnes mauvaises 
adapte´s λ1 et λ2
mode`les ge´ne´raux Λ1, Λ2 et
le me´lange X
re´aliste bonnes mauvaises 
ide´aux λIdl1 et λ
Idl
2 sources se´pare´es S1, S2 irre´aliste bonnes mauvaises 
Tab. 6.1 – Cahier des charges pour l’adaptation des mode`les.
sont interme´diaires entre les mode`les ge´ne´raux et les mode`les ide´aux. Premie`rement, nous exi-
geons que, comme pour les mode`les ge´ne´raux, l’utilisation des mode`les adapte´s soit re´aliste.
Deuxie`mement, nous attendons que les mode`les adapte´s donnent de meilleures performances
par rapport aux mode`les ge´ne´raux et que ces performances s’approchent dans la mesure du
possible de celles des mode`les ide´aux.
Puisque l’utilisation des mode`les adapte´s doit eˆtre re´aliste, les sources se´pare´es S1 et S2 ne
peuvent pas eˆtre utilise´es pour leur construction. Ainsi, les mode`les adapte´s doivent eˆtre obtenus
a` partir de toutes les autres connaissances disponibles dans un contexte re´aliste, c’est-a`-dire a`
partir des mode`les ge´ne´raux Λ1, Λ2 et du me´lange X. On pourrait aussi imaginer re´utiliser les
donne´es d’entraˆınement Y1 et Y2, mais cela n’a pas e´te´ l’approche adopte´e dans ce travail.
6.2 Formalisme d’adaptation base´ sur le crite`re MAP
Dans cette section, nous pre´sentons de manie`re assez ge´ne´rale notre proposition concernant
l’adaptation des mode`les sous la forme d’un crite`re d’adaptation MAP.
Nous introduisons dans cette the`se des mode`les adapte´s dont les caracte´ristiques, par oppo-
sition aux mode`les ge´ne´raux Λ1 et Λ2, sont dans la mesure du possible rapproche´es de celles des
sources a` se´parer S1 et S2. Bien que les mode`les adapte´s aient exactement la meˆme structure que
les mode`les ge´ne´raux, afin de bien distinguer ces deux types de mode`les, de nouvelles notations
sont utilise´es pour les mode`les adapte´s, ainsi que pour leurs parame`tres. Les mode`les adapte´s
sont donc note´s λk, k = 1, 2 et parame´trise´s comme λk = {ωk,i,Σk,i}i, ou` ωk,i sont des poids de
gaussiennes et Σk,i = diag[σ
2
k,i(f)]f sont des matrices de covariance.
Comment pourra-t-on proce´der pour adapter les mode`les ? L’ide´al serait de les apprendre
directement sur les sources Sk, comme les mode`les ide´aux λ
Idl
k , en maximisant la vraisemblance
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p(Sk|λk). Par exemple, Benaroya [Benaroya-03a] e´value ses algorithmes de se´paration dans un
contexte similaire. Il apprend les mode`les sur les sources se´pare´es (accessibles dans le cadre
expe´rimental) venant de la premie`re partie d’un extrait musical et il se´pare ensuite la deuxie`me
partie du meˆme extrait. Cela donne de bonnes performances, mais malheureusement une telle
approche n’est possible que dans un contexte expe´rimental. Dans le contexte d’une application
re´elle, les sources Sk ne sont pas observe´es directement, mais via le me´lange X.
Une autre piste est d’essayer d’infe´rer les parame`tres des mode`les directement a` partir du
me´lange X. Par exemple Attias [Attias-03] utilise une telle approche dans le cas multicapteur,
ou` il y a au moins autant de capteurs que de sources. Dans ce cas, la diversite´ spatiale (le fait
que les sources arrivent de directions diffe´rentes) cre´e une structure rigide permettant d’estimer
correctement les mode`les sans aucune autre connaissance a priori. Dans le cas d’un seul capteur
traite´ ici la diversite´ spatiale n’est pas exploitable, ainsi cette approche n’est pas applicable
directement. En effet, on peut par exemple essayer de chercher des mode`les λ1 et λ2 en optimisant
le crite`re du MV suivant :
(λMV1 , λ
MV
2 ) = arg max
(λ′1,λ
′
2)
p(X|λ′1, λ′2) (6.1)
Toutefois, cela ne me`ne pas a` une bonne estimation des mode`les, car dans ce crite`re il n’y a plus
aucune connaissance a priori sur la nature des sources, et il peut exister une infinite´ de solutions
non satisfaisantes.
Ainsi, nous proposons de garder les mode`les ge´ne´raux Λ1 et Λ2 comme des connaissances
a priori et de les adapter (ou de´former certaines de leurs caracte´ristiques) par rapport au
me´lange X en utilisant les techniques d’adaptation baye´sienne au Maximum A Posteriori (MAP)
[Gauvain-94]. Ces techniques d’adaptation ont e´te´ re´cemment applique´es avec succe`s pour la re-
connaissance de la parole [Lee-Huo-00] et la ve´rification du locuteur [Reynolds-00]. Le crite`re
d’estimation MAP consiste a` maximiser la densite´ a posteriori p(λ1, λ2|X) plutoˆt que la vrai-
semblance p(X|λ1, λ2) (6.1). En utilisant la loi de Bayes on peut montrer que cette densite´ a
posteriori se de´compose comme :
p(λ1, λ2|X) = p(X|λ1, λ2)p(λ1, λ2)
p(X)
∝ p(X|λ1, λ2)p(λ1, λ2) (6.2)
avec le facteur de proportion 1/p(X) qui ne de´pend pas des mode`les λk, k = 1, 2 et n’a donc pas
d’influence sur l’optimisation du crite`re. Dans un crite`re MAP, les parame`tres des mode`les sont
conside´re´s comme des re´alisations des variables ale´atoires et il faut de´finir leurs densite´s a priori
p(λ1, λ2). Nous supposons que les parame`tres du mode`le λ1 sont inde´pendants de ceux du mode`le
λ2 et que la densite´ des parame`tres de chaque mode`le est de´finie en fonction des parame`tres du
mode`le ge´ne´ral correspondant Λk. Autrement dit, nous posons p(λ1, λ2) , p(λ1|Λ1)p(λ2|Λ2) et
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nous avons le crite`re MAP suivant :
(λMAP1 , λ
MAP
2 ) = arg max
(λ′1,λ
′
2)
p(X|λ′1, λ′2)p(λ′1|Λ1)p(λ′2|Λ2) (6.3)
Remarquons que la diffe´rence de ce crite`re MAP par rapport au crite`re du MV (6.1) est qu’on
impose des contraintes sur les mode`les adapte´s qui sont de´finies par des lois a priori de´pendant
des mode`les ge´ne´raux Λ1 et Λ2. Ainsi, les mode`les ge´ne´raux jouent toujours le roˆle de connais-
sances a priori sur la nature des sources. Si les lois a priori sont choisies de manie`re judicieuse
(nous abordons la question du choix de ces lois un peu plus tard), on espe`re qu’avec le crite`re
MAP (6.3) il est possible d’obtenir des mode`les adapte´s qui donnent de meilleures performances
de se´paration par rapport a` l’utilisation de mode`les ge´ne´raux. La figure 6.1 illustre comment
le module d’adaptation a posteriori des mode`les a` l’aide du crite`re MAP (6.3) s’inte`gre dans le
sche´ma de se´paration repre´sente´ sur la figure 2.7. Puisque nous avons choisi d’utiliser la me´thode
MMG spectral / EQM spectrale (Sec. 4.5.3), par rapport au sche´ma repre´sente´ figure 2.7, la
figure 6.1 utilise des transformations F , L et D particulie`res, notamment F = TFCT, L = Id et
D = Id.
Nous appelons l’approche propose´e adaptation des mode`les avec des donne´es acoustiques
manquantes. Ce titre refle`te les deux ide´es suivantes :
1. L’adaptation des mode`les correspond a` l’attachement des mode`les adapte´s aux mode`les
ge´ne´raux a` l’aide des lois a priori p(λk|Λk) (6.3).
2. L’utilisations des donne´es acoustiques manquantes correspond au fait que les parame`tres
des mode`les sont estime´s a` partir du me´lange X et non pas a` partir des sources Sk (donne´es
acoustiques) qui sont inaccessibles (manquantes). L’adjectif “acoustiques” a pour but de
ne pas introduire de confusion avec des donne´es manquantes utilise´es dans la terminologie
de l’algorithme EM [Dempster-77].
6.2.1 Repre´sentation a` l’aide des re´seaux baye´siens
Pour mieux expliquer les blocs du sche´ma repre´sente´ figure 6.1 et pour les comparer entre
eux, nous les repre´sentons ici a` l’aide des re´seaux baye´siens (Sec. 2.2.1). Ceci rejoint notre
intention d’utiliser le long de ce travail les re´seaux baye´siens pour repre´senter les mode`les pro-
babilistes utilise´s, ainsi que les algorithmes d’estimation de leurs parame`tres, des sources, etc.
Les re´seaux correspondant aux processus ale´atoires implique´s dans les proce´dures d’apprentis-
sage des mode`les, d’estimation des sources et d’adaptation a posteriori des mode`les (Fig. 6.1)
sont repre´sente´s sur la figure 6.2. Rappelons que qk = [qk(t)]t, k = 1, 2 sont des se´quences des
e´tats cache´s des mode`les MMG. Une des diffe´rences avec la repre´sentation faite figure 2.5 est
que chaque se´quence temporelle (par ex. Sk = [Sk(t)]t) est repre´sente´e par un seul noeud pour
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Fig. 6.1 – Se´paration avec des mode`les adapte´s a posteriori (par rapport au sche´ma repre´sente´
figure 2.7 ici F = TFCT, L = Id et D = Id).
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des raisons de compacite´. De plus, les mode`les sont e´galement repre´sente´s sur ces re´seaux en
forme d’hexagone. Enfin, nous utilisons ici une nouvelle coloration, notamment les noeuds cache´s
dont on souhaite estimer les valeurs ponctuelles conditionnellement aux noeuds observe´s (noirs)
sont colore´s en gris. Les autres noeuds cache´s restent colore´s en blanc. Cette nouvelle coloration
permet de repre´senter sur le re´seau baye´sien le but de la proce´dure d’estimation correspondante.
Expliquons un peu plus en de´tails les re´seaux baye´siens repre´sente´s figure 6.2 :
– Apprentissage des mode`les : L’apprentissage du mode`le Λk est effectue´ a` l’aide du
crite`re du MV (2.12) a` partir des donne´es d’entraˆınement Yk. Une se´quence d’e´tats qk est
ge´ne´re´e a` partir du mode`le Λk. Conditionnellement a` cette se´quence, Yk est un processus
gaussien avec des parame`tres de´finis par le mode`le Λk, d’ou` les de´pendances repre´sente´es
figure 6.2 (A). Les donne´es Yk sont observe´es et le but est d’estimer les parame`tres du
mode`le Λk, d’ou` leurs colorations respectives en noir et en gris.
– Estimation des sources : L’estimation des sources S1 et S2 est effectue´e en utilisant le
crite`re (2.13) a` partir du me´lange X et des mode`les λ1 et λ2. Ainsi, les sources sont colore´es
en gris et le me´lange et les mode`les en noir. Les de´pendances entre λk, qk et Sk (k = 1, 2)
sont exactement les meˆmes qu’entre Λk, qk et Yk pour l’apprentissage (Fig. 6.2 (A)). Enfin,
selon l’e´quation (2.3), le me´lange X est obtenu a` partir des deux sources S1 et S2.
– Adaptation a posteriori des mode`les : Pour l’adaptation des mode`les a` l’aide du
crite`re MAP (6.3), le re´seau baye´sien a la meˆme allure que pour l’estimation des sources
(Fig. 6.2 (B)), sauf les diffe´rences suivantes : au lieu d’estimer les sources S1 et S2, le but
est d’estimer les mode`les adapte´s λ1 et λ2, ils sont donc colore´s en gris. Chaque mode`le
adapte´ λk est relie´ avec le mode`le ge´ne´ral correspondant Λk par la loi a priori p(λk|Λk).
Les mode`les ge´ne´raux sont suppose´s connus (observe´s) et sont donc colore´s en noir.
6.2.2 Roˆle des lois a priori
Abordons maintenant la question du choix des lois a priori de´finies par les densite´s p(λk|Λk).
Il est clair que nous nous retrouvons devant un compromis dans ce choix. D’une part, comme
l’adaptation est effectue´e a` partir du me´lange X, ces lois devraient eˆtre assez restrictives pour
que les mode`les adapte´s λk soient bien attache´s aux mode`les ge´ne´raux Λk, en maximisant ainsi
les chances de converger vers des mode`les pertinents. D’autre part, ces lois devraient quand
meˆme laisser de la liberte´ aux mode`les pour qu’ils puissent s’adapter aux caracte´ristiques des
sources. Les deux cas suivants sont des cas extreˆmes de ce compromis :
1. Les mode`les λk sont trop attache´s aux mode`les ge´ne´raux Λk, c’est-a`-dire qu’il n’y a plus
aucune liberte´ et ils doivent rester e´gaux aux mode`les ge´ne´raux. On revient donc au cas
sans adaptation des mode`les (Fig. 2.7).
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(A) Apprentissage (B) Estimation des sources
(C) Adaptation a posteriori des modèles
Fig. 6.2 – Re´seaux baye´siens correspondants aux processus ale´atoires implique´s dans les
proce´dures d’apprentissage des mode`les, d’estimation des sources et d’adaptation a posteriori des
mode`les (Fig. 6.1). Formes des noeuds : processus continus (ronds), processus discrets (carre´s),
mode`les (hexagones). Coloration des noeuds : noeuds observe´s (noir), noeuds cache´s estime´s
(gris), autres noeuds cache´s (blanc).
2. Les mode`les λk ne sont plus du tout attache´s aux mode`les ge´ne´raux Λk, c’est-a`-dire les lois
a priori sont uniformes non informatives (p(λk|Λk) ∝ const). Ainsi, on se retrouve dans le
cas du crite`re du MV (6.1). Comme cela a de´ja` e´te´ dit, ce crite`re ne me`ne pas a` une bonne
adaptation, car il n’y a plus aucune connaissance a priori sur les sources.
L’adaptation peut eˆtre conside´re´e aussi comme la de´formation de certaines caracte´ristiques
des mode`les ge´ne´raux sur le me´lange X ayant pour but de les rapprocher au mieux des sources.
Au sein d’une telle de´finition de l’adaptation, les lois a priori de´finissent quelles caracte´ristiques
devraient eˆtre de´forme´es et jusqu’a` quel point.
Faire un bon choix des lois a priori est donc tre`s important. Malheureusement, il n’y a pas de
re`gles pre´cises indiquant comment choisir, car ce choix de´pend de nombreux facteurs diffe´rents.
Par exemple, si les mode`les ge´ne´raux sont de´ja` bien repre´sentatifs des sources a` se´parer, il faut
probablement mieux dans ce cas ne pas les adapter du tout. L’adaptation n’est pas une solution
miracle qui marche a` tous les coups. Le seul moyen de ve´rifier que les lois a priori sont choisies
de manie`re approprie´e pour une taˆche de se´paration particulie`re est de tester l’adaptation avec
ces lois et de montrer qu’elle me`ne a` des meilleures performances de se´paration par rapport aux
mode`les ge´ne´raux.
Ne´anmoins nous donnons quelques conseils ge´ne´raux pour choisir, les lois a priori e´tant
vues comme les descriptions des caracte´ristiques des mode`les ge´ne´raux qui sont de´forme´es (ou
adapte´es) sur le me´lange X :
– Premie`rement, il faut mieux choisir peu de caracte´ristiques a` de´former. En effet, comme il
est de´ja` remarque´ au de´but de cette section, en choisissant beaucoup de caracte´ristiques
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de´formables on perd l’attachement aux connaissances a priori (mode`les ge´ne´raux), le
crite`re du MV (6.1) e´tant le cas extreˆme.
– Deuxie`mement, parmi ces caracte´ristiques, il vaut mieux choisir celles dont la de´formation
diminue au plus vite la discordance entre les proprie´te´s des mode`les ge´ne´raux et celles des
sources a` se´parer.
– Enfin, il faut qu’il y ait suffisamment de nouvelles donne´es pour l’adaptation d’une ca-
racte´ristique particulie`re. Au cas contraire cela me`nera a` une suradaptation de cette ca-
racte´ristique.
Les exemples de lois utilisables potentiellement peuvent eˆtre tire´s des nombreuses techniques
d’adaptation applique´es a` la reconnaissance de la parole et a` la ve´rification du locuteur, telles que
MAP [Gauvain-94, Reynolds-00], MLLR (Maximum Likelihood Linear Regression) [Leggetter-95,
Gales-96], SMAP (Structural MAP) [Shinoda-97], EMLLR (Eigenspace-Based MLLR) [Chen-00],
etc. Lee et Huo [Lee-Huo-00] proposent un bon re´capitulatif de ces techniques d’adaptation.
Enfin, pour e´viter des ambigu¨ıte´s, remarquons que la technique d’adaptation MAP [Gauvain-94,
Reynolds-00] correspond a` un choix particulier de lois a priori, ce sont les lois a priori conjugue´es
[Gauvain-94] (la loi Normal - Wishart inverse pour les matrices de covariance et la loi de Dirichlet
pour les poids des gaussiennes). Ici nous appelons adaptation MAP n’importe quelle proce´dure
qui peut eˆtre repre´sente´e sous la forme du crite`re MAP (6.3), quelles que soient les lois a priori.
6.2.3 Positionnement par rapport a` l’e´tat de l’art
Le proble`me de la grande variabilite´ des donne´es d’entraˆınement souleve´ dans la section 5.1
a e´te´ de´ja` aborde´ dans la litte´rature. Il existe des travaux qui proposent d’introduire dans les
mode`les de source des invariances par rapport a` certaines caracte´ristiques physiques, en dimi-
nuant ainsi l’influence de la variabilite´ des donne´es d’entraˆınement. Par exemple la proposition
de Benaroya et al. [Benaroya-06] mentionne´e section 2.2.4 concerne l’utilisation de facteurs de
gains variant au cours du temps, en introduisant ainsi une invariance par rapport a` l’e´nergie
locale du signal. Pour la se´paration des instruments musicaux, Vincent [Vincent-04a] propose
d’utiliser en plus d’autres parame`tres descriptifs repre´sentant le volume, la hauteur et le timbre
de la note musicale correspondant a` un e´tat du mode`le. Ces parame`tres supple´mentaires sont
estime´s a posteriori pour chaque trame, car ils varient au cours du temps. Ainsi, ces approches
peuvent eˆtre vues comme des adaptations locales. Par rapport a` ces travaux, notre formalisme
d’adaptation se diffe´rencie de la manie`re suivante. Dans ces propositions d’adaptation locale,
l’introduction des parame`tres supple´mentaires modifie les structures des mode`les, tandis que
dans notre proposition d’adaptation globale, les mode`les gardent la meˆme structure, le nombre
des parame`tres des mode`les n’est pas modifie´ non plus, et ce sont seulement les valeurs des
parame`tres qui sont modifie´es.
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Rappelons que notre approche appele´e “adaptation des mode`les avec des donne´es acous-
tiques manquantes” re´unit deux aspects a` la fois : l’adaptation et l’estimation des mode`les
a` partir du me´lange X. L’aspect “adaptation” est inspire´ par des techniques d’adaptation uti-
lise´es pour la reconnaissance de la parole et la ve´rification du locuteur [Gauvain-94, Leggetter-95,
Gales-96, Shinoda-97, Reynolds-00, Chen-00, Lee-Huo-00]. L’aspect “estimation des mode`les a`
partir du me´lange” est inspire´ par des travaux sur l’identification du locuteur en pre´sence du
bruit [Rose-94] et sur le groupement aveugle des chansons populaires [Tsai-04]. Dans ces travaux,
un mode`le est estime´ a` partir du me´lange, avec l’autre mode`le fixe´ a priori, mais il n’y a pas de
notion d’adaptation, c’est-a`-dire qu’il n’y a pas d’attachement aux mode`les ge´ne´raux.
Ainsi, les deux contributions principales de notre proposition sont :
1. Regroupement des aspects de l’adaptation et de l’estimation des mode`les a` partir du
me´lange dans un meˆme formalisme.
2. Application de ce formalisme pour la se´paration de sources avec un seul capteur.
6.3 Conclusion
La se´paration de sources par approche statistique est limite´e par les proble`mes de la com-
plexite´ excessive des mode`les et du manque de donne´es d’entraˆınement repre´sentatives.
Pour y reme´dier, nous avons propose´ dans ce chapitre une approche originale d’adaptation
a posteriori des mode`les, qui est susceptible de pouvoir de´passer ces limitations. Inspire´e par
des strate´gies utilise´es en reconnaissance de la parole, cette approche est formule´e comme un
crite`re d’adaptation baye´sienne Maximum A Posteriori (MAP). L’ide´e de cette adaptation est
de de´former certaines caracte´ristiques des mode`les ge´ne´raux pour les adapter aux proprie´te´s des
sources dans le me´lange. Ces caracte´ristiques sont de´finies par des loi a priori repre´sentant le
degre´ d’attachement des mode`les adapte´s aux mode`les ge´ne´raux. Le roˆle de ces lois a e´te´ discute´
en de´tail.
L’approche propose´e semble eˆtre capable de de´passer des limitations des mode`les ge´ne´raux,
ce qui sera e´taye´ par une validation expe´rimentale (partie IV). Au pre´alable, nous allons nous
focaliser sur l’algorithme d’adaptation proprement dit.
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Chapitre 7
Algorithme d’adaptation
Dans ce chapitre, nous de´veloppons un algorithme d’adaptation des mode`les, qui est base´
sur l’algorithme EM [Dempster-77] explicite´ pour l’optimisation du crite`re MAP (6.3).
Comme il a e´te´ remarque´ dans la section 6.2.3, notre approche sur l’adaptation re´unit a` la
fois les deux aspects suivants : “adaptation” et “estimation des mode`les a` partir du me´lange”.
Ainsi, pour le de´veloppement de l’algorithme d’adaptation que nous allons pre´senter, nous nous
sommes inspire´s des deux articles suivants :
– [Gauvain-94] traitant l’aspect “adaptation”,
– [Rose-94] traitant l’aspect “estimation des mode`les a` partir du me´lange”.
Chacun de ces deux travaux traite un des deux aspects inde´pendamment de l’autre et les deux
utilisent l’algorithme EM. Ainsi, l’originalite´ de l’algorithme qui sera de´veloppe´ dans ce chapitre
est son caracte`re de ge´ne´ralisation re´unissant les deux algorithmes pre´sente´s dans [Gauvain-94]
et [Rose-94].
Par ailleurs, nous avons choisi d’utiliser une forme particulie`re que prend l’algorithme EM
dans le cas des familles exponentielles (De´f. 3, Annexe A.2), dont les MMG font partie.
Ainsi, l’algorithme d’adaptation sera pre´sente´ en trois e´tapes, qui correspondent a` diffe´rents
niveaux de ge´ne´ralite´. D’abord il sera pre´sente´ sous sa forme ge´ne´rale, ensuite des pre´cisions
seront apporte´es pour le cas des familles exponentielles, et enfin il sera explicite´ pour les MMG
spectraux.
7.1 Algorithme d’adaptation sous sa forme ge´ne´rale
L’algorithme EM pour l’optimisation d’un crite`re MAP est pre´sente´ dans l’annexe A.3. Pour
pouvoir appliquer cet algorithme dans le cas du crite`re MAP (6.3) on a besoin de spe´cifier les
donne´es observe´es X , les donne´es comple`tes Z, les parame`tres estime´s θ et la densite´ a priori
sur les parame`tres p(θ). Nous choisissons :
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– le me´lange X comme donne´es observe´es (X , X),
– les suites des e´tats cache´s q1 et q2 et les sources S1 et S2 comme donne´es comple`tes
(Z , {q1, S1, q2, S2}),
– les mode`les adapte´s λ1 et λ2 comme parame`tres estime´s (θ , {λ1, λ2}),
– le produit des densite´s a priori sur les mode`les p(λ1|Λ1) et p(λ2|Λ2) comme densite´ a priori
sur les parame`tres (p(θ) , p(λ1|Λ1)p(λ2|Λ2)).
Remarquons que les donne´es observe´es et les donne´es comple`tes sont choisies de fac¸on a` ce
que l’on puisse utiliser l’algorithme EM. En effet, selon l’e´quation de me´lange (2.3) les donne´es
observe´es X s’expriment de fac¸on unique a` partir des donne´es comple`tes Z, notamment X =
S1 + S2, ce qui de´termine la transforme´e Ω reliant les donne´es comple`tes avec les donne´es
observe´es (X = Ω(Z), voir Annexe A.3).
La vraisemblance des donne´es observe´es et celle des donne´es comple`tes s’e´crivent comme :
– p(X|θ) = p(X|λ1, λ2), la vraisemblance des donne´es observe´es,
– p(Z|θ) = p(S1, q1|λ1)p(S2, q2|λ2), la vraisemblance des donne´es comple`tes
Avec ces nouvelles notations, le crite`re MAP (6.3) s’exprime sous la forme du crite`re (A.4).
On peut montrer que dans le cas particulier du crite`re MAP (6.3), l’algorithme EM (A.6), (A.7)
s’e´crit comme suit :
E : Qk(λk, λ
(l)
k ) = ESk,qk
[
log p(Sk, qk|λk)
∣∣∣X,λ(l)1 , λ(l)2 ]+ log p(λk|Λk), k = 1, 2 (7.1)
M : λ
(l+1)
k = arg maxλk
Qk(λk, λ
(l)
k ), k = 1, 2 (7.2)
ou` λ
(l)
1 et λ
(l)
2 de´signent les parame`tres des mode`les estime´s a` la l-e`me ite´ration.
Remarquons que, graˆce a` l’inde´pendance conditionnelle des donne´es comple`tes (p(Z|θ) =
p(S1, q1|λ1)p(S2, q2|λ2)) et des mode`les (p(θ) = p(λ1|Λ1)p(λ2|Λ2)) a` chaque ite´ration, les e´tapes
E et M e´voluent inde´pendamment pour chaque source k = 1, 2. Paralle`lement, il y a toujours des
interactions entre les estimations des mode`les λ
(l)
1 et λ
(l)
2 , car ces deux estimations interviennent
pour le calcul de l’espe´rance conditionnelle a` l’e´tape E (7.1).
7.2 Algorithme d’adaptation pour les familles exponentielles
Maintenant, supposons que les familles des densite´s {p(Sk, qk|λk)}λk , k = 1, 2 sont des fa-
milles exponentielles (De´f. 3, Annexe A.2) et que Tk(Sk, qk) sont des statistiques naturelles
(De´f. 3, Annexe A.2) correspondant a` ces familles.
En utilisant la de´finition des familles exponentielles (A.5) et le fait que la vraisemblance
des donne´es comple`tes p(Z|θ) se factorise comme p(Z|θ) = p(S1, q1|λ1)p(S2, q2|λ2), on peut
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de´duire que {p(Z|θ)}θ est aussi une famille exponentielle avec la statistique naturelle T(Z) =
{T1(S1, q1),T2(S2, q2)}. Ainsi, on peut utiliser pour l’optimisation du crite`re MAP (6.3) l’algo-
rithme EM (A.8), (A.9) pre´sente´ annexe A.3.1, qui prend la forme suivante :
E : T
(l)
k (Sk, qk) = ESk,qk
[
Tk(Sk, qk)
∣∣∣X,λ(l)1 , λ(l)2 ] , k = 1, 2 (7.3)
M : λ
(l+1)
k = fk
(
T
(l)
k (Sk, qk)
)
, k = 1, 2 (7.4)
ou` les fonctions fk (Tk(Sk, qk)), k = 1, 2 sont de´finies comme des solutions des crite`res MAP des
donne´es comple`tes :
fk (Tk(Sk, qk)) , arg max
λ′
k
p(Sk, qk|λ′k)p(λ′k|Λk), k = 1, 2 (7.5)
L’existence de telles fonctions, qui ne de´pendent que des statistiques naturelles (suffisantes)
Tk(Sk, qk), est assure´e par la proprie´te´ 1 (Annexe A.2). Remarquons que ces crite`res MAP (7.5)
correspondent au crite`re (6.3) en supposant de plus que les donne´es comple`tes Z = {q1, S1, q2, S2}
sont observe´es.
L’interpre´tation suivante peut eˆtre donne´e a` cet algorithme EM (7.3), (7.4). Si les donne´es
comple`tes Z = {q1, S1, q2, S2} e´taient observe´es, on pourrait utiliser les crite`res MAP (7.5) et
leurs solutions seraient λk = fk (Tk(Sk, qk)). Cependant, puisqu’elles ne sont pas observe´es, les
valeurs des statistiques naturelles Tk(Sk, qk) sont remplace´es par leurs espe´rances conditionnel-
lement aux donne´es observe´es X (Eq. (7.3)) et aux mode`les estime´s a` l’ite´ration pre´ce´dente.
Ainsi, l’e´tape E (7.3) consiste a` calculer les espe´rances conditionnelles des statistiques natu-
relles et l’e´tape M (7.4) consiste a` estimer les nouveaux parame`tres des mode`les en utilisant ces
espe´rances.
L’algorithme EM (7.3), (7.4) est sche´matise´ sur la figure 7.1. Ce sche´ma permet de mieux
comprendre les interactions entre les diffe´rents blocs de cet algorithme. Remarquons que les
donne´es observe´es X (le me´lange) interviennent seulement dans l’e´tape E et les loi a priori
sur les mode`les p(λk|Λk), k = 1, 2 seulement dans l’e´tape M. Les e´tapes E et M interagissent
entre elles de la manie`re suivante. L’e´tape E envoie a` l’e´tape M les statistiques naturelles qui
sont traite´es inde´pendamment pour chaque source k = 1, 2. L’e´tape M lui renvoie ensuite les
nouvelles estimations des mode`les λ
(l)
1 et λ
(l)
2 .
De plus, on voit maintenant que l’adaptation est effectue´e vraiment a` partir du me´lange
X sans eˆtre passe´e par des estimations interme´diaires des sources. En effet, comme on le voit
sur la figure 7.1, toutes les grandeurs ne´cessaires pour re´estimer les parame`tres des mode`les
(c’est-a`-dire les statistiques naturelles) sont estime´es directement a` partir du me´lange X.
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Étape E Étape M
Critère MAP optimisé
Fig. 7.1 – Algorithme EM pour l’optimisation du crite`re MAP (6.3) dans le cas des familles
exponentielles.
7.3 Statistiques naturelles des MMG et leurs espe´rances condi-
tionnelles
Pour les MMG spectraux, les familles des densite´s {p(Sk, qk|λk)}λk sont des familles ex-
ponentielles et leurs statistiques naturelles s’e´crivent comme suit (voir Annexe B.1 pour une
preuve) :
Tk(Sk, qk) =
{
t0k,i, {t2k,i(f)}Ff=1
}Qk
i=1
, k = 1, 2 (7.6)
c’est-a`-dire chaque statistique Tk(Sk, qk) est un ensemble de Qk + QkF statistiques scalaires
{t0k,i}Qki=1 et {t2k,i(f)}Qk,Fi,f=1. Ces statistiques scalaires sont de´finies comme suit :
1. La statistique t0k,i compte le nombre de fois que l’e´tat i a` e´te´ observe´, c’est-a`-dire
t0k,i ,
∑
t
δ(qk(t), i), et (7.7)
ou` δ(i, j) est le symbole de Kronecker qui vaut 1, si i = j, et vaut 0, si i 6= j.
2. La statistique t2k,i(f) repre´sente l’e´nergie de la TFCT Sk associe´e a` l’e´tat i pour la fre´quence
f , c’est-a`-dire
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t2k,i(f) ,
∑
t
|Sk(t, f)|2δ(qk(t), i), (7.8)
L’algorithme 4 re´sume le calcul des espe´rances conditionnelles (7.3) des statistiques naturelles
(7.6) (voir Annexe B.2 pour une preuve).
Algorithme 4 Calcul des espe´rances des statistiques naturelles (7.6) conditionnellement au
me´lange X et aux mode`les λk = {ωk,i,Σk,i}i, k = 1, 2. Ce calcul est pre´sente´ pour la source S1
(pour la source S2 le calcul est analogue).
1. Calculer les poids γ
(l)
i,j (t) satisfaisant
∑
i,j γ
(l)
i,j (t) = 1 et
γ
(l)
i,j (t) , P (q1(t) = i, q2(t) = j|X,λ(l)1 , λ(l)2 ) ∝ ω(l)1,iω(l)2,jNC(X(t); 0¯,Σ(l)1,i + Σ(l)2,j) (7.9)
2. Calculer l’espe´rance de la DSP pour la paire d’e´tats (i, j) :
〈|S1(t, f)|2〉(l)i,j , ES1 [|S1(t, f)|2 ∣∣∣q1(t) = i, q2(t) = j,X, λ(l)1 , λ(l)2 ] =
=
σ
2,(l)
1,i (f)σ
2,(l)
2,j (f)
σ
2,(l)
1,i (f) + σ
2,(l)
2,j (f)
+
∣∣∣∣∣ σ
2,(l)
1,i (f)
σ
2,(l)
1,i (f) + σ
2,(l)
2,j (f)
X(t, f)
∣∣∣∣∣
2
(7.10)
3. Calculer l’espe´rance conditionnelle de t01,i :
t
0,(l)
1,i , ES1,q1
[
t01,i
∣∣∣X,λ(l)1 , λ(l)2 ] =∑
t
∑
j
γ
(l)
i,j (t), (7.11)
4. Calculer l’espe´rance conditionnelle de t21,i(f) :
t
2,(l)
1,i (f) , ES1,q1
[
t21,i(f)
∣∣∣X,λ(l)1 , λ(l)2 ] =∑
t
∑
j
〈|S1(t, f)|2〉(l)i,j γ(l)i,j (t), (7.12)
Ainsi, nous avons donne´ tous les e´le´ments pour pouvoir adapter des mode`les en utilisant
l’algorithme EM (7.3), (7.4). Il reste a` re´soudre les crite`res MAP (7.5) quand les lois a priori
p(λk|Λk) sont spe´cifie´es.
Sous sa forme actuelle, l’algorithme pre´sente un bon degre´ de ge´ne´ralite´ puisqu’il ne fait pas
d’hypothe`ses sur la nature exacte des lois a priori sur les mode`les λk.
7.4 Conclusion
L’algorithme EM pour l’optimisation du crite`re d’adaptation MAP (6.3) a e´te´ pre´sente´ aux
diffe´rents niveaux de ge´ne´ralite´ suivants :
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– le plus ge´ne´ral : cet algorithme EM peut eˆtre applique´ pour l’adaptation de n’importe quel
mode`le probabiliste a` e´tats cache´s,
– pour les mode`les dont les vraisemblances conjointes des observations et des e´tats cache´es
sont des familles exponentielles,
– pour les MMG spectraux traite´s dans cette the`se,
De cette pre´sentation de´coulent assez naturellement les algorithmes a` mettre en oeuvre pour
les diffe´rents types de mode`les et de lois a priori. C’est ce qui sera mis en e´vidence dans la
partie III de cette the`se, ou` ce formalisme sera de´cline´ dans diffe´rentes situations.
Auparavant, nous pre´sentons plusieurs extensions du formalisme d’adaptation a` partir de
diverses connaissances, qui font intervenir des contraintes parame´triques ou des informations
auxiliaires, meˆme si celles-ci ne sont pas formule´es par un mode`le probabiliste.
Chapitre 8
Extensions du formalisme
d’adaptation
Dans de nombreuses circonstances, les connaissances sur les sources ne s’expriment pas seule-
ment par le me´lange, les mode`les ge´ne´raux et les lois a priori. Dans certaines situations, il peut
eˆtre approprie´ d’utiliser d’autre types de contraintes sur les mode`les adapte´s que des lois proba-
bilistes a priori. En outre, si en plus du me´lange, il existe d’autres informations sur les sources,
il est important de les inte´grer e´galement dans le processus d’adaptation des mode`les.
Ainsi, nous introduisons dans ce chapitre deux extensions du formalisme d’adaptation pre´sente´
dans le chapitre pre´ce´dent :
– l’adaptation contrainte, ou` les lois a priori sont remplace´es par des contraintes parame´triques.
Ceci est inspire´ de technique d’adaptation base´es sur des transformations, telles que par
exemple Maximum Likelihood Linear Regression (MLLR) [Leggetter-95].
– l’inte´gration dans le processus d’adaptation de diverses informations auxiliaires sur les
sources ou les e´tats cache´s des mode`les.
Ces extensions sont e´galement formule´es par des crite`res MAP et repre´sente´es par des re´seaux
baye´siens. Par ailleurs, nous montrons dans ce chapitre que l’algorithme d’adaptation pre´sente´
dans le chapitre 7 se ge´ne´ralise sans difficulte´ pour ces deux extensions.
8.1 Adaptation contrainte
Le principe d’adaptation contrainte consiste a` supposer que les parame`tres de chaque mode`le
adapte´ λk appartiennent a` un sous ensemble de parame`tres admissibles Ξk(Λk) qui de´pend
e´ventuellement des parame`tres du mode`le ge´ne´ral Λk. Comme avant, il est suppose´ que, sur
ce sous ensemble, les parame`tres de λk posse`dent une densite´ a priori qui de´pend aussi du
mode`le ge´ne´ral. La fac¸on la plus simple de le concevoir est de supposer que les parame`tres du
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mode`le adapte´ λk et ceux du mode`le ge´ne´ral Λk sont relie´s entre eux a` l’aide d’une de´formation
parame´trique Ψk, avec les parame`tres de de´formation Ck (que nous appelons aussi parame`tres
libres), notamment λk = Ψk(Ck,Λk).
Ainsi, la proce´dure d’adaptation consiste a` trouver les parame`tres libres C1 et C2 en utilisant
le crite`re MAP suivant :
(C1, C2) = arg max
(C′1,C
′
2)
p
(
X|λ′1 = Ψ1(C ′1,Λ1), λ′2 = Ψ2(C ′2,Λ2)
)
p(C ′1|Λ1)p(C ′2|Λ2), (8.1)
ou` p(Ck|Λk), k = 1, 2 sont des lois a priori sur les parame`tres libres. Les mode`les adapte´s sont
ensuite obtenus comme λk = Ψk(Ck,Λk), k = 1, 2.
Formellement, ce crite`re MAP (8.1) est diffe´rent du crite`re (6.3), mais en pratique on peut
s’y ramener en conside´rant la loi a priori p(λk|Λk) non plus comme une loi probabiliste, mais
simplement comme une contrainte sur le mode`le λk. Dans ce cas, le crite`re (8.1) devient un cas
particulier de (6.3) avec la contrainte compose´e d’une contrainte parame´trique sur le mode`le
λk = Ψk(Ck,Λk) et d’une loi a priori sur les parame`tres libres p(Ck|Λk).
L’adaptation contrainte est repre´sente´e sur la figure 8.1 par un re´seau baye´sien.
Fig. 8.1 – Re´seau baye´sien repre´sentant l’adaptation contrainte. Formes des noeuds : proces-
sus continus (ronds), processus discrets (carre´s), mode`les (hexagones). Coloration des noeuds :
noeuds observe´s (noir), noeuds cache´s estime´s (gris), autres noeuds cache´s (blanc).
Par ailleurs, on peut montrer que le fait de conside´rer la loi a priori simplement comme une
contrainte ne change pas en principe l’algorithme EM (7.3), (7.4) qui prend la forme suivante
dans le cas du crite`re (8.1) :
E : T
(l)
k (Sk, qk) = ESk,qk
[
Tk(Sk, qk)
∣∣∣X,λ(l)1 , λ(l)2 ] , k = 1, 2 (8.2)
M : C
(l+1)
k = gk
(
T
(l)
k (Sk, qk)
)
, λ
(l+1)
1 = Ψk(C
(l+1)
k ,Λk), k = 1, 2 (8.3)
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ou` les fonctions gk (Tk(Sk, qk)), k = 1, 2 sont de´finies comme des solutions des crite`res MAP des
donne´es comple`tes :
gk (Tk(Sk, qk)) , arg max
C′
k
p
(
Sk, qk|λ′k = Ψk(C ′k,Λk)
)
p(C ′k|Λk), k = 1, 2 (8.4)
Enfin, notons que l’adaptation contrainte permet de se´lectionner des caracte´ristiques adap-
tables de´finies par les parame`tres libres Ck et de figer toutes les autres caracte´ristiques. Le degre´
d’adaptabilite´ est de´fini par la loi a priori p(Ck|Λk). Cela permet de choisir des contraintes a
priori assez prudemment, ce qui peut eˆtre essentiel (voir la discussion sur le roˆle des lois a priori
pre´sente´e dans la section 6.2.2).
Remarquons aussi que parmi les techniques d’adaptation utilise´es pour la reconnaissance de la
parole et la ve´rification du locuteur, l’adaptation MLLR [Leggetter-95, Gales-96] et l’adaptation
EMLLR [Chen-00] sont des techniques d’adaptation contrainte.
8.2 Utilisation d’informations auxiliaires
Quand seul le me´lange X est observe´, l’adaptation des mode`les est une taˆche assez difficile,
car on ne peut pas laisser beaucoup de latitude aux mode`les adapte´s, c’est-a`-dire que les lois
a priori doivent eˆtre assez restrictives. Ainsi, si jamais d’autres informations sur les sources Sk
et (ou) sur les se´quences d’e´tats qk sont disponibles, il est tre`s souhaitable de les utiliser pour
l’adaptation. L’utilisation de ces informations, appele´es informations auxiliaires et note´es I,
pourra par exemple mener a` une meilleure identification des e´tats cache´s. Ainsi, on pourra choisir
des lois a priori moins strictes, ce qui me`nera vraisemblablement a` une meilleure adaptation et
e´ventuellement une meilleure se´paration.
On peut distinguer deux types d’informations auxiliaires :
– les informations auxiliaires connues a priori,
– les informations auxiliaires estime´es de manie`re fiable en utilisant certaines me´thodes d’es-
timation sur le me´lange.
Voici quelques exemples d’informations auxiliaires :
1. Conside´rons par exemple une segmentation temporelle en zones d’activite´ des sources de
trois types :
– la source s1 est active,
– la source s2 est active,
– les deux sources sont actives a` la fois.
La connaissance d’une telle segmentation peut eˆtre tre`s utile pour ame´liorer la qualite´ des
mode`les adapte´s. Il est ainsi tre`s souhaitable de l’utiliser comme information auxiliaire.
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Dans ce travail, nous allons utiliser pour la se´paration voix / musique une segmentation
temporelle de la chanson traite´e en parties vocales (avec voix chante´e) et non vocales (sans
voix chante´e), ce qui nous permettra d’ame´liorer conside´rablement le mode`le de musique.
2. Conside´rons maintenant un cas plus ge´ne´ral, quand au lieu de segments temporels, on
connaˆıt des re´gions temps - fre´quence ou` une seule source est active. Ainsi, il s’agit d’une
sorte de “se´paration incomple`te”, ou` l’on identifie laquelle des deux sources domine l’autre
dans certaines re´gions temps - fre´quence. L’utilisation de ces informations auxiliaires au
sein de notre formalisme d’adaptation ressemble beaucoup a` la “the´orie des donne´es man-
quantes” [Ghahramani-93] utilise´e pour la reconnaissance de la parole dans un environne-
ment bruite´ [Cooke-01].
3. Supposons que dans le contexte de se´paration des signaux de parole, nous avons des
mode`les dont les e´tats correspondent aux phone`mes. Dans ce cas, la connaissance des
phrases prononce´es peut conside´rablement restreindre l’ensemble des se´quences d’e´tats
possibles.
4. Pour la se´paration des signaux de parole, Hershey et Casey [Hershey-01] utilisent comme
informations auxiliaires des parame`tres extraits a` partir des vide´os des mouvements des
le`vres correspondant aux signaux audio se´pare´s. L’utilisation de ces informations vide´o
permet d’ame´liorer le re´sultat de se´paration des signaux audio. Dans le cadre de se´paration
de sources multicapteur, cas de´termine´, Rivet et al. [Rivet-04] montrent que l’utilisation
des informations vide´o permet de re´soudre le proble`me des permutations en fre´quence
pour des me´langes convolutifs. Ces informations pourraient eˆtre e´galement utilise´es pour
l’adaptation des mode`les.
La figure 8.2 illustre comment les informations auxiliaires I s’inte`grent dans le re´seau baye´sien
repre´sentant l’adaptation (Fig. 6.2 (C)). Ces informations de´pendent des sources Sk, k = 1, 2 et
des se´quences d’e´tats qk, k = 1, 2. Elles peuvent e´ventuellement de´pendre des mode`les adapte´s
λk, k = 1, 2. Dans ce cas, les mode`les adapte´s doivent eˆtre comple´te´s par des parame`tres qui
ge´ne`rent I.
En inte´grant les informations auxiliaires I dans le crite`re MAP (6.3), on obtient le crite`re
suivant :
(λ1, λ2) = arg max
(λ′1,λ
′
2)
p(X, I|λ′1, λ′2)p(λ′1|Λ1)p(λ′2|Λ2) (8.5)
On voit que la seule nouveaute´ de ce crite`re par rapport au crite`re (6.3) est que le me´lange X
est comple´te´ par des observations supple´mentaires I. Ainsi, ce crite`re peut eˆtre optimise´ par
l’algorithme EM (7.3), (7.4) en y remplac¸ant les donne´es observe´es X par {X, I}.
De la meˆme fac¸on, des informations auxiliaires I peuvent eˆtre inte´gre´es dans la proce´dure
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auxiliaires
Fig. 8.2 – Re´seau baye´sien repre´sentant la prise en compte des informations auxiliaires I dans
la proce´dure d’adaptation des mode`les (Fig. 6.2 (C)). Formes des noeuds : processus conti-
nus (ronds), processus discrets (carre´s), mode`les (hexagones). Coloration des noeuds : noeuds
observe´s (noir), noeuds cache´s estime´s (gris), autres noeuds cache´s (blanc).
d’estimation des sources (Fig. 6.2 (B)).
8.3 Conclusion
Dans ce chapitre, deux extensions importantes du formalisme d’adaptation ont e´te´ pre´sente´es.
Ces extensions permettent d’unifier dans le formalisme des re´seaux baye´siens diffe´rentes moda-
lite´s d’incorporation des connaissance a priori sous la forme des crite`res MAP. Ceci fait converger
dans un meˆme paradigme la possibilite´ d’exploiter diverses sources d’information he´te´roge`nes
pour l’estimation des proprie´te´s statistiques des sources et leur se´paration.
Dans la partie III, nous allons maintenant de´cliner et utiliser ce formalisme ainsi que ses
extensions dans le contexte pratique de se´paration voix / musique.
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Troisie`me partie
Application d’adaptation a` la
se´paration voix / musique
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Chapitre 9
Syste`me de se´paration
voix / musique
Dans la partie II, nous avons de´veloppe´ un formalisme d’adaptation des mode`les a priori
aux caracte´ristiques des sources dans le me´lange. Ce formalisme e´tant pre´sente´ de manie`re
assez abstraite et the´orique, nous allons l’appliquer dans ce chapitre a` un proble`me concret, la
se´paration voix / musique.
Comme il a e´te´ de´ja` remarque´ dans l’introduction et rediscute´ dans la section 1.3, bien se´parer
la voix par rapport a` la musique ambiante peut eˆtre tre`s utile pour de nombreuses taˆches de
l’indexation audio. En effet, la voix chante´e contient beaucoup d’informations se´mantiques ca-
racte´risant la chanson (la me´lodie, la parole chante´e, l’identite´ du chanteur, etc.), et il paraˆıt
plus facile d’extraire ces informations a` partir de la voix bien se´pare´e. Ainsi, il semble im-
portant d’apporter des solutions au proble`me de se´paration voix / musique avec un seul cap-
teur. Cependant, ce proble`me est assez difficile, et il a e´te´ assez peu traite´ dans la litte´rature
[Ozerov-05b, Vembu-05, Li-06].
Comme nous l’avons observe´ dans le chapitre 4, l’utilisation des mode`les ge´ne´raux pour
cette taˆche de se´paration donne des performances me´diocres, qui ne peuvent eˆtre sensiblement
ame´liore´es, meˆme en augmentant les tailles des mode`les. Nous supposons que ceci est duˆ aux
limitations principales des mode`les a priori pre´sente´es chapitre 5, c’est-a`-dire la ne´cessite´ de
mode`les de grande taille et le manque de donne´es d’entraˆınement repre´sentatives.
Ainsi, le formalisme d’adaptation e´tant de´veloppe´ pour pouvoir de´passer dans certains cas
ces limitations, nous espe´rons que, pour la se´paration voix / musique, il permettra d’ame´liorer
les performances des mode`les ge´ne´raux et d’utiliser des mode`les de taille raisonnable. Nous allons
donc de´velopper dans ce chapitre un syste`me de se´paration voix / musique base´ sur des mode`les
adapte´s.
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9.1 Syste`me de se´paration
Le syste`me de se´paration voix / musique est construit selon le sche´ma repre´sente´ figure 6.1.
Les modules d’apprentissage des mode`les ge´ne´raux (MMG spectraux) sont imple´mente´s selon
l’algorithme 2. L’estimation des sources en minimisant l’EQM spectrale est effectue´e a` l’aide du
filtrage de Wiener adaptatif pre´sente´ section 2.4.1.2.
Nous pre´sentons ensuite le module d’adaptation dont les blocs sont base´s sur diffe´rentes
formes du formalisme d’adaptation pre´sente´ dans la partie II.
9.2 Description du module d’adaptation
Remarquons que dans les chansons, il y a souvent beaucoup de zones temporelles ou` la
musique est pre´sente seule sans voix chante´e. Ces zones sont appele´es ici parties non vocales par
opposition aux parties vocales, ou` la voix est pre´sente. La taˆche de segmentation des chansons
en parties vocales et non vocales a e´te´ de´ja` traite´e dans la litte´rature [Berenzweig-01, Kim-02,
Nwe-04, Tsai-04a].
L’ide´e principale, inspire´e initialement par les travaux de Tsai et al. [Tsai-04], est d’utiliser
les parties non vocales pour adapter le mode`le de musique. Ensuite, le mode`le de musique ainsi
obtenu et le mode`le ge´ne´ral de voix sont encore adapte´s sur toute la chanson.
Ainsi, le module d’adaptation sche´matise´ figure 9.1 consiste en trois e´tapes :
1. La chanson X (dans le domaine de la TFCT) est segmente´e en parties vocales {X(t)}t∈voc
et non vocales {X(t)}t/∈voc, ou` voc de´note l’ensemble des indices des trames vocales.
2. Le mode`le ge´ne´ral de musique Λm est adapte´ sur les parties non vocales {X(t)}t/∈voc, en
re´estimant seulement les parame`tres des gaussiennes qui sont suffisamment observe´es au
sens des nouvelles donne´es acoustiques, c’est-a`-dire des trames des parties non vocales.
Cette adaptation est appele´e adaptation acoustique et le nouveau mode`le de musique ainsi
obtenu λ˜m est appele´ mode`le adapte´ acoustiquement.
3. Le mode`le de musique adapte´ acoustiquement λ˜m et le mode`le ge´ne´ral de voix Λv sont
adapte´s sur toute la chanson X en utilisant la technique d’adaptation des filtres et des
gains de DSP pre´sente´e par la suite. Cette technique d’adaptation consiste a` normaliser
les mode`les par rapport aux nouvelles conditions d’enregistrement (adaptation des filtres),
ainsi que par rapport aux e´nergies relatives des DSP (adaptation des gains de DSP).
Les mode`les adapte´s λv et λm sont enfin utilise´s pour estimer les sources (Fig. 6.1).
Comme nous le verrons par la suite, les deux blocs d’adaptation (adaptation acoustique et
adaptation des filtres et des gains de DSP) sont des cas particuliers du formalisme d’adaptation
ge´ne´ral de´veloppe´ dans la partie II. Le bloc de segmentation en parties vocales et non vocales
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peut eˆtre vu au sens de ce formalisme comme un module d’extraction des informations auxiliaires
(Sec. 8.2) utilise´es par le bloc d’adaptation acoustique.
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Fig. 9.1 – Module d’adaptation pour la se´paration voix / musique.
Dans les trois sections suivantes, les trois blocs fonctionnels de ce sche´ma d’adaptation
(Fig. 9.1) sont pre´sente´s en de´tails.
9.3 Segmentation en parties vocales et non vocales
La taˆche de segmentation des chansons en parties vocales et non vocales a de´ja` e´te´ traite´e
dans la litte´rature (voir par ex. [Berenzweig-01, Kim-02, Nwe-04, Tsai-04a]). Nous avons choisi
d’utiliser une approche assez classique base´e sur des MMG [Tsai-04, Tsai-04a].
La TFCT de la chanson X = {X(t)}t, qui est une suite de spectres a` court terme, est
transforme´e en une suite de vecteurs de parame`tres acoustiques B = {B(t)}t (typiquement
MFCC [Vergin-99]). Pour de´cider si le vecteur B(t) correspond a` la trame vocale ou non vocale,
on utilise les MMG ΓV et ΓN , qui mode´lisent respectivement les trames vocales et non vocales. La
structure de ces MMG est la meˆme que celle des MMG log spectraux (Sec. 2.4.2), c’est-a`-dire que
les observations sont des vecteurs re´els (ici c’est B(t)), les vecteurs moyens ne sont pas nuls et les
matrices de covariance sont diagonales. Ces MMG sont appris a` partir de donne´es d’entrainement
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compose´es de chansons segmente´es manuellement en parties vocales et non vocales. Comme ces
mode`les ont la meˆme structure que les MMG log spectraux, l’algorithme 3 peut eˆtre utilise´ pour
cet apprentissage.
La de´cision pour la t-e`me trame peut eˆtre obtenue en comparant le logarithme du rapport
de vraisemblance avec un seuil de de´cision η :
log p (B(t)|ΓV )− log p (B(t)|ΓN )
voc
≷
non voc
η (9.1)
Cependant, la performance de segmentation peut eˆtre significativement augmente´e en faisant
la de´cision non plus sur une trame, mais sur un bloc [Tsai-04, Tsai-04a], c’est-a`-dire un groupe
de plusieurs trames conse´cutives. Pour cette de´cision par blocs, le logarithme du rapport de
vraisemblance (9.1) doit eˆtre remplace´ par sa moyenne calcule´e sur toutes les trames du bloc :
1
2L + 1
t+L∑
l=t−L
[log p (B(l)|ΓV )− log p (B(l)|ΓN )]
voc
≷
non voc
η (9.2)
ou` U = 2L + 1 est la taille d’un bloc en nombre de trames. Remarquons que, dans le choix
de cette taille U , on se retrouve devant un compromis. Plus U est grand, plus la de´cision est
robuste, car elle est faite sur un plus grand nombre de trames, mais en meˆme temps moins les
frontie`res des parties vocales et non vocales identifie´es sont pre´cises.
Cette proce´dure de segmentation en parties vocales et non vocales avec la de´cision par blocs
est e´galement sche´matise´e figure 9.2.
9.4 Adaptation acoustique du mode`le de musique
L’adaptation acoustique du mode`le ge´ne´ral de musique Λm aux nouvelles donne´es acous-
tiques, qui sont les trames non vocales {X(t)}t/∈voc, consiste a` optimiser le crite`re MAP suivant :
λ˜m = arg max
λ′m
p({X(t)}t/∈voc|λ′m)p(λ′m|Λm) (9.3)
ou` la loi a priori p(λm|Λm) de´finit la fac¸on selon laquelle le mode`le adapte´ λm est attache´
au mode`le ge´ne´ral Λm. Comme il a e´te´ discute´ dans la section 6.2.2, il existe de nombreuses
possibilite´s pour spe´cifier cette loi a priori.
Ici, nous supposons que cette loi est constitue´e des lois a priori conjugue´es sur les parame`tres
du MMG λm (la loi Normal - Wishart inverse pour les matrices de covariance Σm,j et la loi
de Dirichlet pour les poids des gaussiennes ωm,j) [Gauvain-94]. Dans ce cas, en appliquant
l’algorithme EM [Dempster-77] pour l’optimisation du crite`re MAP (9.3), la formule suivante
peut eˆtre obtenue pour la re´estimation des variances σ2m,j(f) (pour les poids ωm,j il y a une
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Fig. 9.2 – Segmentation en parties vocales et non vocales avec la de´cision par blocs.
formule analogue) [Gauvain-94] :
σ
2,(l+1)
m,j (f) = α
(l)
j (τ)
∑
t/∈voc |X(t, f)|2γ(l)j (t)∑
t/∈voc γ
(l)
j (t)
+
(
1− α(l)j (τ)
)
r2m,j(f), (9.4)
ou` :
– l’exposant (l) de´note les parame`tres estime´s en la l-e`me ite´ration de EM,
– les poids γ
(l)
j (t) satisfont
∑
j γ
(l)
j (t) = 1 et sont calcule´s comme :
γ
(l)
j (t) ∝ ω(l)m,jNC
(
X(t); 0¯,Σ
(l)
m,j
)
, (9.5)
avec la densite´ d’un vecteur gaussien complexe circulaire NC(·) de´finie selon l’e´quation
(A.2),
– pour chaque e´tat j le parame`tre α
(l)
j (τ) est calcule´ comme :
α
(l)
j (τ) =
ζ
(l)
j
ζ
(l)
j + τ
(9.6)
avec ζ
(l)
j =
∑
t/∈voc γ
(l)
j (t) et τ > 0 e´tant un parame`tre appele´ facteur de confiance [Ben-04].
Cette proce´dure d’adaptation peut eˆtre interpre´te´e de la manie`re suivante. Si il y a beaucoup
de nouvelles donne´es observe´es pour une gaussienne (une DSP), ses parame`tres sont re´estime´s
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sur ces donne´es. Si par contre il y a peu de nouvelles donne´es, les parame`tres du mode`le ge´ne´ral
sont garde´s pour cette gaussienne. En effet, la grandeur ζ
(l)
j repre´sente la quantite´ de nouvelles
donne´es observe´es pour la j-e`me gaussienne. Si ζ
(l)
j est grand α
(l)
j (τ) vaut presque 1 et les pa-
rame`tres sont re´estime´s. Si ζ
(l)
j est petit α
(l)
j (τ) vaut presque 0 et les parame`tres a priori sont
conserve´s (par ex. [r2m,j(f)]f pour les variances). Cette pre´caution permet d’e´viter la suradap-
tation d’une gaussienne sur peu de nouvelles donne´es.
Le facteur de confiance τ re`gle le niveau d’attachement du mode`le adapte´ λm au mode`le
ge´ne´ral Λm. Quand τ tend vers +∞, la loi a priori p(λm|Λm) tend vers une distribution de
Dirac, et on s’attache de plus en plus au mode`le ge´ne´ral Λm. Dans le cas extreˆme (τ = ∞), il n’y
a pas d’adaptation (λm = Λm). Quand τ tend vers 0 la loi a priori tend vers une loi uniforme
non informative, c’est-a`-dire p(λm|Λm) ∝ const, et on perd comple`tement l’attache au mode`le
ge´ne´ral Λm. Dans le cas extreˆme (τ = 0), le crite`re MAP (9.3) se transforme en crite`re du MV
suivant :
λ˜m = arg max
λ′m
p({X(t)}t/∈voc|λ′m), (9.7)
et la formule de re´estimation des variances se simplifie comme suit :
σ
2,(l+1)
m,j (f) =
∑
t/∈voc |X(t, f)|2γ(l)j (t)∑
t/∈voc γ
(l)
j (t)
(9.8)
Cette dernie`re formulation correspond au re´apprentissage complet du mode`le de musique sur
les parties non vocales, car il n’y a plus aucune attache au mode`le ge´ne´ral.
On sent qu’il serait plus pertinent d’utiliser l’adaptation MAP (9.3) plutoˆt que le re´apprentissage
au MV (9.7), au moins pour e´viter le surapprentissage du mode`le quand il y a tre`s peu, voire pas
du tout, de trames de´tecte´es comme non vocales. De plus, comme il a e´te´ remarque´, le crite`re
du MV (9.7) est un cas extreˆme du crite`re MAP (9.3). Ainsi, en utilisant le crite`re MAP, on
peut se rapprocher autant qu’on veut du crite`re du MV en choisissant le facteur τ suffisamment
petit.
Pour ve´rifier cette supposition, nous allons faire une petite e´tude expe´rimentale.
9.4.1 Illustration expe´rimentale
Nous e´tudions l’influence sur les performances de se´paration du facteur de confiance τ utilise´
pour l’adaptation acoustique du mode`le de musique.
Les donne´es de test et d’entraˆınement sont de´crites dans la section 4.4. Tous les mode`les
utilise´s sont a` 32 e´tats (Qv = Qm = 32). Les expe´riences effectue´es pour diffe´rentes valeurs du
facteur τ sont re´sume´es par les e´tapes suivantes :
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1. Les mode`les ge´ne´raux Λv et Λm sont appris a` partir des donne´es d’entraˆınement (Alg. 2).
2. Chaque chanson de test est segmente´e manuellement en parties vocales et non vocales.
3. Pour chaque valeur du facteur de confiance τ et pour chaque chanson de test :
(a) Le mode`le de musique est adapte´ acoustiquement sur les parties non vocales {X(t)}t/∈voc
en utilisant la formule de re´estimation (9.4).
(b) La se´paration est effectue´e en utilisant le mode`le ge´ne´ral de voix Λv et le mode`le de
musique adapte´ acoustiquement λ˜m.
Le RSDN moyen en fonction du logarithme a` base 2 du facteur de confiance τ est repre´sente´
sur la figure 9.3. Ces re´sultats sont comple´te´s par les trois cas spe´ciaux :
1. Maximum de Vraisemblance (MV) : le re´apprentissage complet en utilisant la formule de
re´estimation (9.8). L’algorithme des K-moyennes [McQueen-67] est utilise´ pour l’initiali-
sation.
2. τ = 0 : la seule diffe´rence par rapport au cas pre´ce´dent est que le mode`le ge´ne´ral de
musique Λm est utilise´ pour l’initialisation.
3. τ = +∞ : le mode`le de musique Λm n’est pas adapte´, c’est-a`-dire les deux mode`les ge´ne´raux
Λv et Λm sont utilise´s pour la se´paration.
La figure 9.3 nous confirme que quand τ → 0 on s’approche du re´apprentissage au MV et
quand τ → +∞ on s’approche de l’utilisation des mode`les ge´ne´raux. Cependant, contrairement
a` ce qu’on attendait, le meilleur re´sultat est obtenu pour le re´apprentissage complet au MV.
Ainsi, dans le cas du syste`me de se´paration et de la base d’e´valuation utilise´s, l’attache au mode`le
ge´ne´ral de musique n’apporte rien par rapport au re´apprentissage complet. Vraisemblablement,
ceci est lie´ au fait que dans les chansons de la base d’e´valuation, il y a suffisamment de zones
temporelles sans voix chante´e pour re´apprendre le mode`le de musique. Notons que cette proprie´te´
est ve´rifie´e pour la majorite´ des chansons populaires. Ainsi, nous avons choisi d’utiliser par la
suite le re´apprentissage complet du mode`le de musique.
Toutefois, lorsqu’il est probable de rencontrer des chansons avec tre`s peu (voir pas du tout) de
zones temporelles sans voix chante´e, il faut revenir a` l’adaptation a` l’aide du crite`re MAP (9.3).
Meˆme dans le cas des re´sultats que nous avons obtenus (voir Fig. 9.3), l’adaptation avec un
facteur de confiance assez petit (disons log2(τ) ≤ 2) est une solution satisfaisante. En effet,
la diffe´rence des RSDN pour le re´apprentissage et pour l’adaptation avec un petit facteur τ
ne semble pas tre`s significative. Ainsi, en faisant l’adaptation, la petite perte en performances
(probablement non significative) sera compense´e par la robustesse du syste`me dans les cas ou` il
n’y a pas assez de trames non vocales pour un re´apprentissage complet.
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Fig. 9.3 – RSDN moyen en fonction du logarithme a` base 2 du facteur de confiance τ pour
l’adaptation acoustique du mode`le de musique. Trois cas spe´ciaux : Maximum de Vraisemblance
(MV) (initialisation par K-moyennes), τ = 0 (initialisation par le mode`le ge´ne´ral de musique
Λm), τ = +∞ (mode`les ge´ne´raux Λv et Λm).
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9.4.2 Explication du re´apprentissage sur les parties non vocales a` l’aide du
formalisme d’adaptation
Nous illustrons maintenant le principe de re´apprentissage complet sur les parties non vocales
dans le cadre du formalisme d’adaptation pre´sente´ dans la partie II. Premie`rement, cette illus-
tration montrera que le formalisme d’adaptation propose´ englobe e´galement cette proce´dure de
l’apprentissage simple. Deuxie`mement, elle permettra de comprendre comment proce´der dans
des situations un peu plus complexes, ce qui donnera des ide´es de ge´ne´ralisations possibles. En
particulier, cela apportera des re´ponses aux questions suivantes :
– L’astuce d’utiliser directement l’ensemble des trames non vocales {X(t)}t/∈voc pour l’ap-
prentissage marche proprement pour les MMG, car les de´pendances entre les trames X(t)
ne sont pas mode´lise´es (Fig. 2.5), et l’ordre des trames n’a donc pas d’importance. Tandis
que pour les mode`les mode´lisant ces de´pendances temporelles, comme MMC par exemple,
il n’est plus pertinent d’utiliser l’ensemble {X(t)}t/∈voc pour l’apprentissage. En effet, dans
l’ensemble {X(t)}t/∈voc il y a des trames qui sont a` coˆte´ et qui n’y sont pas dans le me´lange
X, ce qui peut mener a` une estimation incorrecte de la matrice des transitions d’un MMC.
Ainsi, on se demande comment proce´der pour apprendre de manie`re pertinente un MMC
ou un autre mode`le avec des de´pendances temporelles sur les parties non vocales.
– Une segmentation en parties vocales et non vocales contient des connaissances sur des
segments temporels ou` la musique est pre´sente seule. Imaginons maintenant une situation
plus ge´ne´rale quand, au lieu des segments temporels, nous connaissons des re´gions temps
- fre´quence ou` la musique est seule. La question est, comment peut-on utiliser des re´gions
temps - fre´quence non vocales {X(t, f)}(t,f)/∈voc pour apprendre le mode`le de musique ?
Ceci n’est pas e´vident. En effet, on sait apprendre sur des spectres entiers {X(t)}t/∈voc,
mais comment apprendre sur des “bouts des spectres” {X(t, f)}(t,f)/∈voc ?
Le formalisme d’adaptation peut apporter des re´ponses a` ces questions.
Maintenant nous passons directement a` l’explication de l’apprentissage sur des parties non
vocales a` l’aide du formalisme d’adaptation. Le fait que le mode`le de musique λ˜m est appris (pas
adapte´) se traduit par un a priori uniforme non informatif sur le mode`le p(λ˜m|Λm) ∝ const qui
ne de´pend pas d’un mode`le ge´ne´ral Λm.
Supposons que le mode`le de voix λ˜v n’est pas adapte´, c’est-a`-dire λ˜v = Λv, et que c’est un
mode`le bimodal (a` deux e´tats 0 et 1) de´fini comme suit. Conditionnellement a` l’e´tat 0, la source
de voix est nulle, c’est-a`-dire p(Sv(t)|qv(t) = 0, λ˜v) =
∏
f δ(Sv(t, f)), ou` δ(·) est la distribution
de Dirac. Conditionnellement a` l’e´tat 1, cette source suit une loi uniforme non informative
p(Sv(t)|qv(t) = 1, λ˜v) ∝ const, c’est-a`-dire que dans cet e´tat il n’y a pas de connaissances sur la
source de voix. Ce mode`le bimodal est repre´sente´ figure 9.4.
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0
Fig. 9.4 – Mode`le bimodal λ˜v compose´ de la distribution de Dirac et d’une loi uniforme non
informative (ligne continue) et son approximation par un MMG a` deux e´tats λ∗v avec une petite
et une grande variance (pointille´s).
Nous associons l’e´tat 0 du mode`le λ˜v aux parties non vocales et l’e´tat 1 aux parties vocales.
Ainsi, la connaissance d’une segmentation en parties vocales et non vocales est e´quivalente a` la
connaissance de la se´quence d’e´tats qv. Cette se´quence est conside´re´e comme des informations
auxiliaires qui peuvent eˆtre inte´gre´es dans l’adaptation selon l’extension pre´sente´e dans la sec-
tion 8.2. La figure 9.5 contient le re´seau baye´sien correspondant a` l’apprentissage du mode`le
de musique sur des parties non vocales. Ce re´seau est une simplification du re´seau repre´sente´
figure 8.2 pour ce cas particulier.
Informations auxiliaires
Modèle bimodal
Fig. 9.5 – Re´seau baye´sien correspondant a` l’apprentissage du mode`le de musique sur les parties
non vocales. Formes des noeuds : processus continus (ronds), processus discrets (carre´s), mode`les
(hexagones). Coloration des noeuds : noeuds observe´s (noir), noeuds cache´s estime´s (gris), autres
noeuds cache´s (blanc).
L’application de l’algorithme EM pre´sente´ section 7.2 avec la se´quence d’e´tats qv comme
informations auxiliaires (Sec. 8.2) me`ne a` la formule de re´estimation des variances suivante :
σ
2,(l+1)
m,j (f) = β
(l)
j
∑
t/∈voc |X(t, f)|2γ(l)j (t)∑
t/∈voc γ
(l)
j (t)
+ (1− β(l)j )σ2,(l)m,j (f), (9.9)
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avec β
(l)
j =
ζ
(l)
j
ζ
(l)
j +ω
(l)
m,j#(voc)
(#(voc) est le nombre d’e´le´ments de l’ensemble voc), ζ
(l)
j =
∑
t/∈voc γ
(l)
j (t)
et γ
(l)
j (t) calcule´ selon (9.5).
La formule (9.9) peut eˆtre explique´e a` partir de l’e´quation (7.10). Conside´rons un MMG a`
deux e´tats λ∗v = {ωv,i,Σv,i}i=0,1. Remarquons que le mode`le bimodal λ˜v peut eˆtre approche´ par
ce MMG λ∗v, si les variances σ2v,0(f) sont assez petites et les variances σ
2
v,1(f) sont assez grandes
(voir Fig. 9.4). Enfin, le MMG λ∗v tend vers λ˜v quand σ2v,0(f) → 0 et σ2v,1(f) →∞. Conside´rons
maintenant l’e´quation (7.10) en remplac¸ant les indices des sources 1 et 2 par m et v. Si dans
cette e´quation σ2v,0(f) → 0, on obtient |X(t, f)|2, et si σ2v,1(f) → ∞, on obtient σ2m,i(f). Ceci
explique la formule (9.9). Si pour la trame nume´ro t, le mode`le λ˜v est dans l’e´tat 0, c’est-a`-dire
Sv(t) = 0¯, on utilise le me´lange X(t) = Sm(t) pour estimer les parame`tres du mode`le λ˜m. Si λ˜v
est dans l’e´tat 1, c’est-a`-dire qu’il n’y a pas de connaissances sur Sv(t), on garde les variances
σ
2,(l)
m,j (f) estime´es a` l’ite´ration pre´ce´dente.
La seule diffe´rence entre la formule de re´estimation (9.9) et la formule (9.4) pour le crite`re
MAP (9.3) est que les parame`tres a priori r2m,j(f) sont remplace´s par des parame`tres estime´s
a` l’ite´ration pre´ce´dente σ
2,(l)
m,j (f). La formule (9.9) est juste une version lisse´e de la formule
(9.8) avec un coefficient de lissage β
(l)
j qui de´pend de l’e´tat j et des observations X. Meˆme si
ces deux formules ne me`nent pas exactement au meˆme re´sultat, car avec la formule (9.9) les
parame`tres sont re´estime´s moins vite qu’avec la formule (9.8) et avec des vitesses diffe´rentes
pour chaque gaussienne (facteurs β
(l)
j ), ces formules sont assez proches. Ainsi, nous conside´rons
ce de´veloppement the´orique menant a` la formule (9.9) comme une explication de l’apprentissage
sur des parties non vocales (formule (9.8)) a` l’aide du formalisme d’adaptation.
En se basant sur le formalisme d’adaptation et en faisant a` peu pre`s la meˆme de´marche, il
est possible de de´velopper proprement des proce´dures d’apprentissage (ou d’adaptation) dans
des situations plus complexes, comme celles mentionne´es au de´but de cette section.
Par exemple, imaginons qu’au lieu des segments temporels non vocaux, nous connaissons
des re´gions temps - fre´quences non vocales. Dans ce cas, il faut associer un e´tat du mode`le
bimodal pre´sente´ figure 9.4 a` chaque point temps - fre´quence (t, f) plutoˆt qu’a` chaque trame
t. Plus pre´cise´ment, il faut associer des Diracs aux points issus des re´gions non vocales (fiables
pour l’apprentissage) et des lois uniformes aux points issus des re´gions vocales (non fiables pour
l’apprentissage). Ceci me`nera a` l’apprentissage ou a` l’adaptation des mode`les dans le cadre de la
“the´orie des donne´es manquantes” [Ghahramani-93] utilise´e par exemple pour la reconnaissance
de la parole dans un environnement bruite´ [Cooke-01]. D’ailleurs, Weiss et Ellis [Weiss-06] ont
re´cemment propose´ d’utiliser cette the´orie pour la se´paration de sources avec un seul capteur,
mais pas dans le cadre de l’adaptation des mode`les.
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9.5 Adaptation des filtres et des gains de DSP
L’adaptation des filtres et des gains de DSP (Fig. 9.1) fait partie des techniques d’adaptation
contrainte pre´sente´es section 8.1. Nous introduisons d’abord se´pare´ment l’adaptation d’un filtre
et l’adaptation des gains de DSP. Nous expliquons ensuite comment faire l’adaptation des filtres
et des gains de DSP conjointement.
9.5.1 Adaptation d’un filtre
Une des techniques d’adaptation contrainte que nous proposons est l’adaptation d’un filtre.
Cette adaptation rend la mode´lisation invariante a` toute variation entre enregistrements qui
peut eˆtre repre´sente´e par un filtre line´aire global, par exemple la variation de l’acoustique de
la salle, de certaines caracte´ristiques du microphone etc. Il est suppose´ (par exemple pour le
mode`le de la voix) que la discordance entre le mode`le ge´ne´ral Λv et le mode`le adapte´ λv est
un filtre line´aire hv. Autrement dit, chaque source mode´lise´e par λv est conside´re´e comme le
re´sultat du filtrage avec le filtre hv d’une autre source mode´lise´e par Λv. Le filtre hv est suppose´
inconnu et le but d’adaptation est de l’estimer.
Soit Hv = [Hv(f)]f , la TFCT de la re´ponse impulsionnelle du filtre hv . Dans le domaine de
la TFCT, le filtrage peut eˆtre re´alise´ approximativement en multipliant chaque spectre a` court
terme par Hv e´le´ment par e´le´ment. Les DSP du mode`le adapte´ λv et celles du mode`le ge´ne´ral
Λv sont donc relie´es comme suit :
σ2v,i(f) = |Hv(f)|2r2v,i(f), f = 1, . . . , F, (9.10)
Ainsi, en introduisant la matrice diagonale Hv , diag [Hv(f)]f avec Hv(f) , |Hv(f)|2 (par la
suite, on va appeler filtre cette matrice Hv), on peut e´crire la relation suivante entre les mode`les
λv et Λv = {uv,i, Rv,i}i :
λv = HvΛv , {uv,i,HvRv,i}i (9.11)
Au sein des notations de la section 8.1 le filtre Hv joue le roˆle des parame`tres libres Cv et
HvΛv joue le roˆle de la de´formation parame´trique Ψv(Cv ,Λv). Pour estimer le filtre Hv, le crite`re
suivant correspondant au crite`re (8.1), est utilise´ :
Hv = arg maxH′v p(X|λ
′
v = H′vΛv, λ˜m) (9.12)
Remarquons que dans ce crite`re (9.12) le mode`le de musique adapte´ acoustiquement λ˜m est
utilise´ au lieu d’un mode`le ge´ne´ral Λm, car l’adaptation est faite en deux e´tapes (voir Fig. 9.1).
Notons e´galement qu’il n’y a pas de contraintes supple´mentaires sur le filtre Hv, ou bien il y a
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un a priori uniforme non informatif (p(Hv|Λv) ∝ const).
Pour une meilleure compre´hension, nous avons repre´sente´ le mode`le ge´ne´ral Λv et le mode`le
adapte´ λv par des matrices des DSP, c’est-a`-dire des matrices dont les colonnes sont des DSP
(diagonales des matrices de covariances) (voir Fig. 9.6 (A) et (B)). On s’aperc¸oit qu’au sein
d’une telle repre´sentation, l’adaptation d’un filtre correspond a` la multiplication de la matrice
des DSP du mode`le ge´ne´ral Rv par la matrice diagonale Hv a` gauche.
L’application de l’algorithme EM (8.2), (8.3) pour le crite`re (9.12) me`ne a` la formule de
re´estimation suivante (voir Annexe B.3.1 pour une de´monstration) :
H(l+1)v (f) =
1
T
Qv∑
i=1
t
2,(l)
v,i (f)
r2v,i(f)
(9.13)
ou` les espe´rances t
2,(l)
v,i (f) sont calcule´es a` l’aide de l’algorithme 4 (Eq. (7.12)), conditionnellement
aux mode`les λ
(l)
v = H(l)v Λv et λ(l)m = λ˜m.
Enfin, il faut remarquer que l’adaptation d’un filtre peut eˆtre vue comme l’adaptation MLLR
contrainte. En effet, la technique MLLR [Leggetter-95, Gales-96] consiste a` adapter une trans-
formation affine de l’espace des parame`tres, tandis que pour l’adaptation d’un filtre, seules les
dilatations et les contractions de l’espace le long des axes sont autorise´es, car la matrice Hv est
diagonale.
9.5.2 Adaptation des gains de DSP
Chaque e´tat d’un MMG spectral est de´crit par une DSP et correspond a` un e´ve´nement
sonore particulier, par exemple une note ou un accord. Les e´nergies relatives moyennes de ces
e´ve´nements sonores varient entre les enregistrements. Par exemple, pour un enregistrement,
la note la peut eˆtre joue´e plus fort en moyenne que la note re´ et vice versa pour un autre
enregistrement. Pour prendre en compte cette variation de l’e´nergie, un gain re´el positif gv,i > 0
est associe´ a` chacune des DSP [r2v,i(f)]f du mode`le Λv. Ce gain appele´ gain de DSP correspond
a` l’e´nergie de l’e´ve´nement sonore repre´sente´ par cette DSP. Chaque DSP e´tant la diagonale de la
matrice de covariance correspondante Rv,i, ceci se traduit par la multiplication de chaque matrice
Rv,i par le gain gv,i. Ainsi, la technique d’adaptation des gains de DSP consiste a` rechercher le
mode`le adapte´ λv sous la forme suivante :
λv = gv • Λv , {uv,i, gv,iRv,i}i, (9.14)
ou` gv = [gv,i]i est le vecteur des gains de DSP et le symbole “•” signifie une ope´ration non
standard utilise´e ici pour diffe´rencier l’application des gains de l’application d’un filtre (9.11).
Par rapport a` l’adaptation d’un filtre (9.11), ou` le but est d’adapter l’e´nergie de chaque bande
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matrice des DSP du modèle général
matrice des DSP du modèle adapté
filtre
matrice des gains de DSP
Fig. 9.6 – Interpre´tation matricielle de l’adaptation d’un filtre et des gains de DSP. Les
mode`les Λv = {uv,i, Rv,i}i et λv = {ωv,i,Σv,i}i sont repre´sente´s par leurs matrices des DSP
Rv = [r
2
v,i(f)]i,f et Σv = [σ
2
v,i(f)]i,f . Le filtre et les gains de DSP sont repre´sente´s par des ma-
trices diagonales Hv = diag[Hv(f)]f et Gv = diag[gv,i]i. (A) : Mode`le de voix ge´ne´ral a` 64 e´tats
Rv. (B) : Adaptation d’un filtre (multiplication de Rv par Hv a` gauche). (C) : Adaptation des
gains de DSP (multiplication de Rv par Gv a` droite). (D) : Adaptation conjointe d’un filtre et
des gains de DSP (multiplication de Rv par Hv a` gauche et par Gv a` droite).
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fre´quentielle f au signal traite´, le but de l’adaptation des gains de DSP est d’adapter l’e´nergie
de chaque DSP i. Cette diffe´rence est e´galement repre´sente´e sur la figure 9.6. On voit que
l’adaptation des gains de DSP correspond a` la multiplication de la matrice des DSP du mode`le
ge´ne´ral Rv par la matrice diagonale des gains de DSP Gv = diag[gv,i]i a` droite (Fig. 9.6 (A) et
(C)).
Il est aussi important de comparer cette technique avec celle a` base de facteurs de gains
[Benaroya-06] (Sec. 2.2.4). Dans [Benaroya-06], il est propose´ d’estimer un gain pour chaque
trame, tandis que l’adaptation des gains de DSP consiste a` estimer un gain pour toutes les
trames associe´es a` l’e´tat i.
Ensuite, l’explication est analogue a` celle de section 9.5.1. Les gains de DSP gv jouent le roˆle
des parame`tres libres et le crite`re suivant est utilise´ pour les estimer :
gv = arg max
g′v
p(X|λ′v = g′v • Λv, λ˜m) (9.15)
L’application de l’algorithme EM (8.2), (8.3) me`ne a` la formule de re´estimation suivante
(voir Annexe B.3.2 pour une de´monstration) :
g
(l+1)
v,i =
1
F · t0,(l)v,i
F∑
f=1
t
2,(l)
v,i (f)
r2v,i(f)
(9.16)
avec des espe´rances t
0,(l)
v,i et t
2,(l)
v,i (f) calcule´es a` l’aide de l’algorithme 4 (Eqs. (7.11) et (7.12)),
conditionnellement aux mode`les λ
(l)
v = g
(l)
v • Λv et λ(l)m = λ˜m.
9.5.3 Adaptation conjointe des filtres et des gains de DSP
Ici, nous expliquons comment adapter conjointement les filtres et les gains de DSP pour les
deux mode`les, c’est-a`-dire le mode`le de voix et le mode`le de musique. Les mode`les adapte´s de
voix et de musique sont recherche´s sous la forme λv = gv •HvΛv et λm = gm •Hmλ˜m, ou` Hm et
gm sont respectivement un filtre et des gains de DSP du mode`le de musique λm. Pour adapter
tous ces parame`tres, le crite`re suivant est utilise´ :
(Hv, gv ,Hm, gm) = arg maxH′v ,g′v,H′m,g′m p(X|λ
′
v = g
′
v • H′vΛv, λ′m = g′m • H′mλ˜m) (9.17)
Pour le mode`le ge´ne´ral de voix Λv, cette adaptation est tre`s importante car ce mode`le n’a
pas encore e´te´ adapte´. Pour le mode`le de musique λ˜m, l’adaptation est moins cruciale car il
est de´ja` adapte´ sur les parties non vocales. Cependant, cette adaptation peut potentiellement
ame´liorer le mode`le de musique puisqu’il y a toujours une petite discordance entre la musique
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dans les parties non vocales, ou` le mode`le λ˜m est adapte´, et la musique dans les parties vocales.
L’adaptation d’un filtre et des gains de DSP pour le mode`le de voix est e´galement visualise´e
figure 9.6 (A) et (D).
En essayant comme avant d’appliquer l’algorithme EM (8.2), (8.3) pour optimiser le crite`re
(9.17), on s’aperc¸oit qu’il est difficile de re´soudre l’e´tape M (8.3) conjointement pour les filtres
{Hv,Hm} et les gains de DSP {gv, gm} (voir Annexe B.3.3). Une solution a` ce proble`me serait
d’utiliser l’algorithme SAGE (Space-Alternating Generalized EM) [Fessler-94, McLachlan-97]
en alternant les ite´rations de EM entre {Hv,Hm} et {gv , gm}. Un des inconve´nients de cette
approche par rapport a` l’algorithme EM est que l’on a besoin de deux ite´rations de EM au
lieu d’une seule pour re´estimer une fois tous les parame`tres {Hv, gv,Hm, gm}. Par conse´quent,
la complexite´ calculatoire double. En analysant se´pare´ment les complexite´s calculatoires des
e´tapes E (8.2) et M (8.3), nous avons remarque´ que la complexite´ de l’e´tape M est souvent
ne´gligeable par rapport a` celle de l’e´tape E. En effet, la complexite´ de E (le calcul des espe´rances
des statistiques naturelles) est de l’ordre O(TFQ1Q2) (voir (7.11) et (7.12)) et la complexite´
de M (mise a` jour des parame`tres) est de l’ordre O(F (Q1 + Q2)) (voir par exemple (9.13) et
(9.16)). Ainsi, pour ne pas doubler la complexite´ calculatoire, au lieu de l’algorithme SAGE, nous
proposons de faire a` chaque ite´ration une e´tape E suivie par plusieurs e´tapes M en alternant
entre le mise a` jour des filtres {Hv,Hm} et des gains de DSP {gv , gm} (voir Annexe B.3.3 pour
plus d’explications). L’algorithme 5 re´sume cette proposition.
9.6 Conclusion
Nous avons pre´sente´ un syste`me de se´paration voix / musique base´ sur l’adaptation de
mode`les. Le module d’adaptation de ce syste`me consiste en trois blocs principaux :
1. la segmentation en parties vocales et non vocales (Sec. 9.3),
2. l’adaptation acoustique du mode`le de musique sur les parties non vocales (Sec. 9.4),
3. l’adaptation du mode`le de musique λ˜m et du mode`le ge´ne´ral de voix Λv sur toute la chanson
en utilisant la technique d’adaptation des filtres et des gains de DSP (Sec. 9.5).
Ces diffe´rentes adaptations peuvent eˆtre formule´es comme des cas spe´cifiques du formalisme
pre´sente´ dans la partie II de cette the`se et, bien que re´sultant de conside´rations he´te´roge`nes, les
algorithmes correspondants de´rivent de l’algorithme EM ge´ne´rique pre´sente´ dans le chapitre 7.
Le bloc d’adaptation acoustique du mode`le de musique sur les parties non vocales a e´te´
partiellement e´value´ dans ce chapitre, et nous avons choisi de comple`tement re´apprendre ce
mode`le en perdant l’attache au mode`le de musique ge´ne´ral. Les autres blocs seront e´value´s dans
la partie IV.
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Algorithme 5 Adaptation conjointe des filtres et des gains de DSP pour les mode`les Λv =
{uv,i, Rv,i}i et λ˜m = {ω˜m,j, Σ˜m,j}i.
1. Etape E : Calculer les espe´rances
{
t
0,(l)
v,i , {t2,(l)v,i (f)}f
}
i
et
{
t
0,(l)
m,j , {t2,(l)m,j (f)}f
}
j
des statis-
tiques naturelles, conditionnellement aux mode`les λ
(l)
v = g
(l)
v •H(l)v Λv et λ(l)m = g(l)m •H(l)m λ˜m
a` l’aide de l’algorithme 4.
2. Etape M : Mettre a` jour les parame`tres.
(a) Initialiser g
[0]
v = g
(l)
v , g
[0]
m = g
(l)
m ,
(b) Effectuer W e´tapes de maximisation en alternant entre {Hv,Hm} et {gv , gm}, pour
w = 1, 2, . . . ,W :
H[w]v (f) =
1
T
Qv∑
i=1
t
2,(l)
v,i (f)
g
[w−1]
v,i r
2
v,i(f)
, (9.18)
g
[w]
v,i =
1
F · t0,(l)v,i
F∑
f=1
t
2,(l)
v,i (f)
H[w]v (f)r2v,i(f)
, (9.19)
H[w]m (f) =
1
T
Qm∑
j=1
t
2,(l)
m,j (f)
g
[w−1]
m,j σ˜
2
m,j(f)
, (9.20)
g
[w]
m,j =
1
F · t0,(l)m,j
F∑
f=1
t
2,(l)
m,j (f)
H[w]m (f)σ˜2m,j(f)
(9.21)
(c) Poser H(l+1)v = H[W ]v , g(l+1)v = g[W ]v , H(l+1)m = H[W ]m , g(l+1)m = g[W ]m ,
136 Syste`me de se´paration voix / musique
Avant de passer a` cette e´valuation, nous mettons en e´vidence dans le chapitre suivant que
l’adaptation peut ne´cessiter des changements dans la proce´dure de l’apprentissage des mode`les
ge´ne´raux.
Chapitre 10
Inte´gration de l’adaptation des filtres
et des gains lors de l’apprentissage
du mode`le ge´ne´ral
Apre`s avoir pre´sente´ les grandes lignes de l’approche utilise´e en pratique, nous abordons les
questions suivantes. En prenant en compte le fait que les mode`les ge´ne´raux sont adapte´s, la
proce´dure de leurs apprentissage devrait-elle changer ? Si oui, comment ?
10.1 Apprentissage du mode`le ge´ne´ral a` filtres adapte´s
Conside´rons d’abord une technique particulie`re d’adaptation, notamment l’adaptation d’un
filtre (Sec. 9.5.1) pour le mode`le ge´ne´ral de voix Λv. Selon cette technique, un filtre est adapte´
pour chaque nouvel enregistrement a` se´parer. Par conse´quent, le mode`le ge´ne´ral est invariant
par rapport a` un filtre pour chaque enregistrement. Cependant, cette invariance n’est pas prise
en compte pendant l’apprentissage du mode`le. Ceci pose le proble`me suivant. Supposons que
dans la base d’entraˆınement Yv il y a une grande variabilite´ entre les morceaux des conditions
d’enregistrement qui peuvent eˆtre mode´lise´es par des filtres line´aires (par ex. les acoustiques des
salles, les caracte´ristique des microphones). Dans ce cas, les e´tats (les DSP) du mode`le ge´ne´ral
vont eˆtre gaspille´s pour mode´liser ces diffe´rentes conditions d’enregistrement, alors que de toute
manie`re, l’adaptation d’un filtre va normaliser le mode`le par rapport a` ces conditions.
Nous proposons donc de modifier l’apprentissage en adaptant e´galement un filtre pour chaque
enregistrement de la base d’entraˆınement. Autrement dit, nous essayons de rendre la proce´dure
d’apprentissage des mode`les ge´ne´raux homoge`ne a` leur utilisation.
Supposons que la base d’entraˆınement Yv du mode`le ge´ne´ral de voix Λv soit compose´e de
plusieurs enregistrements, soit Yv = {Ev,z}z, ou` Ev,z est la TFCT du z-e`me enregistrement.
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Au lieu d’estimer comme avant un mode`le ge´ne´ral Λv mode´lisant les enregistrements Ev,z, nous
proposons d’estimer un mode`le ge´ne´ral ΛHv de telle manie`re que chaque enregistrement Ev,z
soit mode´lise´ par un mode`le λv,z = Hv,zΛHv , ou` Hv,z est un filtre estime´ spe´cialement pour cet
enregistrement.
Soit Hv = {Hv,z}z un ensemble de filtres inconnus (un filtre par enregistrement). Au lieu de
chercher Λv en optimisant le crite`re du MV (2.12) la nouvelle proce´dure d’apprentissage consiste
a` estimer conjointement les filtres Hv et le mode`le Λ
H
v avec le crite`re du MV suivant :
(Hv,Λ
H
v ) = arg max
H′v ,Λ
′
v
p(Yv|H′v,Λ′v) , arg max
H′v ,Λ
′
v
∏
z
p(Ev,z|λ′v,z = H′v,zΛ′v) (10.1)
En essayant appliquer directement l’algorithme EM (Annexe A.3) pour optimiser le crite`re
(10.1) avec les donne´es observe´es X = Yv, les donne´es comple`tes Z = {Yv, qv} et les parame`tres
estime´s θ = {Hv,Λv} on rencontre exactement le meˆme proble`me que dans la section 9.5.3.
L’e´tape M n’est pas facile a` re´soudre conjointement pour Hv et Λv. Ainsi, il est possible de s’en
sortir a` l’aide de l’algorithme SAGE [Fessler-94, McLachlan-97] ou bien en alternant l’e´tape M,
comme il est propose´ dans la section 9.5.3. Cependant, par rapport a` l’adaptation, la complexite´
calculatoire n’est pas si cruciale pour l’apprentissage du mode`le ge´ne´ral, car il est effectue´ hors
ligne (Fig. 6.1). Ainsi, nous avons choisi d’utiliser l’algorithme SAGE.
Les formules de re´estimation de l’algorithme SAGE pour l’optimisation du crite`re (10.1) sont
repre´sente´es dans l’algorithme 6. Chaque ite´ration de cet algorithme consiste en deux ite´rations
de EM. La premie`re ite´ration est pour mettre a` jour l’ensemble des filtres Hv avec le mode`le Λv
fixe´, la deuxie`me ite´ration est pour mettre a` jour le mode`le Λv avec l’ensemble des filtres Hv
fixe´.
10.2 Illustration expe´rimentale
Pour mesurer l’apport de cette nouvelle proce´dure d’apprentissage a` filtres adapte´s par rap-
port a` l’apprentissage conventionnel, nous avons recours a` une petite expe´rimentation.
Les donne´es de test et d’entraˆınement sont de´crites dans la section 4.4. La segmentation
manuelle en parties vocales et non vocales est utilise´e pour l’instant dans le module d’adaptation
(Fig. 9.1). La se´paration des chansons de la base d’e´valuation est faite avec des mode`les de voix
et de musique a` 32 e´tats chacun (Qv = Qm = 32) dans les configurations suivantes :
1. Mode`les ge´ne´raux Λv et Λm appris sur les donne´es d’entraˆınement en utilisant l’algo-
rithme 2.
2. Mode`les adapte´s acoustiquement : mode`le ge´ne´ral de voix Λv et mode`le de musique
adapte´ acoustiquement λ˜m (appris sur les parties non vocales, car nous avons de´cide´ de
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Algorithme 6 Algorithme SAGE pour l’apprentissage du mode`le ge´ne´ral de voix a` filtres
adapte´s, c’est-a`-dire l’estimation conjointe de l’ensemble des filtres Hv = {Hv,z}z et du mode`le
ge´ne´ral ΛHv = {uv,i, Rv,i}i a` l’aide du crite`re (10.1) a` partir des donne´es d’entraˆınement
Yv = {Ev,z}z.
1. Premie`re ite´ration de EM (Hv est mis a` jour, Λv = Λ
(l)
v est fixe´) :
(a) Pour chaque enregistrement Ev,z calculer les poids γ
(l)
z,i(t) satisfaisant
∑
i γ
(l)
z,i(t) = 1
et
γ
(l)
z,i(t) ∝ u(l)v,iNC(Ev,z(t); 0¯,H(l)v,zR(l)v,i), (10.2)
ou` NC(·) est de´fini selon (A.2).
(b) Mettre a` jour l’ensemble des filtres Hv :
H(l+1)v,z (f) =
1
Tz
Tz∑
t=1
∑
i
|Ev,z(t, f)|2
r
2,(l)
v,i (f)
γ
(l)
z,i(t), (10.3)
ou` Tz de´note le nombre de trames dans la TFCT de z-e`me enregistrement Ev,z.
2. Deuxie`me ite´ration de EM (Λv est mis a` jour, Hv = H
(l+1)
v est fixe´) :
(a) Recalculer les poids γ
(l+0.5)
z,i (t) satisfaisants
∑
i γ
(l+0.5)
z,i (t) = 1 et
γ
(l+0.5)
z,i (t) ∝ u(l)v,iNC(Ev,z(t); 0¯,H(l+1)v,z R(l)v,i) (10.4)
(b) Mettre a` jour les poids de gaussiennes uv,i :
u
(l+1)
v,i =
1∑
z Tz
∑
z
Tz∑
t=1
γ
(l+0.5)
z,i (t), (10.5)
(c) Mettre a` jour les matrices de covariances Rv,i :
r
2,(l+1)
v,i (f) =
∑
z
∑Tz
t=1 γ
(l+0.5)
z,i (t)
|Ev,z(t,f)|2
H(l+1)v,z (f)∑
z
∑Tz
t=1 γ
(l+0.5)
z,i (t)
, (10.6)
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ne pas garder d’attache au mode`le ge´ne´ral Λm).
3. Mode`les adapte´s (a` partir de Λv) : mode`le de musique adapte´ acoustiquement λ˜m et
mode`les de voix a` filtre adapte´ λv = HvΛv (Sec. 9.5.1) obtenu a` partir du mode`le ge´ne´ral
Λv (appris en utilisant l’algorithme 2).
4. Mode`les adapte´s (a` partir de ΛHv ) : idem, sauf que le mode`le de voix a` filtre adapte´
λv = HvΛHv est obtenu a` partir du mode`le ge´ne´ral de voix a` filtres adapte´s ΛHv (appris en
utilisant l’algorithme 6).
Types de mode`les Mode`le de voix Mode`le de musique RSDN moyen
Mode`les ge´ne´raux Λv Λm 5.4
Mode`les adapte´s acoustiquement Λv λ˜m 11.3
Mode`les adapte´s (a` partir de Λv) λv = HvΛv λ˜m 12.1
Mode`les adapte´s (a` partir de ΛHv ) λv = HvΛHv λ˜m 12.3
Tab. 10.1 – Apport de la proce´dure d’apprentissage a` filtres adapte´s. La performance de
se´paration (RSDN moyen) est affiche´e pour chaque type de mode`les teste´s.
Les re´sultats obtenus sont re´sume´s dans le tableau 10.1. Par rapport aux mode`les adapte´s
acoustiquement (Λv et λ˜m), l’adaptation du filtre ame´liore les performances moyennes de 0.8 dB
et l’apprentissage a` filtres adapte´s les ame´liore encore de 0.2 dB. Ainsi, on voit que c’est surtout
l’adaptation du filtre du mode`le de voix qui permet de gagner en performance, et non pas la
nouvelle proce´dure d’apprentissage du mode`le ge´ne´ral. Ceci est probablement lie´ au fait que
le mode`le ge´ne´ral de voix n’est pas tre`s grand (il est compose´ seulement de 32 DSP). Ainsi,
les e´tats du mode`le ne sont pas encore gaspille´s pour la mode´lisation des diffe´rentes conditions
d’enregistrement, et cette normalisation par rapport aux filtres n’est pas vraiment ne´cessaire
lors de son apprentissage.
Toutefois, cette expe´rimentation ne remet pas en cause la nouvelle proce´dure d’apprentissage
propose´e. L’adaptation des filtres lors de l’apprentissage n’ame´liore pas significativement les
performances dans notre cas, mais il ne les de´grade pas non plus. Nous allons donc utiliser par
la suite cet apprentissage a` filtres adapte´s pour le mode`le ge´ne´ral de voix.
10.3 Apprentissage prenant en compte l’adaptation contrainte
De manie`re analogue, il est possible d’inte´grer dans la proce´dure d’apprentissage l’adaptation
des gains de DSP (Sec. 9.5.2), ainsi que l’adaptation conjointe d’un filtre et des gains de DSP
(Sec. 9.5.3). Toutes ces me´thodes font partie des techniques d’adaptation contrainte (Sec. 8.1).
Nous pouvons ainsi repre´senter les proce´dures apprentissage prenant en compte l’adaptation des
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diffe´rents parame`tres libres (filtres, gains de DSP, etc.) par un crite`re d’apprentissage correspon-
dant au crite`re MAP d’adaptation contrainte (8.1). Ce crite`re est une ge´ne´ralisation du crite`re
(10.1) et s’e´crit comme suit :
(Ck,Λ
C
k ) = arg max
C′
k
,Λ′
k
∏
z
p
(
Ek,z
∣∣λ′k,z = Ψk(C ′k,z,Λ′k)) p(C ′k,z|Λ′k), (10.7)
ou` Yk = {Ek,z}z sont les donne´es d’entraˆınement, Ck,z, Ψk(Ck,z,Λk) et p(Ck,z|Λk) sont les
parame`tres libres, la de´formation parame´trique et la loi a priori de´finis section 8.1 et Ck =
{Ck,z}z est l’ensemble des parame`tres libres.
Le re´seau baye´sien pour cette proce´dure d’adaptation est repre´sente´ figure 10.1. Si la loi a
priori sur les parame`tres libres est uniforme non informative p(Ck,z|Λk) ∝ const, ce qui est le
cas pour l’adaptation d’un filtre et des gains de DSP, les Ck,z ne devraient pas eˆtre relie´s avec
Λk par des fle`ches. C’est pour cela que ces fle`ches sont repre´sente´es figure 10.1 par des lignes
pointille´es.
…
…
données 
d'entraînement
modèle général
Fig. 10.1 – Re´seau baye´sien correspondant a` l’apprentissage prenant en compte l’adaptation
contrainte (10.7). Formes des noeuds : processus continus (ronds), processus discrets (carre´s),
mode`les (hexagones). Coloration des noeuds : noeuds observe´s (noir), noeuds cache´s estime´s
(gris), autres noeuds cache´s (blanc).
142Inte´gration de l’adaptation des filtres et des gains lors de l’apprentissage du mode`le ge´ne´ral
10.4 Conclusion
Sachant que le mode`le ge´ne´ral est adapte´ pour chaque enregistrement, nous avons e´tudie´ dans
ce chapitre s’il existe une proce´dure de son apprentissage plus pertinente que l’apprentissage
conventionnel au maximum de vraisemblance (2.12) pre´sente´ section 2.3.2. La re´ponse est oui.
En effet, sachant que pour chaque nouvel enregistrement le mode`le est adapte´, il sera plus
pertinent de chercher un mode`le qui, une fois adapte´, mode´lise bien chaque enregistrement de
la base d’entraˆınement, plutoˆt qu’un mode`le qui mode´lise ces enregistrements tout simplement.
Ainsi, nous pre´sentons une proce´dure alternative d’apprentissage qui prend en compte l’adap-
tation. Cette proce´dure est d’abord introduite pour une technique particulie`re de l’adaptation
d’un filtre sous le nom d’apprentissage a` filtres adapte´s. Il est explique´ comment mettre en oeuvre
cet apprentissage a` l’aide de l’algorithme SAGE.
Une e´valuation expe´rimentale montre que, par rapport a` l’apprentissage conventionnel, l’ap-
prentissage a` filtres adapte´s n’ame´liore pas significativement les performances de se´paration.
Nous pensons que ceci est parce que le mode`le ge´ne´ral e´tudie´ n’est pas tre`s grand. Ainsi, la
variation des parame`tres adaptables (des filtres) n’est pas repre´sente´e par ce mode`le et, par
conse´quent, la normalisation par rapport a` ces parame`tres lors de l’apprentissage n’est pas une
e´tape cruciale. Cependant, cela ne remet pas en cause notre proposition dont le but est de rendre
l’apprentissage de mode`les conforme a` leur utilisation.
Enfin, nous ge´ne´ralisons la proce´dure d’apprentissage prenant en compte l’adaptation pour
d’autres techniques d’adaptation contrainte (Sec. 8.1), comme par exemple l’adaptation des
gains de DSP.
La parie suivante est entie`rement consacre´e a` une e´valuation comple`te du syste`me de se´paration
voix / musique pre´sente´ dans le chapitre 9.
Quatrie`me partie
Evaluation du syste`me de se´paration
voix / musique
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Chapitre 11
Segmentation en parties vocales et
non vocales
Dans ce chapitre, le module de segmentation automatique en parties vocales et non vocales
pre´sente´ dans la section 9.3 est e´value´ inde´pendamment du module d’adaptation re´sume´ sur la
figure 9.1. Cependant, un des parame`tres du module de segmentation, pre´cise´ment le seuil de
de´cision η, sera re´gle´ dans le chapitre suivant via la performance de se´paration, quand ce module
sera inte´gre´ dans le module d’adaptation.
11.1 Description des donne´es expe´rimentales pour la segmenta-
tion
La base d’entraˆınement des mode`les des parties vocales ΓV et non vocales ΓN (Sec. 9.3)
consiste en 52 chansons populaires. Pour e´valuer la performance de segmentation, 21 chan-
sons sont utilise´es, parmi lesquelles les six chansons de la base d’e´valuation pour la se´paration
(Sec. 4.4).
Les oeuvres d’un meˆme artiste n’interviennent jamais a` la fois dans la base d’entraˆınement
et celle d’e´valuation.
Tous ces enregistrements de chansons sont en mono, e´chantillonne´s a` 11025 Hz et segmente´s
a` la main en parties vocales et non vocales.
11.2 Protocole expe´rimental
Les mode`les ΓV et ΓN sont appris a` partir de la base d’entraˆınement a` l’aide de l’algorithme 3
(rappelons que les MMG ΓV et ΓN utilise´s pour la segmentation ont la meˆme structure que les
MMG log spectraux pre´sente´s dans la section 2.4.2). La base d’e´valuation est ensuite segmente´e
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automatiquement en parties vocales et non vocales par le module de segmentation repre´sente´
figure 9.2. Enfin, la performance est calcule´e en comparant les segmentations automatiques
obtenues avec les segmentations manuelles correspondantes. La mesure de performance utilise´e
est pre´sente´e ci-dessous.
11.3 Mesure de performance
Comme dans l’article [Tsai-04a], pour e´valuer la performance de la segmentation en parties
vocales et non vocales, les courbes DET (Detection Error Tradeoff) [Martin-97] sont utilise´es.
Pour un seuil de de´cision η donne´ (voir e´quations (9.1) et (9.2)), la performance de segmentation
peut eˆtre exprime´e en termes de deux mesures d’erreur : le VMER (Vocal Miss Error Rate),
qui est le taux de trames vocales de´tecte´es comme non vocales, et le VFAR (Vocal False Alarm
Rate), qui est le taux de trames non vocales de´tecte´es comme vocales. Ces mesures d’erreur sont
calcule´es en comparant la segmentation automatique e´value´e avec une segmentation manuelle.
Cependant, parce qu’il est difficile de marquer pre´cise´ment a` la main les transitions entre les
parties vocales et non vocales, une certaine tole´rance est utilise´e. Notamment, comme cela est
fait dans l’article [Tsai-04a], les trames qui se trouvent dans un intervalle de 0.25 secondes de
part et d’autre d’un point de transition ne sont pas prises en compte pour le calcul du VMER
et du VFAR. Les coordonne´es de chaque point d’une courbe DET sont le VMER et le VFAR
pour un certain seuil de de´cision η.
11.4 Parame`tres acoustiques
Nous utilisons comme parame`tres acoustiques (Sec. 9.3) les parame`tres classiques base´s sur
des coefficients cepstraux (MFCC pour Mel Frequency Cepstral Coefficients) [Vergin-99]. Pour
chaque trame, nous avons pris les 12 premiers coefficients MFCC plus l’e´nergie (ainsi 13 pa-
rame`tres) comple´te´s par leurs de´rive´s ∆ et leurs acce´le´rations ∆∆ (ainsi 39 parame`tres). Les
coefficients MFCC sont obtenus a` partir de la TFCT calcule´e en utilisant la meˆme feneˆtre d’ana-
lyse que pour la se´paration (Sec. 4.5.1), c’est-a`-dire la feneˆtre de Hamming de taille 93 ms avec
un recouvrement a` 50 %. Pour diminuer l’influence du bruit convolutif et additif, les parame`tres
sont normalise´s en utilisant les techniques CMS (Cepstral Mean Subtraction) et VN (Variance
Normalization) [Chen-02].
11.5 Simulations
Les objectifs des deux expe´rimentations pre´sente´es par la suite sont :
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1. Mesurer l’influence sur les performances de segmentation de deux types de de´cision : par
trame et par bloc. Dans le cas de la deuxie`me de´cision, tester les diffe´rentes tailles du bloc.
2. Mesurer l’influence sur les performances de segmentation du nombre d’e´tats des mode`les
ΓV et ΓN .
11.5.1 De´cision par trame vs. de´cision par bloc, taille du bloc
En utilisant des MMG ΓV et ΓN a` 32 e´tats, nous mesurons les performances du syste`me
de segmentation avec la de´cision par trame (Eq. (9.1)), puis la de´cision par bloc (Eq. (9.2))
de taille 0.5, 1 et 2 secondes. Les re´sultats sont repre´sente´s sur la figure 11.1. En faisant la
de´cision par trame, la performance en termes de EER (Equal Error Rate) (c’est-a`-dire VMER
= VFAR) est de 29 %. Il faut remarquer que le EER est de 50 % pour un segmenteur ale´atoire.
Avec la de´cision par bloc de taille 0.5 secondes, le EER baisse significativement jusqu’au 20 %.
Ce re´sultat s’ame´liore encore un peu quand la taille du bloc de de´cision est augmente´e jusqu’a`
1 seconde (EER = 17 %). L’augmentation de cette taille jusqu’a` 2 secondes ne change plus
sensiblement le EER. Ainsi, nous avons de´cide´ d’utiliser par la suite la de´cision par bloc de taille
1 seconde.
11.5.2 Nombre d’e´tats des mode`les
Ensuite, nous e´tudions l’influence sur les performances de segmentation du nombre d’e´tats
QV = QN des MMG ΓV et ΓN . Les re´sultats obtenus en utilisant la de´cision par bloc de taille
1 seconde et les mode`les a` 8, 16, 32 et 64 e´tats sont re´sume´s sur la figure 11.2. On voit que le
EER de 17 % obtenu avec des mode`les a` 32 e´tats ne s’ame´liore plus en augmentant le nombre
d’e´tats jusqu’a` 64. Nous continuons donc a` utiliser par la suite les mode`les a` 32 e´tats.
11.6 Conclusion
Nous avons e´value´ le module de segmentation des chansons en parties vocales et non vocales
et re´gle´ certains parame`tres de ce module. Pre´cise´ment, nous avons choisi d’utiliser les mode`les a`
32 e´tats et de faire la de´cision par bloc de taille 1 seconde. Les performances obtenues dans cette
configuration (EER = 17 %) sont du meˆme ordre de grandeur que les performances rapporte´es
dans la litte´rature pour la meˆme taˆche et avec les meˆmes techniques base´es sur des mode`les MMG
ou MMC. Par exemple, dans les articles [Nwe-04], [Berenzweig-01] et [Tsai-04a] le meilleur EER
rapporte´ est de 13 %, de 19 % et de 15 % respectivement. Meˆme si l’on ne peut pas comparer ces
re´sultats rigoureusement, car les bases d’e´valuation sont diffe´rentes, cela nous donne une petite
ide´e du positionnement du syste`me de´veloppe´ par rapport aux syste`mes existants base´s sur les
meˆmes techniques.
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Fig. 11.1 – Influence de la taille du bloc de de´cision sur les performances de segmentation en
parties vocales et non vocales (mode`les ΓV et ΓN a` 32 e´tats sont utilise´s). De´cision par trame,
EER = 29 % (pointille´s). De´cision par bloc de taille 0.5 secondes, EER = 20 % (points-tirets).
De´cision par bloc de taille 1 seconde, EER = 17 % (tirets). De´cision par bloc de taille 2 secondes,
EER = 17 % (ligne continue).
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Fig. 11.2 – Influence du nombre d’e´tats Q = QV = QN des mode`les ΓV et ΓN sur les perfor-
mances de segmentation en parties vocales et non vocales (de´cision par bloc de taille 1 seconde
est utilise´e). Q = 8, EER = 20 % (pointille´s) ; Q = 16, EER = 19 % (points-tirets) ; Q = 32,
EER = 17 % (tirets) ; Q = 64, EER = 17 % (ligne continue).
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Cependant, il reste a` choisir le seuil de de´cision η (correspondant a` un point de fonction-
nement sur la courbe DET). Puisque le but final de ce travail est d’ame´liorer les performances
de se´paration, la valeur de ce seuil sera choisie a` travers de ces performances, quand le bloc de
la segmentation automatique sera inte´gre´ dans le module d’adaptation (Fig. 9.1). Ce choix sera
fait dans le chapitre suivant.
Remarquons que dans ce choix, il y a un compromis entre la purete´ et la quantite´ des donne´es.
En effet, les parties non vocales sont utilise´es pour l’adaptation acoustique du mode`le de musique
λ˜m (Fig. 9.1). Ainsi, d’une part il faut que le VMER soit petit pour que les parties non vocales
soient pures ou peu perturbe´es par des trames vocales de´tecte´es par erreur. D’autre part, il faut
que le VFAR soit petit pour qu’il y ait beaucoup de trames non vocales de´tecte´es correctement,
sinon il y a peu de donne´es pour adapter le mode`le de musique.
Chapitre 12
Se´paration voix / musique
Le but de ce chapitre est d’e´valuer le syste`me de se´paration voix / musique pre´sente´ cha-
pitre 9. La mesure de performance de se´paration RSDN sera utilise´e pour cette e´valuation.
Le bloc de segmentation en parties vocales et non vocales qui fait partie du module d’adap-
tation (Fig. 9.1) a` de´ja` e´te´ e´value´ dans le chapitre pre´ce´dent et il reste seulement a` re´gler le seuil
de de´cision η.
12.1 Protocole expe´rimental
Les donne´es expe´rimentales sont les meˆmes que celles utilise´es chapitre 4. Elles sont de´crites
dans la section 4.4.
Les mode`les ge´ne´raux Λv et Λm sont appris a` partir des donne´es d’entraˆınement. Les chansons
de la base d’e´valuation sont ensuite se´pare´es avec l’adaptation des mode`les (Fig. 6.1) ou sans
adaptation (Fig. 2.7). La se´paration avec des mode`les ide´aux λIdlv et λ
Idl
m (appris a` partir des
sources) est effectue´e e´galement.
L’apprentissage des MMG spectraux est effectue´ en utilisant l’algorithme 2. Les sources sont
estime´es a` l’aide du filtrage de Wiener adaptatif pre´sente´ dans la sections 2.4.1.2. Le module
d’adaptation des mode`les est pre´sente´ dans la section 9.2.
Enfin, pour estimer la performance de se´paration, la mesure RSDN (3.4) est utilise´e. La
moyenne des RSDN sur six chansons de test sert a` estimer la performance globale.
Toutes les autres particularite´s seront explique´es dans la section suivante au fur et a` mesure
de la pre´sentation des expe´riences.
12.2 Simulations
Les expe´rimentations que nous allons pre´senter sont organise´es en trois parties :
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1. D’abord nous e´tudions, comment e´voluent les performances de se´paration en fonction du
seuil de de´cision du module de segmentation utilise´ pour l’adaptation acoustique du mode`le
de musique.
2. Ensuite, nous mesurons l’apport aux performances des diffe´rentes techniques d’adaptation
inte´gre´es dans le module d’adaptation sche´matise´ sur la figure 9.1.
3. Enfin, nous e´tudions l’effet sur les performances du nombre d’e´tats des mode`les. Cette
expe´rimentation reprend celle pre´sente´e dans la section 4.5.2, mais avec l’adaptation des
mode`les en plus.
12.2.1 Seuil de de´cision de la segmentation automatique
Notons que les courbes DET que nous avons utilise´es pour e´valuer la segmentation ne
repre´sentent pas un syste`me de segmentation, mais plutoˆt un ensemble de syste`mes qu’on peut
obtenir en choisissant diffe´remment le seuil η. Ainsi, pour utiliser un syste`me de segmentation
au sein du module d’adaptation, il faut choisir une valeur particulie`re de ce seuil.
Pour faire ce choix, nous faisons l’expe´rimentation suivante. En utilisant les mode`les a` 32
e´tats et la de´cision par bloc de taille 1 seconde, la segmentation est effectue´e pour diffe´rentes
valeurs du seuil η. Pour chaque valeur, un mode`le de musique λ˜m est adapte´ acoustiquement
(c’est-a`-dire, dans notre cas, appris sur les parties non vocales). Ensuite, les chansons de test
sont se´pare´es en utilisant ce mode`le de musique λ˜m et le mode`le ge´ne´ral de voix Λv. Les deux
mode`les (λ˜m et Λv) sont a` 32 e´tats.
Selon les re´sultats repre´sente´s sur la figure 12.1 le meilleur RSDN est obtenu pour η = 0.25.
En observant la courbe DET, notons que le point de fonctionnement pour ce seuil (VMER =
20 %, VFAR = 15 %) n’est par tre`s loin ni du point de fonctionnement du EER = 17 %, ni du
point de fonctionnement pour le seuil baye´sien η = 0 (VMER = 15 %, VFAR = 19 %), qui est
le seuil the´orique si l’on suppose que les deux classes (vocale et non vocale) sont e´quiprobables.
Nous avons choisi d’utiliser par la suite le seuil η = 0.25, puisqu’il donne la meilleure perfor-
mance de se´paration.
12.2.2 Apport des diffe´rentes adaptations
Pour estimer l’importance de chaque bloc du module d’adaptation (Fig. 9.1), ainsi que l’im-
portance d’adaptation des diffe´rentes combinaisons des parame`tres (filtres, gains de DSP) les
expe´rimentations sur la se´paration sont faites avec des mode`les de voix et de musique a` 32 e´tats
chacun dans les configurations suivantes :
1. Mode`les ge´ne´raux Λv et Λm appris sur les donne´es d’entraˆınement.
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Fig. 12.1 – Performances de se´paration en fonction du seuil de de´cision de la segmentation
automatique. A gauche : RSDN moyen en fonction du seuil η. A droite : points de fonctionnement
sur la courbe DET correspondants aux seuils de de´cision teste´s.
2. Mode`les adapte´s acoustiquement : mode`le ge´ne´ral de voix Λv et mode`le de musique
adapte´ acoustiquement λ˜m (c’est-a`-dire, dans notre cas, appris sur des parties non vocales).
3. Mode`les adapte´s λv et λm obtenus a` partir des mode`les Λ
H
v
1 et λ˜m en adaptant les
diffe´rentes combinaisons des parame`tres (Alg. 5) 2 :
(a) un filtre adapte´ pour le mode`le de voix {Hv},
(b) un filtre et des gains adapte´s pour le mode`le de voix {Hv, gv},
(c) un filtre adapte´ pour le mode`le de voix et des gains adapte´s pour les deux mode`les
{Hv, gv , gm},
(d) des filtres et des gains adapte´s pour les deux mode`les {Hv, gv ,Hm, gm}.
4. Mode`les ide´aux λIdlv et λ
Idl
m appris sur les sources se´pare´es Sv et Sm disponibles dans
le cadre expe´rimental. La performance de se´paration obtenue avec ces mode`les, qui est
inaccessible dans un cadre d’application re´elle, joue le roˆle de borne empirique supe´rieure
pour les performances qu’on pourrait atteindre en adaptant les mode`les.
Puisque l’adaptation acoustique du mode`le de musique λ˜m ne´cessite une segmentation en
parties vocales et non vocales, les tests utilisant ce mode`le sont effectue´s avec la segmentation
manuelle, puis automatique.
1Rappelons que le mode`le ΛHv est appris en utilisant l’apprentissage a` filtres adapte´s, c’est-a`-dire l’algorithme 6.
2Notons que quand seulement une partie des parame`tres {Hv , gv,Hm, gm} est adapte´e l’algorithme 5 est
toujours applicable avec des modifications le´ge`res. Par exemple, pour adapter {Hv ,Hm, gm} l’e´quation (9.19)
devrait eˆtre saute´e.
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Segmentation
Types de mode`les Mode`le de voix Mode`le de musique
Man. Aut.
Mode`les ge´ne´raux (e´tat de l’art) Λv Λm 5.4
Mode`les adapte´s acoustiquement Λv λ˜m 11.3 9.6
λv = HvΛHv λm = λ˜m 12.3 10.5
Mode`les adapte´s λv = gv • HvΛHv λm = λ˜m 12.8 10.7
(filters, gains de DSP) λv = gv • HvΛHv λm = gm • λ˜m 12.5 10.7
λv = gv • HvΛHv λm = gm • Hmλ˜m 12.2 10.7
Mode`les ide´aux (borne empirique) λIdlv λ
Idl
m 15.9
Tab. 12.1 – Importance d’adaptation des diffe´rentes combinaisons des parame`tres. La perfor-
mance de se´paration (RSDN moyen) est affiche´e pour chaque type de mode`les teste´s.
Les re´sultats sont repre´sente´s dans le tableau 12.1. L’ame´lioration principale de la perfor-
mance est obtenue graˆce a` l’adaptation acoustique du mode`le de musique sur des parties non
vocales. Cette ame´lioration est de 5.9 dB et de 4.2 dB pour les segmentations manuelle et auto-
matique respectivement. Elle est ainsi de 1.7 dB plus faible pour la segmentation automatique.
L’adaptation d’un filtre Hv pour le mode`le de voix avec l’apprentissage du mode`le ge´ne´ral
ΛHv a` filtres adapte´s (Alg. 6) ame´liorent toujours la performance de 1 dB et de 0.9 dB pour
ces deux types de segmentations. L’adaptation supple´mentaire des gains de DSP gv pour ce
mode`le augmente la performance encore un peu. L’adaptation des parame`tres pour le mode`le
de musique (gm et Hm) n’augmente plus la performance. Ceci signifie que le mode`le de musique
λ˜m est de´ja` suffisamment bien adapte´.
En re´sumant, par rapport aux mode`les ge´ne´raux de l’e´tat de l’art, notre proposition permet
de gagner 7.4 dB avec une le´ge`re intervention humaine (pour faire la segmentation manuelle) et
de gagner 5.3 dB de manie`re comple`tement automatique. Notons que ces re´sultats sont 3.1 dB
et 5.2 dB au-dessous de la borne empirique obtenue a` l’aide des mode`les ide´aux. Il reste donc
un de´fi a` diminuer ces marges en ame´liorant le sche´ma d’adaptation des mode`les.
12.2.3 Effet du nombre d’e´tats des mode`les
Enfin, nous testons l’effet sur les performances du nombre d’e´tats des mode`les Q = Qv = Qm
dans les trois configurations suivantes :
1. Mode`les ge´ne´raux Λv et Λm.
2. Mode`les adapte´s λv = gv •HvΛHv et λm = λ˜m qui donnent le meilleur re´sultat (Tab. 12.1)
avec la segmentation manuelle.
3. Mode`les adapte´s λv = gv • HvΛHv et λm = λ˜m avec la segmentation automatique.
4. Mode`les ide´aux λIdlv et λ
Idl
m .
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Les re´sultats moyens sont re´sume´s sur la figure 12.2. Comme il a e´te´ de´ja` remarque´ section 4.5.2
avec les mode`les ge´ne´raux, l’augmentation du nombre d’e´tats Q n’ame´liore pas sensiblement
la performance par rapport au filtrage de Wiener (Q = 1). Tre`s vraisemblablement, ceci est
duˆ au proble`me de non repre´sentativite´ des bases d’entraˆınement pour des classes sonores tre`s
riches. En revanche, l’adaptation des mode`les permet de de´passer ces limites. Avec les mode`les
adapte´s l’augmentation des tailles des mode`les, c’est-a`-dire l’augmentation de la complexite´
calculatoire, est re´mune´re´e par l’ame´lioration sensible des performances de se´paration. Cette
expe´rience montre donc que pour la se´paration des classes sonores tre`s riches, comme par exemple
la musique, l’adaptation des mode`les est indispensable.
Les re´sultats de la meˆme expe´rience sont repre´sente´s sur la figure 12.3 pour chaque chanson
de test. Ces re´sultats montrent que le comportement de notre sche´ma d’adaptation observe´ en
moyenne est re´gulier.
Pour faire une analyse plus approfondie des chutes des performances entre l’adaptation avec
la segmentation manuelle et celle avec la segmentation automatique (Fig. 12.3) nous avons
repre´sente´ sur la figure 12.4 les performances de segmentation en parties vocales et non vocales
pour chaque chanson de test. En plus des VMER et VFAR (Sec. 11.3), nous utilisons une
mesure globale d’erreur appele´e TER (Total Error Rate), qui est le taux de trames de´tecte´es
incorrectement (c’est-a`-dire non vocales de´tecte´es comme vocales et vocales de´tecte´es comme
non vocales) parmi toutes les trames de la chanson.
Conside´rons les chansons pour lesquelles les performances de se´paration ne changent pas
beaucoup entre les segmentations manuelle et automatique (me´langes 2, 4 et 6, Fig. 12.3). Pour
ces chansons, le VMER est infe´rieur ou e´gal a` 10 % et le TER est infe´rieur a` 20 % (Fig. 12.4). On
voit aussi que pour le me´lange 1, il y a un comportement anormal : les performances de se´paration
diminuent beaucoup, tandis que le VMER et le TER ne sont pas trop grands (10 et 16 %). La
particularite´ de ce morceau est qu’il est tre`s court (35 sec.) par rapport aux autres chansons
qui durent entre 3 et 5 min. Remarquons e´galement que pour la chanson 5, la segmentation est
tre`s mauvaise (TER = 50 %, ce qui est e´gal aux performances d’un segmenteur ale´atoire). Cette
chanson a deux particularite´s. Premie`rement, le niveau de la voix chante´e est tre`s faible par
rapport au niveau de la musique, il est donc difficile de distinguer la voix. Deuxie`mement, dans
ce morceau il y a beaucoup de bombarde (un instrument dont les caracte´ristiques ressemblent
a` la voix) qui est prise par erreur pour la voix chante´e. Cependant, meˆme avec une si mauvaise
segmentation, l’adaptation permet d’ame´liorer les performances pour la chanson 5 par rapport
aux mode`les ge´ne´raux (Fig. 12.3).
Enfin, remarquons que la complexite´ calculatoire du syste`me de´veloppe´ est assez raisonnable.
Pour les mode`les a` 32 e´tats (Qv = Qm = 32), la se´paration (c’est-a`-dire l’adaptation et l’esti-
mation des sources) de 23 minutes d’enregistrement (dure´e totale des 6 chansons de test) dure
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4 heures en utilisant un ordinateur portable muni d’un processeur Pentium M 1.7 GHz.
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Fig. 12.2 – RSDN moyen pour six chansons de test en fonction du nombre d’e´tats des mode`les
Q = Qv = Qm et pour diffe´rents types de mode`les. Ligne continue : Mode`les ge´ne´raux ; Tirets :
Mode`les adapte´s avec la segmentation automatique ; Points-tirets : Mode`les adapte´s avec la
segmentation manuelle ; Pointille´s : Mode`les ide´aux (borne empirique).
12.3 Conclusion
Le proble`me de se´paration de la voix par rapport a` la musique dans des enregistrement
monophoniques de chansons populaires est une taˆche difficile qui n’a pas e´te´ beaucoup traite´e
dans la litte´rature ([Ozerov-05b, Vembu-05, Li-06]). Pour cette taˆche, nous avons de´veloppe´ un
syste`me de se´paration qui a les avantages suivants graˆce a` l’adaptation des mode`les :
– Les performances moyennes sont ame´liore´es de 5 dB par rapport a` l’utilisation des mode`les
ge´ne´raux.
– Le syste`me marche de manie`re automatique, c’est-a`-dire sans intervention humaine.
– La complexite´ calculatoire est assez raisonnable (pas plus que 10 fois le temps re´el).
– Les expe´rimentations ont e´te´ effectue´es sans restrictions particulie`res ni sur le style musical
(en restant cependant dans le cadre des chansons populaires) ni sur la langue de la chanson.
Quelques exemples de se´paration voix / musique obtenus a` l’aide de ce syste`me se trouvent
sur ma page personnelle [Ozerov-www].
Remarquons cependant quelques limitations. Premie`rement, la chanson traite´e doit contenir
suffisamment de parties non vocales pour qu’il y ait assez de donne´es pour l’adaptation acous-
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Fig. 12.3 – RSDN de´taille´ pour six chansons de test en fonction du nombre d’e´tats des mode`les
Q = Qv = Qm et pour diffe´rents types de mode`les. Ligne continue : Mode`les ge´ne´raux ; Tirets :
Mode`les adapte´s avec la segmentation automatique ; Points-tirets : Mode`les adapte´s avec la
segmentation manuelle ; Pointille´s : Mode`les ide´aux (borne empirique).
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Fig. 12.4 – Performances de segmentation en parties vocales et non vocales pour chaque chanson
de test : VMER (Vocal Miss Error Rate), VFAR (Vocal False Alarm Rate) et TER (Total Error
Rate).
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tique du mode`les de musique. Deuxie`mement, la musique issue des parties non vocales doit eˆtre
assez similaire a` celle issue des parties vocales. Enfin, il est pre´fe´rable qu’a` chaque instant, il n’y
ait qu’une seule personne qui chante, c’est-a`-dire qu’il n’y ait ni de choeur ni de back vocal. Ces
suppositions sont ve´rifie´es pour la majorite´ des chansons populaires.
Il faut noter e´galement que les performances de ce syste`me sont 5.2 dB au-dessous de la
borne empirique obtenue avec des mode`les ide´aux. Il reste donc un de´fi a` diminuer cette marge
en ame´liorant le sche´ma d’adaptation ainsi que le module de segmentation en parties vocales et
non vocales qui fait partie de ce sche´ma.
Il est important de noter qu’avec les mode`les ge´ne´raux, l’augmentation du nombre d’e´tats
des mode`les n’ame´liore pas les performances moyennes, tandis que l’adaptation des mode`les
permet de de´passer sensiblement ces limitations. Ainsi, une conclusion que nous tirons de ces
expe´rimentations est que, pour la se´paration des classes sonores tre`s riches (comme la musique),
l’adaptation des mode`les est indispensable.
Chapitre 13
Apport de la se´paration pour
l’estimation du pitch de la voix
Nous allons mesurer ce qu’apporte la se´paration avec ou sans adaptation des mode`les a`
l’estimation du pitch de la voix chante´e, en utilisant un estimateur de pitch de´veloppe´ pour la
voix seule (non pollue´e par la musique).
13.1 Estimateur de pitch
Nous utilisons un estimateur de pitch de´veloppe´ pour la voix seule et base´ sur l’auto-
corre´lation. A partir du signal de voix seule sv, cet estimateur sort l’estimation de pitch ρ dans
le format suivant ρ = {ρ(n)}n, ou` n est l’indice du temps discret correspondant a` la fre´quence
d’e´chantillonnage 200 Hz, ρ(n) = 0 si la trame correspondante a` e´te´ de´tecte´e comme non voise´e.
Sinon ρ(n) est l’estimation de la fre´quence fondamentale f0 en hertz.
13.2 Description des donne´es expe´rimentales
Dans un premier temps, nous utiliserons pour ces expe´rimentions les six chansons de la base
d’e´valuation utilise´e pour la se´paration (Sec. 4.4).
Dans un deuxie`me temps, nous utiliserons quelques extraits de la base d’e´valuation du
concours sur l’extraction de la me´lodie organise´ pendant la confe´rence ISMIR 2004 [ISMIR-04].
Cela nous permettra d’avoir une ide´e sur les performances d’estimation du pitch que nous allons
obtenir, en les comparant avec les performances des syste`mes propose´s par les participants du
concours. La base d’e´valuation du concours qui est disponible sur le site [ISMIR-04] est com-
pose´es de 20 extraits musicaux de diffe´rents genres (pop, ope´ra, jazz, etc.). Parmi ces extraits,
nous avons choisi d’utiliser les quatre extraits issus des chansons pop, qui sont note´s dans la
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base pop1 - pop4. Les autres extraits nous semblent peu approprie´s pour le syste`me de se´paration
de´veloppe´ dans cette the`se. Chaque extrait parmi les quatre choisis dure approximativement 20
secondes.
13.3 Protocole expe´rimental
Pour chaque chanson (ou extrait) traite´e x, le pitch est estime´ (avec l’estimateur utilise´)
d’abord directement a` partir du me´lange x et ensuite a` partir de la voix estime´e sˆv, en utilisant les
diffe´rents types de mode`les, notamment les mode`les ge´ne´raux, adapte´s et ide´aux (Sec. 12.2.2). A
chaque fois, une estimation de pitch ρˆ est obtenue. Pour mesurer la pre´cision de cette estimation,
elle doit eˆtre compare´e avec un pitch de re´fe´rence.
13.4 Pitch de re´fe´rence
Pour chaque chanson de la base de test de la se´paration, nous prenons comme pitch de
re´fe´rence le pitch ρ estime´ (avec l’estimateur utilise´) a` partir de la voix seule sv qui est disponible
dans le cadre expe´rimental. Pour les extraits de la base d’e´valuation du concours de l’ISMIR
2004, les pitchs de re´fe´rence sont fournis avec la base. D’ailleurs, ces re´fe´rences sont obtenues de
la meˆme manie`re, c’est-a`-dire qu’elles sont estime´es a` partir de la voix seule avec une ve´rification
manuelle en plus [ISMIR-04].
Ainsi, l’estimation de pitch ρˆ est compare´e avec le pitch de re´fe´rence ρ en utilisant les mesures
de performance de´crites dans la section suivante.
13.5 Mesures de performance
Nous avons l’intention de comparer les performances que nous allons obtenir avec celles
des syste`mes pre´sente´s au concours de l’ISMIR 2004 [ISMIR-04]. Ainsi, pour comparer le pitch
estime´ ρˆ avec le pitch de re´fe´rence ρ nous allons utiliser les mesures de performance propose´es
dans le cadre de ce concours. Ces mesures sont compose´es des deux options pre´sente´es ci-dessous.
13.5.1 Mesures de performance : Option 1
Cette option est compose´e des trois mesures suivantes :
1. unpitchMatch : mesure de concordance pour les trames non voise´es (dans la re´fe´rence)
seulement :
Munpitch = 100
# ({n : ρˆ(n)ρ(n) = 0})
# ({n : ρ(n) = 0}) (13.1)
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ou` #(A) de´note le nombre d’e´le´ments de l’ensemble A. C’est donc le pourcentage des
trames de´tecte´es correctement comme non voise´es parmi toutes les trames non voise´es de
la re´fe´rence.
2. pitchMatch : mesure de concordance pour les trames voise´es (dans la re´fe´rence) seule-
ment :
Mpitch = 100
∑
ρˆ(n)ρ(n)>0 min (1− edemiton[ρˆ(n), ρ(n)], 0)
# ({n : ρ(n) > 0}) , avec (13.2)
edemiton[ρˆ(n), ρ(n)] = 12| log2 ρˆ(n)− log2 ρ(n)| (13.3)
C’est donc la diffe´rence moyenne absolue entre les notes sature´e a` 1 demi-ton (100 %) pour
l’erreur maximale (parmi les trames voise´es de la re´fe´rence).
3. totalMatch : mesure de concordance combine´e :
Mtotal = 100
# ({n : ρˆ(n)ρ(n) = 0}) +∑ρˆ(n)ρ(n)>0 min (1− edemiton[ρˆ(n), ρ(n)], 0)
N
,
(13.4)
ou` N est le nombre total de trames (ρ = {ρ(n)}Nn=1).
13.5.2 Mesures de performance : Option 2
Les mesures sont les meˆmes que pour l’option 1 a` une seule exception : il est autorise´ de se
tromper d’octave. Ainsi, la formule (13.3) doit eˆtre remplace´e par la formule suivante :
e′demiton[ρˆ(n), ρ(n)] = min
k
(12|k + log2 ρˆ(n)− log2 ρ(n)|) (13.5)
13.6 Simulations
Comme nous l’avons de´ja` mentionne´, les expe´rimentations sont organise´es en deux parties :
– d’abord, avec les donne´es utilise´es pour la se´paration,
– ensuite, avec les donne´es du concours de l’ISMIR 2004.
13.6.1 Expe´rimentations avec les donne´es utilise´es pour la se´paration
Pour chaque chanson de la base d’e´valuation utilise´e pour la se´paration, les estimations de
pitch ρˆ sont obtenues dans les configurations suivantes :
1. Me´lange : ρˆ est estime´e a` partir du me´lange x.
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2. Mode`les ge´ne´raux : ρˆ est estime´e a` partir de la voix sˆv se´pare´e en utilisant les mode`les
ge´ne´raux Λv et Λm.
3. Mode`les adapte´s : ρˆ est estime´e a` partir de la voix sˆv se´pare´e en utilisant les mode`les
adapte´s λv = gv •HvΛHv et λm = λ˜m qui donnent les meilleures performances de se´paration
(Tab. 12.1) avec la segmentation automatique.
4. Mode`les ge´ne´raux (+ segm.) : ρˆ est estime´e a` partir de la voix sˆv se´pare´e en utilisant
les mode`les ge´ne´raux Λv et Λm et la segmentation automatique en parties vocales et non
vocales. Plus pre´cise´ment, dans l’estimation sˆv, les parties non vocales de x sont mises a`
ze´ro et les parties vocales sont se´pare´es a` l’aide des mode`les ge´ne´raux. Cette configuration
est rajoute´e pour le diagnostic, a` savoir pour mesurer l’impact de la segmentation dans le
processus d’adaptation des mode`les.
5. Mode`les ide´aux : ρˆ est estime´e a` partir de la voix sˆv se´pare´e en utilisant les mode`les
ide´aux λIdlv et λ
Idl
m .
6. Solution triviale : Enfin, nous conside´rons une solution triviale ρˆ(n) = 0 pour tous n ;
pour cette solution le totalMatch est e´gal au pourcentage des trames non voise´es dans la
re´fe´rence.
Les re´sultats moyens sont repre´sente´s dans les tableaux 13.1 et 13.2 en utilisant les options 1
et 2 des mesures de performance, respectivement. On voit que les re´sultats pour ces deux options
sont cohe´rents entre eux. Ainsi, pour des raisons de simplicite´, nous n’allons analyser et utiliser
par la suite que l’option 1.
Remarquons d’abord qu’avec la solution triviale, le totalMatch est assez e´leve´, il est de 75 %.
Ceci signifie simplement qu’il y a 75 % de trames non voise´es dans les donne´es traite´es. Bien
e´videmment, nous ne pouvons pas nous contenter de cette solution triviale. Elle est pre´sente´e
juste pour monter qu’il faut analyser les trois mesures ensemble, et pas seulement le totalMatch,
meˆme si il est cense´ combiner le unpitchMatch et le pitchMatch.
Les re´sultats repre´sente´s tableau 13.1 nous montrent que l’utilisation des mode`les ge´ne´raux
ame´liore significativement le pitchMatch de 32 % par rapport a` la configuration sans se´paration.
A son tour, l’adaptation des mode`les ame´liore de 25 % le unpitchMatch. Puisque l’adaptation
ne change pas le pitchMatch, on peut croire que c’est surtout la segmentation en parties vocales
et non vocales qui joue le roˆle principal. C’est pour ve´rifier cette hypothe`se que nous avons
teste´ la configuration “mode`les ge´ne´raux (+ segm.)”. Cependant, on observe que l’utilisation
des mode`les ge´ne´raux avec la segmentation de´grade le´ge`rement le unpitchMatch et de´grade le
pitchMatch de 11 % par rapport aux mode`les adapte´s. Ainsi, parmi les quatre configurations
teste´es, 1 les mode`les adapte´s donnent les meilleures performances moyennes avec chacune des
1Dans cette comparaison, nous ne prenons en conside´ration ni les mode`les ide´aux (car c’est irre´aliste) ni la
solution triviale.
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trois mesures.
Donne´es pour la se´paration
Option 1
unpitchMatch (%) pitchMatch (%) totalMatch (%)
Me´lange 67 12 53
Mode`les ge´ne´raux 67 45 61
Mode`les adapte´s 92 46 80
Mode`les ge´ne´raux (+ segm.) 88 35 75
Mode`les ide´aux 86 70 82
Solution triviale ρˆ(n) = 0 100 0 75
Tab. 13.1 – Re´sultats moyens de l’estimation de pitch en utilisant les donne´es pour la se´paration
et l’option 1 des mesures de performance.
Donne´es pour la se´paration
Option 2
unpitchMatch (%) pitchMatch (%) totalMatch (%)
Me´lange 67 21 55
Mode`les ge´ne´raux 67 49 62
Mode`les adapte´s 92 49 81
Mode`les ge´ne´raux (+ segm.) 88 38 75
Mode`les ide´aux 86 74 83
Solution triviale ρˆ(n) = 0 100 0 75
Tab. 13.2 – Re´sultats moyens de l’estimation de pitch en utilisant les donne´es pour la se´paration
et l’option 2 des mesures de performance.
Les meˆmes re´sultats (en utilisant l’option 1) sont de´taille´s pour chaque chanson de test
dans le tableau 13.3. On voit que le comportement observe´ en moyenne est plutoˆt re´gulier.
Pour le unpitchMatch et le pitchMatch, l’utilisation des mode`les adapte´s donne de meilleures
performances pour quatre chansons sur six. Quand ce n’est pas le cas, la diffe´rence entre les
meilleures performances et celles obtenues avec les mode`les adapte´s ne de´passe jamais 10 %.
Remarquons aussi que les plus mauvaises performances sont obtenues pour la chanson 5
(unpitchMatch = 84 % et pitchMatch = 29 %). Vraisemblablement, ceci est lie´ au fait que la
segmentation en parties vocales et non vocales est tre`s mauvaise pour cette chanson (TER =
50 %, voir Fig. 12.4).
13.6.2 Expe´rimentations avec les donne´es de l’ISMIR 2004
Exactement les meˆmes expe´rimentations sont effectue´es pour les quatre extraits de la base
d’e´valuation du concours de l’ISMIR 2004. Seule la configuration avec des mode`les ide´aux n’est
pas reproduite, puisque nous n’avons pas acce`s aux sources se´pare´es ne´cessaires pour l’appren-
tissage de ces mode`les.
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Chanson
Option 1 Donne´es pour la se´paration
1 2 3 4 5 6
Me´lange 70 68 60 71 64 73
Mode`les ge´ne´raux 88 63 54 83 56 79
unpitchMatch (%)
Mode`les adapte´s 96 98 90 91 84 94
Mode`les ge´ne´raux (+ segm.) 94 91 87 95 71 96
Mode`les ide´aux 95 96 74 89 85 78
Solution triviale ρˆ(n) = 0 100 100 100 100 100 100
Me´lange 22 6 8 19 24 5
Mode`les ge´ne´raux 67 40 54 54 28 49
pitchMatch (%)
Mode`les adapte´s 58 55 43 56 29 51
Mode`les ge´ne´raux (+ segm.) 53 39 35 47 13 46
Mode`les ide´aux 88 66 78 79 63 68
Solution triviale ρˆ(n) = 0 0 0 0 0 0 0
Me´lange 60 57 47 63 53 42
Mode`les ge´ne´raux 84 59 54 79 48 65
totalMatch (%)
Mode`les adapte´s 88 90 78 86 68 75
Mode`les ge´ne´raux (+ segm.) 86 81 74 88 55 73
Mode`les ide´aux 93 91 75 87 79 74
Solution triviale ρˆ(n) = 0 79 82 75 85 72 55
Tab. 13.3 – Re´sultats de l’estimation de pitch de´taille´s pour chaque chanson de la base de test
pour la se´paration en utilisant l’option 1 des mesures de performance.
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Les re´sultats moyens sont repre´sente´s tableau 13.4, accompagne´s par les re´sultats des quatre
participants du concours de l’ISMIR 2004. Pour les participants du concours, seul le totalMatch
est indique´, puisque les valeurs du unpitchMatch et du pitchMatch ne sont pas affiche´es sur le
site [ISMIR-04]. Ces re´sultats sont de´taille´s pour chaque extrait de test tableau 13.5.
On voit que cette fois-ci, c’est l’utilisation des mode`les ge´ne´raux qui donne le meilleur
totalMatch (Tab. 13.4) et l’adaptation des mode`les de´grade les performances moyennes. Vrai-
semblablement, ceci est duˆ au fait que chaque extrait traite´ est tre`s court et contient peu de
trames non vocales, ce qui est insuffisant pour apprendre un mode`le de musique. En effet, chaque
extrait dure approximativement 20 secondes. De plus, comme nous l’indique le totalMatch de la
solution triviale (Tab. 13.4), il y a seulement 22 % de trames non voise´es en moyenne, et donc
il y a encore moins de trames non vocales. En faisant un petit calcul a` partir de ces chiffres,
on peut de´duire qu’en moyenne chaque extrait contient au plus une centaine de trames non
vocales, ce qui n’est pas beaucoup pour apprendre un mode`le a` 32 e´tats. C’est justement la
situation ou` l’adaptation MAP du mode`le de musique (teste´e dans la section 9.4.1) semble eˆtre
plus approprie´e que le re´apprentissage complet.
Toutefois, ces re´sultats ne remettent pas en cause le sche´ma d’adaptation propose´ dans cette
the`se, puisque ce sche´ma n’a pas e´te´ de´veloppe´ pour traiter des extraits de 20 secondes, mais
pour traiter des chansons entie`res qui durent en moyenne entre 3 et 5 minutes.
Ainsi, le meilleur totalMatch de 49 % est obtenu avec des mode`les ge´ne´raux. On voit que ce
re´sultat est comparable a` ceux des participants du concours de l’ISMIR 2004. Ceci nous donne
une ide´e sur le positionnement de notre proposition sur l’estimation du pitch par rapport aux
propositions existantes.
Notons en plus, que le syste`me d’estimation du pitch de la voix chante´e dans la musique
polyphonique que nous e´tudions ici consiste en l’application successive des deux modules :
1. module de se´paration voix / musique,
2. estimateur de pitch pour la voix seule.
Ces deux modules ont e´te´ de´veloppe´s inde´pendamment l’un de l’autre et n’ont pas e´te´ modifie´s
apre`s les avoir combine´. Cependant, un petit re´glage d’un module en fonction de l’autre pourra
probablement ame´liorer le syste`me. Par exemple, on peut essayer de re´gler certains parame`tres
de l’estimateur de pitch pour le rendre plus robuste aux erreurs de la se´paration.
13.7 Conclusion
Dans ce chapitre, nous avons mesure´ l’apport de la se´paration voix / musique pour l’estima-
tion du pitch de la voix chante´e. Les expe´rimentations on e´te´ organise´es en deux parties.
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Donne´es de l’ISMIR 2004
Option 1
unpitchMatch (%) pitchMatch (%) totalMatch (%)
Me´lange 70 8 22
Mode`les ge´ne´raux 75 41 49
Mode`les adapte´s 85 28 41
Mode`les ge´ne´raux (+ segm.) 88 33 45
Solution triviale ρˆ(n) = 0 100 0 22
Participant 1 (ISMIR’04) - - 67
Participant 2 (ISMIR’04) - - 23
Participant 3 (ISMIR’04) - - 57
Participant 4 (ISMIR’04) - - 48
Tab. 13.4 – Re´sultats moyens de l’estimation de pitch en utilisant les donne´es de l’ISMIR 2004
et l’option 1 des mesures de performance.
Extrait
Option 1 Donne´es de l’ISMIR 2004 pop1 pop2 pop3 pop4
Me´lange 75 48 73 87
Mode`les ge´ne´raux 68 64 94 76
unpitchMatch (%)
Mode`les adapte´s 65 79 96 99
Mode`les ge´ne´raux (+ segm.) 84 85 99 84
Solution triviale ρˆ(n) = 0 100 100 100 100
Me´lange 3 19 0 12
Mode`les ge´ne´raux 30 64 31 43
pitchMatch (%)
Mode`les adapte´s 8 49 38 24
Mode`les ge´ne´raux (+ segm.) 30 57 27 23
Solution triviale ρˆ(n) = 0 0 0 0 0
Me´lange 17 27 16 28
Mode`les ge´ne´raux 37 64 45 50
Mode`les adapte´s 19 57 51 40
Mode`les ge´ne´raux (+ segm.) 40 64 42 36
totalMatch (%) Solution triviale ρˆ(n) = 0 20 26 21 21
Participant 1 (ISMIR’04) 61 64 73 71
Participant 2 (ISMIR’04) 17 19 26 32
Participant 3 (ISMIR’04) 55 58 46 71
Participant 4 (ISMIR’04) 26 29 63 73
Tab. 13.5 – Re´sultats de l’estimation de pitch de´taille´s pour chaque extrait de la base de test
de l’ISMIR 2004 en utilisant l’option 1 des mesures de performance.
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D’abord, la base de test de la se´paration a e´te´ utilise´e pour l’e´valuation. Dans ce cas, la
se´paration de la voix chante´e facilite l’estimation du pitch. De plus, le meilleur re´sultat moyen
est obtenu en utilisant les mode`les adapte´s.
Pour pouvoir comparer le syste`me d’estimation du pitch propose´ avec d’autres syste`mes
existants, nous avons ensuite e´value´ ce syste`me sur quelques extraits utilise´s pour le concours
sur l’extraction de la me´lodie de l’ISMIR 2004. Dans ce cas, nous avons observe´ que l’adaptation
des mode`les de´grade les performances par rapport aux mode`les ge´ne´raux. Nous pensons que ceci
re´sulte du fait que les extraits traite´s sont trop courts. Toutefois, les re´sultats obtenus montrent
que l’approche base´e sur
– la se´paration voix / musique et
– l’estimation du pitch a` partir de la voix se´pare´e
semble prometteuse et capable de concourir avec d’autres syste`mes d’estimation du pitch de la
voix chante´e dans la musique polyphonique.
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Chapitre 14
Conclusion
Dans cette the`se, nous e´tudions les techniques de se´paration de sources avec un seul capteur
qui sont base´es sur des mode`les statistiques des sources. Ces approches souffrent de limitations
majeures qui les rendent peu performantes pour la se´paration des sources appartenant a` des
classes sonores de grande variabilite´. Ceci est lie´ au fait qu’il est difficile en pratique d’apprendre
et de traiter des mode`les repre´sentant bien de telles classes.
Pour pouvoir de´passer ces limitations, nous proposons un formalisme ge´ne´ral d’adaptation
des mode`les de sources a` leurs re´alisations particulie`res dans le me´lange traite´. Nous pre´sentons
ce formalisme sous la forme d’un crite`re d’adaptation Maximum A Posteriori (MAP). Puis, nous
de´veloppons un algorithme ge´ne´ral permettant d’optimiser ce crite`re. Enfin, nous appliquons des
techniques d’adaptation de´rive´es du formalisme ge´ne´ral au proble`me de se´paration de la voix
chante´e par rapport a` la musique ambiante dans des chansons. Les re´sultats obtenus montrent
la validite´ de notre proposition.
Notons que la taˆche de se´paration voix / musique semble eˆtre un cas favorable pour l’adap-
tation. En effet, dans les chansons, il y a beaucoup de parties non vocales (sans voix chante´e),
et nous profitons de ce fait pour adapter le mode`le de musique. De plus, c’est cette adaptation
qui permet de gagner le plus en termes des performances de se´paration. Cependant, nous avons
montre´ que l’adaptation peut prendre des formes plus sophistique´es, telles que l’adaptation des
filtres et l’adaptation des gains de DSP a` partir du me´lange, ou bien l’adaptation a` partir des
re´gions temps-fre´quences dans le cadre de la “the´orie des donne´es manquantes” (Sec. 9.4.2).
En ge´ne´ral, le principe d’adaptation propose´ dans cette the`se est de rapprocher les ca-
racte´ristiques des mode`les a` celles des sources dans le me´lange, en utilisant toutes les infor-
mations disponibles sur ces sources. Le me´lange constitue toujours la principale information sur
les sources, mais dans certains cas on peut avoir a` disposition d’autres informations, appele´es in-
formations auxiliaires (Sec. 8.2), telles qu’une segmentation temporelle ou temps-fre´quentielle en
re´gions d’activite´ des sources, des informations visuelles, etc. Puisque souvent ces informations
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ne sont pas suffisantes pour pouvoir comple`tement re´apprendre les mode`les, il est important de
garder une attache aux mode`les a priori. Cependant, comme on l’a vu dans le cas de l’adapta-
tion acoustique du mode`le de musique (Sec. 9.4.1), cette attache peut eˆtre perdue, quand il y a
suffisamment de nouvelles observations.
Du point de vue the´orique, cette the`se peut eˆtre conside´re´e comme un travail de convergence
de diffe´rentes techniques d’apprentissage ou d’adaptation a` partir du me´lange ou des donne´es
manquantes vers un seul formalisme d’adaptation MAP dans le cadre baye´sien. Du point de vue
applicatif, ce travail e´largit le champ d’application des me´thodes probabilistes pour la se´paration
de sources appartenant a` des classes sonores de grande variabilite´. Quelques perspectives de ce
travail sont pre´sente´es dans le chapitre suivant.
Chapitre 15
Perspectives
Le formalisme d’adaptation e´tant formule´ de manie`re assez ge´ne´rale, il pourra trouver des
applications pour d’autres taˆches de se´paration que celle de se´paration voix / musique. Cepen-
dant, comme il est mentionne´ section 6.2.2, il faut eˆtre tre`s prudent en choisissant les lois a
priori sur les mode`les. En fait, la cle´ de la re´ussite de la me´thode re´side dans un bon choix des
ces lois.
Ainsi, une piste de recherche inte´ressante sera d’essayer de proposer des techniques de
construction de lois a priori de manie`re plus ou moins automatise´e. On peut s’inspirer par
exemple par la technique EMLLR (Eigenspace-Based MLLR) [Chen-00] selon laquelle l’adapta-
tion des mode`les est effectue´e le long des directions de plus forte variation des parame`tres qui
sont se´lectionne´es auparavant de manie`re automatique.
L’adaptation des mode`les peut eˆtre e´tendue a` des me´thodes de se´paration de sources avec
plusieurs capteurs, qui sont base´es a` la fois sur l’utilisation de l’information spatiale et sur des
mode`les a priori des sources (voir [Vincent-04]). Par exemple, une ide´e consiste a` utiliser des
techniques d’apprentissage ou d’adaptation des mode`les a` partir de re´gions temps - fre´quence
dans lesquelles une seule source est active a` la fois (voir Sec. 9.4.2). Ces re´gions peuvent eˆtre
estime´es d’abord en utilisant l’information spatiale, puis les mode`les appris ou adapte´s sur ces
re´gions peuvent eˆtre utilise´s pour ame´liorer la se´paration dans des re´gions ou` il y a plusieurs
sources actives a` la fois.
Vers des techniques rapides de se´paration / adaptation
Comme il est remarque´ section 2.2.2, la complexite´ calculatoire de l’algorithme d’estimation
des sources est proportionnelle au produit des tailles des mode`les (Q1Q2), car il faut calculer la
somme sur tous les e´tats d’un MMG factoriel. La complexite´ calculatoire d’une ite´ration de l’al-
gorithme EM pour l’adaptation (Sec. 7.2) est du meˆme ordre de grandeur, car les espe´rances des
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statistiques naturelles sont e´galement calcule´es en sommant sur tous les e´tats d’un MMG facto-
riel. Ainsi, il semble tre`s important de proposer des techniques (probablement approche´es) d’es-
timation des sources et d’adaptation des mode`les dont la complexite´ calculatoire est infe´rieure
a` O(Q1Q2). Ceci permettra soit de baisser le couˆt de calcul, soit pour le meˆme couˆt de calcul
d’utiliser des mode`les de plus grande taille, ce qui me`nera, dans certains cas, a` de meilleures
performances de se´paration.
Une des pistes mentionne´es section 2.4.1.3 est d’utiliser des estimateurs durs pour l’estimation
de sources ainsi que pour l’adaptation, c’est-a`-dire pour le calcul des espe´rances des statistiques
naturelles, et de trouver une astuce rapide de recherche d’un couple d’e´tats le plus probable
dans le mode`le factoriel. Par exemple, en s’inspirant par les travaux de Pontoppidan et Dyrholm
[Pontoppidan-03], on peut essayer de repre´senter les DSP du MMG factoriel sous la forme
d’un arbre binaire en utilisant l’algorithme de K-moyennes [McQueen-67]. La recherche dans un
tel arbre pourra s’effectuer conside´rablement plus vite par rapport a` la recherche exhaustive.
Cependant, une telle solution est en ge´ne´ral approche´e.
Une autre direction consiste a` utiliser des techniques d’approximation variationnelle [Jordan-98]
pour les MMG / MMC factoriels [Ghahramani-97]. Ces techniques ont e´te´ de´ja` applique´es pour
la se´paration de sources avec plusieurs capteurs [Attias-03], ainsi que pour la se´paration de
sources avec un seul capteur [Hershey-01].
Adaptation en ligne
Une des limitations de la technique d’adaptation propose´e dans cette the`se est qu’on a besoin
de traiter chaque enregistrement en entier. Ceci n’est pas acceptable pour des applications
qui doivent fonctionner en ligne, comme par exemple la reconnaissance vocale d’un service
te´le´phonique. Pour ces applications, le signal arrive au fur et a` mesure et a` chaque moment une
de´cision sur le signal en cours de traitement doit eˆtre effectue´e avant que le signal futur ne soit
disponible. En fonction de l’application, un de´lai plus ou moins long peut eˆtre tole´re´.
Cependant, la technique d’adaptation propose´e peut eˆtre assez facilement modifie´e pour
eˆtre applicable en ligne. Au lieu d’utiliser l’algorithme EM classique [Dempster-77], on peut
par exemple utiliser EM re´cursif [Krishnamurthy-93]. L’ide´e consiste a` recalculer les espe´rances
des statistiques naturelles (e´tape E) au fur et a` mesure le long d’une feneˆtre glissante (par
ex. rectangulaire ou exponentielle) en mettant a` chaque fois a` jour les parame`tres des mode`les
adapte´s (e´tape M). Ainsi, les mode`les ne sont plus adapte´s a` tout l’enregistrement, mais ils
varient au cours du temps en s’adaptant aux nouvelles conditions. La taille de la feneˆtre glissante
utilise´e pour le calcul des espe´rances des statistiques naturelles re`gle la vitesse de cette variation.
Le de´savantage d’un tel sche´ma d’adaptation en ligne par rapport a` l’adaptation sur tout
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l’enregistrement est que l’information future n’est pas utilise´e. Par contre, il y a plusieurs avan-
tages. Premie`rement, elle est applicable en ligne, c’est-a`-dire qu’elle est causale. Deuxie`mement,
il devient possible de re´gler la vitesse d’adaptation en ajustant la taille de la feneˆtre glissante.
Il semble meˆme possible d’adapter les diffe´rents parame`tres avec des vitesses diffe´rentes. Par
exemple, puisque les conditions d’enregistrement varient en moyenne plus lentement que l’e´nergie
locale du signal, il paraˆıt raisonnable d’utiliser une feneˆtre glissante longue pour l’adaptation des
filtres (Sec. 9.5.1) et une feneˆtre glissante courte pour l’adaptation des gains de DSP (Sec. 9.5.2).
Enfin, on voit que cette adaptation en ligne est quelque chose d’interme´diaire entre l’adap-
tation locale (par ex. l’adaptation des facteurs de gains [Benaroya-06, Vincent-04a]) et d’adap-
tation globale traite´e dans cette the`se (voir la discussion section 6.2.3). En effet, si la taille de
la feneˆtre glissante est comparable avec la taille d’enregistrement, il s’agit plutoˆt d’adaptation
globale. Par contre, si la taille de la feneˆtre est de l’ordre d’une trame, il s’agit d’adaptation
locale [Benaroya-06, Vincent-04a].
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Annexe A
Rappels de probabilite´s et de
statistiques
Cette annexe contient quelques rappels des notions de probabilite´s et de statistiques utilise´es
dans cette the`se.
A.1 Densite´ d’un vecteur ale´atoire gaussien re´el / complexe
La densite´ d’un vecteur ale´atoire gaussien re´el V ∈ RF avec comme vecteur moyen µ =
[µ(f)]f ∈ RF et comme matrice de covariance diagonale R = diag[r2(f)]f ∈ RF×F est de´finie
comme suit [Kay-93] :
N(V ;µ,R) =
∏
f
1√
2pir2(f)
exp
[
−1
2
(V (f)− µ(f))2
r2(f)
]
, (A.1)
alors que la densite´ d’un vecteur ale´atoire gaussien complexe circulaire 1 VC ∈ CF avec comme
vecteur moyen µC = [µC(f)]f ∈ CF et comme matrice de covariance diagonale R = diag[r2(f)]f ∈
R
F×F est de´finie un peu diffe´remment [Neeser-93] :
NC(VC ;µC , R) =
∏
f
1
pir2(f)
exp
[
−|VC(f)− µC(f)|
2
r2(f)
]
(A.2)
La diffe´rence entre ces deux formules peut eˆtre explique´e en supposant que chaque vec-
teur [<VC(f),=VC(f)]T ∈ R2 est un vecteur ale´atoire gaussien re´el bidimensionnel avec comme
1Les moments centre´s d’ordre 2 d’un vecteur ale´atoire complexe V sont de´finis par une matrice de covariance
R = E[(V − µ)(V − µ)H ] et une matrice de pseudo-covariance R˜ = E[(V − µ)(V − µ)T ], ou` µ = E[V ] est le
vecteur moyen et H et T en exposant d’un vecteur complexe signifient sa transpose´e-conjugue´e et sa transpose´e,
respectivement. Ce vecteur ale´atoire complexe est appele´ circulaire (proper en anglais) si la matrice de pseudo-
covariance est nulle [Neeser-93, Picinbono-96].
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vecteur moyen [<µC(f),=µC(f)]T et comme matrice de covariance diagonale
[
r2(f)
2 0
0 r
2(f)
2
]
(Fig. A.1).
Fig. A.1 – Distribution d’une variable ale´atoire gaussienne complexe circulaire VC(f) ∈ C.
A.2 Familles exponentielles et statistiques naturelles
Nous rappelons ici les notions des statistiques, des statistiques suffisantes, des familles expo-
nentielles et des statistiques naturelles.
Conside´rons une famille de densite´s parame´triques {p(X|θ)}θ, ou` X et θ notent les donne´es
et les parame`tres, respectivement.
De´finition 1. [Kay-93] Une fonction quelconque des donne´es T(X ) s’appelle statistique.
De´finition 2. [Kay-93] Une statistique T(X ) s’appelle statistique suffisante (ou exhaustive), si
il existe des fonctions a(·) et b(·, ·) telles que
p(X|θ) = a(X )b(T(X ), θ) (A.3)
pour tous X et θ.
Proprie´te´ 1. Soit p(θ) une loi a priori sur les parame`tres θ. Si T(X ) est une statistique suffi-
sante, alors l’estimation MAP des parame`tres θ
θMAP = arg max
θ′
p(X|θ′)p(θ′) (A.4)
doit eˆtre une fonction de T(X ).
En effet, en substituant (A.3) dans (A.4), on peut omettre le facteur a(X ), car il n’y a pas
d’influence sur l’optimisation des parame`tres θ, c’est-a`-dire p(X|θ)p(θ) ∝ b(T(X ), θ)p(θ). Ainsi,
l’estimation θMAP (A.4) ne de´pend plus que de T(X ).
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De´finition 3. [Dempster-77, McLachlan-97] La famille des densite´s parame´triques {p(X|θ)}θ
est appele´e famille exponentielle, si p(X|θ) peut s’exprimer sous la forme suivante :
p(X|θ) = exp {〈g(θ),T(X )〉 + d(θ) + h(X )} , (A.5)
ou` d(θ), h(X ) ∈ R sont des fonctions scalaires, g(θ),T(X ) ∈ RL sont des fonctions vectorielles
et 〈·, ·〉 de´note le produit scalaire. La fonction T(X ) s’appelle statistique naturelle pour cette
famille exponentielle.
Remarquons que la statistique naturelle est e´galement une statistique suffisante. En effet,
pour repre´senter la densite´ p(X|θ) de´finie par (A.5) sous la forme (A.3), il suffit de poser a(X ) ,
exp{h(X )} et b(T(X ), θ) , exp {〈g(θ),T(X )〉 + d(θ)}. Ainsi, la proprie´te´ 1 est e´galement ve´rifie´e
pour les statistiques naturelles.
A.3 Algorithme EM pour l’estimation MAP
L’algorithme EM (Expectation - Maximization) [Dempster-77, McLachlan-97] est un des
outils principaux utilise´s dans cette the`se. Il est pre´sente´ ici pour l’estimation Maximum A
Posteriori (MAP).
Conside´rons une famille de densite´s parame´triques {p(X|θ)}θ et une loi a priori sur les
parame`tres p(θ). Les donne´es X sont suppose´es connues et sont appele´es ainsi donne´es observe´es.
Le but est de trouver l’estimation MAP des parame`tres (A.4).
Supposons de plus qu’il existe d’autres donne´es Z apple´es donne´es comple`tes qui ne sont
pas observe´es directement et que les donne´es observe´es s’expriment de fac¸on unique a` partir
des donne´es comple`tes, c’est-a`-dire il existe une transforme´e Ω telle que X = Ω(Z). Ainsi, les
donne´es comple`tes Z sont partiellement observe´es via X .
Il se trouve que le crite`re MAP (A.4) est difficile a` optimiser pour une raison ou l’autre. Il se
trouve aussi que ce crite`re serait facile a` optimiser, si les donne´es comple`tes Z e´taient observe´es,
c’est-a`-dire si X e´tait remplace´ par Z dans (A.4).
Dans une telle situation, il est tre`s favorable d’utiliser l’algorithme EM. Cet algorithme est
une proce´dure ite´rative dont chaque ite´ration consiste en deux e´tapes [Dempster-77] :
Etape E : Q(θ, θ(l)) = EZ
[
log p(Z|θ)
∣∣∣X , θ(l) ]+ log p(θ) (A.6)
Etape M : θ(l+1) = arg max
θ
Q(θ, θ(l)) (A.7)
ou` θ(l) de´note les parame`tres estime´s a` la l-e`me ite´ration. L’e´tape E (Expectation) (A.6) consiste
a` calculer une fonction auxiliaire Q(θ, θ(l)) et l’e´tape M (Maximization) (A.7) consiste a` estimer
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les nouveaux parame`tres maximisant cette fonction.
L’algorithme EM assure la convergence des parame`tres θ vers un point stationnaire de la loi
a posteriori p(θ|X ) ∝ p(X|θ)p(θ) qui posse`de en ge´ne´ral plusieurs maxima locaux. Il est donc
important de bien choisir les parame`tres initiaux θ(0) pour e´viter la convergence vers des maxima
locaux trop e´loigne´s des maxima globaux.
A.3.1 Cas particulier des familles exponentielles
Supposons que la famille des densite´s parame´triques des donne´es comple`tes {p(Z|θ)}θ est
une famille exponentielle (De´f. 3) avec la statistique naturelle T(Z). Dans ce cas, l’algorithme
EM (A.6), (A.7) peut eˆtre re´e´crit dans une forme qui est plus facile a` comprendre et a` utiliser
[Dempster-77, McLachlan-97] :
Etape E : T(l)(Z) = EZ
[
T(Z)
∣∣∣X , θ(l) ] (A.8)
Etape M : θ(l+1) = f
(
T(l)(Z)
)
(A.9)
ou` la fonction f (T(Z)) est de´finie comme la solution du crite`re MAP des donne´es comple`tes,
qui est de´fini comme suit :
f (T(Z)) , arg max
θ′
p(Z|θ′)p(θ′) (A.10)
Rappelons qu’une telle fonction de´pendant de T(Z) existe selon la proprie´te´ 1, car T(Z) est
une statistique naturelle et donc suffisante.
Annexe B
De´monstration de certains re´sultats
Les de´monstrations de certains re´sultats sont pre´sente´es dans cette annexe.
B.1 Familles exponentielles des MMG
Montrons que pour un MMG spectral λ, de´fini selon (2.15), la famille des densite´s {p(S, q|λ)}λ
est une famille exponentielle et que la statistique de´finie par les e´quations (7.6), (7.7) et (7.8) est
une statistique naturelle pour cette famille. Pour alle´ger les notations, nous omettons ici l’indice
k de source.
En utilisant la loi de Bayes, la vraisemblance p(S, q|λ) peut eˆtre de´compose´e comme suit :
p(S, q|λ) = p(S|q, λ)p(q|λ) (B.1)
En utilisant la proprie´te´ de l’inde´pendance des observations S(t) et des e´tats q(t), les loga-
rithmes des vraisemblances de la partie droite de (B.1) peuvent eˆtre repre´sente´s sous la forme
suivante :
log p(S|q, λ) =
∑
t
∑
i
δ(q(t), i) log p(S(t)|q(t) = i, λ) (B.2)
log p(q|λ) =
∑
t
∑
i
δ(q(t), i) log P (q(t) = i|λ) (B.3)
Par de´finition du MMG spectral (2.15), conditionnellement a` l’e´tat i, le spectre a` court
terme S(t) est un vecteur ale´atoire gaussien complexe circulaire centre´ avec comme matrice de
covariance Σi. Ainsi, la vraisemblance p(S(t)|q(t) = i, λ) est e´gale a` NC(S(t); 0¯,Σi) qui se calcule
selon (A.2). Nous avons donc :
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log p(S(t)|q(t) = i, λ) = −
∑
f
[ |S(t, f)|2
σ2i (f)
+ log
{
piσ2i (f)
}]
(B.4)
log P (q(t) = i|λ) = log ωi (B.5)
En substituant les e´quations (B.4) et (B.5) dans (B.2) et (B.3) qui sont substitue´es a` leurs
tour dans (B.1), apre`s quelques de´veloppements on obtient :
log p(S, q|λ) =
∑
i
log ωi −∑
f
log
{
piσ2i (f)
} t0i −∑
f
t2i (f)
σ2i (f)
 = 〈g(λ),T(S, q)〉 (B.6)
ou` T(S, q), t0i et t
2
i (f) sont de´finis selon (7.6), (7.7) et (7.8), et g(λ) est une fonction vectorielle.
Ainsi, la densite´ p(S, q|λ) = exp {〈g(λ),T(S, q)〉} est repre´sente´e sous la forme (A.5), la famille
{p(S, q|λ)}λ est donc une famille exponentielle avec T(S, q) comme statistique naturelle.
B.2 Calcul des espe´rances conditionnelles des statistiques natu-
relles des MMG
Dans cette section, nous pre´sentons quelques e´le´ments de la de´monstration des formules (7.9),
(7.10), (7.11) et (7.12) implique´es dans l’algorithme 4 de calcul des espe´rances conditionnelles
(7.3) des statistiques naturelles des MMG. Comme toutes les espe´rances (7.3) sont condition-
nellement a` X, λ
(l)
1 et λ
(l)
2 , nous utilisons une nouvelle notation ξ
(l) , {X,λ(l)1 , λ(l)2 } pour que les
de´veloppements soient moins encombrants.
Les lignes suivantes contiennent la de´monstration de l’e´quation (7.11) :
t
0,(l)
1,i = ES1,q1
[∑
t
δ(q1(t), i)
∣∣∣∣∣ ξ(l)
]
=
∑
t
Eq1
[
δ(q1(t), i)
∣∣∣ξ(l) ]
=
∑
t
∑
j
Eq1,q2
[
δ(q1(t), i)δ(q2(t), j)
∣∣∣ξ(l) ]
=
∑
t
∑
j
P
(
q1(t) = i, q2(t) = j
∣∣∣ξ(l)) (7.9)= ∑
t
∑
j
γ
(l)
i,j (t) (B.7)
L’e´quation (7.12) peut eˆtre de´montre´e de manie`re analogue :
Formules de re´estimation pour l’adaptation des filtres et des gains de DSP 185
t
2,(l)
1,i (f) = ES1,q1
[∑
t
|S1(t, f)|2δ(q1(t), i)
∣∣∣ξ(l)] =∑
t
ES1,q1
[
|S1(t, f)|2δ(q1(t), i)
∣∣∣ξ(l) ]
=
∑
t
∑
j
ES1,q1,q2
[
|S1(t, f)|2δ(q1(t), i)δ(q2(t), j)
∣∣∣ξ(l) ]
=
∑
t
∑
j
ES1
[
|S1(t, f)|2
∣∣∣q1(t) = i, q2(t) = j, ξ(l) ]P (q1(t) = i, q2(t) = j ∣∣∣ξ(l))
(7.9),(7.10)
=
∑
t
∑
j
〈|S1(t, f)|2〉(l)i,j γ(l)i,j (t) (B.8)
Enfin, il faut remarquer que la formule (7.9) est analogue a` la formule (2.21) et l’expression
pour l’espe´rance de |S1(t, f)|2 conditionnellement a` la paire d’e´tats (i, j) (7.10) peut eˆtre trouve´e
par exemple dans l’article de Rose et al. [Rose-94].
B.3 Formules de re´estimation pour l’adaptation des filtres et
des gains de DSP
Ici, nous pre´sentons des e´le´ments de de´monstrations des formules de re´estimation pour l’adap-
tation d’un filtre (Sec. 9.5.1), des gains de DSP (Sec. 9.5.2) et pour l’adaptation conjointe de
ces parame`tres (Sec. 9.5.3).
Pour obtenir toutes ces formules de re´estimation a` l’aide de l’algorithme EM d’adaptation
contrainte (8.2), (8.3), il suffit de re´soudre les crite`res MAP des donne´es comple`tes (8.4) en
fonction des statistiques naturelles Tk(Sk, qk).
B.3.1 Adaptation d’un filtre
Dans le cas du crite`re d’adaptation d’un filtre (9.12), les crite`res MAP (8.4) deviennent
(e´ventuellement, il peut n’y avoir qu’un seul crite`re car seulement un mode`le est adapte´) :
H∗v = arg maxH′v
p(Sv, qv|λ′v = H′vΛv) (B.9)
En substituant λ′v = H′vΛv dans la formule (B.6) et en annulant la de´rive´e par rapport au filtre
H′v, on peut montrer que H∗v(f) = 1T
∑
i
t2v,i(f)
r2
v,i
(f)
. Ensuite, en remplac¸ant les statistiques t2v,i(f)
par leurs espe´rances conditionnelles (7.12), on obtient la formule de re´estimation (9.13).
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B.3.2 Adaptation des gains de DSP
La formule de re´estimation des gains de DSP (9.16) se de´montre en suivant exactement
le meˆme raisonnement que dans la section pre´ce´dente. Il suffit de remplacer λ ′v = H′vΛv par
λ′v = g′v • Λv.
B.3.3 Adaptation conjointe des filtres et des gains de DSP
Pour l’optimisation du crite`re (9.17) avec l’algorithme EM (8.2), (8.3) il faut re´soudre les
deux crite`res MAP des donne´es comple`tes (8.4), car les deux mode`les Λv et λ˜m sont adapte´s.
Puisque ces crite`res sont identiques nous conside´rons celui du mode`le de voix :
(H∗v, g∗v) = arg maxH′v ,g′v p(Sv, qv|λ
′
v = g
′
v • H′vΛv) (B.10)
Si on essaye de faire les meˆmes de´veloppements comme dans la section B.3.1, c’est-a`-dire de
substituer λ′v = g′v • H′vΛv dans la formule (B.6) et d’annuler les de´rive´es par rapport a` H ′v et
g′v, on trouve que la solution pour le filtre H∗v s’exprime en utilisant la solution pour les gains
de DSP g∗v et vise versa, c’est-a`-dire
H∗v(f) =
1
T
Qv∑
i=1
t2v,i(f)
g∗v,ir
2
v,i(f)
, (B.11)
g∗v,i =
1
F · t0v,i
F∑
f=1
t2v,i(f)
H∗v(f)r2v,i(f)
(B.12)
Ainsi, on de´cide de chercher la solution en alternant entre ces deux expressions. Autrement dit,
Hv est recalcule´ selon (B.11) ayant gv fixe´, puis gv est recalcule´ selon (B.12) ayant Hv fixe´, et
ainsi de suite, d’ou` les formules (9.18), (9.19), (9.20) et (9.21) de l’algorithme 5.
On se demande si cette proce´dure d’alternance entre (B.11) et (B.12) converge vers la solution
du crite`re (B.10). Tous ce qu’on peut affirmer est que les re`gles de mise a` jour (B.11) et (B.12)
ne font pas de´croˆıtre la vraisemblance p(Sv, qv|λ′v = g′v • H′vΛv) et que cette proce´dure converge
vers un point stationnaire de cette vraisemblance dans l’espace des parame`tres {Hv, gv}. Par
contre, la vraisemblance p(Sv, qv|λ′v = g′v •H′vΛv) peut posse´der en ge´ne´ral plusieurs maxima. Il
est donc possible que cette proce´dure converge vers un maximum local.
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Re´sume´
La se´paration de sources avec un seul capteur est un proble`me tre`s re´cent, qui attire de plus
en plus d’attention dans le monde scientifique. Cependant, il est loin d’eˆtre re´solu et, meˆme
plus, il ne peut pas eˆtre re´solu en toute ge´ne´ralite´. La difficulte´ principale est que, ce proble`me
e´tant extreˆmement sous de´termine´, il faut disposer de fortes connaissances sur les sources pour
pouvoir les se´parer. Pour une grande partie des me´thodes de se´paration, ces connaissances sont
repre´sente´es par des mode`les statistiques des sources, notamment par des Mode`les de Me´lange
de Gaussiennes (MMG), qui sont appris auparavant a` partir d’exemples.
L’objet de cette the`se est d’e´tudier les me´thodes de se´paration base´es sur des mode`les sta-
tistiques en ge´ne´ral, puis de les appliquer a` un proble`me concret, tel que la se´paration de la voix
par rapport a` la musique dans des enregistrements monophoniques de chansons. Apporter des
solutions a` ce proble`me, qui est assez difficile et peu e´tudie´ pour l’instant, peut eˆtre tre`s utile
pour faciliter l’analyse du contenu des chansons, par exemple dans le contexte de l’indexation
audio.
Les me´thodes de se´paration existantes donnent de bonnes performances a` condition que les
caracte´ristiques des mode`les statistiques utilise´s soient proches de celles des sources a` se´parer.
Malheureusement, il n’est pas toujours possible de construire et d’utiliser en pratique de tels
mode`les, a` cause de l’insuffisance des exemples d’apprentissage repre´sentatifs et des ressources
calculatoires.
Pour reme´dier a` ce proble`me, il est propose´ dans cette the`se d’adapter a posteriori les mode`les
aux sources a` se´parer. Ainsi, un formalisme ge´ne´ral d’adaptation est de´veloppe´. En s’inspirant de
techniques similaires utilise´es en reconnaissance de la parole, ce formalisme est introduit sous la
forme d’un crite`re d’adaptation Maximum A Posteriori (MAP). De plus, il est montre´ comment
optimiser ce crite`re a` l’aide de l’algorithme EM a` diffe´rents niveaux de ge´ne´ralite´.
Ce formalisme d’adaptation est ensuite applique´ dans certaines formes particulie`res pour la
se´paration voix / musique. Les re´sultats obtenus montrent que pour cette taˆche, l’utilisation des
mode`les adapte´s permet d’augmenter significativement (au moins de 5 dB) les performances de
se´paration par rapport aux mode`les non adapte´s. Par ailleurs, il est observe´ que la se´paration
de la voix chante´e facilite l’estimation de sa fre´quence fondamentale (pitch), et que l’adaptation
des mode`les ne fait qu’ame´liorer ce re´sultat.
Mots cle´s : se´paration de sources avec un seul capteur - mode`les statistiques - adaptation
baye´sienne - maximum a posteriori - re´seaux baye´siens - expectation maximization - mode`les de
me´lange de gaussiennes - filtrage de Wiener adaptatif
