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Conclusion
A promising interaction prediction approach was proposed, based on 
multi-output tree-based ensembles and further improved by including a 
more informative feature set in the learning procedure in concatenation 
with the original one.
Future research
• Employment of data-specific kernels in order to boost the performance.
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Problem statement
• Interaction data are characterized by two sets of objects, each
described by its own set of features.
• In interaction prediction, the goal is to predict the interactions
between both object sets, a process also referred to as network
inference.
Importance
• The experimental methods for identifying such interactions are both
expensive and time-consuming.
• Increase in the amount of the available research data.
• More complex feature representations of the data.
• Efficiency and accuracy are still open problems.
Abstract
Here, a new prediction scheme is proposed that is based on supervised learning using Random Forest (RF) extended by Kernel Principal Component 
Analysis (KPCA).
Results
• Random Forest (RF) on the original features in comparison to RF on 
the extended feature set (ERF).
Data Visualization
Visualization of the ERN data distribution in the 2D space.
• On the left, the linear projection of the data is displayed using PCA. 
• On the right, the non-linear projection of the data is demonstrated, using 
KernelPCA (rbf kernel).
• It is shown that by applying KPCA  the data distribution is spread. Thus, 
there is potentially room for improvement in the performance of a predictor. 
TABLE 1. AUPR and AUROC measures for the compared approaches.
Data AUPR AUROC
RF/ERF RF/ERF
PPI (protein-protein) 0.17/0.18 0.80/0.81
MN (enzymes) 0.13/0.13 0.76/0.76
ERN (TF-genes) 0.40/0.42 0.85/0.86
ERN2 (genes-TF) 0.09/0.09 0.65/0.66
DPI (drug-protein) 0.13/0.13 0.75/0.75
DPI2 (protein-drug) 0.03/0.04 0.60/0.62
SRN (TF-genes) 0.20/0.20 0.82/0.82
SRN2 (genes-TF) 0.02/0.02 0.52/0.52
Proposed approach
• A straight-forward, supervised approach is proposed where
interactions are predicted using multi-output tree-based ensemble
methods and KernelPCA.
• KPCA is employed as an effective feature extraction technique,
generating a more discriminative feature set from the original one.
Particular advantages:
• The power of the new feature set can be boosted by providing a
suitable kernel.
• The possible existence of a non-linear manifold can be exploited.
• Using dimensionality reduction the existing noise in the dataset is
discarded.
• The proposed scheme follows the inductive setup.
• Tree-based ensembles are applied on the concatenation of the new
feature set and the original one. This way, the performance is
enhanced and the interpretability, by means of feature ranking,
provided by the tree-based methods, is kept. • It is shown that even if the results are not significantly improved the new features 
are still selected.
Feature ranking on the ERN and PPI datasets. 
Ranking with RF (ERN) Ranking with ERF (ERN)
Ranking with RF (PPI ) Ranking with ERF (PPI )
• It is shown that the ranking on the original features is not lost.
