Background. The 2010 reform of the Italian university system introduced the National Scientific Habilitation (ASN) as a requirement for applying to permanent professor positions. Since the CVs of the 59149 candidates and the results of their assessments have been made publicly available, the ASN constitutes an opportunity to perform analyses about a nation-wide evaluation process.
INTRODUCTION

30
Quantitative indicators have been extensively used for evaluating scientific performances of a given 31 research body. International institutions, national authorities, research and funding bodies have an increas-32 ing interest on indicators, mainly based on bibliometric data, which can be used to algorithmically assess two-level bibliometric indicator is used for similar purposes, etc. (Vieira et al., 2014a) .
48
The growing importance of quantitative indicators may be mainly explained by their advantages 49 compared to peer review processes: objectivity, low time and implementation costs, possibility of quick 50 and cheap updates, ability to cover a large number of individuals, etc. However, in many cases peer review 51 is still the only method available in practice, and is hence intensively used in many situations. We know 52 that bibliometric indicators are more accepted in the assessment of large research bodies, but they are 53 still used frequently for individuals. It is therefore very important to benchmark bibliometric indicators 54 against traditional peer assessments in real situations. can be useful tools to support peer reviews.
68
In this work we investigate the relation between quantitative indicators and peer review processes given position, to decide if to apply or not, etc.). Also reviewers can benefit of such information (e.g. for 77 supporting a first screening of the candidates, for spotting possible errors to investigate, etc.). In other 78 words, the final goal of our work is not substituting peer committees by automatic agents, but providing 79 tools for supporting both candidates and reviewers in their tasks. and Germany) in that it is a prerequisite for becoming a university professor. The ASN is meant to attest 85 that an individual has reached the scientific maturity required for applying for a specific role (associate 86 or full professor) in a given scientific discipline; however, the qualification does not guarantee that a 87 professorship position will eventually be granted. The assessments of the candidates of each discipline uses a bibliometric core composed of four indicators (i.e. citations, the g-index, the q 2 -index, and the 130 h r -index) A second analysis is performed on these core indicators using Gaussian Bayesian networks 131 learned by a genetic algorithm to look for the optimal model that best predicts the other eight bibliometric 132 indices. The main drawback of the work is that no evaluation is presented: only a test on a small sample 133 composed of three cases is discussed in the paper.
134
Other works focused on the prediction of papers citations. Danell (2011) used previous publication 135 volume and citation rate of authors to predict the impact of their articles. The aim of this work is to 136 investigate whether evaluations systems based on researchers' track records actually reward excellence.
137
For this purpose the work focused on the authors of two disciplines (i.e. episodic memory research and
138
Bose-Einstein condensate) and developed a model based on quantile regression to predict their relative 139 citation rate. The results indicate that previous publication volume has no significant effect on the citation 140 rate of articles. A better predictor of the impact of the articles was achieved using previous citation rate.
141
In particular, this measure has a very high accuracy in predicting who will write an highly cited article,
142
while it is not very accurate in predicting who will write a median-cited or an uncited article. The author 143 concludes that selecting researchers based on how much they have previously written does not seem to be 144 a good strategy for a selective research policy, while it would be better to consider citation rate to identify 145 future excellence. Another work (Fu and Aliferis, 2010) faces the problem of predicting the number of citations that a 147 paper will receive within an horizon of ten years using only the information available at publication time.
148
The authors investigate the predictive power of three different approaches (i.e. support vector machines,
149
logistic regression and decision trees) testing them on a dataset composed of 3788 biomedical articles.
150
The experiments show that it is feasible to predict future citation counts with a mixture of content-based for the first and last author) using machine learning methods.
154
A recent work (Lindahl, 2018) 43.58%); 3. publication rate (which contributed 11.91%). The major conclusions were that publishing 165 many articles in top journals is the most important factor in the process of achieving excellence in the 166 early career, followed by having an high publication rate (which is an implicit requirement of the previous 167 factor) and publishing many papers.
168
Prediction of the Results of Evaluation Procedures
169
Only a few works focused on the problem of using bibliometric indicators to predict the results of which would achieve 30% of guessed promotions. is then necessary to determine how generalizable the current findings are. Finally, the fact that all the best 223 models are less than 75% accurate suggests that variables other than those considered here are also likely 224 to be important factors in predicting future faculty status.
225
Other empirical studies focused on a single indicator (i.e. the h-index) to assess how it correlates 226 with peer judgements. These works have the main limitation of being carried out on small samples for for full professor in the RF 09/H1 (Information Processing Systems) also applied to 01/B1 (Informatics).
268
Those who fail to get an habilitation cannot apply again to the same RF and level in the next session.
269
Once acquired, an habilitation lasts for six years. • Normalized number of paper published on "top" journals
287
These are used for all RFs belonging to the last five SAs (10-14) with the exceptions described above.
288
These RFs are denoted as non-bibliometric disciplines. It is important to remark that this terminology (i.e.
289
"bibliometric" and "non-bibliometric") is used in the official MIUR documents but it is not consistent 290 with that used by the scientometric community. Non-bibliometric indicators, for instance, are indeed 291 bibliometric being based on paper counts. Given that these terms became standard within the Italian 292 research community, we will follow the MIUR "newspeak" according to the definitions above. of view in (Marzolla, 2015) .
300
METHODS AND MATERIAL
301
This section describes the dataset of the applicants' CVs submitted to the 2012 session of the ASN, the The number of applications submitted to the six sessions of the ASN are reported in Table 3 . We decided The last three modules concern scholars' education, scientific qualifications, and personal skills and Data Processing
343
The processing of a vast set of documents such as the corpus of the ASN curricula is not a trivial task.
344
The main issue to face in this process is the management and harmonization of its heterogeneity in 345 terms of kinds of information, structures (eg. tables, lists, free text), styles, languages, just to cite a few.
346
Nonetheless, the automatic extraction of information from CVs and its systematization in a machine 347 processable format is a fundamental step for this work, since all the analyses described in Section "Results"
348
are based on these data.
349
For this purpose, we developed PDF to Academic Career Ontology (PACO), a software tool that is 350 able to process the researchers' CVs, extract the most relevant information, and produce a Knowledge
351
Graph that conforms to the AC ontology. The processing performed by PACO is composed of four • HTML conversion: The PDF2HTML converter takes as input a PDF and produces as output an
355
HTML version of the CV composed of inline elements and presentational elements. 
389
The final outcome of this process is the Knowledge Graph from which we computed the predictors 390 used in the analyses discussed in the next section.
391
RESULTS
392
The aim of the analyses presented in this section is to answer the two Research Questions (RQs) dicussed 393 in Section "Introduction". Given the huge amount of data provided by the curricula of the applicants,
394
we want to understand if machine learning techniques can be used to effectively distinguish between
395
candidates who got the habilitation and those who did not (RQ1). We are also interested in identifying a 396 small set of predictors that can be used to perform accurate predictions for the different RFs and scientific 397 levels of the ASN (RQ2).
398
Analysis of the Recruitment Fields and Areas
399
In order to implement a supervised learning approach, we needed to create a training set in which the The rationale behind this choice is to have representatives for the main classification methods that 424 5 http://cercauniversita.cineca.it/ is a MIUR service that provides information and statics about Italian professors, universities, degree programs, students, fundings, etc. 6 TAking STock: External engagement by academics (TASTE) is an European project founded under the FP7 program that developed a database with data about the relation between universities and enterprises in Italy -see https://eventi.unibo. it/taste 7 Semantic Scout is a service that provides CNR scientific and administrative data in a semantic format -see http://stlab. istc.cnr.it/stlab/project/semantic-scout/ and "whiskers" above and below the box show the locations of the minimum and maximum.
448
From these results we observe that the performance of the learners for bibliometric and non-449 bibliometric RFs are very similar, and that they are distributed evenly (i.e. there is not a polarization of 450 bibliometric and non-bibliometric RFs). Moreover, we note that 154/184 (83.7%) and 162/184 (88%)
451
RFs have F-measure scores higher than 0.6 for professional level I and II, respectively.
452
We also investigated the performance of the SVM learner on the data partitioned in the scientific areas 453 in which RFs are organized. To do so, we split the dataset in 16 partitions: nine for bibliometric SAs
454
(01-09), one for the macro sector 11/E (Psicology) which is bibliometric, five for non-bibliometric SAs
455
(10-14), and one for the RFs 08/C1, 08/D1, 08/E1, 08/E2 and 08/F1 which are non-bibliometric.
456
The results for both professional levels are summarized in Figure 3 , and the whole data are reported in for professionals level I and II, and a maximum of 0.820 (11-HPP) and 0.838 (14-PSS) for professional 460 levels I and II. We observe that, at the associate professor level, the performance for non-bibliometric SAs
461
( Figure 3d ) are significantly better than for bibliometric SAs (Figure 3c) . Moreover, the variance of the 462 values is much lower for non-bibliometric SAs, as showed by the boxplots which are significantly more 463 compressed.
464
Analysis of the Quantitative Indicators of Applicants
465
The objective of the next experiment is to identify a small set of predictors that allows to perform accurate with learner-aware attribute selection. In our test cases the results obtained were marginally better than 478 those obtained with processes not using the learner. Consequently, we used a filter-based approach in our 479 in-depth analysis.
480
We used Correlation-based Feature Selection (CFS) (Hall and Holmes, 2003) , which is the first hypothesis of this approach is that good attribute sets contain attributes that are highly correlated with the
483
class, yet uncorrelated with each other. At the heart of the algorithm is a subset evaluation heuristics that 484 takes into account the usefulness of individual attributes for predicting the class along with the level of 485 intercorrelation among them.
486
The first step of our investigation consists on splitting our training set in partitions corresponding 487 to the two professional levels of the ASN, and running the CFS filters on the data of each RF. We then 488 produced a ranking of the selected predictors by counting the occurrences of each of them in the results of 489 the previous computation. Figure 4 reports the top 15 predictors for the two professional levels considered.
490
We used the best overall learner emerged from the aforementioned tests (i.e. SVM) and applied it, for 
EVALUATION
498
In order to assess the predictive power of our approach, in this section we compare our best models with 499 those that have been proposed in literature to solve similar problems. As discussed in Section "Related 
503
A first analysis can be performed comparing the information summarized in cover all the disciplines, Vieira limits the analysis to seven disciplines in hard sciences, and Tregellas to 513 biomedical sciences. Overall, our dataset is very wide and rich, and less exposed to issues (e.g. biases)
514 than those used in the other three works.
515
In order to evaluate the predictive power of our approach, we have to compare its performances with 516 those of the aforementioned works. For this purpose, all the proposed predictive models must be tested on 517 the same data. Since none of the datasets used in the considered works are freely available, we decided to 518 test the models on representative samples extracted from our dataset, and compare the results with our 519 approach.
520
The first model proposed by Vieira is based on a composite predictor that encompasses 12 standard 521 bibliometric indicators and that is obtained through factor analysis. Unfortunately, the authors don't 522 provide a definition of such composite predictor, nor they discuss the details on how it has been computed.
523
Given the lack of such information, we observed that is impossible to replicate the model and decided to and citations, mean citations/paper, h/number of papers, age and gender. We decided to focus this analysis 527 on the applicants to the associate professor level for two RFs: Informatics (01/B1) and Economics (13/A1).
528
These two RFs have been chosen as representatives of bibliometric and non-bibliometric recruitments 529 fields because they best meet two important criteria: i) they received a very high number of applications;
530 ii) the two populations (i.e. those who attained the habilitation and those who did not attained it) are 531 well balanced. For the same reason we also considered the SAs "Mathematics and Computer Science"
532
(MCS-01, bibliometric) and "Economics and Statistics" (ECS-13, non-bibliometric). In this way we are 533 able to assess the predictive power of the models at different levels of granularity, both for bibliometric 534 and non-bibliometric RFs and SAs. Since the indicators used by Jensen's models that were not present in 535 our dataset (i.e. mean citations/paper, h/number of papers) could be derived from our data, we computed 536 and added them to the test dataset. We then built the regression models using the aforementioned eight 537 indicators and, as suggested by the authors, we also repeated the experiment using only the h-index, which 538 has been identified as the one with the highest relevance. The results obtained by Jensen's models and our Table 5 .
540
The results show that our approach outperforms Jensen's regression models in all the considered RFs Table 6 .
567
The results show that overall our approach outperforms Tregella's models. 
DISCUSSION AND CONCLUSIONS
584
This research has been driven by the two research questions described in the introduction, and that can be 
596
Through an attribute selection process we identified 15 top predictors, and the prediction models 
611
We also remark that there are interesting observations that concern each of the two levels and highlight have not always been productive). Also in this case we plan to perform a deeper analysis of this point as 622 future work.
623
An evaluation of the predictive power of our approach has been performed by comparing the results
624
of our models with the best models that have been proposed in literature to predict academic promotions.
625
The comparison shows that our model outperforms Jensens' binomial regression models and Tregella's 626 models on both bibliometric and non-bibliometric disciplines. This outcome proves that it is possible 627
17/20
to predict with a good accuracy the results of complex human processes such peer-review assessments 628 through computational methods. Moreover, the performance difference between the two approaches 629 is more evident for non-bibliometric disciplines. We observe that the outperformances of our results
630
(overall and for non-bibliometric disciplines) are a straight consequence of the richness and quality of 631 the predictors extracted form candidates' CVs. An explanation is that models which are mostly based on 632 bibliometric indicators are not able to fully catch and explain all the different factors (e.g. cultural, social, 633 contextual, scientific, etc.) that play a key role in peer-review evaluation processes.
634
The results of this work are encouraging and suggest that it is possible to develop automatic systems 
