Quantitative psychological research is focused on detecting the occurrence of certain population phenomena by analyzing data from a sample, and statistics is a particularly helpful mathematical tool that is used by researchers to evaluate hypotheses and make decisions to accept or reject such hypotheses. In this paper, the various statistical tools in psychological research are reviewed. The limitations of null hypothesis significance testing (NHST) and the advantages of using effect size and its respective confidence intervals are explained, as the latter two measurements can provide important information about the results of a study. These measurements also can facilitate data interpretation and easily detect trivial effects, enabling researchers to make decisions in a more clinically relevant fashion. Moreover, it is recommended to establish an appropriate sample size by calculating the optimum statistical power at the moment that the research is designed. Psychological journal editors are encouraged to follow APA recommendations strictly and ask authors of original research studies to report the effect size, its confidence intervals, statistical power and, when required, any measure of clinical significance. Additionally, we must account for the teaching of statistics at the graduate level. At that level, students do not receive sufficient information concerning the importance of using different types of effect sizes and their confidence intervals according to the different types of research designs; instead, most of the information is focused on the various tools of NHST.
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introduction
In the last three decades, a critical movement occurring within quantitative psychological research began to develop. This development emerged in response to the misguided use of classical statistics based on null hypothesis significance testing (NHST). NHST promotes dichotomous thinking and provides limited information regarding the essence of investigated phenomena. Dichotomous thinking in science --manifested as only accepting or rejecting research hypotheses --prevents the advancement of science and may even skew the accumulation of knowledge by stimulating the exclusive publication of studies whose hypotheses have been accepted. The so-called "new statistics" movement critically challenges NHST postulates and operations. This movement is an approach based on the analytical tool of estimation (Cummings, 2014) , which promotes the use of effect size as descriptive statistic, confidence intervals as inferential statistics, and meta-analysis as a reliable form of knowledge accumulation. This paper is intended to analyze the disadvantages of NHST and the advantages of using effect size, confidence intervals and statistical power in quantitative psychological research, especially in clinical studies. Also noted and stressed is the need for editors of scientific psychological journals to adhere to policies recommended by the A.P.A. in this regard.
Quantitative research in psychology
Typically, quantitative psychological research is focused on detecting the occurrence of certain population phenomena by analyzing data from a sample. An example is the case in which a researcher wishes to know if a treatment to improve the quality of life of those who suffer from breast cancer performs better than a placebo treatment for another group or those on a waiting list (also known as the control group or contrast group) (Wilkinson, 1999) . Similarly, to make the decision to confirm that an independent variable or treatment did or did not have an important effect, statistics is used. In quantitative research methodology, there are two ways of quantifying this effect: (1) Null Hypothesis Significance Testing and (2) Effect Size (ES), as well as its respective confidence intervals (CI). These two approaches are reviewed below.
whether the effect is found to be useful or important. As a result, inferential statistical testing has been criticized; as expressed by Ivarsson, Andersen, Johnson, and Lindwall (2013) : "p levels may have little, if anything, to do with real-world meaning and practical value" (p.97). Some authors, such as Schmidt (1996) , even suggest that statistical contrast is unnecessary and recommend focusing only on ES estimation, and Cohen (1994) suggests that "NHST has not only failed to support the advance of psychology as a science but also has seriously impeded it." (p. 997).
Ronald Fisher was the father of modern statistics and experimental design. Since his time, it has been established as a convention that the p value for statistical significance must be less than .05, which means that an observed difference between two groups has less than a 5% probability of occurring by chance or sampling error if the null hypothesis is assumed to be true initially. In other words, if the p was equal or less than .05, then the null hypothesis could be rejected because 95 times out of 100, the observed difference between the means is not due to chance. Some researchers use more strict significance levels, such as p ≤ .01 (1%) and p ≤ .005 (0.5%). The convention of p < .05 has been used almost blindly until now. The question is why a different p value has not been agreed upon, for example, .06 or .04. Indeed, there is no reason or theoretical or practical argument that sustains the criterion of p > .05 as an important cut-off point. This circumstance has led some statistical experts and methodologists, such as Rosnow and Rosenthal (1989) , to express sarcastically that "Surely, God loves the .06 nearly as much as the .05. " (p. 1277).
NHST is deeply implanted in the mind of researchers who encourage dichotomous thinking, a type of thinking that perceives the world only black or white world, without intermediate shades (Kirk, 2001) . From the perspective of NHST, results are significant or not significant, and even worse, this approach has led to the idea that if the results are significant, they are real, and if they are not significant, then they are not real, which has slowed the advancement of science. Furthermore, this approach has provoked researchers not to report the data from their work because they consider such data to be not significant; their reasoning is that "there were no important results" or that the "hypothesis was not proved. " Moreover, publishing only the statistically significant data in scientific journals skews the corresponding knowledge and gives the wrong idea about psychological phenomena (Cumming, 2014) . For that reason, Cumming (2014) has proposed that we consider the so-called "new statistics, " the transition from dichotomous thinking to estimation thinking, by using ES, confidence intervals and meta-analysis.
Some authors (Cumming, 2014; Schmidt and Hunter, 2004; Tressoldi, Giofre, Sella, & Cumming, 2013) summarize the difficulties of NHST as follows:
1. NHST is centered on null hypothesis rejection at a level that was previously chosen, usually .05; thus, researchers shall obtain only an answer to "if there is or is not a change that is different from zero". 2. It is probable that the p value is different if the experiment is repeated, which means that p values offer a very loose measure of result replicability. 3. NHST does not offer an ES estimation.
4. NHST does not provide information about accuracy and error probability from an estimated parameter. 5. Randomness (in sampling or in participants' assignments to groups) is one of the key pieces of the NHST procedure because without it such statistical contrasts are irrelevant when the null hypothesis is assumed to be false a priori. Nevertheless, there is no evidence that the null hypothesis is true with respect to attempting to reject it. 6. The likelihood of rejecting the null hypothesis increases as the sample size increases; therefore, NHST tells us more about N than about the hypothesis. The interpretation of statistical significance becomes meaningless when the sample size is so large that any detected difference, however small or even trivial, shall allow the rejection of the null hypothesis. In this way, for example, when applying an intervention to a group of N = 50 compared with a control group of the same size, in a quality-of-life scale from 0 to 100 points, a difference of 10 points between the two groups will be needed to reach p < .05, but with a sample of 500 persons in each group, statistical significance can be reached with a difference of only 3 points (see Figure 1 ). The question is: for a treatment that produces a quality-of-life improvement of only 3%, is it important to patients regardless of whether it is statistically significant? 7. Many researchers espouse the idea that the significance level is equal to causality, but it is not; statistical significance is only one element among many that enables us to discuss causality (Nyirongo, Mukaka & KalilaniPhiri, 2008) .
Some statisticians and researchers believe that not only is the NHST unnecessary, it has also damaged scientific development. As stated by Schmidt and Hunter (2002, p. 65) : "Significance tests are a disastrous method for testing hypotheses, but a better method does exist: the use of point estimates (ESs) and confidence intervals (CIs). " figure 1. This figure shows that the larger the sample size is, the smaller the differences between groups that will be detected at a significance of p < .05.
Why are NHSTs still used?
If NHST offers little information to prove a hypothesis, then the question becomes, why is it still used? Perhaps the explanation of their intensive use in psychological research can be found in the fact that most of the measurements are ordinal. Inferential statistical tests have been used and are still used in making the decision to reject or accept a hypothesis. It is likely that the main attraction of NHSTs is their objectivity when establishing a criterion such as the p < .05 minimum value, which excludes researcher subjectivity; on the other hand, practical and clinical significance requires a subjectivity component. Often, researchers did not want to be committed to a decision that is impregnated into implicit subjectivity, for example, in terms of social relevance, clinical importance, and financial benefit. Nonetheless, in the foregoing, Kirk (2001) argues that science would gain greater benefits if a researcher was focused on the magnitude of an effect and its practical significance, believing as well that "No one is in a better position than the researcher who collected and analyzed the data to decide whether the effects are trivial or not" (p. 214).
change of aPa editorial policy (under pressure) regarding es For many years, critics of NHST, usually experts in statistics and methodology in social sciences and behavior, have recommend reporting ES in addition to statistical significance (Wilkinson, 1999) .
This pressure was especially high in the American Psychological Association (APA) and was reflected for the first time in the Publication Manual of the APA 4th ed. (1994) , in which authors of research studies are "encouraged" to report the ES (p. 18). This soft recommendation, however, contrasted with rigid demands for less essential aspects, such as the order and form of the literature references.
In 1999, after a long period of work, Wilkinson and the APA Task Force on Statistical Inferences prepared a report that stated: "researchers must always publish the effect size in the main results" (p.599).
In response to Wilkinson and the Task Force recommendations, APA, in its Publication Manual, 5th ed. (2001) , recommended the following to researchers: "For the reader to fully understand the importance of your findings, it is almost always necessary to include some index of the effect size or strength of the relationship in your Results section" (p.25). As observed, APA had yet to dare to fully endorse the use of ES.
In the sixth edition, APA (2010) stated that "NHST is but a starting point and that additional reporting elements such as effect sizes, confidence intervals, and extensive description are needed to convey the most complete meaning of the results" (p. 33). Additionally, it stated that a complete report of all of the hypotheses proven, effect size estimates and their confidence intervals are the minimum expectations for all APA journals (APA, 2010, p.33) . In this last edition, APA already widely recommended the use of ES in addition to ES confidence intervals, and the fact that it affirmed that NHST "is but a starting point" indicates a very clear change in the method of analyzing and construing research results in psychology. This was a consequence of the pressure from outstanding researchers and statisticians, such as 32 A. Téllez, C. H. García, V. Corral-Verdugo Cohen (1992a), Thompson (2002) , Rosnow (1989) , Rosenthal (1994) , Schmidt and Hunter (2002) , and Cumming (2014), among others.
Encouraging researchers to report ES and confidence intervals in their research studies greatly depends on the policies of scientific journals, as stated by Kirk (2001) : "Journal editors are the gatekeepers for what appears in our scientific journals. They must be knowledgeable about good statistical practices and make authors adhere to those practices" (p. 217). It is expected that such a policy will be extended to all scientific journals in psychology. We consider, however, that journal editors' attitudes are not the only obstacle and that graduate-level statistical training is also implicated (Aiken, West, Sechrest & Reno, 1990 ). There, students do not receive information and structured teaching regarding the use and importance of different types of ES and confidence intervals in different types of research designs, as the APA recommends; most of the information is focused on different types of NHST (e.g., t test, ANOVA, X 2 , among others).
is es being reported in scientific articles as recommended by the aPa?
The foregoing has caused journal editors to increasingly request not only inferential statistics but ES, as well (Schmidt & Hunter, 2004) . In 2004, there were already 23 important education psychology journals with editorial policies that indicated the need to report ES in research studies. Although many journals disregard APA recommendations, however, the number of research studies that report ES is increasing. For example, Mathews et al. (2008) , with Hedges g, odds ratio, Cohen's f, and omega 2 being used less. When Cohen's d was reported, it was generally followed by indications from the cited researcher (Cohen, 1992a) , to interpret the results (0.2 = "small effect", 0.5 = "medium effect" and 0.8 or higher = "large effect"). The percentage of articles that used this convention was very high (94%). Interestingly, these authors noted that half of the sample articles' authors did not construe the ES results; they only reported Cohen's value, which shows a lack of knowledge of the ES relevance in the research that was performed (McMillan & Foley, 2011) .
Not all editors of high-impact scientific journals request their authors to use the best statistical standards; for example, journals that are very prestigious, such as Nature and Science, only report statistical significance test reports of a null hypothesis in 89% and 42% of their articles, respectively, without reporting the SE or confidence intervals, among other statistical tests that measure the magnitude of an effect. In contrast, other magazines with less impact, such as Neuropsychology, Journal of Experimental Psychology-Applied and American Journal of Public Health, do report SE or their confidence intervals; the foregoing has excited the question from some authors as to whether high impact is equal to high statistical standards in scientific journals, and the answer is no (Tressoldi et al., 2013) .
It is noteworthy that the Basic and Applied Social Psychology (BASP), a prestigious journal in the field of social psychology, recently communicated to researchers interested in publishing in it the decision to ban NHST procedures from BASP. The editorial note states that:
"If manuscripts pass the preliminary inspection, they will be sent out for review. However, prior to publication, authors will have to remove all vestiges of the NHST procedures (p-values, t-values, F-values, statements about 'significant' differences or lack thereof, and so on)" (Trafimow & Marks, 2015, p.1) .
But, incredibly, at least for us, they also banned the use of confidence intervals because CIs and p-values are based on the same statistical theory. BASP does encourage the use of descriptive statistics, such as effect sizes (Trafimow & Marks, 2015) .
Concerning educational research, the American Educational Research Association (AERA, 2006) recommends that research statistical results include a size effect of any type as well as the respective confidence intervals, and the in case of a hypothesis evaluation, the respective statistical tests.
The winds of change have also arrived in the field of medicine. The 2014 document "Recommendations for the Conduct, Reporting, Editing, and Publication of Scholarly work in Medical Journals" from the International Committee of Medical Journal Editors (ICMJE) contains the following recommendation: "Avoid relying solely on statistical hypothesis testing, such as p values, which fail to convey important information about effect size and precision of estimates" (p. 14). More and more frequently, opinions with respect to NHST have little to offer, and they must not be used in medical research. For example, the Chief-in-Writing of the Revista Panamericana de Salud Pública, criticizing the use of NHST in research, stated that "Researchers who obtain (statistically) significant results have previously been satisfied when reaching their goal, without realizing that they have not achieved an improvement, in any way, to the understanding of the phenomenon being studied" (Clark, 2004, p.293) . Next, we will describe the effect size in detail.
effect size
It is clear that NHSTs alone are insufficient to evaluate the effect of a treatment; they must be supplemented by further information to determine more precisely the impact of an intervention or the strength of the relationship between two or more variables. One of these tools is the statistical unit that is known as the effect size.
ES is defined as the magnitude of impact of an independent variable over a dependent variable; it can be expressed in a general way as the size or strength of the relationship between two or more variables (Rosenthal, 1994 ). An ES also represents a standardized value that calculates the magnitude of the differences between groups (Thomas, Salazar & Landers, 1991) . Synder and Lawson (1993) state that ES directly indicates the degree to which a dependent variable can be controlled, predicted, or explained by an independent variable. In this way, ES refers to the magnitude of an effect that is, in this example, the difference between group A (which received the treatment) and group B (which did not). If the treatment effects in group A are truly notable compared with those of the control group, then we want to know the magnitude or size of this effect, and consequently, the extent to which this phenomenon is expected to occur over the entire population.
An ES is a direct way of measuring the effectiveness of a specific intervention because it is independent of the sample size and the measurement scale; moreover, considering the changes in both the scores and the variation (standard deviation) would allow us to know understand how relevant the interventions are.
In summary, we can state that ES is useful to: 1) estimate the sample size that is required to obtain an acceptable statistical power (0.80); 2) integrate the results from a series of empirical research studies in a meta-analysis study; 3) complement NHST data, and 4) determine whether research results are significant from a practical standpoint (Kirk, 2007) . SEs can be useful in the following cases:
1 -To identify the magnitude of a treatment effect in a determined group (pretest and post-test). 2 -To see the efficacy of a treatment compared with other groups (control group and intervention group). 3 -To identify changes through time in a determined group; all of the data must be on a common standardized scale. 4 -To identify the degree of correlation between two or more variables.
types of es
Broadly, ES is a term that is used to describe a family of indices that measures the effect size of a treatment (Rosenthal, 1994) , and Cohen's d is one of those indices. To observe the difference between a control group (X -con) and an experimental group (X -exp), the means of both groups are compared, and that difference is divided by the pooled standard deviation of both groups. The pooled standard deviation is found as the root mean square of the two standard deviations. This index was proposed by Cohen (1992b) , who identified it using the letter d. He was the first to highlight the importance of the effect size in psychological research.
Researchers have long discussed whether the standard deviation used to obtain ES must be the one proposed by Cohen (1988) , the combined standard deviation or the pooled standard deviation of both groups, which is as follows:
On the other hand, Gene Glass (Smith & Glass, 1977) proposed using only the SD of the control group (SD con), which is identified by the Greek symbol ∆ and is called "Glass's delta" because according to this researcher, this SD is not affected by the independent variable and is consequently a more genuine representation of the population's SD.
Instead, Cohen (1988) proposes using the pooled SD of both groups, arguing that the two groups contribute to the differences, and when linking the N of the two groups, an SD that is more similar to the population SD can be obtained instead of a sole group's SD. Some authors (Huberty, 2002) believe that the NHST and ES metrics offer mutually complementary information: ES indicates the magnitude of the effect that is observed or the strength of the relationship between the variables, while the p value indicates only the probability that this effect or strength of the relationship is due to chance, although the latter is better shown by confidence intervals (Cumming, 2014) .
Conversely, the ES values (d) can be expressed in standardized units using a ranking that ranges from -3.0 to +3.0. Cohen (1992a Cohen ( , 1992b argues that the comparison between the two groups shows that the degree of ES magnitude must be divided into three types (see Table 1 ). It is important to note that researchers and clinicians may harbor concerns about which ES they should select among the multitude of tests that measure ES and how to interpret the data and calculate the practical benefit of the results. Table 2 ). These ES estimation techniques have a practical application in psychology, and they offer common metrics by which the research results of a meta-analysis can be integrated.
The ES calculation can be performed regardless of whether p was significant (Rosnow & Rosenthal, 1989) for the following reason: ES can guide the sample size that is necessary in future studies because in every statistical test, the power of the test (understood as the capacity to reject the null hypothesis as being false) is determined by the p level, sample size and effect size. These 3 aspects are so interrelated that when two of them are known, the third one can be easily determined. Knowing the p level and effect size, it is possible to determine the sample size that is required to obtain the desired significant statistical result. In this way, if the results from the research are not statistically significant but present practical significance, meaning that there is a medium or large ES, then to obtain statistical significance, it would only be necessary to increase the sample size. Similarly, the higher the ES, the smaller the sample size that is required to detect a significant p value (See Figure 2) . With regard to the ES values that are classified as small, medium and large, Cohen (1992b) expressed the following: "My intent was that medium ES represent an effect likely to be visible to the naked eye of a careful observer… I set small ES to be noticeably smaller than medium but not so small as to be trivial, and I set large ES to be the same distance above medium as small was below it. " (p. 99) (See Table 3 ). correlation coefficient: a type of effect size Correlation is defined as the degree to which two variables covariate, meaning that two variables are correlated if they jointly vary. Usually, a correlation coefficient is used (e.g., Pearson's r) to measure the degree of strength and direction (negative or positive) of this association, the formula for which is the following:
The correlation coefficient or "r" is perhaps one of the most common measures of ES. The correlation coefficient expresses the degree to which the subjects are similarly ordered in two variables, simultaneously. Similar to the d value, Cohen established r = .10 or more to be a small effect size; r = .30 or more to be a medium effect size; and r > .50 to be a large effect size (Hemphill, 2003) .
It is possible to convert the value from any statistical test into a correlation coefficient; for example, the results of independent-sample t-tests can be converted to an effect size that is called equivalent r, and its formula appears below (Rosenthal & Rubin, 2003) :
In addition, when the chi square (x 2 ) value is known, the effect size can be obtained with the following formula:
On the other hand, when the correlation coefficient r is squared, we obtain the coefficient of determination (r²), which indicates the proportional covariation of a variable with respect to another variable. If r² is multiplied by 100, then a common variability percentage between the variables is obtained. Thus, r = .10, which Cohen considers to be small, shall have a coefficient of determination of 1%, and r = .20 or medium has a coefficient of determination of 4%, and a large r of .50 has 25% (Morales-Vallejo, 2008) . When r = .50, it means, for example, that variable X explains 25% of the variability in Y.
The Mann-Whitney U test
The Mann-Whitney U test is a non-parametric alternative to the independent-samples t test in the case of non-normality. The effect size for the Mann-Whitney U is calculated as follows:
Where n 1 + n 2 is the total number of observations on which z is based. The calculation of the effect size of the Wilcoxon Signed-rank test as a non-parametric alternative to the paired-samples is given by the same formula.
On the other hand, sometimes it is highly useful to convert estimators such as Cohen's d into r. This conversion facilitates the posterior carry out of meta-analytical studies. The value of d can be converted into an r value by using the following formula (Ferguson, 2009) :
In turn, r can be converted into Cohen's d using the following formula:
It is important to establish that r is an ES in itself and that the strength of this association can be small, medium or large, but when a p value is desired, one should consider the sample size of the study in addition to the ES, as the sample size would indicate the probability that the determined r value occurred by chance. In this way, an r = .50 (large ES) could be statistically significant if the sample size is n = 14 or higher, but in a sample of n = 13 or less, it would not be statistically significant, even if ES continued to be practically significant.
It is also important to note that although the correlation coefficient (r) and regression (R 2 ) are types of ES, few researchers recognize them and report them as such (Alhija & Levy, 2009 ).
other types of es
When a study presents the means of the results from a control and experimental group with their respective standardized deviations, the interpretation is simple, but when the proportion of patients who improve, did not improve or became worse is presented in a clinical study, the interpretation is more difficult. In this case, the results of the association strength of the relationship are presented as a rank of possibilities or odds ratios (ORs), which is frequently used in clinical studies, especially in cases and controls or retrospective research. An OR is a measure of the association between an exposition and a result; in other words, it expresses the possibility that a result occurs in a determined condition compared with the pos-sibility that the result occurs when it is not exposed to such a condition (Szumilas, 2010) .
An important concept in ORs is "the event, " which refers to the proportion of patients who presented a specific result; this can be negative (disease or death) or positive (recovery from a disease) in both the intervention group and control group.
The foregoing is possible if the result is a dichotomous variable, a discrete event that can appear or not (sick/healthy). Although the odds ratio addresses only dichotomous data, showing the presence or absence of something, it can appear partially dichotomous with some degree of improvement or worsening. The latter type of data, however, must be transformed into dichotomous values by specifying a cut-off point on the degree of improvement that reflects an important change; consequently, the proportion of patients above or below such a cut-off point can be obtained.
For that purpose, a 2 × 2 table is used to present the results from a clinical study. This example presents results from a study using hypnotherapy. These results show a group of women with breast cancer in which an observation was made on hypnotherapy's effect on self-esteem compared with a control group. The results were that 50% of the intervention group of women obtained a positive change of ½ standard deviation, which is considered to be clinically significant, while at the same time, only 23% of the control group of women improved. The odds ratio value is 2.75, indicating that the effect size is between medium and large (because ES to OR = 1.5 is small, OR = 2 medium and OR = 3 is large in size according to Maher et al., 2006) , with a 95% confidence interval [0.63 to 11.9], meaning that it is statistically significant. In other words, the exposure to hypnotherapy increases (by more than double) the self-esteem (2.75 times) of the women with breast cancer compared with the control group.
Additionally, the Phi coefficient (ϕ) is used to evaluate the magnitude of association in the chi-square (X 2 ) 2 × 2 contingency tables. Phi is a Pearson productmoment coefficient that is calculated with two nominal and dichotomous variables in which the categories could be yes/no or 1/0. Phi is obtained very simply: it is the square root of the result of dividing X 2 by N.
A. Téllez, C. H. García, V. Corral-Verdugo When the tables are larger than 2 × 2 (for example, 3 × 2 or 2 × 4) and we want to measure the strength of an association, we use Cramer V by considering the follo wing formula:
where k is the number of groups that are being compared.
confidence intervals on the es Confidence intervals around the effect sizes offer improved accuracy of results because they disclose, in addition to the strength of the association between variables, their direction and the plausible range of an effect as well as the likelihood that the results are due to chance (as is accomplished by NHST) (Grimes & Schulz, 2002) . The reason some authors suggest that research designs should be supported by such statistical tools as the effect size and confidence intervals (Cummings, 2014) is that the confidence interval is much more informative than the p value because "it indicates the extent of uncertainty, in addition to providing the best point estimate of what we want to know" (p. 13). Moreover, the advantage of confidence intervals is that they facilitate data interpretation and easily detect trivial effects, allowing researchers to make decisions in a more clinically relevant fashion. When we have, for example, r = .30 in a population of 100 subjects and we wish to obtain the respective confidence interval of that correlation coefficient in a population, selecting a confidence level of 95% (Z = 1.96), the external limits (confidence interval) of such a coefficient in the population are given as follows (see Figure 3 In the population, this r value falls between +.11 and +.49. If it is a given that both limits are positive and the 95% confidence interval no contains zero, which is the parameter value specified in the null hypothesis, then the result is that r = .30 is statistically significant at the 0.05 level. However, if the r value was .30 but there was a smaller sample, for example, 30 persons, then the confidence intervals would be the following: Here, the confidence interval is between -.06 and +.66 and the zero value is between the two limits; in this case, a correlation of .30 with N = 30 does not result in statistical significance. A population size of N = 30 requires a value of r = .35 to obtain statistical significance, and zero is not in the CI range. As it is observed here, two studies can use the same intervention and find the same effect size, but only one can be statistically significant because of the size of the sample (Middel & Van Sonderen, 2002) . The ES and its confidence interval, however, provide more information than the one offered only by the p value. When a researcher obtains a medium or large effect size but that size does not reach statistical significance, this finding indicates that there is an intervention effect and that the research needs only a higher sample size and/or minor variability. Conversely, if there is a very small ES and/or no clinical importance, but there is statistical significance, then it is probable that the sample size is notably large (see Figure 1 ). In conclusion, when a statistically significant value is obtained, the p value does not communicate whether this significance is due to the sample size or to the ES that is observed between two or more groups or variables (Nyirongo et al., 2008) . For this reason, it is preferable to use the confidence interval on the effect size rather than the p value, which is a situation that the APA recognizes and recommends (APA, 2010): "Because confidence intervals combine information on location and precision and can often be directly used to infer significance levels, they are, in general, the best reporting strategy. The use of confidence intervals is therefore strongly recommended" (p. 34).
In spite of this APA recommendation, very few researchers report the effect size and its respective confidence intervals. Fritz, Morris, and Reichler (2012) analyzed studies that were published in the Journal of Experimental Psychology: General, during the period from 2009 to 2010 and found that less than half of the studies reported the effect size, and none of them reported the effect size with its respective confidence intervals.
Most statistical software packages include CI results of statistical tests, but few packages calculate the effect size and their respective CI, which would provide more complete and valuable information.
statistical power
Statistical power refers to the ability of statistical tests to reject a null hypothesis when it really is false. In other words, statistical power is the probability of detecting a real effect when there really is an effect there to be found. Power reflects the sensitivity of the test and is given by 1-β, where β is the probability of making a type II error (there are real differences, but the study is insufficiently powerful to detect them). By convention, .80 is an acceptable level of power indicating that there is an 80% chance of correctly detecting an effect if one genuinely exists (Cohen, 1992b ). Statistical power depends on three factors: the effect size that you are looking for in the research, the sample size, and the alpha or p level. These factors are closely related; knowing the three values, we can obtain the test's statistical power value.
Let us suppose that we wish to research the effect of behavioral cognitive therapy for depression as measured by the Hospital Anxiety and Depression Scale (HADS), and the statistical significance criterion of p < .05 is proposed. Additionally, a minimum effect size of .50 is proposed, which is the ES that is considered to have the minimum clinical or practical importance (Norman, Sloan, & Wyrwich, 2003; Sloan, Cella, & Hays, 2005) . Moreover, a power of .80 was recommended by Cohen (1992b) . Under these criteria, a minimum sample of N = 64 is required in the intervention group and an equal number is required in the control group (see figure 4) . If we set a criterion on the ES of .60 for practical significance, however, then we would need only 42 subjects per group, or if we decide on a criterion of a larger size, say .80, then we would require only N = 24. Therefore, increasing the sample size and/or effect size improves statistical power and precision by reducing the standard error of the effect size. Precision is reflected by the width of the confi- Effect size, confidence intervals and statistical power in psychological research 43 dence interval surrounding a given effect size. An effect size with a narrower CI is more precise than a finding with a broader CI. The statistical power of .80 or β = .20 and a p value of .05 is four times more likely to produce a type II error than a type I error, and according to Cohen (1992a) is preferable to make a type II error than type I error. Cohen observed that most of the articles published in journals show a medium power of .47, even of .25, which indicates that the probability of making false decisions is very high. Cashen & Geiger (2004) discovered that only 9.3% of 43 studies analyzed the statistical power associated with the testing of null hypotheses, and the average statistical power of all studies was too small (.29). These authors note the following: "An important finding of this power assessment study was that explicit consideration of the power issue was almost nonexistent among researchers testing null hypotheses" (p. 161). In sum, many researchers are unaware of the statistical power of their studies and the consequences of low statistical power.
As we have shown, optimum statistical power (.80) is very important for generating knowledge. Failing to use an appropriate statistical power implies increasing the risk of obtaining false conclusions, rejecting the null hypothesis when it is not true (type I error) or accepting that there are no differences between groups when there truly are differences (type II error). Additionally, the lack of sufficient statistical power can provoke a waste of financial resources and even ethical problems because we are wasting patients' time for research that a priori does not fulfill the requirements of a good study.
It is important to emphasize that the APA (2010) also exhorts authors to report statistical power: "When applying inferential statistics, take seriously the statistical power considerations associated with the tests of hypotheses. Such considerations relate to the likelihood of correctly rejecting the tested hypotheses, given a particular alpha level, effect size, and sample size. In that regard, routinely provide evidence that the study has sufficient power to detect effects of substantive interest" (p. 30). In spite of this recommendation, few scientific articles that are published report the statistical power.
conclusions
The effect size is a useful statistical tool whose use is widely recommended by the American Psychological Association (1994, 2001, 2010) , the American Educational Research Association (2006) (in the education field), and the International Committee of Medical Journal Editors (in the medical research area). Yet, few researchers follow the recommendations of these bodies when reporting their results. It is also important to recognize that an increasing number of psychology journal editors are demanding that authors report any type of ES and their confidence intervals. Hence, it is important to encourage the teaching, application and interpretation of ESs and their CIs in psychology graduate programs because researchers do not use them; the reason is usually that the researchers do not know about them or do not know how and when to use them (Rosnow, Rosenthal & Rubin, 2000) . Moreover, ES use facilitates the use of results in meta-analytical research or the "study of studies" and consequently, the more efficient accumulation of psychological knowledge. Reporting ES and CI also helps in reporting practical significance, which is essential in clinical research. Similarly, appropriate statistical power reduces the probability of drawing incorrect conclusions and prevents wasting financial resources that are dedicated to research.
Considering all of the foregoing information, beside NHST, it is important to encourage the use of ESs, their CIs and the appropriate use of statistical power in all of psychology research in graduate studies to enable new researchers to bring another perspective to the preparation, analysis, and interpretation of scientific data.
