Error probabilities of random codes for memoryless channels are considered in this paper. In the area of communication systems, admissible error probability is very small and it is sometimes more important to discuss the relative gap between the achievable error probability and its bound than to discuss the absolute gap. Scarlett et al. derived a good upper bound of a random coding union bound based on the technique of saddlepoint approximation but it is not proved that the relative gap of their bound converges to zero. This paper derives a new bound on the achievable error probability in this viewpoint for a class of memoryless channels. The derived bound is strictly smaller than that by Scarlett et al. and its relative gap with the random coding error probability (not a union bound) vanishes as the block length increases for a fixed coding rate.
I. INTRODUCTION
It is one of the most important task of information theory to clarify the achievable performance of channel codes under finite block length. For this purpose Polyanskiy [1] and Hayashi [2] considered the achievable coding rate under a fixed error probability and a block length. They revealed that the next term to the channel capacity is O(1/ √ n) for the block length n and expressed by a percentile of a normal distribution.
The essential point for derivation of such a bound is to evaluate error probabilities of channel codes in an accurate form. For this evaluation an asymptotic expansion of sums of random variables is used in [1] . On the other hand, the admissible error probability in communication systems is very small, say, 10 −10 for example. In such cases it is sometimes important to consider the relative gap between the achievable error probability and its bound than the absolute gap for design of codes. Nevertheless, an approximation of a tail probability obtained by the asymptotic expansion sometimes results in a large relative gap and it is known that the technique of saddlepoint approximation and the (higher-order) large deviation principle is a more powerful tool rather than the asymptotic expansion [3] .
Bounds of the error probability of random codes with a small relative gap have been researched extensively although most of them treat a fixed rate R whereas [1] [2] consider varying rate for the fixed error probability. Gallager [4] derived an upper bound called a random coding union bound on the rate of exponential decay of the random coding error probability for fixed rate R. It is proved that this bound of the random code is tight for both rates below the critical rate [4] and above the critical rate [5] .
Dobrushin [6] derived a bound of the random coding error probability which is tight up to a constant relative gap for symmetric channels in the strong sense that each row and the column of the transition probability matrix are permutations of the others. For general class of discrete memoryless channels, upper bounds of the error probability have been derived by Altug and Wagner [7] and Scarlett et al. [8] . In particular, [8] gives a simple upper bound (we write this as P S (n)) of a random coding union bound P RCU (n) based on the technique of saddlepoint approximation and showed that P RCU (n) ≤ (1 + o(1))P S (n) for nonsingular finite-alphabet discrete memoryless channels [8] . However, This bound does not assure P RCU (n) = (1 + o(1))P S (n).
In this paper 1 we consider the error probability P RC of random coding for a fixed rate R. We derive a new bound P new which satisfies P new (n) = (1 + o(1))P RC (n) for (possibly infinite-alphabet or nondiscrete) nonsingular memoryless channels such that random variables associated with the channels satisfy a condition called a strongly nonlattice condition.
The essential point to derive the new bound is that we optimize the parameter depending on the sent and the received sequences (X, Y ) to bound the error probability. This fact contrasts to discussion in [8] and the classic random coding error exponent where the parameter is first fixed and optimized after the expectation over (X, Y ) is taken. We confirm that this difference actually affects the derived bound and by this difference we can assure that the bound also becomes a lower bound of the probability with a vanishing relative error.
There have also been some researches on the lower bound of the random coding error probability. Gallager [9] showed that an upper bound derived in [4] is also the lower bound up to the constant factor for rate below the critical rate based on the technique of exact asymptotics for i.i.d. random variables, and Altug and Wagner [7] corrected his result for singular channels. It must be noted that the bound of this paper for rate below the critical rate does not coincide with the bound of [9] in the constant factor. The author thinks that the proof of [9] is correct and there is some error in the paper although the author was not able to find it.
II. PRELIMINARY
We consider a memoryless channel with input alphabet X and output alphabet Y. The output distribution for input x ∈ X is denoted by W (·|x). Let X ∈ X be a random variable with distribution P X and Y ∈ Y be following W (·|X) given X. We define P Y as the marginal distribution of Y . We assume that W (·|x) is absolutely continuous with respect to P Y for any x with density
We also assume that the mutual information is finite, that is,
Let X ′ be a random variable with the same distribution as X and independent of (X, Y ) and define r(x, y, x ′ ) = log ν(x ′ , y)/ν(x, y). Since ν(X, Y ) > 0 holds almost surely we have r(X, Y,
. We consider the error probability of a random code such that each element of codewords (X 1 , · · · , X M ) ∈ X n×M is generated independently from distribution P X . The coding rate of this code is given by R = (log M )/n. We use the maximum likelihood decoding with ties broken uniformly at random.
A. Error Exponent
Define a random variable Z(λ) on the space of functions R → R by
and its derivatives by
which we sometimes write by Z ′ (λ), Z ′′ (λ), · · · . Here E X ′ denotes the expectation over X ′ for given (X, Y ). We define
where λ, ξ ∈ R and i is the imaginary unit. Here we always consider the case λ > 0 and define e (λ+iξ)(−∞) = 0. We define
andZ (m) are defined in the same way.
The random coding error exponent for 0 < R < I(X; Y ) is denoted by
and we write the optimal solution of (α, λ) as (ρ, η) = (ρ, 1/(1 + ρ)). We write log E[e αZ(1/(1+α)) ] = Λ(α).
In the strict sense the random coding error exponent represents the supremum of (1) over P X but for notational simplicity we fix P X and omit its dependence. See [7, Theorem 2] for a condition that there exists P X which attains this supremum.
Let P ρ be the probability measure such that dP ρ /dP = e ρZ(η)−Λ(ρ) . We write the expectation under P ρ by E ρ and define
From derivatives of αR + log E[e αZ(λ) ] in α and λ we have
where R crit is the critical rate, that is, the largest R such that the optimal solution of (1) is ρ = 1. We assume that µ 2 > 0,
. This corresponds to the non-singular assumption in [8] [10] for the finite alphabet.
B. Lattice and Nonlattice Distributions
In the asymptotic expansion with an order higher than the central-limit theorem, it is necessary to consider cases that the distribution is lattice or nonlattice separately. Here we call that a random variable V ∈ R m has a lattice distribution if
For the case m = 1 we call the largest h 1 satisfying the above condition the span of the lattice.
On the other hand, we call that V ∈ R m has a strongly nonlattice distribution if |E[e i ξ,V ]| < 1 for all ξ ∈ R m \ {0}, where ·, · denotes the inner product. Note that a one dimensional random variable V ∈ R is lattice or strongly nonlattice but, in general, there exists a random variable which is not lattice and not strongly nonlattice.
As given above, a lattice distribution is defined for a random variable V ∈ R m in standard references such as [11] . In this paper we call that the distribution of V ∈ R is lattice if the conditional distribution of V given V > −∞ is lattice and nonlattice otherwise. It is easy to see that no contradiction occurs under this definition.
We consider the following condition regarding lattice and nonlattice distributions. Definition 1. We call that the log-likelihood ratio ν satisfies the lattice condition with span h > 0 if the conditional distribution of log ν(X, Y ) given Y is lattice with span hm Y almost surely where m Y ∈ N may depend on Y and h is the largest value satisfying this condition.
For notational simplicity we define the span of the lattice for ν to be h = 0 if ν does not satisfy the lattice condition. Other than the classification of ν, we also discuss cases that (Z(η), Z ′ (η)) is strongly nonlattice or not separately. Remark 1. The above conditions are different from the condition considered in [8] as a classification of lattice and nonlattice cases. This difference arises from two reasons. First, we consider Z ′ (η) in addition to Z(η) to derive an accurate bound. Second, the proof of [ 
III. MAIN RESULT
hηu .
for h ≥ 0. Here we define (e x − 1)/x = (1 − e −x )/x = 1 for x = 0 and therefore g 0 (u) = lim h↓0 g(u) = 1 − e −u . Now we can represent the random coding error probability as follows.
Theorem 1. Fix any 0 < R < I(X; Y ) and ǫ > 0, and let δ 2 > 0 be sufficiently small. Then, for the span h ≥ 0 of the lattice for ν, there exists n 0 > 0 such that for all n ≥ n 0
By this theorem we can reduce the evaluation of error probability into that of an expectation over two-dimensional random variable (Z(η),Z ′ (η)), although this expectation is still difficult to compute. If (Z(η), Z ′ (η)) is strongly nonlattice then we can derive the following bound which gives an explicit representation for the asymptotic behavior of P RC . Theorem 2. Fix 0 < R < I(X; Y ) and assume that (Z(η), Z ′ (η)) has a strongly nonlattice distribution. Then
where
From this theorem we see that at least for the strongly nonlattice case the error probability of the random coding is P RC (n) = Ω(n −(1+ρ)/2 e −nEr(R) ), R > R crit Ω(n −1/2 e −nEr(R) ),
The RHS of (4) is the same expression as the upper bound of the random coding union bound in [8] and the bound in [10] , but our bound is tighter in its coefficient and is also assured to be the lower bound.
It may be possible to derive a similar bound as Theorem 2 for the case that (Z(η), Z ′ (η)) is not strongly nonlattice by replacement of integrals with summations, but for this case the author was not able to find an expression of the asymptotic expansion straightforwardly applicable to our problem and this remains as a future work. Remark 2. The results in this paper assume a fixed coding rate R and are weaker in this sense than the result by Scarlett et al. [8] where they assure an upper bound for varying rate by leaving an integral (or a summation) to a form such that the integrand depends on n. It may be possible to extend Theorem 1 for varying rate since the most part of the proof deals with R and the error probability of each codeword separately. However, the proof of Theorem 2 heavily depends on fixed R and it is also an important problem to derive an easily computable bound for varying rate.
Remark 3.
We can show in the same way as Theorem 2 that the random coding union bound is obtained by replacement of
On the other hand, the terms |ρΣ 01 | and σ 11 in the square roots of (3) are the characteristic parts of the analysis of this paper obtained by the optimization of parameter λ depending on (X, Y ). However, it is shown in [9] that the exact asymptotics is represented in a form without this term for R < R crit and currently the author was not able to find where this contradiction comes from.
IV. FIRST ASYMPTOTIC EXPANSION
In this section we give a sketch of the proof of Theorem 1. We prove Theorem 1 separately depending on whether ν satisfies the lattice condition or not and here we discuss the lattice case. The proof for the nonlattice case is easier in most places because ties of likelihoods between the sent codeword and the others are almost negligible in the nonlattice case.
Now define
The final equation of (5) holds since r(x, y, x ′ ) = log ν(x ′ , y)−log ν(x, y) and the offset of the lattice of log ν(x ′ , y) equals to that of log ν(x, y) given y. Under the maximum likelihood decoding, the average error probability P RC is expressed as
Here the first term corresponds to the probability that the likelihood of some codeword exceeds that of the sent codeword, and each component of the second term corresponds to the probability that i codewords have the same likelihood as the sent codeword and the others do not exceed this likelihood.
One of the most basic bound for this quantity is to use a union bound given by
A lower can also be found in, e.g., [13, Chap. 23 ]. For evaluation of the error probability with a vanishing relative error the following lemma is useful. Next we consider the evaluation of p 0 (X, Y ) and p + (X, Y ). We use Lemma 2 in the following as a fundamental tool of the proof. Let V 1 , · · · , V n ∈ R be (possibly not identically distributed) independent lattice random variables such that the greatest common divisor of their spans 2 is h. Define
Then its large deviation probability is evaluated as follows. 
hold for all n ≥ n 0 satisfying
The proof of this lemma is largely the same as that of [14, Thm. 3.7.4] for the i.i.d. case.
Let b 0 , δ 1 , δ 2 , δ 3 , γ 1 , γ 2 , s 4 > 0 satisfy δ 2 < min{µ 2 /2, µ 2 R/12}. To apply Lemma 2 we consider the following sets A m , m = 2, 3, B, C to formulate regularity conditions.
where C 1 and C 2 are the spaces of continuous functions
We define the event S as
where we regardZ(λ + iξ) as function (λ, ξ) →Z(λ + iξ).
Under this condition we can bound the excess probability of the likelihood of each codeword given the sent codeword X and the received sequence Y as follows.
Lemma 3. Let ǫ > 0 be arbitrary and δ 1 > 0 in the definition of S be sufficiently small with respect to γ 1 . Then, there exists n 1 > 0 such that under the event S it holds for all n ≥ n 1 that,
Thus the lemma follows from Lemma 2.
Next we define
Then the error probability can be evaluated as follows.
Lemma 4.
Fix the coding rate R and assume that the same condition as Lemma 3 holds. Then, for all sufficiently large n,
This lemma is straightforward from Lemmas 1 and 3. We use the following lemma to evaluate the contribution of the case S c .
Lemma 5.
For sufficiently large s 4 and sufficiently small γ 1 ≪ min{δ 2 , δ 3 } and γ 2 ≪ b 1 we have
The proof is obtained by Cramér's theorem for general topological vector spaces [14, Theorem 6.1.3] with the fact that C 1 and C 2 are separable Banach spaces under the max norm.
V. SECOND ASYMPTOTIC EXPANSION
To prove Theorem 2 it is necessary to evaluate the expectation G
Let Φ Σ and φ Σ be the cumulative distribution function and the density of a normal distribution with mean zero and covariance Σ, respectively. We define the
Then G (s)
h (X, Y )] can be bounded by the following lemma Proposition with Lemma 6. Proposition 1 ([11, Theorem 20.8]). Let V 1 , V 2 , · · · ∈ R 2 be i.i.d. strongly nonlattice random variables with mean zero and covariance matrix Σ. Then, there exists a three-degree polynomial 3 h(z) = h(z 1 , z 2 ) such that for any function f (z)
where δ n does not depend on f and δ n = o(n −1/2 ).
We can bound the oscillation of f n as follows. Then ω fn (R 2 ) = O(n −ρ/2 ) , ω fn (δ n ; Φ) = o(n −ρ/2 ) .
Furthermore, if ρ < 1 then ω f (δ n ; Φ) = o(n −(1+ρ)/2 ) . 3 The explicit representation of h(z) is given in the original reference [11] but we do not use it in this paper.
VI. CONCLUSION
We derived a bound of random coding error probability, the relative gap of which converges to zero as the block length increases. The bound applies to any nonsingular memoryless channel such that (Z(η), Z ′ (η)) is strongly nonlattice. The main difference from other analyses is that we optimize the parameter λ around η depending on the sent and the received sequences (X, Y ). However, the result does not coincide with the result in [9] below the critical rate and the error of this paper must be clarified. Another futher work is to extend the bound to the case that (Z(η), Z ′ (η)) is not strongly nonlattice, that is, (Z(η), Z ′ (η)) is distributed on a set of lattice points or on a set of parallel lines with an equal interval. It may be possible to derive an expression of asymptotic expansion applicable to our problem by following the discussion in [11, Chap. 5] .
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