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This study seeks to develop a method that generalises the use of Adams-Bashforth to
solve or treat partial differential equations with local and non-local differentiation by
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Chapter 1
Introduction
It is well known that chaos theory was developed from the observation of weather pat-
terns. Since then, chaos theory has become applicable to a number of various occur-
rences in real life. Domains like robotics, computer science, geology, mathematics, mi-
crobiology, biology, population dynamics, economics, philosophy, anthropology, physics,
politics and psychology evolved through the use of chaos theory. Mathematically, life
phenomena are expressed in terms of differential equations or systems of differential
equations. Some systems are simply chaotic characterised by its [36] extreme sensitiv-
ity to initial conditions and is characterised by one positive Lyapunov exponent, while
others are hyperchaotic as introduced by [51] Rösler and is characterised by at least two
positive Lyapunov exponents, generally with complex dynamical behaviours with much
wider application. The literature on hyperchaotic models is recent and investigations on
the topic are still ongoing. In this dissertation a four-dimensional hyperchaotic model
consisting of two equilibrium points is investigated and analysed using the non-local and
non-singular kernel operator. The numerical simulations are then presented. Further-
more, we develop a two step Adams-Bashforth numerical scheme in Laplace transform
[22] that is used to solve integer order and non-integer order four-dimensional differen-
tial equations. Our primary goal is to show that the developed method is hyperchaotic.
In addition, the error analysis of the method is presented and show that the method
converges. The numerical simulations of the method applied to the four-dimensional
model, Caputo-Lu-Chen model and the partial differential equation (wave equation) are
presented.
Preliminary concepts necessary for the development of the Laplace Adams-Bashforth
numerical scheme are presented. These among others include definitions, theorems and
some properties of Laplace transform. The multistep Adams-Bashforth explicit method
and its related local error is also presented. Finally, a brief historical background of
13
fractional calculus and various definitions are presented.
The remaining part of the dissertation is organised as follows: In chapter 2 we in-
troduce the preliminary concepts that form part of the development of the Laplace
Adams-Bashforth method as it will be seen in the later chapters. In chapter 3, the
four-dimensional hyperchaotic model is analysed. In chapter 4 the Laplace Adams-
Bashforth numerical scheme is derived and the error analysis relating to the derived
numerical scheme is presented. The whole of chapter 5 is devoted to numerical simu-
lations of the method applied to Caputo-Lu-Chen model, four-dimensional model and
partial differential equation. Chapter 6 is the conclusion.
Chapter 2





Laplace transform is an [60] integral transform useful in solving physical problems and
in particular linear ordinary differential equations. It is also[1] used to solve partial
fractional differential equations. The section starts by presenting definitions, theorems
and some useful properties [8] of Laplace transform which are used when solving linear
initial value problems. Furthermore, we also provide conditions sufficient for the exis-
tence of the method of Laplace transform.
One of the classic characteristic of Laplace transform [60] is its ability to convert the
function g(t) in its time domain to the function in frequency domain G(s). The[60] finite
integral of the form
∫ d
c
T(s, t)g(t)dt, transforming the function g(t) into some function
G(s) are considered. If g(t) of the [60] integral transform is defined for t ≥ 0, and the
interval of integration is [0,∞], then ∫∞
0
T(s, t)g(t)dt can be defined to be the limit
∫ ∞
0





The integral is considered to converge or exist, provided the limit in (2.1.1) exists. There
are cases where the limit diverges and does not exist.
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is regarded as the Laplace transform of g, only if the integral is convergent.
In many instances [32] the function g(t), is restricted. Consider an example where g(t)
goes to nonzero as t→∞, then the integral converges only if s > 0. In cases [32] where
s is complex, s = Re(s) + iIm(s) with e−st = eRe(s)t[cos(Im(s)t) − i sin(Im(s)t)], then
it follows that Re(s) > 0, for the integral to converge.


















s2 − ω2 ,
L{coshωt} = s
s2 − ω2 ,




L{sinωt− ωt cosωt} = 2ω
3
(s2 + ω2)2
We use [60] the definition 2.1.1 to compute the transform of L(1) and L(eβt) in the
following example:














, s > 0.
Example 2.1.4 (Applying Definition 2.1.1). We













16CHAPTER 2. LAPLACE TRANSFORM, ADAMS-BASHFORTHMETHODAND FRACTIONAL
The Laplace transform [8] L(eβt)(s) is said to be undefined for s ≤ β.
The function f is said [8] to be of exponential order if there exist positive numbers
v and N such that
|f(t)| ≤ Nevt for all t ≥ 0. (2.1.3)
The following is the sufficient condition for the existence of the Laplace transform as
defined in the following theorem
Theorem 2.1.5. Suppose that f is piecewise continuous on the interval [0,∞] and of
exponential order with |f(t)| ≤ Nevt for all t ≥ 0. Then L(f)(s) exists for all s > v.[8]
























The theorem [8] only provides the sufficient, but not the necessary conditions for the
existence of Laplace transform.
Example 2.1.6 (Applying the piecewise continuous function theorem 2.1.5).
We evaluate [60] L{f(t)} where
f(t) =
{
0, 0 ≤ t < 3
2, t ≥ 3.




















, s > 0.
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To conclude this section, we consider the theorem that shows that [60] not every ar-
bitrary functions of s fulfil the conditions for the Laplace transform of a piecewise
continuous function of exponential order.
Theorem 2.1.7 (Behaviour of F (s) as s→ ∞). If f is piecewise continuous on (0,∞)
and of exponential order and F (s) = Lf(t), then lim
s→∞
F (s) = 0.
For the proof, refer to [60].
Theorem 2.1.8. Linearity [8] If f and g are functions and ϕ and φ are numbers,
then
L(ϕf + φg) = ϕL(f) + φL(g). (2.1.4)
For the proof, refer to [8]. Looking at some examples using the linearity theorem
(2.1.8),we [8] evaluate L(cos(ct)) and L(sin(ct)) and base the example on the Euler’s
identity eict = cos(ct) + i sin(ct). The linearity of the Laplace transform of the identity
will take the form as in the following example
Example 2.1.9 (Evaluate L(cos(ct)) and L(sin(ct))).
L(cos(ct)) + iL(sin(ct)) =
∫ ∞
0



























Equating the real and the imaginary parts, we have
L(cos(ct)) = s
s2 + c2
and L(sin(ct)) = i c
s2 + c2
.
2.1.2 Transforms of Derivatives
Laplace transforms are [60] mainly used to solve differential equations such as L{dx/dt}
and L{d2x/dt2}. These types of Laplace transforms of derivatives are recursive in nature.
The nth derivatives of f of the Laplace transform is given in the following theorem.
Theorem 2.1.10. Laplace Transforms of Derivatives [8] Suppose that f is con-
tinuous on [0,∞) and of exponential order as given in equation (2.1.3). Suppose further
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that f ′ is piecewise continuous on [0,∞) and of exponential order. Then
L(f ′) = sL(f)− f(0). (2.1.5)
More generally, if f, f ′, ..., f (n−1) are continuous on [0,∞) and of exponential order, and
if f (n) is piecewise continuous on (0,∞) and of exponential order, then
L(f (n)) = snL(f)− sn−1f(0)− sn−2f ′(0)− ...− f (n−1)(0). (2.1.6)
The Laplace transform takes the powers of t into the derivatives as shown in the following
theorem:
Theorem 2.1.11. Derivatives of Transforms [8] Suppose f is piecewise continuous
and of equation of exponential order. Then
L(tf(t))(s) = − d
ds
L(f)(s). (2.1.7)
In general, if f(t) is piecewise continuous and of exponential order, then





















2.1.3 Transform of Integrals
Let f and g be the [60] piecewise continuous functions on the interval [0,∞, ] the the
product f ∗ g defined by the integral




is called the convolution of f and g.
Theorem 2.1.12 (Convolution Theorem). [60] if u(t) and v(t) are piecewise con-
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tinuous on [0,∞] and of exponential order, then
L{u ∗ v} = L{u(t)}L{v(t)} = U(s)V (s).
Proof. Let







































Since u and v are piecewise continuous on [0,∞] and of exponential order, it is possible























is evaluated with u(t) = et and v(t) = sin(t), and have












(s− 1)(s2 + 1) .
2.1.4 Translation on the s-Axis
It is easy to compute the Laplace transform of an exponential multiple of f, which is
L{e−sf(t)} when we know the Laplace transform of f . To achieve this we translate or
shift the transform F (s) to F (s− a) and that is known as the first translation theorem
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or the first shifting theorem.
Theorem 2.1.14. First Translation Theorem If L{f(t)} = F (s) and a is any real
number, then
L{f(t)} = F (s− a).
For the full proof, refer to [60].
Figure 2.1: s = a, a > 0 shift on s-axis
Considering the real variable s in figure (2.1), then the graph of F (s−a) is the represen-
tation of graph F (s) shifted by the magnitude of |a| on the s-axis. Now, [32] depending
on the value of a, we have that the graph of F (s) is shifted a units to the right if a > 0,
otherwise is shifted |a| units to the left if a < 0.













2.1.5 Singularities of the Laplace Transform
We first consider the [32] simple exponential function f(t) = ert where the growth rate r
is the point where its Laplace transform F (s) =
1
s− r has a singularity or roots. We also
note that as s→r, the Laplace transform F (s) approaches ∞. The roots or singularities
of a Laplace transform F (s) have a direct relationship with the growth rate f(t), [32]
and this is referred to as the singularity property of Laplace transform. Let us consider
an example using the partial fraction method.
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In most cases when [32] we work with inverse Laplace transform, the ratio of two polyno-
mials of the form g(s)/h(s) is involved. The Laplace transform, g(s)/h(s) must approach
0 as s→∞, assuming that the degree of h is greater than the degree of g. To achieve
the [32] inverse Laplace transform, we first must factor the denominator h(s), and doing
this yields
h(s) = β(s− s1)(s− s2) · · · (s− sn),








s− s2 + · · ·+
kn
s− sn . (2.1.10)
We need to determine the [32] coefficient ki of the partial fraction expansion using the
singularities ki of g(s)/h(s). This is achieved by multiplying (2.1.10) by s− si and then
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We have that[32] the limit in (2.1.11) is 0/0 since h(si) = 0. This is because s = si is













The inverse transform can thus easily be obtained from a partial fraction expansion of












assuming that h(s) has simple roots at s = si.






















































2.1.7 Translation on the t-Axis
These are unit step functions normally used [60] in the field of engineering for repre-
senting systems that switches between on and off. We consider [8] a function f(t) that
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represents a signal, then U0(t−a)f(t−a) is the representation of the same signal delayed
by a unit of time.
Theorem 2.1.17. Second Translation Theorem.
If a is a positive real number, then
L(U0(t− a)f(t− a))(s) = e−stF (s),
where F (s) = L(f(t))(s).















Now, let r = t− a, dr = dt in the last integral, then









The inverse of a Laplace transform hL−1 is a linear transform that [60] converts a
function F (s) from its frequency domain to the time domain function f(t) and is defined
by
f(t) = L−1(F (s))
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The inverse [8] of linear transform is also itself linear, as shown in the linear equation
below
L−1(ϕF + φG) = ϕL−1(F ) + φL−1(G),


























=− 2 cos 2t+ 3 sin 2t.
In the previous section 2.1 we outlined the translation theorem on the s-Axis in theorem
(2.1.14). The [60] inverse form of the theorem can be represented by




where f(t) = L−1{F (s)}.
The inverse form of [60] Theorem 2.1.17 is defined as
Definition 2.2.2. if f(t) = L−1{F (s)}, the inverse form of Theorem 2.1.17, a > 0, is
L−1{e−asF (s)} = f(t− a)U(t− a). (2.2.1)
The [60] inverse form of Theorem 2.1.9 has the form
L−1{F (s)G(s) = f ∗ s}.
using [60] L{sinωt + ωt cosωt} = 2ω
3
(s2 + ω2)2










Example 2.2.3 (Inverse transform as a Convolution).























sinωϕ sinω(t− ϕ)dϕ. (2.2.2)
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Now, using the trigonometric identity
sinα cos β =
1
2
[cos(α− β)− cos(α + β)]





























2.3 Adams-Bashforth Explicit Methods
The Adams-Bashforth method is [22] recognised to be the powerful tool to solve par-
tial differential equations with classical derivatives and differential equations with non-
integer order derivatives. This numerical scheme is applied in [22] many fields of applied
science, engineering epidemiology and in chaotic problems.
The [48, 21, 41, 20] Adams-Bashforth method is one of the multistep numerical schemes
that use the approximation at more than one previous mesh point to determine the
approximation at the next point and it is defined as [48]
Definition 2.3.1. An r-step multistep method for solving the initial-value problem
y′ = z(τ, y), a ≤ τ ≤ b, y(a) = β, (2.3.1)
has a difference equation for finding the approximation uj+1 at the mesh point tj+1
represented by the following equation, where r is an integer greater than 1:
uj+1 = ar−1uj + ar−2uj−1 + ...+ a0uj+1−r
+h[brz(tj+1, uj+1)] + br−1z(tj, uj)
+...+ b0z(tj+1−r, uj+1−r)], (2.3.2)
for j = r− 1, r, ..., N − 1, where h = (b−a)/N, the a0, a1, · · · , ar−1 and b0, b1, · · · , br are
constants, and the starting values
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u0 = β, u1 = β1, u2 = β2, · · · , ur−1 = βr−1
are specified.
The derivation [48] of this multistep method begins with solution to the initial-value
problem
y′ = z(τ, y), a ≤ τ ≤ b, y(a) = β,













If we [48] integrate an interpolating polynomial L(τ) to z(τ, y(τ)), determined by pre-
vious data points (τ0, u0, (τ1, u1), · · · , (τj, uj)), and further assume that y(τj) ≈ uj then
equation (2.3.3) becomes




Using the [48] backward-difference polynomial Lr−1(τ) through to derive the Adams-
Bashforth explicitly, we have
(τj, z(τj, y(τj))), (τj−1, z(τj−1, y(τj−1))), ..., (τj+1−m, z(τj+1−m, y(τj+1−m))).
We have the [48] polynomial Lr−1(τ) of degree r − 1 and it has some number ξj in
(τj+1−r, τj) that exists with
z(τ, y(τ)) = Lr−1(τ) +
z(r)(ξj, y(ξj))
r!
(τ − τj)(τ − τj−1) · · · (τ − τj+1−r).
By changing [48] the variable substitution τ = τj + sh, with dτ = h ds, into Lr−1(τ)
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s(s+ 1) · · · (s+ r − 1)z(r)(ξj, y(ξj))ds.























































(−s2 − s)ds = 5
12
.














































∇z(τj, y(τj)) + 5
12







s(s+ 1) · · · (s+ r − 1)z(r)(ξj, y(ξj))ds.
(2.3.5)
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Since [48] s(s+ 1) · · · (s+ r− 1) is not changing sign on [0, 1], we can use the Weighted
Mean Value Theorem for Integral to deduce that for some numbers μj, where τj+1−r<μj<τj+1,











s(s+ 1) · · · (s+ r − 1)ds.








But we have [48] that y(τj+1) − y(τj) =
∫ τj+1
τj
z(τ, y(τ))dτ, and hence equation (2.3.3)
can be written as





∇z(τj, y(τj)) + 5
12










In order to derive [48] the third-order Adams-Bashforth technique, we set r = 3 in












































[23z(τj, y(τj))− 16z(τj−1, y(τj−1)) + 5z(τj−2, y(τj−2))].
Similarly we can derive the fourth-order Adams-Bashforth by setting r = 4 in equation




















































[55z(τj, y(τj))− 59z(τj−1, y(τj−1)) + 37z(τj−2, y(τj−2))− 9z(τj−3, y(τj−3))].
The following are some of the [48] explicit multistep methods and their required starting
values. The associated local truncation errors are also presented.
Adams-Bashforth Two-Step explicit method
The two step Adams-Bashforth [48] is an explicit method with the starting value and
local truncation error, and is defined as
u0 = β, u1 = β1,
uj+1 = wj +
h
2
[3z(τj, uj)− z(τj−1, uj−1)], (2.3.8)
where j = 1, 2, ..., N − 1. The local truncation error is ρj+1(h) = 512y′′′(μj)h2, for some
μj ∈ (τj−1, τj+1).
Adams-Bashforth Three-Step explicit method
The three-step explicit method is [48] defined to be
u0 = β, u1 = β1, u2 = β2,
30CHAPTER 2. LAPLACE TRANSFORM, ADAMS-BASHFORTHMETHODAND FRACTIONAL
uj+1 = uj +
h
12
[23z(τj, uj)− 16z(τj−1, uj−1) + 5z(τj−2, uj−2)], (2.3.9)
where j = 2, 3, ..., N − 1. The local truncation error is ρj+1(h) = 38y(4)(μj)h3, for some
μj ∈ (τj−2, τj+1).
Adams-Bashforth Four-Step explicit method
Similarly [48], the four-step explicit method is defined as
u0 = β, u1 = β1, u2 = β2, u2 = β3,
uj+1 = uj +
h
24
[55z(τj, uj)− 59z(τj−1, uj−1)
+37z(τj−2, uj−2)− 9z(τj−3, uj−3)], (2.3.10)
where j = 3, 4, ..., N − 1. The local truncation error is ρj+1(h) = 251720y(5)(μj)h4, for some
μj ∈ (τj−3, τj+1).
2.4 Multistep Method Local Error
The multistep method [48] provides us with the necessary measure that must indicate
how the solution to the differential equation method fails to solve the difference equation.
This brings us to multistep local truncation error that is defined similarly with the one-
step method truncation error.
Definition 2.4.1. If y(t) is the solution to the initial-value problem
y′ = z(τ, y), a ≤ τ ≤ b, y(a) = β
and
uj+1 =ar−1uj + ar−2uj−1 + · · · a0uj+1−r
+h
[
brz(tj+1, uj+1 + br−1z(τj, uj) + · · ·+ b0z(τj+1−r, y(τj+1−r))
]
is the (j + 1)st step in a multistep method, the local truncation error at this step is
χj+1(h) =
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In this chapter we consider the four-dimensional hyperchaotic system and briefly out-
line some of its basic dynamics. Chaos [19, 11] is a nonlinear phenomenon known for its
extreme sensitivity to initial condition and is characterised by one positive Lyapunov ex-
ponent. The first chaotic attractor was discovered in 1963 by Lorenz [19, 57] since then,
extensive studies have been made in the field of mathematics, physics and engineering.
Other three dimensional chaotic systems were proposed [36, 59, 46, 52, 31, 23] based
on the Lorenz system and they are: Chen and Lü chaotic systems. On the other hand,
hyperchaos was introduced by [51, 12, 55] Rössler in the ordinary differential equations
and is mainly characterised by at least two Lyapunov exponents or equilibrium points,
generally with complex dynamical behaviours and much wider application.
In the analysis of the four-dimensional hyperchaotic model, we will look into the chaotic
nature of the model, its symmetry and the two unstable Lyapunov exponents using
fractional calculus. We will also study [28] attractors, in particular strange attractors
[28] that exists when the non-singular kernel and non-local operators are applied to the
4-dimensional hyperchaotic model. Dynamical systems possessing chaotic attractors
normally are locally unstable and yet globally stable as they form an attractor. The
numerical simulations that show the existence of these strange attractors will be done
and provided in the study.
Before we proceed with our analysis, we need to define a useful new derivative operator
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and its associated anti-derivative necessary for the analysis of the model.
The [28, 5] new fractional derivative with non-local and non-local kernel suggested by
Atangana-Baleanu in Caputo sense which is commonly known as ABC, of order φ, with



















(t− ϕ)φ−1f(ϕ)dϕ+ 1− φ
W (φ)
f(t), t > 0. (3.1.2)
3.2 Fractional Derivatives
3.2.1 Brief Historical Background
Differential equations [34, 5, 25, 6, 15, 39] with integer order and those of non-integer
order are mainly used to describe, model and analyse complex problems in engineer-
ing and science in general. Some of the examples include control theory, acoustics,
viscoelasticity, image processing, acoustic dissipation, bioengineering, secure commu-
nication. Researchers in recent years have come to realise that fractional differential
equations with fractional order are [42, 18, 26, 47, 17, 54] the most efficient and valuable
tools to describe complex problem in real life in comparison with integer order differ-
ential equations. Historically, the fractional calculus concept is as old as the integer
order derivatives concept, and is said to have been born out of a question put forward
in a letter written [44, 38, 43] in 1695 by G. W. Leibniz. In the letter, G. W. Leibniz
asked Marquis de l’Hopital specifically about a notation he had used in his publication




question was centred around the order n of the derivative if n does not take an inte-
ger form and instead takes a fractional form such as n =
1
2
. Following that question,
many well[40, 53, 2, 38, 7] known mathematicians such as Euler, Liouville, Laplace,
Riemann and others were attracted to this topic of interest and that went on for many
years. Fractional calculus [40, 38] is considered an extension of the classical calculus
and thus classified as such with one [38, 37] class representing the differential equations
with integer order and the other representing the differential equations with non-integer
order. Niels Henrik Abel in his work in 1823 came with a [40] generalised version of
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tautochrone problem 1 that became known as Abel’s mechanical problem and estab-
lished that for some reasons the solution cannot be determined by applying the integral




(s− t)−1/2f(t)dt, G = const. (3.2.1)
This solution caught [40, 29] Joseph Liouville’s attention and he subsequently made a
remarkable study, in the fractional calculus with major breakthrough in 1832 when he
was able to demonstrate the results of his work in potential theory. It was Liouville
who endeavoured to generalise the fractional derivative [40] and proposed what became








This formula was found not to be a general definition of fractional derivative. In an
attempt to overcome the shortcoming, he worked hard to come up with the second




sα−1e−tsds, α > 0, x > 0. (3.2.3)
Using this definition, Liouville [40, 29] derived what came to be known as the second
Liouville’s formula
Dϕt t
−φ = (−)ϕΓ(ϕ+ φ)
Γ(φ)
t−ϕ−φ, φ > 0. (3.2.4)
That attempt on the second definition by Liouville was also considered unsuitable to be a
general definition of fractional derivative. It was during his student days when [40] G. F.
Bernhard Riemann wrote a paper in which bold steps were made in the advancement of
fractional calculus in 1853. The paper was regrettably only published after his passing
on in 1892. It started when [40] Riemann looked to generalise the Taylor series and
derived the definition involving integrals that are definite. This definition could be
1A tautochrone is [40] that part of the curve where the time interval for an object running down
with no friction to the lowest point of the curve at constant gravity is not dependent on the object
starting point.
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(t− s)β−1g(s)ds+ ξ(t) (3.2.5)
and it has become a widely used modern definition of [6, 29, 35, 10, 16] fractional
integral without the complimentary function ξ(x). If the [40] expression in (3.2.5) has
lower terminal a = −∞ then the equation becomes what is known as the Liouville
Fractional Integral and setting a = 0, the resulting equation is the commonly known
Riemann Fractional Integral. On the other hand the expression in (3.2.5) assigned some










(t− ϕ)1−ϕdϕ, (β ∈ R+) (3.2.6)
where a < b for a, b ∈ R. The Riemann–Liouville fractional [39, 45, 9, 14, 27] integral in
(3.2.6) converges for integrable function g with β > 1. The associated Riemann–Liouville












g(ϕ)(t− ϕ)−βdϕ, 0 < β ≤ 1, t > 0.
(3.2.7)
It was in [40, 39, 2] 1967 when Michele Caputo after identifying some of the shortcom-
ings in the initial conditions associated with the definition of Riemann–Liouville which
made it difficult to apply it to real-life problems, reformulated the definition to use
the initial conditions the same as the integer order differential equations would require
them. In that way Riemann–Liouville fractional derivative[6, 40, 30, 7, 4, 24, 2] became














These definitions, [10] the Riemann–Liouville and Caputo are known to be nonlocal and
fractional operators. They are still useful in solving real life situations with remarkable
success. However, it was found that these fractional operators have some notable benefits
and drawbacks and they are outlined below.
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Associated advantages for the Riemann-Liouville as well as Caputo fractional
derivative
The need for an [10, 29] arbitrary function to be continuous or differentiable does not
apply to the Riemann–Liouville definition. In Caputo fractional derivative[10, 29], the
traditional initial conditions and boundary conditions are allowed when one is describing
the problem. It is furthermore noted that the constant derivative in Caputo definition
is zero.
Associated disadvantages for Riemann-Liouville as well as Caputo fractional
derivative
There are [10, 29] identifiable or notable drawbacks found in Riemann–Liouville frac-
tional derivative when modelling real world problems. Firstly, the [10, 29] constant
derivative fails to become a zero. Secondly, in a situation where the original function
is constant, the resulting derivative possesses a singularity that is at the origin thus
reducing the areas where the Riemann–Liouville fractional derivative can be applied. In
[10, 29]the case of Caputo derivative the regularity conditions for differentiability that
are required are much higher. We have that the Caputo fractional derivative sense is
only defined for functions that are differentiable while it is considered that functions
that have no first-order could produce fractional derivatives with order smaller than one
in the Riemann–Liouville fractional derivative sense.
A new Riemann–Liouville fractional derivative [28] with order β and a non-singular













Recently, as a result [3, 29] of some complaints which were made emanating from the
complications in the application of fractional differential equations, a proposition was
made by Caputo and Fabrizio for a new definition that has fractional time factor deriva-
tive and has no singularity of order β and is given by
Definition 3.2.1. Let g ∈ H1(a, b), b > a, a ∈ [0, 1], we have that, the definition of the
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where N(β) is a normalisation function such that N(0) = N(1) = 1, and it assumes
two different representations of the temporal and spatial variables. Let us consider the
case where [3, 29] the function does not belong to H1(a, b) then the above derivative















Then, if ψ =
1− β
β
∈ [0,∞), β = 1
1 + ψ














dϕ, M(0) =M(∞) = 1.
Even with this definition, [3, 56, 29] there were a number of issues that were pointed out
in the fields of electromagnetics and thermal media to mention just a few. The issues in
Caputo and Fabrizio definition include the fact that the kernel was not non-local. An-
other issue was [3, 56, 29] that the associated anti-derivative is regarded as the average
of the function and its integral and a conclusion was made that the operator was not
a fractional derivative but a filter. It remains true that [3, 56, 29] despite the short-
comings identified, much success was achieved with this definition. The Caputo and
Fabrizio fractional derivative was used in the fields [56] of thermal science, engineering,
groundwater studies, diffusion model and many others
3.2.2 Atangana-Baleanu derivatives with fractional order




t (g(t)) = g(t) did not represent a special function but rather an exponential func-
tion. Atangana and Baleanu worked [3, 56, 29] to solve the issue identified against
Caputo-Fabrizio by proposing a much better version of derivative with no singular ker-
nel that became known as Atangana-Baleanu fractional derivative in Riemann-Liouville
sense and Atangana-Baleanu fractional derivative in Caputo sense which is based on
the popular Mittag-Leffler function and the generalised Mittag-Leffler function known




= ηz, 0 < η < 1.
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1− η and replace (3.2.12) into [3] Caputo and Fabrizio fractional derivative,
















We replace k! by Γ(ηk + 1) and (t − z)k by (t − z)ηk in (3.2.14) to solve the issue of
















Definition 3.2.2. Let g ∈ H1(a, b), b > a, η ∈ [0, 1], [3, 56, 28]then the definition of the
new fractional derivative (Atangana-Baleanu fractional derivative in Riemann-Liouville


















Definition 3.2.3. Let g ∈ H1(a, b), b > a, η ∈ [0, 1], [3, 56, 28]then the definition of

















In the definition 3.2.3 [3, 56] Atangana-Baleanu fractional derivative in Caputo sense,
the M is said to be the same as the properties in Caputo and Fabrizio case. The defini-
tion become [3, 56] a useful tool in solving real-life phenomenon with greater advantages
when using Laplace transform for solving physical problems.
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Definition 3.2.4. [3, 56, 28] The fractional integral associated to the new fractional















Since the Atangana-Baleanu fractional order derivative is based on the generalised
Mittag-Leffler function that has non-local and non-singular kernel, provides the deriva-
tive the ability to sufficiently describe complex real life problems than the power func-
tion. The Mittag-Leffler function used as a kernel in the Atangana-Baleanu fractional
order derivative, guarantees the nonsingularity. Furthermore, the [3] Atangana-Baleanu
fractional order derivative better describe problems with memory effects.
3.2.3 Discussion on the fractional derivatives with two param-
eters having non-singular and non-local kernel
In [23], we established that, it was in fact Doungmo Goufo who raises another question
regarding the influence the variable η in a double parameter Mittag-Leffler function
Eξ,η(p) for p ∈ C might have on chaotic behaviour in simple non-linear system such
as Lorenz. This follows after the singularity and locality issues were addressed in the
Caputo and Fabrizio fractional derivative.
It is in [23] that Doungmo Goufo proposed another fractional derivative consisting of
double variables or parameters, non-singular kernel and non-local kernel. This two
parameter derivative is fundamentally aligned to the generalised Mittag-Leffler function
introduced in 1905 by Wiman with two parameters. The function was subsequently
improved by among other authors that includes Agarwal, Erdelyi, Humbert, Humbert






, ξ, η, p ∈ C,R(η) > 0, (3.2.19)
which generalises the associated one-parameter definition.
Definition 3.2.5 (Fractional derivative with two parameters in Caputo sense ). [23]
Suppose f is a function contained in G1(u, v); v > u; ξ ∈ [0; 1], η ∈ (0,+∞), we then
have that, the fractional derivative with two parameters of order ξ in Caputo sense given
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where M(ξ, η) represents the normalization function with two parameters such that
M(0, 1) =M(1, 1) = 1.
The parameter η becomes zero for a 2-GC derivative of any order ξ where the function
f(t) is constant. At t = ϕ, the kernel has no singularity. In addition, it is as a results of





, that the kernel becomes
non-local. Let us consider the function f such that f /∈ G1(a, b), then it follows that for
































and the * in (3.2.22) [23] representing the Laplace convolution operator. The convolution
integral function possesses properties that are useful in filtering and image processing
and is given as




Definition 3.2.6. (Fractional derivative with Two parameters in Riemann-Liouville
sense)[23] Suppose f is a function contained in G1(u, v); v > u; ξ ∈ [0; 1], η ∈ (0,+∞),
we then have that, the fractional derivative with two parameters of order ξ in Riemann-
Liouville-sense given η (or this is otherwise called the 2-GRL [Goufo-Riemann- Liou-
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with the unknowns retaining the definitions similar to (3.2.20)






(η − ξ) (f(t) ∗ v(t)), (3.2.25)
and the term v(t) is as expressed as in (3.2.23).
The two definitions (3.2.5) and (3.2.6) are verified [23] in order to determine whether
the fractional derivative with non-singular and non-local kernel for a single parameter
in (3.2.3) and (3.2.2) could be recovered:
Special case: For the fractional derivative given the order ξ and η = 1



































dϕ = ABCa D
ξ
t f(t), (3.2.26)
where M̃(ξ) =M(ξ, 1) represents the [23] normalisation function in Caputo and Fabrizio
fractional derivative. The single parameter fractional derivative with non-local and non-
singular kernel in Caputo sense ABCa D
ξ
t f(t) proposed by Atangana and Baleanu has been
recovered and hence the 2-GC derivative of order ξ knowing η = 1 satisfies the properties
of ABCa D
ξ



































dϕ = f(t)− f(a), (3.2.28)




∈ [0,+∞] in all cases where ξ = 1
1 + ρ
∈ [0, 1] and W (ρ) becomes [23]
the corresponding normalisation term of M̃(ξ) with W (0) = W (∞) = 1.
For the [23] compatibility relations of the fractional derivative in Caputo-sense double






























dϕ = ABCa D
ξ
t f(t). (3.2.31)
The [23] fractional derivative with non-local and non-singular kernel in Riemann-Liouville
sense ABCa D
ξ
t f(t) has been recovered. This makes the 2-GRL derivative of order ξ when
η = 1 is known to also satisfy the properties of ABCa D
ξ







































dϕ = f(t). (3.2.33)
To continue[23] obtaining the compatibility for the fractional derivative in Riemann-












t f(t) ∼ f(t). (3.2.35)
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3.3 Description of the model
The 3D Lorenz system [59] defined by
ABCDφt x(t) = −ξ(−x+ y),
ABCDφt y(t) = Φx− y − xz,
ABCDφt z(t) = −γz + xy
(3.3.1)
where x, y, and z are state variables and ξ,Φ and γ are positive parameters. The
proposed four-dimensional hyperchaotic system was developed from the Lorenz three-
dimensional model by adding a state variable w in (3.3.1) to the second differential
equation and 0.67w to the third equation and is defined as
ABCDφt x(t) = −ξ(−x+ y),
ABCDφt y(t) = Φx− y − xz,
ABCDφt z(t) = −γz + 0.67w + xy,
ABCDφt w(t) = ψw − xz
(3.3.2)
where x, y, z and w are state variables and ξ,Φ, γ and ψ are nonnegative parameters.
The four-dimensional system (3.3.2), [28, 39] allows us to determine the non-positive
convergence Div = −ξ, and thus indicating that the model is actually dissipative. As
time becomes larger the model then becomes chaotic, resulting into attractors. Part of
what we need to achieve in the analysis of the hyperchaotic system, is to determine the
system equilibrium points necessary to understand the complex dynamics of the system.
To achieve that, we set
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 =ABCDφt x(t) = −ξ(−x+ y),
0 =ABCDφt y(t) = Φx− y − xz,
0 =ABCDφt z(t) = −γz + 0.67w + xy,
0 =ABCDφt w(t) = ψw − xz
(3.3.3)
giving the two solutions points [ Φ0.5,  Φ0.5, 0.0]. The [28, 1] stability of the equilibrium
points is determined by using the stability criteria for fractional model. These are
actually the unstable equilibrium points for the system (3.3.3). Linearizing the system
(3.3.3) at these points [ Φ0.5,  Φ0.5, 0.0], allows us to find the eigenvalues λe which






We apply (3.3.3) the initial conditions as stated below, to further solve the system:
x(0) = s(x),
y(0) = h(y),





Now, here we use [28] the anti-derivative in (3.1.2) which then gives the system
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x(t)− s =ABJφt [−ξ(−x+ y)],
y(t)− h =ABJφt [Φx− y − xz],
z(t)−m =ABJφt [−γz + 0.67w + xy],
w(t)− l =ABJφt [ψw − xz]
(3.3.6)
or equivalently, we have
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩




(t− ϕ)φ−1{−ξ[−x(ϕ) + y(ϕ)]}dϕ+ 1− φ
W(φ)
{−ξ[−x(t) + y(t)]},











(t− ϕ)φ−1[−γz(ϕ) + 0.67w(ϕ) + x(ϕ)y(ϕ)]dϕ+ 1− φ
W(φ)
[−γz(t)
+ 0.67w(t) + x(t)y(t)],


















3.3. DESCRIPTION OF THE MODEL 45
and that





















M1[p(t), t] =[−ξ(−x+ y)],
M2[p(t), t] =[Φx− y − xz],
M3[p(t), t] =[−γz + 0.67w + xy],
M4[p(t), t] =[ψw − xz]
(3.3.8)
The operator M satisfies the Lipschitz [28] condition with respect to the state variable
p, and thus a real number e1 ≥ 0 exists such that the relation
‖ M(p, t)−M(p̄, t) ‖≤ e1 ‖ p− p̄ ‖ (3.3.9)
holds, with p and p̄ representing the arbitrary system states. Furthermore, we have the
norm ‖ . ‖=‖ . ‖R (3,1) defined [28] as the sum total derived from R 3,1. Representing
some 3× 1 real matrices
‖ p ‖= max1≤j≤3 =‖ pj ‖H1 ,
and here ‖ pj ‖G1 [28, 58] represents the norm within the space G1(0; p), p greater than
zero and is given by
‖ p(t) ‖2H1=‖ p(t) ‖2T 2 + ‖ p′(t) ‖2T 2 .
From the above, we are able to derive the following system of iterations
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x0 = x(0) = s,
y0 = y(0) = h,
z0 = z(0) = l,
w0 = w(0) = m
(3.3.10)
46 CHAPTER 3. FOUR-DIMENSIONAL HYPERCHAOTIC SYSTEMS
and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩




(t− ϕ)φ−1{−ξ[−xn(ϕ) + yn(ϕ)]}dϕ+ 1− φ
W(φ)
{−ξ[−xn(t) + yn(t)]},













(t− ϕ)φ−1[−γzn(ϕ) + 0.67wn(ϕ) + xn(ϕ)yn(ϕ)]dϕ+
1− φ
W(φ)
[−γzn(t) + 0.67wn(t) + xn(t)yn(t)],


























The proof at this point is still incomplete until [28] the operator contractiveness with






(t− ϕ)φ−1W [p(ϕ), ϕ]dϕ+ 1− φ
W(φ)
M[p(t), t]. (3.3.12)
Using (3.3.9), we now consider the states p and p̄, and using the Lipschitz continuity












(t− ϕ)φ−1‖W [p(ϕ), ϕ]−W [p̄(ϕ), ϕ]‖dϕ+ 1− φ
W(φ)





(t− ϕ)φ−1e1 ‖ p(ϕ)− p̄(ϕ) ‖ dϕ+ 1− φ
W(φ)
e1 ‖ p(t)− p̄(t) ‖ .
(3.3.13)
Integrating for t ∈ (0, p), p > 0, we have
‖ ξp(t)− ξp̄(t) ‖≤ w(φ) ‖ p(t)− p̄(t) ‖ . (3.3.14)
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Method:with Error Analysis and
Convergence
4.1 Introduction
A method that [22] generalises how the Adams-Bashforth is used to solve or treat Par-
tial Differential Equations with nonlocal and local operators is presented. Here, the
two-step Adams-Bashforth numerical scheme is derived in Laplace space and the result-
ing solution is taken back into real space through the use of inverse Laplace transform.
The Adam-Bashforth [22, 32] numerical method was extended to solve partial differ-
ential equations due to its efficiency and accuracy. That is achieved by elimination of
one variable and transform the partial differential equation to the ordinary differential
equation using the Laplace transform. This powerful numerical algorithm is then used
to solve the fractional order derivatives.
4.2 Analysis of numerical method for partial differ-
ential equations with Integer Order
Firstly, we consider the general P.D.E [22]
∂v(u, r)
∂r
=Mv(u, r) + Uv(u, r) (4.2.1)
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where M and U are operators of linear and non linear type respectively. Applying






















with v(r) = v(s, r) and G(v, r) = L
(
Mv(u, r) + Uv(u, r)
)
. Applying on equation
(4.2.2) [22, 50, 49, 13] the Fundamental Theorem of Calculus one obtains




this can also be represented by




setting r = rm+1, we have




also, setting r = rm, gives




from the above it then follows that











Approximating [22, 33] G(v, r) using the Lagrangian polynomial, we have
L(r) ≈ G(v, r) = r − rm−1
rm − rm−1G(v, rm) +
r − rm
rm−1 − rmG(v, rm−1)
L(r) =
r − rm−1
rm − rm−1Gn +
r − rm
rm−1 − rmGm−1
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therefore, the equation above is represented by









































k = rm − rm−1
and we then have


































(rm+1 − rm)(rm+1 + rm)− rm(rm+1 − rm)
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k(rm+1 + rm)− krm
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(rm+1 + rm)− rm
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In order to return into the real space, We [22, 60] apply the inverse form of Laplace
transform, and this gives:
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4.3 The new Numerical Method for P.D.E with non
integer order
The numerical scheme is illustrated by using the following general fractional P.D.E
∂ϕv(u, r)
∂rϕ
=Mv(u, r) + Uv(u, r) (4.3.1)
for M and U are operators of linear and non linear type respectively. We now apply








Mv(u, r) + Uv(u, r)
)




r v(s, r) =L
(










r v(r) = G(v, r) (4.3.2)
where v(r) = v(s, r) and G(v, r) = L
(
Mv(u, r) + Uv(u, r)
)
.
Next, the [22] fractional integral operator in Caputo sense is applied on equation (4.3.2)
which gives




(r − ρ)ϕ−1G(v, ρ)dρ
Setting r = rm+1





(rm+1 − ρ)ϕ−1G(v, ρ)dρ
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Setting r = rn





(rm − ρ)ϕ−1G(v, ρ)dρ




(rm+1 − ρ)ϕ−1G(v, ρ)dρ−
∫ rm
0









(rm+1 − ρ)ϕ−1G(v, ρ)dρ
(4.3.3)
Approximating [22] G(u, t) using the Lagrange polynomial, we have
L(r) ≈ G(v, t) = r − rm−1
rm − rm−1G(v, rm) +
r − rm
rm−1 − rmG(v, rm−1)
L(r) =
r − rm−1
rm − rm−1Gm +
r − rm
rm−1 − rmGm−1
The [22] fractional integral
∫ rm+1
0











































(rm+1 − r)ϕ−1(r − rm)dr
]
By changing the [22] variables, we let z = rm+1 − r, dr = −dz, r = rm+1 − z.
∫ ri+1
ri
(rm+1 − r)ϕ−1(r − rm−1)dr =
∫ rm+1−ri+1
rm+1−ri



























(rm+1 − ri+1)ϕ − (rm+1 − ri)ϕ
)
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We also have∫ ri+1
ri
(rm+1 − r)ϕ−1(r − rm)dr =−
∫ rm+1−ri+1
rm+1−ri



























(rm+1 − ri+1)ϕ − (rm+1 − ri)ϕ
)
Which then follows that ∫ rm+1
0
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Similarly the [22] fractional integral
∫ rm
0































(rm − r)ϕ−1(r − rm)dr
And changing the [22] variables, we let z = rm − r, dr = −dz, r = rm − z.
∫ rm
0


























































































































































This, therefore can be written as
∫ rm
0
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Equation (4.3.3) is then rewritten and [22]substituted in the later results which gives






















































Remark 4.3.1. [22] Setting ϕ = 1 ensures that the classic Adams-Bashforth Numerical
scheme is retained.
vm+1 − vm = k
Γ(1)
(2m+ 2−m+ m
2 − (m+ 1)2
2
)Gm − (m+ 1 +m2 − (m+ 1)2)Gm−1






)Gm − (m+ 1 +m2 −m2 −m− 1
2
)Gm−1





We need to return [22] the numerical scheme back in the real space. We achieve this
by applying the inverse form of Laplace equation (4.3.4). This gives the algorithm or a

























4.3.1 The discussion on the Error Analysis of the Method
Consider [22] the general fractional partial differential equation.
C
0D
ϕv(u, r) =Mv(u, r) + Uv(u, r) (4.3.6)
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As mentioned earlier, the solutions which are numeric that uses the Laplace Adams-


































(rm+1 − ρ)ϕ−1G(v, ρ)dρ−
∫ rm
0





rm − rm−1Gm +
r − rm
















































(r − rj)(rm − r)ϕ−1dr
Which gives
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ξ∈(0,rm+1){G(−2)(v, ξ)}(m+ 1ϕ +mϕ) < +∞

Chapter 5
Application of the method to
Partial Differential Equations
We present in this chapter the numerical simulations of the new two-step Laplace
Adams-Bashforth method applied to the four-dimensional chaotic model, Caputo-Lu-
Chen model and the partial differential equation (wave equation).
5.1 Four-dimensional Model
We first consider values of φ where φ = 1.08 and φ = 0.4 respectively, and observe from
the simulation of the system (3.3.2) a pattern of butterfly type attractors depicted in
figures (5.1)-(5.3). For each of the case of attractors, we have set the control parameters
to ξ = 12,Φ = 10, φ = 2 with the starting values set at s = 1, h = 0,m = 0, l = 0.
In each of the figures namely (a),(b),(c) and (d) we observe the projections on each
plane and they are x and y, x and z, x and w and lastly y and z planes. We also
observe equilibrium points that are represented by the blue dots. The dynamics are in
fact chaotic and are confirmed by the analysis presented earlier. We further consider
the bifurcation diagram depicted in figure(5.4) for the value φ = 1 representing the
integer case and φ = 0.7 that is representing the ABC fractional case, showing that the
system (3.3.2) has characteristics of standard period doubling, suggesting an irregular
behaviour resulting into chaos. The phase portrait dynamics for the system (3.3.2) as
shown in figure (5.5) and figure (5.6), respectively for φ = 1 and φ = 0.6 support the
assertion. In figure (5.4) we see how period doubling via the phase portrait result into
chaotic dynamics. This is achieved by using the control parameters α = 12, β = 10. The
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value of ψ is set at 19, 18, 16,and 14, 98. We have for φ = 1 and φ = 0.8 simulation for
the system (3.3.2) depicted in figure (5.7) and figure (5.8) showing a variety of shapes
of strange attractors with fractal depictions. These shapes clearly are observable on
the x and y, x and z, x and w and finally y and z planes when the respective control
parameters are set to ξ = 12,Φ = 10 and ψ = 1.
Figure 5.1: The diagram simulates the system (3.3.2) showing the butterfly type at-
tractors for the derivative order set to φ = 1. The control parameters are taken to be
ξ = 12,Φ = 10, ψ = 2 for the starting values s = 1, h = 1,m = 0, l = 0. These shapes
clearly are observable on the x and y, x and z, x and w and finally y and z planes as
shown in (a), (b), (c), and (d). Equilibrium points are represented by the blue dots.
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Figure 5.2: The diagram simulates the system (3.3.2) showing butterfly like structure
attractors for fractional derivative of order set to φ = 0.8. We set control parameters
to be ξ = 12,Φ = 10, ψ = 2 and the starting values are s = 1, h = 1,m = 0, l = 0.
These shapes clearly are observable on the x and y, x and z, x and w and finally y and
z planes. Equilibrium points are shown by the blue dots.
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Figure 5.3: The diagram simulates the system (3.3.2) showing butterfly like structure
attractors for fractional derivative of order set to φ = 0.4. We set control parameters to
be ξ = 12,Φ = 10, ψ = 2 and the starting values are s = 1, h = 1,m = 0, l = 0. These
shapes clearly are observable on the x and y, x and z, x and w and finally y and z planes
respectively, in (a), (b), (c), and (d). Equilibrium points are represented by the blue
dots.
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Figure 5.4: The diagram represents the bifurcation of the system (3.3.2) with the control
parameters α = 12, β = 10, and 14 ≤ ψ ≤ 20.
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Figure 5.5: The diagram simulates the phase portraits of the system (3.3.2) with φ = 1,
clearly depicting how period doubling leading to dynamics that are chaotic in nature.
We set control parameters to ξ = 12,Φ = 10, and ψ is set at 19, 18, 16, and 14, 98,.
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Figure 5.6: The diagram simulates the phase portraits of the system (3.3.2) with φ = 0.6,
clearly depicting how period doubling leading to dynamics that are chaotic in nature.
We set the control parameters to ξ = 12,Φ = 10, and ψ is set at 19, 18, 16, and 14, 98,.
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Figure 5.7: The diagram simulates the system (3.3.2) with φ = 1, depicting structures
of strange attractors with fractals. The projections on the planes (x,y), (x,z), (x,k), and
(y,z) are given by (a), (b), (c), and (d). The equilibrium points are represented by the
blue dots. The control parameters are α = 12, β = 10, and ψ = 1.
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Figure 5.8: The diagram of the numerical simulations for the model (3.3.2) with φ = 0.8.
The system shows projections of a pair of strange attractors with a fractal structure.
These shapes clearly are observable on the x and y, x and z, x and w and finally y and z
planes respectively and are represented in (a), (b), (c), and (d). Equilibrium points are
represented by the blue dots. Control parameters are set as ξ = 12,Φ = 10, and ψ = 1.
5.2 Caputo-Lu-Chen Model
We look into the Caputo-Lu-Chen model with multiscroll attractor popularly known for
its exhibition of chaotic behaviour, mainly when the parameter is assigned some values
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and is defined as
Dφt x(t) =α(y(t)− x(t)),
Dφt y(t) =s+ x(t[1− z(t)] + ly(t)),
Dφt z(t) =x(t)y(t)− βz(t),
(5.2.1)
where α, β, l, s are parameters of the model for −15 ≤ s ≤ 15. Setting the derivative
order φ = 1 gives the Lu-Chen system
x′(t) =α(y(t)− x(t)),
y′(t) =s+ x(t[1− z(t)] + ly(t)),
z′(t) =x(t)y(t)− βz(t),
(5.2.2)
with similar variables as in (5.2.1). The generalised model of (5.2.2) is classified to be
of strange attractors family as in the (5.2.2) and is given by
x′(t) =α(y(t)− g(x)),









(vp−1 − vp)(|x+ lp| − |x− lpk|
and i ∈ N. The 2D PWL model is an example of a system that is (5.2.2) classified with







× (|x(t) + 1| − |x(t)− 1| − ay(t) + η cos(θt),
(5.2.4)
with vp, a, η, θ as variables of the system.
The Lu-Chen model (5.2.2) with α = 34, β = 2, l = 20, s = −12, s = 1 and s = 12 is
shown in figures 5.9(a)-5.9(c). We apply the initial conditions set to x(0) = 1, y(0) =
1, z(0) = 12 and the model shows characteristics of a chaotic attractors with multiscroll
when the variable s varies. The model (5.2.3) with α = 9, ρ = 14, v0 = −1/7, v1 =
2/7, v2 = −4/7, v3 = 2/7, v4 = −4/7, v5 = 2/7 and l1 = 1, l2 = 2.1, l3 = 3.4, l4 = 8.1, l5 =
12 is depicted in figure 5.10(b), and it demonstrates a 3-double-scroll chaotic attractor.
In addition, in figure 5.10(b), setting parameters to α = 9, ρ = 14, v0 = 0.9/7, v1 =
−3/7, v2 = −4/7, v3 = −2.3/7, v4 = 2.55/7, v5 = −1.6/7, v6 = 2.51/7, v7 = −1.6/7 and
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l1 = 1, l2 = 2.1, l3 = 3.4, l4 = 6.1, l5 = 9, l6 = 13, l7 = 24 demonstrates chaotic attractor
with seven double scroll, resembling the Lu-Chua model with multiscroll nature. Finally,
we show the 2D PWL Duffing (5.2.4) graphs where a = 0.22, η = 0.14 + 0.05p, v0 =
−0.841a − 1, v1 = 0.60, ρ = 1, p = −10, p = 1 and p = 5 represented in figures 5.9(a)-
5.9(c) we set starting values to x(0) = 0, y(0) = 0. These graphs in 5.9(a)-5.9(c) clearly
demonstrates chaotic attractor of multiscroll nature for the varying variable p.
Figure 5.9: Lu–Chen model (5.2.2) depicting chaotic dynamic with initial condition set
to x(0) = 1, y(0) = 1, z(0) = 12 and with control variables set to α = 34, β = 2, l =
20, s = −12, s = 1 and s = 12. As the variable s changes, the resulting chaos is the
attractor of multi wings.
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Figure 5.10: Lu–Chen model (5.2.3) depicting chaotic dynamic. The multiscroll char-
acter is clearly visible in (a) and the control variables are set to α = 9, ρ = 14, v0 =
−1/7, v1 = 2/7, v2 = −4/7, v3 = 2/7, v4 = −4/7, v5 = 2/7 and l1 = 1, l2 = 2.1, l3 =
3.4, l4 = 8.1, l5 = 12. We have in (b), chaotic attractor resembling the 7 bi-scroll for
the control variables set to α = 9, θ = 14, v0 = 0.9/7, v1 = −3/7, v2 = −4/7, v3 =
−2.3/7, v4 = 2.55/7, v5 = −1.6/7, v6 = 2.51/7, v7 = −1.6/7 and l1 = 1, l2 = 2.1, l3 =
3.4, l4 = 6.1, l5 = 9, l6 = 13, l7 = 24.
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Figure 5.11: The PWL Duffing model (5.2.4) showing the chaotic dynamic. We set the
control variables to a = 0.22, ρ = 0.14 + 0.05p, v0 = −0.841a − 1, v1 = 0.60, θ = 1. As
the variable p varies, the multiscroll chaotic attractors are demonstrated.
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Figure 5.12: The Caputo model (5.2.1) showing the rough chaotic multiwing attractor
in its fractional version (a) and in (b) which is the common version. We set the control
variables to α = 35, β = 3, l = 18, s = 10.
Figure 5.13: Caputo–Lu–Chen model (5.2.1), showing chaotic dynamic. We set the
starting values to x(0) = 1, y(0) = 1, z(0) = 12. Next, we set control variables to
α = 34, β = 2, l = 20. We further set s = −11, s = −8 and s = −1. Setting (φ = 0.90)
for the fractional derivative and (φ = 1.00) for the normal integer, we observe that the
two cases present similar features. Features that are chaotic and manifest themselves
as attractors with structure of several scrolls for changing variable s. Observation on
the parameter φ, shows that the multiscroll property of the attractor is kept unchanged
and simply acts as a control parameter while altering the dynamics of the system.
The Caputo-Lu-Chen model (5.2.1) is not only chaotic as depicted in figure (5.12)-
(5.14) but also shows features of a multiscroll attractors quite the same as the strange
attractors. The multiwing chaotic attractors are seen in figures (5.12)(a) and (5.12)(b)
respectively for the fractional case where we set φ = 0.9 and the standard case where we
set φ = 1, with control parameters set as: α = 35, β = 3, l = 18, s = 10. The model with
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(5.2.1) begining values set to x(0) = 1, y(0) = 1, z(0) = 12 and the control variables set
to α = 34, β = 2, l = 20 for some s = −11, s = −8 and s = −1 shows chaotic dynamics
in figure (5.13) and (5.14). We have for fractional derivative φ = 0.90 and the normal
integer φ = 1.00, with the graphs demonstrating features that are similar with chaotic
attractor situations of multiple scrolls while the variable s is varied. As the variable φ
is introduced, Lu-Chen system maintains the characteristics of multi propagated scroll
attractors. We also find that the parameter φ is regarded as a control variable while
altering the dynamic behaviour of the entire model.
Figure 5.14: The picture shows the Chaotic dynamic of the Caputo–Lu–Chen model
(5.2.1), Setting the initial values to x(0) = 1, y(0) = 1, z(0) = 12 and setting control
variables to α = 34, β = 2, l = 20. We also set s = 4, s = 10 and s = 15. Setting
(φ = 0.90) for the fractional derivative case and (φ = 1.00) for the normal integer case,
we observe that the two cases present similar features. Features that are chaotic and
manifest themselves as attractors with multi scrolls structure for a changing variable s.
Observation on the variable φ, shows that the multiscroll property of the attractor is
kept unchanged and simply acts as a control parameter while altering the dynamics of
the entire system.
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The graph represents the numerical simulation of the exact solution of the wave equation
(5.3.1) with given value for c = 3, initial condition U(x, 0) = ex and boundary condition
U(0, t) = ect and is depicted in figure 5.15.
Figure 5.15: The graph of solution of a partial differential equation (5.3.1) with U(x, 0) =
ex and U(0, t) = ect.
The graph in 5.16, depicts a simulation of the approximated solution for the wave partial
differential equation (5.3.1) represented in (5.3.2) where c = 1, with initial condition
u(x, 0) = ex and boundary condition u(0, t) = et
Figure 5.16: The solution of the Approximated partial differential equation (5.3.1) with
U(x, 0) = ex and U(0, t) = ect.
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The exact solution of (5.3.1) where c = 3, with initial condition U(x, 0) = cos x and the
corresponding boundary condition U(0, t) = cos ct, is shown in figure 5.17
Figure 5.17: Depicted in this grpah is the exact Solution of partial differential equation
(5.3.1) for U(x, 0) = cos x and U(0, t) = cos ct.
Lastly in 5.18, is some numerical simulation of the approximate solution of (5.3.1) given
by (5.3.2) where c = 3, h = 0.001, l = (3∗h)/(16∗c) with initial condition u(x, 0) = cos x
and boundary condition u(0, t) = cos ct
Figure 5.18: The graph depicting the approximation of the partial differential equation
(5.3.1) for U(x, 0) = cos x and U(0, t) = cos ct.
Chapter 6
Conclusion
At the end of this dissertation, it is now clear that the Adams-Bashforth method is
fully applicable to real life and natural phenomena. One of its impact is to unveil and
display some features of those phenomena that were still hidden until now. Indeed,
after we have introduced in the first chapter, the preliminary concepts that form part of
the development of the Laplace Adams-Bashforth method, we were able to easily and
comfortably analyse the four-dimensional hyperchaotic model. This led to the Laplace
Adams-Bashforth numerical scheme to be derived and the error analysis relating to the
derived numerical scheme to be presented.
A new method that combines the Adams-Bashforth and Laplace transform was derived
by extending the [22] numerical scheme to PDEs with non-integer order derivatives. This
is the numerical algorithm that is easy to implement on fractional partial differential
equations. The crucial part for the new numerical scheme which is error analysis was
discussed and analysed and it was found to converge. This new method was illustrated
by applying it on the four-dimensional chaotic system, Caputo-Lu-Chen model and
the partial differential equation (wave equation), demonstrating that the new two-step
Laplace Adams-Bashforth method is stable and converges. It thus also becomes a useful
tool to solve partial differential equations of linear and nonlinear order with non-local
and local kernels.
Lastly, the work performed in the course of this dissertation is aligned with the ongoing
and current research’s trends that was recently developed following great and fierce
discussions among authors and researchers regarding the non-validity of the index law in
the domain of calculus with fractional differentiation, where non-local operators are used.
Useful properties of Mittag-Leffler function that serves here as the kernel have become
evident and clearly identifiable. Hence, this dissertation improves the works already
accomplished in the domain by revealing other important features of the mathematical
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operators with non-local and non-singular kernel in application to dynamical systems
that model natural phenomena in the form of chaotic models.
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