The paper deals with a class of cooperative functional differential equations (FDEs) with infinite delay, for which sufficient conditions for persistence and permanence are established. Here, the persistence refers to all solutions with initial conditions that are positive, continuous and bounded.
Introduction
This paper is concerned with the persistence and permanence for a class of functional differential equations (FDEs) with infinite delay written in abstract form as x ′ i (t) = F i (t, x t ) − x i (t)G i (t, x t ), i = 1, . . . , n (1.1)
refers to an FDE modelling the growth of a single or multiple species divided into n classes and following a modified delayed logistic law; the system has unbounded discrete time-varying delays, also includes dispersal terms among the classes, and may be interpreted as a generalization of the modified scalar delayed logistic equation proposed by Arino et al. [6] . The last selected example concerns an FDE system for the interaction of two species structured into mature and immature classes, with the two adult populations in competition; this system is based on Aiello and Freedman's model for a single species [2] , and the finite delay case was studied by Al-Omari and Gourley [5] , among others. Although the system is competitive, the method in [5] relies on the construction of sequences of auxiliary cooperative systems, which are used to prove the global attractivity of a positive equilibrium. Here, we show that Al-Omari and Gourley's method can be extended to the case of infinite distributed delay. These examples have been considered by many authors, and additional references will be given in Section 5. Many other examples from the literature could be analyzed, but the main purpose of Section 5 is to illustrate the application of our main results.
Preliminaries: phase space and notations
In this preliminary section, we set an abstract framework to deal with FDEs with infinite delay. In view of the unbounded delays, the phase space B should satisfy some fundamental axioms which guarantee that the classical results of existence, uniqueness, continuation, and continuous dependence of solutions are valid -a subject well establish in the literature. Secondly, for our purposes, it is desirable that positive orbits of bounded solutions (with bounded derivatives) are precompact in B. A convenient choice of B is set below.
Let g be a function satisfying the following properties: where | · | is any chosen norm in IR n . To fix terminology we suppose that IR n is equipped with the supremum norm, |x| = |x| ∞ = max 1≤i≤n |x i |, for x = (x 1 , . . . , x n ) ∈ IR n . Consider also the space BC = BC(IR n ) of bounded continuous functions φ : (−∞, 0] → IR n . Here, BC is considered as a subspace of some space C 0 g , so BC is endowed with the norm of C 0 g . The more explicit notation BC g will be also used.
The space C 0 g is an admissible phase space [17, 18] for n-dimensional FDEs with infinite delay written in the abstract form x ′ (t) = f (t, x t ), (2.1) where f : D ⊂ IR × C 0 g → IR n is continuous and, as usual, segments of solutions in the phase space C 0 g are denoted by x t : x t (s) = x(t + s), s ≤ 0. When f is regular enough, the initial value problem is well-posed, in the sense that for each (σ, ϕ) ∈ D there exists a unique solution x(t) of the problem x ′ (t) = f (t, x t ), x σ = ϕ, defined on a maximal interval of existence. This solution will be denoted by x(t; σ, ϕ) in IR n or x t (σ, ϕ) in C 0 g . For autonomous systems x ′ (t) = f (x t ) and ϕ ∈ C 0 g , the solution of x ′ (t) = f (x t ), x 0 = ϕ is often simply denoted by x(t; ϕ) ∈ IR n and x t (ϕ) ∈ C 0 g . When considering more than one FDE of the form x ′ (t) = f (t, x t ) or x ′ (t) = f (x t ), the notations x(t; σ, ϕ, f ) or x(t; ϕ, f ) will be also used, where the argument f is included to avoid any confusion over which FDE is being considered. The space C 0 g has important properties, namely it is a fading memory space -although not always a uniform fading memory space. For definitions and results, see [14, 18, 27] . For FDEs x ′ (t) = f (x t ) in fading memory spaces, positive orbits of solutions x(t) = x(t; ϕ) with bounded initial conditions (i.e., for ϕ ∈ BC) which are bounded and have bounded derivatives on [0, ∞) are precompact in C 0 g -a property that will be used to prove our results of permanence.
Alternatively, one may consider the phase space B = U C g , where U C g = U C g (IR n ) := φ ∈ C((−∞, 0]; IR n ) : sup s≤0 |φ(s)| g(s)
< ∞,
is uniformly continuous on (−∞, 0] , with the norm · g defined above. The space U C g is an admissible phase space, in the sense of Hale and Kato [17] , but it is not necessarily a fading memory space -contrary to what is stated in [19, p. 47] . In fact,
Haddock and Hornor [14] completely described the functions g satisfying (g1)-(g2) for which U C g is a fading memory space; in particular, g must satisfy the condition e −γ 1 s ≤ g(s) ≤ e −γ 2 s for s ≤ −M , for some γ 1 , γ 2 , M > 0. For example, (g1)-(g3) hold for g(s) = 1 − s, but g does not satisfy this latter condition. If g(s) = e −γs , s ≤ 0, for some γ > 0, the spaces C 0 g and U C g are uniform fading memory spaces, and are often denoted by C 0 γ and U C γ , respectively. Some of the results established here require having precompactness of bounded positive orbits, therefore there is a clear advantage in considering the phase space C 0 g , rather than the usual U C g . We now set some notation. A vector c in IR n is said to be positive if all its components are positive, and we write c > 0. A function ϕ : (−∞, 0] → IR n is said to be positive, with notation ϕ > 0, if the vectors ϕ(s) are positive for all s ≤ 0. We define and denote in a similar way non-negative vectors and non-negative functions. In the space C 0 g (or U C γ ), a vector c is identified with the constant function ψ(s) = c for s ≤ 0. The non-negative cones of IR n and BC are IR n + = {x ∈ IR n : x ≥ 0} and BC + = BC + (IR n ) = {ϕ ∈ BC : ϕ(s) ≥ 0 for all s ≤ 0}, respectively.
Motivated by the applications to mathematical biology, we shall take the set
as the set of admissible initial conditions for (2.1). However, in applications, frequently more general orders on B are considered, induced by other cones K ⊂ B. We use (x) i or simply x i to designate the component i of a vector x ∈ IR n . If f is a function with values in IR n , it is understood that f i means the ith-component of f , for 1 ≤ i ≤ n.
Main results
In this section, we prove the main results of the paper, about persistence and permanence for a class of autonomous FDEs of the form
where
As mentioned above, we are concerned with the solutions x(t) = x(t; ϕ) of (3.1) with initial conditions
We start with a preliminary lemma.
Lemma 3.1. Consider F, G : BC → IR n continuous. Then:
(i) if F, G are bounded on bounded sets of BC, and x(t) is a non-continuable solution of (3.1) defined on [0, a) with a < ∞, then lim sup t→a − |x(t)| = ∞;
(ii) if F i (ϕ) ≥ 0 for all ϕ ∈ BC + with ϕ i (0) = 0 (1 ≤ i ≤ n), then the solutions x(t) with initial conditions ϕ ∈ BC + satisfy x(t) ≥ 0 for t ≥ 0, whenever they are defined.
Proof. The statement in (i) is a classical result [17, 18] ; the proof of (ii) follows from [30, 34] .
System (3.1) reads as
In the remainder of this section, F = (F 1 , . . . , F n ), G = (G 1 , . . . , G n ) are assumed to be continuous, bounded on bounded sets of BC, and regular enough so that the initial value problems (3.1)-(3.2) have unique solutions -which is the case if f is Lipschitz continuous on bounded sets.
The main assumptions that will be imposed, either in part or in total, are described below.
(A1) for φ, ψ ∈ BC + , φ ≤ ψ and
(A2) for each δ > 0 and each i = 1, . . . , n, there exists ε > 0 such that for all φ, ψ ∈ BC + , φ ≤ ψ
(A3) there exists a constant c > 0 such that for φ, ψ ∈ BC + , φ ≤ ψ and φ i (0) = ψ i (0), then
Some comments about the choice of the above hypotheses are in order.
It is apparent that if the pair (F, G) satisfies one or more of the above hypotheses, the same happens for the pair (F ,G),
Hence, without loss of generality, we can take G(0) = 0, in which case B = 0 for the matrix B in (A5). Assumption (A1) asserts that F and −G, and thus f in (3.3) as well, satisfy Smith's quasimonotone condition given by (see [30] )
This condition implies that the semiflow for (3.3) is monotone on BC + . Here we abuse the terminology, and also refer to systems satisfying (Q) as cooperative systems. Instead of (A2), we could simply demand G to be uniformly continuous on BC + , but this requirement is too strong for our 
respectively, without the additional requirement of the sublinearity of F IR n + . Although not essential, the sublinearity condition (A4) allied to the quasimonotone condition (A1) implies, however, that solutions with non-negative initial conditions remain non-negative. In fact, for ϕ ∈ BC + with
On the other hand, (A4) implies F (0) ≥ 0. From Lemma 3.1(ii), it follows that x(t; ϕ) ≥ 0 for t ≥ 0 in its interval of definition.
For the definitions of persistence and permanence given below, see e.g. [19, 31] . Definition 3.1. A system x ′ (t) = f (x t ) with S ⊂ BC + as set of admissible initial conditions is said to be persistent (in S) if any solution x(t; ϕ) with initial condition ϕ ∈ S is defined and bounded below from zero on [0, ∞), i.e., lim inf
for any ϕ ∈ S. The system is said to be permanent (in S) if it dissipative and uniformly persistent;
in other words, all solutions x(t; ϕ), ϕ ∈ S, are defined on [0, ∞), and there are positive constants m, M such that, given any ϕ ∈ S, there exists t 0 = t 0 (ϕ) for which
Here, unless stated otherwise, we take S = BC 0 as the set of admissible initial conditions.
As observed above, from (A4) we get 
In the case of bounded delays, there is an extensive literature using the theory of monotone dynamical system to study the persistence of both autonomous and non-autonomous delayed population models. The situation is much more complex for unbounded delays, since some of the usual methods do not work unless additional conditions are imposed: in spite of a careful choice of an appropriate phase space, as the one set in Section 2, it is a rather difficult task to deal with solutions with initial conditions ϕ = (ϕ 1 , . . . , ϕ n ) in the full set BC 0 , due to the fact that one may have The challenge here is to obtain sufficient conditions for the persistence of (3.1) in BC 0 -a situation not often addressed in the literature, unless there are additional conditions on F, G which allow to relate solutions of (1.1) with solutions of an already known permanent system, or the permanence appears as a by-product of the global attractivity of a positive equilibrium.
The main result about persistence is given below. 
Consider c > 0 as in (A3): for φ, ψ ∈ BC + with φ ≤ ψ and
By (A1)-(A2), there exists ε > 0 such that for φ, ψ ∈ BC + , φ ≤ ψ, with φ i (0) = ψ i (0) and
Step 1. Let ϕ ∈ BC 0 be given. Choose M 0 > 0 such that
where |v| = |v| ∞ . Note that
As before, write (3.1) in the form (3.3). Assumption (A1) implies that (3.1) is cooperative.
Together with (3.1), consider the auxiliary FDE
From (3.6) and the sublinearity of F , for m ≥ m 0 and i = 1, . . . , n,
Clearly, system (3.7) is cooperative as well, consequently y Step 2. We now prove the following claim:
If the claim fails to be true, there are m ≥ m 0 and t 0 > 0, i ∈ {1, . . . , n} such that
where we takẽ
Since
On the other hand, from (3.5)
, and
This implies that 0 ≤ F i (y
Step 1. The above inequality yields 0 > −δ
is not possible. This proves the claim (3.8).
From Steps 1 and 2, lim inf
which shows the persistence of (3.1) in BC 0 .
Remark 3.1. Consider an FDE with bounded delays, written in abstract form as (3.1) in the usual phase space C = C([−τ, 0]; IR n ) with the supremum norm. Let C + be the non-negative cone of C, and take int(C + ) = {ϕ ∈ C : ϕ(s) > 0 for s ∈ [−τ, 0]} as the set of admissible initial conditions.
In this case, we can compare directly the solutions x(t; ϕ) and x(t;
. In this way, the persistence of (3.1) in int(C + ) is trivially obtained by assuming (A1), (A4) and (A5) (or, alternatively, (A1) and (A5')). Since the system is autonomous, this leads to the persistence of (3.1) in C 0 := {ϕ ∈ C + : ϕ(0) > 0}.
is persistent in BC 0 .
In the case of finite delays, again the hypothesis (A3) is not required in the above corollary. It should be stressed that, even in the case of finite delays, this corollary provides a better criterion for persistence of cooperative FDEs than the one in [35] .
To address the permanence of (3.1), we start by establishing the boundedness of all solutions. Proof. Again, write (3.1) in the form (3.3) . From the sublinearity of
From the quasimonotone condition,
. This proves that all solutions are defined and bounded on [0, ∞).
The main result about permanence of system (3.1) in the full set BC 0 is stated below and requires a fading memory space as a phase space.
Theorem 3.2. Let F, G be continuous, bounded on bounded sets of BC, and sufficiently regular so that the initial value problems (3.1)-(3.2) have unique solutions. If (A1)-(A6) are satisfied, system (3.1) is permanent in BC 0 . Moreover, there are positive equilibria x * , y * of (3.1) such that any solution x(t) of (3.1) with initial condition x 0 = ϕ ∈ BC 0 satisfies
Proof. Let q ∈ IR n + be as (A6). Since bounded positive orbits are precompact in
In a similar way, for v = (v 1 , . . . , v n ) > 0 as in (A5) and ε ∈ (0, 1) sufficiently small, we get
Thus x(t; εv, f ) is nondecreasing in t ∈ [0, ∞). By Lemma 3.2, all solutions with initial conditions in BC 0 are bounded, hence we conclude that x(t; εv, f ) ր x * (ε) as t → ∞, where x * (ε) is a positive equilibrium of (3.1).
Let ϕ ∈ BC 0 be given, and take δ > 0 such that (3.4) holds. From Theorem 3.1 (see (3.8)),
we also obtain that there exists m 0 ∈ I N with x(t; ϕ, f ) ≥ x(t; 1 m v, f δ ) for t ≥ 0 and m ≥ m 0 . We further prove the following claims.
Claim 1. There is ε 0 > 0 such that for 0 < ε ≤ ε 0 ,
where x * is an equilibrium of (3.1).
To prove this claim, we adapt some arguments in [30, pp. 62] . For similar ideas, see also [29, 35] . As shown above, if ε 0 > 0 is such that f i (εv) > 0 for 0 < ε ≤ ε 0 and 1 ≤ i ≤ n, then x(t; εv, f ) ր x * (ε) as t → ∞, where x * (ε) are equilibria, and
Clearly, there is l * > 0 such that x * ≤ l * v, so the suprema
where y * is an equilibrium of (3.1).
We argue as in the proof of Claim 1, so some details are omitted.
Claim 3. For x * = x * (ε 0 ) and y * = y * (L 0 ) as in Claims 1 and 2, the estimates (3.13) hold; in particular, (3.1) is permanent in BC 0 .
To prove the estimates (3.13), fix any ϕ ∈ BC 0 and choose L > L 0 such that ϕ ≤ Lq, where L 0 is as above. From Claim 2 it follows that lim sup t→∞
Next, we remark that system (3.7), obtained from (3.3) by replacing G i (φ) by G i (φ) + δ for 1 ≤ i ≤ n, also satisfies the assumptions (A1)-(A6) for any δ > 0 such that (3.4) holds. Proceeding as in Claim 1, for δ > 0 small, we get that there exists ε 0 (δ) > 0 such that for 0 < ε ≤ ε 0 (δ),
where x * δ > 0 is an equilibrium of (3.7). Now, from (3.8), there exists m 0 (δ) ∈ I N such that
We choose e.g. δ k = 1/k for k ∈ I N, and note that f δ k increases as k increases. By the definition of m 0 = m 0 (δ) in the proof of Theorem 3.1 and the definition of
Thus we deduce that the sequence of vectors
increases at k increases, and is bounded from above by y * , thus there exists
, and lim inf t→∞ x(t; ϕ, f ) ≥ X k . By letting k → ∞, we obtain the estimate lim inf t→∞ x(t; ϕ, f ) ≥ x * , where x * is an equilibrium of (3.1). Remark 3.2. As a consequence of the above proof, the set {ϕ ∈ BC : ε 0 v ≤ ϕ ≤ L 0 q} is positively invariant and a global attractor for the semiflow of (3.1). However, if the equilibria x * , y * in (3.13) are distinct, this set may contain a very complex dynamics, with more equilibria, periodic orbits, or heteroclinic orbits (see e.g. [22, 23] ).
The next result is important for applications.
Corollary 3.3. Consider an FDE with infinite delay of the form
where 
Persistence and permanence for non-autonomous systems
We now consider a class of non-autonomous FDEs with infinite delay given by 
(ii) Assume that there are continuous functions
Proof. In what follows, and without loss of generality, suppose that t 0 = 0. Write (4.1) as
2), consider the autonomous system 5) and assume that (F l , G u ) satisfies (A1)-(A5). Since (Q) holds for f l , for non-negative solutions of (4.1) we have x(t; 0, ϕ, f ) ≥ x(t; ϕ, f l ) (ϕ ∈ BC 0 ). Theorem 3.1 guarantees that (4.5) is persistent, so (4.1) is persistent as well. Similarly, if (4.3) holds we further compare the solutions of (4.1) with the solutions of the cooperative system
Under conditions (4.3), in fact we obtain explicit lower and upper uniform bounds for the solutions x(t; 0, ϕ, f ), ϕ ∈ BC 0 , of (4.1):
where x * ,l , y * ,u are equilibria of (4.5), (4.6), respectively.
Theorem 4.1 is not easily applicable to FDEs with unbounded time-dependent discrete delays, in which case it is better to deal directly with the non-autonomous system. 
(H2) for each δ > 0 and each i = 1, . . . , n, there exists ε > 0 such that for all t ≥ t 0 , φ, ψ ∈ BC + , φ ≤ ψ with ψ − φ g < ε and
(H3) there exists a constant c > 0 such that for t ≥ t 0 , φ, ψ ∈ BC + , φ ≤ ψ and φ i (0) = ψ i (0),
In addition, suppose that the functions x → F (t, x) =:F (x) and x → G(t, x) =:Ĝ(x), x ∈ IR n , do not depend on t. Then, (i) if the pair (F ,Ĝ) satisfies (A4) and (A5), system (4.1) is persistent in BC 0 .
(ii) if the pair (F ,Ĝ) satisfies (A4) and (A6), all solutions of (4.1) with initial conditions in BC 0 are bounded.
Proof. For non-autonomous systems
the quasimonotone condition (Q) should be replaced by We now adapt the proof of Theorem 3.1, by replacing equation (3.1) by (4.1) and (3.7) by
Condition (Q') implies that the solution operator
where f δ i (t, φ) = f i (t, φ) − δφ i (0), 1 ≤ i ≤ n, and δ > 0 is such thatF (v) − (B + δI)v > 0 for v = (v 1 , . . . , v n ) > 0 and B = diag (Ĝ 1 (0), . . . ,Ĝ n (0)) as in (A5). Clearly, (4.7) also satisfies (Q').
Let ϕ ∈ BC 0 be given. It is apparent that the arguments in Step 2 of the proof of Theorem 3.1 apply with very little change to the non-autonomous case, thus there exists m 0 ∈ I N such that
, where x(t) := x(t; 0, ϕ, f ) and y m (t) := x(t; 0,
To further prove that inf t≥0 y m i (t) > 0 for all i and m large, we replace Step 1 of the proof of 
for m ∈ I N sufficiently large and 1 ≤ i ≤ n; from Remark 5.2.1 of Smith's monograph [30] , we derive that y m (t) ≥
(ii) In a similar way, under the hypotheses in (ii), a few changes to the proof of Lemma 3.2 allow us to conclude that all solutions are bounded.
The permanence result in Theorem 3.2 is not easily adapted to deal directly with non-autonomous systems, since its proof uses ω-limit sets for autonomous FDEs. In fact, an argument often used in the proof is that a bounded solution x(t) with monotone components should converge to some x * as t → ∞, where x * is an equilibrium of the system -which obviously need not happen for a non-autonomous system. However, in concrete applications, one might further derive the permanence of the system, with explicit upper and lower bounds, as shown in the next section.
Applications to population models
The above results on persistence and permanence apply to a very broad class of abstract FDEs with infinite delay, which include many important models used in population dynamics. An advantage of our method is that, in general, the validity of hypotheses (A1)-(A6) and (H1)-(H3) is very easy to check. Here, we illustrate the results with some selected examples.
A cooperative Lotka-Volterra model with patch structure
Consider the following cooperative Lotka-Volterra system with patch structure:
where β i , µ i ∈ IR, a ij ≥ 0, d ij ≥ 0, η ij , ν ij : [0, ∞) → IR are bounded, nondecreasing functions with total variation one, for all i, j. For results on persistence, permanence and stability for autonomous or non-autonomous Lotka-Volterra with infinite delays, as well as for a biological explanation of the coefficients involved, see [8, 10, 11, 20, 21, 24, 32, 33] and references therein. System (5.1) is written in the form (3.1) with F i , G i : BC → IR linear operators given by
We now insert (5.1) in a phase space C 0 g , to justify the use of Theorems 3.1 and 3.2. As shown in [12, 15] , given any prescribed δ > 0, there is a function g satisfying (g1)-(g3) and such that
In this way, F i , G i are well-defined by (5.2) as bounded linear operators in C 0 g [8, 18] , whose operator norms satisfy the estimates
. . , n. Clearly, assumptions (A1)-(A4) are fulfilled. Now define the matrices
For the present setting, we derive the following criteria: We now further assume that M x * > 0 for some positive equilibrium. In particular, this means that M v > 0 for v = εx * and ε > 0; moreover, for ε small, say ε ∈ (0, 1), as in (3.15) we have
) of (5.1) satisfies the estimates (3.13), where y * is also an equilibrium. We need to show that x * = y * .
In order to simplify the arguments, we consider the ODE system associated with (5.1), obtained by taking all the delays equal to zero:
Since the equilibria of (5.1) and (5.3) are the same, we only need to show that solutions of (5.3) satisfy
Under the condition M x * > 0, this leads to L i ≤ 1. From (3.13) and the definition of L i , we get system -a technique often exploited in [10] . This technique will be illustrated in Subsection 5.3.
Consider now the following non-autonomous version of the Lotka-Volterra system (5.1):
where µ i (t), β i (t), a ij (t), d ij (t) are continuous and bounded on [0, ∞), a ij (t), d ij (t) are non-negative and η ij , ν ij : [0, ∞) → IR are bounded, nondecreasing functions with total variation one, for all i, j.
A straightforward application of Theorems 4.1 and 5.1 gives the following criterion:
Theorem 5.2. Under the above conditions, define the n × n constant matrices
where we use the notations 
A system of modified logistic equations with unbounded delays
Consider the classical delayed logistic equation, also known as Wright's equation, given by
, where x(t) is the population of a species at time t, r the intrinsic growth rate of the species, K the carrying capacity, and τ the maturation delay. In Arino et al. [6] , the model
where γ, µ, κ, τ > 0, was derived as an alternative, and more realistic, formulation for the delayed logistic law. The coefficients in the logistic equation are related to the ones in (5.6) by r = γ − µ (for γ, µ the birth and mortality rates, respectively) and K = (γ − µ)/κ. More recently, Bastinec et al. [7] proposed a more general non-autonomous model with multiple time dependent delays:
The question of the permanence of (5.7) was raised (but not studied) in [7] , and a criterion for it
given by the author in [9] , with explicit uniform lower and upper bounds for all positive solutions.
Here, we pursue the research, and generalize the scalar equation (5.7): not only unbounded time-varying delays are allowed, but also we consider n classes (of one or multiple species) following the 'modified delayed logistic equation' (5.7), with dispersal terms among the classes. This leads to the system
where all the coefficients α ik (t), β ik (t), d ij (t), µ i (t), κ i (t) and delays τ ik (t), σ ij (t) are non-negative and continuous functions in t ∈ [0, ∞), k = 1, . . . , m i , i, j = 1, . . . , n; the time-dependent delay functions τ ik (t), σ ij (t) are possibly unbounded. The migration rates of populations moving from class j to class i are given by d ij (t), with σ ij (t) the time-delays during dispersion; the instantaneous loss term −d ji (t)x j (t) may be incorporated in the term −µ j (t)x j (t) of the jth-equation. For biological reasons, we usually consider d ii (t) ≡ 0; in any case for each i ∈ {1, . . . , n} the term d ii (t)x i (t−σ ii (t)) may be inclued in the first sum on the right-hand side of (5.8).
We now established sufficient conditions for the persistence of (5.8) in BC 0 . This example also illustrates how to combine the techniques in Theorems 4.1 and 4.2. where H is the n × n matrix
then all solution of (5.8) with initial conditions in BC 0 are bounded below and above by positive constants.
Proof. As in (5.5), we set the notations f = inf t≥0 f (t), f = sup t≥0 f (t) for a function f :
Effecting a scaling of the variables,x i (t) = x i (t)/v i , we obtain a new system with the form (5.8),
i, k, j, and all other coefficiens are the same. Dropping the hats for the sake of simplification, we can therefore assume that (5.8) satisfies condition (5.10) with v = (1, . . . , 1).
with
Define also the functions F l (t, φ), F u (t, φ) and G l (x), G u (x) whose components are given by
Clearly,
for t ≥ 0, φ ∈ BC + , x ∈ IR + . On the other hand, choose g satisfying (g1)-(g3), and insert (5.8) is a space C 0 g . The functions F l (t, φ), F u (t, φ) are uniformly (for t ∈ [0, ∞)) Lipschitz continuous and nondecreasing with respect to φ in the non-negative cone BC + , and
are autonomous for x ∈ IR n , and thatF
Next, consider the auxiliary systems
By results of comparison of solutions,
for ϕ ∈ BC 0 . From (5.10) with v = (1, . . . , 1) =: 1 ∈ IR n + and ε > 0 small, we havê
Theorem 4.2(i) yields the persistence of (5.11), and thus the persistence of (5.8) as well. Moreover, . . , v n ) as in (5.9), the solutions x(t) = x(t; 0, ϕ) of (5.8) with ϕ ∈ BC 0 satisfy the uniform estimates
Proof. For x(t) := x(t; 0, ϕ, f ), set x j := lim inf t→∞ x j (t), x j := lim sup t→∞ x j (t), 1 ≤ j ≤ n.
From Theorem 5.3, 0 < x j ≤ x j < ∞ for all j. Consider i such that x i /v i = max 1≤j≤n (x j /v j ), for v > 0 as in (5.9) . By the fluctuation lemma, take a sequence (t m ) with t m → ∞, x ′ i (t m ) → 0 and x i (t m ) → x i . For any ε > 0 small and m sufficiently large, we have x i (t m − τ ik (t m )) ≤ x i + ε and
Recalling that the functions r ik (t, ·) are nondecreasing on x ∈ [0, ∞), for sufficiently large m we derive
Taking limits m → ∞, ε → 0 + , this estimate yields
This leads to x j /v j ≤ M 0 , for 1 ≤ j ≤ n and M 0 as in (5.15).
To prove the uniform lower bound given by (5.14), (5.16), we reason along the lines above, and some details are omitted. Let i ∈ {1, . . . , n} be such that x i /v i = min 1≤j≤n x j /v j , and take a sequence (s m ) with s m → ∞, x ′ i (s m ) → 0 and x i (s m ) → x i . For ε > 0 small and m large, we get
and therefore x i /v i ≥ m 0 for m 0 as in (5.16).
Note that when β ik (t) ≡ 0 in (5.8), the lower bound m 0 in (5.16) does not depend on M 0 .
In the case n = 1, we get a criterion which improves and generalizes Theorem 3.2 in [9] . 
Permanence for a competitive compartmental system with infinite delay
In 1990, Aiello and Freedman [2] proposed and studied a model for a single species with immature and mature stages and a discrete time-delay: 17) where α, β, γ, τ > 0. In (5.17), u i , u m stand for the immature and mature populations, respectively, τ is the maturation time since birth, α is the birth rate for the species, and β, γ the death rates for matures and immatures, respectively. Since the second equation is decoupled from the first, to describe the qualitative behavior of solutions to (5.17) it is sufficient to study the second equation of the system. This model has received great attention over the last decades, a large number of generalizations has been derived, and many aspects of their dynamics analyzed, in several contexts.
Besides the early works [2, 3, 13] , see [4, 5, 28] and references therein for more results on related models.
A natural extension is to introduce non-constant delay; in fact, it may even be infinite, leading to a second equation given by
for some f summable with ∞ 0 f (s) ds = 1. More recently, models with two or more stage-structured species have been proposed. In [5] , two species, structured in matures and immatures and in competition, were considered. Disregarding the immature populations, this leads to a Lotka-Volterra type model of the form 
for s ≥ τ for some τ ∈ (0, ∞), and
, where Here, as an application of the techniques in Section 3, we prove that the above result is still valid for the case of τ = ∞. We use the ideas and arguments in [5] , inserting them in the present framework, which enables us to deal with the infinite delay. Clearly (5.18) is not cooperative, and consequently Theorems 3.1 and 3.2 cannot be applied directly.
Consider ( Fix any solution u(t) = u(t; ϕ) of (5.18) with ϕ ∈ BC 0 . In C 0 γ or U C γ with 0 < γ < min(γ 1 , γ 2 ), we write (5.18) in the form (3.1) with n = 2, where F = (F 1 , F 2 ) , G = (G 1 , G 2 ) are linear functions given by Since F (φ) ≥ 0 for φ ∈ BC + , from Lemma 3. 
