In this paper, we construct an iterative method by a generalized viscosity explicit rule for a countable family of strictly pseudo-contractive mappings in a q-uniformly smooth Banach space. We prove strong convergence theorems of proposed algorithm under some mild assumption on control conditions. We apply our results to the common fixed point problem of convex combination of family of mappings and zeros of accretive operator in Banach spaces. Furthermore, we also give some numerical examples to support our main results.
Introduction
In this paper, we assume that E is a real Banach space with dual space E * and C is a nonempty subset of E. Let q > 1 be a real number. The generalized duality mapping J q : E → 2 E * is defined by
We use C to denote the collection of all contractions from C into itself. Recall that a mapping T : C → C is said to be nonexpansive if
Tx -Ty ≤ x -y , ∀x, y ∈ C.
A mapping T : C → C is said to be λ-strict pseudo-contraction if for all x, y ∈ C, there exist λ > 0 and j q (x -y) ∈ J q (x -y) such that
Tx -Ty, j q (x -y) ≤ x -y q -λ (I -T)x -(I -T)y q , ∀x, y ∈ C.
It is not hard to show that (1) equivalent to the following inequality:
(I -T)x -(I -T)y, j q (x -y) ≥ λ (I -T)x -(I -T)y q , ∀x, y ∈ C.
If E := H is a Hilbert space, then (1) (and so (2) ) is equivalent to the following inequality:
where k = 1 -2λ < 1. We assume that k ≥ 0, so that k ∈ [0, 1). Note that the class of strictly pseudo-contractive mappings include the class of nonexpansive mappings as a particular case in Hilbert spaces. Clearly, T is nonexpansive if and only if T is a 0-strict pseudocontraction. Strict pseudo-contractions were first introduced by Browder and Petryshyn [2] in 1967. They have more powerful applications than nonexpansive mappings do in solving inverse problems (see, e.g., [3] ). Therefore it is more interesting to study the theory of iterative methods for strictly pseudo-contractive mappings. Several researchers studied the class of strictly pseudo-contractive mappings in Hilbert and Banach spaces (see, e.g., [4] [5] [6] [7] [8] [9] and the references therein). Now, we give some examples of λ-strictly pseudo-contractive mappings.
Example 1.1 ([8] ) Let E = R with the usual norm, and let C = (0, ∞). Let T : C → C be defined by
Then, T is a 1-strict pseudo-contraction. Then, T is a λ-strict pseudo-contraction with constant λ > 0.
Over the last several years, the implicit midpoint rule (IMR) has become a powerful numerical method for numerically solving time-dependent differential equations (in particular, stiff equations) (see [10] [11] [12] [13] [14] [15] ) and differential algebraic equations (see [16] ). Consider the following initial value problem:
where f : R M → R M is a continuous function. The IMR is an implicit method given by the following finite difference scheme [17] :
y n+1 = y n + hf (
where h > 0 is a time step. It is known that if f : R M → R M is Lipschitz continuous and sufficiently smooth, then the sequence {y n } converges to the exact solution of (4) as h → 0 uniformly over t ∈ [t 0 , t * ] for any fixed t
and the critical points of (4) are the fixed points of the problem x = g(x). Based on IMR (5), Alghamdi et al. [18] introduced the following two algorithms for the solution of the fixed point problem x = Tx, where T is a nonexpansive mapping in a Hilbert space H:
for x 0 ∈ H, with {t n } ∞ n=1 ⊂ (0, 1). They proved that these two schemes converge weakly to a point in F(T).
To obtain strong convergence, Xu et al. [19] applied the viscosity approximation method introduced by Moudafi [20] to the IMR for a nonexpansive mapping T and proposed the following viscosity implicit midpoint rule in Hilbert spaces H as follows:
where {α n } is a real control condition in (0, 1). They also proved that the sequence {x n } generated by (9) converges strongly to a point x * ∈ F(T), which solves the variational in-
Later, Ke and Ma [21] improved the viscosity implicit midpoint rule by replacing the midpoint by any point of the interval [x n , x n+1 ]. They introduced the so-called generalized viscosity implicit rules to approximating the fixed point of a nonexpansive mapping T in Hilbert spaces H as follows:
They also proved that the sequence {x n } generated by (11) converges strongly to a point x * ∈ F(T) that solves the variational inequality (10) .
In numerical analysis, it is clear that the computation by the IMR is not an easy work in practice. Because the IMR need to compute at every time steps, it can be much harder to implement. To overcome this difficulty, for solving (4), we consider the helpful method, the so-called explicit midpoint method (EMR), given by the following finite difference scheme [22, 23] :
Note that the EMR (12) calculates the system status at a future time from the currently known system status, whereas IMR (5) calculates the system status involving both the current state of the system and the later one (see [23, 24] ). In 2017, Marino et al. [25] combined the generalized viscosity implicit midpoint rules (11) with the EMR (12) for a quasi-nonexpansive mapping T and introduced the following so-called generalized viscosity explicit midpoint rule in Hilbert spaces H as follows:
They also showed that, under certain assumptions imposed on the parameters, the sequence {x n } generated by (13) converges strongly to a point x * ∈ F(T), which solves the variational inequality (10). The above results naturally bring us to the following questions.
Question 1
Can we extend the generalized viscosity explicit midpoint rule (13) to higher spaces other than Hilbert spaces? Such as a 2-uniformly smooth Banach space or, more generally, in a q-uniformly smooth Banach space.
Question 2
Can we obtain a strong convergence result of generalized viscosity explicit midpoint rule (13) for finding the set of common fixed points of a family of mappings? Such as a countable family of strict pseudo-contractions.
The purpose of this paper is to give some affirmative answers to the questions raised. We introduce an iterative algorithm for finding the set of common fixed points of a countable family of strict pseudo-contractions by a generalized viscosity explicit rule in a quniformly smooth Banach space. We prove the strong convergence of the proposed algorithm under some mild assumption on control conditions. We apply our results to the common fixed point problem of a convex combination of a family of mappings and zeros of an accretive operator in Banach spaces. Furthermore, we also give some numerical examples to support our main results.
Preliminaries
Let E be a real Banach space with norm · and dual space E * of E. 
A Banach space E is said to be uniformly convex if δ E ( ) > 0 for all ∈ (0, 2]. For p > 1, we say that E is said to be p-uniformly convex if there is c p > 0 such that
The modulus of smoothness of E is the function ρ E :
A Banach space E is said to be uniformly smooth if [26] ). More precisely, the spaces L p and l p are min{p, 2}-uniformly smooth for every p > 1. Definition 2.1 Let C a be nonempty closed convex subsets of E, and let Q be a mapping of E onto C. Then Q is said to be:
• sunny if Q(Qx + t(x -Qx)) = Qx for all x ∈ C and t ≥ 0.
• retraction if Qx = x for all x ∈ C.
• a sunny nonexpansive retraction if Q is sunny, nonexpansive, and a retraction from E onto C.
It is known that if E := H is a real Hilbert space, then a sunny nonexpansive retraction Q coincides with the metric projection from E onto C. Moreover, if E is uniformly smooth and T is a nonexpansive mapping of C into itself with F(T) = ∅, then F(T) is a sunny nonexpansive retraction from E onto C (see [27] ). We know that in a uniformly smooth Banach space, a retraction Q : C → E is sunny and nonexpansive if and only if x-Qx, j q (yQx) ≤ 0 for all x ∈ E and y ∈ C (see [28] ).
Lemma 2.2 ([29])
Let C be a nonempty closed convex subset of a uniformly smooth Banach space E. Let S : C → C be a nonexpansive self-mapping such that F(S) = ∅ and f ∈ C . Let {z t } be the net sequence defined by
Then:
(i) {x t } converges strongly as t → 0 to a point Q(f ) ∈ F(S), which solves the variational inequality
Lemma 2.3 ([30]) Let C be a nonempty closed convex subset of a real q-uniformly smooth
Banach space E. Let T : C → C be a λ-strict pseudo-contraction. For all x ∈ C, we define
is the q-uniform smoothness constant, and T θ : C → C is nonexpansive such that F(T θ ) = F(T).
Using the concept of subdifferentials, we have the following inequality.
Lemma 2.4 ([31])
Let q > 1, and let E be a real normed space with the generalized duality mapping J q . Then, for any x, y ∈ E, we have
where j q (x + y) ∈ J q (x + y).
Lemma 2.5 ([32]) Let p > 1 and r > 0 be two fixed real numbers, and let E be a uniformly convex Banach space. Then, for all x, y ∈ B r and t ∈ [0, 1],
where c > 0.
Lemma 2.6 ([33])
Suppose that q > 1. Then
for positive real numbers a, b.
Lemma 2.7 ([34])
Let {a n } be a sequence of nonnegative real numbers, {γ n } be a sequence of (0, 1) with ∞ n=1 γ n = ∞, {c n } be a sequence of nonnegative real number with ∞ n=1 c n < ∞, and let {b n } be a sequence of real numbers with lim sup n→∞ b n ≤ 0. Suppose that a n+1 = (1 -γ n )a n + γ n b n + c n for all n ∈ N. Then, lim n→∞ a n = 0. In the following, we will write that ({T n }, T) satisfies the AKTT-condition if {T n } satisfies the AKTT-condition and T is defined by Lemma 2.10 with
Main results
Theorem 3.1 Let C be a nonempty closed convex subset of a real uniformly convex and q-uniformly smooth Banach space E. Let f ∈ C with coefficient ρ ∈ (0, 1), and let
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfying the following conditions:
, T) satisfies the AKTT-condition. Then, {x n } defined by (16) converges strongly to x * = Q(f ) ∈ , which solves the variational inequality
where Q is a sunny nonexpansive retraction of C onto .
Proof First, we show that {x n } is bounded. From Lemma 2.3 we have that S n is non-
It follows that
By induction we have
Hence {x n } is bounded. Consequently, we deduce immediately that {f (x n )} and {S n (t n x n + (1 -t n )x n+1 )} are bonded. Let x * = Q(f ). By the convexity of · q and Lemma 2.5 we have
It follows from Lemma 2.4 and (19) that
The rest of the proof will be divided into two cases:
is convergent. From (20) we see that
where c > 0 and
and (C2) we get that
We observe that
Since {T n } ∞ n=1 satisfies the AKTT-condition and
satisfies the AKTT-condition. From this we can define the nonexpansive mapping S : C → C by Sx = lim n→∞ S n x for all x ∈ C. Since {θ n } is bounded, there exists a subsequence {θ n i } of {θ n } such that θ n i → θ as i → ∞. It follows that
This shows that F(S)
By (21) and Lemma 2.10 we have
Let {z t } be a sequence defined by
From Lemma 2.2(i) we know that {x t } converges strongly to x * = Q(f ), which solves the variational inequalities
Moreover, we obtain that
Note that
From (21), we get that
We also have
Again from (20), we have
Apply Lemma 2.7 and (26) to (27) , we obtain that x n → x * as n → ∞.
Case 2. There exists a subsequence {n i } of {n} such that
for all i ∈ N. By Lemma 2.8, there exists a nondecreasing sequence {m k } ⊂ N such that m k → ∞ as k → ∞ and
for all k ∈ N. From (20) we have
where c > 0 and M < ∞. This implies by (C1) and (C2) that
Since
satisfies the AKTT-condition. Then, by (30) and Lemma 2.10, we get that
By the same argument as in Case 1, we can show that
It follows from (31) that
and hence
Then, we also have
Again from (27) we have
which implies that
Since α m k > 0, we get lim k→∞ x m k -x * = 0. So, we have
which implies that x k → x * as k → ∞. This completes the proof.
Applying Theorem 3.1 to a 2-uniformly smooth Banach space, we obtain the following result. 
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfying the conditions (C1) and (C2) of Theorem 3.1. Suppose in addition that ({T n } ∞ n=1 , T) satisfies the AKTT-condition. Then {x n } converges strongly to x * = Q(f ) ∈ , which solves the variational inequality
Utilizing the fact that a Hilbert space H is uniformly convex and 2-uniformly smooth with the best smooth constant κ 2 = 1, we obtain the following result. S n x = (1-θ n )x + θ n T n x, where 0 < θ n ≤ δ, δ = min{1, 2λ}, and
For given x 1 ∈ C, let {x n } be a sequence generated by
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfying conditions (C1) and (C2) of Theorem 3.1. Suppose, in addition, that ({T n } ∞ n=1 , T) satisfies the AKTT-condition. Then {x n } converges strongly to x * = P(f ) ∈ , which solves the variational inequality
where P is a metric projection of C onto .
Application

The generalized viscosity explicit rules for convex combination of family of mappings
In this subsection, we apply our main result to convex combination of a countable family of strict pseudo-contractions. The following lemmas can be found in [36, 37] . 
(1) Each T n is a λ-strictly pseudocontractive mapping.
Using Theorem 3.1 and Lemmas 4.1 and 4.2, we obtain the following result. 
For all x ∈ C, define a mapping S n x
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfy conditions (C1) and (C2) of Theorem 3.1, and {μ k n } is a real sequence satisfying (i)-(iii) of Lemma 4.2. Then {x n } converges strongly to a x * ∈ .
The generalized viscosity explicit rules for zeros of accretive operators
In this subsection, we apply our main result to problem of finding a zero of an accretive operator. An operator A ⊂ E ×E is said to be accretive if for all (x 1 , y 1 ) and (x 2 , y 2 ) ∈ A, there exists j q ∈ J q (x 1 -x 2 ) such that (see [38] ). We also know the following [39] : For all λ, μ > 0 and x ∈ R(I + λA) ∩ R(I + μA), we have 
For given x 1 ∈ C, let {x n } be the sequence generated by
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfying conditions (C1) and (C2) of Theorem 3.1. Then {x n } converges strongly to x * ∈ A -1 0.
The generalized viscosity explicit rules with weak contraction
In this subsection, we apply our main result to the viscosity approximation method with weak contraction. 
As a particular case, if ψ(t) = (1 -ρ)t for all t ≥ 0, where ρ ∈ (0, 1), then the weakly contractive mapping is contraction with coefficient ρ.
In 2001, Rhoades [42] first proved Banach's contraction principle for the weakly contractive mapping in complete metric space. 
where {α n }, {β n }, and {t n } are sequences in (0, 1) satisfy conditions (C1) and (C2) of Theorem 3.1. Suppose in addition that ({T n } ∞ n=1 , T) satisfies the AKTT-condition. Then {x n } converges strongly to x * ∈ .
Proof By the smoothness of E there exists a sunny nonexpansive retraction Q from C onto . Moreover, Q(g) is a weakly contractive mapping of C into itself. For all x, y ∈ C, we have
Lemma 4.7 guarantees that Q(g) has a unique fixed point x * ∈ C such that x * = Q(g). Now, we define a sequence {y n } and y 1 ∈ C as follows:
Then, by Theorem 3.1 with a constant f = g(x * ), we have that {y n } converges strongly to x * = Q(g)) ∈ . Next, we show that x n → x * as n → ∞. Since
it follows that
Since {y n } converges strongly to x * , applying Lemma 4.8 to (43), we obtain that lim n→∞ x n -y n = 0. Therefore x n → x * . This completes the proof.
Numerical examples
In this section, we present a numerical example of our main result. • We show that T n is strictly pseudo-contractive. For each n ≥ 1, if x, y = 0, then (I -T n )x -(I -T n )y, j 2 (x -y) = 3x -3y, j 2 (x -y)
= 3 x -y . Then, we can choose λ = 1 3 . Thus, T n is Figure 1 The behavior of errors
Conclusion
In this work, we introduce an algorithm by a generalized viscosity explicit rule for finding a common fixed point of a countable family of strictly pseudo-contractive mappings in a q-uniformly smooth Banach space. We obtain some strong convergence theorem for the sequence generated by the proposed algorithm under suitable conditions. However, we should like remark the following:
(1) We extend the results of Ke and Ma [21] and Marino et al. [25] from a one nonexpansive mapping in Hilbert spaces to a countable family of strictly pseudo-contractive mappings in a q-uniformly smooth Banach space.
(2) Our result is proved with a new assumption on the control conditions {β n } and {t n }.
(3) The method of proof of our result is simpler in comparison with the results of [19, 21, 44, 45] ). Moreover, we remove the conditions ∞ n=1 |α n+1 -α n | < ∞ and 0 < ≤ s n ≤ s n+1 < 1 in Theorem 3.1 of [21] .
(4) We give a numerical example that shows the efficiency and implementation of our main result in the space 4 , which is a uniformly convex and 2-uniformly smooth Banach space but not a Hilbert space.
