A good understanding of the rheology and strength of the whole crust is needed to obtain a physics-based earthquake prediction models. However, geodynamics-based and laboratory-based strength estimates disagree. Geodynamics tend to indicate that the actual strength of the plastic crust is less than deduced from laboratory experiments. Here, I evaluate lower crust strength from observations of transient postseismic deformation. Fault motion during an earthquake produces only a small stress perturbation, but that perturbation is sufficient to significantly affect the deformation rate of the aseismic levels of the crust, as observed by space geodesy. Even considering the non-linearity of plastic flow in geological materials, one cannot escape the conclusion that the pre-earthquake stress on the region where transient postseismic deformation occurs is not more than an order of magnitude larger than earthquake-induced stress perturbations. Using a simple shear zone model and assuming wet quartzite rheology, I show that such stress levels are not compatible with a km-scale shear zone, in spite of the geological evidence for localized deformation in the plastic crust. This implies that in plastic shear zones, rock strength is reduced. Possible explanations for the strength reduction include structural effects such as reduced grain size and/or a localized thermal anomaly associated with the shear zone.
Introduction
In order to better assess earthquake risks, it is necessary to have a good understanding of the structure and mechanics of the crust in both the brittle and plastic regimes. For instance, ductile flow in the lower crust has been shown to influence earthquake triggering in Southern California (Freed and Lin, 2001 ). Numerical models indicate the possible presence of earthquake precursors generated in the transition zone between brittle and plastic regimes (Shibazaki et al., 2002) . Such precursors may have been observed geodetically .
To evaluate whether the plastic lower crust plays the role of the mythical Namazu, the catfish below the Japanese islands whose shaking produces earthquakes and tsunamis, we need well-constrained constitutive laws for the plastic crust. However, most laws used in literature have been derived from laboratory experiments and extrapolated to natural conditions. This approach leaves open the possibility that an unrecognized deformation regime invalidates the flow laws at large scale (e.g., Paterson, 1987) . The arrangement of plastic flow in localized shear zones, which is not observed in the laboratory, may be such an unaccounted-for large scale flow regime. Thus, it is critical to test rheological laws using natural phenomena. Postseismic deformation has the potential to provide the means of probing plastic flow in the actively deforming aseismic lower crust.
Postseismic deformation is observed in the immediate aftermath of an earthquake. Dominantly aseismic, it is Copy right c The Society of Geomagnetism and Earth, Planetary and Space Sciences (SGEPSS); The Seismological Society of Japan; The Volcanological Society of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sciences; TERRAPUB. most evident in geodetic datasets. Recently, space geodetic techniques, and in particular continuous Global Positioning System have returned a great wealth of details concerning postseismic deformation (Heki et al., 1997; . It is now evident that postseismic deformation comprises several distinct phenomena, including poroelastic rebound (Peltzer et al., 1996; Jónsson et al., 2003) , frictional afterslip (Marone et al., 1991) , and accelerated plastic flow (Thatcher, 1983) . The time dependence of postseismic deformation requires a nonlinear rheology, which reveals the importance of plastic flow mechanisms in the postseismic time interval (Freed and Bürgman, 2004; Montési, 2004) . All these phenomena are consequences of the stress perturbations resulting from seismic motion. As transient postseismic deformation reflects the response of a portion of the crust to a stress perturbation, it can be used to infer the rheology of the region being activated.
Although postseismic deformation includes several different phenomena, GPS data collected in a distributed network appear most sensitive to deformation in the down-dip continuation of seismogenic faults (Peltzer et al., 1998) , that I refer to in this paper as postseismic creep. This is because deformation processes occurring at shallower levels, such as poroelastic rebound produce a signal that is localized near the fault trace (Freed and Bürgmann, 2004) . By contrast, differentiating using surface measurements only between distributed and localized deep deformation is inherently difficult and downright impossible for infinitelylong strike-slip ruptures (Savage, 1990) . Nevertheless, the GPS-determined pattern of crustal motion in the aftermath of several recent earthquakes is well explained by displacement on a localized shear zone in the depth-continuation of the seismogenic fault. For instance, after the 1999İzmit (Turkey) earthquake, Bürgmann et al. (2002) document slip occurring in two main patches, one located at ∼15 km depth below the epicenter, the other at 35 km depth at a kink in the fault trace. Yagi et al. (2003) also document postseismic deformation in the area downdip of the 1994 SanrikuHaruka-Oki rupture. In summary, recognizing the inherent non-uniqueness of inversion results, it is at least possible that transient postseismic deformation observed by GPS occurs in a localized shear zone below the seismogenic zone.
Although laboratory experiments indicate that deformation should cease to be localized below the seismogenic zone, many geological and geophysical data indicate the presence of localized shear zones in that depth range (e.g., Ramsay, 1980; Vauchez and Tommasi, 2003) . For instance, the seismicity cutoff around the Nojima fault is consistent with the rheology of wet granite deforming at 10 −13 s −1 ,which indicate localized deformation . However, because of the uncertainties in their strength and rheology, it is debatable whether localized plastic shear zones play an important role in largescale tectonics. The main goal of this publication is to test whether shear zone behavior extrapolated from the laboratory is compatible with the magnitude of transient postseismic deformation.
Shear zones are visible in the field as regions of higher strain than the surrounding host rock. Their width ranges from a few millimeters to a couple of kilometers. They may be marked by reduced grain size or a different metamorphic assemblage than the host rock. The presence of enhanced deformation probably reflects the lower strength of these rocks, which may be due to the structural effects noted above or to an associated thermal anomaly where the shear zone is hotter than its surroundings (Hobbs et al., 1990; Montési and Zuber, 2002; Yuen, 1998, 2003) . Using postseismic deformation to estimate the strength of localized plastic shear zones can lead to better constraints on the origin of their weakness.
Stress perturbations produced by an earthquake are expected to be of the order of the stress drop. This value, as determined by seismology, is often low, at most 10 MPa (e.g., Kanamori and Anderson, 1975; Hanks, 1977) . In contrast, the strength of the plastic rocks can exceed several 100 MPa (e.g., Carter and Tsenn, 1987; Kohlstedt et al., 1995) . This discrepancy is exacerbated if one realizes that earthquake-induced stress changes decrease rapidly with distance away from the fault. Hence, we are faced with a important conceptual problem: How can an earthquake, with such small stress perturbations, affect flow in the plastic regime? In this study, it will become evident that there is not a single number that can describe plastic strength and stress perturbations. Both the stress perturbation and plastic strength decrease with depth. The question then becomes: which decays most rapidly with depth.
In the next section, I will show how the observed postseismic signals can be used to constrain shear zone strength. Then, I will present several models of localized shear zones based on the rheology of quartzite determined from laboratory experiment that imply strength reduction of the shear zone. Finally, I will discuss the origin of this strength reduction and its relation with microstructural evidence for high stress in plastic shear zones.
From Postseismic Creep to Shear Zone Strength

Changes in shear zone velocity
Geodetic data indicate that the crust is deforming aseismically in the pre-earthquake time interval below a certain locking depth at a rate similar to the long-term fault slip rate. The aseismic deformation rate is significantly higher after the earthquake, which leads to measurable postseismic signals. In the case of the 1999İzmit (Turkey) earthquake, pre-earthquake GPS data as well as geological studies indicate a long-term displacement rate of V i ∼ 2.5 cm/yr (Ambraseys, 2002; McClusky et al., 2000) . Immediately after the event, the inferred shear zone velocity V ps is up to 2 m/yr . In this example, the ratio of velocities before and after the earthquake R V = V ps /V i approaches 100.
To infer shear zone strength, we need to estimate the velocity ratio of the aseismic shear zone. In the case oḟ Izmit, the presence of a network of continuously operating GPS stations makes it possible to invert kinematically for shear zone velocity, giving good constraints on R V . In other cases, such data is not available. Nevertheless, data from a single station provide a lower bound for R V . The change of velocity of the GPS station R G P S is the convolution of the spatially variable real change in velocity and the sensitivity kernel of the station. If the detected deformation is generated roughly in the same area before and after the earthquake, R V ∼ R G P S . Otherwise, the postseismic signal comes from a region where interseismic slip was not resolved, and R V > R G P S .
Because postseismic creep relaxes the earthquakeinduced stress perturbation, the shear zone velocity decreases with time and approaches asymptotically the interseismic rate. This is now very well documented using continuous GPS, which provides a record of postseismic motion with high temporal resolution. It is therefore important to consider the velocity determined as soon as possible after the earthquake if one aims at studying the effects of earthquakes on shear zone dynamics. Every estimate made over more than a few days underestimates the initial postseismic velocity and therefore R V .
Beyond the example of theİzmit earthquake discussed above, many events have produced acceleration of nearby geodetic station by at least an order of magnitude. To cite only a few of the best studied events, good records are available for the 1994 Sanriku-Haruka-Oki earthquake (Heki et al., 1997; Yagi et al., 2003) , the 1997 Kronotsky event (Bürgmann et al., 2001) , the 1999 Chi-Chi earthquake (Hsu et al., 2002; Yu et al., 2003) , the 1999 Hector Mine earthquake (Hudnut et al., 2002) , the 2001 Peru earthquake (Melbourne et al., 2002) , and the 2003 Denali event (Freymueller et al., 2002) . It can even be argued that for a clear postseismic signal to be detected in continuous GPS, the station velocity immediately after the earthquake must differ from pre-earthquake velocity by at least a factor of 10. Modeling the time decay of several of these events, Montési (2004) also finds a factor of 10 difference between the ve-locity immediately after the event and the asymptotic velocity.
In summary, geodetic data strongly suggest that for many events, R V ≥ 10. This does not imply that every earthquake produces such changes in aseismic deformation rate, but at least in some case, the structure and strength of the lithosphere is such that the deformation rate of some aseismic region increases by at least a factor of 10 as a consequence of an earthquake.
Inference of shear zone strength
If we follow the geological evidence that plastic creep occurs in localized shear zones in the down-dip continuation of brittle faults, the relation between shear zone velocity V S and the deviatoric stress σ on it is generally given by
where H is the thickness of the shear zone, T the temperature, f H 2 O the water fugacity, A the pre-exponential factor, n the stress exponent, m the water fugacity exponent, Q the activation energy, and R the gas constant. (e.g., Evans and Kohlstedt, 1995) . Alternative formulae may be appropriate at lower temperature or high stress, and additional dependencies on mineralogy, oxygen fugacity and grain size are possible. However, postseismic creep is observed over a wide depth range (e.g., Bürgmann et al., 2002) . Equation (1) is the most likely flow law a few kilometers below the rupture zone. The constitutive parameters A, m, n, and Q have been studied in the laboratory for many rock types (e.g., Carter and Tsenn, 1987; Evans and Kohlstedt, 1995) . Hirth et al. (2001) calibrated the flow law for quartzite using both laboratory experiments and microstructural investigation of a naturally-deformed quartzite. This flow law is one of the most relevant flow laws for plastic flow of the crust and will be used for the remainder of this work. The parameters used in this study are in fact adapted from the published values to reflect the different loading geometry in the laboratory and in nature. In particular, in this study, the stress in Eq. (1) is defined as the deviatoric shear stress on a vertical strike-slip shear zone.
If the supposed shear zone deforms at the rate V S under an applied stress σ , it is appropriate to call σ the strength of the shear zone. Before an earthquake, the shear zone can therefore be assumed to have strength σ i and to deform at a rate V i whereas after an earthquake, its strength is σ i + σ and its velocity V ps , where σ is the earthquake-induced stress perturbation on this shear zone. From the functional form of Eq. (1), it is straightforward to convert the ratio R V = V ps /V i into a strength ratio
Figure 1 depicts this relation for several values of n. Most geological materials have n between 3 and 5. In particular, for the quartzite rheology of Hirth et al. (2001) , n = 4. It appears that if R V ≥ 10, R S is at most 10, and possibly less than 0.1. A lower bound on R V translates into an upper bound on R S . If we can estimate σ from the earthquake slip distribution, we can construct an estimate of σ i . perturbation σ deduced from the change of shear zone velocity from V i before the earthquake to V ps immediately after the event. Each curve is labeled with the stress exponent used in the power law relationship.
Comparison with Quartzite Flow Laws
The reasoning outlined above implies that interseismic shear zone strength is at most an factor of 10 larger, and probably much less, than earthquake-induced perturbations. As they scale with the stress drop, earthquake-induced stress perturbations are small. Therefore, it is important to evaluate whether this strength ratio is reasonable or not. Certainly, one must keep in mind that both shear zone strength and earthquake-induced stress perturbations decrease with depth. The relation R s = σ i / σ ≤ 10 is not necessarily verified at all depth range: regions where R s > 10 simply do not contribute to the observed postseismic signal. Therefore, in this section, I estimate shear zone strength using a quartzite rheology and stress perturbation for typical large earthquake parameters to estimate at what depth range shear zone strength is less than an order of magnitude greater than earthquake-induced stress changes. As it is commonly held that shear zone strength is much larger than earthquake stress drop, my parameter choices are aimed at maximizing earthquake-generated stress perturbation and minimizing shear zone strength estimates. 3.1 Magnitude of earthquake-induced stress perturbations The sudden motion of a fault during an earthquake perturbs the state of stress of the crust. Elementary dislocation theory can be used to calculate the magnitude of the stress perturbation produced by motion on a fault patch of any geometry in an elastic half-space (e.g., Okada, 1992) . For simplicity, I consider here only the case of an infinitely long vertical strike-slip fault. The fault ruptures the depth interval z = 0 to D and is located at x = 0. Assuming uniform slip of magnitude U and a shear modulus for the half-space G, fault motion induces a stress perturbation 
where δ(x) is the Dirac distribution and H(D − z) is the Heavyside function. σ xy indicates the change of shear stress on a vertical shear zone. This is the quantity that produces postseismic deformation in this configuration. Its distribution is shown in Fig. 2 . At each depth, the maximum stress perturbation is at x = 0, i.e., in the downdip continuation of the fault. Hence, the location where postseismic deformation is most efficiently generated is in a vertical shear zone below the seismogenic fault. For the remainder of this work, I will use only estimates of stress perturbations at x = 0, although this overestimates the stress change on a shear zone of finite thickness. With this simplification, Equation (3) becomes
In the two-dimensional model adopted here, the char- acteristic length scale of the rupture is the depth range of the rupture, D. Hence, the stress drop is defined as δσ = GU/D. As may be expected, the stress perturbation scales with the stress drop of the earthquake. However, Equation (5) reveals that σ is a strong function of depth. To evaluate how alternative slip distributions affect stress perturbation estimates, I generalize Eq. (5) for a spatially For scaling purposes, each slip distribution has the same average slip U . The expected depth-distribution of stress perturbations are shown in Fig. 3 . It appears that except in the immediate vicinity of the fault rupture, there is less than a factor of two difference between the stress perturbations for different slip distributions. However, no estimate should be trusted within a few km of the earthquake rupture. Fig-ure 3 also brings home the point that it is difficult to give a single number for the earthquake-induced stress perturbation, as σ varies by more than an order of magnitude over the depth interval considered. Instead, the depth-dependent expression for σ must be considered. For all the slip distributions considered here, the stress perturbation is infinite at z = D, a common occurrence in crack models. In reality, the stress singularity induces yielding, which tends to propagate the rupture into the plastic lower crust, modifies the stress perturbation field and tapers the tip of the slip distribution (e.g., Ida, 1972; Cowie and Scholz, 1992) . Although it is possible to derive expressions for the stress perturbation that take into account yielding at the edge of the rupture, they rely on imposing a predefined length of the breakdown region or a limiting stress. Hence, the earthquake-induced stress perturbation near the brittleductile transition remains uncertain. For simplification, I will ignore the effects of yielding. In the same spirit, I also ignore the effects of highly heterogeneous slip distribution which characterizes many large earthquakes. It is expected that these processes have little effect on the stress perturbation beyond a few km of the rupture edges.
Strength of quartzite shear zones
The strength of plastic shear zones is depth-dependent as well, through the temperature profile T (z) in Eq. (1). For generality, I assume a conductive temperature profile parameterized by the surface geotherm dT /dz| z=0 and the asymptotic temperature lim (T )| z→∞ = 1350
• C. Shear zone strength also depends on thickness, a highly uncertain parameter. Therefore, I present shear zone strength in Fig. 4(A) as a function of shear zone thickness H and depth z. In the reference case (Fig. 4) , I use the quartzite rheology of Hirth et al., (2001) and a surface geotherm of 20 K/km. The geotherm is meant to represent a "typical" crustal geotherm and the rheology one of weakest rock types relevant for the crust at large scale. Water fugacity in Eq. (1) is function of pressure and temperature. I follow the water fugacity table of Tödheide (1972) , thereby obtaining strength estimates for water-saturated conditions. Once again, my purpose in following these assumptions is to obtain a minimum estimate of shear zone strength, which presents the best chance of verifying R S ≤ 10.
In Fig. 4 , I also report the predicted depth of the brittleductile transition, defined as the point where shear zone strength equals the frictional resistance of a brittle fault assuming a strike-slip environment and hydrostatic fluid pressure (e.g. Brace and Kohlstedt, 1980) . Although the transition from brittle to fully plastic behavior is expected over a wider depth range than considered here, this approach produces a good first estimate of the downward limit of earthquakes. Above this level, shear zones strength is unlikely to obey Eq. (1).
Minimum shear zone thickness
The simple shear zone model presented above predicts strengths in excess of 200 MPa near the brittle-ductile transition, decaying rapidly to only a few MPa. Narrower shear zones result in higher strength, making is less likely that earthquakes have a strong effect on narrow plastic shear zones. Therefore, there is a minimum shear zone thickness H m for which the observed magnitude of postseismic creep is possible. Here, I define H m as the shear zone thickness for which R s = 10. The minimum shear zone thickness is a function not only of the shear zone model, but also of the earthquake model. In the reference case, I choose to consider a rather large earthquake, rupturing over a 12 km depth range with 3 m of slip. These values are inspired by theİzmit earthquake but are not meant to represent that or any other event in particular, only to give an idea of the magnitude of expected stress perturbations. Slip is assumed to be uniform for simplicity, but also because is provides an upper bound to the earthquake-induced stress perturbation. Moreover, the rupture zone is chosen to abut the brittle-ductile transition in order to maximize the stress perturbation at any level in the plastic lower crust. In Fig. 4 , the rupture zone is indicated with a grey-shaded field. The depth interval of the rupture is fixed at 12 km so that the stress drop is constant. As a consequence, the model earthquake does not rupture the surface, which is justified for some, but not all major earthquakes. It is possible for a seismogenic rupture to penetrate dynamically into the plastic lower crust (e.g., Tse and Rice, 1986) , as we will discuss later.
The stress perturbation on a vertical shear zone for this model earthquake is shown in Fig. 4(B) . Immediately below the rupture, the stress perturbation is infinite. At this level R s > 10 is obviously verified regardless of the shear zone width, but this is an artifact of the simplistic slip distribution assumed. Below a few km underneath the brittleductile transition, R S depends strongly on the shear zone width (Fig. 4(C) ). R S < 10 is indicated in Fig. 4 with the thick grey line. At any depth, R S < 10 requires that the thickness of the shear zone exceeds ∼ 100 km. Such thickness is at odds with geological observations. Moreover, the stress perturbation decays rapidly with x, the lateral distance from the seismogenic fault (Fig. 2) . Hence, for a shear zone of 100 km thickness, the stress perturbation is greatly overestimated by Eq. (5), and the actual R s is much less than shown here. The reference model of Fig. 4 is therefore not compatible with observations of postseismic slip. In the next section, I discuss how this discrepancy can be resolved.
Discussion
The foregoing shows that the expected strength of a plastic shear zone far exceeds earthquake-induced stress perturbations, except immediately below the earthquake rupture. In what follows, I modify the parameters of this model to investigate under what conditions the intensity of postseismic deformation is compatible with a quartzite rheology. For these alternative models, I do not present maps of shear zone strength, earthquake perturbations, and R s but only the minimum allowable shear zone thickness, H m (Fig. 5) .
First, let us assume an alternative flow law for the shear zone rocks. Luan and Paterson (1992) have obtained another well-constrained flow law for wet quartzite. In particular, they obtain a stress exponent of 3.1 compared with 4 used by Hirth et al. (2001) . Using their parameters reduces the minimum shear zone width to ∼ 20 km, still uncomfortably high (Fig. 5, dashed line) .
Increasing the stress drop, and thereby the magnitude of the stress perturbation, by a factor of two decreases R s by the same value, allowing shear zones that are only ∼ 2 km wide to reach postseismic velocities compatible with geodetic values (Fig. 5, dotted line) . Increasing the stress drop is best justified by increasing the average earthquake slip to 6 m. However, this implies a very large earthquake. Scaling relations for large earthquakes are strongly debated, but it is possible that slip is limited for strike-slip events, precluding 6 m slip (Romanowicz, 1992; Shaw and Scholz, 2001) . Following the scaling law of Mai and Beroza (2000) for strike-slip earthquakes, 6 m slip implies a M w = 7.8 event. However, postseismic creep was observed for numerous smaller events, such as the 7.2 Landers earthquake and the 7.1 Hector Mine event.
The stress perturbation on a localized plastic shear zone would be increased if the rupture could penetrate below the brittle-ductile transition. Numerical models show that dynamic aspects of earthquake ruptures make this possible (Tse and Rice, 1986) . If the rupture penetrates 5 km into the plastic domain the minimum shear zone thickness is still 10 km (Fig. 5 , dash-double dots line), still larger than geological observations suggest. For larger overshoot, smaller shear zones are possible, but postseismic creep occurs only at great depth, which is at odds with kinematic inversion of postseismic creep transient .
If stress perturbations can't be increased much more than assumed in the reference model, one must conclude that the model overestimates shear zone strength. It is possible that the rheology of quartzite is not appropriate for describing a plastic shear zone. Fabric development in the shear zone, including the segregation of weak phases and grain size reduction, may result in a weaker rock than studied in the laboratory. It may be that quartzite shear zones do not participate in postseismic creep, and that observations of postseismic creep indicate the presence of alternative composition, for instance calcite or hydrated phases. In particular, calcite is abundant and probably weaker than quartzite un-der natural conditions (Brodie and Rutter, 2000) . However, uncertainties in calcite flow laws (Renner and Evans, 2002) make it difficult to incorporate calcite in this analysis.
Alternatively, the weakness of plastic shear zones may be explained by a thermal anomaly associated with the shear zone. Formation of localized plastic shear zones has been the subject of numerous studies (e.g., Hobbs et al., 1990; Montési and Zuber, 2002; Montési and Hirth, 2003; Regenauer-Lieb and Yuen, 2003) . Adiabatic shear heating associated with the high strain rate of the shear zone may be needed to localize plastic creep (e.g., Regenauer-Lieb and Yuen, 1998) resulting in a higher temperature in the shear zone than in its surroundings. In the shear zone model presented above, this can be simulated by increasing the surface geotherm. A value of 30 K/km allows postseismic deformation to be present in shear zones 2 km thick (Fig. 5,  dashed-dot line) .
This study argues that in order to produce the observed intensity of postseismic deformation, shear zones must be anomalously weak. This may be due to structural or thermal effects. At first sight, this is incompatible with microstructural evidence for high stress in plastic shear zones (Küster and Stöckhert, 1999; Trepmann and Stöckhert, 2003) . However, these rocks may have been very close to the brittle-ductile transition, where, as seen in Fig. 4 , both high stresses and high stress perturbations are expected. Because of the simplicity of the slip distribution that I use here, it is not clear whether or not postseismic creep is expected at that depth level, but there is ample evidence for postseismic deformation abutting seismic rupture (e.g., Hsu et al., 2002) , which indicates that earthquake-induced stress perturbations are comparable to rock strength in that region. Regardless, it is also clear that postseismic creep is not limited to this limited high-stress zone. In the majority of the depth range where postseismic creep is observed, pre-stresses are low.
Summary
Several GPS data sets show that as the result of an earthquake, the creep velocity of the aseismic plastic lower crust changes at least an order of magnitude. This indicates that the pre-earthquake stress is not more than a factor of 10 higher than the earthquake-induced stress perturbation, regardless of the nonlinearity of the creep laws. As the stress perturbation scales with the stress drop, this implies a surprisingly low strength of the ductile lower crust. Indeed, comparing these stress estimates with laboratory-derived flow laws, it appears that plastic shear zones should be too strong to allow the magnitude of postseismic creep transients that are now routinely observed. Various weakening processes have been proposed based on geological observations and theoretical models. To be successful, they must produce shear zones that are less than half as strong as wet quartzite, one of the weakest rocks tested in the laboratory.
The rough analysis in this paper is concerned only with order of magnitude estimates. The highest values of the stress perturbation estimates were retained and the weakest laboratory-derived rock rheology was selected, in an attempt to reconcile stress drop and postseismic velocities. Yet, laboratory-derived flow laws appear inconsistent with the magnitude of postseismic creep transients. The next step is to utilize a well documented event to produce more accurate stress transfer and material response models and constrain how much weaker than implied by laboratory the plastic lower crust is. Thus, it should be possible to constrain the weakening mechanism in that location. In time, this approach will yield a better knowledge of the strength of the lower crust that can then be fed back into rupture models for a more reliable estimate of seismic risks.
