A d-space X = (X, , μ) is a compact set X with respect to a quasi-metric and a Borel measure μ such that the measure of a ball of radius r is equivalent to 
Introduction
Let d > 0. A d-space (X, , μ) is a set X, equipped with a quasi-metric and a Borel measure μ such that (X, ) is complete and
where B(x, r) is a ball centered at x ∈ X and of radius r.
is a compact set Γ in some R n , with the adapted counterpart of (1), where
|Γ is the restriction of the Hausdorff measure H d in R n to Γ, and n is the usual Euclidean metric in R n . Obviously, d-sets are special d-spaces. But throughout the paper we shall carefully distinguish notationally between (abstract) d-spaces and (concrete) d-sets. For any d-space there is a number ε 0 with 0 < ε 0 ≤ 1 such that for ε with 0 < ε < ε 0 there is a bi-Lipschitzian map
of the snowflaked version (X, ε , μ) of (X, , μ) onto a d ε -set Γ in some R n where d ε = d/ε. We call the right-hand side of (2) an Euclidean chart or an ε-chart of (X, , μ) in analogy to Riemannian charts of manifolds. Let B s pq (R n ) be the usual Besov spaces on R n and let Γ be a d-set in R n with 0 < d < n. For 1 < p < ∞, 0 < q ≤ ∞, s > 0, the trace spaces 
with
pp . This can be extended by duality to s < 0 and by interpolation to s = 0. In general these spaces depend on the chosen Euclidean chart, but 
where ε 0 has the above meaning, coincides with the Besov space B s p (X) on the space X of homogeneous type considered in the literature (references will be given later on). In particular, they are independent of the Euclidean charts.
One additional word seems to be in order. We wish to present a new method avoiding any complication which may be caused by more general function spaces or by more general underlying sets Γ in R n or abstract quasi-metric spaces. This might explain our restriction to the special Besov spaces B s pq with 1 < q = p < ∞ and to d-spaces according to (1) . There remains a substantial amount of unavoidable (?) technicalities. In other words, we follow Einstein's advice:
One should present things as simple as possible, but not simpler.
It would be of interest to extend this theory in the indicated directions. But nothing has been done so far.
In section 2 we adapt what is known so far about Besov spaces on d-sets in R n to our later needs and prove some new assertions, especially about intrinsic atomic characterizations. Section 3 deals with snowflaked transforms as in (2) , illustrated by some examples. In section 4 we introduce the spaces according to (3) , characterizing them intrinsically by quarkonial and (if 0 < s < ε 0 ) by atomic decompositions, and prove (4) . In section 5 we describe some applications to entropy numbers and Riesz potentials.
Function spaces on d-sets

Preliminaries
We use standard notation which will be explained when needed. In particular, let R n be Euclidean n-space. Let S(R n ) and S (R n ) be the Schwartz space of all complexvalued rapidly decreasing C ∞ functions on R n , and the dual space of tempered distributions. The Fourier transform of ϕ ∈ S(R n ) is denoted by ϕ or F ϕ. As usual, ϕ 
where N is the collection of all natural numbers. Then, since 1 = ∞ j=0 ϕ j (x) for all x ∈ R n , the ϕ j form a dyadic resolution of unity in R n . Recall that (ϕ j f ) ∨ (x) makes sense pointwise since (ϕ j f ) ∨ is an entire analytic function on R n for any f ∈ S (R n ). 
Remark 2.2. We assume that the reader is familiar with this Fourier-analytical approach to the spaces B s pq (R n ). In particular, B s pq (R n ) is independent of ϕ (equivalent quasi-norms). They are quasi-Banach spaces (Banach spaces if p ≥ 1, q ≥ 1). Of course the Lebesgue spaces L p (R n ), quasi-normed by
(with the usual modification if p = ∞), have the standard meaning. We try to avoid any technical complication and restrict ourselves mostly to
These are special cases of the classical Besov spaces. Otherwise a systematic study of all these spaces has been given in [39, 40] and more recently in [41, 42] . There one finds also the history of these spaces and many references.
where B(γ, r) is a ball (in R n ) centered at γ and of radius r.
Remark 2.4. We use ∼ in this paper for two positive functions a(w) and b(w) if there are two positive numbers c and C such that
for all admitted variables w (discrete or continuous). If there is a Radon measure μ with the above properties then it is equivalent to
A short proof of this well-known fact may be found in [41, p. 5] . There are also further references especially to the standard books of fractal geometry [12, 33] .
Next we need traces of spaces
First one asks whether there is a constant c > 0 such that
for all ϕ ∈ S(R n ). Obviously, L r (Γ) = L r (Γ, μ) with 1 ≤ r < ∞ has the usual meaning normed by
If one has (8) then one defines the trace and the trace operator tr Γ by completion of
pq (R n ) with (7)) and puts
where the infimum is taken over all f ∈ B s pq (R n ) with tr Γ f = g. We followed essentially [42 
according to (9) , (10 n have a long history. There are the classical assertions when Γ is a hyper-plane or the boundary of (bounded smooth) domains in R n . The history of this subject, results and the corresponding literature may be found in [39, 40] . Also the case of more general (compact) sets Γ in R n attracted a lot of attention. One may consult the above-mentioned parts in [41, 42] and the references given there. We mention in particular the corresponding books [1, 34] 
is due to [27] . The respective trace spaces are characterized in terms of differences and via approximation procedures. Of interest for us is the existence of a linear extension operator. We give a corresponding formulation. Let N 0 = N ∪ {0} be the collection of all non-negative integers. 
and
10. This assertion is covered by [27, Theorem 3, p. 155] . The restriction to 0 < s ∈ N in [27] is somewhat curious and depends on the method used there. Under some severe restrictions for the d-sets (satisfying the so-called Markov inequality), or if s is large, then there exists an extension operator. We refer to [25, 26, 47] . If p = 2 and s > 0 then there is always a linear and bounded extension operator ext Γ,s ,
. But this has nothing to do with the above specific situation. In this case all spaces are Hilbert spaces and the above assertion follows from the orthogonal Weyl decomposition
in self-explaining notation. We refer for more details to [42, section 9.34(vii) , pp. 157-158].
Quarkonial characterizations
In the sections 2 and 3 in [42] we introduced the spaces B s pq (R n ) and F s pq (R n ) for all admitted parameters s, p, q in terms of quarkonial representations and proved afterwards (in the same sections) that they coincide with the usual Fourier-analytical definitions of these spaces. This applies in particular to the special spaces B s p (R n ) according to (5) with s > 0 and 1 < p < ∞. Quarkonial representations rely on the wavelet philosophy: functions are represented by sums over elementary building blocks which are translated and dyadically dilated according to the (pure) lattices 2 −j Z n in R n with j ∈ N 0 and where Z n is the standard lattice in R n consisting of all points in R n with integer-valued components. One advantage of the quarkonial approach is the high flexibility of the underlying lattices. In particular one can replace the pure lattices 2 −j Z n by approximate lattices optimally adapted to a given compact set Γ in R n . We indicated this possibility in [42, section 2.14, p. 25, 26] , and used it in [42, sections 9.29-9.33, pp. 148-152]. We modify now this approach and adapt it to our later needs.
We always assume that Γ is a compact d-set in R n with 0 < d < n according to Definition 2.3. Let for δ > 0,
be an δ-neighborhood of Γ. Let ε > 0 be fixed (later on ε will be the same number as in (2) and (3), in particular 0
be (approximate) lattices and subordinated resolutions of unity with the following properties:
(ii) For some k 0 ∈ N, some c 2 > 0 and
where again B(x, r) are R n -balls centered at x ∈ R n and of radius r > 0.
for all multi-indices α ∈ N n 0 and suitable constants c α , and
Since Γ is a d-set we may assume that M k ∼ 2 kd . We refer for further explanations to [42, pp. 144, 145] . In particular one may assume that the resolution of unity (17) can be extended consistently to a corresponding resolution of unity in R n . As usual we put
and abbreviate
Definition 2.11. Let Γ be a compact d-set in R n with 0 < d < n and let ε > 0.
and for s > 0, 1 < p < ∞,
(ii) Let
Remark 2.12. Of course, C is the complex plane. By the above normalization we have for suitably chosen k 0 in (14), (15) (in dependence on the equivalence constants in (6)) for some c > 0 the exponential decay
The (s, p)-β-quarks (β-qu) 
and (β-qu)
But the above version might be more transparent when switching from d-sets to (abstract) d-spaces. If one uses the right-hand sides of (24) and (25), then one may choose k 0 = 1 in (14) and (15) 
where the infimum is taken over all admissible representations (26) .
There is a linear and bounded mapping 
(equivalent norms where the equivalence constants do not depend on f ).
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Hence (26) and (27) converge unconditionally in the spaces considered. The step from ε = 1 to ε > 0 is a technical matter and one has only to adapt the formulations and normalizing factors. If N 0 K < s < K + 1 then one can apply the common extension operator ext K Γ f according to Proposition 2.9. One has for g = ext
This applies not only to pure lattices 2 −k Z n but also to approximate lattices in R n containing the above approximate lattices on Γ. We refer to [42, 2.14-2.16, pp. [25] [26] [27] . Then one gets part (ii) of the above theorem. This may justify to refer to (27) as a frame representation and to call ε-Ψ
Atomic characterizations
Atomic representations in function spaces have some history which may be found in [40, (13)- (14) . Let
Then a
where the latter conditions can be re-written as (29)).
where a (28) , (29),
where the infimum is taken over all admissible representations.
Remark 2.17. Again it follows by (28) , (29), and (33) that (31) Remark 2.18. We add a technical remark which might be of interest for its own sake. In case of quarkonial representation we have (17) . Hence if this resolution of unity is extended to R n with related non-negative C ∞ functions then these complementing functions are zero on Γ. When shifting quarkonial decompositions for B σ p (R n ) with
then only β-quarks according to Definition 2.11 contribute to this reduction and Theorem 2.14 follows from corresponding quarkonial decompositions
. This is not so clear in case of atoms. However one can derive optimal atomic decompositions from optimal quarkonial decompositions as follows. Let f be given by (26) . Then
where 0 < ε < ε. By (23) and corresponding estimates for
with ε in place of ε one gets (28), (29) as a consequence of (15), (20) . Hence, a k,m Γ are smooth atoms of the above type. Furthermore by (32) , (33) and (21), (22) one gets
Hence if (26) is an optimal quarkonial decomposition then (34) is an optimal atomic decomposition. This justifies in particular Proposition 2.16.
according to Definition 2.11 with the corresponding smooth (s, p)-atoms as described in (28)- (30) . Although the functions (β-qu) Γ km originate from the surrounding R n one can accept them as intrinsic building blocks (at least) for the spaces B s p (Γ) as described in Theorem 2.14. The situation might be similar as in case of wavelet bases and wavelet characterizations of function spaces. The main advantage of the Meyer wavelet bases and, even more, of the Daubechies wavelet bases in L 2 (R n ) is their existence. We refer to [35] and [48] for details of the somewhat complicated constructions of these wavelets and for their properties. But these wavelets may also serve as building blocks for all spaces B s pq (R n ) and F s pq (R n ) for all admitted parameters s, p, q. We refer to [44] , and also to [45] as far as the anisotropic extensions are concerned. On the other hand, one can hardly accept the restriction of (29) to Γ as an intrinsic description of smooth (s, p)-atoms on Γ. In general it is not clear how a better adapted substitute of (29) might look like. But there is a satisfactory solution of this question if 0 < s < 1 which we are going to discuss now and which will play a decisive role in the theory of function spaces on d-sets and on d-spaces as developed in this paper. (18) with Γ, where the lattices {γ k,m } have the same meaning as in (13)- (14) . Then a Lipschitz-continuous function a
with γ ∈ Γ, δ ∈ Γ.
Remark 2.21. Here |·| has the usual double meaning as the absolute value of complex numbers and the Euclidean distance n (γ, δ) = |γ − δ| in R n . These (s, p) * -atoms are the intrinsic counterparts of the smooth (s, p)-atoms according to (28) and (29) 
* -atoms for all 1 < p < ∞ and 0 < s < 1. Let 0 < c 1 < c 2 and 0 < c 3 < c 4 be four given numbers and let Γ be d-sets in R n with
as in (6) . Then the norm of the extension operator ext Γ = ext 0 Γ from Proposition 2.9,
can be estimated from above uniformly for all these d-sets Γ, all s and all p. This follows from the proof of Theorem 1 in [27, p. 103].
for all
where the equivalence constants in (44) are independent of B Γ (r) and f . Furthermore,
where the infimum is taken over all
The equivalence constants in (46) are independent of B Γ (r) and f with (45).
Proof.
Step 1. First we prove (44) using (38) . We may assume r = 2
Then (44) with (45) is a consequence of (38), (48) .
Step 2. We prove (46) with (47) for f according to (45) . We may assume γ 0 = 0 in (42), (43) and r = 2
is the image measure and the factor 2 kd compensates the total mass μ k (Γ k ) ∼ 2 −kd . Then we may assume that all d-sets Γ k fit in the scheme (39), (40) .
be the transferred functions with (45) . Then it follows by (44) with r = 2
where all equivalence constants are independent of k and f with (45) . Since (39)- (41) can be applied it follows
Using the counterpart of (49), hencẽ 
But now (46) , (47) follows from (51), the homogeneity relations (50), (54) and (52), (32) , (33) . Furthermore,
where the infimum is taken over all admissible representations (55).
Proof. By Proposition 2.16 we have (55) and (56) for the smooth (s, p)-ε-atoms which are special (s, p) * -ε-atoms as mentioned at the beginning of Remark 2.21. Hence one has to show that this representation can be extended to all (s, p) * -ε-atoms. By (36), (37) compared with (29) , |α| = 0 and |α| = 1, it follows that the (s, p)
* -ε-atoms are correctly normalized. But it seems to be reasonable to make this point more explicit by direct calculations. This will be done in Remark 2.24 below. Hence there is a constant c such that for all these atoms
Furthermore for different values of s the corresponding (s, p) * -ε-atoms differ only by their normalizing factors. As a consequence one gets for the above (s, p)
* -ε-atoms,
where r = 2 −εk and 0 < s ≤s < 1. By Proposition 2.22 and its proof it follows that any (s, p) * -ε-atom can be extended to a function
such that for r = 2 −εk , 
and from (37) (assuming that B Γ (r) is centered at the origin)
This proves (57).
Quasi-metric spaces
We summarized the main aim of this paper in the introductory section 1, especially in the formulas (2), (3): the transference of spaces of type B s p from some (concrete) d -sets in some R n via snowflaked transforms to corresponding spaces on (abstract) dspaces, which are special (abstract) complete quasi-metric spaces. So far we developed in section 2 the theory of the spaces B s p (Γ) on d-sets Γ in R n adapted to our purpose. In this section we describe the basic ingredients about quasi-metric spaces and dspaces needed later on.
Basic assertions
Let X be a set. A non-negative function (x, y) defined on X × X is called a quasimetric if it has the following properties: (x, y) = 0 if, and only if, x = y, (x, y) = (y, x) for all x ∈ X and all y ∈ X, there is a real number A with A ≥ 1 such that for all x, y, z ∈ X,
If A = 1 is admissible, then is a metric and (59) is the triangle inequality. As usual, a quasi-metric¯ on X is said to be equivalent to , written as ∼¯ , if there are two positive numbers c 1 and c 2 such that
Theorem 3.1. Let be a quasi-metric on a set X.
(i) There is a number ε 0 with 0 < ε 0 ≤ 1 such that ε for any ε with 0 < ε ≤ ε 0 is equivalent to a metric.
(ii) Let 0 < ε ≤ ε 0 and let¯ ∼ such that¯ ε is a metric according to part (i). Then there is a positive number c such that for all x ∈ X, y ∈ X, z ∈ X, is a metric, then¯ ε is also a metric for any 0 < ε ≤ ε 0 . This follows from the triangle inequality for metrics and the well-known observation
Part (ii) is a consequence of part (i) and the mean value theorem for the function t → t 1/ε , where t > 0:
Independently of part (i) the inequality (60) is known since some time. We refer to [31, Theorem 2, p. 259]. It is a corner-stone of the analysis on quasi-metric spaces and paves the way to introduce a topology on X taking the balls
as a basis of neighborhoods of x ∈ X, where r > 0.
Definition 3.3.
Let be a quasi-metric on a set X equipped with the topology as just indicated.
(i) Then (X, , μ) is called a space of homogeneous type if μ is a non-negative regular Borel measure on X such that there is a constant A with
< μ(B(x, 2r)) ≤ A μ(B(x, r))
for all x ∈ X, r > 0,
(doubling condition).
(ii) Let d > 0. Then (X, , μ) is called a d-space if it is a complete space of homogeneous type according to part (i) with
Remark 3.4. In case of part (ii) we have μ({x}) = 0 for every x ∈ X, and μ(X) < ∞.
Furthermore, μ is a Radon measure and (X, , μ) is compact. As far as measuretheoretical notation is concerned we refer to [33, p. 7-13] . Otherwise the above notation of d-spaces was introduced in [46] imitating the notation of d-sets in R n according to Definition 2.3. (We added now the assumption that d-spaces are complete. This is convenient when it comes to snowflaked transforms onto d -sets in some R n , but quite often immaterial.) In [46, sections 2.13 and 2.14], one finds some discussions about the above definitions. As for background information we refer to [20, 21, 31] .
Remark 3.5. There has always been some interest in an analysis on spaces of homogeneous type according to Definition 3.3. We refer to [7] [8] [9] . But in the last decade, especially in the last few years there are some new developments to create a substantial intrinsic analysis on fractals and on (quasi-)metric spaces, at least partly closely connected with the problem how to measure smoothness on these structures. The underlying measures have often the property (64), but sometimes only the doubling condition (62) is required. We refer to the books [10, 23, 28, 36] . As far as function spaces on spaces of homogeneous type are concerned we give some more specific references later on. However the approach presented in this paper is different from what has been done so far in literature. It is mainly based on the theory of function spaces on d-sets in R n as developed in section 2 on the one hand and the following remarkable observation on the other hand.
Theorem 3.6. Let (X, , μ) be a space of homogeneous type according to Definition 3.3 (i). Let 0 < ε 0 ≤ 1 be the same number as in Theorem 3.1 and let 0 < ε < ε 0 . Then there is a natural number n and a bi-Lipschitzian mapping
H : X → R n (65) from (X, ε , μ) into R n .
The dimension n (and also the Lipschitzian constants) can be chosen to depend only on ε and on the doubling constant A in (62).
Remark 3.7. If is a metric then (X, ε , μ) with ε < 1 is called the snowflaked version of (X, , μ). In case of quasi-metrics one has even to assume ε < ε 0 . Then (65) means that there is a bi-Lipschitzian map H of the snowflaked version (X,
where the equivalence constants are independent of x and y. Usually this assertion is formulated and proved for metric spaces (X, ) with a so-called doubling metric. We refer for a definition of a doubling metric to [23, 
Euclidean charts
We now always assume that the quasi-metric of a d-space according to Definition 3.3 (ii) has the property (60) with 0 < ε ≤ ε 0 , where ε 0 has the same meaning as there (hence we identify¯ with ). We apply Theorem 3.6 to the snowflaked version (X, ε , μ) of the d-space (X, , μ) with 0 < ε < ε 0 . Consequently there is a bi-Lipschitzian map H,
where
is the usual Euclidean distance in R n and ν is the image measure of μ, hence
By (63), (66) and the assumption that (X, , μ) is complete it follows that Γ = H X is a compact set in R n . Furthermore one gets by (64) and (66) 
is called an Euclidean chart or an ε-chart of (X, , μ).
Remark 3.9. Quite obviously, there are many Euclidean charts of a given d-space (X, , μ). On the other hand the above restriction to d-spaces is by no means necessary for our purpose. In R n one can replace r d in (6) by more general gauge functions h(r),
It has been clarified in a final way in [5, Theorem 7] and [4, 6] , which functions h can be admitted. There should be an abstract counterpart of respective h-spaces being spaces of homogeneous type according to Definition 3.3. Then one can apply Theorem 3.6 resulting in corresponding Euclidean charts. Furthermore one may abandon (63) and deal with general complete (but not necessarily compact) d-spaces or h-spaces. Following the above procedure one might arrive at
atlases of Euclidean charts and snowflaked bi-Lipschitzian maps.
Then one is near to the usual way as a (n-dimensional C ∞ or Riemannian) manifold is represented by an atlas consisting of local charts.
Snowflaked maps
To provide a better understanding of Euclidean charts according to Definition 3.8 we illustrate the snowflaked maps (67) by some examples complemented by a few comments.
Example 3.10. First we recall the well-known construction of the snowflake curve or Koch curve (1906; Niels Fabian Helge von Koch, 1870-1924, Sweden), adapted to our purpose. In the plane R 2 the snowflake curve Γ can be constructed as indicated in Figure 1 as the closure of the sequences of points (or the connecting polygonal lines)
Hence, P 0,0 = (0, 0), P 0,1 = (1, 0),
and so on. On the other hand we subdivide the closed unit interval X = [0, 1] successively in 4 k intervals with the endpoints x k,l = l · 4 −k , where l = 0, . . . , 4 k . Then we map X continuously onto Γ,
where k ∈ N 0 and l = 0, . . . , 4 k . This can be done iteratively without contradiction since
in agreement with (68). Let d = log 4 log 3 and
First we recall that d is the Hausdorff dimension of Γ (since one needs 4 k circles of radius 3 −k to cover Γ and 4
where μ L is the Lebesgue measure on R. Then one has 
P 2,10 P 2,6 P 1,2 Figure 1 for balls in this metric space. Hence (X, , μ L ) is a d-space according to Definition 3.3 (ii). Furthermore,
where l = 1, . . . , 4 k , and by geometrical reasoning
with the Euclidean metric 2 in the plane R 2 and the snowflake curve Γ, is a biLipschitzian map and an Euclidean chart of the metric space in (70) according to Definition 3.8.
Remark 3.11. In other words, (71) illuminates in the special case (69) how the Euclidean chart n equipped with the anisotropic quasi-metric
with respect to the anisotropy
and the n-dimensional Lebesgue measure μ L,n . Then
with ε = a 1 and
is a metric space (since ε ≤ 1 and ε k ≤ 1) and might be considered as the snowflaked version of (X n , a,n , μ L,n ). In quite obvious notation one can represent (75) as the product
of (one-dimensional) spaces in (72) with the (one-dimensional) bi-Lipschitzian maps
Since ε 1 = 1 one may assume that H 1 is the identity. Otherwise
Then one gets the following assertion. 
Proof. Let H be given by (78). Then d = n/a 1 follows from d k = a k /a 1 and (74). By (77) one gets (79) with
where N is given by (78).
Example 3.14. We illustrate Proposition 3.13. Let n = 2 and X 2 = [0, 1] 2 . Let according to (76) and (74) ε 2 = a 1 a 2 = log 3 log 4 and a 1 1 + log 4 log 3 = 2.
Then one can identify H 2 in (77) with H in Example 3.10, the bi-Lipschitzian map of [0, 1] onto the snowflake curve, whereas H 1 is the identity. Hence in this case H in (79) maps X 2 onto a cylindrical d-set in R 3 with d = 1 + log 4/ log 3 (a number between 2 and 3) based on the snowflake curve in the plane cylindrical extended in the third direction in R 3 . In the general case each of the maps H k in (77) with k ≥ 2 produces in some R N k a bizarre fractal curve which is a connected d k -set. Then Γ in (80) is the cartesian product of these wired curves producing a connected fractal surface in R N .
Function spaces on d-spaces
Frames
For d-spaces we abbreviate the Euclidean charts according to Definition 3.8 by (X; H) or, in case of doubt, by (X, , μ; H) and call them ε-charts: One may also fix μ (or replace it by an equivalent measure) as the image measure
This canonical choice of μ does not influence very much what follows now. However a more sophisticated analysis on d-spaces suggests to fix μ as in (81). We refer to Definition 5.3 and Theorem 5.5 below. As mentioned at the beginning of section 3.2 we always identify with¯ in Theorem 3.1. In particular, B(x, r) with x ∈ X and r > 0 are the balls in (61) with in place of¯ . 
such that for some c 1 > 0 and c 2 > 0 (which are independent of k)
whereas ψ k,m are non-negative continuous functions on X with
Proof. This follows from the corresponding assertions for d-sets in R n as discussed at the beginning of section 2.2 and the existence of ε-charts.
Remark 4.2. Hence the above proposition is quite obvious if one relies on the existence of ε-charts. But the assertion itself is known on a larger scale and it is a cornerstone for the analysis on homogeneous spaces. One may consult [21] and the references given there. By the above arguments it follows that one may assume that
and m = 1, . . . , M k . Here Lip ε (X) is the Banach space of all complex continuous functions on X such that
Recall that 0 < ε < ε 0 , where 0 < ε 0 ≤ 1.
Let ε-Ψ Γ and ε-Ψ s,p Γ be the frames introduced in Definition 2.11 for compact dsets in R n . As has been mentioned at the end of Remark 2.15 to call them frames is justified by Theorem 2.14 (ii). We transfer these frames from d ε -sets in some
be the adapted version of (19) with respect to d ε -sets. We put
where H is an ε-chart (X; H) according to Definition 3.8. In ( 
are the related H-(s, p)-frames.
Remark 4.4. This is the direct counterpart of Definition 2.11 for compact d ε -sets. By (90), (23) and a suitable mapping β ⇔ l one may assume that
decays exponentially with respect to l, where c 1 and c 2 are suitable positive numbers which are independent of l, k, m, and x. Furthermore by (89) and the above mappings
Hence, the (s, p)-l-quarks (91) are the transferred (s/ε, p)-β-quarks on the d ε -set Γ according to (20) .
(β-qu) Γ
Spaces of arbitrary smoothness
We extend the scale of spaces B s p (X; H) according to Definition 4.6 to s < 0 by duality. For this purpose we need some preparations. 
naturally equipped with a locally convex topology.
Remark 4.10. By well-known embedding theorems D(X; H) (including its locally convex topology) is independent of p. In particular, the topology of D(X; H) can be generated by countably many norms 
n , which in turn are defined by (12) as traces of the Hilbert spaces B
. But in case of Hilbert spaces, tr Γ in (12) is a retraction and there is a linear and bounded extension operator
where B is some (open) ball with Γ ⊂ B. We refer to Remark 2.10. Now it follows that the topology of D(X; H) can be reduced to the topology of C ∞ (B) or S(R n ). Recall that both C ∞ (B) and S(R n ) are nuclear locally convex spaces. We refer for details to [38, chapter 8] 
with 1 ≤ r < ∞, 1 r + 1 r = 1, can be used to interpret f ∈ L r (X) as a distribution f ∈ D (X; H). As for the logical background of such an identification we first remark that μ is a Radon measure. This follows from (81) and the respective assertion for H d Γ which may be found in [41, Corollary 3.6, p. 6] (but it is a well known standard assertion). Then it follows from the Riesz representation theorem as stated in [32, Theorem 6.6, p. 97] , that there is an one-to-one relation between f ∈ L r (X) and the complex Radon measure fμ ∈ D (X; H). This justifies as usual,
This inclusion can be extended to the continuous embeddings
s > 0. The first (dense) embedding is covered by Proposition 4.11, the last one by (100) and the middle one can be reduced to (11) , (12) . Recall that Z is the collection of all integers and N 0 is the collection of all nonnegative integers. ( (X; H) is the dual of a Banach space and hence also a Banach space. The second part of (103) is now a consequence of these observations and standard arguments of dual spaces of locally convex spaces of the above type.
Step 2. We prove (iii Step 3. We prove (ii). The case s > 0 is covered by Proposition 4.11. Let s < 0. By (101) and duality one gets
We claim that L p (X) is dense in B 
where the interpolation spaces are independent of s and even of the ε-charts H, hence 
The standard approach
The above approach to function spaces on d-spaces according to Definition 3.3 rests on two ingredients: An elaborated theory of corresponding spaces on compact dsets in R n as described in section 2 on the one hand and the possibility to transfer this theory via Euclidean charts according to Definition 3.8 to (abstract) d-spaces on the other hand. As a result one gets families of spaces B 
where in general X is a set, a quasi-metric and μ a (regular) Borel measure. Problems of type (106) attracted a lot of attention in the last decade and especially in very recent times. First we complement now corresponding comments and the literature given in Remark 3.5 by some more specific references dealing with function spaces.
Based on [28] , R. S. Strichartz developed in [37] a theory of Hölder-Zygmund, Besov and Sobolev spaces of higher order on the Sierpinski gasket and other post critical finite self-similar fractals. In general, these spaces are different from the trace spaces according to Definition 2.7 which we considered in detail in section 2. Since a long time it is well known that classical Besov spaces and (fractional) Sobolev spaces on R n are closely connected with Gauss-Weierstrass semi-groups, CauchyPoisson semi-groups and the underlying Bessel potentials and Riesz potentials. We refer to [38, sections 2.5.2, 2.5.3] for details and to [40, section 1.8.1] for a short description. There one finds also the necessary references. It is quite natural to ask for fractal counterparts. This works to some extent and under some restrictions (d-sets or Sierpinski gasket). Details and further references may be found in [24, 29, 52, 53] . As far as Sobolev spaces on metric spaces are concerned we refer for different approaches to [16, 30] .
After having complemented the literature given in Remark 3.5 we come now to the description of the most elaborated method to handle function spaces on quasimetric spaces, which we call the standard approach and which is not covered by the above references. We restrict ourselves to the simplest case and follow partly the presentation given in [46] . In particular we always assume that (X, , μ) is a dset according to Definition 3.3 (ii) , although what follows applies equally to general spaces of homogeneous type as introduced in Definition 3.3 (i) (after some technical modifications). We always assume that ε 0 has the same meaning as in Theorem 3.1 and we identify with¯ resulting in (60) with in place of¯ where 0 < ε ≤ ε 0 . Let L r (X) = L r (X, , μ), 1 ≤ r < ∞, and Lip ε (X), 0 < ε < ε 0 , be the same Banach spaces as above, normed by (95) and (87), respectively. Then Lip ε (X) is dense in L 2 (X). We refer to [9, 17] . Hence the dual pairing Lip ε (X), (Lip ε (X)) with (L 2 (X)) = L 2 (X),
as the usual identification makes sense. As for the logical background we refer to the discussion in Remark 4.12. It is well known that all spaces B s pq (R n ) and F s pq (R n ) (which will not be defined here in detail) can be characterized in terms of so-called local means within the dual pairing (S(R n ), S (R n )). One may consult [40, sections 1.8.4, 2.4.6, 2.5.3]. It is remarkable that there is a partial substitute under the above assumptions which goes back to [9] . We rely here on the modification according to [17] 
are the local means we are looking for. 
Riesz potentials
Let Γ = (Γ, n , H 
γ ∈ Γ, be Riesz potentials on Γ. These operators have been studied in detail in [52, 53] . It comes out, in particular, that I Γ κ is a positive self-adjoint compact operator in L 2 (Γ). Let
be the positive eigenvalues of I Γ κ repeated according to multiplicity and ordered by magnitude. Then
We refer for details and proofs to [52, Theorem 3.3, Corollary 3.4] and [53] . We
