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Summary. We give results on the L2-Betti numbers and Novikov-Shubin in- 
variants of compact manifolds, especially 3-manifolds. We first study the Betti 
numbers and Novikov-Shubin invariants of a chain complex of Hilbert mod- 
ules over a finite yon Neumann algebra. We establish inequalities among the 
Novikov-Shubin invariants of the terms in a short exact sequence of chain 
complexes. Our algebraic results, along with some analytic results on geometric 
3-manifolds, are used to compute the L2-Betti numbers of compact 3-manifolds 
which satisfy a weak form of the geometrization conjecture, and to compute 
or estimate their Novikov-Shubin invariants. 
0. Introduction 
The L2-Betti numbers of a smooth closed manifold M, introduced by Atiyah 
[1], are invariants of M which are defined in temas of the universal cover/~. 
Roughly speaking, if M is Riemannian then the p-th LZ-Betti number bp(M) 
measures the size of the space of harmonic L 2 p-forms on A4, relative 
to the action of the fundamental group n on /~r We give the precise def- 
inition later. The L2-Betti numbers are homotopy invariants of M (Dodziuk 
[12]), and can be extended to become F-bomotopy invariants of topological 
spaces upon which a countable group F acts (Cheeger and Gromov [10]). 
By means of a Laplace transform, there is an interpretation of the L 2- 
Betfi numbers in terms of the large-time asymptotics of heat flow on &r Let 
e - t~(x ,y)  be the Schwartz k~mel of the heat operator acting on L 2 p-forms 
on M. The von Neumann trace of the heat operator is given by 
trN(z) (e -tAT') = f t r  (e-t~'(x,x))dvol(x), 
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where o~ is a fundamental domain for the re-action o n / ~  and the trace on the 
right-hand-side is the ordinary trace on End(AP(Tx*M)). The L2-Betti numbers 
of M can be expressed by 
bp(M) = lim trN(~) e -tap . 
t ~ O O  
In many examples one finds that tru(~)(e -t~p) --bp(M) approaches zero 
with an exponential or power decay as t ~ oo. Novikov and Shubin [37] in- 
troduced invariants which quantify this phenomenon. If  there is an exponential 
decay, put "~p(M) = oo +. Otherwise, put 
' ~ p ( M )  ~- sup / tip: tru,~)(e -t~'~) -- bp(M) 
% 
is O(t -1~#2) as t --, oo/C[0,ec  ]. 
Roughly speaking, "~p(M) measures the thickness of the spectrum of Ap near 
0; the larger ~p(M), the thinner the spectrum near 0. Novikov and Shubin 
stated that these invariants are independent of the choice of Riemannian met- 
ric on M, and hence are smooth invariants of M. The first author showed that 
they are defined for all topological manifolds and depend only on the homeo- 
morphism type of M, and computed them in certain cases [24]. The Novikov- 
Shubin invariants are homotopy invariants (see Gromov and Shubin [18] and 
Theorems 2.6 and 5.7 of the present paper.) A combinatorial Novikov-Shubin 
invariant was defined by Efremov in [14] and shown to be the same as the 
analytically defined invariant, again under the assumption that M is closed. 
In this paper we give some results on the L2-Betti numbers and Novikov- 
Shubin invariants of compact manifolds (possibly with boundary), especially 
3-manifolds. Our interest in these invariants comes from our work on related 
L2-invariants, the L2-Reidemeister and analytic torsions [6, 24, 29, 31, 32]. 
In particular, one wishes to know that the Novikov-Shubin invariants of a 
manifold are all positive, in order for the L2-torsions to be defined. We make 
some remarks on the L2-torsions in Section 7. 
We define an invariant C~p(M) in terms of the boundary operator acting 
on p-chains on /14 (compare [18, 19]). The relationship with ~p(M) is that 
~pp(M) = min(o~p(M),~p+l(M)), where the left-hand-side is defined using p~ 
forms on M which satisfy absolute boundary conditions if M has boundary. Let 
us say that a prime 3-manifold is exceptional if it is closed and no finite cover 
of it is homotopy equivalent to a Haken, Seifert or hyperbolic 3-manifold. No 
exceptional prime 3-manifolds are known, and standard conjectures (Thurston 
geometrization conjecture, Waldhausen conjecture) imply that there are none. 
The main results of this paper are given in the following theorem: 
Theorem 0.1. Let M be the connected sum Mlg...gMr of (compact corn 
nected orientable) nonexceptional prime 3-manifolds Mj. Assume that ~zl (M ) 
is infinite. Then 
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1. a. The L2-Betti numbers o f  M are given by: 
bo(M) = 0 
bl(M) = ( r -  1 ) -  x(M) + ] {C C ~o(~M)s. t .C ~ S 2} I 
b 2 ( m )  = ( r  - 1 )  - 
l 
s=l I~I(Mj) I + [ { C  ~ ~o(OM)s.t .C ~ S  2} I 
b3(M) = 0. 
b. Equivalently, i f  Z(~I(M)) denotes the rational-valued group Euler 
characteristic then b l (M)  = -X(~I(M))  and b2(M) = z (M)  - ZOzl(M)). 
c. In particular, M has trivial L2-cohomology (ff M is homotopy equiva- 
lent to Rp3~IRP 3 or a prime 3-manifold with infinite fundamental group whose 
boundary is empty or a union o f  tori 
2. Let the Poincarb associate P ( M )  be the connected sum o f  the M / s  
which are not 3-disks or homotopy 3-spheres. Then O:p(P(M)) = ~p(M) ]'or 
p < 2. We have ~ l ( M ) =  ~ +  except for  theJ'ollowin9 cases: 
(a) ~I(M) = 1 i f  P ( M )  is S 1 x D 2, S 1 x S 2 or homotopy equivalent to 
RP 3 ~Rp 3. 
(b) ~l(M) = 2 if  P ( M )  is T 2 x I or a twisted I-bundle over the Klein 
bottle K. 
(c) cq(M) = 3 i f  P ( M )  is a closed R3-manifold. 
(d) e l ( M ) =  4 i f  P ( M )  is a closed Nil-manifold. 
(e) ~ j (M)  = oe i f  P ( M )  is a closed Sol-manifold. 
3. ~2(M) > O. 
4. I f  M is a closed hyperbolic 3-manifold then e2(M) = 1. I f  M is' a 
closed Seifert 3-manifold then ~2(M) is given in terms o f  the Euler class e 
o[" the bundle and the Euler characteristic 7~ o f  the base orbifold by: 
Z > 0  X = 0  Z < 0  
e = 0 ]  oo + 3 1 
e r  oc + 2 1 
(I 'M is' a Seifert 3-manifold with boundary then ct2(M) is c~ + i f  M = S 1 • 
D z, 2 i f M  is T 2 x I or a twisted I-bundle over K, and 1 otherwise. I f M  is 
a closed Sol-manifold then ~2(M) ~ 1. 
5. I f  ~M contains an incompressible torus then ct2(M) < 2. I f  one o f  the 
Mj's is closed with infinite fundamental group and does not admit an R 3, 
~.2 x R or Sol-structure, then c~2(M) < 2. 
6. I f  M is' closed then ct3(M) = el(M). I f  M is not closed then c~3(M) = 
~+. [] 
Let us briefly indicate how we prove that ez(M) is positive. The important 
case is when M is an irreducible Haken 3-manifold with infinite fundamental 
group whose boundary is empty or consists of incompressible tori; the gen- 
eral case follows by further arguments. The Jaco-Shalen-Johannson splitting 
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of M, together with the work of Thurston, gives a family of embedded in- 
compressible tori which cut the manifold into pieces that are either Seifert 
manifolds or whose interiors admit complete finite-volume hyperbolic metrics. 
The ~2-invariants of the Seifert pieces can be computed explicitly. By analytic 
means we derive a lower bound for the ~2-invariants of the (compact) hyper- 
bolic pieces. We then face the problem of understanding what happens to the 
Novikov-Shubin invariants when one glues along incompressible tori. This is 
done algebraically by means of inequalities among the Novikov-Shubin invari- 
ants of the terms in a short exact sequence. 
A description of the contents of the paper is as follows. The natural alge- 
braic setting for our work is that of Hilbert ,4-modules, where ~ '  is a finite 
von Neumann algebra. In Section 1 we define the Betti numbers and Novikov- 
Shubin invariants of a (left-Fredholm) morphism of Hilbert d-modules, and 
derive some useful inequalities on the Novikov-Shubin invariants. In Section 2 
we define the Betti numbers and Novikov-Shubin invariants of a Fredholm 
Hilbert d-chain  complex. If one has a short exact sequence of Fredholm 
Hilbert ~r complexes then there is an induced long weakly exact ho- 
mology sequence, with which one can relate the Betti numbers of the chain 
complexes (Cheeger and Gromov [9]). We show that in Theorem 2.3 that 
the Novikov-Shubin invariants of the chain complexes are related by certain 
inequalities. 
In Section 3 we specialize to the case of manifolds, in which ~ '  is the 
group von Neumann algebra N0z ) of the fundamental group n. Proposition 
3.2 gives the relations on the L2-Betti numbers and Novikov-Shubin invariants 
due to Poincar6 duality, and Proposition 3.7 computes the LZ-Betti numbers 
and Novikov-Shubin invariants of connected sums. In Theorem 3.8 we show 
that if M admits a homotopically nontrivial SI-action then the L2-Betti num- 
bers vanish and the Novikov-Shubin invariants are bounded below by 1. In 
Corollary 3.4 we show that the Novikov-Shubin invariants of closed manifolds 
of dimension less than or equal to 4 depend only on the fundamental group. 
In Section 4 we compute the L2-Betti numbers and Novikov-Shubin invariants 
of Seifert 3-manifolds (Theorems 4.1 and 4.4). 
Section 5 first extends the results of [12, 14] on the equality of combinato- 
rial and analytic L2-topological invariants from the case of closed manifolds to 
that of manifolds with boundary. We then consider the Novikov-Shubin invari- 
ants of a compact 3-manifold M whose interior admits a complete finite-volume 
hyperbolic structure. If M is closed, the Novikov-Shubin invariants were com- 
puted in [24]. If M is not closed then we use a Mayer-Vietoris construction il~ 
the analytic setting, along with Theorem 2.3, to derive needed inequalities on 
the Novikov-Shubin invariants of the compact manifold, defined with absolut,:- 
boundary conditions. 
Theorem 0.1 is proven in Section 6. Section 7 has some remarks and give', 
some conjectures that are supported by the results of this paper. To understand 
the statements of Sections 3-7, it suffices to understand Definitions 1.3, 1.8 and 
2.1. 
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1. L2-Betti numbers and Novikov-Shubin invariants of morphisms of 
Hilbert ~/-modules 
In this section we introduce the L2-Betti numbers and Novikov-Shubin invari- 
ants of morphisms of Hilbert .~r over a finite yon Neumann algebra 
,~. We study their behaviour under composition. For background material on 
finite yon Neumann algebras and their Hilbert modules, we refer to [1, 8, 11, 
311, 
Let ~ '  be a yon Neumann algebra with finite faithful normal trace tr.4. 
Let 12(,~r denote the Hilbert completion of ~r with respect to the inner prod- 
uct given by tr4(a*b) for a,b E d .  A Hilbert ~-module is a Hilbert space 
V with a continuous left d - m o d u l e  structure such that there is an isomet- 
ric ~4-embedding of V into 12(o4)| H for some Hilbert space H. A mor- 
phism f : U ~ V of Hilbert d -modu les  is a bounded operator from U to 
V which commutes with multiplication by ,~1. A morphism f : U --, V is a 
weak isomorphism if  its kernel is trivial and its image is dense. A sequence 
0 -~ U j V ~q W --~ 0 of Hilbert zZ-modules is weakly exact i f j  is injective, 
clos(im(j)) = ker(q) and q has dense image. 
A Hilbert ~r V is finitely generated if for some positive integer 
n, there is a surjective morphism q~n 112(,~ ) ~ V. The dimension dim~c(V) 
of a finitely generated Hilbert ~4-module is the trace of any projection 
pr:| 112(~4)~ q)n=ll2(,~ ) whose image is isometrically ~4-isomorphic to 
V. The notion of dimension can be extended to arbitrary Hilbert o4-modules 
if one allows dim.~r to take value in [0, e~]. 
A morphism f : U --- V has a polar decomposition f = i]f] as a product 
of morphisms. Here I f  I:  U --+ U is a positive operator given by If l  = fx / - f~  
and i : U --~ V is a partial isometry which restricts to an isometry between 
ker(f)  • and clos( im(f)) .  In particular, if f is a weak isomorphism then i is 
unitary, and so dim,4(U) = dim~(V).  
The von Neumann algebras of interest to us arise from a countable discrete 
group ft. The group yon Neumann algebra JV'(Tr) is defined to be the algebra 
of bounded operators on /2(re) which commute with right multiplication by ft. 
Letting e denote the identity element of re, the trace on JV(n) is given by 
tr ~-(~)(f) = ( f ( e ) , e ) ,  Then 12(jV'(rc)) is the same as /2(~). 
Lemma 1.1. 1. dim.~e(U) = 0 i f  and only i f  U = O. 
2. I f  U c V then d i m ~ ( U )  < dim~(V).  
3. I f  U1 D U2 D ... is a nested sequence o f  Hilbert ~r o f  U 
with dim~/U1 < ~ then 
dim~ ( N  Un)n=l  =nli~rrl~dim'~'(Un)" 
~. I f  0 ~ U ~ V q W ~ 0 is weakly exact then 
d im~(V)  = d i m ~ ( U )  + dim ~t(W). 
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Proof The first three assertions follow from the assumption that tr.~r is a faith- 
ful normal trace. For the last assertion, we have canonical weak isomorphisms 
U ~ ker(q) and ker(q) • --* W. As V = ker(q) | ker(q) J-, the assertion fol- 
lows. [] 
Let f : U ~ V be a morphism of Hilbert ~r Let {E f" f 2 E R} 2 : 
denote the (right-continuous) family of spectral projections of the positive op- 
erator f * f .  In what follows, Ixl will denote the norm of an element in a 
Hilbert ~4-module and II f II will denote an operator norm. 
Lemma 1.2. For 2 > O, if x E U is such that E)!,* t (x) = 0 and x ~ 0 then 
I f (x ) [  > 2. Ix[. I fEf2*/(x)=x then I f (x ) [  < 2. Ixl. 
Proof From the definition of the spectral family, we have 
(f* f(x),x)  = 7 2 d(Ef*f (x),x). 
0 
Since ( f*f(x) ,x)  = I f ( x ) [  2, the claim follows. [] 
Definition 1.3. Define the spectral density function F : [0, cx~) ~ [0, oe] of f 
by 
F( f ,  2)=dim4(im(ES2*f)) .  
We say that f is left-Fredholm if there is a 2 > 0 such that F(f ,  2) < ee. 
[] 
(To see the relationship with the usual  notion of Fredholmness, suppose 
that d = C. Then f is Fredholm if and only if f and f *  are left-Fredholm, 
and f is semi-Fredholm if and only if f or f *  is left-Fredholm [3].) 
Lemma 1.4. Let f : U ~ V be a left-Fredholm weak isomorphism. Let L C 
V be a Hilbert d-submodule. Then f restricts to a weak isomorphism from 
f - l ( L )  to L. 
Proof From the polar decomposition of  f ,  we may assume that U = V and 
f is positive. Clearly the restriction of f to f - l ( L )  is 1-1, and it is enough to 
show that f ( f - l ( L ) )  is dense in L. Now L has an orthogonal decomposition 
of the form L -- c l o s ( f ( f  -1 (L) ) ) |  M, where M is an ~4-submodule of L. As 
f ( f - I ( M ) )  C M and f ( f - l ( M ) )  C f ( f - l ( L ) ) ,  it follows that f ( f - l ( M ) )  --: 
0. Thus M n i m ( f ) =  0. If we can show that d i m ~ M  = 0 then Lemma 1.1 
will imply that M = 0, and we will be done. For 2 > 0, consider the map 
~ : M ~ ES(U) given by rc)~(m) = Ef(m). If m E ker(rc,0 then the spectral 
theorem shows that m E im( f ) .  Thus ker(rc;~) = 0, and Lemma 1.1 implies thal 
d i m ~ M  < d i m ~ ( E f ( U ) ) .  As f is 1-1 and left-Fredholm, Lemma 1.1 implie .~: 
that lim;.~0+ dim~(Ef(U)) = 0. Thus dim~cM = 0. [] 
Let L~a(f, 2) denote the set of  all Hilhert ~-submodules  L of U with the 
property that i f x  E L then ] f (x ) l  < 2. Ix t. 
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Lemma 1.5. F ( f , 2 )  = sup{d ime(L)  : L E ~ ( f , 2 ) } .  
Proof From Lemma 1.2, the image of E f ' J  belongs to 5( ' ( f ,2) .  Hence 
F ( f , 2 )  < sup{d im4(L)  : L E ~ ( f , 2 ) } ,  
and it remains to show that for all L E L~a(f, 2), dim~z(L) < d i m r  
Lemma 1.2 implies that ker(Ef~*J~ IL) is trivial. Hence E)~ "f~, induces a weak 
isomorphism from L to clos(Ef~*J(L)), and the claim follows from Lemma 1.1. 
[] 
Lemma 1.6. Let f : U --~ V and g : V --~ W be morphisms of  Hilbert ,4- 
modules. Then 
1. F ( f ,  2) N F(g f ,  [] g II '~)- 
2. F(g, 2) < F(g f ,  II f II .;t) i f  f is left-Fredholm and has dense image. 
3. F (g f ,  2) < F(g, Al -r)+ F ( f ,  2r) for all r E (0, 1). 
Proof 1. Consider L E A~ 2). For all x E L, I g f (x)[  < ]lgl[ 9 I f ( x ) l  < 
]lgtl .2. Ixl . This implies that L E L,~ IIgll-2),  and the claim follows. 
2. Consider L E 5e(g,2).  For all x E f - l ( L ) ,  we have [gf(x)l  < )~. 
I f (x)[  =< 2. II f ]l " I x I, implying f - l ( L )  E 5((gf ,  [[ f ]l -2). Hence it remains 
to show d i m r  < d i m 4 ( f - l ( L ) ) .  Let p : U ---, U / k e r f  be projection and 
let f :  U/ker(f)--~ V be the map induced by f .  Clearly f is also left- 
Fredholm. Since p is surjective and f is a weak isomorphism, Lemmas 1.1 
and 1.4 imply that dim~, ( f - l ( L ) )  > d i m . ~ / ( p ( f - l ( L ) ) )  = d i m 4 ( f - t ( L ) )  = 
dim~(L) 
3. Consider L E Ac'(gf,2).  Let Lo be the kernel of Ef~flL. 
We have a weakly exact sequence 0 -~ Lo ~ L ~ clos(E~,T J (L ) -~ O. From 
Lemma 1.2, we have that I f ( x ) ]  > 2 r- Ix I for all nonzero x ELo. In par- 
ticular, flL0 : L0 ~ c los( f (L0))  is a weak isomorphism, and so Lemma 1.1 
implies that d imr  = d im~ (c los(f (Lo))) .  For x E Lo, we have 
Ig f (x ) l  < ,~. Ixl < ,l 2 _ r .  :-7" I f ( x ) l  = [ f ( x ) [ .  
1-lence c l o s ( f ( L o ) ) E  L/~(g,21-r). This shows that dim~(Lo)-<_ F (g ,21 - r ) .  
From Lemma 1.1, d im~/ ( c lo s (E~ / (L) ) )  ~ dim u(im(Ef2~f)) = F ( f , , ~ )  and 
dim.~,(L) = d im~(Lo)4-d im.~c(c los (EyJ(L) ) ) .  This implies that d im~(L)  __< 
:"(g, 2~-r) 4- F ( f  , 2r). [] 
Oefinition 1.7. We say that a function F : [0, cxD) ~ [0, cx~] is a density func- 
/ion if  F is monotone non-decreasing and right-continuous. If  F and G are 
two density functions, we write F _ G if  there are C > 0 and ~ > 0 such 
that F ( 2 )  < G(C.  2) holds for all 2 E [0,e]. As in [18, 37], we say that F 
and G are dilatationally equivalent (in signs F ~- G) if  F _~ G and G ___ F .  
We say that F is Fredholm if  there is a 2 > 0 such that F ( 2 )  < cx~. [] 
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Of  course, the spectral density function F(f ,  2) is a density function, and 
i f  f is left-Fredholm then F ( f , 2 )  is a Fredholm density function. 
Definition 1.8. Let F be a Fredholm density function. The Betti number of F 
is 
b(F) = F(O). 
Its Novikov-Shubin invariant is 
c~(F) = l i m i n f  l n ( F ( 2 )  - b(F)) E [0,c~], 
;~0+ ln(2)  
provided that F()~) > b(F) holds for all 2 > 0. Otherwise, we put c~(F) = ~ + .  
I f  f is a left-Fredholm morphism of  Hilbert d - m o d u l e s ,  we write b( f )  = 
b(F(f ,  2))  and c~(f) = ~(F(f, 2)).  [] 
Here oo + is a new formal symbol which should not be confused with o~. We 
have ~ (F )  = o~ + i f  and only i f  there is an e > 0 such that F()~) = b(F) for 
2 < e. We note that any non-negative real number, cx~ or oo + can occur as 
the value of  the Novikov-Shubin invariant of  a spectral density function. We 
make the following conventions: 
Convent ion 1.9. The ordering on [0,cx~] tO {oo +} is given by the standard or- 
dering on R along with r < ~ < cxD + for all r E R. For all ~,fl E [0, oe] U 
{oo + } we define 
1 1 
Given ~,fl E [0,cx~] U {cxD+}, we give meaning to 7 in the expression 
1 1. 1 + - 
as follows: I f  cr fl E R, let 7 be the real number  for which this arithmetic 
expression of  real numbers  is true. If  ~t E R and fl E {c~,oe+},  put 7 to be ~. 
I f f l  E R and cr E {oo, c~+}, put 7 to be ft. I f g  and fl belong to {oo, cxD +} and 
are not both cxD +, put 7 = cxz. I f  both ct and fl are cxz +, put 7 = c~+. Given 
r E (0, co)  and g E [0,cx~), we define r~ E [0,c~) to be the ordinary product 
of  real numbers,  and we put r ~  = cx~ and rc~ + = cx~ +. For example, 
1 1 1 1 1 1 1 1 1 1 1 1 + - , + - , + , + . . . . .  
7I" 7I" OO + ~ 1I" O~3 OO + (30  OO + 0<3 + OG + ' 
1 <  1 + 1  1 1 t 1 1 
cr c~ ~ + ~ r  and -ct < --+cx~ ~ + - - r 1 7 6  
Here are the basic properties of  these invariants. 
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Lemma 1.10. Let F and G be density functions and f : U --* V be a mor- 
phism o f  ~4-Hilbert modules. Assume that G is Fredholm. Then: 
1. I f  F ~ G then F is Fredholm and b(F) <_ b(G). 
2. I f  F -< G and b(F) = b(G) then ~(F) > c~(G). 
3. I f  F ~_ G then b(F) = b(G) and o~(F) = o~(G). 
4. c~(G(2r)) = r .  ~(G(2)) for  r E (0, oo). 
5. ~(G) = ~(G - b(G)). 
6. I f  f is left-Fredholm then b ( f )  = d i m . ~ ( k e r ( f * f ) ) =  dim~,(ker(f)) .  
7. I f  f is zero and d i m 4 U  < oo then f is left-Fredholm and o~(f) = 0o% 
8. An endomorphism f : U --* U is an isomorphism i f  and only i f  f is 
left-Fredholm, b ( f )  = 0 and c~(f) = oc +. 
9. Assume that i : U I --~ U is injective with closed image and p : V ~ V' 
is surjective with finite-dimensional kernel. Then f is left-Fredholm i f  and 
only i o f o p is left-Fredholm, and in this case ~(i o f o p)  = ~( f ) .  
10. I f F  and G are Fredholm then ~(F + G) = min {~(F),~(G)}. [] 
Proof  The assertions 1. to 5. follow directly from the definitions. 
6. By definition, b ( f )  is the von Neumann dimension of im(E f - f )  = 
k e r ( f * f ) .  As I f ( x ) [ 2 =  ( f * f ( x ) , x ) ,  f and f * f  have the same kernel. 
7. If f is zero then F ( f ,  2) = dim~r U for all nonnegative )~. 
8. If f is an isomorphism then the spectrum of f * f  is bounded below 
by a positive number, and so F ( f ,  2) vanishes for small nonnegative 2. Con- 
versely, suppose that f is left-Fredholm, b ( f )  = 0 and c~(f) = oc +. Then the 
spectrum of f * f  is contained in [a, b] for some positive real numbers a < b, 
and an inverse of f * f  is given by fb  a ,~-ldE~*f. An inverse of f is given by 
( f . f ) - l f . .  
9. By the open mapping theorem, there is a positive constant C such that 
for all x, 
C -l" hxl < [i(x)[ < C. Ix l .  
Hence F ( f o  p ,2 )  and F(i  o f  o p, 2) are dilatationally equivalent. Asser- 
tion 3.) implies that i o f o p is left-Fredholm if and only if f o p is left- 
Fredholm, and then ~(i o f o p) = ~ ( f  o p). We may write p as the composi- 
tion j o pr of an isomorphism j and a projection pr. Now one easily checks that 
F ( f o j , , ~ )  and F ( f ,  2) are dilatationally equivalent, and that for all 2 > 0, 
we have F ( f  o j , 2 )  + dim~c(ker(pr)) = F ( f  o p,2) .  Then assertions 3.) and 
5.) prove the claim. 
10. As b(F + G ) =  b ( F ) +  b(G), by assertion 5.) we may assume with- 
out loss of generality that b(F) = b(G) = b(F + G) = 0. As F, G =< F + G, 
assertion 2.) implies that c~(F + G) < min{~(F) ,~(G)}.  To verify the reverse 
inequality, we may assume without loss of generality that ~(F)  < ~(G). The 
cases ~(F)  = 0 and c~(F) = oo + are trivial, and so we assume that 0 < ~(F)  < 
oc. Consider any real number ~ satisfying 0 < ~ < ~(F). Then there exists 
a constant K > 0 such that for small positive 2 we have F(2) ,  G(2) < / s  ~, 
and so F ( 2 ) +  G(2) < 2K .  ~ ,  implying that ~ < ~(F + G). The assertion 
follows. [] 
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Lemma 1.11. Let f : U --* V and g : V --~ W be morphisms o f  Hilbert ~r 
modules. 
1. I f  g f  is left-Fredholm then f is left-Fredholm, I f  in addition ker(g)N 
i ra ( f )  = {0} then 
~ ( f )  >= or(g f ) .  
2. Suppose that f is left-Fredholm and has dense image. I f  g f  is left- 
Fredholm then g is left-Fredholm and 
c~(g) >= a(gf ) .  
3. Suppose that f and g are left-Fredholm Then g f  is left-Fredholm. I f  
in addition ker(g) C c los( im(f ) )  then 
1 1 1 - -  < -f- 
~(gf) = ~ ( f )  a(g)" 
Proof 1. The Fredholmness claim follows from Lemma 1.6. If in addition 
ker(g ) n i m ( f )  = {0} then ke r (g f )  = ke r ( f )  and hence b ( g f )  = b( f ) .  Now 
the assertion follows from Lemma 1.6 and Lemma 1.10.2. 
2. and 3. The Fredholmness claims follow from Lemma 1.6. We can factorize 
f as a product of a projection p : U ~ U / k e r ( f )  and an injective morphism 
f : U / k e r ( f )  --~ V. From Lemma 1.10.9, c~(f) = ~ ( f )  and c~(9f) = ~(gf) ,  so 
we may assume without loss of generality that f is injective. Then f induces 
an injection ker (g f )  --~ ker(g), and Lemma 1.1 gives that b(g f )  < b(g). 
If f has dense image then Lemma 1.6 gives F(g, 2 ) - b ( g )  < 
F ( g f , [ I f ]  [ . 4 ) -  b (gf ) .  Assertion 2.) now follows from Lemma 1.10.2. For 
assertion 3.), by assumption ker(g) C clos( im(f)) .  As f : U --~ c los( im(f) )  is 
assumed to be a weak isomorphism, Lemma 1.4 implies that b ( g f )  = b(g) = 
b ( f )  + b(g). From Lemma 1.6, if 0 < r < 1 then 
F ( g f  ,2) - b ( g f )  < F ( f  ,2 r) - b ( f )  + F(g,2 l - r )  - b(g). 
Parts 2, 4, 5 and 10 of Lemma 1.10 give a ( g f )  >= rain { r .  a ( f ) , ( 1  - r ) .  ~(g)}. 
Taking inverses gives 
{ 1 1 } 1 < max 
cf fgf)  = r . a ( f ) ' ( 1 - r ) . ~ ( g )  
We only need to consider the case ~(f),c~(g ) E (0,c~), the other cases being 
now trivial. Since ~ (resp. l ) is a strictly monotonically decreasing 
(resp. increasing) function in r, the maximum on the right side, viewed as 
a function of r, obtains its minimum precisely when the two functions of r 
have the same value. One easily checks that this is the case if and only if" 
~(o) and the claim follows. [] r = a(f)+a(#)' 
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Lemma 1.12. Let ~ : UI -~ VI, ~ : U 2 ----+ V 1 and ~ : U2 -+ V2 be morphisms 
of Hilbert d-modules. Then 
1(~o ~ . ~ ) is left-Fredholm if  and only if c~ and ~ are left-Fredholm. In 
this case, 
o 
41 = rain {ct(q~),~(~)}. 
2. Suppose that dpis invertible. Then ( ~ ~ ) is ,eft-Fredholm if and 
only ~. is left-Fredholm. In this case, ~t( ~0 ~ ) = off 4). 
3. ,s + a,,<, ~. ,,re ,<i,-'e~',o,m ,,,e,, (+0 ~ ) ,s ,eS,-",'e<",o,~ ' i  
4 . ( 0  ~ {),.,',eJ;-,~re<,,,o,mo,,<,~is#,,ec,,,,,,,,,,,,,<,,<,<,,>=~(~ {) 
If in addition ~ is left-Fredholm then ~ < 1 1 . = ~ + ~(~). 
5. ' f  ( ~o ~ ) is left-Fredholm and dp has dense image then ~ is left- 
Fredholm and 
= = ~ ( c b )  + c , (~)"  
6. Suppose that 4~ is left-Fredholm and clos(im(q~)) • is .finite-dimen- 
sional. Then (a* is lefi-Fredholm, F(qb, 2 ) -  b((a) = F ( ~ * , 2 ) -  b(qa*) and 
Proof. l. follows from Lemma 1.lO.lO.,usingF((o~ O) ,2) = F(d?,2) + F({,)o). 
2. ApplyLemmal.10.9andassert ionl .) to(0~ ) , { ) = ( 0  ~ 04).(10 q~;IT) . 
In what follows, we write ( 0  ~ 7){ = o f ,  where g =  (10 ~ ) a n d  f =  
(0 ~ 7)~rom asse~ion 2,. g is ,oft+re~o,m if an~ on,y i f~ i s  ,e~- 
Fredholm, and in this case 0~(g) = r 
3. If ~b and { are left-Fredholm then Lemma 1.10.8 and assertion 1.) imply 
tha tgandfare le f t -Fredholm.  Then Lemma l.ll .3 implies that (0~ ~) is 
left-Fredholm. If (~ ~) is left-Fredholm then Lemma 1.11.1 implies that f 
is lefl-Fredholm, and hence ~b is lefl-Fredholm. 
4. If { is injective then g is injective. The first inequality now follows from 
Lemma 1.1 1.1. If { is lefl-Fredholm then g is lefl-Fredholm and the second 
inequality follows from Lemma 1.1 1.3. 
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5. If  r has dense image then f has dense image and Lemma 1.t 1.2 implies 
that g is left-Fredholm. Hence r is left-Fredholm, and the first inequality fol- 
lows from Lemma 1.11.2. The second inequality follows from Lemma 1.11.3. 
6. Write q5 as the composition U ~P U / k e r ( r  clos(im(r V, where 
p is projection, i is inclusion and r is a weak isomorphism. Then r  
p* o~* oi*. Lemma 1.10.9 shows that r is left-Fredholm if and only i f r  
is left-Fredholm, and one can check that F(q~,2)-  b(~b) = F(~,2).  As i* has 
finite-dimensional kernel, a similiar statement holds for r and r Hence 
we may assume that 4) is a weak isomorphism. As qS((0*~b)= (~b4~*)q5 and 
qS*(~bqS*) -- (~b*r162 r and 4" induce injective motphisms (~ : im(E r162 
im(E 60.) and r  i m ( E y ) ~  im(Er162 Using Lemma 1.1, we have that 
F ( r  = F(r It follows that r is left-Fredholm. [] 
2. LZ-Betti numbers and Novikov-Shubin invariants of Hilbert ,~r 
complexes 
In this section we introduce and study the L2-Betti numbers and Novikov- 
Shubin invariants of chain complexes, and investigate their behaviour with 
respect to exact sequences and homotopy equivalences. 
A Hilbert ~4-chain complex C is a chain complex of Hilbert d-modules 
whose differentials are morphisms of such modules, i.e. the differentials are 
bounded operators compatible with the d-action. It is said to be finite if C,, 
is a finitely generated Hilbert ~r for all integers n and is zero for 
all but a finite number of integers n. Letting Cp : Cp --~ Cp_l denote the p- 
th differential of C, the p-th homology group of C is defined by Hp(C)= 
ker(cp)/clos(im(cp+l)). Note that we have to quotient by the closure of the 
image of Cp+l if we want to ensure that Hp(C) is a Hilbert space. We say 
that C is weakly exact if its homology groups Hp(C) vanish. We say that C 
is exact if ker (cp)= im(cp+t) for all p. 
Definition 2.1. Let C be a Hilbert d-chain complex with p-th differen. 
tial Cp. We say that C is Fredholm at p if the induced morphism ~pp: 
Cp/clos(im(cp+l))--~ Cp-i is left-Fredholm. We say that C is Fredholm if 
C is Fredholm at p for all p. Suppose that C is Fredholm at p. Its p-th 
Betti-number is 
bp( C) = dim~c(Hp( C) ). 
Its p-th Novikov-Shubin invariant is 
Otp(C) = o~(Cp). 
Put 
~p(C) = rain {c~(Cp+l ), ~(Cp)}. [] 
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Note that if C is Fredholm at p then Hp(C) -= ker(~pp) is finite-dimensional. 
The Fredholmness condition on C is automatically satisfied if C is finite. This 
will be the case when one deals with the cellular chain complex of a manifold. 
When one deals with differential forms on a manifold, the Fredholmness is not 
automatic and requires some extra analysis. The invariant ~p(C) corresponds 
to the notion of Novikov-Shubin invariants as introduced in [37]. However, it 
turns out to be easier and more efficient to deal with the numbers C~p(C). 
We begin by recalling the long homology sequence associated to an exact 
J q sequence of Hilbert ,~r complexes 0 ~ C ~ D ~ E --~ 0. There is a 
sequence 
... 6p,___+ Hp(C) H~) Hp(D) H~) Hp(E) ----+ '~,' Hp- l (C)  HPS~'(J) ... 
where the boundary operator 3p:Hp(E)---+ Hp-I (C)  is defined as follows: 
Let x C ker(ep) be a representative of [x] in Hp(E). Choose y E Dp so that 
qp(y) -- x, and z E ker(cp_l ) so that jp - l (Z)  = dp(y). Then 6p([X]) is defined 
to be the class [z] E Hp-I(C).  Note that the homology sequence is always 
defined, but is generally not weakly exact if one makes no Fredholmness as- 
sumptions. The next theorem follows from inspecting the proof of [Theorem 
2.1]. 
Theorem 2.2. 1. The lon9 homology sequence is' weakly exact at Hp(E) i f  C 
is Fredholm at p. 
2. The Ion 9 homology sequence is weakly exact at Hp(C) i f  D is Fredholm 
at p + l .  
3. The long homology sequence is weakly exact at Hp(D) i f  E is Fredholm 
at p + l .  [] 
The next theorem is the main result of this section. We mention that one 
can give examples to show that the inequalities below are sharp. 
Theorem 2.3. (Additivity inequalities for the Novikov-Shubin invariants). 
Let 0 --~ C j D q E ~ 0 be an exact sequence o f  Hilbert ~4-chain com- 
plexes. Let 6p : Hp(E)--* Hp_l(C) be the boundary operator in the lon 9 
weakly exact homology sequence. 
1. Suppose that C and E are Fredholm at p. Then D is Fredholm at p, 
6p is Fredholm and 
1 1 1 1 - - < - - +  + - -  
O~p(O) = ~p(C)  ~ ~X(~p)" 
2. Suppose that C is Fredholm at p - 1 and D is Fredholm at p. Then 
:~ is Fredholm at p, H p - l ( j )  is Fredholm and 
1 1 1 1 - - < - - +  + 
o~p(E) = CXp_l(C ) ~ offHp_l(jl)" 
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3. Suppose that D is Fredhohn at p and E is Fredholm at p + 1. Then 
C is Fredholm at p, Hp(q) is Fredholm and 
1 1 1 1 - - <  + -~ 
~p(C) = O~p(D) ~p+l(E) o~(Hp(q))" 
Proof 1. The exact sequence 0--~ C ~ D ~ E ~ 0 induces the following 
commutative diagram with exact rows, where ~pp, dp and ~p are canonical 
homomorphisms induced from qp, dp and ep, and i is inclusion: 
0 ~ ker~pp J~ Dp/clos(im(dp+l)) ~L Ep/ker(ep) --~ 0 
jp--I  qp--I 
0 ~ Cp-1 ~ Dp-1 ---+ Ep_ 1 ---+ O. 
To define •p in the above diagram, let x E ker(epqp) represent Ix] E ker(~p). 
Then dp(x) ~ - jp - l (Y )  for a unique y E Cp-z. We put #p([x]) = y. (In fact, 
y E ker(cp_ l ).) 
Suppose for a moment that we already know that 0p is left-Fredholm. From 
Lemma 1.10.9, ~p is left-Fredholm and C~p(Fpp)= ~p(E). Lemma 1.12.3 implies 
that dp is left-Fredholm and hence D is Fredholm at p. As ~pp is injective, 
Lemma 1.12.4 gives that 
1 1 1 - - <  + 
O:p(D) = o~(Op) O~p(E)" 
Hence it remains to show that ~3p and 6p are left-Fredholm and that 
1 1 1 - - < - - +  
~(Op) = ~p(C) ~(ap)' 
We construct a sequence which we will show to be weakly exact: 
_ A 
Cp ~ ker(~p) L~ Hp(E) ~ O. 
The map jp  is induced from jp in the obvious way. To define qp, consider 
an x E Dp whose class Ix] E Dp/clos(im(dp+l)) lies in ker(~p). Then qp(x) 
is in the kernel of ep and determines a class [qp(X)] in Hp(E). Define ~pp([X]! 
to be [qp(X)]. One easily checks that ~p Ojp is zero and ~p is surjective. W~: 
will show that ker(~p) is contained in clos(im(jT)). Consider Ix] E ker(~,) 
with representative x E Op. Since [qp(X)] E Hp(E) is zero, there is a sequencc' 
Yn E Ep+l such that in Ep: 
ntim ( q p ( x ) -  ep+,(y,)) = O. 
U oo As qp+l is surjective, there is a sequence { ,}n=l in De+l such that y,~ : 
qp+l(u,). Thus 
lim qp (x - dp+l(u~)) = O. " 
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We write x - d p+l (Un) = jp(Wn) -}- rn, where wn E C p and rn E im( jp)  • Then 
we obtain limn~oo qp(rn) = 0. As the restriction of qp to im( jp )  • is an iso- 
morphism, we conclude l i m n ~  r ,  = 0. Thus 
x = lim (jp(W,) + d p + , ( u , ) ) ,  
n~or 
and hence in Dp/clos(im(dp+l)) 
[x] = lim jp(Wn). 
n ~ ( x )  
This finishes the proof of weak exactness. 
Next, we construct a commutative diagram with exact rows 
A 
I i  0 --, ker(~pp) ker(~pp) ~ Hp(E) 
0 --~ clos(im(cp)) ~ ker(cp_j)  p r Hp_l (C)  
~ 0 
~ O. 
The maps il and i2 are the canonical inclusions and the map pr is the 
canonical projection. The map ~p is induced from C3p, and the fact that its 
range lies in clos(im(cp)) follows from the weak exactness of the preceding 
sequence. One easily verifies that the diagram commutes. The rows are clearly 
exact. 
Let jp  : Cp ~ ker(~pp) be the morphism with dense image induced from 
)~. One easily checks that t3~ o jp  -- Cp. As Cp is lefl-Fredholm by assumption, 
Lemma 1.11.1 shows that j--p is lefl-Fredholm. Lemma 1.11.2 implies that t3p 
is lefl-Fredholm and 
O~(ap) ~_ O~(Cp) = O~p(C). 
As Hp(E) is finite-dimensional, •p is left-Fredholm. Then from Lemma 1.12.3, 
?~t," is left-Fredholm. As ~pp has dense image, Lemma 1.12.5 implies 
1 1 1 - - < - - + - -  
~(Op) - ~(Op) o:(6p)" 
This finishes the proof of the first assertion of Theorem 2.3. 
2. Recall that in general [27, p. 213], the n-th differential of the mapping 
cylinder of a chain map g : C --~ D is defined by ( 00) 
- i d  c n 0 : C n _ l ( ~ C n ( ~ O n - - - + C n _ 2 ~ l ~ C n _ l O D n _ l  . 
an--I 0 dn 
There is a canonical map i : C  ~ cyl(g ) and cone(g) is defined to be the 
c~kernel of i. That is, the n-th differential of  cone(g) is 
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We define cone(C) to be the mapping cone of the identity map on C, and the 
suspension ZC to be the mapping cone of the 0-map on C, i.e. (ZC)n = C,-I .  
In our case there is a canonical exact sequence 0---~D ~ cyl(q) 
cone(q) --~ 0 and chain homotopy equivalences E --~ cyl(q) and S C  ~ cone(q). 
We will show later that the numbers ~(Cp) are homotopy invariants. So we may 
assume the existence of an exact sequence 0 --~ D ~ E --+ S C  ~ O. Moreover, 
the connecting map from Hp(ZC)  to Hp_I(D)  agrees under these identifica- 
tions with the map H p - l ( j )  : Hp_I (C)  ---+ Hp_t(D) .  The claim now follows 
from assertion 1.). 
3. Repeat the argument in the proof of assertion 2.), yielding a short exact 
sequence 0 ~ E ~ XC --* XD --* O. [] 
The dual chain complex C* is the cochain complex with the same chain 
modules as C and the adjoints of the differentials of C as codifferentials. The 
definitions of the Betti numbers and the Novikov-Shubin invariants carry over 
directly to cochain complexes. The Laplace operator Ap : Cp --* Cp is defined 
to be Cp+lCp+ l q-CpCp. 
Lemma 2.4. Let  C and D be Hilbert J - c h a i n  complexes. 
1. Ap is left-Fredholm i f  and only i f  C is Fredholm at p and p + 1. In 
this case, 
2 . ~ p ( C )  = cffAp) and bp(C) = bp(Ap). 
2. C is Fredholm at p i f  and only i f  C* is Fredholm at p. In this case, 
~p(C) = C~p(C*) and bp(C) = bp(C*). 
3. C | D is Fredholm at p i f  and only i f  C and D are Fredholm at p. 
In this case, 
~p(C | D) = min {~p(C), ~p(D)} and bp(C | D)  = bp(C) + bp(D). 
1. The Hodge decomposition theorem (see e.g. [31, Theorem 3.7] the proof of 
which extends to the Fredholm case) gives the claim for the Betti numbers. 
Moreover, we have the following commutative square with isomorphisms as 
horizontal morphisms: 
ker(cp) • Oker(cp+l)  • |  -~ Cp 
c'pep e Cp+lCp+l 9 0 1 .L de 
ker(cp) • Oker(cp+l)  • Gker(Ap)  -~ Cp 
In what follows, we consider cp to be an operator from ker(cp) • to ker(cp) • 
and similarly for Cp+~, Cp and Cp+ I. Lemmas 1.10.7 and 1.12.1 imply that Ap 
is left-Fredholm if and only if both c*pcp and cp+lCp+ l are left-Fredholm, and 
in this case, c~( A p ) = min { c~( c *pc p ), ~( c p+ l c *p+ l ) }. 
In general, as E f * f  = E ~ f  *y)', Lemma 1.10.4 implies that f is left- 
Fredholm if  and only if f * f  is, and in this case ~ ( f * f ) =  2.  eft f ) .  We 
have shown in Lemma 1.12.6 that if  f is lefl-Fredholm and its cokeme! 
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is finite-dimensional then f *  is left-Fredholm and ~ ( f ) =  ~( f*) .  This im- 
plies that if  Cp is left-Fredholm then Cpep is left-Fredholm, and in this case 
2. ~(Cp) = ~(CpCp). Moreover, Cp+lCp+ 1 is left-Fredholm if and only if Cp+l 
is left-Fredholm, and in this case 2 .  ~(Cp+l)=  O~(Cp+lCp+l). NOW the claim 
follows. 
2. follows from assertion 1.) 
3. is a consequence of  Lemma 1.12.1. El 
We recall that C is said to be contractible if  C has a chain contraction 7, 
i.e. a collection of  morphisms 7p : Cp --+ Cp+l such that 7p-lCp + Cp+l Yp = id. 
for all p. 
Lemma 2.5. The following assertions are equivalent for  a Hilbert ,~l-chain 
complex C: 
1. C is contractible. 
2. A p is invertible for  all p. 
3. C is Fredholm and for  all p, bp(C) = 0 and c%(C) = oo +. 
Proof 1. =~ 3. Using Cp and 7p-1, we can construct morphisms ~pp: 
Cp/clos(im(cp+l)) ---+ C p _  1 and ~ :  Cp-i --~ Cp/clos(im(cp+l)) such that 
7p-1 o c~ = id. Hence ~pp induces an invertible operator onto its image. Lemma 
1.10.8-9 implies that ~pp is left-Fredholm, bp(~p) = 0 and ~(~pp) = oo +. 
3. =~ 2. From Lemma 2.4, Ap is left-Fredholm, b(Ap)=  0 and ~(Ap)---- 
~ +  for all p. Now apply Lemma 1.10.8. 
- 1  o * i s  a 2. ~ 1. Suppose that Ap is invertible for all p. Then Ap+ l Cp+ 1 
chain contraction of  C. [] 
We now reprove the homotopy invariance of  the LZ-Betti numbers and the 
Novikov-Shubin invariants [12, 14, 18] 
Theorem 2.6 (Homotopy invariance). I f  f : C ~ D is a chain homotopy 
equivalence then Jor all p C Z we have 
F(cp) ~ F(dp), bp(C) = bp(D), ~p(C) = Otp(D) and ~p(C) = "~p(D). 
Proof There are exact sequences of  chain complexes 0 ~ C - ~  c y l ( f )  
cone( f )  -+ 0 and 0 ~ D --~ c y l ( f )  -~ cone(C) --~ 0 with c o n e ( f )  and cone(C) 
being contractible. We obtain chain isomorphisms C | c o n e ( f )  -~ c y l ( f )  and 
D | cone(C) --~ c y l ( f )  by the following general construction for an exact se- 
quence 0 --~ C ~ D q E ~ 0 with contractible E: Choose a chain contraction 
~: for E and for each p a morphism tp : Ep ---+ Dp such that qp o tp = id. Put 
Sp ~- dp+l o tp+ 1 o ~p + tp o gp-1 o ep. 
This defines a chain map s : E --~ D such that q o s = id. Define a chain map 
u : D --~ C by saying that for x E Dp, Up(X) is the unique y E Cp such that x = 
Spqp(x) + jp(y) .  Then j + s is a chain isomorphism C | E ~ D, with inverse 
u @ q. Since C | c o n e ( f )  and D | cone(C) are isomorphic and c o n e ( f )  and 
cone(C) are contractible, Lemma 2.5 implies that F(cp) ~- F(dp), from which 
the other assertions follow. [] 
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3. L2-Betti numbers and Novikov-Shubin invariants of manifolds 
In this section we analyse the L2-Betti numbers and the Novikov-Shubin in- 
variants of compact manifolds. 
Throughout this section we will use the following setup: Let M be a com- 
pact connected orientable smooth manifold of dimension m with fundamental 
group n and universal cover M. Suppose that ~M is the union of two sub- 
manifolds aoM and 01M such that O(00M) = O0M A ~lM = ~(~tM). We allow 
that t30M or OlM are empty. Let ~0M denote the preimage of ?0M under the 
projection M---, M. Let ,~r be a finite von Neumann algebra, V be a finitely 
generated Hilbert o~r and p : g ~ Iso4(V) ~ be a right unitary repre- 
sentation of n. In most applications d will be the yon Neumann algebra N(n) 
of g, V will be 12(g) and/~ will be the right regular representation. 
Let C(M,~oM) be the cellular Zn-chain complex coming from the lift of 
any CW-decomposition of (M, OoM) to a g-equivariant CW-decomposition of 
(M, OoM). Note that 7t acts on the left on C(M,?oM), and on the right on V. 
Let C(M, OoM; V) denote the Hilbert ~r complex V | C(M, ?oM). If c 
denotes the differential of C(M, O0M; V), define the L2-homology 
Hp(M, OoM; V) with coefficients in V to be the Hilbert ~r ker(cp)/ 
clos(im(cp)). In this section we will only deal with homology. We note that 
the corresponding cohomology groups are isometrically isomorphic to the ho- 
mology groups. Recall that we have defined the L2-Betti numbers and Novikov- 
Shubin invariants for chain complexes in Definition 2.l. Since they are homo- 
topy invariants (see Theorem 2.6), the following definition is independent of 
the choice of the CW-decomposition: 
Definition 3.1. Define the p-th L2-Betti-number of (M, 00M), with coefficients 
in V, to be 
bp(M, OoM; V) = bp(C(M, 0oM; V)) = dim~(Hp(M, ~oM; V)). 
Define the p-th Novikov-Shubin invariant to be 
O;p(M, 3oM; V) = Cxp(C(M, 0oM; V)) 
and put 
"~p(M, OoM; V) = ~p(C(M, aoM; g)). 
If V = 12(n) then we abbreviate: 
bp(M, OoM) = bp(M, c3oM;/2(7z)); 
O~p(M, c3og ) = ~p(M, c3oM;/2(r0); 
"~p(M, aoM) = "~p(M, doM;/z(n)).  
We abbreviate bp(M, fJ) by bp(M), O~p(M, ~) by O:p(M) and ~p(M, O) by "~p(M) 
rLJ 
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We refer to ctp(M, O0M; V) as the Novikov-Shubin invariant, whereas in the 
previous literature ~p(M, ~0M; V) is called the Novikov-Shubin invariant. Also, 
in previous articles the values e~ and e~ + are not distinguished. Moreover, we 
use the normalization of [24], which differs by a factor of 2 from that used in 
[14, 18, 371. 
We start with Poincar6 duality. It gives a Zzt-chain homotopy equivalence 
n [m] : cm-*(m,c~lm) ~ c . (m,~om) .  
Tensoring over ZTz with V then gives a chain homotopy equivalence of Hilbert 
,4-chain complexes. From Theorem 2.6 and Lemma 2.4 we derive 
Proposition 3.2. [Poincar6 duality]. 1. bm-p(M, t'~lm; V) = bp(m, 6qoM; V). 
2. O~m+l_p(m,~iM; V) = O~p(M, c3oM; V). 
3. "~m-p(M, ~'31 M; V) = "~p(M, c~0M; V). [] 
Lemma 3.3. Let ( f ,  f0 )  : (M,~oM) ~ (N,~oN) be a map between pairs such 
that f and f o are n-connected for some n > 2. Then 
1. bp(M,~oM; V) = bp(N, OoN; V) for p <_ n - 1 and bn(M,t~oM; V) >->_ 
bn(N, c~0N; V). 
2. O~p(M,c~oM; V ) =  ~p(N,~oN; V) for p < n. 
Proof Let C ( J ' ) :  C(3~t, O0~-M)--~ C(N, 00~N) be the Z~-chain map induced by 
f .  We will abbreviate cyl(C(.f))  by cyl and cone (C( f ) )  by cone. We have 
the exact sequence 
0 -~ C(M,c~oM) Z~ cyl r~ cone --~ 0 
Let P be the subcomplex of cone such that P, = {0} for i < n, P,+~ is the 
kernel of the (n + 1 )-differential of  cone and Pi = cone/for  i > n + 1. As cone 
is n-connected by the Hurewicz theorem, P,+I is finitely-generated stably free, 
and the inclusion of P into cone is a homotopy equivalence. A chain complex 
C is elementary if  it is concentrated in two adjacent dimensions n and n + 1 
and is given there by the same module C~+~ = Cn, with the identity as the 
n + 1-th differential. By possibly adding a finitely-generated free elementary 
chain complex concentrated in dimensions n + 1 and n + 2 to P, we obtain a 
finite free Zn-chain complex Q together with a chain homotopy equivalence 
,q : Q --* cone. Let D be the pullback chain complex of g : Q ---' cone and the 
canonical projection cyl --+ cone, i.e. the kernel of g | pr : Q | cyl ~ cone. 
Then we obtain a short exact sequence 
0 ---, C(~I,~)---~D---~Q ~ 0 
G finitely-generated free Z~-chain complexes such that D is chain homotopy 
equivalent to C(N, ~oN) and Qi = { 0 }  for i < n. By Theorem 2.6, it suffices to 
prove the claim for 12(zt)| C(M,8oM) and /2(2z)| Since these chain 
complexes have the same chain modules and differentials in dimensions less 
than or equal to n, the claim follows. [] 
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Corollary 3.4. 1. The L2-Betti numbers bp(M) (respectively the Novikov- 
Shubin invariants O~p(M)) o f  a compact connected manifoM depend only on 
the fundamental group provided that p < 1 (respectively p < 2). 
2. The L2-Betti numbers bp(M) and the Novikov-Shubin invariants ~p(M) 
of  a closed connected 3-manifold depend only on the fundamental group. 
3. The Novikov-Shubin invariants C~p(M) of  a closed connected 4-man,rid 
depend only on the fundamental group. 
Proof. The classifying map M ~ Bn for n = ~I(M) is 2-connected, and Bn 
can be chosen to be a CW-complex whose 2-skeleton Brc 2 is finite. Hence 
Lemma 3.3 implies that ~p(M)--C~p(Blr 2) (respectively bp(M)=-bp(Blz2)) 
depends only on n provided that p < 2 (respectively p < 1). (Note that in the 
proof of Lemma 3.2, one only needs that Cp(N, OoN) be a finitely generated 
Zn~(N)-module for p < n.) The other claims follow from Theorem 3.2 on 
Poincar6 duality. [] 
Note that the second LZ-Betti number of a closed 4-manifold depends on 
more than just the fundamental group. For example, by taking repeated con- 
nected sums with CP 2 one can increase b2 by any positive integer. 
In the top and bottom dimensions the invariants can be computed com- 
pletely. We recall that a finitely generated group F is said to be amenable if 
there is a n-invariant bounded linear operator/t  : L ~ ( F )  ~ R such that 
i n f{ f (7 )  : 7 C F} _-< /~(f) =< sup{f(7)  : 7 E F}. 
Note that any finitely generated abelian group is amenable and any finite 
group is amenable. A subgroup and a quotient group of an amenable group 
are amenable. An extension of an amenable group by an amenable group is 
amenable. A group containing a free group on two generators is not amenable. 
A finitely generated group F is niIpotent if  F possesses a finite lower central 
series 
F = F1 D F2 D ... D Fs =- {1} Fk+l  = [F, Fk]. 
If T contains a nilpotent subgroup F of finite index then T is said to be 
virtually nilpotent. Let di be the rank of the quotient Fi/Fi+l and let d be the 
integer Y-~.i>=l idi. Then T has polynomial growth of degree d [2]. Note that a 
group has polynomial growth if and only if it is virtually nilpotent [16]. 
Lemma 3.5. 1. ~I(M) = ~o(M) is finite if and only i f  Tz is infinite and virtu- 
ally nilpotent. In this case, ~I(M) is the growth rate o f  lr. 
2. o q ( M ) =  ~o(M) is c~ + if  and only i f  lr is finite or nonamenable. 
3. OCl(M) = To(M) is oo if  and only i f  7r is amenable and not virtuall) 
nilpotent. 
4. bo(M) = 0 if  ~r is infinite and l / ] i r ]  otherwise. 
5. f f  OoM is not empty then ~I(M, QoM; V) and Ctm(M, alM; V) are equal 
to oo + and bo(M, OoM; V) and bra(M,t~lM; V) are zero. 
6. I f  OoM is empty then am(M; V) = ~I(M; V) and bin(M; V) = bo(M; V) 
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Proof 1. to 3. Since el(M) depends only on the fundamental group and there 
is a closed manifold with ~ as its fundamental group, we may assume that 
M is closed. Efremov [14] shows that ~I(M) equals its analytic counterpart. 
For the analytic counterpart, assertion 1.) is proven in [45] and assertion 2.) 
is proven in [4]. Assertion 3.) is a direct consequence of 1.) and 2.) 
4. is proven in [10, Proposition 2.4]. 
5. and 6. If B0M is nonempty then the pair (M, BoM) is homotopy equiva- 
lent to a pair of finite CW-complexes (X,A) such that all of the 0-cells of X lie 
in A. Hence the cellular Znl(M)-chain complex C(M, c~0M; V) is Z~l(M)-chain 
homotopy equivalent to a Znl(M)-chain complex which is trivial in dimension 
0. Now apply Theorems 2.6 and 3.2. [] 
For later purposes we will need the following result: 
Lemma 3.6. Let j : ztl(M) --~ F be an inclusion of  discrete groups. Let 
j./2(/-) be the unitary representation rCl(M)--+Isou(r)(12(F)) ~ obtained 
Jrom the right regular representation of  F by composing with j. Then for 
all p, we have 
1. bp(M, OoM) = bp(m, OoM;j*12(l')). 
2. Ctp(M, ~oM) = ~p(M, 3oM;j* 12(F)). 
Proof Let f : | ____+ ~.n.i=~,Zzq (M~ j be a Z~z l (M )-linear map. By ten- 
soring with 12(gl (M)) (resp. j* 12(F)), we get a morphism of Hilbert N(zq (M)) 
(resp. N(F))-modules denoted by f l  (resp. f2). Let {E l;t:;~ :)~E R} denote 
the spectral family of the self-adjoint operator f ~ f 2  : | ~ | 
and ~(E f~l'2 : ) .E  R} denote the spectral family of f l f l*  : On=II2(7~l(M))_ ---+ 
| (M)). Then El;/2 maps | (M)) into itself and the restriction 
of E f~ J2 to | is just ESU". By [11, Theorem 1, p.97], this implies 
{Ef~f, f~ f, F(fb)L)  = trN(,,(M)) \ ;2 ) = (E)2 (l), 1)/z(,,(M) ) 
= (E~[ f~(1), 1),.~(r ) = trN(r)(E~[ x'~) = F( f2 ,2) ,  
and the claim follows. [] 
We now investigate the behaviour with respect to connected sums. 
Proposition 3.7. Let MI, M2, . . M r  be compact connected m-dimensional 
~nanifolds, with m >= 3. Let M be their connected sum M1 ~...  ~Mr. Then 
r 
1. b , ( M )  - b o ( M )  = r - 1 + ~ j = ,  ( b , ( ~ )  - b o ( M j ) ) .  
2. bp(M) = ~ r  bp(Mj) for  2 <= p < m - 2. j=l = 
3. ~p(M) = min {~p(M]) : 1 < j < r} for 2 < p < m - 1 ,  
4. I f  ~l(Mi) is trivial for all i except for i = io then ~t(M) = ~l(Mio). 
Suppose ~l(Mi) is trivial for all i except for i E {io, il}, io ~ ib and that 
7q(Mio) = ~l(Mi~ ) = Z/2. Then oq(M) = 1. In all other cases ~I(M) = cx3 +. 
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Proof We may assume without loss of generality that r = 2. The connected 
sum M1 ~M2 is obtained by glueing MI \ in t (D")  and M2\int(D m) together along 
f~O m. Since c3D" ~ D m is (m - 1)-connected, the inclusion of Mj\int(D m) into 
Mj is ( m -  l)-connected. Hence the inclusion 
Ml \ in t (D" )  gaD,,, M2\int(Dm) - ~ M1 Up,,, Mz 
is (m - 1)-connected. Since M1 UD,,, M2 is homotopy equivalent to the wedge 
M1 V M2, from Lemma 3.3 it suffices to prove the claims for MI V M2. 
1. to 3. Let n denote nl(Ml VM2) = nl(M1) * rq(M2). We obtain an exact 
sequence 0 --~ C(*; 12(n)) ~ C(M1; 12(n)) @ C(M2;/2(n))  --* C(Ml VM2;/2(/r)) 
0 , where 9 denotes the base point. The long weakly exact Mayer-Vietoris 
sequence reduces to weak isomorphisms 
Hp(M1; 12(n)) | Hp(M2; 12(n)) --~ Hp(M1 V M2; 12(n)) , p ~ 2, 
and the weakly exact sequence 
0---~ HI(MI; 12(n)) • HI (M2; 12(n)) --~ Hl(Ml V M2; 12(n) ) ~ 12(n) 
H0(ml ;/2(zc)) @ H0(m2;/2(n))  .._, Ho(ml V m2; 12(rc) ) ---+ 0 
We conclude from Lemmas 1.4 and 3.6 that 
bl(M1) + bl(M2) - bl(Mt VM2) + 1 - b0(mt) - bo(Mo)+ 
bo(M1 V M2) = 0 
bp(M1)+bp(M2) = bp(Ml VM2) for p > 2, 
from which assertions 1.) and 2.) follow. We obtain assertion 3.) from Theorem 
2.3. 
4. Since cq(M) only depends on the fundamental group and h i ( M ) =  
nl (M1) if nl (M2) is trivial, the first part of  the assertion follows. It remains to 
consider the case when rq(M1 ) and ~Zl(M2) are nontrivial. From Lemma 3.5.2, 
#I(M) is oc + if and only if rq(M) is nonamenable. We claim that 7rl(M) is 
amenable if and only if hi(M1) = hi(M2) = Z/2, in which case cq(M) = 1. 
Namely, suppose that h i (M)  is amenable. Then it follows from [10, Theorem 
0.2] that b l ( M ) =  bo(M)= 0. But then assertion 1.) and Lemma 3.5 imply 
that Irq(Mi)I= 2 for i = 1,2. As Z / 2 ,  Z/2 is an extension of Z by Z/2, it 
is amenable. Also, there is a two-fold covering of M with the fundamental 
group of a circle. Hence cq(M) --- cq(S I ), which is 1 by a simple calculation. 
Next we study manifolds with an Sl-action. Let (M;c~0M) be as above. 
Suppose that S l acts smoothly on M. Let q5 : h i (M)  --~ F be an homomor- 
phism such that for one orbit (and hence all orbits) SI/H in M, the com- 
position of q5 with the map induced by the inclusion rq(S1/H) ~ rq(M) has 
infinite image. In particular, the Sl-aetion has no fixed points. Choose ,~' to 
be N(F) and the representation ~b*/2(F) to be the composition of the regular 
representation F ~ ISON(r)(lZ(F)) with qS. In other words, we are looking a~ 
the cover M ~ M of M associated with 0. 
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Theorem 3.8. (Sl-manifolds). With the above conditions on the Sl-manifold 
M, Jbr all p >= 0 we have: 
1. bp(M, t3oM; dp*12(F)) = O. 
2. Ctp(M, t3oM;dp*12(F)) > 1. 
Proof The first assertion was proven in [31, Theorem 3.20]. 
In what follows we will write 12(F) instead of qS*12(F), or j*dp*12(F) for 
j an inclusion. Since we have a smooth S~-action, M carries a Sl-equivariant 
CW-structure. This means that we have a filtration 
0 = M - I  CMo CM1 C ...Mm-1 = M  
such that M, is obtained from M/_~ by attaching a finite number of S 1- 
equivariant cells SI /H • D i with attaching maps S1/H • S '-I ~ M,- i .  Since 
the Sl-action has no fixed points, the subgroups H C S 1 are all finite cyclic 
groups. We will show that 
~p(M,,c30M AMi; 12(F)) => 1 for p =< i §  1 
O~p(M,~oMNMi;12(F)) = oo + for p > i + 1  
by induction over i, where the representation of 7rl(M,) is induced from the 
inclusion rq(Mi)-- -1t I (M).  The initial step i = - 1  is trivial. The induction 
step from i -  1 to i is done as follows: 
There is an exact sequence of  chain complexes 
0 ~ C(Mi-i,~')oM fq M~-I; 12(F)) ~ C(Mi, ~oM f-I Mi; 12(1")) --+ 
C(Mi,M,_I (3 (~oM NMi); 12(F)) ~ 0. 
The last chain complex is isomorphic to a direct sum of chain complexes of the 
form C(S1/H • Di,SI/H • Si-~; 12(F)). Since all isotropy groups H must be 
finite, such a chain complex looks like SiC(SI;12(F)), where 12(F) is viewed 
as a representation space of n l (S  l) by means of an injection rq(S l) ~ F. 
Lemma 3.6 and a simple calculation of ~1(S 1 ) show that ~p(S, ic(sI;  12(F))) = 
z(S 1) is 1 if p = i +  1 and c~ + otherwise. Lemma 2.4.3 implies that 
:~p(C(M, Mi_l U(OoMNMi);12(F)) is also 1 for p = i +  1 and cx~ + other- 
wise. Upon applying Theorem 2.3.1 to the short exact sequence of  weakly 
acyclic chain complexes above and using the induction hypothesis on M,- l ,  
the claim follows. [] 
Remark 3.9. If g : ( M , ~ 0 M ) ~  (N,~oN) is an n-fold finite covering then 
'Sp(M, OoM) = n. bp(N, t3oN) and O~p(M,t~oM) = O~p(N,t~oN) for all p > 0. 
e'~ote that the ordinary Betti numbers of a manifold are generally not mul- 
',iplicative under finite coverings. [] 
Example 3.10. We state the values of the LZ-Betti numbers and Novikov- 
f~hubin invariants for all compact connected 1- and 2-manifolds. In dimension 
t there are only S 1 and the unit interval I.  One easily checks that bo(S l) = 
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bl(S 1) = 0  and cq(S l)  = 1. As I is contractible, we have that bo(I)= 1, 
bl(I) = 0 and ~xl(1) = oo +. 
Let F~ be the orientable closed surface of genus 9 with d embedded 2- 
disks removed. (As any nonorientable compact surface is finitely-covered by an 
orientable surface, Remark 3.9 shows that it is enough to handle the orientable 
case.) Using the general formula for the Euler characteristic in terms of L 2- 
Betti numbers [8]: 
z(M) ----- Z ( -  1 )Pbp(M), 
P 
Lemma 3.5 and the fact that a compact surface with boundary is homotopy- 
equivalent to a bouquet of  circles, one derives: 
1 g = 0 , d = 0 , 1  
bo(F~) = 0 otherwise. 
0 g = 0 , d = 0 , 1  
bj(F~) = d + 2 ( g -  1) otherwise. 
b2(F.qa) = { 1 g : O , d = O  
0 otherwise. 
, l(Fga) - a Fg a / 1 g = 0 , d = 2  
= ~ 0 ( F g ) = ~ t (  ) =  2 9 = l , d = 0  
t e~ + otherwise. 
a - d { 2 g = 1,d = 0 
~2(F~ ) = ~2(F~ ) = c~ + otherwise. 
Example  3.11. Suppose that M is a compact connected orientable 3-manifold 
with finite fundamental group n. We have that ~zp(M)= oo + for all p. If 
M is closed then /~r is a homotopy sphere, and Remark 3.9 implies that 
bo(M) = b3(M) = ~ and b l ( M )  = b2(M) = 0. If  ~3M is nonempty then 
is a connected sum of  a homotopy sphere and k 3-disks, for some positive in- 
teger k [20]. Then bo(M) = -f~'l b2(M) = ~ L  and b l ( M )  = b3(M) = 0. 
4. Seifert 3-Manifolds 
In this section we compute the L2-Betti numbers and Novikov-Shubin invari- 
ants of  Seifert 3-manifolds. We also discuss Sol manifolds. We use the defini- 
tion of  Seifert fibred 3-manifold, or briefly Seifert manifold, given in [41], 
which we will use as a reference on Seifert manifolds. Recall that a geometry 
on a 3-manifold M is a complete locally homogeneous Riemanian metric or~ 
its interior. The universal cover of  the interior has a complete homogeneou~ 
Riemannian metric, meaning that the isometry group acts transitively [42] 
Thurston has shown that there are precisely eight maximal simply-connected 
3-dimensional geometries having compact quotients, namely S 3, R 3, $2•  
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H 2 x R, Nil, SL2(R), Sol and H 3. If a closed 3-manifold admits a geometric 
structure modelled on one of these eight geometries then the geometry involved 
is unique. In the case of the L2-Betti numbers, the following result was already 
given in [6]. 
Theorem 4.1. Let M be a closed Seifert 3-manifold I f  its fundamental group 
is infinite then it has vanishing L2-cohomology. In terms o f  the Euler class e of 
the bundle and the Euler characteristic Z of the base orbifold, ~I(M) = c~3(M) 
is given by 
e = 0  
e r  
and ~2(M) is given by 
e = O  
e r  
2 ' > 0  Z = 0  z < O  
1 3 ~ +  
ce + 4 oe + 
z > O  g = O  z < O  
cx~ + 3 1 
cx~ + 2 1. 
Proof The geometric structure of  M is determined as follows: [41, Theorem 
5.3]: 
Z > 0  z = O  Z < 0  
e = O ]  S 2 • R 3 H-T~xR 
e r 01 S 3 Nil SL2(~R). 
If M has a S3-structure then rh(M) is finite and we can apply Example 
3.11. 
In all other cases M is finitely covered by the total space M of  an S l- 
principal bundle over an orientable closed surface F. Moreover, e(M) = 0 iff 
e(M) = O, and the Euler characteristic Z of the orbifold base of M is neg- 
ative, zero or positive according to the same condition for x(M/S 1 ) [41, p. 
426, 427 and 436]. From Remark 3.9, in what follows we may assume with- 
out loss of generality that M is M. Theorem 3.8 implies that bp(M) = 0. If 
z(F) is negative then h i ( F )  is non-anaenable since it contains a free subgroup 
of rank 2. As ~I (F)  is a quotient of hi(M),  n l (M)  is also non-amenable and 
so a l (M)  = cx~ + by Lemma 3.5. Next, we verify the remaining claims for at 
and ~2. 
R3: We may assume that M = T 3. A direct computation by Fourier analysis 
gives that ap(T 3) = 3 for all 1 < p < 3. 
S 2 • R: We may assume that M = S 1 • S z. Now apply Lemma 4.2. 
H 2 • R: We may assume that M = S 1 x Fg for 9 > 2. Now apply Lemma 
4.2. 
Nil: From [24] we have that ~0(M) = 4 and ~ I ( M ) =  2, and so the claim for 
~1 and a2 follows. 
SL2(R): A computation using harmonic analysis on SL2(R) and the results of  
[38] gives az(M) = 1. We  will not  reproduce the computation here. 
The next lemma will finish the proof of Theorem 4.1. [] 
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Lemma 4.2. Let F~ be the (orientable compact connected) surface o f  genus 
,q with d boundary components. Then 
1. bp(S 1 • F d) = 0 for all p. 
1 g = O , d  = 0 , 1  
2. ~ l ( S  1 •  = 2 g = 0,d = 2 
3 o = l , d = 0  
ec + otherwise 
~ + g = O , d = O , l  
3 g = l , d = O  
3. cr l x /~d)  = 2 g = O,d = 2 
1 otherwise 
1 g = O , d = O  
4. cr ~ x/~ff) = 3 g = 1,d = 0 
oc + otherwise 
Proof The claim for the L2-Betti numbers follows from Theorem 3.8. In the 
cases g = 0 , d  = 0 , 1 , 2  and g = l , d  = 0, i.e. S 1 x S  2, S ~ •  2, S 1 •  I •  
and T 3, the claim follows from earlier computations for S 1, T 2 and T 3 (see 
Example 3.10 and Theorem 4.1). In the remaining cases Example 3.10 gives 
that ep(F if) = oc + for all p and bp(F d) = 0 for p r 1. We abbreviate F = 
F d. Let H be the Hilbert chain complex over the yon Neumann algebra of 
ha(F)  which is concentrated in dimension 1, and is given there by ker(A1), 
where A1 : CI(F; 12(nl(F))) ~ CI(F;  12(nl(F))) is the Laplace operator. There 
is a natural split inclusion i : H ~ C(F;/2(Trl(F))). From Lemma 2.5, i is a 
homotopy equivalence. We have that C(S l • F, 12(nt(S 1 • F ) ) )  is the Hilbert 
tensor product o f  C(F;/2(tel(F))) and C(S1; 12(rCl(S 1))), and so is homotopy 
equivalent to the Hilbert tensor product of  H and C(S~; 120zl(St))). As the 
part of  H in dimension one is isomorphic to @~fzl(F)12(rcl(F)), this Hilbert 
tensor product is isometrically isomorphic to the suspension of  the direct sum 
of - )~(F)  copies of  C(SI; 12(~zl(S 1 x F ) ) ) .  From Lemma 2.4, Theorem 2.6 and 
Lemma 3.6, the invariants of  M are the same as those o f  the suspension of 
C(SI; lZ(~1(Sl))). The claim now follows from Example 3.10. [] 
Remark  4.3. The fact that the Novikov-Shubin invariants are the same tier 
closed H 2 x R-manifolds and SL~('R)-manifolds is probably related to the fact 
that they are K(n,  1) manifolds whose universal covers are quasi-isometric [l 5] 
Theorem 4.4. Let M be a Seifert man,old with nonempty boundary. Then al/ 
L2-Betti numbers vanish. We have that cr = ~ + ,  and the other Novikor- 
Shubin invariants are given by: 
cJ_ k ~__~2 
1 oo  + 
2 2 
oo + 1 
M is a solid torus or Klein bottle 
M is an 1-bundle over T z or over a Klein bottle K " 
otherwise. 
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Proof We have that the boundary of M is compressible iff M is homeomor- 
phic to a solid toms or Klein bottle [41, Corollary 3.3]. The theorem follows 
in this case from Remark 3.9 and Lemma 4.2 and so we may assume that M 
has incompressible boundary. As any 2-dimensional orbifold with boundary is 
finitely covered by a 2-dimensional surface with boundary, we can find a finite 
cover M of M which is homeomorphic to some S ~ x F~, with d > 1. From 
Remark 3.9 and Lemma 4.2, we have to know that M is a n / - b u n d l e  over T 2 
or K i f f / ~  = S I x I. This follows from [20, Theorem 10.5]. [] 
Proposition 4.5. I f  M is a closed Sol-manifold then M has vanishing L2-Betti 
numbers, 71(M) = cxD and ~2(M) > 1. 
Proof By taking a finite cover, we may assume that our Sol-manifold is a 
toms bundle over S j with hyperbolic glueing map ~b [41, Theorem 5.3]. Hence 
~I(M) is a semi-direct product of Z 2 and Z where the action of Z on Z 2 is 
given by a hyperbolic automorphism of Z 2. Then xffM) is amenable, as it is 
an extension of amenable groups. It is easy to see that x l (M)  is not virtually 
nilpotent. Lemma 3.5.3 implies that cq(M) = c>o. 
By Example 3.10, bp(T 2) = 0 for all p and gp(T 2) : 2 for p E {1,2}. 
From [30], the LZ-Betti numbers of M vanish. We have a short exact (Wang) 
sequence of Hilbert chain complexes: 
0 --+ C(T2; 12(7c|(M))) j C(T 2 • l; 12(a:l(M))) q C(M;/2(rq(M)))  ---+ 0. 
Theorem 2.3.2 gives 
1 1 1 < + 
cr = 2 2" 
5. Analytic L2-Betti numbers and Novikov-Shubin invariants for manifolds 
with boundary, and hyperbolic 3-manifolds 
In this section we define analytic Novikov-Shubin invariants and L2-Betti num- 
bers for manifolds with boundary, and show the equivalence between the an- 
alytic invariants and the combinatorial invariants of the previous section. As 
an application, we give a lower bound for the Novikov-Shubin invariants of a 
compact 3-manifold whose interior admits a complete finite-volume hyperbolic 
metric. 
For closed manifolds, the facts that the analytic LZ-Betti numbers and 
Novikov-Shubin invariants equal their combinatorial counterparts were proven 
ha [12] and [14]. In order to make the comparisons between the analytic and 
combinatorial invariants for a compact manifold M with boundary, it will be 
c~mvenient for us to think of the combinatorial invariants as defined by cellu- 
lar cochains, instead of cellular chains. In this section, except where otherwise 
stated, the Novikov-Shubin invariants will be those of the coboundary oper- 
ator. The smooth forms on M will be denoted by C~(A*(M)) .  Those with 
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compact support will be denoted by C~(A*(M)).  Note that the elements of 
C~(A*(~t ) )  do not necessarily vanish on tOM. 
We assume that M has a smooth Riemannian metric and corresponding 
Levi-Civita connection. We give _~r the induced Riemannian metric and Levi- 
Civita connection. Let d denote the exterior differentiation and let b : 0K -~ 
denote the boundary inclusion of toffl into ~t. Let V be covariant differentiation 
on the smooth tensors on M. As before, n denotes the fundamental group of 
M. 
Definition 5.1. Define norms II * I[s on the smooth compactly-supported tensors 
on ~r for nonnegative integers s inductively by saying that II 9 II0 is the L 2- 
norm and 
II ~o HLI=II ~o I1~ + II w o  11,2- 
Let the Sobolev space Jcg~*(M; 12(n)) be the Hilbert space completion of 
C~(A*(~t)) under the norm I[" IIs. [] 
Put ~r = N(n). There is a Hilbert d-cochain complex concentrated in 
dimensions p -  1, p and p + 1 given by 
. . .  --~ 0---~ ~ Y ~ P - I ( M ;  12(n)) d2;--~ ' 3fP(M;/2(n))  
dip p+l  2 
--~ 9~ o (M; l (n)) --~ 0 --+ . . . .  ( l )  
In Definition 2.1 we introduced the condition of Fredholmness at p, the 
p-th L2-Betti number and the p-th Novikov-Shubin invariant of such a Hilbert 
d-complex.  We will show in Theorem 5.7 that the complex ( l )  is indeed 
Fredholm at p. 
Definition 5.2. The analytic p-th L2-cohomology of M is the p-th cohomol- 
ogy group of  the Hilbert ~4-cochain complex (1). The analytic p-th L2-Betti 
number of M and analytic p-th Novikov-Shubin invariant of M are defined 
similarly. [] 
If we put "~p(M) = rain(cop(M), C~p-1 (M)) then the application of a Laplace 
transform to the spectral density function shows that the analytic invariants of 
the introduction, defined using heat kernels, are the same as those defined here 
[ 18, Appendix]. 
As a topological vector space, ~ ( M ;  12(n)) is independent of the choice 
of Riemannian metric on M. Given two different Riemannian metrics on M, 
the identity map on C~(A*(_/kr induces a bounded invertible mapping be- 
tween the corresponding complexes (1), and in particular a cochain homotopy 
equivalence. Theorem 2.6 then implies that the analytic L2-Betti numbers and 
Novikov-Shubin invariants are independent of the Riemannian metric on M. 
Definition 5.3. Define Sobolev spaces of differential forms with absolute 
boundary conditions by 
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9f,~,abs(M; 12(~)) = {CO E 9fP(M; 12(rc)) : b*(*co) = b*(*dco) = 0}, 
~Pl,abs(M; le(Tr)) = {co C JflP(M;/20z)) : b*(*co) = 0}, 
oV/~oP, abs(g; lZ(Tr)) = ~oP(M; 12(n)). [] (2) 
There is a Hilbert d -cocha in  complex concentrated in dimensions p -  1, p 
and p + 1 given by 
p-I 2 d;,,-b'* ~P,  abs(M;/2(IQ) . . . .  0--+ )f2,,,b,( M; l (rt)) --+ 
d',',,, ~ p + l  t ~ .  12(rt))  --+ 0 --+ ( 3 )  
--+ O, abs,~.. , . . . .  
Let ~ > 0 be small enough that there is a coordinate function t C [0, 2~] 
near 0/14 such that ~3t is a unit length vector field whose flow generates unit 
speed geodesics which are normal to theboundary,  and ~?a) corresponds t.o 
t = 0. Then a tubular neighborhood of ~?M is diffeomorphic to [0, 2e] x ~?M. 
A differential form co on M can be decomposed near the boundary as 
co = ~ol(t) + dt A co2(t), 
where col(t) and (O2(i) are smooth 1-parameter families of forms on 0M. We 
can write the condition for oJ to be in .)~f,bs(M; 12(=)) as (o2(0, " ) =  0, and 
the condition for co to be in ovf2Pabs(M; 12(/t)) as co2(0, .) = Otcol(0, ") = 0. 
Let p : [ 0 ,  2~] + R be a smooth bump function which is identically one 
near t = 0 and identically zero for t > e. Let A denote the Laplacian acting 
on forms on OM. For u > 0, define the operator e - ~ ' + ~ )  by the spectral 
theorem. 
Definition 5.4. For co a form on/~1, restrict co to [0, 2e] • ~a4 and put 
(Kco)(t, .) = p(t)fe-("~"=)coi(u,  .)du. [] (4) 
0 
We can extend Kco by zero to become a form on )~. 
Lemma 5.5. The map K induces bounded lt-equivariant operators 
KsP : ~,~ 12(zt)) --~ WsP~1 (M; 12(zr)) 
Jor s E {0, 1,2} and 
KPs, abs : ')f~Pabs( M ;  12(7~)) --+ ~ / 2 0 z )  ) 
for s E {0, 1}. 
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Proof Whether or not a given distributional form lies in ~ P ( M ;  12(1r)) is 
independent of the choice of Riemannian metric. Moreover, the condition for 
a form to lie in ~Pabs(M; 120z)) is the same whether one uses the given metric 
gM on M or a metric which becomes the product metric dt 2 + gaM near the 
boundary. Thus we may assume without loss of generality that [0, 2e] • ~M 
has a product metric. Let co be an element of 9ff0P(M;/2(1r)). From Definition 
5.4, we may assume that to has support on [0,2e] • t3M. Clearly 0)2 lies in 
ffg0P-J([0,2e] • ~m; lZ(Tr)). From (4), 
t +A tel+ ~ 
(OtKto)(t,.) = p ' ( t ) fe  -("~' )to2(u, .)du + p(t)e -( )to2(t, .), 
0 
and so OtK gives a bounded linear map from ~P-1([0,2e,] • OM;/2(g)) to 
itself. Let ~ denote covariant differentiation in the OM directions. Then from 
(4), 
I A 1 4 ~  
(~TKto)(t,.) = p(t)f~Te -("e )to2(u,')du. 
0 
Thus ~ K  is an integral operator with kernel function 
A 
( [TK)(t, u) = O(t - u)p(t) ~Te-(Ue'+~ ), 
where O is the Heaviside step function. In order to show that ~'K is L 2- 
bounded, it suffices to show that f[o,2~lf[o,2~,]Tr (([TK)(t,u)*(~TK)(t,u)) dtdu < 
oo, as that would imply that ~'K is actually Hilbert-Schmidt. We have 
2e2e 2e2~ 
f f T r  ((~TK)(t,u)*(~TK)(t,u)) dtdu = f f o ( t -  u)p2(t) 
O 0  - - O 0  
=< const, fTr  ~7"~7e -(2ue~ zxl du 
_-_< const, f T r  * ~" du 
0 
= const. T r ( ~  ~'*~'e -(1+2)) < o c .  
Thus ~TK gives an L2-bounded linear map on ~,~0P-l(M; 12(~)). It follows that 
K gives a bounded linear map from ~oP-l(M; 12(rc)) to ~ f - l ( M ;  12(~)). A 
similar argument shows that K gives a bounded linear map from ~ ( M ;  12(~)1 
p - - 1  . to ~s+l  (M,/2(~)) for s = 1,2. 
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As (Keo)2 = 0, it follows that K maps .~fff, ab.~(M; 12(~)) to Nf~,2bls(M; 12(n)). 
Given m E ~tf~,abs(M; 12(n)), we have 
8t(Kco)l(O, .) = t3t(Ka~)(O,-) = o2(0, .) = O. 
p--I Thus K maps Jga~,abs(M; 12(n)) to Jt~2,abs(M; 12(/Z)). [] 
Proposition 5.6. The Hilbert aC-cochain complex (1) is Fredholm at p if 
and only i f  (3) is Fredholm at p. In this case, they have the same p-th 
L2-Betti number and the same p-th Novikov-Shubin &variant. 
Proof The inclusion i induces a chain map from (3) to (1). We will show that 
there is a chain map j from the cochain complex (1) to the cochain complex 
(3) of the form 
~gtof_l(M; 12(g))  d~' ' ~ f ( M ;  12(g))  d~l ' ~ / fp+ l ,  ~.  . . . .  0 U v' ; 12(~7)) 
,;tfpffbl.(V; 12(n)) ~ )ff~,abs(M; 12(n)) a('~ .... ~- 0,~bst"*r '~'f', 12(n)), 
where 
g - '  : 1 - a ; - ~ / ~ ;  - ~  - , , - ~ - ,  , ~ - ,  
jg+l = ~ _ df/(g+,  
Lemma 5.5 implies that that the vertical operators j do indeed map 
H. p+ l -~ /~ '  12(n)) to /-%P+I-'(M; 12(n)) for s C {0, 1,2}. It remains to check 
that the images actually lie in HP+l-St's,abs ~M; /2(re)). 
p+l 2 Given coCH(~ ( M ; l ( n ) ) ,  it is trivial that j0P+lco lies in H, p+l O,abs 
(m,/2(re)). Given co E o~, P(M; 12(n)), we have 
(dP-IKPw)(O, .) = dt A o)2(0, .) 
and 
(KP+~df,~)(0,.) = 0. 
Then 
+ (0 , . )=  
and so j P o  lies in Yg~ab,(M; 12(lr)). 
p--I Given o) E ~t~;- l(M; 12(n)), in order to show that jff-t~o lies in ~'~2,abs(M; 
.p-I JgP~bl,(M; 12(n)) and that 12(n)) it suffices to show that J2 ~0 lies in 
dp-1 :p - l _ .  2 Jz to lies in ~f~,abs(M; 12(n)). As o also lies in ~ P - I ( M ;  12(n)), the 
preceding argument gives that jff-lo) lies in o,~bls(M; 12(n) ). -- , p - i  .p-1 AS a 2 J2 09 = 
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p--I jPdP-leo and d 2 (0 lies in Jg'P(M; 12(n)), the preceding argument also gives 
. p - - I  .p--1 that a2 J2 (D lies in oufi,,,b, tM; ,r....t2~.n)). /9--1/ 
We now have chain maps i and j .  Consider the cochain complexes, con- 
centrated in dimensions p and p + 1, given by 
---+ 0 ---* ~lP(M; 12(n))/clos(im(dP-'))  ~ ~'~P+"" 2 . . . .  ~,r o (M;I  ( n ) ) ~ O  . . . . .  
(5) 
and 
0 ,k~fp, abs(M; 12(n))/clos(im(dP,~bl) ) df2~,~ p+, 2 ... --+ -~ Jt~ ( M ; 1 ( ~ ) ) -~ 0 ~ .... 
(6) 
Clearly ( l )  is Fredholm at p if and only if (5) is Fredholm at p, and in this 
case they have the same p-th Betti number and p-th Novikov-Shubin invariant. 
A similar statement holds for (3) and (6). Now i and j induce chain maps 
between (5) and (6), and K and K~b~ induce chain homotopies between the 
two compositions and the identity. Thus by Theorem 2.6, the cochain complex 
(5) is Fredholm if and only if (6) is Fredholm, and in this case they have the 
same p-th Betti number and p-th Novikov-Shubin invariant. [] 
Theorem 5.13. The Hilbert ~-cochain complexes (1) and (3) are Fredholm 
at p. Moreover, the analytic L2-Betti numbers and Novikov-Shubin &variants 
o f  Definition 5.2 are equal to the combinatorial invariants o f  Section 3, with 
c~oM = O. 
Proof  The choice of Riemannian metric on M does not affect whether or 
not (1) is Fredholm. If  (1) is Fredholm, its p-th LZ-Betti number and p-th 
Novikov-Shubin invariant are independent of the choice of Riemannian metric 
on M. From Proposition 5.6 it suffices to show that (3) is Fredholm at p and 
that if the metric is a product near the boundary then the p-th LZ-Betti num- 
ber and p-th Novikov-Shubin invariant agree with the combinatorially defined 
invariants. 
There is an induced Riemannian metric on the double DM, upon which Z2 
acts by isometrics. With ns t i l l  denoting hi(M),  there is a n-normal cover of 
DM, namely the double DM of M, and it is easy to see that ~Pabs(M;/2(7r)) 
is isomorphic to (~;(,~sP(DM; 12(n))) z2, the subspace of ~r 12(n)) which 
is invariant under the induced Z2-action, for s E {0, 1,2}. In particular, (3) is 
isomorphic to the Z2-invariant part of the cochain complex ~.~r 12(n)) , 
restricted to the dimensions p - 1, p and p + 1. 
It follows from [18], [12] and [14] that ~f~p+1_.(DM; 12(n)) is Fredholm at 
p and that one has equality of the analytic and combinatorial invariants on DM. 
defined using the n-cover. One can go through the proofs making everything 
equivariant with respect to the Z2 action, in order to show that the same is 
true when one restricts to the Zz-invariant subspaces. (As in [12] and [14]. 
one first deals with Sobolev spaces of a high enough order that the de Rham 
map is well-defined. One then shows the analytic invariants are independent- 
of the order of  the Sobolev space. In our case, we are finally interested in the 
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Sobolev space ,;4~ p. All of these steps will go through equivariantly.) Putting 
all this together, we have shown Theorem 5.7. [] 
Now let M be a compact 3-manifold whose interior admits a com- 
plete finite-volume hyperbolic metric. If  M is closed then we have that 
b,(M; 120z)) = 0 [13] and the Novikov-Shubin invariants of the exterior deriva- 
tive operator are computed in [24] as 
~0(M; 1 2 t / r ) )  = ~2(M; 1 2 ( r e ) )  = Cx3 + ,  ~I(M; 1 2 ( r g ) )  = 1.  
Suppose that M is not closed. Then it has incompressible torus boundary and 
the interior M '  of M is the union of a compact core and a finite number of 
hyperbolic cusps (see [44] or [35, p. 52, 54]). Let i : M --~ M '  be an embedding 
of M in M ~ obtained by smoothly truncating the cusps of M '  and let M 
have the induced Riemannian metric. Let il :MI --+ M '  be the embedding of 
a submanifold (with boundary) MI of M '  obtained by attaching a collar to 
M, and let i2 : M2 ---+ M'  be the embedding of a suhmanifold (with boundary) 
M2 of M '  obtained by attaching a collar to M '  - M .  Then M3 = Mi n M2 is 
diffeomorphic to a disjoint union of I x T2's (where we take {0} • T 2 to be 
contained in the interior of M1 and { 1 } • T 2 to be contained in the interior of 
M2) and is embedded in M '  by a map i3 : M3 --, M' .  Let i4 : M3 --+ M1 and 
is : M3 ~ M2 be the obvious embeddings. Put ~ = gl(M).  
For each p E {0, 1,2, 3}, consider the following Hilbert cochain complexes 
concentrated in dimensions p -  1, p and p + 1: 
* ~,* I. 2 C(p) = Jgp+I_ , (M , l (n))  
. 9 . 2 D(p) = ~f~p+l_.(ml,  l t / r ) )  O J / p + l _ . ( m 2 ;  i ~ ] 2 ( r t ) )  
E(p) = i f  p+ 1 _,(M3; i~ 12(rc)), 
with differentials c, d and e given by exterior differentiation. Although M'  is 
noncompact, the Sobolev space a f * ( M "  12(/z)) can be defined as in Definition " s x  , 
5.1, and is in fact a Sobolev space of differential forms on the hyperbolic 
3-space H 3. The complexes C(p) and Etp) are Fredholm at p. 
Lemma 5.14. There is an exact sequence of Hilbert cochain complexes 
0 ----+ C(p) J-~ D(p) k~ E(p) ---+ O, (7) 
with j(co) = i~(o))| i~(co) and k(COl | co2) = i~(col ) - i~(co2). 
Proof It follows from the definitions that ker( j )  = 0, and it is easy to check 
that ker(k) = im(j) .  To see that k is onto, let ~b : I ~ R be a bump function 
which is identically zero near 0 and identically one near 1. Let q5 : M__L3 + R 
denote the composition of the pullbacks of q5 to M3 and then to M3, the 
preimage of M3 in H 3. We can think of an element t/ of  E~p) as a differential 
form ~ on M33. Then ~ extends by zero to a differential form on ~ ,  which 
comes_ from an element col of .Jgp+l_,(M1;12(n)). Similarly, we can extend 
(4~- 1)~ by zero to a differential form on M2, which comes from an element 
~)2 of j/Cs(M2; i~12(7~)). Then k(ro 1 q ) fo e )=  r/. [] 
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It follows from Theorem 2.3 that the complex D(p) is Fredholm at p. 
Proposition 5.9. bp(E(p)) : O, g0(E(0)) = 0q(E(l)) = 2 and 0~2(E(2)) = oo +. 
Proof As the map Z 2 = ~l(M3) --+ it is an inclusion, the proof of Lemma 
3.6 goes through for the analytic invariants to give that bp(E~p))= bp(I • 
T2; 12(Z2)) and gp(E(p)) = O~p(I • T2; 12(Z2)), where the right-hand-sides are 
defined by Definition 5.2. By the equivalence of the analytic and combinatorial 
invariants and the homotopy invariance of the combinatorial invariants (The- 
orem 2.6), these are the same as the invariants of T 2, which were given in 
Example 3.10. [] 
Proposition 5.10. bp(C(p)) = O, ~z0(C(0)) : cQ(C(2)) : oo + and ~l(Cd) ) = 1. 
Proof As the universal cover of M '  is isometrically H 3, this follows from the 
same calculation in [24] as was cited above for the case of closed hyperbolic 
3-manifolds. [] 
Theorem 5.11. gl(M; 1200) >--_ 2/3. 
Proof We apply Theorem 2.3 to the exact sequence (7) with p = 1. As 
H I ( E o ) ) = 0 ,  g ( 6 l ) = o o  +. From Proposition 5.10, ~ l ( C ( l ) ) =  1 and from 
Proposition 5.9, gl(Eo) ) = 2. Then Theorem 2.3 gives cq(D0) ) _>_ 2/3. From 
Lemma 1.10, 
0q (D(I)) = min(~l (MI; 12(rc)), ~! (M2; i~ 12(rc))), 
from which the assertion of the theorem follows. [] 
Theorem 5.12. bp(M; 12(7z)) = 0 for all p. 
Proof We can exhaust M I =  int(M) by a sequence of  compact manifolds 
(with boundary) {Mk} which are all diffeomorphic to M. From [9, Theorem 
1.1], bp(M; 12(rc)) = bp(Mk; lZ(zc)) is the yon Neumann dimension of the space 
of L 2 harmonic p-forms on M f. As M'  is H 3, such forms vanish [13]. k~ 
We now revert to letting the ~p(M)-invariants refer to boundaries, as in the 
previous sections, as opposed to coboundaries. The translation is that C~p(M), 
defined using coboundaries, equals C~p+l(M), defined using boundaries. 
Theorem 5.13. 0q(M) = 0~3(M ) : oo +. 
Proof It follows from [47, Proposition 4.1.11] that rh (M) is nonamenable. We 
derive from Lemma 3.5.2 that ~t(M) = oo +. As M has nonempty boundary, 
Lemma 3.5.5 gives that 0~3(M) = ~:)+. [] 
In summary, we have shown 
Theorem 5.14. I f  M is a compact 3-manifoM whose interior admits a com- 
plete finite-volume hyperbolic structure then M has vanishing L2-cohomolo~l) 
and ~1(M) = ~3(M) = oo +. I f  M is closed then ct2(M) = 1 and i f  M is no/ 
closed then ~2(M) > 2/3. [] 
It will follow from Theorem 0.t .5 that i f M  is not closed then c~2(M) < 
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6. L2-Betti numbers and Novikov-Shubin invariants of 3-manifolds 
In this section we analyse the L2-Betti numbers and Novikov-Shubin invariants 
of compact connected orientable 3-manifolds. It is easy to extend the results 
to the nonorientable case by means of the orientation covering. 
We recall some basic facts about (compact connected orientable) 3-manifolds 
[20, 41]. A 3-manifold M is prime if for any decomposition of M as a con- 
nected sum M1 ~M2, M1 or M2 is homeomorphic to S 3. It is irreducible if  
every embedded 2-sphere bounds an embedded 3-disk. Any prime 3-manifold 
is irreducible or is homeomorphic to S I • S 2 [20, Lemma 3.13]. One can write 
M as a connected sum 
M = M1 ~M2 ~. . .  ~Mr 
where each Mj is prime, and this prime decomposition is unique up to renum- 
bering [20, Theorems 3.15, 3.21]. By the sphere theorem [20, Theorem 4.3], 
an irreducible 3-manifold is a K(z,  1) Eilenberg-MacLane space if and only if 
it is a 3-disk or has infinite fundamental group. 
A properly-embedded orientable connected surface in a 3-manifold is in- 
compressible if  it is not a 2-sphere and the inclusion induces a injection on 
the fundamental groups. One says that ~3M is incompressible in M if and only 
if ~M is empty or any component C of  0M is incompressible in the sense 
above. An irreducible 3-manifold is Haken if it contains an embedded ori- 
entable incompressible surface. If  M is irreducible and in addition Hi (M)  is 
infinite, which is implied if 0M contains a surface other than S 2, then M is 
Haken [20, Lemma 6.6 and 6.7]. (With our definitions, any properly embedded 
2-disk is incompressible, and the 3-disk is Haken.) 
Before we prove the main theorem of this paper, we must mention what is 
known about Thurston's geometrization conjecture for irreducible 3-manifolds 
with infinite fundamental groups. (Again, our 3-manifolds are understood to 
be compact, connected and orientable.) Johannson [22] and Jaco and Shalen 
[21] have shown that given an irreducible 3-manifold M with incompressible 
boundary, there is a finite family of disjoint, pairwise-nonisotopic incompress- 
ible tori in M which are not isotopic to boundary components and which split 
M into pieces that are Seifert manifolds or are geometrically atoroidal, meaning 
that they admit no embedded incompressible toms (except possibly parallel to 
the boundary). A minimal family of such tori is unique up to isotopy, and we 
will say that it gives a toral splittin9 of M. We will say that the total splitting 
is a 9eometrie total splittin9 if the geometrically atoroidal pieces which do not 
admit a Seifert structure have complete hyperbolic metrics on their interiors. 
l'hurston's geometrization conjecture for irreducible 3-manifolds with infinite 
fundamental groups states that such manifolds have geometric toral splittings. 
Suppose that M is Haken. The pieces in its toral splitting are certainly 
Haken. Let N be a geometrically atoroidal piece. The toms theorem says that 
'q is a special Seifert manifold or is homotopically atoroidal i.e. any subgroup 
of z l (N)  which is isomorphic to Z x Z is conjugate into the fundamental group 
of a boundary component. Thurston has shown that a homotopically atoroidal 
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Haken manifold is a twis ted/-bundle  over the Klein bottle (which is Seifert), 
or admits a complete hyperbolic metric on its interior. 
Thus the case in which Thurston's geometrization conjecture for an irre- 
ducible 3-manifold M with infinite fundamental group is still open is when M 
is a closed non-Haken irreducible 3-manifold with infinite fundamental group 
which is not Seifert. The conjecture states that such a manifold is hyperbolic. 
Our goal is to make general statements about the L2-Betti numbers and 
Novikov-Shubin invariants of  a 3-manifold. We have already treated the case 
when the fundamental group is finite in Example 3.11. We will confine our- 
selves in the sequel to the case when nl(M) is infinite. We will compute 
the invariants using the putative geometric decomposition of  M. As we are 
studying homotopy invariants which have a simple behaviour with respect to 
finite coverings, it is enough to assume a weaker condition than that M have 
a geometric decomposition. Recall from the introduction that we say that a 
prime 3-manifold is exceptional if  it is closed and no finite cover of  it is 
homotopy-equivalent to a Haken, Seifert or hyperbolic 3-manifold. 
Part 4 of  Theorem 0.1 has been proven in Sections 4 and 5. We now 
prove parts la, 2 and 3 of  Theorem 0.1. The proof will be by a succession 
of  lemmas. In order to prove the statement about ~I(M), we will show that 
i f  e l ( M )  < oc + then M is one of  the special cases listed in the statement of 
the theorem. The values of  cq(M) in these special cases follow from previous 
calculations. 
Lemma 6.1. I f  M is an irreducible Haken manifold with incompressible torus 
boundary then M has vanishin9 LZ-cohomolooy and ez(M) > 0. I f  cq(M) < 
oc + then M is one of  the special cases listed in Theorem 0.1.2. 
Proof We know that M has a geometric toral splitting. As a compact con- 
nected orientable 3-manifold with toms boundary whose interior has a complete 
hyperbolic metric is either T 2 • I or has a complete finite-volume hyperbolic 
metric [35, p. 52], the pieces in the toral splitting either admit a Seifert struc- 
ture or have a complete finite-volume hyperbolic metric on their interior. Let 
s be the number of  tori in such a minimal splitting. We will use induction 
over s. To begin the induction, i f  s = 0 then M is Seifert or hyperbolic and 
the claim follows from Theorems 4.1, 4.4 and 5.14. The induction step from 
s -  1 to s is done as follows: 
Let T 2 be a torus in a minimal family of  splitting tori. Depending on 
whether T 2 is separating or not, we get decompositions M = Mj t-Jr: M:, 
or M = M1 UT2xOI T 2 •  I by cutting M open along T 2, and an exact s:'- 
quence 0 ~ C(T 2) --* C(Mi) 9 C(M2) ---, C(M) --, 0 or 0 --* C(T 2 x (?I) --~ 
C(Ml) 9 C(T 2 x I)  ~ C(M) ~ 0 with coefficients in 12(gl(M)). Note th,~t 
each Mj satisfies the induction hypothesis. Hence bp(Mj)= 0 for all p a r d  
e2(Mj) > 0. From Lemma 3.6 and Example 3.10 we have that bp(T 2) =-0 
for all p and ep(T 2) = 2 for p E {1,2}. The weakly exact Mayer-Vietoris 
sequence gives that M has vanishing L2-cohomology, and Theorem 2.3.2 arid 
Lemma 2.4.3 give the inequalities 
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1 1 1 - - < - - +  
~2(M) = ~I(T 2) min{c~2(Ml),~a(M2)} 
o r  
1 1 1 _ _  < + 
0~2(m) = 0q(T 2 • 31) min{0~2(Ml),0~z(T 2 • I)}" 
Thus c~2(M) > 0. 
We also have the exact sequences 0 - -  C(M1 ) --, C(M)  --~ C(M2, T z) ~ 0 
or 0 -+ C(MI) --~ C(M)  ~ C(T 2 x I, T 2 x 01) ~ 0 with 12(~l(M)) as coeffi- 
cients. As MI has vanishing L2-cohomology, Theorem 2.3.1 gives that 
1 1 1 
- -  < + or 
cq(M) = 0q(ml) ~zl(mz, T 2) 
1 1 1 - - < - - +  
0q(M) = ~zI(M 1) 0q(T 2 •  2 x 31)" 
From Lemma 3.5 we have that cq(M2, T 2) = ~I(T 2 • I ,T  2 • (~I) : oc +. This 
implies in both cases that c q ( M 1 ) <  c~ffM). Hence ~1 (M1)<  oc +, and by 
symmetry 0q(M2) < oc + in the first case. By the induction hypothesis, Mj 
must be T z • I or a twisted /-bundle over K. Thus M is either the gluing 
of two twisted /-bundles over K along their boundaries, or a TZ-bundle over 
S I. If  M is the gluing of  two twis ted/-bundles  over K over their boundaries 
then M is double-covered by a T2-bundle over S l. In either case, Lemma 6.2 
will give that M has the geometric type of  some Ta-bundle over S 1. (For later 
purposes, Lemma 6.2 is stated in greater generality than is needed here.) Then 
[41, Theorem 5.5] implies that M has a Sol, Nil or RB-structure, and is one 
of the special cases listed. [] 
L e m m a  6.2. Let  M be a finite cover o f  an irreducible closed oriented 3- 
manifold M with infinite fundamental group. I f  M is homotopy-equivalent to 
a closed 3-manifold N with a Seifert or Sol-structure then M has the same 
.qeometric type as N. 
Proof From [33, Theorem 3] we have that M is irreducible. If  N has a Seifert 
stt'ucture then [40, pages 35 and 36] gives that M is homeomorphic to N and 
that M is also a Seifert manifold of  the same geometric type. If  N has a 
5;d-structure then M and N are Haken, and so M is homeomorphic to N [20, 
Theorem 13.6]. It follows from [41, Theorem 5.3] that M has a Sol-structure. 
[] 
| e m m a  6.3. I f  M is an irreducible Haken manifold with incompressible 
'%undary then bp(M) = 0 for  p r 1, b f f M)  = - z ( M )  and c~2(M) > 0. I f  
~,(M) < oc + then M is one o f  the special cases listed in Theorem 0.1.2. 
[~roof Because of  Lemma 6.i ,  we may assume that aM is nonempty. Let N 
be M U0M M. Then [46, Satz 1.8] implies that N is irreducible. Clearly N is 
a closed Haken manifold. From Lemma 6.1 we have that N has vanishing 
i /-cohomology and ~2(N) > 0. We have the exact sequence 0 ~ C(~M) --~ 
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C ( M )  | C ( M )  ~ C ( N )  ~ 0 with coefficients in 12(rtl(N)). From Examplc 
3.10 we have that bp(~3M) -= 0 for p r 1 and O:p(~M) > 0 for all p. Then 
we get from the weakly exact Mayer-Vietoris sequence that b p ( M ) =  0 for 
p r 1. From the Euler characteristic formula we derive that b t (M)  = -)~(M). 
Theorem 2.3.1 and Lemma 2.4.3 imply that 
1 1 1 - - < - - + - -  
a2(M) = ~2(63M) ~2(N) 
and hence ~2(M) > 0. Next we prove the claim for ~I(M). Suppose that M 
does not have a total boundary. Then 3M contains a component F,q for g >= 2. 
As ltl(Fa) is nonamenable and is a subgroup of gl(M),  ~I(M) is nonamenable 
and Lemma 3.5.2 implies that cq(M) = oe +. Hence the claim follows already 
from Lemma 6.1. [] 
Lemma 6.4. I f  M is an irreducible Haken manifoM and is not a 3-disk, 
then bp(M)  = 0 for  p ~ 1, b~(M) = - z ( M )  and ~2(M) > 0. I f  cq(M) < 
c~ + then M is one o f  the special cases listed in Theorem 0.1.2. 
Proo f  Because of Lemma 6.3, we may assume that ~M is compressible. The 
loop theorem [20, Theorem 4.2] gives an embedded disk D 2 in M such that 
D 2 meets ~M transversally, and OD 2 = D 2 fq 0M is an essential curve on OM. 
Depending on whether the disk D 2 is separating or not, we get the following 
two cases: 
If  D 2 is separating then there are 3-manifolds M1 and M2 and embedded 
disks D 2 C dMl and D e C 0M2 such that M = M1 UD2 Me. In particular, M is 
homotopy equivalent to MI V M2. Since M is prime, M1 and M2 are prime. 
As M1 and Me have nonempty boundary, they are not S 1 • S 2, and so are 
irreducible. As M is irreducible with infinite fundamental group, it is a K(zr, 1 ) 
Eilenberg-MacLane space. Then the same must be true for M1 and !142. If M, 
were a 3-disk then the boundary of the embedded 2-disk would not be an 
essential curve on c~M. Thus M1 and M2 have infinite fundamental groups. 
If D 2 is nonseparating then there is a 3-manifold MI with embedded 
S O • D 2 C ~M1 such that M = M1 Uso• D t • D 2. The same argument as 
above shows that M1 is an irreducible 3-manifold which is a 3-disk or has 
infinite fundamental group. If  it were a 3-disk then M would be S l • D z, 
which satisfies the claim of the Lemma. So we may assume that MI has infi- 
nite fundamental group, 
We will prove the Lemma using the fact that M is homotopy equivalept 
to Mt V M2 (respectively M1 V S 1). It suffices to verify the claim for M1 an~ 
M2 (respectively M1), since the claim for M then follows from the proof of 
Proposition 3.7. If Ml and )142 (respectively M1 ) have incompressible boundar) 
then we are done by Lemma 6.3. Otherwise, we repeat the process of cutting 
along 2-disks described above. This process must stop after finitely many steps. 
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Proof o f  Parts la, 2 and 3 of  Theorem O. 1 : We have the prime decompo- 
sition 
M = M1 gM2 g...  gMr. 
By assumption, each Mj in the decomposition is nonexceptional. We claim first 
that i f  7t)(Mj) is finite then bl(Mj) = 0, if  7q(Mj) is infinite then bt(Mj) = 
-x(Mj),  and that c~2(Mj) > 0. The case of  finite fundamental group follows 
from Example 3.11. From Theorem 2.6 and Remark 3.9 we may assume that 
if Mj is closed then Mj is Seifert, hyperbolic or Haken. If Mj is closed and 
Seifert then the result follows from Theorem 4.1. If  Mj is closed and hyperbolic 
then the result follows from Theorem 5.14. If  Mj is closed and Haken then 
the result follows from Lemma 6.1. If Mj has a boundary component which 
is a 2-sphere then Mj is a 3-disk and the result follows from Example 3.11. 
If Mj has a nonempty boundary with no 2-spheres then it is Haken and the 
result follows from Lemma 6.4. 
From Lemma 3.5 we have that bo(M) = b3(M) = 0. From Proposition 3.7.1 
we have that 
j= l  I ' ~ ( g j )  I " 
As we have shown that bl(Mj) = - z ( M j )  + {1 if Mj ~ D3}, the claim of The- 
orem 0.1.1 for bl (M) follows. The claim for b2(M) now follows from the Euler 
characteristic equation. From Proposition 3.7.3 we have ~2(M) = min{~z(Mj) : 
j = l  . . . .  r} > 0. 
From Corollary 3.4.1 we have that ~ l (M)  = ~I(P(M)). Thus, by removing 
the simply-connected factors, we may assume that M = P(M). Suppose that 
~j(M) < ~ + .  From Proposition 3.7, we have the possibilities that r = 1, or 
that r = 2 and rq(Ml)  = rtl(Mz) = Z/2. I f r  = 1 then M ~ S l • S 2 and is one 
of the special cases listed, or M is irreducible. If  M is not closed then it is 
Haken and Lemma 6.4 implies that it is one of  the special cases listed. If  M 
is closed then by assumption a finite cover M of M is homotopy equivalent 
to a Seifert, hyperbolic or Haken manifold N, which must also be closed and 
orientable. If N is Seifert or hyperbolic then Theorems 4.1, 4.4 and 5.14 imply 
that N is a closed S 2 • R, R 3, or Nil manifold. If  N is Haken then Lemma 
6.4 implies that N is a closed S 2 • R, R 3, Nil or Sol manifold. Lemma 6.2 
gwes that M is of  the same geometric type as N, and so is one of  the special 
cases listed. 
If r = 2, it remains to show.that an irreducible (compact connected ori- 
~'~table) 3-manifold M with ~ I ( M ) =  Z/2 is homotopy equivalent to RP 3. 
l'his follows from [43, Theorem 1.8]. [] 
Proof of  Theorem O. 1.lb. First, for the group Euler characteristic [5, Section 
~X.7] to be defined we must show that rq(M) is virtually torsion-free and of  
~rfite homological type. Let {Mj}~= 1 be the prime factors of  M with finite 
;qndamental group. Put F1 = ~ l (Ml)  * .. .  * ~l(M~) and T2 = ~l(Ms+l) * ... * 
zI(M~). It is known that T1 has a finite-index free subgroup F and that F2 is 
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torsion-free. Let ~ : F1 */ '2 ~ / ' l  be the natural homomorphism. Then ~b-l(F) 
is finite-index in rq(M), and the Kurosh subgroup theorem [20, Theorem 8.3] 
implies that it is torsion-free. As F1 and F2 have finite homological type, [5, 
Proposition IX.7.3.e] implies that 7q(M) is of finite homological type and that: 
r 
Z(ul(M)) = r - 1 + Z Z ( u I ( M j ) ) .  
j = l  
Thus in order to show that b l ( M ) =  -Z(zq(M)) ,  it is enough to verify that 
for each j ,  
1 
- [ ul(M2) [ - ~((M)) + {1 i f M j  ~ D  3} = -X(Ul(Mj)). 
As Mj is either a K(u, 1 ) Eilenberg-MacLane space with ~ infinite, a 3-disk or 
a closed manifold with finite fundamental group, the equation is easy to verify. 
The statement for b2(M) now follows from the Euler characteristic equation. 
[] 
We now prove a slightly stronger version of Theorem 0.1.1c. 
Proposition 6.5. Let M be a (compact connected orientable) 3-maniJold. I f  
all LZ-Betti numbers of  M vanish then M satisfies one o f  the following con- 
ditions: 
1. M is homotopy equivalent to an irreducible 3-manifold N with infinite 
fundamental group whose boundary is empty or a disjoint union of  tori. 
2. M is homotopy equivalent to S t x S 2 or Rp3~Rp 3. 
I f  condition 2.) holds, or i f  condition 1.) holds and N is nonexceptional, 
then all o f  the L2-Betti numbers of  M vanish. [] 
Proof Suppose that M has vanishing LZ-cohomology. From Example 3.11, 
hi(M) must be infinite. From Proposition 3.7.1 we have that 
r - l + ~ ( b , ( M j )  1 ) j=1 I ul(Mj) I = O. 
Equivalently, 
~-~ (b~(Uj)- 1 ) 
J=' I n~(Mj) I + 1 = I. 
It follows that the prime decomposition of M must consist of homotopy 3,- 
spheres, 3-disks and either 
A. A prime manifold M'  with infinite fundamental group and vanishing bl o~ 
B. Two prime manifolds M l and M 2 with fundamental group Z/2. 
In case A, M'  is S 1 x S 2 or is irreducible. If M '  is irreducible and has 
nonempty boundary then Lemma 6.4 implies that its boundary components 
must be tori. From the Euler characteristic equation we have that x(M) = 0. 
and so no 3-disks can occur in the prime decomposition of  M. In case B, we 
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have already shown that M 1 and M 2 are homotopy-equivalent to RP 3. Again, 
because z ( M ) =  0, no 3-disks can occur in the prime decomposition of  M. 
Thus we have shown that if  M has vanishing LZ-cohomology then M satisfies 
one of  the two conditions of  the corollary. 
If M satisfies condition 2. of  the corollary then Theorems 2.6 and 4.1 
imply that M has vanishing L2-cohomology. If  M satisfies condition 1. of  the 
corollary, from Theorem 2.6 we may assume without loss of  generality that 
M = N. We have that its Euler characteristic vanishes. I f  M has nonempty 
boundary then Lemma 6.4 implies that it has vanishing L2-cohomology. If 
M is closed and nonexceptional then by passing to a finite cover and using 
Theorem 2.6, we may assume that M is Seifert, hyperbolic or Haken. Theorems 
4.1, 4.4 and 5.14 imply that M has vanishing LZ-cohomology. [] 
We now prove Theorem 0.1.5. Again, we build up to the proof by a sequence 
of lemmas. 
Lemma 6.6. I f  M is irreducible and OM contains an incompressible torus 
then ~2(M) < 2. 
Proof From Lemma 6.3 we get b2 (M)=0 .  As T 2 has vanishing L2-cohomo - 
logy, the long weakly exact homology sequence of  the pair (M, T 2) implies that 
H2(M, T2; 12(~l(M))) vanishes. We have a short exact sequence 0 ~ C(T 2) 
C(M) --+ C(M, T 2) ~ 0 and so from Theorem 2.3.3, 
1 1 1 _ _ < _ _ - ~  
~2(T 2) = ~2(m) ~3(M, T2) " 
Proposition 3.2 implies that ~3(M,T 2) = ~I(M,r  T2). If  this is oo + then 
~2(M) < c~2(T 2) = 2 and we are done. If  ~M - T 2 • ~ then Lemma 3.5.5 
implies that ~l(M, ~3M - T 2) = c~ +. If  r - T 2 = ~ then Theorem 0.1.2 gives 
the possible cases in which cq(M,~M - T 2) < cx~ +. The only case in which 
aM is a single incompressible toms is when M is a twis ted/-bundle  over K, 
and in this case Theorem 4.4 gives that ~2(M) = 2. [] 
Lemma 6.7. I f  M is a closed Haken manifold and does not admit an R 3 or 
Sol structure then ~2(M) < 2. 
Proof If M is Seifert or hyperbolic then the proposition follows from Theo- 
rems 4.1 and 5.14. Otherwise, consider the nonempty minimal family of  split- 
tmg tori. Let T 2 be a member o f  the minimal family. Cutting M open along T 2 
yields decompositions M = M1 Ur2 M2 or M = M1 tor2• T 2 x I ,  depending 
',,u whether T 2 is separating or not-. We get the exact sequences 0 -~ C(M1 ) 
C(M) ~ C(M2, T z) --~ 0 or 0 ~ C(M1 ) ~ C(M)  --* C(T  2 • I, T 2 • 0I) --~ 0 
,vith coefficients in 12(Ttl(M)). Since b l (M)  = 0 (Lemma 6.1), we derive from 
fheorem 2.3.2 that 
1 1 1 
< - -  + - -  or 
~2(M2, T 2) ~ ~l(M1) ~2(M) 
1 1 1 < + - -  
~2(T 2 •  2 •  -- ~1(M1) a2(M) '  
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Suppose that ~I(M1) _-> oo. Then we have that ~2(M) < ~2(M2, T 2) (respec- 
tively ~2(M) ~ ~2(T 2 •  T 2 • ~I) : 2). Proposition 3.2 gives that ~2(M2, T 2) 
= ~2(M2), and we have already proven that this is less than or equal to two. 
By symmetry, it remains to treat the case when ~I(MI) ,~(M2)  < oo, (re- 
spectively ~1(M1 ) < oo). From Theorem 0.1.2, Ml and 342 must be / -bundles  
over K (respectively MI must be I x T 2). As before, in either case M carries 
a Sol, Nil or R3-structure. Since ~2(M) : 2 in the Nil case (Theorem 4.1), 
the lemma follows. [] 
Proof o f  Theorem 0.1.5. From Proposition 3.7.3 we have that 
~2(M) = min{~2(Mj) : j  = 1 . . . .  r}. 
Clearly, it is enough to verify the theorem under the assumption that M is 
prime. As S ~ • S 2 has an S 2 • R-structure, we may assume that M is irre- 
ducible. If 0M contains an incompressible torus then we are done by Lemma 
6.6. Suppose that M is closed, has infinite fundamental group and is nonex- 
eeptional. Then a finite cover M, which is closed, orientable and irreducible, is 
homotopy equivalent to a manifold N which is Seifert, hyperbolic or Haken. 
If ~2(M) > 2 then Theorems 4.1 and 5.14 and Lemma 6.7 imply that N has 
an R 3, S 2 • R or Sol structure. By Lemma 6.2, M also has such a structure. 
[] 
Finally, Theorem 0.1.6 follows from Propositions 3.2 and 3.5.5. [] 
7. Remarks and conjectures 
Conjecture 7.1. Let M be a compact connected manifold, possibly with 
boundary. Then 
1. The L2-Betti numbers o f  M are rational. I f  h i (M) is torsion-free then 
the L2-Betti numbers o f  M are integers. 
2. The Novikov-Shubin invariants o f  M are positive and rational. 
In the case of the LZ-Betti numbers, this seems to be a well-known con- 
jeeture. The question of  the rationality of the L2-Betti numbers, for closed 
manifolds, appears in [1]. Theorem 0.1 shows that Conjecture 7.1.1 is true for 
the class of 3-manifolds considered there. By Lemma 3.5.1, Conjecture 7.l.2 
is trivially true for ~I(M). Theorems .9?. and ?? give that it is true for c~2(M) 
if M is a Seifert 3-manifold. Note that for any positive integer k there are 
examples of closed manifolds in higher dimensions with nf fM) = Z such that 
~3(M) = ~ [24]. Conjecture 7.1 is equivalent to the following purely algebraic 
conjecture: 
Conjecture 7.2. Let n be a finitely presented group and let f : | -~ 
| be a Zn-homomorphism. We get a bounded n-equivariant operator f :  
| ~ | by tensoring by 12(n). Then 
1. The yon Neumann dimension of  ker ( f )  is rational. IJn  is torsion-free 
then it is an integer. 
2. The Novikov-Shubin invariant o f - f  is a positive rational number. Li 
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To see the equivalence between Conjectures 7.1 and 7.2, suppose first that 
we are given a compact manifold M. Let K be a finite CW-complex which is 
homotopy equivalent to M. Taking f in Conjecture 7.2 to be the combinatorial 
Laplacian dp coming from K and using Lemma 2.4, we see that the validity 
of Conjecture 7.2.1 would imply that Conjecture 7.1.1 holds for M. Taking f 
to be the differential Cp of the cellular chain complex of K, we see that the 
validity of Conjecture 7.2.2 would imply that Conjecture 7.1.2 holds for M. It 
remains to show that Conjecture 7.1 implies Conjecture 7.2. Let X be a finite 
CW-complex with fundamental group n. Let f : |  @r=lZrC be any 
Zn-module homomorphism. For any given n > 2, one can attach cells to X in 
dimensions n and n + 1 in such a way that the resulting finite CW-complexY 
has the same fundamental group as X, and the relative chain complex C(Y ,X)  
is concentrated in dimensions n and n + 1 and given there by f [26, Theorem 
2.1]. If we choose n > dim(X) then b,+l(Y)= b ( f )  and ~,+I(Y)= ~(f) .  
Moreover, there is a compact manifold M, possibly with boundary, which is 
homotopy equivalent to Y. Since the L2-Betti numbers and the Novikov-Shubin 
invariants are homotopy invariants, we get bn+l(M)= b( f )  and ct ,+l(M)= 
~(f). Hence Conjecture 7.1 is equivalent to Conjecture 7.2. 
Conjecture 7.2.1 is proven for a large class of groups, which includes 
elementary amenable groups and free groups, in [23]. It is not hard to see that 
Conjecture 7.2.2 is true if n is abelian. (A proof of the equivalent Conjecture 
7.l.2 in this case appears in [24].) D. Voiculescu informs us that Conjecture 
7.2.2 is true when n is a free group. Conjecture 7.2.1 implies a well-known 
conjecture of algebra. 
Conjecture 7.3. Let n be a finitely-presented group. Then the group ring Qn 
has no zero-divisors if and only i f  n is torsion-free. [] 
The only-if statement is trivial. The if statement would follow from the 
second conjecture as follows: Let u E Qn be a zero-divisor. We want to show 
that u -- 0. We may assume that u lies in Zn. Let f : Zn ~ Zn be given by 
right multiplication with u. Since u is a zero-divisor, f has a non-trivial kernel. 
Since the dimension of the kernel o f t  must be a positive number less or equal 
to the dimension of 12(n), which is 1, it can only be an integer if it is 1. Hence 
the kernel of f is 12(n). This implies that u = 0. 
Conjecture 7.4. The second L2-Betti number o f  a compact prime 3-manifold 
v~mishes. [] 
We have shown in Example 3.11 and Theorem 0.1 that the second L 2-Betti 
rlUlnber of a nonexceptional comigact prime 3-manifold vanishes. However, 
the:re may be a reason why it should vanish which is independent of any 
~cometric decomposition theorem. 
Conjecture 7.5. I f  M is a closed K(n, 1 ) manifold then its L2-Betti numbers 
iwnish outside o f  the middle dimension. [] 
Proposition 6.5 implies that a closed K(n, 1) 3-manifold of the type con- 
sidered there has vanishing L2-Betti numbers, thereby verifying the conjecture. 
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Conjecture 7.5 includes the unproven conjecture of Singer which states the 
same for nonpositively-curved manifolds. If lr l(M) contains an infinite normal 
amenable subgroup then the truth of the conjecture follows immediately from 
[10 Theorem 0.2]. Conjecture 7.5 was emphasized in the case of 4-manifolds 
in [17]. A consequence would be that if dim(M) = 4k + 2 then z(M) < 0, 
and if dim(M) = 4k then z(M) >__ [ ~r(M) 1. 
As mentioned in the introduction, our motivation to study L2-Betti numbers 
and Novikov-Shubin invariants comes from the L2-torsion invariants [6, 24, 
29, 31, 32]. Let M be a compact Riemannian manifold whose boundary is 
decomposed as t3M = 00M I_[ 01M, where 00M and OlM are disjoint unions of 
components of t3M. One can try to define L 2-analogs of the usual Reidemeister 
and analytic torsions of  the pair (M, t30M). However, one would encounter 
difficulties in the definitions if  the spectrum of the combinatorial or differential- 
form Laplacian were too thick near zero. A sufficient condition for the L 2- 
torsions to be well-defined is that the Novikov-Shubin invariants ~.(M, 00M) 
are all positive. In this case, we denote the corresponding L2-torsion invariants 
by Peomb(M, O0M) and Pan(M, d0M), respectively. Conjecture 7.1.2 would imply 
that the L2-torsions are always well-defined. If  in addition the L2-cohomology 
of (M, O0M) vanishes then the L2-Reidemeister torsion is a simple homotopy 
invariant (and in particular a homeomorphism invariant) and the L2-analytic 
torsion is a diffeomorphism invariant. 
Conjecture 7.6. The L2-Reidemeister and analytic torsions of  (M, OoM) are 
related by 
ln(2) 
Peomb(M, 630M) ---- Pan(M, t~0M) + - - ~  9 z(OM). [] 
This is the L2-analog of the Cheeger-Mfiller theorem for the ordinary Rei- 
demeister and analytic torsions [7, 36], as extended to manifolds with boundary. 
in [25, 28]. 
Our results show that if M is a 3-manifold of  the type considered in The- 
orem 0.1 then the L2-torsions are welt-defined. Sufficient conditions for the 
vanishing of the L2-cohomology are given in Proposition 6.5. If M is a Seifert 
3-manifold with infinite fundamental group then its LZ-Reidemeister torsion 
vanishes [31]. If  M is a closed 3-manifold which admits a hyperbolic structure 
then its L2-analytic torsion is - lVo l (M,  ghyp), where ghyp is the unique (up 
to isometry) hyperbolic metric on M [24, 32]. 
Conjecture 7.7. I f  M is a compact connected 3-manifold with a Thurston 
geometric decomposition which satisfies one of  the conditions of  Proposition 
6.5 then its LZ-torsion is - 3~ times the sum of  the (finite) volumes of  its 
hyperbolic pieces. 
As one has a formula for the relationship between the L2-Reidemeiste r 
torsions of the terms in a short exact sequence [31] Conjecture 7.7 would 
follow from Conjecture 7.6 if one knew that the L2-torsion of a compact 3- 
manifold whose interior admitted a complete finite-volume hyperbolic metric 
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were equal to - ~ t imes the hyperbol ic  volume o f  the interior. We  note that 
Conjecture 7.7 would  imply that for the mani fo lds  it considers ,  the L2-torsion 
is a universal  constant  t imes the simplicial  volume discussed in [44]. 
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