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Abstract
Chen, Faudree, Gould, Jacobson, and Lesniak [2] determined the minimum degree
threshold for which a balanced k-partite graph has a Hamiltonian cycle. We give an
asymptotically tight minimum degree condition for Hamiltonian cycles in arbitrary k-
partite graphs in which all parts have at most n/2 vertices (a necessary condition). To
do this, we first prove a general result which simplifies the process of checking whether
a graph is a robust expander. Then we use this result to prove that any k-partite graph
satisfying the minimum degree condition is either a robust expander or else contains a
Hamiltonian cycle directly.
1 Introduction
We write A ⊔ B for the union of disjoint sets A and B. We write G = (V1 ⊔ · · · ⊔ Vk, E)
for a k-partite graph with parts V1, . . . , Vk. For v ∈ V (G) we let N(v) = {u : uv ∈ E(G)},
d(v) = |N(v)|, and for S ⊆ V (G), we let d(v, S) = |N(v) ∩ S|. For S ⊆ V (G), we let
N(S) = {u : uv ∈ E(G) for some v ∈ S}, we let δ(S) = min{d(v) : v ∈ S}, and we let
δ(R,S) = min{d(v, S) : v ∈ R}.
Dirac [5] proved that every graph on n ≥ 3 vertices with δ(G) ≥ n/2 contains a
Hamiltonian cycle; furthermore, for every n, there exists a graph F on n vertices with
δ(F ) = ⌈n/2⌉ − 1 such that F does not contain a Hamiltonian cycle. Later, Moon and
Moser [8] proved that every balanced bipartite graph G on n ≥ 4 vertices with δ(G) > n/4
contains a Hamiltonian cycle; furthermore, for every even n, there exists a balanced bipar-
tite graph F on n vertices with δ(F ) = ⌊n/4⌋ such that F does not contain a Hamiltonian
cycle. Finally, Chen et al. [2] determined a sharp (within a constant) minimum degree
condition for Hamiltonicity in all balanced k-partite graphs with 2 ≤ k ≤ n.
Theorem 1.1 (Chen, Faudree, Gould, Jacobson, Lesniak [2]). For all integers n ≥ k ≥ 2,
if G is a balanced k-partite graph on n vertices such that
δ(G) >
(
1
2
+
1
2
⌈
k+1
2
⌉ − 1
k
)
n =


(
1
2 − 1k(k+1)
)
n, k odd,(
1
2 − 2k(k+2)
)
n, k even,
then G has a Hamiltonian cycle.
Recently, the first author and Spanier [3] slightly refined the above result, proving the
following: For all integers n ≥ k ≥ 2, if G is a balanced k-partite graph on n vertices such
that
δ(G) ≥
⌈n
2
⌉
+
⌊⌈
n+1
2
⌉
⌈
k+1
2
⌉
⌋
− n
k
,
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then G has a Hamiltonian cycle – unless n is divisible by 4 and k = 2 or k = n2 , in which
case δ(G) ≥ ⌈n2⌉+
⌊⌈n+12 ⌉
⌈k+12 ⌉
⌋
− n
k
+ 1 suffices. Furthermore, Proposition 1.4 (Case 4) shows
that this is best possible (unless n is divisible by 4 and k = 2 or k = n2 in which case there
are different tightness examples). For purposes of comparison, we note that⌊(
1
2
+
1
2
⌈
k+1
2
⌉ − 1
k
)
n
⌋
≤
⌈n
2
⌉
+
⌊⌈
n+1
2
⌉
⌈
k+1
2
⌉
⌋
− n
k
≤
⌈(
1
2
+
1
2
⌈
k+1
2
⌉ − 1
k
)
n
⌉
.
Furthermore, note that when k = n, Theorem 1.1 is equivalent to Dirac’s theorem and when
k = 2, Theorem 1.1 is equivalent to Moon and Moser’s theorem.
Regarding Hamiltonian cycles in not-necessarily-balanced k-partite graphs, the following
(implicit) result was used as a lemma to prove a theorem about monochromatic cycles in
2-edge colored graphs of minimum degree (3/4 + o(1))n.
Proposition 1.2 (DeBiasio, Nelsen [4, Lemma 7.1]). For all γ > 0, there exists n0 such
that for all integers k ≥ 2 and n ≥ n0, if G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph on n
vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk| such that
δ(Vi) ≥
(
3
4
+ γ
)
n− |Vi| for all i ∈ [k],
then G has a Hamiltonian cycle.
We noticed that for balanced bipartite graphs and balanced tripartite graphs, the degree
condition of Proposition 1.2 essentially matched the degree condition in Theorem 1.1. We
also suspected that the degree condition of Proposition 1.2 was far from best possible in
most other cases. This motivated the following problem, which it is the purpose of this
paper to address:
Determine a function Φ such that for all γ > 0, there exists n0 such that if G =
(V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph on n ≥ n0 vertices with all part sizes at most n/2
such that
δ(Vi) ≥ Φ(|V1|, |V2|, . . . , |Vk|) + γn− |Vi| for all i ∈ [k], (1)
then G has a Hamiltonian cycle; furthermore, given integers n1, . . . , nk with
∑n
i=1 ni = n
and n/2 ≥ n1 ≥ · · · ≥ nk, show that there exists a k-partite graph F = (V1 ⊔ · · · ⊔ Vk, E)
on n vertices with |Vi| = ni for all i ∈ [k] such that δ(Vi) ≥ Φ(|V1|, |V2|, . . . , |Vk|)− |Vi| − 1
for all i ∈ [k], yet F has no Hamiltonian cycle.
In order to describe a function Φ satisfying the above criteria, we begin with some
preliminary definitions. For integers 1 ≤ k ≤ n, a partition of n into k parts is a non-
increasing list (n1, . . . , nk) of positive integers such that
∑k
i=1 ni = n. Let Pk(n) be the set
of all partitions of n into k parts. For all P = (n1, n2, . . . , nk) ∈ Pk(n), let
• λ(P ) be the smallest positive integer λ such that ∑λi=1 ni ≥ ⌈n+12 ⌉, and
• µ(P ) be the smallest positive integer µ such that ∑µi=1 ni ≥ ⌊n+12 − nµ2 ⌋+ 1.
Now given P = (n1, n2, . . . , nk) ∈ Pk(n) with λ(P ) = λ and µ(P ) = µ, set
• fi(P ) = ni +
∑i
j=1 nj for all i ∈ [µ− 1] and f(P ) = maxi∈[µ−1] fi(P ),
• g(P ) = ⌈n2 + nµ2 ⌉ ,
• h1(P ) =
⌈
n
2
⌉
+ nλ, h2(P ) =
⌈
n
2
⌉
+
⌊
1
λ
⌈
n+1
2
⌉⌋
, and h(P ) = min{h1(P ), h2(P )},
• Φ(P ) = max{f(P ), g(P ), h(P )}.
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Now let k ≥ 2 and let G = (V1 ⊔ · · · ⊔ Vk, E) be a k-partite graph on n vertices with |V1| ≥
· · · ≥ |Vk|. Let P = (|V1|, . . . , |Vk|) and define λ(G) = λ(P ), µ(G) = µ(P ), fi(G) = fi(P ),
f(G) = f(P ), g(G) = g(P ), hi(G) = hi(P ), h(G) = h(P ), and finally Φ(G) = Φ(P ). When
it is unambiguous, we drop the reference to the graph in these terms, so, for example, we
will write f instead of f(G). Note that that Φ does not depend on k, the number of parts
of the partition. Instead, Φ is a function of λ and the sizes of V1, . . . , Vµ, and Vλ.
Our main result is as follows.
Theorem 1.3. Let k ≥ 2 and 0 < 1
n0
≪ γ. If G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph
on n ≥ n0 vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk| such that
δ(Vi) ≥ Φ(G) + γn− |Vi| for all i ∈ [k],
then G has a Hamiltonian cycle.
The function Φ in the degree condition of Theorem 1.3 may strike the reader as overly
complicated. However, it is in some sense necessarily so; that is, Theorem 1.3 is asymptot-
ically tight for all k-partite graphs on n vertices.
Proposition 1.4. Let n ≥ k ≥ 2 and let P = (n1, . . . , nk) be a partition of n into k parts
with n/2 ≥ n1 ≥ · · · ≥ n1. There exists a k-partite graph F = (V1 ⊔ · · · ⊔ Vk, E) with
|Vi| = ni for all i ∈ [k] such that
δ(Vi) ≥ Φ(F )− |Vi| − 1 for all i ∈ [k],
yet F has no Hamiltonian cycle.
Proving a non-asymptotic version of Theorem 1.3 is the most immediate remaining
problem.
Problem 1.5. For all integers n ≥ k ≥ 2, let G = (V1 ⊔ · · · ⊔ Vk, E) be a k-partite graph
on n vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk|. Determine the smallest constant c depending on
(|V1|, . . . , |Vk|) such that if
δ(Vi) ≥ Φ(G) + c− |Vi| for all i ∈ [k],
then G has a Hamiltonian cycle.
It is likely that aside from some exceptional cases (e.g. the case where G is a balanced
n
2 -partite graph described earlier), the constant should be 0.
We also raise the following problem regarding a possible alternative form of the minimum
degree condition (1).
Problem 1.6. Determine a function Ψ such that for all γ > 0, there exists n0 such that
if G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph on n ≥ n0 vertices with all part sizes at most
n/2 such that
δ(Vi) ≥ Ψ(|V1|, |V2|, . . . , |Vk|)(n − |Vi|) + γn for all i ∈ [k],
then G has a Hamiltonian cycle; furthermore, given integers n1, . . . , nk with
∑n
i=1 ni = n
and n/2 ≥ n1 ≥ · · · ≥ nk, show that there exists a k-partite graph F = (V1 ⊔ · · · ⊔Vk, E) on
n vertices with |Vi| = ni for all i ∈ [k] such that δ(Vi) ≥ Ψ(|V1|, |V2|, . . . , |Vk|)(n − |Vi|)− 1
for all i ∈ [k], yet F has no Hamiltonian cycle.
We will prove Proposition 1.4 in Section 2 and we will prove Theorem 1.3 in Section
4. However, before moving on, we make some useful observations regarding Φ and the
associated parameters.
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Observation 1.7. Let k ≥ 2 and let G = (V1⊔· · ·⊔Vk, E) be a k-partite graph on n vertices
with |V1| ≥ · · · ≥ |Vk|. Then the following hold:
(i) λ ≤ ⌈k+12 ⌉. Furthermore, if G is balanced, then λ = ⌈k+12 ⌉.
(ii) For all I ⊆ [k], if |I| ≤ λ− 1, then ∑i∈I |Vi| ≤ n2 . So in particular, λ ≥ 2 if and only
if all parts have at most n/2 vertices.
(iii) fi ≤
⌊
n+1
2 +
|Vi|
2
⌋
for all i ∈ [µ− 1].
(iv)
∑µ
i=1 |Vi| ≤
⌊
n+1
2 +
|Vµ|
2
⌋
.
(v) If λ ≥ 2, then Φ− |Vk| ≥ · · · ≥ Φ− |V1| ≥ n/4.
(vi) If G is balanced, then Φ = h2 =
⌈
n
2
⌉
+
⌊
1
λ
⌈
n+1
2
⌉⌋
=
⌈
n
2
⌉
+
⌊⌈n+12 ⌉
⌈ k+12 ⌉
⌋
.
Proof. (i) When k is odd, we have
∑ k+1
2
i=1 |Vi| > n/2. When k is even, we have
∑k
2
i=1 |Vi| >
n/2 unless G is balanced, in which case
∑ k
2
+1
i=1 |Vi| > n/2. So λ ≤
⌈
k+1
2
⌉
. If G is
balanced, then clearly λ ≥ ⌈k+12 ⌉.
(ii) Let I ⊆ [k] with |I| ≤ λ − 1. Since |V1| ≥ · · · ≥ |Vk|, we have by the minimality of
λ that
∑
i∈I |Vi| ≤
∑λ−1
i=1 |Vi| ≤ n2 . So if λ ≥ 2, then n/2 ≥ |V1| ≥ · · · ≥ |Vk|, and if
λ = 1, then |V1| > n/2.
(iii) Let i ∈ [µ− 1]. By the definition of µ we have ∑ij=1 |Vj | ≤ ⌊n+12 − |Vi|2 ⌋, so
fi = |Vi|+
i∑
j=1
|Vj | ≤ |Vi|+
⌊
n+ 1
2
− |Vi|
2
⌋
=
⌊
n+ 1
2
+
|Vi|
2
⌋
.
(iv) By the definition of µ we have
µ∑
i=1
|Vi| =
µ−1∑
i=1
|Vi|+ |Vµ| ≤
⌊
n+ 1
2
− |Vµ−1|
2
⌋
+ |Vµ| ≤
⌊
n+ 1
2
+
|Vµ|
2
⌋
.
(v) If µ = 1 or |V1| < n/4, we have g − |V1| =
⌈
n
2 +
|Vµ|
2
⌉
− |V1| ≥ n/4. Otherwise µ > 1
and |V1| ≥ n/4 so Φ− |V1| ≥ f1 − |V1| = |V1| ≥ n/4.
(vi) When G is balanced, there exists an integer m such that n = mk. By (i), (iii), and
the definitions of g and h, we have
Φ = max
{⌊
n+ 1
2
+
n
2k
⌋
,
⌈n
2
+
n
2k
⌉
,
⌈n
2
⌉
+
⌊⌈
n+1
2
⌉
⌈
k+1
2
⌉
⌋}
= max
{⌊
mk + 1 +m
2
⌋
,
⌈
mk +m
2
⌉
,
⌈
mk
2
⌉
+
⌊⌈
mk+1
2
⌉
⌈
k+1
2
⌉
⌋}
.
Since
⌊
mk+1+m
2
⌋
=
⌈
mk+m
2
⌉
, it remains to show
⌈
mk
2
⌉
+
⌊⌈
mk+1
2
⌉
⌈
k+1
2
⌉
⌋
≥
⌈
mk +m
2
⌉
. (2)
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If m is even or k is even, (2) reduces to
⌊
mk+2
2
⌈k+12 ⌉
⌋
≥ ⌈m2 ⌉. Since m ≥ 1 and k ≥ 2, we
have
mk + 2
2
−
⌈m
2
⌉⌈k + 1
2
⌉
≥ mk + 2
2
−
(
m+ 1
2
)(
k + 2
2
)
=
(m− 1)(k − 2)
4
≥ 0,
and thus (2) is satisfied.
If m is odd and k is odd, (2) reduces to
⌊
mk+1
k+1
⌋
≥ m−12 . Since m ≥ 1 and k ≥ 2, we
have
mk + 1− (k + 1)m− 1
2
=
(m+ 1)(k − 1) + 4
2
> 0,
and thus (2) is satisfied.
Finally, note that Theorem 1.3 asymptotically implies Theorem 1.1 because when G is
a balanced k-partite graph on n vertices, we have by Observation 1.7.(vi) that
Φ(G)− |Vi| =
⌈n
2
⌉
+
⌊⌈
n+1
2
⌉
⌈
k+1
2
⌉
⌋
− n
k
.
2 Tightness examples
F1
V1 Vi Vµ Vk
T
S
F2
V1 Vµ
S
Vk
T
F3
0
V1 Vλ Vk
S
F4
n
λ
0
⌊
1
λ
⌈
n+1
2
⌉⌋
V1 Vλ Vk
S
Figure 1: The four families of tightness examples F1, F2, F3, F4 in Proposition 1.4.
Proof of Proposition 1.4. We will construct a k-partite graph on vertex set V1 ⊔ · · · ⊔ Vk
where |Vi| = ni for all i ∈ [k]. Note that when we use the phrase possible edges, we mean
edges having endpoints in different parts. The construction splits into cases depending on
the value of Φ.
Case 1 (Φ = fi for some i ∈ [µ−1]). Let S = V1∪· · ·∪Vi and let T ⊆ Vi+1∪· · ·∪Vk with
|T | = |S| − 1. Now add all edges between S and T and add all other possible edges which
are not incident with S. Let F1 be the resulting k-partite graph. Since S is an independent
set with |N(S)| ≤ |S| − 1, we see that F1 has no Hamiltonian cycle.
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First note that since i < µ, we have
|S| =
i∑
h=1
|Vh| ≤
⌊
n+ 1
2
− |Vi|
2
⌋
(3)
For j ∈ [i], we have |Vj | ≥ |Vi| and thus
δ(Vj) = |S| − 1 =
i∑
h=1
|Vh| − 1 ≥ |Vi|+
i∑
h=1
|Vh| − |Vj | − 1 = fi − |Vj | − 1 = Φ− |Vj | − 1
and for j ∈ [k] \ [i], by (3) and Observation 1.7.(iii) we have
δ(Vj) ≥ n− |Vj | − |S| ≥ n−
⌊
n+ 1
2
− |Vi|
2
⌋
− |Vj | ≥
⌊
n+ 1
2
+
|Vi|
2
⌋
− |Vj| − 1
≥ fi − |Vj | − 1 = Φ− |Vj | − 1.
Case 2 (Φ = g). By the definition of µ we have
∑µ
i=1 |Vi| ≥
⌊
n+1
2 − |Vµ|2
⌋
+ 1 and by
Observation 1.7.(iv) we have
∑k
i=µ+1 |Vi| = n−
∑µ
i=1 |Vi| ≥ n−
⌊
n+1
2 +
|Vµ|
2
⌋
=
⌊
n
2 − |Vµ|2
⌋
.
So we let S ⊆ V1 ∪ · · · ∪ Vµ with |S| =
⌊
n
2 − |Vµ|2
⌋
+ 1 and T ⊆ Vµ+1 ∪ · · · ∪ Vk with
|T | = |S| − 1. Now add all edges between S and T and add all other possible edges which
are not incident with S. Let F2 be the resulting k-partite graph. Since S is an independent
set with |N(S)| ≤ |S| − 1, we see that F2 has no Hamiltonian cycle.
For i ∈ [µ] we have |Vi| ≥ |Vµ| and thus
δ(Vi) ≥ |S| − 1 =
⌊
n
2
− |Vµ|
2
⌋
≥
⌈
n
2
+
|Vµ|
2
⌉
− |Vi| − 1 = g − |Vi| − 1 = Φ− |Vi| − 1
and for j ∈ [k] \ [µ], we have
δ(Vj) ≥ n− |Vj| − |S| = n−
⌊
n
2
− |Vµ|
2
⌋
− |Vj | − 1 =
⌈
n
2
+
|Vµ|
2
⌉
− |Vj| − 1
= g − |Vj| − 1 = Φ− |Vj | − 1.
Case 3 (Φ = h1). Note that the case implies nλ ≤
⌊
1
λ
⌈
n+1
2
⌉⌋
. For i ∈ [λ] select Xi ⊆ Vi
with |Xi| ≥ |Vλ| and |X1 ∪ · · · ∪Xλ| =
⌈
n+1
2
⌉
. This is possible because
λ|Vλ| ≤ λ
⌊
1
λ
⌈
n+ 1
2
⌉⌋
≤
⌈
n+ 1
2
⌉
≤
λ∑
i=1
|Vi|.
Let S = X1 ∪ · · · ∪ Xλ. Now add all possible edges which have at most one endpoint
in S. Let F3 be the resulting k-partite graph. Since S is an independent set of size greater
than n/2, we see that F3 has no Hamiltonian cycle.
For i ∈ [k] \ [λ], we have δ(Vi) = n− |Vi| ≥ Φ− |Vi|. For i ∈ [λ], we have
δ(Vi) = n−|S|− |Vi|+ |Xi| ≥ n−
⌈
n+ 1
2
⌉
+ |Vλ|− |Vi| =
⌈n
2
⌉
+ |Vλ|− |Vi|−1 = h−|Vi|−1.
Case 4 (Φ = h2). Note that the case implies nλ ≥
⌊
1
λ
⌈
n+1
2
⌉⌋
. For i ∈ [λ] select
Xi ⊆ Vi with |Xi| ≥
⌊
1
λ
⌈
n+1
2
⌉⌋
and |X1 ∪ · · · ∪ Xλ| =
⌈
n+1
2
⌉
. This is possible because
6
|Vλ| ≥
⌊
1
λ
⌈
n+1
2
⌉⌋
,
∑λ
i=1 |Vi| ≥
⌈
n+1
2
⌉
, and λ
⌊
1
λ
⌈
n+1
2
⌉⌋ ≤ ⌈n+12 ⌉. Note that there is some j
such that |Xj | =
⌊
1
λ
⌈
n+1
2
⌉⌋
, as otherwise
⌈
n+ 1
2
⌉
=
λ∑
i=1
|Xi| ≥ λ
(⌊
1
λ
⌈
n+ 1
2
⌉⌋
+ 1
)
≥ λ
(⌈
n+1
2
⌉− (λ− 1)
λ
+ 1
)
>
⌈
n+ 1
2
⌉
,
a contradiction. Let S = X1 ∪ · · · ∪ Xλ. Now add all possible edges which have at most
one endpoint in S. Let F4 be the resulting k-partite graph. Since S is an independent set
of size greater than n/2, we see that F4 has no Hamiltonian cycle.
For i ∈ [k] \ [λ], we have δ(Vi) = n− |Vi| ≥ Φ− |Vi|. For i ∈ [λ], we have
δ(Vi) ≥ n− |Vi| −
λ∑
j=1
j 6=i
|Xj | = n−
⌈
n+ 1
2
⌉
+ |Xi| − |Vi| ≥
⌈n
2
⌉
+
⌊
1
λ
⌈
n+ 1
2
⌉⌋
− |Vi| − 1,
with equality whenever |Xj | =
⌊
1
λ
⌈
n+1
2
⌉⌋
.
3 Weak expansion and perfect fractional matchings
For the purposes of this paper, we define a fractional matching to be a graph in which
each component is an edge or an odd cycle (in the literature, this is sometimes referred
to as a basic 2-matching). We say that a graph has a perfect fractional matching if
it has a fractional matching as a spanning subgraph. We say that T ⊆ V (G) weakly
expands if |N(T )| ≥ |T |. Note that if a graph G has a perfect fractional matching, then
every set T ⊆ V (G) weakly expands. Tutte [9] proved the following, which characterizes
graphs having a perfect fractional matching (note the parallels between Theorem 3.1 and
the upcoming Theorem 4.1).
Theorem 3.1 (Tutte [9]). Let G be a graph. If |N(T )| ≥ |T | for all sets T ⊆ V (G), then
G has a perfect fractional matching.
Proof. Suppose |N(T )| ≥ |T | for all sets T ⊆ V (G). Now let H be an auxiliary bipartite
graph on V and V ′, two copies of V (G) (where for each x ∈ V , we denote the copy of x
in V ′ as x′) where xy′ ∈ E(H) if and only if xy ∈ E(G). Note that by our assumption,
Hall’s condition holds and thus H contains a perfect matching. The perfect matching in H
corresponds to a spanning subgraph M ⊆ G in which each component is an edge or a cycle.
Since any cycle of M with length 2k contains k disjoint edges, G has a perfect fractional
matching.
If one wants to apply Theorem 3.1, it is very useful to use the following fact which says
that if all independent sets weakly expand, then all sets weakly expand. We provide the
proof for completeness and to draw parallels to the upcoming Lemma 4.3.
Fact 3.2. Let G be a graph on vertex set V . If |N(S)| ≥ |S| for all independent sets S ⊆ V ,
then |N(T )| ≥ |T | for all sets T ⊆ V .
Proof. Suppose there exists T ⊆ V (G) such that |N(T )| < |T |. Let S be the set of isolated
vertices in G[T ], the graph induced by T . Note that N(S) ⊆ N(T ) \ (T \S), T \S ⊆ N(T ),
and S is an independent set in G. Thus |N(S)| ≤ |N(T ) \ (T \ S)| = |N(T )| − |T \ S| <
|T | − |T \ S| = |S|, contradicting the assumption that |N(S)| ≥ |S|.
Now we use Theorem 3.1 and Fact 3.2 to prove the following result whose main purpose
is to provide a “template" for the upcoming proof of Theorem 4.5.
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Theorem 3.3. Let n ≥ k ≥ 2. If G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph on n vertices
with n/2 ≥ |V1| ≥ · · · ≥ |Vk| such that
δ(Vi) ≥ Φ(G)− |Vi| for all i ∈ [k],
then |N(S)| ≥ |S| for all independent sets S ⊆ V (G) and consequently G has a perfect
fractional matching.
Proof. Let S be a non-empty independent set in G. Relabel the parts as U1, . . . , Uk and
define r so that A := U1 ∪ · · · ∪ Ur is the union of the parts which intersect S and |U1| ≥
· · · ≥ |Ur|, and B := Ur+1 ∪ · · · ∪Uk is the union of the parts which do not intersect S and
|Ur+1| ≥ · · · ≥ |Uk|.
If 1 ≤ r ≤ µ− 1, then
|N(S)| ≥ δ(Ur) ≥ δ(Vr) ≥ fr − |Vr| =
r∑
i=1
|Vi| ≥
r∑
i=1
|Ui| ≥ |S|.
So for the remainder of the proof we suppose r ≥ µ, which implies
|N(S)| ≥ δ(Ur) ≥ δ(Vµ) ≥ g − |Vµ|.
If |S| ≤ g − |Vµ| ≤ |N(S)|, then we are done; so suppose that
|S| ≥ g − |Vµ|+ 1. (4)
Let v ∈ B. By (4) we have
d(v, S) ≥ g − |B| − (|A| − |S|) = |S| − (n− g) ≥ g − |Vµ|+ 1− n+ g
= 2
⌈
n
2
+
|Vµ|
2
⌉
− (n+ |Vµ|) + 1 ≥ 1
which implies
B ⊆ N(S). (5)
Case 1 (µ ≤ r ≤ λ− 1). Using S ⊆ A and (5), we have
|S| ≤ |A| =
r∑
i=1
|Ui| ≤ n
2
≤ |B| ≤ |N(S)|,
where the second inequality holds by Observation 1.7.(ii) (since r ≤ λ − 1) and the third
inequality holds because |A|+ |B| = n and |A| ≤ n2 .
Case 2 (r ≥ λ). If h = h1, then |N(S)| ≥ δ(Ur) ≥ δ(Vλ) ≥ h1 − |Vλ| = ⌈n/2⌉,
which (since S is independent), implies that |N(S)| ≥ |S|. So suppose h = h2, i.e. |Vλ| ≥⌊
1
λ
⌈
n+1
2
⌉⌋
.
For all v ∈ S ∩ Ur we have,
d(v,A) ≥ h2 − |Ur| − |B| >
r−1∑
i=1
(
|Ui| −
⌊
1
λ
⌈
n+ 1
2
⌉⌋
− 1
)
, (6)
where the last inequality holds since
h2 + (r − 1)
(⌊
1
λ
⌈
n+ 1
2
⌉⌋
+ 1
)
≥ h2 + (λ− 1)
(⌊
1
λ
⌈
n+ 1
2
⌉⌋
+ 1
)
=
⌈n
2
⌉
+ λ
⌊
1
λ
⌈
n+ 1
2
⌉⌋
+ (λ− 1)
≥
⌈n
2
⌉
+ λ
(⌈
n+1
2
⌉− (λ− 1)
λ
)
+ (λ− 1)
=
⌈n
2
⌉
+
⌈
n+ 1
2
⌉
> n =
r∑
i=1
|Ui|+ |B|.
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So let vr ∈ Ur ∩S, and note that by (6) there exists some i with 1 ≤ i ≤ r− 1 such that
|N(vr) ∩ Ui| ≥ |Ui| −
⌊
1
λ
⌈
n+1
2
⌉⌋
. Letting vi ∈ Ui ∩ S now gives
|N(S)| ≥ |N(v1) ∩ Ui|+ |N(vi)| ≥ |Ui| −
⌊
1
λ
⌈
n+ 1
2
⌉⌋
+ h2 − |Ui| =
⌈n
2
⌉
,
which (since S is independent) implies that |N(S)| ≥ |S|.
4 Robust expansion and Hamiltonian cycles
Let 0 < ν ≤ τ/2 and let G be a graph on n vertices. For all S ⊆ V (G), let RNν(S) = {v :
d(v, S) ≥ νn} be the ν-robust neighborhood of S. If |RNν(S)| ≥ |S| + νn, we say S
ν-robustly expands. We say that G is a (ν, τ)-robust expander if |RNν(S)| ≥ |S|+ νn
for all S ⊆ V (G) with τn ≤ |S| ≤ (1− τ)n.
Kühn, Osthus, and Treglown [6] proved that for sufficiently large n, if G is a robust
expander on n vertices with linear mimimum degree, then G has a Hamiltonian cycle. Later
this result was proved by Lo and Patel [7] without the use of Szemerédi’s regularity lemma,
thus yielding better explicit bounds on the parameters. Note that both of these results
were actually proved for directed graphs, but here we only state the result for symmetric
digraphs (i.e. graphs).
Theorem 4.1 (Lo, Patel [7]). Let n be a positive integer and let 0 < ν, τ, η < 1 such that
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√
log2 n/n < ν ≤ τ ≤ η/16. If G is a graph on n vertices such that δ(G) ≥ ηn and G is
a (ν, τ)-robust expander, then G has a Hamiltonian cycle.
4.1 A simpler way to check that G is a robust expander
The main result of this subsection is to prove a general lemma which reduces the problem
of checking that G is a robust expander to the problem of showing that nearly independent
sets robustly expand (c.f. Fact 3.2) and that G has no sparse cuts.
First we establish a simple fact which roughly allows us to translate a bound on the
minimum degree to a bound on the size of a robust neighborhood.
Fact 4.2. Let ν > 0, let G be a graph on n vertices, and let S ⊆ V (G) with |S| ≥ (√ν+ν)n.
Then
(i) |RNν(S)| ≥ δ(S)−
√
νn, and
(ii) if there exists S′ ⊆ S with |S′| ≥ (√ν + ν)n such that δ(S′) ≥ |S| + (√ν + ν)n, then
|RNν(S)| ≥ |S|+ νn.
Proof. (i) For all v ∈ RNν(S), νn ≤ d(v, S) ≤ |S|, and for all v ∈ V (G) \ RNν(S),
d(v, S) < νn. Thus
|S|δ(S) ≤
∑
v∈S
d(v) =
∑
v∈V (G)
d(v, S) ≤ |RNν(S)||S| + νn(n− |RNν(S)|).
Solving for RNν(S), we have
|RNν(S)| ≥ |S|δ(S) − νn
2
|S| − νn = δ(S) +
νnδ(S)− νn2
|S| − νn ≥ δ(S)−
n− δ(S)√
νn
νn ≥ δ(S) −√νn.
(ii) Using the fact that RNν(S
′) ⊆ RNν(S), we apply part (i) to get
|RNν(S)| ≥ |RNν(S′)| ≥ δ(S′)−
√
νn ≥ |S|+ νn.
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Lemma 4.3. Let 0 < ν ≤ τ2 ≤ 1/4 and let G be a graph on n vertices. If
(i) e(V (G) \B,B) ≥ 2τ2n2 for all B ⊆ V (G) with τn ≤ |B| ≤ (1− τ)n and
(ii) |RNν(S′)| ≥ |S′|+ νn for all S′ ⊆ V (G) with τ2n ≤ |S′| ≤ (1− τ2)n and ∆(G[S′]) <
ν2n,
then G is a (ν2, τ)-robust expander.
Proof. Suppose (i) and (ii) and let S ⊆ V (G) with τn ≤ |S| ≤ (1 − τ)n. Set R′ :=
RNν2(S) \ S, S′ := S \RNν2(S), and T := S ∩RNν2(S). Suppose for contradiction that
|RNν2(S)| < |S|+ ν2n,
which with the defintions above implies
|R′| < |S′|+ ν2n. (7)
If |S′| < τ2n, then (7) implies
e(S, V (G) \ S) < (n− |S| − |R′|)ν2n+ |R′||S| < (n− |S|)ν2n+ (τ2 + ν2)n|S| ≤ 2τ2n2,
contradicting (i).
So suppose |S′| ≥ τ2n. Note that τ2n ≤ |S′| ≤ |S| ≤ (1 − τ)n ≤ (1 − τ2)n and
RNν(S
′) ⊆ RNν2(S). By the definition of S′ we have d(v, S) < ν2n for all v ∈ S′, and thus
e(S′, T ) < ν2n|S′| ≤ ν2(1 − τ)n2. So by averaging,
|RNν(S′) ∩ T | < ν(1− τ)n. (8)
By the definition of S′ we have ∆(G[S′]) < ν2n, which by (ii), (7), and (8) implies
|S′|+ νn ≤ |RNν(S′)| ≤ |R′|+ |RNν(S′) ∩ T | < |S′|+ ν2n+ ν(1− τ)n,
a contradiction.
4.2 Proof of Theorem 1.3
To prove Theorem 1.3, we show that a k-partite graph satisfying the degree condition is
either a robust expander (in which case we can apply Theorem 4.1), or has a very specific
extremal structure (in which case we can construct the Hamiltonian cycle directly). We will
make this precise below.
Since the results of this section are asymptotic, we ignore floors and ceilings whenever
possible. Formally, this means we will redefine Φ as follows:
• fi(G) = |Vi|+
∑i
j=1 |Vj | and f(G) = maxi∈[µ−1] fi(G),
• g(G) = n2 + |Vµ|2 ,
• h1(G) = n2 + |Vλ|, h2(G) = n2 + n2λ , and h(G) = min{h1(G), h2(G)},
• Φ(G) = max{f(G), g(G), h(G)}.
Note that we do not modify the definitions of λ and µ.
In light of Lemma 4.3 and the plan set forth above, we first check that G has no sparse
cuts; i.e. condition (i) of Lemma 4.3 is satisfied. Note that we are able to show that a
weaker degree condition suffices for this purpose.
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Proposition 4.4. Let n ≥ k ≥ 2 and 0 < τ ≤ γ4 . If G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite
graph on n vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk| such that
δ(Vi) ≥ max {f(G), g(G)} + γn− |Vi| for all i ∈ [k],
then for all B ⊆ V (G) with τn ≤ |B| ≤ (1− τ)n,
e(V (G) \B,B) ≥ 2τ2n2.
Proof. Let B ⊆ V (G) with τn ≤ |B| ≤ (1 − τ)n, let A := V (G) \ B, Bi := B ∩ Vi, and
Ai := A ∩ Vi. Without loss of generality, suppose |B| ≤ n2 . Let j be the largest index such
that
|B|+ |Aj | > max {f, g}+ τn;
or if no such index exists, set j = 0.
If j ≥ µ, then since |B| ≤ n/2 we have
|Aj | > g − |B| ≥ |Vµ|
2
+ τn, (9)
and since |Vj | ≤ |Vµ|, we have
|A|+ |Bj | = n+ |Vj | − (|B|+ |Aj |) < n+ |Vj | − g ≤ n
2
+
|Vµ|
2
= g. (10)
Thus
e(A,B) ≥ e(Aj , B) ≥ |Aj | (g + γn− |Vj| − (|A| − |Aj |))
= |Aj | (g + γn− (|A|+ |Bj|))
(10)
> |Aj |γn
(9)
> τγn2 ≥ 2τ2n2.
So suppose 0 ≤ j ≤ µ− 1, which by the definition of j implies that
|B|+ |Ai| ≤ g + τn for all i ≥ j + 1. (11)
So if
∑k
i=j+1 |Bi| = |B| −
∑j
i=1 |Bi| ≥ τn (note that this necessarily holds when j = 0),
then
e(A,B) =
k∑
i=j+1
e(A,Bi) ≥
k∑
i=j+1
|Bi| (g + γn− |Vi| − (|B| − |Bi|))
=
k∑
i=j+1
|Bi| (g + γn− (|B|+ |Ai|))
(11)
≥ τ γ
2
n2 ≥ 2τ2n2.
Otherwise, we have 1 ≤ j ≤ µ− 1 and |B| − τn <∑ji=1 |Bi| ≤∑ji=1 |Vi| which implies
|Aj | > fj + τn− |B| = |Vj |+
j∑
i=1
|Vi|+ τn− |B| > |Vj |,
a contradiction.
We now show that either all nearly independent sets robustly expand (c.f. Theorem
3.3); i.e. condition (ii) of Lemma 4.3 is satisfied, or else we are in an extremal case. We say
that a k-partite graph G is ν-extremal if there exists S ⊆ V (G) such that ∆(G[S]) < ν2n
and
n
2
− νn ≤ |S| ≤
∑
i:Vi∩S 6=∅
|Vi| ≤ n
2
. (12)
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Proposition 4.5. Let n ≥ k ≥ 2 and γ, τ, ν, n0 such that 0 ≤ 1n0 ≪ ν ≤ min{ 4(k−1)2 ,
γ2
4 ,
τ4
4k2}.
If G = (V1⊔· · · ⊔Vk, E) is a k-partite graph on n ≥ n0 vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk|
such that
δ(Vi) ≥ Φ(G) + γn− |Vi| for all i ∈ [k],
then |RNν(S)| ≥ |S|+νn for all S ⊆ V (G) with τ2n ≤ |S| ≤ (1−τ2)n and ∆(G[S]) < ν2n,
or else G is ν-extremal.
Proof. Let S ⊆ V (G) with τ2n ≤ |S| ≤ (1 − τ2)n and ∆(G[S]) < ν2n which implies
S ∩RNν(S) = ∅. Since S ∩RNν(S) = ∅, we have |S| ≤ n− |RNν(S)| and thus
if |RNν(S)| ≥ (1 + ν)n
2
, then |RNν(S)| ≥ |S|+ νn. (13)
Relabel the parts as U1, . . . , Uk and define r so that |Ui ∩ S| ≥ τ2k n for 1 ≤ i ≤ r and
|Ui ∩ S| < τ2k n for r + 1 ≤ i ≤ k, and |U1| ≥ · · · ≥ |Ur| and |Ur+1| ≥ · · · ≥ |Uk|. Let
A := U1 ∪ · · · ∪ Ur, B := Ur+1 ∪ · · · ∪ Uk, and Si := Ui ∩ S.
Note that |Sr| ≥ τ2k n ≥ (ν +
√
ν)n, so by Fact 4.2.(ii) we have
|RNν(S)| ≥ δ(Sr)−
√
νn ≥ δ(Ur)−
√
νn. (14)
If 1 ≤ r ≤ µ− 1, then |S| ≤∑ri=1 |Ui| ≤∑ri=1 |Vi|, which by (14) implies
|RNν(S)| ≥ δ(Ur)−
√
νn
≥ δ(Vr)−
√
νn ≥ fr − |Vi|+ γn ≥
r∑
i=1
|Vi|+ νn ≥ |S|+ νn.
So for the remainder of the proof we suppose r ≥ µ which implies
|RNν(S)| ≥ δ(Ur)−
√
νn ≥ δ(Vµ)−
√
νn ≥ g − |Vµ|+ γn ≥ n
2
− |Vµ|
2
+ νn.
If |S|+ νn ≤ n2 − |Vµ|2 + νn ≤ |RNν(S)|, then we are done; so suppose that
|S| > n
2
− |Vµ|
2
. (15)
Let v ∈ B and note that by (15) we have
d(v, S) ≥ g + γn− |B| − (|A| − |S|) = |S| −
(
1
2
− |Vµ|
2
− γ
)
n > γn ≥ νn.
Thus
B ⊆ RNν(S), (16)
and since ∆(G[S]) < ν2n, we have S ∩ Ui = ∅ for all r + 1 ≤ i ≤ k.
Case 1 (µ ≤ r ≤ λ− 1). Using the fact that S ⊆ A, we have
|S| ≤ |A| ≤
r∑
i=1
|Ui| ≤ n
2
,
where the second inequality holds by Observation 1.7.(ii) (since r ≤ λ − 1). Now if
|RNν(S)| < |S|+ νn, then by (16) we have
|S|+ νn > |RNν(S)| ≥ |B| = n− |A| ≥ n
2
.
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Rearranging gives
n
2
− νn < |S| ≤ n
2
,
which together with the fact that ∆(G[S]) < ν2n implies that G is ν-extremal.
Case 2 (r ≥ λ). If h = h1, then (14) implies
|RNν(S)| ≥ δ(Ur)−
√
νn ≥ δ(Vλ)−
√
νn ≥ h1 − |Vλ|+ γn−
√
ν ≥ (1 + ν)n
2
and thus we are done by (13). So suppose h = h2, that is, |Vλ| ≥ n2λ .
For all v ∈ S1 we have
d(v,A) ≥ h2 + γn− |U1| − |B| =
r∑
i=2
(
|Ui| − λ− 1
r − 1
n
2λ
)
+ γn.
So by Fact 4.2.(i) and the bounds on ν, we have
|RNν(S1) ∩A| ≥
r∑
i=2
(
|Ui| − λ− 1
r − 1
n
2λ
)
+ γn−√νn
≥
r∑
i=2
(
|Ui| − λ− 1
r − 1
n
2λ
)
+ (r − 1)νn
2
. (17)
So by (17) there exists some i with 2 ≤ i ≤ r, such that |RNν(S1)∩Ui| ≥ |Ui|− λ−1r−1 n2λ+ νn2 .
Now using Fact 4.2.(i) again to get a lower bound on |RNν(Si)| and using the fact that
r ≥ λ, we have
|RNν(S)| ≥ |RNν(S1) ∩ Ui|+ |RNν(Si)|
≥ |Ui| − λ− 1
r − 1
n
2λ
+
νn
2
+ h2 − |Ui| ≥ (1 + ν)n
2
,
so by (13) we have |RNν(S)| ≥ |S|+ νn.
Now we show that if G is ν-extremal, then despite the fact that G is not a robust
expander, G has a Hamiltonian cycle. We use the following theorem which gives a degree
sequence condition for a bipartite graph to be Hamiltonian-biconnected.
Theorem 4.6 (Berge [1, Chapter 10, Theorem 14]). Let G = (U, V,E) be a bipartite graph
on 2m ≥ 4 vertices with vertices in U = {u1, . . . , um} and V = {v1, . . . , vm} such that
d(u1) ≤ · · · ≤ d(um) and d(v1) ≤ · · · ≤ d(vm). If for the smallest two indices j and k such
that d(uj) ≤ j + 1 and d(vk) ≤ k + 1 (if they exist), we have
d(uj) + d(vk) ≥ m+ 2,
then for all u ∈ U and v ∈ V , there exists a Hamiltonian path having u and v as endpoints.
Proposition 4.7. Let n ≥ k ≥ 2, 0 < 1
n0
< ν < min{γ6 , 12λ}. If G = (V1 ⊔ · · · ⊔ Vk, E) is
a k-partite graph on n ≥ n0 vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk| such that G is ν-extremal
and
δ(Vi) ≥ Φ(G)− |Vi|+ γn for all i ∈ [k],
then G has a Hamiltonian cycle.
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Proof. Suppose G is ν-extremal as witnessed by a set S ⊆ V (G). Let U1, . . . , Ur be the
parts of G which have non-empty intersection with S. Let A =
⋃r
i=1 Ui and B = V (G) \A.
Let 0 ≤ ⌈|B| − n2 ⌉ =: t ≤ νn. Let B = {Ui : Ui ⊆ B}, let B+ = {Ui ∈ B : |Ui| > h− n2 + νnλ },
let B+ =
⋃
Ui∈B+
Ui, and let B
∗ = B \B+. Note that
|A \ S| ≤ νn. (18)
Also note that
|B+| =
∑
Ui∈B+
|Ui| ≤ n/2;
indeed, if h = h1, then by definition Vλ 6∈ B+ and thus |B+| =
∑
Ui∈B+
|Ui| ≤
∑λ−1
i=1 |Vi| ≤
n/2 and if h = h2, then |B+| ≤ λ − 1 (which implies |B+| ≤ n/2, both by Observation
1.7.(ii)), as otherwise
|B| > |B+|( n
2λ
+
νn
λ
) ≥ n
2
+ νn.
Thus |B∗| = ∑Ui∈B\B+ |Ui| ≥ |B| − n2 , which implies |B∗| ≥ ⌈|B| − n2 ⌉ = t. Now for all
v ∈ B∗, using the fact that |A| ≤ n/2, we have
d(v,B) ≥ h+ γn−
(
h− n
2
+
νn
λ
)
− |A| ≥ γn
2
. (19)
So we let y1, . . . , yt ∈ B∗. By (19) and the fact that t ≤ νn ≤ γ6n, we can greedily choose
distinct vertices x1, z1, . . . , xt, zt ∈ B \ {y1, . . . , yt} such that yixi, yizi ∈ E(G) for i ∈ [t].
Note that for all v ∈ B,
d(v, S) ≥ Φ+ γn− |B| − (|A| − |S|) ≥ g − n
2
+
γn
2
≥ γn
2
, (20)
where the last inequality holds by (12).
By (20) we can choose distinct vertices a1, a
′
1, a2, a
′
2, . . . , at−1, a
′
t−1, at ∈ S such that
aixi, a
′
izi ∈ E(G) for all i ∈ [t]. Now for all u, v ∈ S, by Observation 1.7.(v) and (18), we
have that
|(N(u) ∩N(v)) ∩B| ≥ 2 (Φ + γn− |V1| − νn− |A \ S|)− |B|
≥ n
2
+ γn+ νn− |B| ≥ γn ≥ 6νn ≥ 5t. (21)
So by (21), for all a′i, ai+1 with i ∈ [t − 1] we can greedily choose a common neighbor
wi+1 ∈ B \ {x1, y1, z1, . . . , xt, yt, zt, w1, . . . , wi}. Let
P ∗ = a1x1y1z1a
′
1w2a2x2y2z2a
′
2w3 . . . wtatxtytzt.
If n is even, set P := P ∗, and if n is odd, set P := P ∗ − zt (see Figure 2).
We now claim that in either case |A \ P | = |B \ P |. By the definition of t, we have
|B| − |A| = 2t if n is even and |B| − |A| = n−12 + t− (n+12 − t) = 2t− 1 if n is odd. If n is
even, we have
|A \ P | = |A| − 2t− 1 = |B| − 4t− 1 = |B \ P |,
and if n is odd we have
|A \ P | = |A| − 2t− 1 = |B| − 2t− 1− (2t− 1) = |B| − (4t− 2) = |B \ P |.
Let G′ be the graph obtained from G[A,B] by deleting all the interior vertices of P .
Note that by the calculations above and since the endpoints of P are in different parts, G′
is a balanced bipartite graph. Let A′ and B′ be the parts of G′ with A′ ⊆ A and B′ ⊆ B
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•
a1
•x1
•y1
•z1
•
a′1
•w2
•
a2
•x2
•y2
•z2
•
a′2
•w3
•
a3
· · ·
B∗
S
•
a′t−1
•wt
•
at
•xt
•yt
•zt
Figure 2: The path P ∗.
and |A′| = n′ and |B′| = n′. Additionally, let S′ = A′∩S, and for all i ∈ [k] let S′i = S′∩Vi.
We will use Theorem 4.6 to show that G′ is Hamiltonian bi-connected, which will allow us
to find a Hamiltonian path in G′ connecting the endpoints of P .
We have
δ(B′, A′) ≥ Φ(G) + γn− |B| − 2t ≥ Φ(G)− n
2
+ 1, (22)
δ(A′, B′) ≥ Φ(G) + γn− |A| − 4t ≥ γn
2
, (23)
and for all h ∈ [µ− 1] and i ∈ [k] \ [µ− 1],
δ(S′h, B
′) ≥ fh(G) + γn− |Vh| − νn− |A \ S| − 4t >
h∑
i=1
|Vi|+ 1, (24)
δ(S′i, B
′) ≥ g(G) + γn− |Vµ| − νn− |A \ S| − 4t
≥ n
2
− |Vµ|
2
+ 1 ≥ n
2
−
(
Φ(G)− n
2
)
+ 1 = n− Φ(G) + 1. (25)
Let a1, . . . , am be the vertices of A
′ and let b1, . . . , bm be the vertices of B
′, with
dG′(a1) ≤ · · · ≤ dG′(am) and dG′(b1) ≤ · · · ≤ dG′(bm), and let j and k be the smallest
two indices such that dG′(aj) ≤ j + 1 and dG′(bk) ≤ k + 1. By (23), since
|A′ \ S′| = |A \ S| ≤ νn < γn
2
≤ δ(A′, B′),
we have aj ∈ S′. From (24), we have aj 6∈ S′h for all h < µ, so aj ∈ S′i for some i ≥ µ, and
thus by (22) and (25) we have
dG′(aj) + dG′(bk) ≥ δ(S′i, B′) + δ(B′, A′) ≥
n
2
+ 2 ≥ n′ + 2.
So by Theorem 4.6, G′ has a Hamiltonian path between any a ∈ A′ and b ∈ B′. In particular,
there is a Hamiltonian path H between the two endpoints of P , so our desired Hamiltonian
cycle in G is H ∪ P .
Finally, we put everything together and prove that for all n ≥ k ≥ 2 and 0 < 1
n0
≪ γ, if
G = (V1 ⊔ · · · ⊔ Vk, E) is a k-partite graph on n ≥ n0 vertices with n/2 ≥ |V1| ≥ · · · ≥ |Vk|
such that
δ(Vi) ≥ Φ(G) + γn− |Vi| for all i ∈ [k], (26)
then G has a Hamiltonian cycle.
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Proof of Theorem 1.3. Let 0 < τ ≤ γ4 and 0 < 1n0 ≪ ν ≤ min{ 4(k−1)2 , τ
4
4k2 } ≤ min{γ
2
4 ,
γ
2λ ,
γ
6}.
Suppose G satisfies (26). By Proposition 4.5, either G is ν-extremal, in which case we are
done by Proposition 4.7, or else for all S′ ⊆ V (G) with τ2n ≤ |S′| ≤ (1 − τ2)n and
∆(G[S′]) < ν2n, we have |RNν(S′)| ≥ |S′| + νn. From Lemma 4.4, for all B ⊆ V (G)
with τn ≤ |B| ≤ (1 − τ)n, we have e(B,V (G) \ B) ≥ 2τ2n2. So by Lemma 4.3, G is a
(ν2, τ)-robust expander. Finally, since δ(G) ≥ n/4 (by Observation 1.7.(v)) and G is a
(ν2, τ)-robust expander, G has a Hamiltonian cycle by Theorem 4.1.
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