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Sur une question de N. Chevallier lie´e a`
l’approximation Diophantienne simultane´e
par Nikolay Moshchevitin1
Re´sume´. Nous prouvons une conjecture propose´e par Nicolas Chevallier qui concerne des matrices uni-
modulaires lie´es a` l’approximation Diophantienne simultane´e des nombres re´els.
1. Approximation Diophantienne simultane´e.
Soit n un entier naturel. Dans cet article nous conside´rons un vecteur re´el ξ de la forme ξ =
(1, ξ1, ..., ξn) dont les coordonne´es sont line´airement inde´pendants sur Z. Nous sommes inte´resse´s a`
l’approximation du sous-espace vectoriel engendre´ par ξ par des points entiers z = (q, a1, ..., an). On
conside`re la fonction
ψξ(t) = min
q∈Z,16q6t
max
16k6n
||qξk||,
ou` || · || de´signe la distance a` l’entier le plus proche. Cette fonction est de´croissante et constante par
morceaux. Soient
q0 = 1 6 q1 < q2 < .... < qν < qν+1 < ...
les sauts de ψξ(t). Ils alors correspondent aux vecteurs meilleures approximations gν = (qν , a1,ν , ..., an,ν) ∈
Z
n+1 qui sont de´finis par les conditions
||qνξk|| = |qνξk − ak,ν|, 1 6 k 6 n.
Notons que d’apre`s le the´ore`me de Minkowski sur les corps convexes on sait que
ψξ(t) 6 t
− 1
n ,
ou
max
16k6n
||qνξk|| 6 q−
1
n
ν+1. (1)
Dans le cas n = 1 d’apre`s la the´orie de fractions continues nous savons que pour les approximations
(1) nous avons une borne infe´rieure du meˆme ordre, c’est
(2qν+1)
−1 < ||qνξ1|| < q−1ν+1.
Aussi nous savons que ∣∣∣∣ qν qν+1aν,1 aν+1,1
∣∣∣∣ = ±1.
Ces simples observations conduisent au corollaire suivant.
Proposition 1. Pour nombre irrationnel ξ1 il existe une infinite´ de matrices unimodulaires(
q′ q′′
a′1 a
′′
1
)
telles que
max {q′|q′ξ1 − a′1|, q′′|q′′ξ1 − a′′1|} 6 1.
1la recherche est finance´e par la subvention de RFBR No.12-01-00681-a et par la subvention de le Gouvernement
Russe, projet 11. G34.31.0053.
1
La situation dans le cas n > 2 est tout a` fait diffe´rent. Conside´rons une fonction de´croissante ϕ(t)
telle que
ϕ(t) = o(1), t→∞. (2)
Le re´sultat principal de cet article est le the´ore`me suivant.
The´ore`me 1. Pour une foncion donne´e ϕ(t) qui deminue a` ze´ro lorsque t → ∞, il existe un
vecteur (1, ξ1, ξ2) ∈ R3 dont les composants sont line´airement inde´pendants sur Z et tel que pour toute
matrice entie`re
M =

 q
′ q′′ q′′′
a′1 a
′′
1 a
′′′
1
a′2 a
′′
2 a
′′′
2

 , detM = ±1, q′, q′′, q′′′ > 1 (3)
on a
max
{
maxj=1,2 |q′ξj − a′j |
ϕ(q′)
,
maxj=1,2 |q′′ξj − a′′j |
ϕ(q′′)
,
maxj=1,2 |q′′′ξj − a′′′j |
ϕ(q′′′)
}
> ε,
avec un certain nombre positif ε qui de´pend de la fonction ϕ.
Notre The´ore`me 1 donne une re´ponse affirmative a` la question pose´e par N. Chevallier dans [1]
dans le cas s = 2. Bien suˆr, un re´sultat similaire sera vrai pour tout n > 2.
D’apre`s l’argument ci-dessous, il est possible de prouver la de´claration suivante.
Proposition 2. Il existe ξ1, ξ2 line´airement inde´pendants sur Z avec 1 et tels que le de´terminant
d’une matrice de la forme 
 qν1 qν2 qν3a1,ν1 a1,ν2 a1,ν3
a2,ν1 a2,ν2 a2,ν3

 , ν1 < ν2 < ν3
(ici (qν , aν,1, aν,2) sont les vecteurs meilleures approximations) n’est jamais e´gal a` ±1.
Bien suˆr, ce re´sultat est aussi valable dans toute dimension n > 2.
Nous tenons a` rappeler deux re´sultats lie´s a` l’approximation Diophantienne simultane´e.
Le premier re´sultat va jusqu’a` V. Jarn´ık [4] (voir aussi [2] et [5]). Il de´clare que pour n > 2 il y a un
nombre infini de triplets de line´airement inde´pendants vecteurs meilleures approximations conse´cutifs
gν , gν+1, gν+2.
La seconde est due a` l’auteur [6]. Il de´clare que pour tout n > 2 il existe ξ1, ..., ξn line´airement
inde´pendants sur Z avec 1 et tels que pour tout ν la matrice

qν qν+1 ... qν+n
a1,ν a1,ν+1 ... a1,ν+n
.... .... ... ...
an,ν an,ν+1 ... an,ν+n


de n+1 vecteurs meilleures approximations conse´cutifs est de rang 6 3. Ce re´sultat donne un contre-
exemple a` la conjecture de Lagarias [5].
Pour plus d’informations concernant les vecteurs meilleures approximations nous nous re´fe´rons a`
[1, 7, 8]
Pour conclure cette section, nous formulons un re´sultat du type de Jarn´ık qui est base´ sur une
observation simple par V. Jarn´ık (voir [3], Satz 9 et The´ore`me 17 de [8]). Pour une matrice M de la
forme (3) nous de´finissons
R(M) = max
{
max
j=1,2
|q′ξj − a′j |,max
j=1,2
|q′′ξj − a′′j |,max
j=1,2
|q′′′ξj − a′′′j |
}
.
The´ore`me 2. Supposons que 1, ξ1, ξ2 sont line´airement inde´pendants sur Z. Il existe la suite Mν
des matrices de la forme (3) telle que R(Mν)→ 0 lorsque ν →∞.
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The´ore`me 1 sera prouve´e dans les sections 2 - 5. Nous donnons une preuve du The´ore`me 2 dans la
section 6.
2. Lemmes.
Ici | · | signifie la norme Euclidienne, dist (A,B) de´signe la distance Euclidienne entre les ensembles
A,B. Par angle (u,v) nous notons l’angle entre les vecteurs u et v. Par angle (L, P ) nous notons aussi
l’angle entre les sous-espaces L et P de dimension un ou deux.
Pour deux vecteurs inde´pendants z′, z′′ ∈ R3 nous de´finissons le sous-espace vectoriel
L(z′, z′′) = span(z′, z′).
Pour z′, z′′ ∈ Z3 nous conside´rons le re´seau
Λ(z′, z′′) = L(z′, z′′) ∩ Z3.
Notons que dans le cas ou` une paire z′, z′′ ∈ Z3 peut eˆtre comple´te´e a` une base de tout Z3 on a
Λ(z′, z′′) = 〈z′, z′′〉Z.
Pour deux points entiers z′, z′′ sous la condition
L(z′, z′′) ∩ Z3 = 〈z′, z′′〉Z (4)
nous conside´rons un point y(z′, z′′) qui comple`te la paire z′, z′′ a` une base de Z3. Ensuite, nous
de´finissons deux sous-espaces affines de dimension deux
L±(z′, z′′) = L(z′, z′′)± y(z′, z′′). (5)
Nous devons d’introduire une quantite´ plus. Pour deux points entiers z′, z′′ sous la condition (4) nous
conside´rons la valeur
η(z′, z′′) = min
x∈Λ(z′,z′′)\span(z′)
dist(x, span(z′)) > 0. (6)
Lemme 1. Soit z ∈ Z3. Supposons que z′, z′′ ∈ Z3 satisfait (4) et z 6∈ L(z′, z′′). Conside´rons le
point w = L+(z′, z′′) ∩ span (z). Soit δ l’angle
angle (L(z′, z′′), span (z)) > δ > 0.
Supposons que
x ∈ L−(z′, z′′) ∪ L+(z′, z′′)
et
|x| > 2|w|. (7)
Alors
dist (x, span (z)) >
|x|
2
sin δ.
Preuve. Notons par x∗ la projection orthogonale du point x sur le sous-espace span (z), qui est de
dimension un. Alors,
dist (x, span (z)) = dist (x,x∗) = |x±w| sin θ,
ou` θ > δ est l’angle entre x±w et z. Ainsi
dist (x, span (z)) > (|x| − |w|) sin δ > |x|
2
sin δ
3
(ici nous utilisons (7)). Lemme 1 est prouve´.
D’apre`s Lemme 1 nous de´duisons imme´diatement
Corollaire 1. Soit z ∈ Z3. Supposons que z′, z′′ ∈ Z3 satisfait (4) et z 6∈ L(z′, z′′). Alors il existe
des nombres positifs δ(z, z′, z′′) et T (z, z′, z′′) tels que pour tous les vecteurs ξ = (1, ξ1, ξ2) sous la
condition
angle (ξ, z) 6 δ(z, z′, z′′)
et pour tous les vecteurs entiers x = (q, a1, a2), q > 1 sous la condition
x ∈ L−(z′, z′′) ∪ L+(z′, z′′) et |x| > T (z, z′, z′′)
on a
max
j=1,2
|qξj − aj | > ϕ(q). (8)
Il est clair que dans Corollaire 1 on peut conside´rer une collection finie de couples z′, z′′. Donc nous
avons la de´claration suivante.
Corollaire 2. Soit z ∈ Z3. Soit C une collection finie de couples (z′, z′′) de points entiers tels que
chacun d’eux satisfait (4) et z 6∈ L(z′, z′′). Alors il existe des nombres positifs δ(z,C) et T (z,C) tels
que pour tous les vecteurs ξ = (1, ξ1, ξ2) sous la condition
angle (ξ, z) 6 δ(z,C)
et pour tous les vecteurs entiers x = (q, a1, a2), q > 1 sous la condition
x ∈
⋃
(z′,z′′)∈C
(L−(z′, z′′) ∪ L+(z′, z′′)) et |x| > T (z,C)
on a (8).
Conside´rons un point entier z ∈ Z3 \ {0}. Soit Λ ⊂ Z3 un sous-re´seau de dimension deux tel que
Λ ∋ z et ε > 0, nous conside´rons l’ensemble des sous-re´seaux
L = L(z,Λ, ε) = {Λ′ ⊂ Z3 : dimΛ′ = 2, z ∈ Λ′, angle (span Λ′, spanΛ) < ε}. (9)
Lemme 2. Conside´rons un ensemble L(z,Λ, ε) de la forme (9). Soit T un nombre positif. Alors,
il existe un re´seau Λ ∈ L(z,Λ, ε) tel que pour tout point x qui satisfait
x ∈ Λ et |x| 6 T
on a
x ∈ span (z).
Preuve. Le lemme re´sulte de l’observation que tout ensemble de la forme (9) contient un nombre
infini d’e´le´ments.
Lemme 3. Soit z un point entier et Λ ∋ z un sous-re´seau de dimension deux de Z3. Conside´rons
un point entier z′ inde´pendant de z. Alors il existe positif ε∗ et un sous-re´seau de dimension deux
Λ∗ ∋ z tels que
L∗ = L(z,Λ∗, ε∗) ⊂ L(z,Λ, ε)
et pour tout Λ ∈ L∗ on a
Λ ∩ (L−(z, z′) ∪ L+(z, z′)) = ∅.
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Preuve. Le sous-re´seau affine L−(z, z′) ∩ Z3 (et le sous-re´seau L+(z, z′) ∩ Z3) se divise en sous-
re´seaux affines (de dimension un) Γi qui est paralle`le a` span, (z):
L−(z, z′) ∩ Z3 =
⊔
i∈Z
Γi.
Il suffit de traiter avec L−(z, z′), par l’argument de la syme´trie. Nous conside´rons deux points diffe´rents
wj ∈ L−(z, z′), j = 1, 2 tels qu’ils appartiennent a` deux sous-espaces affines voisins (de dimension un)
Γi et Γi+1, respectivement, et pour certainsw de l’intervalle ouvert avec les bornesw1,w2 le sous-espace
L(w, z) contient un sous-re´seau
Λ∗ = L(w, z) ∩ Z3 ∈ L.
Il est clair que pour un certain petit ε∗ l’ensemble L∗ de la forme (9) satisfait la proprie´te´ de´sire´e.
D’apre`s Lemme 3 on de´duit imme´diatement le suivant
Corollaire 3. Soit E une collection finie de couples z′ et chacun de ces points est inde´pendant de
z. Supposons que Λ ∋ z est un sous-re´seau entier de dimension deux. Alors il existe un ensemble
L∗ = L(z,Λ∗, ε∗)
de la forme (9) tel que pour tout Λ ∈ L∗ on a
Λ ∩

 ⋃
z
′∈E
(L−(z, z′) ∪ L+(z, z′))

 = ∅.
Pour deux points inde´pendants z et z∗ nous conside´rons l’ensemble
P(z, z∗) =
⋃
P
P,
ou` l’union est prise sur tous les sous-espaces vectoriels de dimension deux P tels que
span (z) ⊂ P et angle(P, L(z, z∗)) > 3pi
8
.
Nous avons aussi besoin d’un ensemble
P(z, z∗) =
⋃
P
P,
ou` l’union est prise sur tous les sous-espaces line´aires de dimension deux P tels que
span (z) ⊂ P et angle(P, L(z, z∗)) > pi
4
.
Il est clair que
P(z, z∗) ⊃ P(z, z∗).
Lemme 4. Supposons que les points entiers z et z∗ peuvent eˆtre comple´te´s a` une base de Z3 Alors
dist(P(z, z∗),Λ(z, z∗) \ span(z)) > η(z, z
∗)√
2
,
5
ou` η(·, ·) est de´fini dans (6).
Preuve. La distance entre x ∈ Λ(z, z∗) \ span(z) et P(z, z∗) n’est pas infe´rieure a` la distance entre
x et span(z) multiplie´ par sin pi
4
.
3. Vecteurs zν.
Dans cette section nous construisons une suite de vecteurs d’entiers zν par une certaine proce´dure
inductive. On met
z1 = (1, 0, 0), z2 = (0, 1, 0).
Maintenant, nous supposons que les vecteurs z1, ...., zν, ν > 2 sont de´ja` de´finis.
Pour une fonction de´croissante ϕ(t) nous de´finissons la fonction φ(t) qui est la fonction inverse de
ϕ(t). Nous de´finissons
Hν = φ(2
−3η(zν−1, zν)). (10)
Conside´rons les ensembles
Cν =
ν⋃
λ=1
ν−1⋃
µ=1
{(z′, z′′) satisfait (4) : zν 6∈ L(z′, z′′), z′ ∈ Λλ, |z′| 6 Hλ, z′′ ∈ Λµ, |z′′| 6 Hµ}
et
Eν =
ν⋃
µ=1
{z′ : (zν, z′) satisfait (4), z′ ∈ Λµ |z′| 6 Hµ}
Il est claire que Cν et Eν sont des ensembles finis.
Mettons
δν = δ(zν ,Cν), Tν = T (zν ,Cν), ν > 2,
ou` δ(·, ·) et T (·, ·) sont de´finis dans Corollaire 2. Bien suˆr, nous pouvons supposer que δν < δν−1/2,
ou` δν−1 est de´fini a` l’e´tape pre´ce´dente de la construction (au de´but du processus on met δ1 = δ2 =
pi, T1 = T2 = 1).
Nous supposons que
angle(zν , zν−1) <
δν−1
2
. (11)
Nous devons de´finir maintenant le vecteur zν+1 de telle manie`re que le couple (zν , zν+1) peut eˆtre
comple´te´e a` une base de Z3 et de´finir le re´seau correspondant Λν+1 = 〈zν , zν+1〉Z. Nous allons le faire
de la manie`re suivante. Au de´but nous allons de´finir un re´seau Λν+1 ∋ zν et ensuite nous allons choisir
le vecteur zν+1 pour comple´ter le couple (zν , zν+1).
Nous prenons un re´seau Λν+1 pour satisfaire les conditions
(i) zν ∈ Λν+1,
(ii) Z3 ∩ spanΛν+1 = Λν+1,
(iii) Λν+1 ⊂ P(zν , zν−1),
(iv) pour chaque x ∈ Λν+1 tel que |x| 6 Tν on a x ∈ span(zν),
(v) Λν+1 ∩
(⋃
z
′∈Eν
(L−(z, z′) ∪ L+(z, z′))
)
= ∅.
L’existence d’un tel re´seau Λν+1 re´sulte de Lemme 2 and Corollaire 3.
Maintenant, nous expliquons comment choisir le point entier zν+1 = (qν+1, a1,ν+1, a2,ν+1) ∈ Λν+1.
Comme zν ∈ Λν+1 est un point primitif, le re´seau Λν+1 se divise en re´seaux affines paralle`les (de
dimension un) Γk de telle manie`re que Λν+1 =
⋃
k∈Z Γ
k, Γ0 = span(zν) ∩ Z3. Ici Γ±1 sont les re´seaux
les plus proches de Γ0. Si nous prenons zν+1 ∈ Γ1, nous voyons que le couple (zν , zν+1) peut eˆtre
comple´te´e a` une base de Z3. Notons que si |zν+1| est assez grand (et donc qν+1 est grand) alors l’angle
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angle(zν+1, zν) est petit. Il est clair que cet angle tend vers ze´ro lorsque |zν+1| tend vers l’infini. Il
existe donc
W 1ν = Wν(δ(zν ,Cν))
tel que si |zν+1| > W 1ν alors
angle(zν+1, zν) < δν/2. (12)
On peut supposer que δν est assez petit, alors
{x ∈ R3 : angle(x, zν) < δν} ⊂ {x ∈ R3 : angle(x, zν−1) < δν−1}. (13)
Si nous choisissons zν+1 nous pouvons conside´rer la distance Euclidienne
ρν = dist (zν, span(zν+1)).
Nous voyons d’apre`s la de´finition que ρν de´pend du choix du point zν+1. Notons que pour tout choix
de zν+1 ∈ Γ±1 la valeur qν+1ρν sera du meˆme ordre que le volume fondamental du re´seau de dimension
deux Λν+1, qui est de´ja` de´finie. Plus pre´cise´ment, la quantite´
qν+1ρν
detΛν+1
est borne´e par l’arrie`re et est
se´pare´ de ze´ro par une constante positive.
Mais ρν tend vers ze´ro lorsque |zν+1| tend vers l’infini. Il existe donc
W 2ν = Wν(zν−1, zν)
tel que pour tous zν+1 ∈ Γ±1 sous la condition |zν+1| > W 2ν on a ρν 6 ρν−1/2 et
ϕ
(
1
64ρν−1ρν
)
6
1
16qν+1ρν
(14)
(ici ρν−1 suppose´ eˆtre de´fini par des moyens des points de zν−1, zν a` l’e´tape pre´ce´dente de la construc-
tion).
Maintenant, nous fixons zν+1 avec
|zν+1| > max(W 1ν ,W 2ν ).
Nous avons construit le point suivant zν+1. Pour le point construit les conditions (12,13,14) sont
valables. Et le re´seau correspondant Λν+1 satisfait (i) - (v). De plus, notre construction donne (11)
avec ν remplace´ par ν + 1.
Maintenant, nous mettons
ξj,ν =
ai,ν
qν
, j = 1, 2
et
ξj = lim
ν→∞
ξj,ν, ξ = (1, ξ1, ξ2). (15)
Bien suˆr, nous pouvons supposer que ξ1, ξ2 ∈ (0, 1).
Nous voyons d’apre`s (12,13) que
ξ ∈ {x ∈ R3 : angle(x, zν) < δν} ∀ν. (16)
Notons que pour ξ de´fini dans (15) nous avons
dist(zν, span(ξ)) 6
∞∑
k=ν
dist(zk, span(zk+1)) 6 2ρν ,
7
et ainsi
max
j=1,2
|qνξj − aν,j| 6 4ρν . (17)
Par ailleurs il faut noter que d’apre`s (iii), il en re´sulte que
ξ ∈ P(zν , zν−1), ∀ ν
et donc d’apre`s Lemme 4 et la definition de Hν (e´galite´ (10)) pour tout z = (q, a1, a2) ∈ Λν \ span(zν)
avec |z| > Hν on a
max
j=1,2
|qξj − aj | > ϕ(Hν) > ϕ(|z|) > ϕ(q). (18)
Dans le reste de l’article, nous montrons que le vecteur ξ construit satisfait la conclusion de
The´ore`me 1.
4. Ine´galite´s.
Nous conside´rons l’intervalle
Iν =
[
φ
(
1
16qνρν−1
)
,
1
64ρν−1ρν
]
. (19)
Lemme 5. Si z = (q, a1, a2) ∈ Z3 est line´airement inde´pendant avec zν−1 et zν et
q ∈ Iν (20)
alors
max
j=1,2
||qξj|| > ϕ(q). (21)
Preuve.
Soit ρ = maxj=1,2 ||qξj||. D’apre`s la condition d’inde´pendance, nous avons
0 6=
∣∣∣∣∣∣
q a1 a2
qν−1 a1,ν−1 a2,ν−1
qν a1,ν a2,ν
∣∣∣∣∣∣ =
∣∣∣∣∣∣
q a1 − qξ1 a2 − qξ1
qν−1 a1,ν−1 − qν−1ξ1 a2,ν−1 − qν−1ξ2
qν a1,ν − qνξ1 a2,ν − qν2ξ2
∣∣∣∣∣∣ .
Ainsi, selon (17) nous avons
1 6 32qρν−1ρν + 8qνρρν−1.
De la borne supe´rieure qui de´coule de (20), nous avons
1
2
6 8qνρρν−1.
Ainsi
max
j=1,2
||qξj|| = ρ > 1
16qνρν−1
> ϕ(q)
(dans la dernie`re ine´galite´, nous utilisons la borne infe´rieure qui de´coule de (20)).
5. Preuve du The´ore`me 1.
Notons que (14) montre que l’union
⋃
ν Iν couvre un certain rayon [I,+∞). Alors, d’apre`s Lemme
5, si q est assez grand et le point (q, a1, a2) est inde´pendent avec deux points quelconques zν−1, zν , ν =
1, 2, 3, ... alors nous avons (21) et ces points ne sont pas d’inte´reˆt pour notre propos. Donc, si nous
avons une matrice unimodulaire entier 
 q q
′′ q′′′
a′1 a
′′
1 a
′′′
1
a′2 a
′′
2 a
′′′
2

 (22)
8
avec min{|q′|.|q′′|.|q′′′|} assez grand et
max
{
maxj=1,2 |q′ξj − a′j |
ϕ(q′)
,
maxj=1,2 |q′′ξj − a′′j |
ϕ(q′′)
,
maxj=1,2 |q′′′ξj − a′′′j |
ϕ(q′′′)
}
6 1, (23)
alors pour certains ν ′, ν ′′, ν ′′′ on a
z′ = (q′, a′1, a
′
2) ∈ Λν′, z′′ = (q′′, a′′1, a′′2) ∈ Λν′′, z′′′ = (q′′′, a′′′1 , a′′′2 ) ∈ Λν′′′ .
Nous prenons ν ′, ν ′′, ν ′′′ eˆtre les quantite´s minimales a` satisfaire cette proprie´te´. Ainsi
z′ = (q′, a′1, a
′
2) ∈ Λν′ \ Λν′−1, z′′ = (q′′, a′′1, a′′2) ∈ Λν′′ \ Λν′′−1, z′′′ = (q′′′, a′′′1 , a′′′2 ) ∈ Λν′′′ \ Λν′′′−1.
Nous supposons que ν ′ = min{ν ′, ν ′′, ν ′′′} < max{ν ′, ν ′′, ν ′′′} = ν ′′′ (sinon la matrice (22) a de´terminant
ze´ro, et ce n’est pas possible).
Conside´rons le cas (A) ou` ν ′ 6 ν ′′ < ν ′′′. Alors z′′′ ∈ L−(z′.z′′) ∪ L+(z′.z′′) par l’unimodularite´ de
la matrice (22). Cependant z′′′ ∈ Λν′′′ et z′′′ 6∈ span(zν′′′−1). Ainsi par (iv) nous avons |z′′′| > Tν′′′−1.
Par (16) nous voyons que angle(ξ, zν′′′−1) < δν′′′−1.
Supposons que (z′.z′′) ∈ Cν′′′−1. Alors par Corollaire 2 nous avons (8) pour le point z′′′, c’est-a`-dire
maxj=1,2 |q′′′ξj − a′′′j |
ϕ(q′′′)
> 1.
Nous avons donc une contradiction avec (23).
Supposons que (z′.z′′) 6∈ Cν′′′−1. Ensuite, par la de´finition de Cν′′′−1 soit |zν′| > Hν′ ou |zν′′ | > Hν′′
Ainsi par (18) avec ν e´gal a` ν ′ ou ν ′′, nous avons
max
{
maxj=1,2 |q′ξj − a′j |
ϕ(q′)
,
maxj=1,2 |q′′ξj − a′′j |
ϕ(q′′)
}
> 1.
Nous avons une contradiction avec (23) a` nouveau.
Donc, le cas (A) n’est pas possible.
Maintenant, nous conside´rons le cas (B) ou` ν ′ < ν ′′ = ν ′′′. Nous avons
z′ ∈ Λν′, z′′, z′′′ ∈ Λν′′ \ Λν′′−1.
Comme la matrice (22) est unimodulaire, le couple (z′′, z′′′) forme une base de Λν′′. Ainsi
z′ ∈ L−(zν′′, zν′′−1) ∪ L+(zν′′, zν′′−1).
Mais alors
zν′′ ∈ L−(zν′′−1, z′) ∪ L+(zν′′−1, z′).
Comme zν′′ ∈ Λν′′ , par (v) avec ν = ν ′′ − 1 nous voyons que z′ 6∈ Eν′′−1. Cela signifie que |z′| > Hν′ .
Donc par (18) nous avons
maxj=1,2 |q′ξj − a′j |
ϕ(q′)
> 1.
Nous avons une contradiction avec (23) a` nouveau.
Donc, le cas (B) n’est pas possible.
Donc, dans le cas ou` min{|q′|.|q′′|.|q′′′|} > q0(ϕ) nous avons
max
{
maxj=1,2 |q′ξj − a′j |
ϕ(q′)
,
maxj=1,2 |q′′ξj − a′′j |
ϕ(q′′)
,
maxj=1,2 |q′′′ξj − a′′′j |
ϕ(q′′′)
}
> 1.
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Maintenant, nous prenons ε = ε(ϕ) > 0 assez peitit pour assurer l’ine´galite´ ne´cessaire pour les vecteurs
avec q 6 q0(ϕ). The´ore`me 1 est prouve´. 
5. Preuve du The´ore`me 2.
Dans cette section, nous conside´rons les vecteurs meilleures approximations zν = (qν , a1,ν , a2,ν) ∈ Z3
dans le sens de l’approximation simultane´e de ξ1, ξ2 (voir [8]). Nous savons que
max
{
max
j=1,2
||qνξj − aj,ν ||,max
j=1,2
||qν+1ξj − aj,ν+1||
}
6 q
−1/2
ν+1 → 0, ν →∞.
En outre, le couple zν , zν+1 peut eˆtre e´tendue a` une base de Z
3. Le paralle´logramme
Πν = {x ∈ R3 : x = λzν + µzν+1, λ, µ ∈ [0, 1)}.
forme un domaine fondamental du re´seau de dimension deux L(zν , zν+1) ∩ Z3. Conside´rons le sous-
espace affine L+(zν , zν+1) et l’orthogonal projection Π
∗
ν de Π sur L
+(zν , zν+1). Alors
Π∗ν = Πν + eν ,
ou` le vecteur eν ∈ R3 a la longueur
|eν | = (det(L(zν , zν+1) ∩ Z3))−1 ≍ (qν+1 ·max
j=1,2
||qνξj − aj,ν ||)−1 → 0, ν →∞
(la dernie`re de´claration ici est The´ore`me 17 de [8] qui est une minuscule ge´ne´ralisation de Satz 9
de [3]). Comme Π∗ν est un domaine fondamental pour L(zν , zν+1) ∩ Z3, il existe un point entier
z∗ = (q∗, a∗1, a
∗
2) ∈ Π∗ν . Nous voyons que
max
j=1,2
||q∗ξj − a∗j || = O(max
j=1,2
||qνξj − aj,ν ||+max
j=1,2
||qν+1ξj − aj,ν+1||+ |eν |)→ 0, ν →∞.
Mais la matrice 
 qν qν+1 q
∗
a1,ν a1,ν+1 a
∗
1
a2,ν a2,ν+1 a
∗
2


est unimodulaire. The´ore`me 2 est prouve´. 
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