Background. Mechanical systems operate under parametric and external excitation uncertainties. The polynomial chaos approach has been shown to be more efficient than Monte Carlo for quantifying the effects of such uncertainties on the system response. Many uncertain parameters cannot be measured accurately, especially in real time applications. Information about them is obtained via parameter estimation techniques. Parameter estimation for large systems is a difficult problem, and the solution approaches are computationally expensive.
INTRODUCTION AND BACKGROUND
The polynomial chaos approach has been shown to be computationally more efficient than Monte Carlo for quantifying uncertainties in mechanical systems [1, 2] . This paper extends the polynomial chaos theory to the problem of parameter estimation, which is very relevant to physical system modeling since it first requires modeling uncertainties in order to use the physical response to improve the model itself once the unknown parameters have been estimated. The proposed method is illustrated on a nonlinear four degree of freedom roll plane vehicle model, in which an uncertain mass and its uncertain position are estimated.
Parameter estimation is an important problem, because in many instances parameters cannot be physically measured, or cannot be measured with sufficient accuracy in real time applications. Rather, parameter values must be inferred from available measurements of different aspects of the system response. The theoretical foundations of parameter estimation can be found in [3] [4] [5] . Parameter estimation find applications in many fields, including mechanical engineering [6] , material science [7] , aerospace [8] , geosciences [9] , chemical engineering [10] , etc. A literature review specific to the online estimation of onroad vehicles' mass can be found in [11] , in which an algorithm providing conservative error estimates is also proposed Various approaches to parameter estimations are discussed in the literature. These include energy methods [12] , frequency domain methods [13] , and set inversion via interval analysis (SIVIA) with Taylor expansions [14] . A rigorous framework for parameter estimation is the Bayesian approach, where probability densities functions are being considered representations of uncertainty. The Bayesian approach has been widely used [15] [16] [17] [18] . The Bayesian approach consists of estimating aposteriori probabilities of the parameters and therefore transforming a parameter estimation problem into the problem of finding maximum likelihood values of the parameters.
Different methodologies to estimate parameters in a Bayesian framework are possible. Maximum likelihood parameter estimation can be formulated as an optimization problem (typically large and nonconvex, therefore challenging). It can be numerically solved by gradient methods [19] or by global optimization methods [20] [21] [22] [23] [24] . Another approach to solving the global continuous optimization problem is the use of Evolutionary Algorithms (EAs) which are inspired by biological evolution [25] . Differential Evolution (DE) techniques are EA techniques that have been used successfully and Estimation of Distribution Algorithms (EDAs) are a promising new class of EAs [26] . Sun et al. [27] proposed a DE/EDA hybrid approach. Another hybrid approach called estimation of distribution algorithm with local search (EDA/L) has been developed by Zhang et al. [28] . Zhang et al. [29] also proposed an evolutionary algorithm with guided mutation (EA/G).
Another Bayesian parameter estimation method is the Kalman Filter [30] , which is optimal for linear systems with Gaussian noise. The Extended Kalman Filter (EKF) allows for nonlinear models and observations by assuming that the error propagation is linear [31, 32] . The Ensemble Kalman Filter (EnKF) is a Monte Carlo approximation of the Kalman filter suitable for large problems [33] . In the context of stochastic optimization, propagation of uncertainties can be represented using Probability Density Functions (PDFs). The Kalman Filter and its approximations estimate the states and their uncertainties at the same time through covariance matrices. In order to approximate PDFs propagated through the system, linearization using the EKF [34] and Monte Carlo techniques using the EnKF [35] are common approaches. The EKF has the advantage of taking nonlinear dynamic effects into account and therefore dealing with non-Gaussian probabilities, but the EnKF is more practical when dealing with large state space systems for which the covariance matrix becomes too large. Particle filters are ensemble-based assimilation methods which can also take nonlinear dynamic effects into account and deal with non-Gaussian probabilities, but are not adapted to high-dimensional systems [36] .
Parameter estimation is well recognized as a theoretically difficult problem; moreover, estimating a large number of parameters is often computationally very expensive. This has led to the development of techniques determining which parameters affect the system's dynamics the most, in order to choose the parameters that are important to estimate [37] . Sohns et al. [37] proposed the use of activity analysis as an alternative to sensitivity-based and principal component-based techniques. Their approach combines the advantages of the sensitivity-based techniques (i.e., efficiency for large models) and of the component-based techniques (i.e., using parameters that can be physically interpreted). Zhang and Lu [38] combined the Karhunen-Loeve decomposition and perturbation methods with polynomial expansions in order to evaluate higher-order moments for saturated flow in randomly heterogeneous porous media.
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The polynomial chaos method started to gain attention after Ghanem and Spanos [39] [40] [41] [42] applied it successfully to the study of uncertainties in structural mechanics and vibration using Wiener-Hermite polynomials. Xiu extended the approach to general formulations based on Wiener-Askey polynomials family [43] , and applied it to fluid mechanics [44] [45] [46] . Sandu et al. applied for the first time the polynomial chaos method to multibody dynamic systems [1, 2, 47, 48] , terramechanics [49, 50] , and parameter estimation in the time domain for fixed parameters [51, 52] . In their groundbreaking work, Soize and Ghanem [53] described mathematical settings for characterizing problems for which random uncertainties have arbitrary probability densities. Desceliers et al. [54] used a polynomial chaos representation of a random field to be identified, developed a method to estimate the coefficients of that representation, and extended it to apply it to experimental vibration tests using frequency response functions [55] . Saad et al. [56] coupled the polynomial chaos theory with the Ensemble Kalman Filter (EnKF) to indentify unknown variables in a non-parametric stochastic representation of the non-linearities in a shear building model. Their identification method proved to be an effective way of accurately detecting changes in the behavior of a system affected by both measurement noise and modeling noise. Li and Xiu [57] also developed a methodology combining the polynomial chaos theory with the EnKF, in which they sampled the polynomial chaos expression of the stochastic solution in order to reduce the sampling errors. The benefits and drawbacks of the EnKF are discussed in [58] and [59] . Smith et al. [60] designed a polynomial chaos observer for indirect measurements which provides a full probability density function from the polynomial chaos coefficients, and which is computationally less expensive than using a regular EKF. Their approach is designed to compensate for the modeling noise but needs to be tuned (e.g. with a Kalman approach) to take observation noise into account. Finally, let us mention that long-time integration errors are a major problem with the polynomial chaos theory, which has been addressed by Wan and Karniadakis [61] who developed a multi-element generalized polynomial chaos (ME-gPC) method.
The generalized polynomial chaos theory developed by Xiu [43] is also explained by Sandu et al. [1] in which direct stochastic collocation is proposed as a less expensive alternative to the traditional Galerkin approach. It is desirable to have more collocation points than polynomial coefficients to solve for. In that case a least-squares algorithm is used to solve the system with more equations than unknowns. The relation between collocation and Galerkin methods is explained in [1] . Cheng and Sandu [62, 63] further discuss the computational cost of using the polynomial chaos theory with both Galerkin and collocation methods. The dimensionality of the problem decreases the efficiency of the polynomial chaos theory as will be shown in Eq. (3).
The fundamental idea of the polynomial chaos approach is that random processes of interest can be approximated by sums of orthogonal polynomial chaoses of random independent variables. In this context, any uncertain parameter can be viewed as a second order random process (processes with finite variance; from a physical point of view they have finite energy). Thus, a second order random process ) ( X , viewed as a function of the random event  , can be expanded in terms of orthogonal polynomial chaos [39] as:
are generalized Wiener-Askey polynomial chaoses [64, 65] , in terms of the multi-dimensional random variable
. The Wiener-Askey polynomial chaoses form a basis that is orthogonal with respect to the joint probability density
The multi-dimensional basis functions are tensor products of 1-dimensional polynomial bases:
, n is the number of random variables, and b p is the maximum order of the polynomial basis.
The total number of terms S increases rapidly with n and b p .
The basis functions are selected depending on the type of random variable functions. For Gaussian random variables the basis functions are Hermite polynomials, for uniformly distributed random variables the basis functions are Legendre polynomials, for beta distributed random variables the basis functions are Jacobi polynomials, and for Blanchard E., Sandu A., and Sandu C.
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Consider a deterministic second order system which can be described by a system of ordinary differential equations (ODE):
For unconstrained mechanical systems
represents the vector of displacements,
is the vector of velocities, and
is the vector of parameters. In the stochastic framework developed in this study the uncertain displacements, velocities, and parameters are expanded using Eq. (4) as:
Subscripts are used to index system components and superscripts are used to index stochastic modes. Inserting Eq. (6) in the deterministic system of equations leads to:
To derive evolution equations for the stochastic coefficients ) (t x i m , Eq. (7) is imposed to hold at a given set of collocation points
 . This leads to:
where A represents the matrix of basis function values at the collocation points:
The collocation points have to be chosen such that S Q  and  A has full rank. Let
the collocation system can be written as:
After integration of these Q independent versions of the deterministic system, the stochastic solution coefficients are recovered using: 
Similarly, the covariance of two variables can be computed from the polynomial chaos expansion. For example the covariance of uncertainties in state component m and in parameter p is:
The Probability Density Functions (PDF) of ) (t x and ) (t v are obtained by drawing histograms of their values using a Monte Carlo simulation and normalizing the area under the curves obtained. In order to generate the PDF at any time, random samples with an appropriate distribution need to be drawn and plugged into the polynomial chaos representation of the time-dependent state. With the known coefficients and the random numbers, an ensemble of states can be generated and represented by a PDF. With the polynomial chaos approach, as long as the polynomial chaos coefficients and bases are known, a large state ensemble can easily be generated to form a smooth PDF curve. However, in a Monte Carlo approach, each member of the ensemble states requires a full system run. Therefore, generating a PDF with the polynomial chaos approach is not computationally expensive, since the Monte Carlo simulation is run on the final result, which corresponds to repeated evaluations of polynomial values but not repeated ODE simulations. To be specific, the number of ODE runs equals the number of collocation points, which is typically much lower than the number of runs used in a Monte Carlo simulation.
EXTENDED KALMAN FILTER APPROACH FOR PARAMETER ESTIMATION
Optimal parameter estimation combines information from three different sources: the physical laws of evolution (encapsulated in the model), the reality (as captured by the observations), and the current best estimate of the parameters. The information from each source is imperfect and has associated errors. Consider the mechanical system model (7) which advances the state in time represented in a simpler notation:
The state of the model For parameter estimation it is convenient to formally extend the model state to include the model parameters and extend the model with trivial equations for parameters (such that parameters do not change during the model evolution)
The optimal estimation of the uncertain parameters is thus reduced to the problem of optimal state estimation. We assume that observations of quantities that depend on the system state are available at discrete times (14) , and the covariance matrix is explicitly propagated using the tangent linear model operator ' M and its adjoint  M'
where the superscripts f and a stand for "forecast" and "assimilated", respectively. Q represents the covariance of the model errors.
Under linear, Gaussian assumptions, the PDFs of the forecast and assimilated fields are also Gaussian, and completely described by the mean state and the covariance matrix. The assimilated state a k y and its covariance matrix 
One step of the extended Kalman filter can be represented as: 
For parameter estimation, the model state is extended to formally include the model parameters:
The covariance matrix of the extended state vector can be estimated from the polynomial chaos expansions of
Using this covariance matrix, the Kalman gain matrix is computed using the formula:
The Kalman filter formula computes the assimilated state and parameter vector as:
Assuming that no direct observations are made on the parameters, and only the state is observed, the following formula is obtained:
Using the polynomial chaos expansions of the forecast state and the parameters:
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Note that the term with the observations does not depend on the random variables and is therefore associated with only the first (constant) basis function. By a Galerkin projection, it can be observed that the polynomial chaos coefficients of the assimilated state and parameters are:
If all the observations are made only on the state of the system, then:
The covariance of the extended state vector is:
The Kalman gain reads:
The parameter estimate is then:
In the polynomial chaos framework the covariance matrices yy P and y P  can be estimated from the polynomial chaos expansion of the solution and the parameters. Then the polynomial chaos coefficients of the parameters are adjusted as:
Let's note that the Kalman filter formula is optimal for the linear Gaussian case. For non-Gaussian uncertainties the Kalman filter formula is sub-optimal, but is still expected to work.
Another possible approach is to apply the filter formula only once, on a vector containing all the observations from
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The original approach will be called the one-time-step-at-a-time EKF approach, and this alternative approach will be called the whole-set-of-data-at-once EKF approach. The two approaches are equivalent only for linear systems with Gaussian assumptions. Even in that case, they might not always be equivalent in practice, due to numerical issues.
The polynomial chaos theory allows for nonlinear propagation of the covariance matrix, which is likely to lead to improvements over the traditional EKF. The traditional EKF performs a linear propagation of the covariance through linearized dynamic systems. For example, consider the system , with an added measurement noise assumed to be Gaussian with a zero mean and a variance 1% of the value of the observation. Using 1000 runs in order to account for the noise, the average estimate obtained at 1  f t using the polynomial chaos based EKF estimation method with five terms in the polynomial chaos expansions and 10 collocation points is 0.8124, while the average estimate obtained with the traditional EKF using linear propagation is 0.8623. In other words, the polynomial chaos based EKF yields an average error of 0.0508 while the traditional EKF with linear propagation yields an average error of 0.1007. The collocation approach is explained in section 3.2. can be represented, while using the traditional EKF with linear propagation results in a Gaussian distribution of the forecast state. . As a consequence, the polynomial chaos based EKF approach leads to a better estimate, which is obtained using the assimilated state , as shown in Figs. 1(c) and 1(d). For this example, the error obtained using the polynomial chaos based EKF approach is about half the error obtained using the traditional EKF approach. 
INSIGHT INTO THE EKF APPROACH USING SIMPLE MECHANICAL SYSTEMS

Roll Plane Modeling of a Vehicle
The model used to apply the theory presented in this article is based on the four degree of freedom roll plane model of a vehicle used in [68] with the addition of a mass on the roll bar, as shown in Fig. 2 . The difference is that the suspension dampers and the suspension springs used in this study are nonlinear and that a mass is added on the roll bar, which represents the driver, the passenger, and other objects in the vehicle. The added mass M and its position CG d away from the left end of the roll bar are assumed to be uncertain. It is assumed that there is a passenger, and apriori distribution of the added mass will therefore be centered in the middle of the bar. This added mass will be represented as a point mass for the sake of simplicity. Measuring the position of the C.G. of the added mass physically is not straightforward. However, if a well defined road input can be used and sensors are available, these two parameters can be estimated based on the observed displacements and velocities across the suspensions. 
If v is the relative velocity across the damper with a damping coefficient small, the equations of motion of the system are where   2  1  2  1 and , , ,
are defined in Eqs. (38) and (39) .
In these equations, the variables are expressed versus their position at equilibrium (if the added mass M is not in the middle, then there are static deflections).
is relative to the position of the ground, which is fixed. It has to be estimated numerically because of the nonlinearities in the system.
The parameters used in this study are shown in Table 1 . They are the parameters used in [68] , with the addition of nonlinearities and uncertainties for M and CG d . For the parameters shown in Table 1 , the minimum static angle (i.e., the angle of the roll bar with respect to a fixed reference on the ground) is -1.21 degrees and the maximum static angle is 1.21 degrees, which corresponds to m 032 . 0
. These values are obtained for 
Collocation Points
The generalized polynomial chaos theory is explained in [1] in which direct stochastic collocation is proposed as a less expensive alternative to the traditional Galerkin approach. The collocation approach consists of imposing that the system of equations holds at a given set of collocation points. If the polynomial chaos expansions contain 15 terms for instance, then at least 15 collocation points are needed in order to have at least 15 equations for 15 unknown polynomial chaos coefficients. It is desirable to have more collocation points than polynomial coefficients to solve for. In that case a least-squares algorithm is used to solve the system with more equations than unknowns.
In this study, the polynomial chaos expansions of all the variables affected by the uncertainties on M and CG d are modeled by a polynomial chaos expansion using 15 terms as well, and 30 collocation points will be used to derive the coefficients associated to each of the 15 terms of the different polynomial chaos expansions. The collocation points used in this study are obtained using an algorithm based on the Halton algorithm [69] , which is similar to the Hammersley algorithm [70] . One of the advantages of the Hammersley/Halton points used in this study is that when the number of Blanchard E., Sandu A., and Sandu C.
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The impact of enforcing dynamics at these few collocation points is discussed in reference [1] . In practice, using collocation with judicious algorithms such as using the Hammersley/Halton points yields very similar results to what is obtained with Galerkin, when using enough collocation points. Practically, what needs to be done is checking that adding more terms and more collocation points does not significantly improve the results. Even though the number of points needed in order to obtain satisfactory results is quite dependent on the example used for parameter estimation, a satisfactory number of points will typically result in a much faster computation time than any Monte-Carlo based simulation. An example comparing the computational efficiency of a simulation using a polynomial chaos-based collocation approach with a Monte Carlo-based simulation yielding the exact same accuracy can be found in Table 3 in [62] .
Experimental Setting -Road Input
In order to assess the efficiency of the polynomial chaos theory for parameter estimation, M and CG d will be estimated using observations of four motion variables obtained for a given road input: the displacements across the suspensions ( Fig. 4 , and the road input is obtained assuming the vehicle has a constant speed of 16 km/h (10 mph). The road profile can be seen as a long speed bump. The first tire is subjected to a ramp at 0  t , and reaches a height of 10 cm (4") for a horizontal displacement of 1m, then stays at the same height for 1m, and goes back down to its initial height. The second tire is subjected to the same kind of input, but with a time delay of 20% and it reaches a maximum height of only 8 cm. The excitation signal is supposed to be perfectly known. In other words, the road profile shown in Fig. 4 is supposed to be exactly known and the speed of the vehicle is supposed to be exactly 16 km/h at all time, which enables us to use any desired sampling rate for the input signal. However, only 10 measurement points are used for the output displacements and velocities (not counting the measurements at 0  t , which give no useful information in order to estimate the unknown parameter). Inaccurate estimates can be caused by different factors, including a sampling rate below the Nyquist frequency, non-identifiability, non-observability, and an excitation signal that is not rich enough [72] . The four degree of freedom roll plane model used in this article is exactly the same than the one used by [73] . The road inputs used in this article have also been used by [73] , who showed it is possible to perform parameter estimation even when using only 10 time points for 3 seconds of data (i.e., a sampling rate of 0.3s).
The measurements shown in Fig. 5 . Parameters estimation is performed using the EKF approach. In order to work with a realistic set of measurements, a Gaussian measurement noise with zero mean and 1% variance is added to the observations shown in Fig. 5 (for the relative displacements and velocities) before performing parameter estimation.
The state of the system at future times depends on the random initial velocity and can be represented by
Assuming that only the displacements across the suspensions ( 
and the measurements yield
Measurement errors at different times are independent random variables. The measurement noise k  is assumed to be Gaussian with a zero mean and a variance 1% of the value of ) (t x . The diagonal elements of the covariance matrix of the uncertainty associated with the measurements will still be set to at least 12 10  when necessary so that The estimated values of 1  and 2
 obtained using the one-time-step-at-a-time EKF approach, which are given by the first terms of the corresponding polynomial chaos expansions, are 0 . The EKF estimations come in the form of PDFs, as shown in Fig. 6(a) . This is illustrated in Fig. 7 . Figure 7 shows that the one-time-step-at-a-time EKF approach does not work anymore when using a time step of 0.03 s instead of 0.3 s. Figure 8 shows the absolute error for our two estimated parameters, i.e., , with respect to the number of time points, and equivalently, the length of the time step, which is inversely proportional to the number of time points. It can be observed that a long time step is not really desirable, which one would expect since less information is available for longer time steps. However, a short time step is even less Blanchard E., Sandu A., and Sandu C. Figures 6(c) and 6(d) , where the curves representing the estimated values +/-their standard deviations smoothly decrease/increase. Therefore, it is judicious to look at the estimated values and their standard deviations at each time step. When the estimated values +/-their standard deviations display non-monotonous behaviors, it is a sign that the sampling frequency should be decreased. Sampling below the Nyquist frequency is usually a necessity in order to prevent the EKF from diverging. In most cases, sampling below the Nyquist frequency does not result in nonidentifiability issues, but it can in a few rare cases, as illustrated in [72] . Another possible approach is to apply the filter formula only once, on a vector containing all the observations from 1 t to k t . Using this alternative approach, better results are obtained with a Gaussian measurement noise with zero mean and 1% variance, for 10 time points (Fig. 9 ) and for 100 time points (Fig. 10) . Applying the EKF formula on the whole set of data at once with 10 time points yields 0.2321 . For this particular road input, applying the filter formula only once, on a vector containing all the observations clearly yields better results, and this whole-set-of-data-at-once EKF approach still works with a sampling rate of 0.03 s, while the one-time-step-at-a-time EKF approach was clearly not working.
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Experimental Setting -Out of Phase Sine Input signals at 1 Hz
In order to continue assessing the efficiency of the polynomial chaos theory for parameter estimation, the estimations will now be performed for a 1-Hz harmonic input, with amplitudes of +/-0.05 m for 1 y and 2 y . The input signal is supposed to be exactly known, which enables us to use any desired sampling rate for the input signal. Figure 11 shows the harmonic inputs that will be used at 1 Hz. The parameters M and CG d will still be estimated using a plot of four motion variables: the displacements across the suspensions ( Figure 12 shows the results obtained when using the one-time-step-at-a-time EKF approach with 10 time points, i.e., with a sampling rate of 0.3 s. Figure 12 (c) shows that the estimation of the mass should actually not be trusted for the reasons explained previously. It can also be observed in Fig. 12(a) : the PDF contains values above 300 kg, i.e., outside the range of the Beta(2,2) distribution, which means the filter has convergence problems. Figure 13 shows the results obtained when using the whole-set-of-data-at-once EKF approach with the same 10 time points. It yields better results for the estimation of the distance, but not for the estimation of the added mass. This shows that this alternative approach does not necessarily work better for every problem, even though it often yields better results, as it clearly did with the speed bump used in section 3.3. Figure 14 shows the results obtained when using the one-time-step-at-a-time EKF approach with 100 time points, i.e., with a sampling rate of 0.03 s. The filter clearly diverges and the estimations cannot be trusted, which is especially evident for the estimation of the mass. Figure 15 shows the results obtained when using the whole-set-of-data-at-once EKF approach with the same 100 time points. The estimation of the mass comes with a large standard deviation, but this approach actually yields an acceptable estimation for the mass:
. In this case, the whole-set-of-data-at-once EKF approach yields better results with 100 time points than with 10 time points. However, the whole-set-of-data-at-once approach still does not solve all the drawbacks associated with the use of an EKF. It can be observed that the PDF contains values outside the range of the Beta(2,2) distribution, i.e., below 100 kg or above 300 kg, so the convergence problems also appear to affect the whole-set-of-data-at-once approach. When the whole-set-of-data-at-once approach yields a PDF with a large range of possible values, it is not clear how much it can be trusted. As a conclusion, the EKF estimation obtained when applying the filter formula only once on the whole set of data can sometimes yield much better results, but not always, so comparing the results to a different approach (e.g., a Bayesian approach) is strongly recommended. Blanchard et al. [71] performed parameter estimation for the same system using linear springs and dampers and observed that the PDFs obtained for the linear case and the nonlinear case were quite similar, which indicates that the problems that have been encountered do not seem to come from the nonlinearities in the springs and dampers. 
SUMMARY AND CONCLUSIONS
This paper proposes a new computational approach for parameter estimation based on the Extended Kalman Filter (EKF) and the polynomial chaos theory. The error covariances needed by EKF are computed from polynomial chaos expansions, and the EKF is used to update the polynomial chaos representation of the uncertain states and the uncertain parameters. The proposed method has several advantages. It benefits from the computational efficiency of the polynomial chaos approach in the simulation of systems with a small number of uncertain parameters. The filter formula based on the EKF is also computationally inexpensive. Polynomial chaoses offer an accurate representation of uncertainties and can accommodate non-Gaussian probability distributions. The approach gives more information about the parameters of interest than a single value: the estimation comes in the form of a polynomial chaos expansion from which the aposteriori probability density of the estimated parameters can be retrieved.
For illustration we consider a nonlinear four degree of freedom roll plane model of a vehicle, and we estimate the uncertain mass and the uncertain position of a body added on the roll bar. The apriori uncertainties on the values of the added mass and its position were assumed to have a Beta (2, 2) distribution. Synthetic observations of the displacements and velocities across the suspensions are obtained by adding "measurement noise" to the reference simulation results. Two different inputs were used: a speed bump and a 1-Hz sinusoidal roll.
Two variations of the approach are discussed: the one-time-step-at-a-time EKF approach, in which the Kalman filter formula is used at each time step in order to update the polynomial chaos expressions of the uncertain states and the uncertain parameters, and the whole-set-of-data-at-once EKF approach, which consists of applying the filter formula once, on a vector containing all the observations. For linear systems with Gaussian distribution of uncertainty the two approaches are theoretically equivalent. For the test problem under consideration the one-time-step-at-a-time EKF approach yields good estimations for lower sampling rates, but the quality of these estimations deteriorates with increasing the sampling rate. We explain this counter-intuitive behavior via a rigorous error analysis carried out in the Appendix. The polynomial chaos truncation errors affect the solution at each filter step; more filter steps mean more information but also more errors. The truncation errors can accumulate at a fast rate, and over-ride the benefits of the additional information coming from more measurements. To alleviate this effect we discuss a version of the filter that uses all the information in a single batch. In most cases, the whole-set-of-data-at-once EKF approach yields more accurate results than the ones obtained with the one-time-step-at-a-time EKF approach. For a few of the input excitations and sampling frequencies, however, the results are not very accurate; therefore it is recommended to repeat the estimation with different sampling rates in order to verify the coherence of the results.
Future work will compare the results obtained with EKF approach to results obtained with a polynomial chaosbased Bayesian approach. We also plan to apply the proposed techniques to identify parameters of real mechanical systems for which laboratory measurements are available. 
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APPENDIX: EKF ERROR ANALYSIS
The objective of this analysis is to show that the truncations in the polynomial chaos expansions can prevent the convergence of the covariance of the assimilated state and that the error can decrease with the length of the time step when there is no model error (which was the case for this study: the EKF approach assumes that the equations of motion of the system are perfectly known). This analysis will also show that when model errors are present, a nonzero optimal time step can exist.
Consider the scalar system y a y  ' with 0  a , which is considered to be the true system, with initial condition true y 0 .
It has a well-known analytical solution: A perturbed model will be used:
It is also assumed that the error model ) (t  is independent Gaussian with mean
B (
B is the bias) and covariance Q . For the sake of simplicity, it will also be assumed that The state y is propagated using the model equations: where the superscript f stands for forecast and the superscript a stands for assimilated.
The assimilated state at step k , a k y , is given by:
In the 1-dimentional case, each matrix becomes a scalar. Here, it will be assumed that all the k R 's can be replaced by R ( where k R is the covariance matrix of the observational error defined in Eq. (16)), which means that the noise level associated with the measurements is assumed to be constant. It will also be assumed that 1  k H , i.e., we can directly measure y . Therefore, the Kalman gain at
where f k P is the forecast covariance matrix defined in Eq. (17) and the assimilated state at step k , a k y , is given by: 
Then, the "forecast" error at step 1  k (before assimilation) is given by:
which can also be written as
 is the forecast variance at step
The objective of this analysis is to study the effect of the polynomial chaos approximation. Therefore, a term  due to the truncation in the polynomial chaos expansion will be added to the forecast covariance:
For the sake of simplicity,  will be assumed to be a constant. The assumption about the error being constant can be regarded as a lower bound on the error since the term  due to the truncation always has the same sign ( 0   ), which means that the covariance is underestimated. Therefore, the error will always be at least that number. Indeed, the average value of a quantity
which means that its covariance can be expressed as Thus, the effect of the truncation will be to underestimate the covariance. It will be shown later in Eq. (A32) that overestimating the covariance is not a problem, but underestimating it too much prevents the convergence of the Blanchard E., Sandu A., and Sandu C. 1/11/2012 29 covariance. Therefore, the assumption about the truncation error of the covariance being constant can be regarded as a lower bound on the error.
Using the notation
Let's note that  is a constant for a constant time interval t
 . An independent Gaussian noise  with mean zero and covariance R is added to the observations:
The assimilated state at step
Using the notation
E is the error after assimilation at step k ), the error after assimilation at step
The assimilated covariance at step
 , is given by:
Using the recurrence for the error and the covariance after assimilation yields the following Jacobian matrix:
which yields the conditions for linear stability:
which is equivalent to the following two conditions
It means that the only case for which the covariance converges is when:
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which also forces the following condition to be true [71] . It means that overestimating the covariance is not a problem, but underestimating it too much prevents the convergence of the covariance. It can be explained by looking at Eq. (A6) and seeing that a very large forecast covariance results in a Kalman gain close to 1, which means that the assimilated value of the state y will be very similar to the observation and the impact of the previous error will be gone, which can be seen by looking at Eq. (A22). When the forecast covariance is very small, the Kalman gain will be close to 0, and the assimilated value of the state y will be very similar to its forecast value, which means that the convergence of the covariance will be slow.
Looking at Eq. (A26), it can be observed that if the covariance convergences, it converges to
After convergence, the recurrence relationship (A24) for the error after assimilation becomes:
i.e.,
If we rename the steps so that the step 0  k is the first step, the error N E ( N steps after a k P convergences to conv P , after assimilation) can be written as:
The fact that 0 E is the error at a new step and therefore has a different value does not matter when studying the Therefore, when there is no model error, it can be shown analytically that the error decreases with t  , which means a larger t  results in a smaller error. Figure 9 showed the absolute error for our two estimated parameters with the nonlinear half-car model for the speed bump with respect to the different corresponding time steps. There was no model error and a Gaussian measurement noise of mean 0 and variance 1% was added to the observation. It could be observed that for this case study with a perfect model, the error gets worse for small time steps t  . The fact that the error can get larger as the time step is increase too much was due to the fact that with very few observations, the covariance had not converged yet. For instance, with a time step of 1.5 seconds, only two significant measurements were available. The error for the case study y y   '
, which was plotted in Fig. A1 , was calculated assuming the covariance had already converged.
With numerical examples, it can be shown that a nonzero optimal time step can exist when 0 For the sake of simplicity,  was assumed to be a constant. The assumption about the error being constant could be regarded as a lower bound on the error since the term  due to the truncation always has the same sign ( 0   ). The purpose of this section is to show that in the case where the truncation error is proportional to the covariance of the model forecast, which is more realistic, taking time steps which are too small can also result in numerical errors increasing at each time step.
This new assumption can be written as 
