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1. INTRODUCTION 
WE CONSIDER differential equations, also called vector fields, flows or dynamical systems, de- 
fined on a two-dimensional compact differentiable manifold M2. A vector field X defined on 
M2 is said to be structurally stable when a C’-small change in Xdoes not change topologically 
the set of trajectories of X. This concept was introduced in 1937 by Andronov and 
Pontrjagin [l] for the case where M2 is the two-dimensional ball B2 and the vector fields 
considered are without contact with the boundary. They announced then a necessary and 
sufficient condition for structural stability. 
In this paper we extend, in Theorem 1, their characterization for M*. If we call B the 
space of all vector fields on M2 with the Cl-topology it follows that the set C c g of all 
structurally stable vector fields is open in ~8. In Theorem 2 we prove that Z is also dense in 
~8. The main goal of this paper is the proof of this fact that C is open and dense in LB. For 
the case where M2 is the sphere S2 this follows immediately from a previous result of the 
author [2]. In S2 there are no complicated recurrent orbits and this is what makes that case 
much simpler. 
The fact that C is open and dense in $8, i.e. that the structurally stable systems are 
“generic”, is significant because these systems are precisely the ones that exhibit the simplest 
possible features being amenable to classification. Actually Smale, in a forthcoming paper, 
has a classification of all topologically distinct types of structurally stable systems on M2. 
More precisely he has a constructive proof of the fact that there is only a finite number of 
topologically distinct types of structurally stable systems having a given number of singu- 
larities and closed orbits. The fact that C is generic in J%? has also some bearing upon Smale’s 
extension of Morse’s inequalities to dynamical systems [3] showing that for dimension 2 
his inequalities are as general as one could hope for. The result that C is generic in &? 
together with the classification mentioned above may be said to solve the fundamental 
problem of the theory of differential equations on M2 [4]. 
The definition of structural stability given for systems on M2 apply as well to systems 
defined on any compact manifold M” but very little is known if n > 2. See [4, 5, 6, 71. One 
i This paper was written with the partial support of the Air Force Office of Scientific Research. It was 
initiated while the author was a member of RTAS, Baltimore. An abstract of part of the results contained 
in it was presented at the Symposium of Ordinary Differential Equations held at Mexico City in 1959. 
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important problem, not so easy as it may appear at first sight, is the extension to higher 
dimensions of the “closing” Lemma 4, where a recurrent orbit becomes closed after a C’- 
small perturbation. For Co-small perturbation the problem is local and trivial but for class 
C’ it is global and seems to be very difficult and important. 
From the approximation theorem of Weierstrass together with the partition of unit it 
follows easily that there are only denumerable many topologically distinct types of structurally 
stable systems on M”, a fact that may give a faint hope that some day one may be able 
to enumerate i.e. to classify them all. This, together with the density conjecture, constitute 
the main problem of the theory. One may have an idea of its difficulty if one recalls 
that it is not trivial to prove, and in fact it has not yet been done, that on any M” 
there exist structurally stable systems. Obvious candidates are the Morse-Smale systems 
introduced in [3]. 
I am most grateful to S. Smale and R. Thorn for many helpful discussions and to 
S. Lefschetz for his manifold aid and interest in this work. Thanks are also due to 
S. Sternberg for critical remarks. 
2. STRUCTURAL STABILITY 
Let M2 be a two-dimensional compact differentiable manifold endowed with a metric, 
say a Riemannian one. On M2 we are going to consider vector fields X of class at least C’ 
i.e. differential equations dxi/dt = Xi, i = 1,2 where Xi are the contravariant components 
of X in local co-ordinates. On the set 99 of all these we put the C’-topology defined by the 
condition that a sequence of vector fields Y,,, n = 1, 2, . . . converges to a vector field Y when 
given any point p E M2 and a co-ordinate system (x1, x2) around it then the components of Y, 
and its first derivatives with respect to x1 and x2 converge, when n --f cc, to the analogous quan- 
tities for Y. In this way 99 becomes a topological space but there is no natural metric on it. 
One gets such a metric once we give a finite open covering of M2, Mj, j = 1, . . . , m, 
such that ~j is contained in a co-ordinate neighbourhood. Given any two vector fields 
X, Y there is a natural distance pj(X, Y) between them in ~j namely the maximum of the 
differences IXi - Y,I, laxi/a x, - a Y,/&,I, i, k = 1, 2, where Xi and Yi are the com- 
ponents of X and Y with respect to the co-ordinates (x,, x2) valid in BP For the distance 
p(X, Y) between X and Y we take the maximum of all pj(X, Y). 
Sometimes we may refer to the distance between two systems without specifying the 
sets Mj. 
By an s-homeomorphism of M2 onto itself we understand a homeomorphism which 
moves each point by less than E. 
We now give a precise definition of structural stability. 
DEFINITION 1. A vector jield X on M2 is said to be structurally stable if given E > 0 we 
mayJind a neighborhood A of X in W such that whenever YE A there is an E-homeomorphism of 
M2 onto itself transforming trajectories of X onto trajectories of Y. 
Concerning this definition one should remark that it is not interesting to consider in 
9 the Co-topology instead of the C1 since a Co-small perturbation is too strong and may 
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destroy any singularity or closed orbit. One should also remark that since small perturba- 
tions do change the eigenvalues of the singularities one cannot hope for a diffeomorphism 
transforming trajectories onto trajectories; it is natural to have only a homeomorphism. 
Both theorems proved in this paper remain valid if we put in the space 99 of all systems 
the C-topology, r B 1, and this because all Cl-small perturbations that we make are 
also C’-small. 
From what follows we will see that the above definition is equivalent o the following 
Definition 1’ where instead of an s-homeomorphism we have simply a homeomorphism. 
DEFINITION 1’. A vector field X on M2 is said to be structurally stable if there is a 
neighborhood A of X in &J szich that whenever YE A there is a homeomorphism of M2 onto 
itself tran?forming trajectories of X onto trajectories of Y. 
The s-definition is certainly very natural and it is easier to work with it when we want 
to prove that structurally stable systems do satisfy certain restrictive conditions, for then 
arguments of a less global character are required. On the other hand the non-a-definition 
has the advantage that using this definition it becomes trivial that the set of all structurally 
stable systems Z is open in a. In dimension n > 2, and with the a-definition, it is an 
open and difficult problem to show that Z is open in 98. It seems that this can only be 
proved via a characterization theorem. In higher dimension the equivalence between the 
two definitions is certainly a very difficult problem, probably as difficult as the density 
problem itself. 
3. THE CHARACTERIZATION THEOREM 
Before we state the characterization theorem we shall fix some terminology. 
A singular point p of a vector field X on M2 is a point where X(p) = 0 and it will be 
called simple if the jacobian matrix of X at p is non-singular; if besides this matrix has 
eigenvalues with non-zero real part, p is said to be a generic singularity. A generic singularity 
is either a saddle point, a sink (eigenvalues with negative real part) or a source (eigenvalues 
with positive real part). When X has only simple singularities they are finite in number. 
Consider now a closed orbit y of X and perpendicular to one of its points o draw a 
small cross section C. If we start from a point y on C close to o and follow, for increasing 
time, the trajectory of X through it, we shall hit a next time C on the same side as q (after 
two turns if 7 is one sided), so that there is defined a diffeomorphism q --, h(q) on a neighbor- 
hood of o in C. We say y is simple if the stability index h’(0) # 1, a fact that does not depend 
on the particular point o considered. When y is contained in a co-ordinate neighborhood 
(x1, x2), which happens only if it is two sided, it is a known fact that 
h’(0) = exp 
s 
(8X,/&, + aX,/ax,)dt, 
Y 
X1, X2 being the components of the field. When h’(0) < 1, y is stable. When h’(0) > 1, 
y is unstable. If y is one-sided, consider the orientable cover Mz of M2. Then the above 
formula is still true provided that instead of y and X we use y* and X,, obtained by lifting 
y and X from M* to Mi. 
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We now state the characterization theorem. 
THEOREM 1. In order that the vector field A’ be structurally stable on M2 it is necessary 
and su@cient that the following conditions be satisfied: 
(3.1) there is only a finite number of singularities, all generic; 
(3.2) the c( and o-limit sets of every trajectory can only be singularities or closed orbits; 
(3.3) no trajectory connects saddle points; 
(3.4) there is only a$nite number of closed orbits, all simple. 
Conditions (3.1), (3.3) and (3.4) are the ones formulated by Andronov and Pontrjagin 
for the case of the ball B2 and it is immediate to see that they hold also for the sphere S2. 
Condition (3.2) implies that the theorem of Poincare-Bendixon holds for the vector field X, 
a fact that is automatic when M2 is S2. Thus all complicated types of recurrent motions 
are excluded so that structurally stable systems exhibit the simplest possible features. 
Conditions (3.1)-(3.4) were generalized in [3] to dimension n, the corresponding systems 
being the so-called Morse-Smale systems. For n > 2 it is known that the Morse-Smale 
systems are not dense in the space &7 of all systems (Levinson, Thorn, Smale) but as 
remarked above it is quite probable that they are structurally stable; it is also known that 
there are structurally stable systems exhibiting an infinite number of closed orbits (Smale). 
We now begin a series of lemmas needed for the proof that conditions (3.1)-(3.4) are 
necessary for structural stability. Actually we are doing more than that for we are proving 
a good deal of the Density Theorem 2, and showing that Definition 1 is equivalent to 
Definition 1’. 
DEFINITION 2. A system X is said to be of type (l), (1,2), etc., ifit satis$es conditions 
(3.1), conditions (3.1) and (3.2), etc. 
DEFINITION 3. Given a certain set of systems ?T? c SJ we say that a system X can be 
approximated by a system of %? whenever there are systems of %? arbitrarily close to X, i.e. 
XE??. 
When we do a finite number of successive approximations, starting from a system X, 
we can always be sure to end up with a system that is away from X by no more than a 
certain q > 0, given arbitrarily. It is only necessary that at each stage we make approxi- 
mations by less than q/2’, i = 1,2, . . . , so that at the end we have a distance not greater 
than xi”=, q/2’ = q. 
4. TWO PRELIMIh’ARY LEMMAS 
The two simple lemmas below are essentially known but since we could find no adequate 
reference in the literature we include their proofs here for the sake of completeness. 
LEMMA 1. Let yl, . . . , yn be disjoint closed curves on M2, none of which bounds a cell. 
For n large enough there are two of them which bound a cylinder. 
Proof. We first remark that we may assume the curves y to be two-sided. In fact, when 
we cut M2 along one-sided disjoint closed curves these cuts will not disconnect M2. Now 
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if x(M2) is the Euler characteristic of M2 it is a well known fact [8, p. 1471 that 
K = 2 - x(M2) is the maximum number of cuts that may not disconnect M2 so that at most 
K of the curves y can be one-sided. 
We now cut M2 along yl. Then either M2 becomes disconnected or not so that we 
accordingly obtain a two-manifold with boundary Mf, or else two such manifolds Mf,, and 
M:,2. It is only necessary to consider the case where M2 is not disconnected by the cut for 
otherwise we can treat Mf,, and M4,2 in a way similar to the one we are going to treat M:. 
Now M: is a two-manifold with a boundary made up of two curves, replicas of yl, whose 
Euler characteristic is the same as that of M2; from which it follows easily that the genus 
of Mt is smaller than the genus of M 2. If we cut Mt along y2 we obtain, assuming again 
that it is not disconnected by the cut, another manifold Mi of smaller genus which we cut 
along y3 and so on till we reach a certain index i such that Mf is a two-manifold with 
boundary and is either orientable and has genus zero or else is non-orientable and has 
genus one. If M: is orientable it is a sphere S2 with 2i holes whose boundaries are replicas 
of the curves yr, . , yi. Now since the curves yi+i, yi+2 do not bound cells each of them 
separates the sphere into two regions, one containing some of the holes and the other the 
remaining ones. Since there is only a finite number of such arrangements it follows that 
we may find two indices j and I such that the regions determined by both yj and yI contain 
exactly the same holes. So there are no holes between Yj and y1 and everything amounts to 
the known fact that in the sphere two disjoint closed curves always bound a cylinder. 
If Mz is non-orientable it is a projective plane with holes in it. When we cut Mf along 
yi+l we disconnect it into two pieces one being a disc with holes and the other a Mobius band 
with holes, both bounded by replicas of yi+ 1. As above we conclude immediately the 
existence of two curves y bounding a cylinder, q.e.d. 
LEMMA 2. Any system X can be approximated bv a system Y, of type (1). 
Proof. Essentially this lemma follows from Thorn’s transversality theorem [9, p. 231. 
If we can prove that X can be approximated by a system with simple singularities we 
are through for then they are isolated and the problem becomes local i.e. reduces to the 
Euclidean space case which can be handled by polynomial approximations [2, Lemma 71. 
Now the field X is a differentiable cross-section X: M2 + T(M2) of the tangent 
bundle T(M’) while M2 itself is a submanifold identified with the zero cross-section. To 
say that the mapping X is transversal to M2 means precisely that at the points p E M2 
where X(p) = 0 the jacobian matrix of X is non-singular i.e. the singularities of X are 
simple. From Thorn’s theorem we know that by means of a Cl-small change we get another 
mapping Y, transversal to M2 and it is easy to see that Y, defines a cross-section i.e. a 
vector field. 
Lemma 2 is also proved in a more direct but less illuminating way by using a finite 
open covering M,, j = 1,2, . . . , m of M2 with wj contained in a co-ordinate neighborhood. 
Since it is true in Euclidean space we find a small perturbation X,, with X + X1 satisfying 
Lemma 2 in Mr; then another perturbation X2 so small that X + X1 + X2 satisfies 
Lemma 2 in A, v M2, and so on. 
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5. ON THE ELIMINATION OF NON-TRIVIAL MINIMAL SETS 
In order to get from the system Y, of Lemma 2 a system also satisfying condition (3.2) 
i.e. a system of type (1,2) we need to show that after a certain number of approximations 
we get a system which cannot have a non-trivial minimal set. This is the aim of the lemmas 
below. Essentially the reason why this can be done is that by means of a Cl-small per- 
turbation we always can get out of a non-trivial minimal set either a new closed orbit or 
else a new connection between saddle points; and this process cannot go on indefinitely. 
For the sake of completeness we recall some definitions. We say that a trajectory y 
of a system X, not a singular point, is recurrent if y c a(y) u w(y), so that y prolonged in 
one sense or another comes infinitely-many times close to any one of its points. A set p is 
minimal if it is compact and invariant and contains no proper subset which is also compact 
and invariant. If p is minimal and y is the trajectory through any point of p then 
m(y) = o(y) = p. A minimal set which is neither a singular point or a closed orbit is said 
to be non-trivial. 
A non-trivial minimal set p is perfect and so is its intersection with a small segment mn 
without contact with respect to X. Since no perfect set is denumerable one concludes that 
there are non-denumerably many points p E p on mn such that p is the limit of points of p 
situated on both pm and pn. 
Let p be an ordinary point of the system Y1 of Lemma 2. To p we associate a co- 
ordinate “square” R, i.e. a small curvilinear closed quadrilateral containing p in its interior 
and bounded by two arcs of trajectories of Y,, the “horizontal” sides ca and db and two 
arcs of the line-element field orthogonal to Y,, the “vertical” sides ab and cd (Fig. 1). It 
is no restriction to assume that in a certain system of local co-ordinates (x, y) R is the square 
1x1 < 1, lyl d 1,p = (O,O),a = (1, l), b = (1, -l), c = (-1, l), d = (-1, -l), andthat 
inside R the field Y1 is unitary and parallel to the x-axis oriented in the direction of increasing time. 
We now associate to R the transformation T: [a, b] -+ [c, d] induced by the flow of 
Y1 i.e. q E [a, b] goes into Tq E [c, d] where Tq is the first point where the trajectory of Y, 
through q, y(q), meets, [c, d] for the first time after q. The set I c [a, b] where T is defined 
may well be empty. Call cc,, d, the points, if they exist, such that Tc, = c, Td, = d. TO 
simplify matters we always assume that the rectangles R that we consider are such that ca 
and db are never part of the same trajectory so that whenever T is defined in a or b we always 
have Ta # d, Tb # c. 
LEMMA 3. The set r c [a, b] where the transformation T : [a, b] -+ [c, d] is defined 
consists of a finite number of intervals whose end-points may belong to r when they are one 
of the points a, b, cO, d,. When an end-point s ~4 I’ then the trajectory y(s) through it goes to a 
saddle point . 
Proof If q E r and q # c,,, d,, clearly there is a neighborhood of q contained in I?; 
if q = c0 there is at least a one-sided neighborhood of c0 contained in I and similarly when 
q = d,. So r - (cO LJ d,) is open in [a, b] and so is the union of countably many open 
intervals; so l7 is a union of intervals and clearly a, b, c,,, d, are possible end-points of r 
which may eventually belong to I. 
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Let (3, s’) be one of the intervals of r with s $ r and assume for definiteness that s 
is above s’. To prove our lemma we need only to show that the trajectory of Y, through 
S, y(s), goes to a saddle point without intersecting R after S. (Fig. 1.) 
At every point of the open interval (s, s’) T is defined and continuous with the possible 
exception of the points cO, do which may belong to (s, s’). At these points T is defined but 
may not be continuous. If we consider a point u sufficiently close and below s then T is 
continuous on the segment [u, s), open at S. 
Now when a point q E [u, S) goes up continuously from u to s the point T(q) in cd varies 
monotonically and the arc qTq meets the rectangle R only at its end-points. If the manifold 
MZ is orientable Tq will be above Tu but in the non-orientable case it might well be below; 
in any case Tq stays at a positive distance from c or d. Besides, the arcs UTU andqTqare disjoint 
for q # u and one can pass from one to another continuously so that they make up a strip 
A closed at the extremity corresponding to u but open at the extremity corresponding to s. 
FIG. 1 
In order to prove that y = y(s) goes to a saddle point we first remark that by continuity 
and in virtue of the fact that y does not come back to R every point of y lies arbitrarily close 
to an arc qTq for q sufficiently close to s, i.e. y lies in the boundary 8A of A. We now consider 
the limit set w(i) which is also contained in aA, and show that unless we assume that it is 
a saddle point we get a contradiction. The set w(y) has to fall into one of the two mutually 
exclusive cases : 
(5.1) o(v) does not contain any singularity; 
(5.2) w(y) contains some singularity. 
Consider case (5.1). Let ,U be a minimal set contained in o(y), which is either a closed 
orbit or else a non trivial minimal set. If ,D is a closed orbit then o(y) = p and y spirals 
towards ,u, the same being true for all trajectories through q for q close enough to S. If p 
intersects the rectangle R then y would intersect R after s, a contradiction since T is not 
defined at s; if p does not intersect R then the trajectories through points q close enough to 
s do not intersect R after q, a contradiction since T is defined for these points. The possi- 
bility that p be a closed orbit is then excluded. 
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SO in case (5.1) it remains to consider the possibility that p be a non-trivial minimal set. 
In that case let e be a point on p and consider the trajectory y(e) through it. Since y(e) c p, 
y(e) will pass infinitely many times close to e. Consider through e a small arc ef of the line 
element field orthogonal to Y,, such that y(e) meets ef again infinitely many times at 
e,, . . . , e, , . . . . As y(e) c p c aA, there are arcs of the strip A arbitrarily close to the e’s. 
These arcs being compact, each one meets ef only a finite number of times since it is described 
in a finite time and it takes a certain amount of time greater than a fixed positive number 
between two consecutive crossings. From the fact that y(e) meets ef infinitely many times 
at the points e, E aA we see, by continuity, that there are arcs of A, qTq, which meet ef 
at a number of points N(q) arbitrarily great. Now we may assume that ,f$ A for otherwise 
we raise the bottom of our strip above the trajectory going to f and we obtain a new one 
not meeting f. Similarly we may assume that e $ A so that each arc of A meets the segment 
ef at internal points. So when an arc of A, qTq, moves to the boundary the number N(q) 
remains fixed, a contradiction with the fact that this number may become arbitrarily great. 
So case (5.1) cannot happen. 
Consider now case (5.2) i.e. o(y) contains some singularity. As the singularities of Y, 
can only be sources, sinks or saddle points it is quite clear that only saddle points can be 
present in o(y). Besides, the argument of case (5.1) shows that these saddle points are the 
only minimal sets in o(y). If o(y) reduces to a saddle point then y enters this saddle point 
and our lemma is proved. So it remains only to show that we get a contradiction by 
assuming that w(y) is not a saddle point. Let sl, . . . , s,, be the saddle points of o(y). If 
o(y) is a closed graph formed by saddle points together with separatrices connecting them 
we get a contradiction in the same way we got one in case (5.1) by assuming that o(y) was 
a closed orbit. Assume w(y) is not such a closed graph and call &i, 1) and cp(i, 2) the 
separatrices leaving the saddle si, i = 1, . . . , m. Then for some index i, one of the 
separatrices leaving si,, ‘p(i,, j) with j = 1 or 2, is such that cp(i,, j) c o(y) with o(q(il, j)) 
of the same type as o(y) i.e. its only minimal sets are saddle points but it is not a saddle 
point or a closed graph made up of saddle points and separatrices connecting them. Now 
by the same argument applied to cp(i,, j) we get separatrices q(i,, j), . . . , ‘p(i,, j) with 
(P(&-t,j) c o((p(i& and o(y) 1 o(rp(ir,j)) 2 . . . 1 o((p(ik,j)) 2 . . . . Since there are only 
2m cp’s there will be one, say cp(i, j) such that ~(i, j) c w(cp(i,j)) and so cp(i, j) comes back 
to itself infinitely many times. But cp(i,j) t o(y) c aA and the argument of case (5.1) 
shows that this is impossible. Lemma 3 is proved. 
LEMMA 4. Consider a point of a non-trivial minimal set p of Yl and assume that there 
is a co-ordinate square R associated to it such that no trajectory leaving the right-hand side 
ab goes to a saddle point. Then Y, can be approximated by a system exhibiting a closed orbit 
passing through a point of p and not bounding a cell. 
Proof. If T is defined in a and b then from Lemma 3 it follows immediately that it is 
defined everywhere in [a, b]. If T is not defined in either a or b then from a property of 
non-trivial minimal sets mentioned above it follows that we may find a point p E 1-1 and a 
square associated to it such that T is defined at the upper and lower right corners. SO we 
may assume that we have a square abed = R associated top such that Tis defined everywhere 
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on [a, b]. Call y the trajectory of Y, through p and we may assume without loss of 
generality that there are infinitely many arcs of y arbitrarily close to and below p. If we 
call qi the point where y hits the segment u : x = - 1,0 3 y 3 - 4 for the i-th time then 
there are indices i large enough so that qi gets arbitrarily close to (- 1,O); call pi the 
corresponding point on the y-axis so that pi gets arbitrarily close to p = (0, 0). Let cp be a 
differentiable function such that cp > 0 inside R and 40 = 0 outside R and let Z = (0, 1) 
be the unit upward field in R. For 0 < u d 1 the field 
(5.3) X(U) = Y, + EUqz 
defined on M2 may become arbitrarily close to Y, by taking E small enough. Call y(u) the 
trajectory of X(U) through p. Clearly the fact that T is defined everywhere on [a, 61 implies 
that y(u) will meet R infinitely many times and so will never go to a singularity. 
For every point _r E c consider the trajectories of X(0) and X(1) through y and call 
60,) > 0 the length of the segment determined by them on the y-axis; 6(y) is continuous on 
_v and by compactness there is a minimum lift 6 > 0 such that 6(y) > 6 for all y E 6. 
Assume first that M2 is orientable. 
Choose an index i so large that the distance between pi and p be smaller than 6. Now 
from the orientability of M2 we can determine a certain u0 so small that for u < uO, y(u) 
hits G for the i-th time at a point qi(u) above qi in such a way that one passes continuously 
from the arc pqi to the arc pqi(u); the corresponding point p,(u) where y(u) hits the y-axis 
is certainly above pi. Clearly the ordinate of pi(u) is a continuous and increasing function 
of U. So ifp,(uJ is above p then for a certain u < uO, p,(u) = p and y(u) is a closed orbit. 
If pi(uO) is below p we consider p,(u) for values u > u,, and we claim that for some u < 1, 
p,(u) = p. In fact the point qi(l) being above qi, whose distance to (- 1, 0) is less than 6, 
then by the minimum lift argument pi( 1) is above p and again we get a closed orbit. 
Consider now the case where M2 is non-orientable. 
In that case it might happen that qi(u) lies below qi for u < ue. Assume that there is 
a sequence of integers ij, j = 1, 2, . . . such pij + p asj + CO and that qi,(uj) is below qij for 
u < Uj. (Otherwise the previous argument would apply.) This being the case we do exactly 
as before with the difference that cp instead of being any positive function inside R is chosen 
in the following way. Let f(x) be differentiable, f(x) = 0 if 1x1 > 1, f(x) = -f(-x), 
f(x) > 0 for - 1 < x < 0; let g(y) be differentiable, g(y) = 0 if \yI 2 1, g(y) = g( -u) > 0, 
for (yl < 1. Now put cp(x, v) = f(x)g(y). With this new cp it is an easy matter to verify 
that the trajectories y(u) are symmetric with respect to the y-axis and that they go upwards 
between x = - 1 and x = 0 and then downwards till x = 1. Since y(u) now meets ab for 
the first time below y it follows easily that for some tij, qi,(ii j) is above qij. Then the previous 
argument applies and we get a closed orbit. One sees immediately that using smaller and smaller 
values of the parameter u one can always get a closed orbit which makes an arbitrary number 
of crossings on the y-axis and which therefore does not bound a cell. Lemma 4 is proved. 
Remark 1. Considering the reverse field-Y, one sees immediately that when no 
trajectory of Y, hitting cd comes from a saddle point then one can also get a closed orbit 
by means of a small perturbation of Y,. 
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Remark 2. When the conditions of Lemma 4 are satisfied it can be shown that M2 is 
the torus and Y1 has no singular point. 
LEMMA 5. Let p be a non-trivial minimal set of Y, and R a co-ordinate square associated 
to a point p E p. Assume that R is so small that it does not meet any trajectory connecting 
saddle points and that there are two trajectories y1 and y2 of YI such that cc(yJ = a1 and 
w(y,) = cr2 are saddle points and that furthermore p E w(y,),p E cc(y,). Then YI can be 
approximated by a system having one more connection between saddle points than YI has. 
Proof. Since p E w(y,), if we start at the saddle point cr(y,) where yr comes from, then 
for increasing time yr will meet cd and the y-axis infinitely many times; call ak, c(~ and zk 
the points where yr meets cd, the y-axis and ab respectively for the k-th time. Similarly 
call bj, pi the points where y2 followed for decreasing time meets ab and the y-axis respec- 
tively for the j-th time (Fig. 2). Clearly there are sub-sequences of c(~ and /I j converging top. 
We may assume without loss of generality that none of the horizontal sides ca and 
db belong to any of the trajectories yi or y2. 
FIG. 2 
We say that a point a,, k > 1, is positive with respect to a, when the flow defined by 
Y1 is such that it takes points immediately above a, into points above a,; otherwise a, is 
said to be negative with respect to a,. Similarly one defines when bj, j > 1, is positive or 
negative with respect to b,, this time one considers the how defined by - Y,. If M, is 
orientable the negative case cannot appear. Consider now all sub-sequences of {ak} con- 
verging to (- 1,O). It is an easy matter to verify that there exists one sub-sequence (a,,}, 
i = 1,2, . . . such that ski, i > 1, be positive with respect to akI. Now let U,,, IZ = 1, . . , k, - 1 
be strips in R parallel to the x-axis containing a, in its interior but no point of {ski}. 
Similarly let {b,,) be a subsequence of bj converging to (1,O) and such that {bji}, i > 1 is 
positive with respect to b j, ; call V,, m = 1, . . . , j, - 1 strips in R parallel to the x-axis 
and such that V, contains b,,, in its interior but no point of {b j,}. Clearly p is not contained 
in any strip lJ, or V,. 
Consider now the perturbation X(U), - 1 < u < 1, defined by (5.3) where now the 
function qb is such that 4 = 0 outside R and on all strips U,, and V,,,, and elsewhere IJJ > 0. 
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This implies that the arcs dluk, and ozbj, are not affected by the perturbation and are arcs 
of trajectories of all perturbed systems X(U). Let K1 and 0, be two small segments of cd 
and ab defined by x = -1, 1~1 < m, and x = 1, IyI < m, where m is so small that O_, 
and 0, are disjoint from the strips U,, and V,,,. For the perturbation X(1) there is a minimum 
lift 6_1 > 0 relative to W1 i.e. all trajectories of X(1) starting in 0 -I cross the y-axis at a 
point whose ordinate is at least a__, above the ordinate of the starting point; similarly for 
the segment 0, there is a minimum lift 6, but here 6, < 0 for when we start at 0, and 
follow the trajectories of X(1) for decreasing time these trajectories go down. 
Analogously, for the system X( - I), call 8_, < 0 and & > 0 respectively the minimum 
lift corresponding to 0-i and 0,. Let 6 = min (6_,, -6_,, -F_,, 8,) and choose i, 
so large that 
(5.4) ski E O-1, bji E 01, d((~lk~, Pj,) < J/2 if i > io, 
where d stands for distance. Since R is disjoint from all trajectories of X connecting saddle 
points, if we fix an index i > i, then @ki # fiji so that there are two possibilities: 
(5.5) mki is below pi, 
(5.6) ski is above Pji. 
Consider first case (5.5) and in this case we are interested in the perturbation X(U) only for 
0 < u < 1. Now let a,,(u) and q+(u) be the points where the trajectory of X(U) through a, 
meets cd and the y-axis for the k,-th time and similarly consider the points bji(u) and 
/Ij,(u). These points are certainly defined and vary continuously and monotonically with 
U, if u is small enough. So there is a certain u0 so small that, for 0 < u < ZQ,, ski(u) is above 
ski, b,,(u) is below bj, and Q,(U) is below Bji(U). 
We now make u increase from u0 to 1 and we need only to show that 
(5.7) ak,(U) = Dji(U) for some U, 0 < U d 1. 
Suppose that (5.7) is false. Then as long as Q;(U) and /Ij,(u) are defined they vary continu- 
ously and monotonically, Q{(U) is below pi,(u) and so one of the two statements below has 
to be true: 
(5.8) U,,(U) and bji(u) are not both defined for 0 < u < 1 
(5.9) Q:(U) and bji(u) are defined but ski(u) is below pi,(u) for 0 < u < 1. 
Consider now case (5.8) and assume for definiteness that a,,(u) is not defined for all 
u’s, the other case being entirely analogous. For small values of u the arc ak,(u)aki(u) 
= ak,aki(u) meets the set I defined in Lemma 3 at internal points rl(u), .,. , zp(u), as many 
as there are points of the above arc meeting I i.e. p = ki - k,; the z’s are continuous 
functions of u as long as none of them meet any end point of an interval of I and then 
uki(u) is defined. So, we conclude that there is a certain value z? such that one of the points 
z(G) reaches an end point of I in such a way that either this end point does not belong to I? 
or if it does ski(u) cannot be defined beyond ti i.e. there is no u’ > ti such that Q,~(u) is defined 
for ii < u < u’. When that end point does not belong to I then we know from Lemma 3 
that the trajectory through it goes to a saddle point 0 and this means that the arc of X(zi) 
beginning at akl = ukl(u) goes to U. Since the arc rrlak, is an arc of X(ti) a new connection 
between the saddle points crl and c has been introduced, proving the lemma. Now if the 
end point belongs to r, from Lemma 3, it can only be one of the points a, b, co, do, If it is, 
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say, co then the arc a,,a,,(u) passes through a and a $ I- for otherwise uki(u) could be defined 
beyond a. But a $ r together with the fact that there is a one-sided neighborhood of a 
belonging to I imply, from the argument of Lemma 3, that the trajectory through it goes to 
a saddle point and again we get a new connection between saddle points. Similarly one 
treats the case where the end point is d o; if it is either a or b and belongs to I then u,,(u) 
can be extended beyond G. So our lemma is proved in case (5.8). 
Consider now case (5.9). The minimum lift argument applied to this case shows that 
auki(l) is at least 6 above a,, and pj,(l) is at least 6 below bji(l). Then from (5.4) and (5.5) 
a continuity argument shows that (5.8) is true and this proves our lemma in case (5.5). 
To prove it in case (5.6) we have only to consider the perturbation X(U) with - 1 < u < 0 
and the same argument works. Lemma 5 is proved. 
LEMMA 6. The system YI can be approximated by a system Y; of type (1) such that all 
its minimal sets are trivial. 
Proof. If Y, has a non-trivial minimal set p then we consider relative to a point, 
p E p a square R so small that it is disjoint from any separatrice of Y, connecting saddle 
points. Then we may assume that we are either in the situation of Lemma 4 or else in the 
situation of Lemma 5. So we get a perturbation Y,,, of Y, which either has a closed orbit 
yi not bounding a cell or else one more connection between saddle points than Y, has. 
If Y,,, has again a non-trivial minimal set, repeating the argument and taking the new 
rectangle so as to be disjoint from yi we get Y,,, which either has another closed orbit yZ 
not bounding a cell or else a new connection between saddle points more than Y1,r has. 
Since there is only a finite number of saddle points, if we continue this process indefinitely 
making perturbations that are smaller and smaller so that we are always at an arbitrarily 
small distance from the original system Yr, then this process will introduce systems Y, ,i, 
having j closed orbits yi, . . . , yj none of which bounds a cell and j can be arbitrarily large. 
Suppose we take j so large that, according to Lemma I, any closed curve on M2 not bounding 
a cell and disjoint from yr , . . . , y j is such that together with one of them it bounds a cylinder. 
Now if Yi,id has only trivial minimal sets we are through. 
Suppose it has a non-trivial one, say /J j + i, and consider a point p E p j+ 1 and a small 
co-ordinate square ubcd = R relative to it and disjoint from yi, . . . , Yj. Let y be the trajectory 
of Yi,i, through p and call p’ the first point where it hits the segment cd after leaving ub. 
Then connecting p and p’ by means of an arc pp’ transversal to the horizonal field inside R 
we get a closed curve $? which is disjoint from yr, . . . , yj and such that together with one of 
these, say yj, it bounds a cylinder. Now 7, except for the arc p’p agrees with an arc of y 
so that y can meet 7 only along this arc and then crosses it always in the same direction and 
in fact does it infinitely many times. But each time that y crosses p’p it leaves (enters) the 
cylinder bounded by 7 and yj and this is absurd for after a crossing such that y leaves 
(enters) the cylinder then at the next crossing it should enter (leave) that cylinder. So we 
get a contradiction and therefore all minimal sets of Y,,ij = Y; are trivial. Lemma 6 is 
proved. Of course Y; is of type (1). 
Remark. A well-known example of a non-trivial minimal set is given by the irrational 
linear flow on the torus where T2 itself is a minimal set. Denjoy [lo] showed that for any vector 
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field of class C2 on T2 with no singularity T2 is the only possible non-trivial minimal set. 
The important problem of whether or not for vector fields of class C2 on a M2 # T2 there 
are non-trivial minimal sets remains open. Theorem 4 of a paper by Haas [I l] is in fact 
equivalent to the negative answer to this problem but the proof given contains a serious 
mistake which invalidates it. Roughly speaking the fact that invalidates the proof is the 
following: if we have a homeomorphism T: S’ -+ S1 defined only around a certain number 
of points of the circle S1 then in general it is not true that T can be extended to a homeo- 
morphism of S1 onto itself. Actually it can be shown that this particular homeomorphism 
can never be extended. 
In class C’, however, Denjoy, in the above paper, gave an example of a field on T2 with- 
out singularity exhibiting a non-trivial minimal set p, nowhere dense, which is the CI and 
w-limit set of any trajectory on T2. This example is frequently referred to as the singular case 
on T2. 
From it one gets easily examples of non-trivial minimal sets for C’ vector fields on M2. 
To see this let us start with the singular case in T2 exhibiting a non-trivial minimal set p. 
Let R be a co-ordinate square disjoint from ,U and along one of the trajectories y passing 
through R we put in, say, two holes AB and CD, and modify the field as indicated below, 
the modification being restricted to the interior of R (Fig. 3). 
FIG. 3 
Now by proper identification of the four arcs of the boundary curves one gets a manifold 
of genus 2 with a field exhibiting two saddle points. Putting in more holes one can get in 
this way any M2 with the exception of the sphere, the projective plane and the Klein bottle. 
If we start instead with the irrational flow on T2 we get examples of fields having a trajectory 
everywhere dense on M*. 
6. MORE APPROXIMATION LEMMAS 
We now proceed with the approximation process, the aim being to obtain a system of 
type (1, 2, 3, 4). Let us say that a system is of type (1, 2’) when it satisfies (3.1) and instead 
of (3.2) only a weak form of it namely 
(2’) the x and u-limit sets of eoery trajectory are either singularities or closed orbits or else 
a graph made up of saddle points and separatrices connecting them. 
LEMMA 7. Yl can be approximated by a system Yi of type (1,2’). 
Proof. It is enough to consider, say, the o-limit sets. Let y be a trajectory of Y; and 
assume that o(y) is neither a singularity or a closed orbit or a graph made up of separatrices 
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connecting saddle points. Repeating here an argument used in the proof of Lemma 3 
and taking into account the fact that o(y) cannot contain any non-trivial minimal set we 
see that there must exist a separatrix 6, leaving a saddle point and coming back to itself 
infinitely many times i.e. 6 c m(6). Clearly there is also a separatrix 5 entering this saddle 
point and such that r c o(6). Consider now a small rectangle R relative to a point p E 5 
chosen in such a way that after p the trajectory 5 meets the right-hand side of R at the point 
p’ and goes to the saddle point without coming back to R ; R is so small that it is disjoint from 
any trajectory connecting saddle points. Let qi, i = 1,2, . . . be the point where 6 meets the 
left hand side of R for the i-th time, qj the corresponding point at the right hand side. 
Then there is a sequence ij, j = 1,2, . . . such that q!, -+ p’ as j + co. We now have to deal 
with a situation which is similar and in fact simpler than the one dealt with in Lemma 5 
and using exactly the same type of argument we can approximate Y; by Y;,l having one 
more connection between saddle points than Y; has. If Y;,l does not satisfy condition (2’) 
then we repeat again the same argument and we get Y;,, with one more connection between 
saddle points and so on. The number of these connections being finite we end up with a 
system Y; satisfying conditions (3.1) and (2’), proving Lemma 7. 
LEMMA 8. Yz can be approximated by a system Y, of type (1, 2, 3). 
Proof. If Y; has a closed graph made up of saddle points and separatrices connecting 
them we first indicate how to approximate Y; by a system Y;,, of type (1,2’) but exhibiting 
one such graph less than does Y;. For definiteness assume that Yi exhibits the graph 
g = s1szs3s4s1 as indicated below in Fig. 4 and let us show how to destroy this graph by 
means of an approximation of Y; in such a way that the new system is still of type (1,2’) 
and that no new graph is introduced. In the argument below we assume that g is a two-sided 
A 
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FIG. 4 
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graph and this will always be the case when M2 is orientable. If g were one-sided the same 
type of argument would work, all modifications being straightforward. It should also be 
remarked that a graph may contain just one singularity, exhibiting the form of a lemniscate, 
and that one separatrix may be part of two graphs. 
In the neighborhood of g the behaviour of the trajectories is the same as in the case of 
a plane ring so that either there is a trajectory y of which g is the t( or o-limit set or else 
there is an infinite number of closed orbits approaching g. Suppose, for instance, that 
g = w(y), the other cases are treated analogously. Consider a point A E sls2 and through 
it a small segment without contact such that y intercepts it at points A,, A,, . . . converging 
monotonically to A. Choose A1 so close to A that no singularity exists in the ring I deter- 
mined by g and the curve A,BA,A,. 
Let p be another point on s1s2 and consider a square R = abed associated with it so 
that the side db is in I- and ca is above slsz. As before we assume a = (1, 1), b = (1, - 1), 
c = (-1, 1), d = (-1, -l),p = (0,O). 
We distinguish two cases: 
(6.1) the arc sls2 is not part of another graph; 
(6.2) the arc s1s2 is part of another graph. 
In case (6-l), following slsz beyond s2, along the upper side of s1s2 we end up at a sink, 
a closed orbit or a graph. Then choosing R small enough all trajectories of Y; passing 
through R and above p will have as o-limit set the same sink, closed orbit or graph. On 
the other hand the o-limit set of all trajectories of Y; passing through R and below p is g. 
As for the a-limit set of all trajectories through R and above p it can be a source, a closed 
orbit or a graph, the same for all such trajectories. For the trajectories through R and 
below p the a-limit sets need not be the same and they can be a singularity, a closed orbit 
or a graph. 
We now consider a perturbation Y:(U) of Y,l defined by 
(6.3) Y;(u) = Y; + &z@Z, O<U<l, 
where E is small, $J is differentiable with 4 > 0 inside R, C#J = 0 outside R and 2 = (0, - 1) 
is the unit downward field. It is quite clear that for all U’S, Y;(U) has no more the connection 
slsz and that no new connection between saddle points has been introduced. 
Consider now case (6.2). In that case either sls2 is approached by a sequence of closed 
orbits or else is contained in the CI or o-limit set of a trajectory 6. Assume, say, that 
sls2 c o(6) the other two cases being easier to handle. We may assume R so small that all 
trajectories of Y; through it and above p come back to R at a lower point. It is quite clear 
that Y;(u) is always of type (1,2’) and that the connection s1s2 is broken but, when the 
trajectory 6 comes from a saddle point, it might well happen that it ends up in s2 so that a 
new connection is introduced and this might possibly lead to a new graph. But the following 
simple argument shows that whenever 6 comes from a saddle point we can always avoid it 
ending up in s2. In fact 6 intercepts the side cd of R at a monotone sequence of points qi, 
i = 1,2, . . . which tends to (- 1, 0). Now consider a certain ti, 0 < ti < 1, and the trajectory 
6(G) of Y,‘(G) through ql. If this trajectory hits (1,O) and thus goes to s2 then for U’ close to 
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t7 and U’ > 6, S(u’) goes to a closed orbit. If it does not hit (1, 0) then by a minimum lift 
argument [see Lemma 41 it has to go below this point and again goes to a closed orbit. 
So no new connection comes from 6. What was done for the 6 case can be done for any 
other trajectory coming from a saddle point and having s,s2 in its w-limit set. We can always 
find a u such that Y;(U) has one connection (slsz) less than Y; and exhibiting no new one. So 
Y;,, = Y;(U) has one graph less than Y;. Proceeding in this way we end up with a system 
Y;,, of type (1, 2’) exhibiting no graph i.e. Y;,, is of type (1, 2). This system may exhibit 
connections between saddle points and then by means of local perturbations similar to the 
ones used above we can break all such connections so that the resulting system Y3 is of 
type (1, 2, 3). Lemma 8 is proved. 
LEMMA 9. Y, can be approximated by a system Y, of type (1,2, 3,4). 
Proqf. The separatrices of Y3 leaving a saddle point have closed orbits or sinks as 
o-limit sets, the ones entering a saddle point have closed orbits or sources as a-limit sets. 
Now we are going to stabilize these separatrices i.e. to perturb Y, in such a way as to obtain 
a system of type (I, 2, 3) for which these closed orbits become simple. Let v be one closed 
orbit which is, say, the o-limit set of a separatrix y, v = w(y). If v is two sided it may well 
be stable on one side and unstable on the other. This being the case one can [2, p. 2191 by 
means of a small local rotation restricted to a neighborhood of v, split v into two other 
closed orbits r1 and v2 in such a way that v1 is stable on both sides with v1 = o(y) and v2 
is unstable on both sides. So if o(y) is not a sink we may suppose that it is either a closed 
orbit stable on both sides or else a one-sided stable closed orbit. We now assume that 
o(y) is not simple, i.e. that its stability index h’(O) = 1, and proceed to make a small per- 
turbation on Y, keeping w(y) unchanged but making its stability index become < 1. Let 
p E o(y) and consider a co-ordinate square R, 0 < x < 1,0 < y d 1, p = (0, 0), associated 
with it so small that the trajectory of Y, through a point (0, u), u # 0, meets again the 
semi-axis determined by p and (0, u) at a point between these two, i.e. the trajectories 
through R are always approaching the closed orbit o(y). Inside R we may assume that Y, 
is the unit horizontal field, i.e. Y, = (1,O). Consider a differentiable function 4(v) 
f(x) such that 4(O) = 0, 4’(O) < 0, 4(y) < 0 for 0 < y < 1, 4(v) > 0 for - 1 < y < 0, 
+(Y) = 0 for \Y( > 1; f(x) > 0 if 1x1 < 1, .f(x) = 0 if 1x1 > 1. Let Y; be a perturbation 
of Y, defined by 
(6.4) r; = Y, + &4fZ 
where E is small and Z = (0, 1) is the unit upward field. The differential equation asso- 
ciated with Y; is 
dx dy 
dt= 
I, dt = 44~lfW or 
For r] small the field Y, is such that the trajectory through (1, q) meets again the semi- 
axis determined by (1,O) and (1, q) at a point (1, h(q)) with Ih(q)I < 1~ 1 and such that 
h(q)/r] + 1 as 4 -+ 0. If (1, g(q)) is the corresponding point for Y; then \g(r)l < 1~1, and 
from a classical formula about the dependence of solutions on the initial values [ 12, p. 14) 
one has that as n -+ 0 
f(x)@(O) dx < 1. 
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From this one concludes that 
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g’(0) = lim !@ < 1. 
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The fact that Ig(r)\ < 1~1 means that for Y; all trajectories meeting R are approaching 
o(y) so that the perturbation does not introduce any new closed orbit. 
So Y; has o(y) as a generic closed orbit and the separatrix y has been stabilized. Doing 
the same with all non-stable separatrices we end up with a perturbed system Y3,r, of type 
(1, 2, 3) and for which all separatrices are stable. 
We now need only to perturb Y,,, in such a way as to get a system of type (I, 2, 3) 
with only a finite number of closed orbits from which we get a system of type (1, 2, 3, 4). 
To this end we first remark that any small perturbation on Y,,, will keep the separatrices 
stabilized and therefore will be a system of type (I, 3). This follows from the proof of the 
characterization theorem on Sz and can be seen in [13]. The fact that here, when MZ is 
non-orientable, one of the separatrices may have as a limit set a one-sided closed orbit 
gives no additional complication. The situation can be dealt with directly or else by means 
of the orientable covering of M2. 
The system Y,,, is now going to be approximated by one of type (1, 3) exhibiting only 
a finite number of closed orbits. From a classical theorem of Whitney [14, p. 6541 there is 
a diffeomorphism B : M2 -+ li;i2 between our manifold M2 and an analytic submanifold 
A??’ of the Euclidean space R’. Then CD carries our field Y,,, on M2 on a field Tj3.i on A’. 
This field y3,1 can then be approximated by an analytic field yj,2 on A2. One sees easily 
this fact by extending yX3,i nto a compact region of R5 containing m2 and then approxi- 
mating it by a polynomial field. Projecting this polynomial field along the tangent plane 
to A2 we get the desired analytical approximation y3,2. Now V’ carries yJ,, on a field 
Y 3 ,2 which approximates Y,,,. The field Y,,, is not analytic but topologically behaves 
like it, in particular every closed orbit is either isolated or else belongs to a continuous 
strip of closed orbits. Clearly Y,,, is of type (1, 3) and all its separatrices are stable. We 
now distinguish two cases: 
(6.5) all trajectories of Y,,, are closed; 
(6.6) not all trajectories of Y,,, are closed. 
In case (6.5) M2 has to be either the torus T2 or the Klein bottle K2. In the torus case we 
decompose it in a certain number of strips of closed orbits bi centered around the closed 
orbits yi, i = I, . . . , n. Then we make small perturbations restricted to oi and vanishing 
at the boundary, making yi a stable, simple, limit cycle. This can be done using the local 
technique employed above in order to stabilize the separatrices. After this is done for all 
0’s the border trajectories have become unstable limit cycles and again a small perturbation 
will make them simple too. The case of the Klein bottle can be handled in essentially the 
same way. So in case (6.5) we get a system of type (1,2, 3,4). 
Consider case (6.6). In that case Y,,, has only a finite number of closed orbits. In 
fact first remark that all closed orbits are isolated for otherwise there would be a continuous 
strip of closed orbits which being not the whole manifold would have a boundary point 
p. Then repeating an argument used in the proof of Lemma 3 one sees that the a and 
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o-limit sets of the trajectory through p would be saddle points and this contradicts the 
fact that Y,,, is of type (1, 3). Again a contradiction of the same type would be obtained by 
assuming that Y,,, has infinitely many isolated closed orbits and considering the trajectory 
through a point which is approached by infinitely many of these. Here however we have 
to use Lemma 1. 
If Y3.2, which is of type (1, 3), satisfies condition (3.2) the only thing needed to obtain 
a system of type (1, 2, 3, 4) is to make its closed orbits simple, which can be done as above. 
Suppose Y,,, does not satisfy condition (3.2) and consider a trajectory y such that, say, 
w(y) is not a singular point or a closed orbit. Let p c o(y) be a minimal set. Since the 
separatrices of Y3 ,Z are stabilized 1( cannot be a saddle point and it cannot be a closed 
orbit either, for then p = w(y). So p is a non-trivial minimal set. We then apply Lemma 4 
and by means of a small perturbation Y, ,3 of Y,,, we get out of p a closed orbit y1 not boun- 
ding a cell. We may assume y1 to be simple for otherwise we make it so. If Y3,3 does not 
satisfy condition (3.2) then again by means of a small perturbation we get a new closed 
orbit yZ and proceeding in this way we end up, repeating here an argument used in the proof 
of Lemma 6, with an approximation Y,,, of Y,,, exhibiting a certain number of closed 
orbits yi, . . . , yP such that 
(6.7) each y is simple, does not bound a cell and no two of them are homotopic. 
But after this elimination of non-trivial minimal sets Y,,, may well exhibit an infinite 
number of closed orbits. If it doesn’t we are through, it is only needed to make simple the 
closed orbits that possibly are not. If Y,,, has an infinite number of closed orbits then 
again we apply the above process of analytic approximation on I@‘. Then we get an approxi- 
mation Y,,, of Y,,, of type (1, 3) with stabilized separatrices, exhibiting p closed orbits 
satisfying (6.7) and besides there is only a finite number of other simple closed orbits. If 
Y3,5 satisfies condition (3.2) we are through, Y,,, = Y,. If it doesn’t we then introduce, 
as above, more closed orbits satisfying conditions (6.7) till we get a system Y,,, satisfying 
condition (3.2). If Y,,, has infinitely many closed orbits we repeat the argument which 
cannot go on indefinitely since, from Lemma 1, there is only a finite number of closed 
orbits satisfying (6.7). So at a certain stage we get a system Y, of type (1, 2, 3, 4). Lemma 9 
is proved. 
7. PROOF OF THE CHARACTERIZATION THEOREM 
We are now in a position to prove the Characterization Theorem 1. 
Assume that X is structurally stable. From Lemma 9 it follows that X has to satisfy 
conditions (3.2) and (3.3). As for conditions (3.1) and (3.4) it is clear that X has only a 
finite number of singularities and closed orbits. To prove necessity we have only to show 
that the singularities are generic and that the closed orbits are simple. Now after we know 
that the singularities are finite in number, the proof that they are generic is a straightforward 
modification of the one that was done in [2, pp. 202-2031 for the disc B2. 
As for the closed orbits let one of them y have stability index h’(0) = 1 and assume that 
it is stable on one of its sides (if it has more than one), say the upper side of the square R 
used in Lemma 9. We then consider a perturbation 
(7.1) X’ = X + &f#JZ 
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where E is small, 2 = (0, - 1) is the unit downward field and 4 is as in (6.4). Repeating 
an argument used in Lemma 9 one sees that for X’, y is a closed orbit whose stability index 
g’(0) > 1. The upper horizontal side ca of R = abed, considered as an arc of trajectory 
of X’, when prolonged for increasing time, meets R again at a point below c. Since all 
trajectories through R are in a small neighborhood of y it follows that all subsequent points 
of intersection of the above trajectory with R consititute a monotone decreasing sequence of 
points. Since g’(0) > 1 for y considered as a closed orbit of X’, in the immediate neighbor- 
hood of y the trajectories of X’ leave y. So a new closed orbit has been introduced for X’ 
a fact that contradicts the structural stability of X. This proves that conditions (3.1)-(3.4) 
are necessary for structural stability of X. It is to be remarked that our proof was so 
arranged that we did not use the condition of s-homeomorphism of Definition 1 so that the 
necessity established above is true with respect to Definition 1’ also. 
We now prove sufficiency i.e. we assume that X satisfies conditions (3.1)-(3.4) and prove 
that given c > 0 we may find a 6 > 0 such that whenever X’ is such that p(X, X’) < S 
then there is a homeomorphism T of MZ onto itself mapping trajectories of X onto trajec- 
tories of X’ and moving each point by less than E. Actually the proof given in [13] for the 
construction of the homeomorphism Tin the case of the disc B2 applies entirely here so that 
there is no need to reproduce again the argument. The eventual presence of limit cycles 
which are one-sided closed orbits, which cannot happen in the case of the disc, requires only 
a straightforward change in the proof. Roughly the idea of the proof is the following. Call 
separatuix a singularity, a closed orbit or one of the trajectories entering or leaving a saddle 
point and let V be the union of all the separatrices. The connected components of M2 - V 
are called the canonical regions. 
The canonical regions are of a certain small number of types and they are topologically 
invariant under small perturbations. The global s-homeomorphism is constructed piecewise 
from one canonical region to the corresponding canonical region. Theorem 1 is proved. 
COROLLARY. Definition 1 is equivalent to Dejinition 1’. 
8. THE DENSITY THEOREM 
THEOREM 2. The set C of all structurally stable systems is open and dense in the space 
&9 qf all systems de$ned on M2. 
Proof: That E is open follows immediately from the topological invariance of the 
canonical regions, a fact used above in the proof of the characterization theorem. The 
fact that Z is also dense follows immediately from Lemma 9 and Theorem 1. 
COROLLARY. The set @ c 93 of all systems which do not admit a globulJirst integral in 
M2 is dense in .?8. 
Proof. It is enough to show that E c @ i.e. that a structurally stable system does not 
have a global first integral. For if X E C has a global first integral then X cannot have any 
limit cycle, source or sink, the only possible singularities being saddle points. The trajec- 
tories leaving a saddle point, from property (3.2) can only go to another saddle point, 
contrary to property (3.3). So X cannot have a global first integral. 
Remark 1. It is easy to see that in general @ is not open in g. In fact let X be a linear 
system on the torus T2 characterized by an irrational rotation number p. Then every trajectory 
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of X is dense in T2 and so X E a. But arbitrarily close to X there are systems admitting a 
global first integral, namely the linear ones characterized by a rational rotation number 
close to p. 
Remark 2. So far we have only considered the case when M2 has no boundary. 
Assuming that M2 has a certain number of boundary curves Bi, i = 1, . . . , p, and that all 
the fields S E %? considered are transversal to bi, then both theorem 1 and 2 are valid without 
any further argument: the curves bi take the place of sources or sinks. But one can assume 
also that the set 99 is formed by systems of a special type for which tangency at the boundary 
curves is allowed. This has been done in [13] for the case of the disc and the boundary 
conditions used there can be applied to the curves bi, the modifications being straight- 
forward. Both theorems 1 and 2, with the proper modifications in the statement of the 
first one, remain valid. 
Remark 3. Let 4 : S’ -f S’ be an orientation preserving diffeomorphism and call 5J 
the space of all such diffeomorphisms, with the C’-topology. It is said that 4 is structurally 
stable whenever given E > 0 there is a neighborhood A of 4 in 8 such that whenever 
4 + 64 E A then 4 and 4 + &$I are topologically equivalent by means of an s-homeo- 
morphism i.e. there exists an c-homeomorphism T: S’ + S’ such that 4 + &#I = T-‘c)T. 
Applying Theorem 2 for the case where M2 = T2 and the systems considered have no 
singularity one gets that the set Z c 49 of all structurally stable diffeomorphisms is open and 
dense in &?. If 4 does not preserve orientation the same result holds, but here vve have to 
apply Theorem 2 to the case where M2 is the Klein bottle, 
Remark 4. From unpublished work of Thorn it follows that the above corollary is true 
in M”, 12 > 2, if one can prove there the “closing Lemma”, i.e., that every recurrent orbit 
can be deformed into a closed one by means of a C’-small perturbation. 
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