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Introduction
Identification of activities of daily living (ADL) is crucial in order to evaluate the quality of life in the elderly and patients with mobility problems such as Parkinson's disease (PD) patients [1] . Among the different ADL, posture transitions (PT), mainly sit-to-stand (SiSt) and stand-to-sit (StSi), are specially relevant since they are the most mechanically demanding activities and are considered to be a prerequisite of walking [2, 3] . In the dependency care area, analyzing these transitions could be essential to enhance fall prevention [4, 5] . In the case of PD, which is the second most common neurodegenerative disease after Alzheimer's disease, PT are affected by motor symptoms suffered by patients, such as bradykinesia (slowness of movement) [6] , dyskinesia (involuntary movements) [7] and freezing of gait [8] , among others.
Several methods have been used in order to study PT, such as electromyography [9] [10] [11] , goniometry [3, 12] , video [13] , photography [14] and pressure platforms [15] . Since these systems rely on cumbersome, heavy or not wearable instruments, they cannot be used in ambulatory monitoring. Nowadays, Micro-Electro-Mechanical-Systems (MEMS) technology has opened up the possibility to use smaller and lighter sensors, such as miniaturized accelerometers and gyroscopes (inertial sensors). MEMS sensors are commonly embedded within wearable devices given their small size and low energy consumption [9, 10] . This way, inertial sensors based on MEMS are widely used to study human movement and PT in particular. Moreover, since they provide a low consumption, several hours of monitoring is possible and, consequently, daily life and ambulatory monitoring is currently being researched [10, 11] .
In PT identification and monitoring, location of the inertial system is one of the most important factors involved in obtaining usable results from daily monitoring. In this sense, it should be considered that most of current algorithms are affected by the location in which the inertial sensor is worn. Given a change in the sensor position or orientation, human movement measurements will be affected and, in consequence, algorithm results will be altered. One example of this issue was reported by Bachlin et al; they reported in [12] that locating an inertial system at the leg improves the sensitivity of detecting a PD symptom called Freezing of Gait, contrasting the results obtained when the sensor is at the hip. On the other hand, comfort is another relevant factor since quality of life assessment involves wearing an inertial system during several hours [13] . In this sense, numerous works have analyzed PT locating the sensor in different parts of the body. Bidargaggi located an inertial sensor at the waist in order to analyze Sit-to-Stand (SiSt) and Stand-to-Sit (StSi) transitions [14] while Najafi placed the inertial system at the chest [15] . A headband with an inertial system was used by Aloqlah et al. for classifying human postures [16] and Bieber et al. performed a SiSt and StSi classifier using a mobile phone within a trouser pocket [17] . Among these different positions on which an inertial sensor can be worn, waist is the most comfortable one as concluded in a research work in which a questionnaire was responded by elderly people [18] . Moreover, waist position enables movement monitoring since waist is close to the center of mass of human body and, thus, the most representative part of human movement is monitored [19, 20] . This paper aims to identify PT in PD patients by means of a unique accelerometer located at the waist. To this end, movement signals were collected from 20 PD patients and 67 users. More specifically, inertial signals from PD patients were collected at patients' home during periods of several hours based on an inertial sensor attached to the waist in a lateral position. However, given the duration of the monitoring and the anatomic differences among patients, its orientation and location were altered during data collection and they were, at least, slightly different among patients. Thus, this paper addresses PT detection assuming changes on the sensor placement. More specifically, an algorithmic approach is proposed to deal with two different sensor positions: on the one hand, anterior-lateral waist location, as shown in the left part of The main goal of this paper is to present a robust algorithm capable to detect and identify posture transitions through a sensor placed at any location between the anterior and lateral left side of the waist. Therefore, 2 algorithms are compared, the first one, which was presented in prior works, was designed for signals obtained from the anterior-lateral waist location. This algorithm was tested in 8 PD patients achieving high performance results [22] . In this paper, results obtained by this algorithm on the set of signals from 20 PD patients and 67 healthy users are compared against those obtained by the proposed algorithm. This new algorithm introduces new features and a machine learning approach in order to enhance posture transition identification with different sensor orientations. Results show that the new algorithm improves sensitivity more than 7.5% in respect of the previous work and, moreover, it also provides sensitivities and specificities over 88% in both PD patients and healthy users.
The rest of this paper is organized as follows. First, related work on PT with MEMS based inertial systems is reported. Then, new algorithm proposed for PT identification is described. In the fourth section, experiments performed are detailed. Finally, obtained results are reported along with discussions and, in the last section, conclusions of the work are presented.
Related work
Posture transitions have been studied with many different systems, as previously shown. However, inertial systems based on MEMS have been the most spread approach to study and analyze these movements [23] . In this section, related work in the field of posture transitions and human movement activity recognition based on MEMS-based inertial systems is described [24] .
In this literature review, two kinds of movements are distinguished. On the one hand, it is distinguished static activities or static postures, which are those postures during which human movement barely occurs and consist on sitting, lying and standing. On the other hand, dynamic postures or activities are those activities in which movement occurs, as during walking or posture transitions. Given this two-fold classification of human movement, signal analysis performed from inertial sensors is also distinguished in this sense. Static signal analysis consists in the analysis of inertial signals assuming that the subject measured is in a static posture, so that only gravity would be measured by an accelerometer, i.e. ( ) 
Posture Transition Identification Algorithm
In this section, the proposed PT algorithm is described and its different parts are detailed in different subsections.
The proposed PT identification algorithm's main goal is to ameliorate a prior algorithm which employed an inertial system located at the anterior -lateral position (AL) [22] . The enhancement consists in enabling the sensor to be additionally located at the lateral position since, during long monitoring periods, the movement sensor position may vary. The proposed approach to identify PT transitions from AL-L positions is shown in Figure 3 .2. It consists of a hierarchical structure of classifiers comprising:
• "STFT classifier", which is in charge of indicating whether a PT has occurred or not.
• "Y classifier", which indicates whether a person has its trunk in a vertical direction (Sit or Stand Posture) or, otherwise, the person is in a prone position (Bent, or Lying). In the schema, 'Posture' variable corresponds to this position, so that it has a value of '0' in case the person is sitting, a value of '1' when the person is stand, '2' when the person is lying and '3' when the person is bent.
• SiSt-StSi classifier is a SVM-based classifier which determines whether a StSi or SiSt PT has occurred. Given the differences between both PT, the input of this SVM is set to represent the signal's shape in the most relevant axis. Next subsection describes more concretely the different parts in which the approach is divided.
STFT classifier
The STFT classifier determines whether a person has performed a PT. A posture transition is considered as the movement during which a person's posture changes.
This movement is detectable based on a STFT in which provides the repeatability of a signal during time [22] . The STFT, in contrast to the Fast Fourier Transform, is characterized by the analysis of the signal in a finite window of time. The discrete STFT is defined as: 
where 1 2 1, and
F is the sampling frequency and · is the integer part of a real number. Then, a PT event is determined based on:
if XZ m w STFTth PT event if XZ m w STFTth
where STFTth is a threshold for the value computed from which a PT is considered to occur. Hence, and according to Najafi et al., a relevant frequency response below 0.68 Hz indicates that a PT has occurred [15] .
Y classifier
On the other hand, the Y classifier determines the verticality of the trunk and is based on the average analysis of the accelerometer vertical axis at window-level 
The final posture depends on the variable 'Posture' but, in the case of satisfying conditions 
SiSt-StSi classifier
The SiSt-StSi classifier determines which PT has occurred, either a StSi or a StSi PT.
As Figure 3 .1, signals obtained in the lateral position are very similar for both PT. In order to distinguish among them, a machine learning technique is employed. The input of this machine learning technique consists of the following input vector:
, , 
Anterior-Lateral Algorithm
The prior work, had as a main goal the detection and identification of different PT with the sensor located at the anterior-lateral waist position shown in Figure 1 .1 [22] .
The algorithm was named as anterior-lateral algorithm (AL). This algorithm is the same shown in Figure 3 .2 but, however, the SiSt-StSi classifier based on machine learning techniques is substituted by the following condition:
where XZth threshold was set at 1.5. This condition relies on the variation of signal between the X axis and the Z axis when a StSi or SiSt PT is executed as shown in Figure   3 .1. Parameters which took part in this algorithm were trained with a dataset achieved from healthy users. However, evaluation was performed over PD patients, achieving high accuracy results.
The AL algorithm is compared in this paper against the proposed AL-L algorithm using a given set of signals. This way, optimal parameters obtained with a fixed location inertial system will be compared to results achieved from an algorithm which works in optimal conditions in the left side of the waist.
Experiments
In this section, experiments performed to select the different classifiers that comprise the hierarchical structure of classifiers belonging to the AL-L and AL algorithms are reported. First, the data capture process is presented and, then, the training process is described.
Dataset description
Two signal databases have been used to evaluate both AL and AL-L algorithms. The first one was gathered from healthy volunteers (from now on D1) while the second one (from now on D2) was collected from PD patients.
In this paper, it is considered that a Lying state or a Bending state is not dependent on the PD motor state and only depends on trunk's tilt relative to gravity. In Table 1 shows the number of PT performed in this second database. This dataset has also been video-recorded having a visual gold-standard to correctly label data.
Training and evaluation methodology
In this section, the preprocessing methodology and classifier trainings and evaluations are detailed. Before treating inertial signals, they are pre-processed by, 
SiSt-StSi detection
In this paper, 6 different classifiers have been tested to distinguish SiSt from StSi PT.
In order to evaluate these classifiers, a 10 fold cross validation has been performed and the accuracy achieved by each classifier has been obtained in order to establish the selected one.
First, Artifical Neural Networks (ANN) have been used [34] . ANN establishes a mathematical relation between the outputs and the inputs and one of the most used methods in activity and posture recognition is the Multilayer Layer Perceptron [35] , which is the employed method in the present work and it is trained by means of the backpropagation algorithm with three different learning rates. Second, K-Nearest
Neighbor has been used [36] , which employs the geometrical distance between the different patterns with respect of the different class centroids to assign a class to a
pattern. Several values for the number of centroids (K) have been tested in order to
obtain the best one. Values K=3,10,20,…,50 have been used. The third method used is Naïve-Bayes, a probabilistic classifier based on the estimated conditional probability obtained through Bayes rule. This method has been shown to be a good classifier in activity recognition problems [28] . Logistic Regression and Random Forest have also been tested due to its effective functioning in some works [37, 38] . 
Yth and STFTth threshold tuning
Thresholds described in Section 3 that allow determining some postures are set through SVM's using a linear kernel ( ) 
Results and Discussion
In this section, results obtained are reported. Table 2 shows the results achieved after applying the previously described methods to the inertial signals obtained from 10 randomly chosen PD patients. Results show that the best classifier is the SVM with RBF kernel with almost a 99% of accuracy. SVM classifiers maximize the margin between classes, and, with the RBF kernel, they allow a higher generalization which fits better to the dataset used. The rest of machine learning techniques only minimize the empirical risk, this is to say that, in the evaluation of new data, the probability to decrease accuracy results is higher than SVM. SVM model with 2 nd -degree polynomial kernel provides the closest result (97.5%). The K-NN algorithm, provides a descendant accuracy as K increases. This can be justified as the effect of overtraining. Logistic Regression, Random Forest and Naïve-Bayes provide a reduced accuracy compared to SVM with RBF kernel (~5% less).
Machine learning techniques results in SiSt-StSi classifier
On the other hand, ANN accuracy results are slightly lower by reaching 96% of accuracy at a learning rate of 0.5. Due to the results obtained, SVM with RBF kernel is selected to be the machine learning technique that performs the SiSt-StSi detection.
Motor state and location analysis
In this section, the influence of the motor state of PD patients and the location of the inertial system when a PT is detected has been measured. Table 3 shows the results obtained in this section.
In order to observe the influence of the motor state on PD patients, a 10 fold crossvalidation has been applied, firstly with PD patients who are in ON state (under the effect of PD medication and with a good motor control) and in OFF state (with a lack of medication effect and an altered motor control). The machine learning technique applied has been the one that better classifies SiSt from StSi PT's. This evaluation shows an accuracy of 97.6% for OFF states and 98.5% for ON states. This way, the SiStStSi classifier provides similar results in spite of the PD motor states in which patients were. A similar conclusion was obtained in a previous work in which a single location was evaluated [41] , where a PT identification algorithm was trained with data from healthy users and was evaluated with signals acquired from PD patients, achieving results of sensitivity and specificity above 97% and 84% respectively.
Another parameter evaluated has been the location of the inertial system. Among 
Classifier optimization
Once the classifier model is selected, it might be optimized in order to lighten the computational burden. In this case, SVM with RBF kernel is chosen and, thus, the number of support vectors and number of elements of the input vector should be reduced.
After selecting the SVM model parameters, the obtained model is trained again for values P=2, 4,…, 30. Hence, 15 new SVM models are obtained and the finally chosen model is the one which minimizes ·(1 2 ) P SV P + having an accuracy higher than max(SVM_model_accuracy)-2%, where P SV is the number of support vectors of the SVM model obtained. Figure 5 .1 shows the accuracy and the number of SV obtained for a given training data. As it is shown, in this case, the final SVM model chosen has an accuracy of 95.2%, and, 23 support vectors being P=6, meaning that the input vector length i x is 13. As shown in Figure 5 .1, the number of support vectors needed to keep a high accuracy is rather high having few elements for the input vector, however, when the input vector contains a significant number of elements, the number of support vectors increases due to the burden computation provoked without achieving higher accuracies. Therefore, the chosen model (highlighted zone) minimizes the number of inputs and support vectors while maximizes the accuracy. Note that previous machine learning techniques, including the SVM analysis, have been performed with P=385, which is difficult to implement within a microcontroller due to a high computational burden. The AL-L and the AL algorithms are, then, executed with the new parameters along the remaining 10 patients, randomly chosen for evaluation purposes. STFTth can be averaged to 3.5.
Results obtained with both algorithms are shown in Table 5 and 6. The training set and the evaluation set has been performed exclusively with PD patients wearing an inertial system at the left side of the waist. It is observed that, although AL presents specificities slightly higher than those provided by AL-L, AL-L sensitivities are clearly higher than the obtained by the AL algorithm approach. The AL algorithm SiSt-StSi classifier relies on a relation between 2 axes (X and Z), thus, the PT is easier to detect if the relation ( )
is high. However, this algorithm is tested in PD patients who wear the sensor in any place at the left side of the waist, between the anterior and lateral location. In consequence, this relation is not relevant when the inertial system is worn at the lateral of the waist as shown in Figure 3 . However, the waveform can be similar to a SiSt PT and, thus, some FP are produced in the case of the AL-L algorithm. algorithm showed a significant increase in sensitivities (7.5% in average) against a slightly descent at specificity (3% in average) compared to the AL algorithm results. J o a n C a b e s t a n y J o a n C a b e s t a n y J o a n C a b e s t a n y J o a n C a b e s t a n y 
Conclusions

