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This thesis investigates analogues for curves of the Kakeya conjecture for straight 
lines in R. These arise from Hörmander's conjecture about oscillatory integrals 
in the same way as the straight line case comes from the Restriction and Bochner-
Riesz problems. The problem is to determine from the phase what the minimal 
dimension for the corresponding curved Kakeya set is. This is defined to be a set 
which includes a translate of each member of a specified collection of curved arcs. 
For the straight line case, the minimum is conjectured to be n, but some curves 
are known to admit Kakeya sets with dimension as low as 	We focus almost 
entirely on parabolic curves, since the corresponding question about quadratic 
phases is the simplest for which such examples are known. 
First of all we prove that such sets of curves can indeed have zero measure. 
Then we show that the lower bound of 	holds for all of the families of quadratic 
curves under consideration. We then use both geometric and arithmetic tech-
niques (which were developed for the straight line case by Bourgain, Wolff, Katz 
and Tao) and apply them to the curved case. In this way we are able to obtain 
lower bounds such as 	for Kakeya sets consisting of particular types of curves, 
and results for the more difficult maximal function problem corresponding to the 
bound 	. The curves for which such bounds can be proved are specified in 
terms of algebraic criteria for matrices occurring in their coefficients. 
Interestingly, the best results we obtain are for Nikodym sets of the very same 
curves for which no bound greater than !.i  for the Kakeya version is possible. 
The thesis ends with a discussion of the insights this brings into the relationship 
between Kakeya and Nikodym phenomena. 
Acknowledgements 
You seem to have an enormous memory for useless facts. 
And most of what I tell you is useless, and is not a fact. 
Tony Carbery 
First and foremost I express my gratitude to my supervisor Tony Carbery, who not 
only provided mathematical insights and encouragement, but also put up with 
my extremes of mood, and never laughed at my ideas. My second supervisor 
Alastair Gillespie deserves special thanks for listening and being available with 
advice, especially during crises when his help went beyond the call of duty. 
I could not have completed without the friendship and mutual support of 
colleagues and flatmates, particularly Jon Cook, James Gray and lain Gibson. 
Thanks are also due to those at church who prayed for me throughout. Many 
family members, friends and tutors have been crucial in giving me the confidence 
to get this far. 
I must thank Bill Donovan, Sean Cross and Douglas Blackwood, for keeping 
me sane. Also, the financial support of the Engineering and Physical Sciences 
Research Council and the Seggie-Brown Trust is gratefully acknowledged. 
But lastly the greatest thanks and praise is due to God, who is the author of 
all mathematics as well as my personal guide and friend. 
Table of Contents 
List of Figures 	 3 
List of Notation 	 4 
Chapter 1 	The straight line problems 6 
1.1 	Kakeya and Nikodym sets 	......................6 
1.2 Dimension and maximal conjectures .................10 
1.3 	Known partial results 	.........................13 
1.4 The link with Harmonic analysis ...................14 
1.4.1 	The ball multiplier 	......................15 
1.4.2 Bochner-Riesz 	.........................15 
1.4.3 	Restriction ............................18 
Chapter 2 Background to the curved case 	 21 
	
2.1 	Hörmander's conjecture, and Bourgain's answer ..........21 
2.2 Oscillatory integrals imply Kakeya for curves ............24 
2.3 	Maximal function bounds imply large Hausdorif dimension . . . . 28 
2.4 Simple curves and phases .......................31 
2.5 	Summary 	...............................34 
Chapter 3 Sets can have measure zero 	 37 
3.1 	Introduction ..............................37 
3.2 Definition of 	............................ 	39 
3.3 	Slices have measure zero .......................41 
3.4 The whole set is measurable .....................44 
3.5 Discussion ...............................46 
Chapter 4 "Trivial" Bounds 	 48 
4.1 	The plane case 	............................48 
4.2 The bound 	............................ 	48 
4.2.1 Maximal function result for non-degenerate curves .....49 
1 
	
4.2.2 	Failure for degenerate curves .................51 
4.2.3 Minkowski result for any curves ...............52 
Chapter 5 	Geometric Methods 55 
5.1 	Introduction 	..............................55 
5.2 Katz's approach 	............................56 
5.3 	Bourgain's approach 	..........................67 
5.4 Wolff's approach 	...........................71 
Chapter 6 Arithmetic Methods 76 
6.1 Introduction 	..............................76 
6.1.1 	The straight line case 	.....................77 
6.2 Formulation of the problem for curves ................78 
6.3 Sumsets in general 	..........................82 
6.3.1 	The scalar case 	........................82 
6.3.2 General matrices .......................83 
6.4 Application to the dimension of sets .................85 
6.4.1 	Scalars 	.............................86 
6.4.2 Non-scalar matrices 	......................88 
Chapter 7 Discussion 	 94 
7.1 	Summary 	...............................94 
7.2 The condition BA-1 B = 0 ......................95 
7.3 	The future ............................... 97 
Bibliography 
List of Figures 
	
1.1 	Two sheared triangles 	 8 
1.2 The second stage of shearing .....................9 
1.3 	Exponents for Kakeya and Nikodym conjectures ..........13 
1.4 and its projection .........................17 
1.5 	The hierarchy of conjectures for the straight line problems .....20 
2.1 	Exponents for Hdrmander's conjecture ...............23 
2.2 Relationships between Oscillatory integrals and Kakeya @ Nikodym 
problems for parabolas and hyperbolas ................36 
4.1 	The intersection of two curved tubes .................51 
5.1 	Notation for a curved triangle ....................60 
5.2 Illustration of a lemma on triangles .................63 
5.3 	Proving the M5 estimate in the straight line case ..........71 
5.4 Wolff's "foliation" idea ........................72 
5.5 	Surfaces can meet along two lines in the case BA—'B = 0 .....74 
5.6 Two surfaces meeting along an entire horizontal line .......75 
6.1 	Slices through a curved Kakeya set .................79 
List of Notation 
I 
	
	Lebesgue measure 	 . 9 
V Closure of V .....................................................9 
Unit ball of RTh 1 10 
w 	Usually an element of R 1 .....................................10 
(x1,... ,x_) ...................................................10 
Hausdorif measure ..............................................11 
dim 	Dimension (Minkowski or Hausdorif) ............................11 
nbdö Delta-neighbourhood ...........................................11 
1Co 	Kakeya maximal function .......................................12 
Curved Kakeya maximal function ...............................25 
JVj 	Nikodym maximal function .....................................12 
Curved Nikodym maximal function .............................25 
IE 	Characteristic (or indicator) function of a set E .................13 
Cr Set of infinitely differentiable functions with compact support ... 15 
a 	Surface measure on the unit sphere .............................15 
* Convolution ....................................................15 
in 	 The Bessel function of order n .................................. 16 
f Fourier transform of f .......................................... 15  
Ball(x, r) 	The ball in 	' centre x radius r ................................ 15 
Less than, but for a constant and perhaps a log .................16 
E j 	Random signs ±1 ...............................................17 
X Usually an element of RTh .......................................21 
y 	Usually an element of R 1 .....................................21 
a(x,y) 	Cr cutoff function ..............................................21 
ço(x,y) Phase function ..................................................21 
TN 	Oscillatory integral operator ....................................21 
F(w) Parabolic curve centre w and direction y ........................ 24 
T(w) 	Delta-tube around F(w) ........................................24 
X6 	Linear ised maximal functions ...................................26 
Qj 	Delta-cube belonging to a partition of IB... .....................26 
ru 
# 	Cardinality of a finite set 	 30 
t Usually an element of [-1, 1] ....................................31 
A, B 	(n - 1) x (n - 1) matrices occurring as coefficients in ço ......... 31 
tr The trace of a matrix ...........................................32 
mzn 	ri x m matrices, considered as m-tuples of vectors in R .........40 
{p] 	The natural numbers 1, 2, . . ,p .................................45 
5 
Chapter 1 
The straight line problems 
You can have lots of good ideas while walking in a straight line. 
Jonathan Bennett 
The main focus of this thesis is an investigation of curved analogues of a well-
known conjecture, namely the Kakeya problem. This deals with families of 
straight lines and how they overlap. It is still far from being solved, but much 
progress has been made in the last fifteen years, and so we shall begin by explain-
ing what the problem is and how it has been attacked. 
Although the Kakeya conjecture is of great importance in several branches of 
mathematics, the curved analogue considered here arises via its link with har-
monic analysis. So we shall explain how the straight line case becomes important 
in harmonic analysis by looking at three famous problems. Then in the following 
chapter we explain the relevance of the curved case and what is already known 
about it. Finally we shall state and prove a number of preliminary results relating 
to curves which we use continually in the rest of the thesis. 
The main elements of this chapter and the next are summarised in diagrams 
on pages 20 and 36. 
1.1 Kakeya and Nikodym sets 
The Kakeya problem is named after the Japanese mathematician who in 1917 
asked the following purely geometric question: What is the set in the plane of 
smallest area that allows a needle of unit length to be reversed? That is, a unit 
line segment can, by rotating and sliding, be returned to its original position but 
the other way round without having left the set. Clearly a disc of unit diameter 
would do, but an equilateral triangle of unit height is smaller. Smaller still is the 
three-cusped hypocycloid, in which the needle can perform a typical three-point 
turn. For a time many believed this to be optimal, but in 1920 Besicovitch proved 
the surprising result that the area can be made arbitrarily small. (1928 English 
version 111.) 
In doing this he discovered an even more extraordinary fact: There exists a set 
in the plane that includes a unit line segment in every direction yet has area zero. 
This is true despite the fact that such a set includes uncountably many lines. 
It is these sets rather than the needle-reversal ones that are nowadays named 
after Kakeya and on which much attention has recently been focused, although 
in the literature one sometimes sees them called Besicovitch sets in honour of 
their discoverer. 
The original proof (and some clearer versions due to Perron and Schoenberg 
[28, 32]) relied on simple geometry involving triangles, together with an iterative 
procedure. For example, the account given in Falconer's book [14] begins by 
cutting up a triangle and repeatedly sliding adjacent pieces so as to preserve the 
directions of the line segments while reducing the area by causing overlap. A 
different proof was given much later by Kahane [18], which used arithmetic in the 
form of quaternary expansions of numbers. He showed that if two Cantor sets 
are joined by line segments in a certain way then the result is a Kakeya set of 
measure zero. 
Meanwhile, Nikodym was studying the opposite type of problem—sets that 
include line segments passing through many points—in response to a question 
asked by Banach in connexion with differentiation theorems. Nikodym proved 
[27] that there exists a null set in the unit square such that every point of the 
complement is "linearly accessible through the set", which means it lies on a line 
that is otherwise included in the set. However, we prefer a slightly different but 
related definition, and so for us a Nikodym set in the plane will be roughly one 
that includes a unit line segment, whose direction is at most 7r/4 from the vertical, 
through every point on the interval [-1, 1]. These sets can have zero area. Again, 
the original proof was an iterative one using only geometry, but an arithmetic 
approach also works; in fact, Kahane's set described above has both the Kakeya 
and Nikodym properties at the same time. 
The use of both arithmetic and geometric methods pervades the subject and 
will be seen throughout this thesis, even when dealing with curves and in higher 
dimensions. It has even been remarked that if these two approaches could be 
unified, it might lead to a resolution of the conjecture. 
Because of our modification of the definition and the complicated nature of 
the original proof given by Nikodym, we give here a simple geometric construction 
in the spirit of the well-known Perron tree proof of the existence of measure zero 
Kakeya sets. 
7 
Theorem 1. Nikodym sets as defined above can have zero area. 
Proof: The main idea is to construct sets of arbitrarily small area that include 
all the required segments, and then use a compactness argument to get the area 
equal to zero. 
Start with a triangle of unit height sitting on the unit interval. Clearly this 
has the Nikodym property. If the base is divided into many intervals and hence 
the triangle into many thin triangles, then these may be sheared by moving their 
apex horizontally in such a way as to make the area small. 
To make this precise we first study what happens when we shear two adjacent 
triangles. Start with two adjacent but disjoint triangles, each of base length b 
and height h. Then shear the triangles by moving their apices horizontally in any 
manner so that they cross over by a distance 2ab with 0 < a < 1, to obtain a 
shape like that in Figure 1.1. 
- h1 - h2  
b 	b 
Figure 1.1: Two sheared triangles 
By similar triangles it follows that 
	
X b 	2b - 2ab 	 2abx 
h—h1 h h1 +h2 h—h1 —h2 	hh1  
Solving these shows that the overlap of the triangles has area (1+a)+2a)  bh and 
that the area of the new triangle (outlined in bold) is 11bh. 
Now, let us start with a triangle of base B and height 1, and divide it along 
the base into 2m+1  thin triangles, where both n and a are chosen later. The total 
area A0 = B/2. Perform the shearing above on adjacent pairs, so that the total 
area is reduced by (1+)+2a) A0, and the area in the bold triangles is 
Now repeat this process, but shear pairs of adjacent bold triangles as shown in 
Figure 1.2. 
Figure 1.2: The second stage of shearing 




















/ 1 \n-1 
(1+a)(1+2a)1+a) A0 
2a 	1 ( 1 
=Ao(+
)n-1)  
which may be made arbitrarily small by simply choosing a small, and then ri 
huge. 
So we have constructed a set of arbitrarily small area which includes unit 
line segments through every point of the unit interval. Note that during the 
construction, the apex of each triangle moved at most B at each step, of which 
there were ri. So if we wish, we can carry out the construction within some open 
set that includes our starting triangle, by simply dividing up the triangle to make 
the new starting base B extremely small. (This is allowable since the n required 
depended on a but not on B.) 
We are now ready for the final compactness argument. This follows Falconer's 
argument for the Kakeya version in [14]. Let S1 be an isoceles triangle of unit 
base and height, and let V1 be an open set including S such that I VI I < 21S1 . By 
what we have just shown, we can divide and shear the triangle to form a figure 
82 C V1 with area at most 22.  Then, since we are only talking about finite 
unions of triangles, we can fit in another open set V2 so that 52  C V2 c V1 and 
< 21S21. Now divide and shear each of the triangles making up 52  to obtain 
a figure S3 c V2 of area at most 2. 
DI 
Continuing in this way we obtain an infinite sequence of figures such that 
S c V c V.1 and JVJ < 21SJ < 2'- . Let E= fl'°1 V. We claim that E is 
a Nikodym set of measure zero. The measure zero part is obvious, so it remains 
to show that E includes a unit line segment through each point of the base 
interval. Clearly this is true of each V, so for a fixed point on the base interval, 
let Ii be a line segment through it that is included in V. By compactness, some 
subsequence of the top endpoints of the ii  converges, and so the subsequence of 
segments converges to some segment 1 through the given point. Since the are 
closed and nested, 1 c E as required. 
Higher dimensional Kakeya and Nikodym sets are defined similarly: A Kakeya 
set in R'2 is a set that includes a unit line segment in every direction, that is, 
parallel to every element of the sphere 5m-1,  while a Nikodym set includes a line 
segment, with angle at most 7/4 from the vertical, through each point of Rn-1, 
the unit ball of R' 1. For technical reasons discussed later, we define the Nikodym 
set to be only those parts that lie outside a fixed neighbourhood of the hyperplane 
0. Such sets can obviously have measure zero: simply take the Cartesian 
product of an example in R2 with [-1, 1]Th_2,  to produce a cylinder. This includes 
all the required segments, and has zero measure by Fubini's theorem. 
We should note here that Kakeya and Nikodym sets may be transformed one 
into the other by the map (x', x) -* (x'/x, 1/x) used in [7]. (Here our removal 
of a neighbourhood of x,, = 0 from the Nikodym set corresponds to the Kakeya 
lines having finite length.) More explicitly, the straight line x' = w + x,,y which is 
in direction (y, 1) and passes through (w, 0) gets mapped to the line x' = xw +y, 
in which the roles of direction and centre are exchanged. For this reason the 
more recent literature has been entirely devoted to the former type of set, since 
the two are equivalent. We have chosen to distinguish them because of important 
differences appearing when considering curved analogues. 
1.2 Dimension and maximal conjectures 
So far we have talked about the size of these sets in terms of measure, and 
explained that families of lines can be made to lie in surprisingly small sets. The 
Kakeya and Nikodym conjectures, on the other hand, state that such sets cannot 
be too small. Precisely, it is conjectured that both Kakeya and Nikodym sets in 
R must have full dimension. 
There are many notions of dimension for sets in R, all of which agree with the 
obvious integer values when the set in question is, say, a smooth piece of surface. 
Two of the notions have relevance here, namely Hausdorif dimension (perhaps 
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the most widely used), and Minkowski dimension (which is simpler to work with 
but lacks some of the desirable properties of the Hausdorif dimension). We now 
give these two concepts precise formulation. 
Definition (Hausdorif Dimension). Let E c R" and let s > 0. Define the 
s-dimensional Hausdorif measure of E by 
	
( 00 	 00 
S(E) := sup inf {(diam Ui)s : E cUUi, O <diamU <6}. 
i=0 	 i=1 
Then the Hausdorif dimension of the set E is the value dim E := sup{s > 0 
7S  (E) > 01 with the convention that dim E = 0 if the set on the right is empty. 
It can be shown that in fact 7(S  is a Borel measure which agrees with Lebesgue 
measure (at least up to a constant multiple) for integer s. The dimension is thus 
the critical value where the s-dimensional measure of the set changes from being 
infinite to being zero, and agrees with the familiar idea of dimension for smooth 
sets. Further details are contained in many textbooks such as [14]. 
Definition (Minkowski dimension). Let E c R and let nbds(E) := {x E 
dist(x, E) < 61 be its 6-neighbourhood. Then the (upper) Minkowski di-
mension of E is the value 
dimE := su{s>0: limsup nbds(E) > o
610 	
6n—s  
with the same convention as before. (Recall that I . denotes Lebesgue measure.) 
Since Inbd(E) I is comparable to 68  times the number of balls of diameter 6 
needed to cover E, it is easily seen that the Minkowski dimension must be greater 
than or equal to the Hausdorif dimension. Strict inequality is possible (consider 
the rationals) but the Minkowski dimension does agree with the usual notion for 
smooth sets. Mattila's book [25] may be consulted for further information. 
We can now state the Kakeya problem more precisely: It says that a Kakeya 
set (or equivalently a Nikodym set) in R must have both Minkowski and Haus-
dorif dimension m. We have also seen that the latter assertion is stronger, since 
the Hausdorif dimension may be less than the Minkowski. Note also that had we 
not excluded a neighbourhood of x7, = 0, then Nikodym sets would trivially have 
dimension at least m - 1, with no corresponding obvious bound for Kakeya sets. 
A still stronger form of the conjecture may be given in terms of maximal 
functions. Such functions are of great importance in harmonic analysis and it is 
mainly this version of the conjecture that we focus on. 
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Definition (Kakeya maximal function). Let f : 	-> C and 8 > 0. The 
Kakeya maximal function of f is 1f : S' -* R defined by 




where T denotes a tube of length 1 and width 6 with centre in the plane x = 0. 
So this operator returns the largest possible average of f over tubes of fixed 
direction. Often we shall take only directions within 7/4 of the vertical, which is 
enough since we could always consider rotated copies of this. 
The Nikodym maximal function is similar, except it is the position of the tube 
that is fixed and the direction that is varied. 
Definition (Nikodym maximal function). Let f : Rn ---> C and 6> 0. The 




where T is as before and has direction at most 7/4 from the vertical. 
To confuse matters further, many authors have referred to this operator by 
the name Kakeya, which is unfortunate since this may also have clouded the 
interesting symmetry between the Restriction and Bochner-Riesz problems as 
discussed later. However our usage agrees with Bourgain who introduced the 
curved analogue, and is in accordance with the naming of the associated sets. 
The precise shape of the tubes, whether rounded or cuboidal, is irrelevant 
here. The properties of the operator depend on the eccentricity. The conjecture 
is that both operators map L - L1 with norm at most C6—that is, the norm 
grows more slowly than any power of 1/6. 
Trivially, the L' -* L°° norm is of order 6_(_1),  while the L°° -f 	norm 
is 1. Also, since S' 1 and n-1  are compact, every bound into LP automatically 
holds for L' for all smaller q. These facts together with the Riesz interpolation 
theorem give conjectures for a range of p, q as follows: 
Conjecture 1 (Kakeya and Nikodym maximal conjectures). The Kakeya 
and Nikodym maximal functions satisfy 
11 öLP ()_L(Sn_I) < 




Figure 1.3: Region where the IY -p  Lq norms of the Kakeya and 
Nikodym maximal operators are at most 61/0 
These ranges of exponents are summarised in the usual (l/p, 1/q) diagram 
(Figure 1.3). The example where f is the characteristic function of a single 
tube shows that there can be no decrease with 6 in the L - L" norm, and so 
the region is best possible. Again, these two conjectures are equivalent by the 
transformation described on page 10. 
Maximal conjectures are stronger than their "set dimension" counterparts. 
This is very easy to see in the case of the Minkowski dimension: 
Proposition 2 (Maximal function implies Minkowski dimension). Sup- 
pose that 11 1p.q < C6 	on RTh. Then the Minkowski dimension of every 
Kakeya set in R is at least n - pa. 
Proof: Let K c Wn be a Kakeya set, and let f = "nbd5K Then I I f 11, = 
nbd 	By definition, nbd5 K includes a 1 x 6 tube in every direction, so 
that Kf 	1 and hence 11 Ksf q is a constant. So the hypothesis tells us that 






is positive if s < n - pa as claimed. 
The proof for Nikodym is of course analogous. The implication for the Haus-
dorif dimension is also true, but we omit the proof here since we shall give a 
detailed proof for the curved case in Theorem 11. 
1.3 Known partial results 
Before looking at the wider implications of these problems in analysis and con-
sidering the curved case, let us review the progress to date. 
The conjecture is known to be true in two dimensions: For the Kakeya set 
version, this was shown in 1971 by Davies [13], and for the maximal function 
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(in Nikodym form) by Córdoba [12]. In higher dimensions the first results were 
due to Christ, Duoandikoetxea and Rubio de Francia in the 80s [11] with a lower 
bound of 	for the dimension of the sets, and the corresponding result for the 
maximal function (p = 
In 1991 Bourgain [2] showed that in R3 every Kakeya set has dimension at 
least 7/3 and gave similar small improvements over 	in higher dimensions, as 
well as proving the corresponding maximal function results; these were obtained 
by geometric methods. Further geometry was used by Wolff [40] to obtain 	, 
again for all versions of the conjecture. 
Greater progress in higher dimensions occurred with the introduction of arith-
metic techniques. The first paper, of Bourgain [5], gave lower bounds of the form 
a(n - 1) + 1 for some a> 1/2 with some maximal function results. The idea was 
quickly improved by Katz and Tao [21] to give 	for the Hausdorff dimension 
and 	for the Minkowski. They have extended these ideas several times, and 
the best results in higher dimensions to date are lower bounds of 0.5969n + 0.403 
(approximately) for the Minkowski dimension and (2 - '/) (n - 4) + 3 for the 
Hausdorff dimension of straight-line Kakeya sets, and a sharp p -* q result with 
P = 	for the Kakeya maximal function [23]. These are currently the best 
known for large enough n. 
Jointly with Laba, meanwhile, they tackled lower dimensions (where Wolff's 
bound had not been superseded), and in 2000 with great effort were able to 
improve it slightly to 	+ 10 [20, 24]. These papers used the ideas of Wolff 
together with more sophisticated geometric methods, introducing notions such as 
"stickiness", "planiness" and "graininess". 
The main purpose of this thesis it to apply some of these techniques to the 
curved analogue, and hence gain an insight not only into what is true for curves, 
but also what special properties of straight lines must be used in order to have 
hope of solving the main conjecture. 
1.4 The link with Harmonic analysis 
The problems described above are not merely interesting for their own sake; 
they have links with many other important parts of mathematics. These include 
number theory (Montgomery's conjecture, and via it, the Riemann hypothesis), 
measure theory (Furstenburg's conjecture, Falconer's distance set conjecture), 
combinatorics (the size of sumsets, which we look at in Chapter 6; and via them 
multilinear operators) and PDE, via harmonic analysis. References for all these 
are contained in [22, 41, 42]. Because it is in the latter context that the curved 
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case arises, we outline the link with harmonic analysis now. 
1.4.1 The ball multiplier 
The first link occurred in C. Fefferman's classic paper [16] on the multiplier prob-
lem for the ball. This problem arises naturally in considering inversion of the 
Fourier transform in dimensions two and above. One asks whether for an I? 
function f, the "partial sums" 
11~1 <R  
!()e2 	d 
converge to f in L, which is equivalent to asking whether the ball multiplier Tf = 
]lBalI(0,1)f is LP bounded. If the characteristic function was that of a rectangle 
rather than a ball, then we would have boundedness for all p, since such an 
operator may be built out of Hilbert transforms as described in [33]. The latter 
book mentions the ball as an unsolved problem, but a year after its publication, 
Fefferman surprised everyone by showing that T is only bounded on II for p = 2. 
The counterexample he gave involved the construction of a Nikodym-type set; 
essentially the proof shows that if the ball multiplier was bounded, then Nikodym 
sets could never have zero measure. This is the usual direction of the implications: 
There is some operator in harmonic analysis of interest, and its boundedness 
would imply that Kakeya/Nikodym sets are large to some quantified extent. 
1.4.2 Bochner-Riesz 
In some sense, the pathology of the ball multiplier is that the characteristic func-
tion of the ball is anything but smooth. Replacing the characteristic function by a 
nicer cutoff is roughly equivalent (via scaling and partitions of unity) to consider-
ing a smooth bump function supported on an annulus. This is the Bochner-Riesz 
problem. It may be formulated as follows: Let x be a positive CC°° function 
supported on the annulus 1 - 6 < j < 1 and define the multiplier operator 
TV (0 := x()f(e). What, in terms of n and p, is the best power of 6 that 
majorises 
The answer is believed to be 	- for 1 <p < -- with of course 0 in the 
	
2 	p 	- 	 n+1 
trivial case p = 2, and - 	 for <p < oo following by interpolation and 
duality. To see that no better power is possible, set f to be a Schwartz function 
such that f 1 on the unit ball. Then Tf = x so it follows that 
Now x is just 6o * 06 where 0 is a normalised bump function, a is surface measure 
on the sphere and çb, := 6(./6) is its dilation, preserving the total mass. It is a 
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standard result (see e.g. [36]) that 
271 	 m1 
	
&(x) = 	r-2 (2irx) 	
_ 
x 2 1XI 
for large x. Meanwhile, ,5(x) = (Sx) which is essentially 1l{X:IX<1/8}.  Hence we 
calculate that 	= C8+1 	for p < 	. This shows that the powers stated 
above are best possible. 
These bounds are known to be true in two dimensions [9], and in higher dimen-
sions with the additional assumption that p lies outwith the interval L n+3 ' 2(n+1) n-i 
[15]. 
As with the ball multiplier, good behaviour of the Bochner-Riesz multiplier 
would show that Nikodym sets must be large. In particular the best result at 
the endpoint p =would imply that Nikodym sets have dimension n. This 
implication is already known, but since the proofs in the literature have invariably 
reformulated in terms of Kakeya sets first, we include a sketch of a direct proof 
here. 
In view of our non-standard definition of Nikodym sets we use an R 1 ' 
version of the Bochner-Riesz operator. This is given by 
Sif = x()!(') 
Note that if the usual Bochner-Riesz operator has norm A from L' to itself, then 
this version has norm S'/'A. Also, as in the rest of the thesis, we shall prove a 
restricted weak type estimate, that is, estimate the norm of the operator from the 
Lorentz space L' 1 to IY'°°. This is enough to give the claimed results by applying 
the Marcinkiewicz interpolation theorem. In general, to prove that some operator 
T has restricted weak type p, q norm A, one has to show that 
/ 	1 
AE 




for all sets E of finite measure and all A > 0. 
Theorem 3. Suppose that SofH < 	 Then with r = (p/2)', 
the Nikodym maximal function is of restricted weak type (r, r) with norm at most 
6 2(n/rl) 





for every collection {T}i1 of 1 x S tubes whose intersections with the plane 
Xn = 0 are 6-separated. This is a covering lemma as in [6]; Similar statements 
are discussed in more detail later (Lemma 10). By rescaling and redefining S 






for tubes of size x 	whose points at height 0 are 5'/2-separated. (Note that 
we always have "K" of the eccentricity) times what would be obtained if the tubes 
had been disjoint.) This rescaling is done so that the "dual rectangle" 17 of T 
is of size S x 1/2 and so, after a translation to 77, fits perfectly into the annulus. 
(Recall that the Fourier transform of the characteristic function of a rectangle 
in R is essentially an oscillation times the measure of the rectangle times the 
characteristic function of the "dual rectangle" that has side lengths equal to the 
reciprocals of the side lengths of the original.) 
T* 
Figure 1.4: T$ and its projection 
Now since T is at an angle of at most 21 from the vertical, its dual is at most 
from the horizontal, so that the projection P7 of 77 onto 	= 0 is essentially 
a cube of side length \/S. More precisely, after a suitable translation to P3 say, 
this projection is the dual of some set Pj, where I Pj 	S 2 and the set of Pj has 
bounded overlap. 
Suppose that we set f(') =Ej where the ±Ei are random signs. Then 
f (x') is essentially 61 li 	Ee °3 lip3 for some suitable translations aj. (To make 
this rigorous, we could smooth the characteristic functions to Cr functions, whose 
Fourier transforms then decay rapidly.) Since the sets P3 have bounded overlap 
it follows that 	S(S_M)h/P. 
On the other hand, Sf() =Ej 11~ so that Ssf(x) = S 	s jei IT, for 
some translations b3. Now use Khinchin's inequality. This says that if Ej are 
random +ls, a j are complex numbers and t> 0 then 
(E 	Ea t 1/t ) 	( 	aj)'12 
17 
Applying this with t = 1 gives 
	
II M 	1/2 
i=1 	p/2 
which rearranges to give the covering lemma above. 
It is now easy to obtain the restricted weak type estimate. Let E c RTh be a 
set of finite measure and let Q = {w E 	: J\foIl.E(w) > Al. Pick a maximal 
6-separated subset {w} 1 c Q, so that 6'M, and for each j find a 





Note in particular that the optimal exponent p = 	implies the Kakeya 
conjecture, but because of the factor of 2 in the power of 6 the results become 
very poor away from the optimal exponent. For example, when p = 2(n+1) 
which is known to be true, we have r = 	but deduce only the uninteresting 
information that Kakeya sets have dimension at least 1. 
1.4.3 Restriction 
We have now seen how the behaviour of Bochner-Riesz multipliers seems to be 
governed by the size of Nikodym sets. The harmonic analysis problem that corre-
sponds to Kakeya is the Restriction problem. This is so named because in effect it 
asks when we can define the restriction to, say, a sphere, of the Fourier transform 
of an II function. One might have expected such restriction to have no meaning, 
since the sphere has measure zero and the Fourier transform of an LP function is 
defined only almost everywhere. However, the curvature of the sphere makes this 
possible: For example, one can calculate the Fourier transform ô of the surface 
measure on the sphere in terms of Bessel functions as on page 16, and see that it 
decays like 0 ( - '). This gives 
Hf ML2(d) = f/ida 
= I j(f * 
	 by Parseval's inequality 
Hf n) f * 
1 1+1_i by Young's inequality, = 
which is finite for p < 	So in this case the restriction does have some meaning, 
due to the decay of the Fourier transform of a measure supported on a curved 
surface. This simple example is far from optimal however, and the Restriction 
conjecture says that an estimate like 
fML(da) CfMLP() 
holds if and only if 1  > 	- and 1  > ±1•  The first condition is necessary, as q —n—lp 	p 	2n 
can be seen by letting f be a smooth bump function on a small "coin" of width 
6 and thickness 62  which fits nicely into a cap on the sphere. For the second 
condition, apply the adjoint operator (the extension operator) 





to the function g 1 and use the known decay of the Fourier transform of surface 
measure on the sphere. 
The conjecture is true in dimension n = 2 [15], and for q = 2 in higher 
dimensions [39]. 
As promised, there is a link between these estimates and the size of Kakeya 
sets: 
Theorem 4. Suppose that fL(dcr) 5 fLP(n). Then, settingr = 	= 
we have 11 1CJJJLI(S-1 ) 
We do not prove this here since it is covered by the more general result that 
we shall prove in detail for curves (Theorem 8). Let us simply note that, again, 
the best possible result at the endpoint would imply the truth of the Kakeya 
conjecture, but away from the endpoint the implied bound for the dimension of 
Kakeya sets becomes very weak very quickly. 
This chapter now ends with a diagram summarising the relationships between 









of Kakeya Sets 
JvL 
Minkowski Dimension 
of Kakeya Sets 
Bochner-Riesz 






of Nikodym Sets 
IL 
Minkowski Dimension 
of Nikodym Sets 
Figure 1.5: The hierarchy of conjectures for the straight line problems 
PA 
Chapter 2 
Background to the curved case 
I don't like straight lines, no curvature. 
Jim Wright 
In this chapter we introduce the problems we seek to address in the rest of the 
thesis. These are curved analogues of the Kakeya and Nikodym problems, in both 
the set dimension and maximal versions. 
But first we show how they arose out of harmonic analysis problems gener-
alising the Restriction and Bochner-Riesz conjectures already described. Then 
we discuss what is already known about the curved case, and about the analytic 
problems that led to it. Finally we formulate precisely the curved analogues of 
Kakeya and Nikodym maximal functions, prove some very simple properties, and 
also gather together a few lemmas that will be used repeatedly in several parts 
of the thesis. 
2.1 Hörmander's conjecture, and Bourgain's an-
swer 
The generalisation to curves of the Kakeya and Nikodym problems arises, unsur-
prisingly, from a generalisation of the Restriction and Bochner-Riesz problems. 
These two problems have been known to be linked for some time and are believed 
to be essentially equivalent [7, 37], just as the Kakeya and Nikodym conjectures 
are equivalent for straight lines. The generalisation we have in mind is a problem 
posed by Hörmander [17] concerning oscillatory integrals of the form 
TNf(x) := 
fTR~ - 1 
e iNw(x,y) a (x, y)f(y) dy. 
Here x e R,y E R 1 a is some smooth cut-off, and the phase function V is 
assumed to be smooth on the support of a and to have the following properties: 
The matrix 
32 
(x, y) has full rank ri - 1. 	 (2.1) 
21 
For all 0 e S' the map y I" 9 	(X1 Y) 
has only non-degenerate critical points. (2.2) 
The operator TN is called an oscillatory integral of the second kind [35] and 
its norm from I? to L' is studied. Clearly as N increases, the oscillatory factor 
in the integrand will cause more cancellation, so the operator norm will decrease 
with N. 
Both the Bochner-Riesz and Restriction operators can be formulated as special 
cases of the operator TN. For Restriction this is not hard to see: In fact its adjoint, 
the extension operator mentioned previously, is already of this form if we simply 
parametrise the sphere by a bounded region of 1R'. This gives (x, y) =X1. y + 
-- y2.  Restriction to more general surfaces can be similarly formulated, 
but one thing all restriction problems have in common is that the phase function 
is linear in x. In particular for a paraboloid we have the very simple phase 
(x, y) = x' .y+ xnyTy. 
Reformulation of the Bochner-Riesz problem is more complicated and relates 
to an asymptotic representation of the Fourier transform of the measure supported 
on the surface. If the surface is given as a graph (t, 'y(t)) with t G R"-1  then the 
phase is roughly given by 4'(x' — y, x), where 
For the paraboloid, this means that (x, y) = 	— y 2/Xn, which is essentially 
- (x" y + T) since the term involving only x simply multiplies the integral by 
Xn 
a factor with modulus 1. 
Of course it must be verified that the criteria (2.1), (2.2) are satisfied by these 
phases. Note also that in the reformulation of Bochner-Riesz, the cutoff function 
a is assumed to vanish near xi-, = 0, again showing the correctness of our removal 
of this hyperplane from the Nikodym set. 
The similarity of the Restriction and Bochner-Riesz conjectures tempted Hör-
mander to ask whether a similar result might hold for the whole family of TN. 
That is: 
Conjecture 2. For 1 < J 1 < !1i and ço satisfying (2.1),(2.2) is q 	2n' q — n+lp' 
TNfq < N'fM? 	 (2.3) 
Hörmander himself proved this for n = 2 [17], and in higher dimensions it has 
been proved for q > 2(n±1) by Stein [34]. The known and conjectured regions are 






n—i 	,' 	= (n+l)p' 
2(n+1)  
	
1 	1 2 p 
Figure 2.1: Exponents for Hörmander's conjecture 
It was a great surprise in 1991 when Bourgain [3] disproved Hörmander's 
conjecture. Roughly, he showed that in dimension three for most phases the best 
exponent q is strictly greater than 	= 3, and that there exist phases where the 
known value 2(n±) = 4 is the best. More precisely: 
Theorem 5 (Worst Case, [3]). In dimension three there is a phase function, 
namely 
(x, y) = x1y1 + x2y2 + 2x3y1y2 + xy 
for which (2.3) fails for all q < 4, even with p = 0°. 
Proof: First check that this does indeed meet the criteria. 
- (1 0 2y2 +4x3y1  
DxDy - \0 1 
which certainly has rank 2, while 
aw 
= 9 y + 92Y2 + 93(2yiy2  + 2x3y) 
a (0 . a(p - (9i + 203(Y2 + 2x3y1) 
ay 	ax ) - 	&2+29311i 
32 
 ( 3\ - (4x3 293  
Dy2 	Dx,) - k293 0 
and so the first and second derivatives are both zero only if 9 = 0 Sn_i. 
Now apply the operator TN to the function given by f(y) = e"(y) where 
X is some smooth cutoff, so that 
TNf(x) = JP'2 eix1Y12Y2+23Y1)2)a(x, y) dy. 
Set (Zi, z2) := (yi, 112 + x3y1) and consider the surface S := {x : Xi = x2x31. For 
x E S we have 
TNf(x) = 
	
iN2z2+d e 	 (x, z) dz1 dz2 
= 
f 
eix2z2+(x, z2) dz2 
23 
Now the phase has one non-degenerate critical point, at z2 = — x2 , so by the Sta-
tionary Phase Lemma (or direct calculation, since this is essentially f ex  dx) 
we find that ITNf(x) 	11VY for x E S. Also, I vxTNf(x) = CNTN f (x) 
\/7V for x E R3 . Therefore we still have the estimate ITNf(x) I > i/'/N for 
x E nbdl/N(S). Hence 
C 
TNfq > 	nbdl/N(S)' 	N 
v 
So JITNIlp,q < N q  cannot be true unless < 1  + 1, which means that q > 4. 
Theorem 6 (Generic Failure, [3]). If has the property that 
32(32\I 	 32 (3\
L0,Y=0 
) is not a multiple of ,9y2 i9X2 
3/ x=O,y=O 	
(2.4) 
then the inequality (2.3) cannot hold even for p = oo unless q > 118/39> 3. 
Theorem 5 extends easily to all odd dimensions, but the situation may be 
different in even dimensions as we shall see in Chapter 7. Theorem 6 will be 
proved later in the current chapter for a special class of curves. Having done 
that, we would like to know what information about ço is needed in order to 
determine the range of boundedness of the corresponding TN. Bourgain's paper 
also contains a result showing that most phases do allow some non-trivial bound, 
so a complete understanding of the problem would mean being able to predict 
from the phase what the critical exponent will be. This thesis scratches the 
surface of this problem. 
2.2 	Oscillatory integrals imply Kakeya for curves 
Bourgain's work showed that just as Restriction and Bochner-Riesz problems give 
rise to questions about sets of straight lines, so more general oscillatory integrals 
problems lead to questions about sets of curves. Given a phase function ço, define 
curves and curved tubes as follows: 
Notation. Let y E 1' be a direction, w e 	a centre and 6> 0 a thickness. 
Define 
F(w) := {x E W : 	(x, y) = w, lXnJ < 11 
T(w) := {x ER': vy(x,y) —w I<6, Ix,, I< 11 
to be the curve centre w in direction y and the corresponding 6-tube. 
24 
The condition ix,,l < 1 is not significant: All that matters is that the range 
should be fixed and finite. In practice it should be chosen to match the support 
of the cutoff function a. 
If we assume that our phase has the form 
(x, y) = x' y + 	y) 	 (2.5) 
that is, its higher order terms depend only on x, and not on x', then the curve 




In the special case where is linear in x, we may write y(x, y) = x'y+Xç(y) and 
find that the curve becomes a straight line through () whose direction depends 
only on y. 
The tubes have the following crucial property, which will often allow us to 
consider only finite collections of tubes: 
Lemma 7 (Engulfing property). Suppose that ly - 91 < S and 1w - cDI  < J. 
Then T(w) D T() for some constant C depending only on ço. 
Proof: Since is smooth, we have (x, y) - ço(x, y) 1 < CS for some C> 0. By 
definition x e T(') means that I W (x, ) - 	<S. Hence 
By analogy with the straight line case, we define sets and maximal functions as 
follows: 
Definition (Curved Kakeya and Nikodym sets). A set E C RTh is a curved 
Kakeya set (associated to y)  if for all p E 1' there exists an w E 	such 
that F(w) C E. It is a curved Nikodym set associated to cp if for all w E 
there exists a p E lff 	such that FY (w) C E, where we define F' to be the part 
of F that remains after deletion of the fixed neighbourhood of x7 = 0. 
Definition (Curved maximal functions). The curved Kakeya maximal func-
tion (associated to (o and of eccentricity 1/8) is the operator that takes a function 
f on R  to the function JCf on W given by 
f(y):= sup 	
1 
,,E1' 1  





The following theorem relates these definitions to the operators TN,  and the 
proof will show why they are natural. 
Theorem 8. Suppose that JITNf q  < -n1qJJfJJ Then the curved Kakeya max-
imal function is of restricted weak type (r, S) with norm at most 
6-2(n/r-1),  where 
r = (q/2)' and s = (p/2)', 
To prove this, and also to prove the estimates for the maximal functions in 
later chapters, it is helpful to linearise the maximal function so that instead of 
an IY bound we can prove a "covering lemma" analogous to those in [6]. 
Definition (Linearised operators). Decompose j1  into disjoint 6-cubes Q3  
for j e ]n_1  6Z1. 
To each index j associate a tube T = T8 (wi) where yj E Q2 and w j E 
jnl 
Yj 
Define a linearisation of IC6 by 
	
£Xf(y):= 	1Q .(Y ) jj f f(x)dx. 
Ti 
To each index j associate a tube T = T (w3 ) where instead w E Q3  and Yi 
y E 	Define a linearisation of lVj by 
f(w) := 	 f(x)dx. 
It is enough for us to find bounds for these operators that are independent of 
the choices of the tubes T3 . 
Lemma 9 (Equivalence of linearised versions). 11 Cjpjq < A(6) for all 
choices of the tubes T if and only if LJc5LPLq < CA(C6), and a similar 
statement is true with A/I and L1JV. 
Proof: First observe that whenever l y— 91 <6 we have ICof(y) <C 1lc c5 f(y). 
This is because T(w) T(w) by Lemma 7, and the larger tube has volume 
C' times that of the smaller. 
Now given y E 1' 1, let k be such that y E Qk. Regardless of the choice of 
the tubes T we have 
£1C6f(y) = JXf(yk ) Xf(yk)  C'/Ccof(y) 
which proves the "only if" part. For the "if" part, assume that the bound is true 
for all possible linearisations. Given f, choose a particular linearisation with the 
26 
property that for each j, the w j has been chosen to maximise the average of f 
over tubes in direction y3 . Then for this linearisation 
Xof(y) <C'/Kcf(yk) C'IXcof(yk ) = C'r1ccf(y) 
as required. 
The proof for the Nikodym version is similar, noting that Lemma 7 works 
with w as well as with y. 
Lemma 10 (Covering lemma). Let {TIM, be 1 x 8-tubes with centres wj and 




holds for all choices of yj E Q3 with arbitrary wj if and only if the (curved) Kakeya 
maximal function is of weak type (r, s) with constant K. Similarly, exactly the 
same estimate holds but instead w3 e Q3  with yj arbitrary if and only if the 
Nikodym maximal function has this weak type estimate. 
Proof: 	Observe that the adjoint of the linearised curved Kakeya maximal 
operator is given by 
1 / g(y)dy := 
j 
taking functions on ]n1  to functions on R1 . Now f IQ is weak type (r, s) if 
and only if its adjoint is restricted type (s', r') with the same constant. Also 
the image of )Q consists of functions that are constant on cubes Q3 . So take g = 
1U E J Q3 where J is some index set of cardinality M. Then 11g1j,, = I UEJ Q3  I
(6 1M)1/ 1 . Meanwhile 
= 
ii r' jej 
Qj 	
r' 
so the result follows. The proof for the Nikodym case is the same. 
Now we use the linearised versions to give a proof of Theorem 8, which will 
show the reason for the definition of the curves. This proof is similar to that 
given by Wolff in [42, pp.  153-154] for the Restriction problem, but incorporating 
ideas found in Bourgain's "generic failure" proof for curves [3, pp.  326-3271. 
Proof of Theorem 8: Suppose that we are given tubes T with directions 
yj E Qj and arbitrary centres wj as above. Set 
M 
f(y) = 	Eje_zNwa.(Y_Y2)1Q (y) 
j=1 
27 
where the -j are random signs. By the disjointness of the cubes, I I f 11, = (ö'M)' 
On the other hand 
TNf(x) = 	ej 
JQ
i 
e_wi_a(x, y) dy 
:= 
Now 	(x,y) = ço(x,yj ) + (y - yj). v(x,y) + O(y - y 2), so that if x  T 
and y E Q3 it follows that 
(x, y) - Wj.(y 
- 
y) = (x, y) + 0(62) 
The first term is independent of y, and so by choosing N 	6-2 to control the 
second term we see that I(x) 	6'iit-(x). This allows us to estimate 
ETN f q _> II E I TNf M 
, ~J (E J2)1/2 
H 	 IIq 
I 1/2 
> L 1T - 	 ill IIq/. 
by Minkowski 
by Khinchin (page 17) 
Then since TNfq 62n/f we can put our estimates together to obtain 
M 
i: 6 ?_ 2_1)(6n_1M)2/P 
Ti j=1 
which is the covering lemma implying the estimate claimed. 	 LI 
An immediate corollary is that the optimal q 
= 	
would imply the best esti- 
mate I I K6 I 	< 6 for the curved Kakeya maximal function, and as usual this 
correspondence becomes very bad away from the optimal exponents. Of course, in 
the light of Bourgain's work we cannot conjecture that all curved Kakeya maximal 
functions satisfy the optimal bound, so rather we must ask ourselves a question: 
Question 1. Given a phase function, how can we find the best bound for the 
corresponding maximal functions? For which phases is an L n —p L n bound of 
order 6 possible? 
2.3 Maximal function bounds imply large Haus-
dorif dimension 
Of course, there are also weaker questions to be asked about the dimension of 
the sets. We now prove the implication promised in the previous chapter, namely 
that bounds for the maximal function imply bounds for the Hausdorif dimension 
of the sets. We ought to note that the tubes are not exactly the ö-neighbourhoods 
of the curves, having horizontal rather than perpendicular cross-section like a 
disc. But since the direction y is bounded, the curves do not slope too much and 
so this makes no difference: In future we take the s-neighbourhood of our sets to 
consist of tubes T as defined above. 
Theorem 11 (Maximal function implies Hausdorif dimension). Assume 
that an estimate 	 C6fM,1 holds. Then curved Kakeya sets (corre- 
sponding to phase functions of the form (2.5)) have Hausdorff dimension at least 
n — pc. 
Proof: The assumption means that 
A 
 ) 
for all A c R" of finite measure, and A E (0, 1]. Let E be the curved Kakeya 
set. Recalling the definition on page 11, we have to show that 7t9 (E) > 0 for all 
s < n - pot. So let E c U U. where the U. are sets with diameter less than 1. 
We must show that E  (diam U)3 is bounded below. To do this, we shall classify 
the U2 dyadically, and for each of the curves in E find a scale that is covering 
a large proportion of it, then find a single scale that is covering most of a large 




where the notation r 	means that 	< r < 2—(k-1) -' 	For each y E JThl 
find w, such that E E. By (2.5) each curve may be parametrised as 
{x (t) : t E [-1, 1]} where t is the height. Now UEk = E so for each y we can 
find a k such that 
{tE [-1,1]: x(t) eEk } > 
where c = 12/n2, since the union of these sets over all k is just [-1, 1]. Then by 
similar reasoning, find a fixed K so that K = k for all y belonging to some set 
ci c W' of measure at least c/K 2. Now define 
EK= U B2 
i:diam 
where Bi is some ball with centre in U, and radius 2 diam U2. By elementary 
properties of balls, EK is a thickened piece of E; more precisely, EK includes a 
29 
ball of radius 2-K  centred at each point of EK. So for a set of t of measure at 




This is where the proof in [42] uses straight lines—here we use the fact that t is 
the height. 
We apply Kto f := 	with ö = 
2—K obtaining 
> c/K} > > C 
K2  
But by the restricted weak type estimate we also have 







Also J EK J < C2 	#{i : diam U 	2-'}, so combining these and rearranging 
gives 
#{i : diamU 2_Ky > CK _2P(1+1/q)K(n_Pc) 
Finally, 
(diam Uj)s > #{i : diamU, r 
> CK _2P(1+1/q)K(n_)_ 
> constant 
because s <n - pc. So dim(E) > n - pc. 
This shows that the best possible II - Lq bound (see Figure 1.3) would imply 
that the sets have dimension at least p, and in particular an L n  bound shows they 
have full dimension. But of course this is not true for all curves as Bourgain's 
work showed, so we ask the following: 
Question 2. For which families of curves do the associated sets have full dimen-
sion? For other curves) what is the best lower bound? 
The reader will have noticed that we proved Theorems 8 and 11 only for 1C 
and not .A/ Both are still true in the latter case: For Theorem 11 this requires 
only a minor modification of the proof, but Theorem 8 requires that we modify the 
phase in the Theorem as well. This is because the relationship between Kakeya 
and Nikodym phenomena in the curved case is a little more complicated. 
all 
For straight lines we noted that the transformation (x', x) -+ (x'/x, 1/x) 
mapped straight lines to straight lines but exchanged the roles of position and 
direction. However, we are now considering curves of the form 
{ () - 	
) :tE[_11]} 
with as in (2.5), which get mapped to 
{ 
(sw - S Vv(i/sY)) :s 
 
It is easy to check that such curves correspond to phases of the form y(x, y) = 
Xn 
	• y + (1/x,, y) in Theorem 8. If is linear in the first variable, then we 
have roughly what we found for the Bochner-Riesz problem for paraboloids on 
page 22. So it appears that a Kakeya problem for one type of curve might in 
fact correspond to a Nikodym problem for a different but related type of curve, 
with straight lines being a special case where the types coincide. We shall see 
this more concretely in the next section, where we confine our attention to a very 
simple class of phases. 
2.4 Simple curves and phases 
Notice that in both of Bourgain's theorems the bad behaviour is caused by the 
presence of non-linear terms in x in the phase function. For this reason, we 
have chosen to focus our work almost entirely on a very simple class of quadratic 
phases: those of the form 
(x, y) := x' • y + xy'Ay + xyTBy 	 (2.6) 
where x E R,y E R 	and A and B are (n - 1) x (n - 1) symmetric matrices 
over R. Then (2.1) clearly holds, and (2.2) requires that det A 0 and in fact 
det(A + 2xB) 0 	 (2.2') 
throughout the support of the cutoff a, which we assume to mean Xn E [-1, 11. 
Although very simple, these phases are general enough to exhibit many kinds 
of behaviour. With B = 0 we have the Restriction problem, while taking A = 
( 	), B = ( 3)  gives the worst case example of Theorem 5. More interestingly 
still, the Generic Failure criterion of Theorem 6 has the simple form 
B is not a multiple of A. 	 (2.4') 
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We should note that if (2.4') does not hold, then in fact we are back in the 
Restriction case, since if B = AA  we may apply the diffeomorphism 
(x', x(1 + )x)) H- (x', x) 
and obtain B = 0. 
Also, by applying linear maps to x and/or y in the phase, we see that the 
oscillatory integral problem is invariant under congruence of the matrices. Since 
they are symmetric, we may assume that one of them is diagonal, or even has 
only 0 and ±1 on the diagonal. This is of limited help, but in the special case 
where one of A, B is positive-definite we are able to simultaneously diagonalise. 
This will enable us to perform certain computations that seem intractable in the 
general case. 
The simple curves have the form 
F(w) = 	2tAy - 2t2BY) : t C [-1, i]} 	(2.7) 
t 
for the Kakeya problem. Now y and w range over 	so we may multiply either 
of them by an invertible matrix, and of course we can use invertible transforma-
tions of R' applied to all the curves as well. This allows us, if it is convenient, 
to replace A by I and B by either A'B or BA'. Note however that neither of 
these matrices is necessarily symmetric, nor is B assumed to be invertible. By a 
further transformation (jossibly over C) we may assume that A = I and that B 
is in Jordan normal form. 
The proof of Theorem 6 is easier for quadratic phases since we do not have to 
take account of higher order terms, and in fact this allows us to obtain a slightly 
better lower bound for q. 
Theorem 12 (Theorem 6 for quadratic phases). In dimension three, if ço 
is of the form (2.6) with B not a multiple of A, then TN cannot be bounded 
into 	with constant N 	(even from L°°) unless q > 	> 3. If additionally 
tr(A'B) = 0, then this cannot hold unless q > . 
Proof: It is enough to show that we can choose suitable w = w(y) to produce a 
set of curves that is too small. We will use a linear function: w = Wy. We claim 
that it is enough to make the determinant of the map y i- x' := Wy-2tAy-2t2By 
of order Itim for small t, where m = n = 3 in the first case, and m = 4 in the 
second. 
Fix t E [_8h/m, 5i/rn] so that the determinant is at most 6. Then if y ranges 
over the ball in R' of radius 1, we find that x" ranges over a set of measure at 
most 6, and we are interested in the size of the 6-neighbourhood of this. Now 
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since the eigenvalues of the map are bounded, no side of the set can be larger 
than jyj < 1, but having all sides this large would exceed the maximum permitted 
volume. So the worst case has n - 2 sides of length 1 and one thin side of length 
8 so that the volume does not exceed that permitted by the determinant. 
Hence the largest possible neighbourhood is of measure J. Now allowing x, 
to vary over the interval [_61/m , 611 gives us that the union E of these tubes of 
length 61/m  has measure at most 61+1/rn, 
If the bound for TN did hold, then by Theorem 8, IC6 would satisfy 
J]lE(y) > All < 
CE 1/rS-2(n/r_1) 
for all sets E and all .\ > 0, where r = 	Taking E to be the set above, and 
= 61 ' we find that the left hand side is a constant. 
Hence EpIr > 62(n/r_1)+h/m which implies that 1 + 1/rn < 2n - 2r + r/rn. 
Rearranging gives r < 2fl_i_//rn This is indeed less than the optimal r = n when 
m> m— 1. In dimension three with m = 3 we have r < 14/5 and hence q> 28/9, 
while if m = 4 this improves to r < 19/7 and q > 19/6. This proves the claim. 
So we must consider when the above condition on the determinant is satisfied. 
It is only here that we restrict to n = 3, because the calculation is more difficult 
for higher dimensions. By multiplying through by A 1 , we may take A to be 
the identity, with B no longer necessarily symmetric. We require det(W - 2t1 - 
2t2 B) = O(tm). Using the multilinearity of the determinant this becomes 
det W - 2t tr T'V + 2t2 (2— (w11b22 - w21b12 +w22b11 - w12b21)) +4t3  tr B + 4t4 det B. 
Hence we need to satisfy the following equations for W: 
det W = 0 
trW = 0 
w11b22 + w22b11 = w21b12 + w12b21 + 2. 
Clearly we could not solve these if B was a multiple of the identity. But if not, 
we can proceed as follows. The first two give w22 = — w11 and w12w21 = —w?i. If 
b21 	0 then a solution is 14/ = ( 	). A similar solution exists if b12 	0. 
Finally, if both are 0 take 
/ 2 	2 
TVIVT 
= ( 
b22 —b11 	b22 —b11 
\b22 —b11 	b22 —b11 
Finally note that if we also have tr B = 0 then we are able to take m = 4 rather 
than 3, giving the improvement stated. This completes the proof. 	LI 
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To close this chapter, we consider how these simple phases and curves behave 
under the transformation (x", x) '-* (x'/x, 1/x), which as we previously saw, 
preserves straight lines but interchanges the roles of position and direction. The 
phase of the form (2.6) becomes 
(x, y) = 	y + yTAy + YTBY 
xn xn  
and the associated curves become 
(tw - 2Ay - By 
t 
This curve is a hyperbola, whose direction for large t is determined by w and 
whose position depends on y. So a set that for each y includes one of these curves 
for some w may be thought of as a Nikodym set of hyperbolas. 
We can, of course, ask Kakeya questions about hyperbolas and equivalently 
Nikodym questions about parabolas. Although in terms of the curves this is 
merely swapping y and w, it corresponds to completely different phase functions 
in the oscillatory integrals. These phases have the property that the set 
{x': vp(x, y) = w} = {y - 2xAw - 2x,Bw} 
for the Nikodym question about parabolas, or 
{x' : 	(x, y) = w} = {xnY - 2Aw - Bw 
xn I 
for the Kakeya problem with hyperbolas. These two are equivalent and the two 
phases related via the usual transformation. Solving these equations we obtain 
the phases 





AX, y)= xyT(A+ 1 
	
1yT 
_B y— - A+ 
1  
—B) x' 	(2.9) 
x 1 2 	 / 
respectively. Later on we shall see that for certain matrices A, B, these phases 
behave better than their simpler-looking counterparts defined earlier. 
2.5 Summary 
Let us pause to summarise the background material presented so far, and to 
outline the structure of the rest of the thesis. 
In these two chapters we have seen several instances of a chain of implica-
tions, namely that oscillatory integral estimates imply estimates for maximal 
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functions, which imply lower bounds for the Hausdorif dimension, and in turn 
for the Minkowski dimension, of related sets. For the classical Restriction and 
Bochner-Riesz problems, the maximal functions and sets involved straight lines, 
while for the more general oscillatory integrals studied by Hörmander, curves 
arose. The phase function in the integral determined the shape of the curves 
appearing in the maximal functions and sets: Precisely, a phase gives rise to 
curves {x: vp(x, y) = w}. 
We have also seen how the transformation (x, x') F- (x'/x, 1/x) gives rise to 
equivalent problems that look geometrically different. Straight lines are preserved 
under this transformation, while parabolas become hyperbolas and vice versa. 
Also, the roles of "position" and "direction" are roughly interchanged, so that 
a Kakeya-type problem becomes a Nikodym-type problem. This information is 
summarised in Figure 2.2. Note that in the Figure, our use of the notations y 
and w has been kept consistent: The maximal function is always a function of 
y, and our sets always include a curve for each y (with w = w(y)). The problem 
is described as "Kakeya-type" if y governs the direction of the curve and w the 
position, and "Nikodym-type" if the reverse is true. However, in the rest of the 
thesis, we shall prefer to always use parabolas F(w) of the form (2.7), and denote 
the argument of the Nikodym maximal function by w as we originally defined it 
on page 12. 
We have also seen (Theorem 12) that the results hoped for in the straight line 
case cannot be true for curves in general, even where W is merely quadratic rather 
than linear in x. So our intention is to find out what properties of cause good 
or bad behaviour, by attempting to apply the techniques used in the straight line 
case to curves. 
First of all we check that the questions about dimension are sensible, by 
showing that the sets under consideration can indeed have zero measure. 
Then in Chapter 4 we obtain the easiest and broadest result: an LP bound 
for the maximal function for every family of curves. We also discuss the case 
= 2, and the geometric meaning of the basic assumptions on cp. 
Then we turn our attention to the bounds that are achieved by geometric 
methods. Using a method due to Katz, we succeed in proving a lower bound 
of 	for the dimension of Nikodym sets of parabolas with BA-'B = 0, and 
discuss the difficulty of achieving this for other curves. We also attempt to apply 
the approaches of Wolff and Bourgain to the curved case, and show where the 
methods break down. 
Finally in Chapter 6 we consider the newer arithmetic methods of Bourgain, 
Katz and Tao. These give rise to combinatorial problems which we can only 
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Figure 2.2: Relationships between Oscillatory integrals and Kakeya f14 
Nikodym problems for parabolas and hyperbolas 
partially solve. We obtain bounds for the same Nikodym sets as in Chapter 5, 
and for certain Kakeya sets, which greatly exceed 	in high dimensions. 
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Chapter 3 
Sets can have measure zero 
It's OK to divide by zero, provided it's on a set of zero measure. 
Tony Carbery 
3.1 Introduction 
The bulk of this thesis is devoted to the largeness of curved Kakeya sets, in terms 
of their dimension. But before considering that, we ought to check that such sets 
can be small enough for the question of their dimension to become interesting—
that is, do there exist examples with (Lebesgue) measure zero? 
In this chapter we show that the answer is yes for both the Kakeya- and 
Nikodym-type sets under consideration. In fact, our result will be a quite general 
one showing that every small enough family of smooth curves or surfaces can 
be made to lie in a null set provided that one is free to control enough of the 
parameters. There are several reasons for adopting this more general approach. 
. It allows us to obtain the Kakeya and Nikodym results together. 
. We do not have to use special properties of the phase function so we are 
not restricted to quadratic, nor polynomial, phases. 
Unlike in the straight line case, it is not enough solely to prove the existence 
of such sets in the plane, at least not for general curves. This is because a 
cylinder produced from a curved Kakeya set in the plane need not include 
all the curves we want in higher dimensions. For the particular parabolas 
we are looking at, it happens to work in certain circumstances as proved 
below, but this is more of an algebraic accident. 
The traditional proofs used in the straight line case do not generalise readily 
to curves. Those that involve cutting up a simple shape and moving the 
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pieces, while very appealing, look unlikely for parabolas and hopeless in 
general. Kahane's approach via the Cantor set also seems difficult because 
of the non-linearities involved. 
We now briefly show why Kakeya sets of certain parabolas are easier than general 
curves: 
Proposition 13. Given a Kakeya set of curves of the form (2.7) where the matrix 
A'B has at least one real eigenvalue, we can apply a diffeomorphism so that the 
resulting set has a projection consisting only of straight lines. 
Proof: As discussed previously (page 32) we may replace A by I and B by A-' B. 
Also, the question of the measure of these sets is invariant under similarity. Now 
a matrix with a real eigenvalue ) is similar over the reals to a matrix whose 
last row consists of zeroes except for the diagonal entry, which is A. With the 
matrix in this form, the n — ith component of the curves in question is Wn_1 — 
2ty_1  — 2)t2 y_1  while the nth component is just t as always. Applying the 
transformation t + )t2 i— t, which is a diffeomorphism on It I < 1 by Hörmander's 
condition (2.2') on page 31, straightens out the projection of the curves onto the 
x-plane. 	 Lii 
Hence the straight line results are enough to show measure zero for very special 
curved Kakeya sets, but if all the eigenvalues are complex, or indeed if the curves 
are of a more complicated form, then we must find some other way to proceed. 
So, how can we prove a Kakeya or Nikodym result for general curves? The 
main idea is due to Sawyer [30], who showed the following: 
Theorem 14. There is a function 'J on R such that whenever g is a real-valued 
Borel measurable function on (a subset of) R x R 1 with the property that y 
g(y,t) is C' for a. e. t, the set 
E f  := U{(x,t) ER x R 1 : x = g(y,t) — 
has measure zero. 
That is, a smooth one-parameter family of measurable hypersurfaces may be 
translated to lie in a null set. Moreover, the translations may be taken parallel 
to R and need not depend on g. 
For our purposes we need to generalise this to higher codimension, since curves 
of course have codimension n — 1. Also, we do not want to be restricted to using 
translations, since in the Nikodym case it is the directions we are allowed to 
vary while the positions are kept fixed. So we remove all distinction between 
"shape parameters" and "position parameters", simply denoting those that are 
"given" by y and those we are free to choose by w, in accordance with the usage 
in Figure 2.2. 
Consider d-dimensional objects of the following form 
(f(Ywt)) : E Rd} 
where f : RP >< Rq x R' -p  R' —d. So F(y, w) is a d-dimensional surface in R, and 
the family of them has p + q parameters in total. In the case above, f(y, w, t) = 
g(y,t) —w. 
Our aim is to show that under certain hypotheses, a null set may include a 
representative of every combination of the first p parameters provided that the 
remaining q parameters can be chosen to depend on them. That is, there exists 
a set of measure zero that includes a F(y, w(y)) for every y. In fact, this function 
of y will be the obvious generalisation of Sawyer's universal translation function 
,b, and will not depend on f. 
More precisely, our theorem is the following 
Theorem 15. There is a function ?/' : R -p Rq with the following property: Let 
f : RP x Rq x Rd ,V RTh_d where p <n - d < q and d < n. Suppose that f is 
measurable, that for fixed t the map (y, w) 	f(y, w, t) is C', that the Jacobian 
af always has full rank (namely n - d) and that both Jacobians are Lipschitz. 
Then the set 
E f := U F(y,(y)) 
yEIIV' 
has measure zero. 
The proof will have three parts. First, we define the universal transformation 
function 0, which will be the obvious higher dimensional analogue of that used 
by Sawyer. Then, we show that all of the slices through the set at fixed t have 
zero measure, which is where the conditions on the Jacobians are used. Finally 
we show that the whole set is measurable, using the C' condition. This allows us 
to apply Fubini's theorem to obtain the result. 
3.2 Definition of 'iL 
We begin with a few easily verified facts needed for the proof. 







where the a are integers, 0 < a, < n — 1 and infinitely many of the 
coefficients are non-zero. 
(ii) There are countably many numbers in (0, 1] that also have a finite factorial 
expansion. Call these numbers bad. 
All norms, whether of matrices or vectors, will denote the largest absolute value 
of the entries—this is merely to avoid keeping track of constants, since of course 
all norms on a finite dimensional space are equivalent. 
We shall use subscripts to denote the coefficients of the factorial expansions 
of the vectors y rather than their components. Thus for y e (0, I]v we can write 
Y = 	n=2 2nn in the natural way. 
Our aim is to construct a kind of "universal transformation function" '/ : W — 
Rq  by generalising the approach in [30]. The plan is that 0 will be a series similar 
to the factorial expansion of y, and we hope to make f(y, '/'(y), t) close to that 
value of f where the series for both of the first two arguments are truncated—a 
finite set of values. We choose the coefficients in the series to get rid of the main 
error term; it turns out that the coefficients therefore must correspond to the 
values ofSo we need to devise a sequence of q x p real matrices that is au) TY  
in some sense 'dense' and takes on arbitrarily large values, but does not grow too 
quickly. This is what we shall do now. 
For k > 3 set 
where the notation means a set of (k — 2)-tuples of those p-dimensional vectors 
that can form the first k — 2 coefficients in a factorial expansion. Let Qk be the 
set of all maps Dk —* [_ log log log k, log log log k]P,  that is, q x p matrices whose 
elements are bounded by log log log k. Next let {s}tk1  be a finite 1/k-dense 
subset of Qk,  meaning that 
1 
VsEok jV(y2yk_l)EDk s(y2,. . ,yk-1) — s(y2 ,. . . , y-i) < 
At this point it will be helpful to notice that Mk ''- (Ic log log log 
)Pq(k_1)!P,  by 
taking the number of possible matrices and raising it to the power of the number 
of arguments in the function. 
Next we define the sequence of maps to use as coefficients in the definition of 
. Call r E Q, an extension of S E Qk if 1 > k and for all (y2,. . . , yii) 	D1 
We 
we have r(y2,.. .,yii) = s(y2,...,yk_1). Set r2 	1 and for each n >3 choose 
r E Q,, so that for all k > 3 and 1 <j <mk there is an r that is an extension 
of 
Now for y E (0, 11 define b by 
00 
b(y) = 	r. (Y2, . ,Y.—I) 
yn 
n=2 
where each summand contains a matrix multiplication. Finally, extend 0 to all 
of W by periodicity. 
We shall need some continuity properties of 0. 
Lemma 16. Suppose that y and 9 have the same factorial expansion up to the 
Nth term (meaning YN,  N > 2). Then ly - 	i/N! and b(y) - 
C log log log N/N!. 
Proof: y - 	
YYI EOG 
n=N+1 !-i = 1/N!. Similarly 
00  (Y) — (V) 
m=N+1 
(n - 1) log log log n 
n! 
00 







C log log log N 	v— 
+C 	
n — 2 
n 
n=N+2 ( '
— C log log log N 
N! 
In particular, this shows that is continuous except at points where one of the 
components can also have a terminating factorial expansion. At such points there 
is left continuity in the "bad components" and the right limits exist. 
3.3 Slices have measure zero 
We now need to show that for suitable values of n, d, p, q this 0 has the property 
claimed, that is, the set 
Ef  := 
has measure zero. In this section we show that almost all of the slices through 
the set at fixed t have measure zero; since t is fixed we suppress it and just prove 
the following: 
Lemma 17. Let f:W 	 withp<n—d<q andd<n. Then iff 
is C1 and 	always has highest possible rank (namely n — d) and both Jacobians aw 
off are Lipschitz, then the range of f(. ,(.)) is of measure zero. 
N log log log (N + 1)  
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These hypotheses are very natural: d < n is merely to avoid trying to pack 
n-dimensional objects in R, and the other inequalities mean that we should not 
try to include too large a family of surfaces, and we must be free to choose many 
of the parameters. The condition about the rank simply says that the surface 
must actually depend on the parameters that we are free to vary. 
Proof: By periodicity it is enough to consider only (0, 1]P. For a vector y and 
natural number k write 
k—i 
(k) 	Yn 	 (k)() = 
	Tn(y2,. ,Yn—i) Yn . 
n m=2 	 =2  
Then for all natural numbers k and N we have 
f(y,(y)) = [f()) - f(y(N) , )) - 
	
(Y 
(k) (k)()) ( - 
3y 
] 
+ If (Y (N 	)) - f((N) 0 (N)()) 	
af  - I (k) , 0 (k)()) (0 (Y) - 
[Df 	 3f 	 1YN + 	(y 
k) , ,(k)()) + 
	
((k) O(k) 	. . YN_i)j aw 
1 y 
00 
+ 	[af(y(k) 	(k)()) + 	(k) 	(k)(y))r(y2 	, YN_i)] 
n=N+i 
+ 
=: 1(y) + 11(y) + 111(y) + IV(y) + V(y). 
The final term takes a very large, but finite, number of values, so our task is to 
show that the other terms are correspondingly extremely small. 
Let s > 0 be given. Using the hypothesis that f is C', choose k just large 
enough that the following hold: 
If both l y— gl <  
	
(k 1)! and 
w—LD < log log log k then [(Y'w) - 	<(k—l)! 'qf 
sand (y,w) -aw <• 
21  (y, w) <log log log k and 	(y, w) <log log log k. ay 
(iii)0,  1 (y, w) <log log log k where 	1 is a right inverse of the (n - d) x q 
matrix 	Here we are using the assumption that q > n - d. aw 
(iv) log log log k < E 
It is necessary to estimate k in terms of E. First note that conditions (ii) and 
(iv) do not play a role in this since these quantities are bounded independently 
of s. By the Lipschitz assumption (which is actually far stronger than needed) 
WE 
we see that (i) is a weak requirement on k, so we conclude that (iv) is sharp: 
log log log k 	
E and so certainly k 	1/E2. 
Next, find an 	within 1/k of the matrix _((1), (k)()). Then find 
N such that rN is an extension of s. We show that parts I—IV above are smaller 
than 
Part I is handled using the mean value theorem. The ith component of 1(y) 
is 
fZ(y 	)) - fi(y(N) 	
)) - 
	ft(y(k) , (k)()) 	- 
which, by the one-dimensional mean value theorem in the direction y - 
equals (7fi(, (y)) - 7f2(y(k) , (k)(y))) (y - (N)) for some 	[y(), y]. But 
then - 	< (k_1)! and (y) - 
(k)() < lo log k so that by applying N 
to this and all the other components we eventually get 
II works similarly, except that we end up with 
II(y) 	(y) 	
(N)() < C 
log log log N
(N— 1)! 
But note that N was chosen to make rN an extension of s, so that provided we 
ordered the sequence (rn ) sensibly, we have 
N EM, +j 
l<k 
Ck(k log log log )P(k_l)! 
By a wasteful application of our estimate for k, we then have log log log N < log 
So the estimate of C'j' for II follows. (This is the step for which we need 
the rather unlikely-looking triple log—in Sawyer's proof this issue does not arise, 
because there 21 = —I and so this term cancels with parts of III and IV.) aw 
For III, our choice of N gives us cancellation. 
III(y) <0 +
f((k) (k)()) YN 
- k 1 3w 	 N! 
< logloglogkN — 1 





00  MY) <_ 
n=N+i 
log log log k(1 + log log log n)(n - 1) 
n! 
CN log log log N 
logloglogk [ 
	(N+1)! 




Combining these estimates we see that 
(n — i)logloglogn 
n! 
N+2 	 J 
range (f(. ,(.))) c 	U Ball(z C log 1/ (N—i)! ) 
zErange(V) 
But V(y) depends only on Y2,. , YN-1, so range(V) has at most (N - i)!P ele-
ments. Hence 
range (f(. , 	))) < (N - 1)!P 
CE log 
((N - 1)!) 
n—d 
<C 
(E log i/e)Th_d 
- (N - 
which, since E is arbitrary, proves the result since p < n - d and d < n. 	El 
3.4 The whole set is measurable 
To conclude the proof of the theorem we must show that the entire set E f is 
measurable. Although this is hardly a surprising fact, the proof will unfortunately 
be rather technical. The main idea is that E f differs from a measurable set by a 
set of measure zero, and the difference is caused by the discontinuities of 0 at bad 
values of y. In Sawyer's case there were only countably many such values, but here 
in higher codimensions this is not true since y need only have one bad component 
to produce a discontinuity, so instead we must show that the difference set is null 
by showing that it may be included in a set of arbitrarily small measure. 
Lemma 18. Let f : RP x W' x Rd , Rn_d where p < n - d < q and d < n. 
Suppose that f is measurable, and is Ci  in (y, w) for all t. Then there exists a 
measurable set B and a null set E' such that 
E f c B  EfUE'. 
Proof: Write RP x R" = U=1 D where each D is open with compact closure. 
Let 
be the set of points near to the surface F(y, y)). Define 
0000 B U 	U B(y,n,k) 
n=1 k=2 yEQP 
so that a point belongs to B if and only if there are curves arbitrarily close to it 
whose "direction" y is from QP. Certainly E f c B, and B is a measurable set, 
so it remains to check that we have not included too much extra. Because f is 
continuous, the only extra points in B come from the discontinuities of 0. That 
is, we have added all surfaces of the form 
F(y, lim 
S 
where S c [p] and the notation -* means that we take right limits for those 
components in S and left limits otherwise. This gives a different surface only 
when the components in S are bad. (Recall that bad numbers are those that can 
have a terminating factorial expansion.) 
Let E8 denote the union of the extra curves obtained in this way when y3 is 
bad for all j E S. We must show that E5 is a null set. 
Clearly if S = [p] then since the set of bad numbers is countable, so is the 
set of bad vectors y, so E 1 is just a countable union of d-dimensional surfaces, 
which certainly has zero measure. 
If S is not the whole of [p] then there are uncountably many vectors y to 
consider, since the other components need not be bad. We shall show however 
that if we fatten the surfaces slightly, finitely many y will be sufficient to cover 
the rest. 
To simplify notation we do the case S = {1}; the modification for other sets 
will then be obvious. 
	
E{l}= U ~r,(Y,;, lim V)(Z) 	Y = (b, Y2) 	YP) some Y2, 	Yp G R 
bbad 	{1} 
Denote the sets on the right hand side by E{i} (b). There are countably many b, 
so it is enough to show that each E{l}(b) has zero measure. 
Suppose that we have another vector y = (b, 	. . , ) and that the com- 
ponents of y and 9 have the same factorial expansion up to the Nth term. By 
Lemma 16 we have 




Restricting to a bounded set we then have 
f(y, urn 0 (z),t) - f(y, lim(z),t) 	
C log log log N 
I N! 
because the derivatives of f are continuous and therefore bounded on bounded 
sets. Since y is bounded, counting the number of possibilities for the first N terms 
of its expansion we find that E{l}(b) is included in at most (N - 1)!P-Os sets of 
the form 
{ 
(X, t) RTh_d x Rd: f(y, lim 0 (Z), t) - 
S 
which gives 
< (C log log log  N\n_d 
- 	N! 	
) (N — 
< C log log log Nl)  
- 	N! 
C(log log log N)_d 
N17(N - l)!n_P+#s 
Hence, since n > p+ d and N is arbitrary, I E{,}  (b) 	0. By countable unions we 
can remove the restriction to a bounded set. The above formulae hold for more 
general sets S. So finally letting E' = Usc[]Es we have JE'j = 0 and B c E f UE' 
as required. 	 11 
3.5 Discussion 
These lemmas together with Fubini's theorem complete the proof of Theorem 15. 
We remark that our hypotheses are stronger than needed: Those only needed in 
Lemma 17 could be restricted to a.e. t, and the hypotheses of C' for every t in 
Lemma 18 could be weakened to a Lipschitz condition. The Lipschitz condition 
on the Jacobians was only used to show that condition (iv) on page 42 is more 
stringent than (i): this would still hold with a weaker condition on the modulus 
of continuity of the Jacobians. In fact, we can do without any such condition if 
we sacrifice the universality of l' and allow it to depend on the rate of growth of 
the derivatives of f. But since it is not known how much smoothness is really 
required (although some is needed as Sawyer shows) we do not pursue this here, 
preferring to keep the hypotheses simple. 
The theorem is certainly sufficient for our purposes. If our phase function 
y is of the form (x, y) = 	y + 	y), then the curves we must consider, 
namely the solutions of = w, have the required form for the theorem, with 
f(y,w,t) := w - v(t,y). The hypotheses are all satisfied, since our phases are 
assumed to be infinitely smooth, and here d 1 and p = q = n - 1. Similarly the 
corresponding Nikodyrn-type problems give f(y, w, t) := tw - t v(1/t, y) which 
again satisfies the hypotheses, since we still have smoothness apart from at t = 0, 
but this value is excluded from our definition of the Nikodym set. 
Corollary 19. Curved Kakeya or Nikodym sets in all dimensions can have mea-
sure zero. 
This was our main aim. But in fact our theorem sheds some light on other 
known results on curve-packing. For example, a null set in the plane can be 
constructed so as to include a circle of every radius (Besicovitch and Rado, Kinney 
1968), but if a set has a circle centred at every point in the plane then it must have 
positive measure (Bourgain 1986, Marstrand 1987). However, with circles centred 
at all points on a curve the set can still be null (Talagrand 1980). These examples 
illustrate the numerology of the theorem and suggest that the conditions on the 
parameters might in fact be necessary as well as sufficient. Higher dimensional 
examples include the k-plane problem: A set in R3 that includes a plane in every 
direction must have positive measure (Marstrand 1979, Falconer 1980)—what can 
be said about packing k-planes in RTh? This problem has been studied by Falconer, 
Bourgain and others but remains unsolved. If the numerology of Theorem 15 was 
found to be sharp, then k-planes could be packed into a null set only when k = 1. 




This is where all the depth lies, and as you will see, it is trivial. 
Tony Carbery 
4.1 The plane case 
The earliest result on the dimension of Kakeya sets was that of Davies [13], who 
in 1971 showed that plane Kakeya sets must have dimension two. His proof used 
point-line duality, but in the same year Córdoba [12] proved the result for the 
Nikodym maximal function using an appealing geometric argument. The main 
idea was that if two 1 x 6 rectangles have centres separated by d, then the area 
of their intersection is at most C6/d. This simple observation is true for curved 
tubes also, and its higher-dimensional version will be proved in the next section. 
However, in the plane the curved case really reduces to the case of straight 
lines. In fact, when n = 2 our matrices A and B are simply numbers, so we 
cannot help but have B a multiple of A, and as shown on page 32 this reduces 
by a change of variable to the straight line case. 
Of course, if we allow higher order terms in the phase function, then the 
reduction is not so simple. However, Tao has shown [38] that all Hörmander-
type oscillatory integral problems in two dimensions can be reduced to the two 
dimensional Restriction problem. Therefore the curved case becomes interesting 
only in dimensions - three and above. 
4.2 The bound n1 
The L12 1 bound for the Nikodym maximal function for straight lines was first 
proved in 1986 by Christ, Duoandikoetxea and Rubio de Francia [11] using Fourier 
transform methods. Since then, more geometric proofs have been given. One of 
these, appropriate for the set dimension question, holds the beginning of the 
arithmetic methods which we look at in Chapter 6. Here however, we use the 
"bush argument" of Bourgain [2], in which the main idea is the estimate for the 
size of the intersection of two different tubes. 
First we look at the way curved tubes can intersect, and prove the L 	bound 
for all of the curves we have been considering. We then show geometrically why 
the non-degeneracy criterion (2.2) is crucial, by providing a counterexample to the 
maximal function result if it is not assumed. We also prove the slightly curious 
fact that even without non-degeneracy, the Minkowski result still holds. 
4.2.1 Maximal function result for non-degenerate curves 
We begin with the promised lemma on intersection. Describe two tubes T(w) 
and TD) as d-separated if ly - 91 > d (when considering the Kakeya problem) 
or if I w - .D I > d (when considering the Nikodym problem). 
Lemma 20. Assuming (2.2), there is a constant C depending only on A and B 
such that if two d-separated 6-tubes meet, then the diameter of their intersection 
is at most C8/d. 
Proof: By the linearity of (2.7) in y and w it is enough to show that if F(w) 
and F0 (0) are d-separated and meet at height to, then I w - 2tAy - 2t
2  By I > 26 for 
all t that are at least C6/d away from to. The fact that the curves meet means 
that w = 2to Ay + 2t2 By. 
(i) Suppose that jyj > d. 
w - 2tAy - 2t2 By = 2t0 - t (A + (t0 + t)B)y 
> 2to - t1jyj min{A : A an eigenvalue of A + (t0 + t)B} 
> 2t0 - tdmin{A : A an eigenvalue of A + 2sB, s E [-1, 1]} 
Now we know from (2.2) that det(A'+ 2sB) 	0 for all s E [-1, 1]. We 
claim that for all s there exist &j,> 0, 8 > 0 such that whenever t is within 
6 of s the eigenvalues of A + tB are all at least e in modulus. This is 
true because a small variation in t corresponds to a small variation in the 
coefficients of the characteristic polynomial of A + tB. In fact since A and 
B are symmetric the eigenvalues remain real as t is varied, so the size of 
the smallest eigenvalue is even a continuous function. 
Then by an obvious compactness argument the minimum occurring above 
is non-zero, and we let C be its reciprocal to obtain Iw - 2tAy - 2t2 By > 26 
whenever Ito - tj > 	, as required. 
(ii) Suppose that Iw I > d. Then since w = 2to Ay + 2t2 By and the eigenvalues 
of this matrix are bounded above, it follows that Jyj > cd. So the result 
follows from the first part. 
We are now able to prove the L~121 bound for JC and .N5. 
Theorem 21. Assuming (2.2), the curved Kakeya maximal function KÔ satisfies 
(4.1) 
for l<p< ' 	and l<q<(n-1)p'. 








{y : JlE(y) > A} 	
6'A) 	= 
where 11E is the characteristic function of the set E. So let E c W' and A be 
given and denote the set on the left hand side by ft Pick a maximal d-separated 
subset {y}1 C , where we choose d = 	 By maximality, Md' 





1.(X) dx= 1: ITj flE > 
j=1 	 j=1 
and so there exists a point x E E belonging to at least 	of the T3s. By the 
Lemma, the sets T \ Ball(x, C6/6) for these j are disjoint. Hence 










- IEI 1 
Rearranging this and putting in our lower bound for M gives '2' < 1E12 as I I 	5n-1)n+1 
required. 	 LI 
The theorem and its proof for Arj are exactly analogous. So the so-called "triv-
ial bound" holds for all curves of the form (2.7), for both Kakeya and Nikodym 
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maximal functions. In particular, it is true for the "worst case" example of Bour-
gain. That example had n = 3, A = () and B = (u), which gives curves of 
the form 
(wi - 2ty2 - 2t2yi 
w2 -2ty1  
t 
If we choose wi = 0, w2 = -2Y2 then we see that each curve lies in the surface 
= x2x3. So the Kakeya set has dimension two, and for this A, B the trivial 
bound is in fact best possible. 
This suggests that n11  for the set dimension and maximal function ought to 
correspond to the exponent q = 2(n±1) in Hörmander's conjecture, since this is 
the result that is known to be true for all phases and cannot be improved for 
Bourgain's example. However, the implication proved in Theorem 8 is weaker; 
one feels that the factor of two in the power of 6 we obtained should not be there. 
4.2.2 Failure for degenerate curves 
The proof of the trivial bound also reveals the reason for the non-degeneracy 
criteria (2.2), (2.2'). Suppose that the latter does not hold, so that det(A + 
2to B) = 0 for some to C [-1, 1]. Then there exists y 0 with (A + 2to B)y = 0. 
This means that the curves F0(0) (which is just the x-axis) and F(0) meet 
at x,., = 0 and again at x, = 2t0. This might or might not lie in the range 
E [-1, 1]. Furthermore, the tangent to the curve F(w) at height t is given 
(a) Proper Intersection 
	
(b) Tangential Intersection 
Figure 4.1: The intersection of two curved tubes 
by (_2(A±2tB)Y),  and so at the height x = to E [-1, 1] the tangent to F(w) is 
vertical, as is that of Fo (0). So without non-degeneracy, several curves in different 
directions and with different centre points w may meet and share a tangent. This 
is bad, because the key point in the proof of the trivial bound was Lemma 20, 
which relied on the tubes intersecting "properly" as in Figure 4.1(a). 
Let U = {y: (A + 2toB)y =01 and write r = dim U > 1. 
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Theorem 22. If the non-degeneracy criterion (2.2) fails, then K,s cannot be boun- 
ded from LTh+ 	 -- i(Rn) to L 1(IB') with any constant less than 6-1'd. In 
particular (4.1) fails for p= !± 
Proof: We expect, considering where the proof of the previous section breaks 
down, that we shall get a counterexample by making many tubes meet at the bad 
point. So pick a maximal 5-separated subset {Yj}i C 
n-1  and let T = T (wi) Yj 
where wj = 2t0 Ay -I-2tBy so that all tubes pass through the point (0,. . . , 0, to). 
Note also that M 
Again we study how the tubes intersect. Given y, write y3 = y + yjL with 
C U, y - e U-'-. Then the distance of the curve F3 from the x-axis at height t 
is given by 
w - 2tAy3 - 2t2 By = 2to Ay3 + 2t By - 2tAy3 - 2t2 By 
= 2t0 - tj JA(Y 9+ y) + (t0 + t)B(y +y 
= 2t0 - t (A+ (t0  +t)B)y± - (to - t)By 
- tA +B)Iy±  + 2t0 - t 2 By91 . 
Now this is at most 6 if both Ito - tj < 6/y and Ito - t 	 To put 
this another way, T includes a 8-tube along the x-axis of length L provided that 
6/L and I yjO I < 6/L2. 
Choose L = j 	which is between 6 and 1. Then the 6-tube along the axis 
centre (0,. . . , 0, to) and length L is included in at least 
(6/L2),,(6/L)m_1_r - 	1  
6n-1 	- Lr+n-1 
of the tubes (that is, virtually all of them). So we can then estimate 
(6n_1L(6_(n_1))
Tj 	
n+1  )+ 
j=1 
= 6 2 1' ( M6Th 1)T 
which, using Lemma 10, proves the theorem. 	 LEI 
4.2.3 Minkowski result for any curves 
Although the maximal function behaves differently for sets not satisfying the non-
degeneracy criterion, the Hausdorif and Minkowski dimensions do not. This is 
intuitively clear, since a Kakeya set of degenerate curves includes a set of non-
degenerate ones by simply removing a slice around the "bad" height. Shifting 
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and scaling part of what remains so that it lies in the region x, E [-1, 1] gives a 
set of curves that falls within the scope of Theorem 21. So this subset, and hence 
the whole set, of the original curves has Minkowski and Hausdorif dimension at 
least 
It is worth looking at a direct proof of this fact however, because it gives 
greater insight into the extra information encoded in the maximal function. To 
prove the trivial bound for the maximal function we needed Lemma 20 which 
gave a quantitative relation between the separation of tubes and the diameter of 
their intersection. For the Minkowski dimension version, however, we need only 
that the intersection of 6-separated tubes is at most a constant proportion of each 
tube—this is the idea that Tao has termed "shading" [23]. The weaker require-
ment means that we can deal with tangential intersections as in Figure 4.1(b) 
and with multiple intersections, so that we no longer need to assume the non-
degeneracy criterion (2.2'). 
Theorem 23. Curved Kakeya sets in W have Minkowski dimension at least 
(n + 1)/2, even if (2.2') is not satisfied. 
Proof: First we prove the following claim: There is a natural number k such 
that if the 6-tubes corresponding to k6-separated y's intersect at height to, then 
the tubes are disjoint over some fixed range of heights t. 
By linearity in y and w it is enough to show there exists k such that if F(w) 
meets F0(0) (the x-axis) at height to, then for some range of t independent of y 
and w we have 
w — 2t(A + tB)yJ >26. 
But we know that w = 2t0(A + to B), so this becomes 
2(t0 —t)(A+ (to +t)B)j >26 
over some range of t, subject to Jyj > kS. Let M be the matrix (t0 - t) (A + 
(to + t)B). We must show I My > 	But this just amounts to finding a range 
of t (possibly depending on t0) where the eigenvalues of M are bounded away 
from zero. This can certainly be done: Let qt > 0 be the minimum absolute 
value of the eigenvalues of A + (t0 + t)B, where t e (-1, 1) is not a solution of 
det (A + (t0 + t)B) = 0. The set of such solutions is finite. If the set It : 71t > 
had measure zero for all n, then the interval (-1, 1) would have zero measure 
also. So there is some set of t of positive measure where the eigenvalues are all 
bounded away from zero. This proves the claim. 
Now let E be a curved Kakeya set and let nbd5(E) denote its 6-neighbour-
hood. By the engulfing property (Lemma 7) we may assume that this consists of 
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at most C6' tubes whose directions are kJ-separated. Write M = 11 E I11T OO 
and let x0 = (x, t0) G RTh be a point where this is attained. By the claim, 
the tubes passing through this point are mutually disjoint over a non-null set of 
heights. Hence 
nbd(E)> U T > cM 1. 
Txo 
But also 
1 = 	ITI = fT < 	11T 
00 
1 UT = Mnbd5(E). 
So 
nbd5(E) > max {cM_1} > 
so that dim(E) > (n + 1)/2 as required. 	 El 
This result is rather curious, since it gives us an example where the maximal 
version of the conjecture is genuinely stronger than the Minkowski dimension. It 
shows that a Minkowski bound merely needs that different curves do not meet too 
often, whereas a maximal function bound requires that whenever they do meet, 




Oh, this is just a sheep in Wolff's clothing, or a Wolff in sheep's clothing, or mutton dressed 
as lamb or something like that! 
Tony Carbery 
5.1 Introduction 
In this chapter we consider the use of geometric techniques in proving non-trivial 
results about curves. Such techniques have a long history in the straight line 
case—indeed the earliest non-trivial result, namely the optimal bound for the 
Nikodym maximal function in two dimensions, was obtained by Córdoba using 
the geometric fact that two lines meet in a point. Later results of Bourgain 
and Wolff, and still more recently those of Katz, Laba and Tao, built on this 
work by grouping the lines into two-planes and using Córdoba's result plus more 
sophisticated techniques. 
With curves the situation is much more complicated. Although the two di-
mensional case, as we have seen, is no harder for curves, when we move into higher 
dimensions many things can happen. Curves cannot be grouped into planes in 
any natural way—the obvious analogue uses surfaces, but then there are many 
surfaces that pass through two given curves. As we shall see, the proofs by dif-
ferent authors for the straight line case each suggest a different definition of the 
surfaces. Matters are complicated further by the many ways that two surfaces can 
intersect: While a pair of planes in different directions must intersect properly in 
a line, two different surfaces might miss each other, or share a tangent plane at a 
point, or meet along a curve which might well not be one of the family of curves 
under consideration. 
With these things in mind it is hardly surprising that some of our attempts to 
modify the straight-line proofs will fail. However, we do have one small success: 
a result for the Nikodym maximal function implying the lower bound of 	for 
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Nikodym sets of a special class of parabolas. This result, which uses ideas due 
to Katz, will be proved first. We shall then go on to discuss the approaches of 
Bourgain and Wolff, explaining the possibilities and barriers in the curved case. 
5.2 Katz's approach 
Some time after Wolff's paper giving the 	bound, Katz [19] gave a new proof 
which seems more elementary, in that it isolates the geometry showing that the 
main fact is that a triangle lies in a plane, and the remainder of the argument is a 
simple (but clever) splitting up of the linearised maximal function into bounded 
pieces. 
This argument has been said to be no more than a reworking of Wolff's paper, 
but as we shall see, the situation with curves makes the two look very different. 
Our result is the following: 
Theorem 24. The Nikodym maximal function .N satisfies the bound 
C(log 1/8)a6 
where C and a are some positive numbers, provided that the curves under consid-
eration are parabolas with BA-'B = 0. 
By Theorem 11 this implies that the Nikodym sets of these curves have Haus-
dorff and Minkowski dimension at least 
The condition on the matrices A and B arises naturally in the proof as we 
shall see in Lemma 26. This class of curves seems to be particularly amenable 
to the proof methods that have been used in the straight line case, since further 
results for these curves will be obtained by the arithmetic methods in Chapter 6. 
We shall actually prove Theorem 24 for the linearised version of the Nikodym 
maximal function £.A/5—recall its definition from page 26: We have divided R 1  
into 8-cubes Q3  where j runs over J' fl 8Z 1. To each index j we have an 
associated curved tube T = T 3 (wi) where wj E Q3  and yj is arbitrary. Then 
£f(w) = 	Q.(w)f f(x)dx. 
Of course, we must seek bounds that are independent of the choice of the tubes. 
We shall also need to define related functions where the index set is specified: 
rAf(w) = 	Q3(W)f f(x)dx. 
jEA  
As in Wolff's approach, the main geometric object considered is the hairbrush: 
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Definition. Let A be a finite set of indices j E 8Z'. A hairbrush is a set THE ç  A 
such that there exists some curved 1 x 6 tube T that intersects all T with i E H. 
Note that the central tube T can be any curved tube of the family, not nec-
essarily one of those associated to some J. 
Much of the geometry of the situation is encoded in the behaviour of these 
hairbrushes, in the form of the following lemma: 
Lemma 25 (Hairbrush Lemma). If the curves are parabolas with BA-'B 0, 
then for all hairbrushes THE we have jA1 7 	C(log 1/8)'. 
The proof of this will involve surfaces, and will show why we are able to handle 
only a restricted class of curves. But given the lemma, we can prove the theorem 
just as in the straight line case, by splitting up the operator into many sums. 
Proof of Theorem 24: It is enough to prove a weak type estimate for £Af, 
since this implies strong type at the cost of an additional log [8, p.  48]. By the 
covering lemma (Lemma 10) the theorem is true if and only if 




f (11Tj (x)) 	dx < (log 
1/2-1)  (6 1#A) 
iEA 
f ( T(T)) ' dx < (log 
1/6)62 	#A 
iEA iTilTi iEA 
Denote the quantity appearing in the first sum by MA, that is 
MA(j) : 
	IT (T(x))dx. ' iEA 
We would like to subdivide this quantity into dyadic scales, by considering those 
i that are at distance between 2 and 2_(k+1)  from j. Note that by elementary 
properties of sequences of positive reals, the sum over k can then be pulled out of 
the integral. But what remains then depends only on pairs i, j with I i - j 	2. 
Let P be a cube in R' 1 of side 10 x 2. Note that this cube is larger than 
the cubes Q3 since 6 < 2. It then suffices, for every choice of P, to obtain the 
estimate 
1 r 
Mk (j):= 	 T (x))dx 
jEAflP 	 jEAflP 	 iEAflP 
(log 1/6)'6_ 
n-2 
2 _ 1 #(A n P) 
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and then sum over P and k. Both sums have only logarithmically many terms. 
The next stage is to find as many large hairbrushes in AflP as possible, where 
large means of cardinality at least N, to be chosen later. So, if there exists some 
curved tube T (of the form T(w) but not necessarily one of the T) such that 
there are at least N elements i E A fl P with T fl Ti 0, then call these elements 
H1. Then look for another large hairbrush in the remaining elements A fl P \ 1H11. 
Eventually there are no more hairbrushes, so call the remaining bad elements B. 
This constructs hairbrushes Hi,. .. , H each of cardinality at least N, and a bad 
set 18:=A\ (Hi U ... UIHI). Let 1HI:=Hi U ... UHm. 
Since the hairbrushes are disjoint sets of indices (although the tubes they 
correspond to may well not be), and An P has at most 2-k(n-1)6-(n-1)  elements, 
it follows that m < 2' 1)o (1)/N. 
Now split the sum into four pieces 
Mk (j) 	Mk, (j) +Mk,(j) +Mk,8(j) +Mk,(j) 





The first sum is estimated using the hairbrush lemma. For 
since each w gives only one non-zero term 
showing that 	 < Cm1/(log 1/ by Lemma 25. Then by the covering 
lemma we obtain 
Mk,n(j) (CmVTh(log 1/)#H. 
jEll 
For the second sum 
= 	1 -1 f ( 	 RTi W) dx jE1 	 jE1 	 iEIHI 
Ii-i 2 
< 	f 	T(X)dX) 
	
by Jensen 
jEB ITil 2iEH 
It-i 
(#)1( ITA 
f 	Tj (X)dX) 	 byllölder 
jEIB 	 i]HI 
Ii-iH2 
/ 











N821) 	since no large hairbrushes in 1H 
jEll 
= (#)' 	(#N62k) 
< (#AflP)(N62k). 





JtT(X)dX) 	 by Jensen 
iEB 
li-i 
IT, fl7) ' 
- 	iE1 
< ("i 





since no large hairbrushes in B. 
So the last three sums all give an estimate of #(A fl P)(N62k)T,  while the 
first, after putting in the upper bound for m, gives 
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We optimally choose N = 2 72 6 and add the four pieces to obtain 
Mk (j) <2_k22l) (log 1/)a6_2_1) #(A fl F) 
jEAflP 
which gives the result after summing over all P of side 2 and all k. 	LI 
This proof required no geometry other than the estimate for the diameter of 
the intersection of two tubes (Lemma 20) and that contained in the hairbrush 
lemma. In the straight line case, the proof of the latter reduces to the fact that 
a triangle lies in a plane, and moreover knowing two of the sides is enough to 
specify which plane it is. So before we go on to prove Lemma 25 we must study 
surfaces that are determined by two curves forming the sides of a "triangle". 
By the linearity of (2.7) in y and w, we may assume that one of the given 
curves is F0(0). Let the other be F 0 (w0) and assume that they meet at height 
to. The surface is the locus of those curves F() that meet the first at s and the 
second at u. Note that none of these three heights are equal, since the curves are 
never horizontal, and we must exclude the possibility of F(w) meeting the two 
given curves at their common point, since this would allow every curve to belong 
to the locus. This is made clearer by the following picture: 
F0(0) 	FY, (WO) 
Figure 5.1: Notation for a curved triangle 
Now we have the following equations: 
0 =wo -  2to Ayo - 2tByo 	(5.1) 
0 = w - 2sAy - 2s2By 	 (5.2) 
wo - 2uAyo - 2u2Byo = w - 2uAy - 2U 2  By 	 (5.3) 
Subtracting (5.2) from (5.3) we find that 
1 
(A + (s + u)B)'(wo - 2uAyo - 2u2Byo) 
= 2(s - u) 
which is well defined because s u and by (2.2'). Substitute into (5.2) to find w: 
W = 	(A+sB)(A+(s+u)B)1(wo - 2uAyo — 2u2Byo). 
s — u 
Me 
(5.1) has not been used yet, so we use it to eliminate w0: 
2s(to - u) 
w = 	(A + sB)(A + (s + u)B) 1 (A + (t0 + u)B)yo. 
s - u 
Finally substitute this y and w into (2.7) to obtain 
(2(s_t) (to _u) (A + (s + t)B) (A +(s + u)B) -'(A  + (to + u)B)Yo) =: (s, t, u) s—u 	
(5.4) 
as the parametrisation of the locus we are interested in. Note that if B = 0 then 
this reduces to the plane (n10)  as expected. 
However, in general we have three parameters (s, u, t) and so the locus is a 
three-dimensional object, not a surface at all. The following lemma determines 
when this is so. 
Lemma 26. The locus described by (5.4) is a surface if and only if either B is a 
multiple of A, or BA-'B = 0. 
Proof: We get a surface if and only if at every point the three tangent vectors 
TS_ , -6 t  , 	are coplanar. Because of the tin the last component of , this happens 
if and only if the two vectors consisting of the first n - 1 components of 	and as 
aE are parallel. These are 
2(to-u) [(s 
- t)(B - (A + (s + t)B)(A + (s + u)B)-'B) 
+ IU(A  + (s + t)B)] (A + (s + u)B)'(A + (t0 + u)B)yo 
and 
2(s-t) (A + (s + t)B) (A + (s + u)B)' 
to 	
(A + (t0 + u)B)+ 
(t0 - u)(B - B(A + (s + u)B)-'(A  + (t0 + u)B))] Yo. 
For all possible loci to be surfaces, we need this for all Yo,  so that in fact the 
matrices themselves must be "parallel", by which we mean that one is a scalar 
multiple of the other. Next we may rewrite the above, but ignore the initial 
(scalar) function of (s, t, u) and multiply on the left by (A + (s + u)B) (A + (s + 
t)B)' and on the right by (A + (t0 + u)B)'(A + (s + u)B). We thus require 
the following two expressions to be parallel: 
tu(A (s +u)B) + (s - t)(u - t)B(A + (s +t)B)'B 
(A + (s + u)B) + (t0 - u)(s - t0 )B(A + (to + u)B)-'B 
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This is true for all s, t, to, u provided that none of these coincide. So it is allowable 
to substitute t = 0 and u = s - to, which leads to scalar multiples of 
(A + (2s - to) B) - sto B(A + sB)'B 	 (5.5) 
	
(A + (2s - to) B) - t0 (2t0 - s)B(A + sB)'B. 	(5.6) 
Any linear combinations of these two expressions must also be parallel. In par-
ticular 
(5.5) - (5.6) = 2t0 (t0 - s)B(A + sB)'B 
(2t0 - s)(5.5) - s(5.6) = 2(t0 - s)(A + (2s - to ) B) 
Now the second of these is an invertible matrix. If B is also invertible, by rear-
ranging we find that B 11 A. If not, then we must have B(A + sB)'B = 0 for all 
s, and hence 	= 0 
These are necessary conditions. Clearly B a multiple of A is sufficient since 
(5.4) is just the plane ( n1Y0 ). In the other case, we know that (A + zB)' = 
- 	which makes all the matrices cancel down to give 
(r(A + (t0 + t)B)Yo) 	
(5.7) 
which is indeed a surface. 
We are now ready to prove the Hairbrush Lemma, and hence complete the 
proof of Theorem 24. 
Proof of Lemma 25: We have a set IHI of indices which forms a hairbrush with 
central tube T. By linearity assume that the central tube is T0(0). Denote the 
other tubes by T = T 3 (wi), where w j c Q3 and so 	j. We partition the set 
H in several ways. First, let Hk be the set of all those indices whose tubes meet 
T at "angle" 2_k;  that is, 
Hk:={iEH:yjH2_k }. 
For a fixed w, there can be only one k such that 121\/Hk (w) 4  0, so it is enough to 
prove LJVHk I I < C(log 1/ 	since there are only logarithmically many k. Then 
by the arguments used previously, this bound is true if and only if 
MHk (i) <C(log1/6)#Hk . 
iEHk 
For fixed j E Hk split up Hk into further sets Hj,k,1,m as follows: 
Hj,k,l,m := f  E Hk: Jyj - 	2_1 and dist(T fl I, Tj fl T) 	2l+m} .  
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Note that this set is empty unless I > k - 2. Now it is enough to show that 
MHjklm() <  C(log 1/S), because 
MHk  (i) :; 	 MHi1  (?) 
jEHk I m 
and there are only logarithmically many 1 and m and the sum over j introduces 
a factor #Hk . 
Next comes the geometric part of the argument. We need to show that 
#IH[j,k,I,m is not too big, which means that given the central tube T and an-
other fixed tube T : j E Hk there are few other tubes T, meeting these with 
all the correct "angles" and distances. In the straight line case this follows from 
simple consideration of similar triangles as in Figure 5.2. 
3 
T 
Figure 5.2: In the straight line case, by similar triangles we have I i—j 
2' and dist(i, line) < 2_(I+m) .  
In the curved case, the dotted line in the picture is instead the curve of intersec-
tion of the base plane x = 0 with the surface determined by T and T3 . Since 
we cannot appeal to similar triangles with curves, we state and prove our claim 
more formally: 
Claim. Let A and B satisfy BA-'B = 0. Suppose that we are given three curved 
tubes T = T0(0), T = T 3 (w3 ) and T = T. (w) with I yj, yi I E ) and 
yj - y, e (4- 4). Here 1 > k - 2 and all the powers of 2 that occur are greater 
than J. Suppose that T meets the axis at height t, T, meets it at t, and they 
meet each other at s, where 621+m < Is - 	< 	Then Iw j  - 	, and 
wi is at distance at most 	from the intersection of the surface (5.7) with the 
horizontal plane. 
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We have the following equations 
wj = 2t (A + tB)y 
wi = 2t(A + tB)y + s 
wi - 2s(A + sB)yi =wj -  2s(A + sB)y + ,q 
where s and i are errors dues to the thickness of the tubes, and are of order at 
most J. The first assertion is easy: 
Wi - Wi = 2s(A + sB)(y - yi) - 77 
Cyj - yj + 1771  
21  
For the second, begin by eliminating the ws: 
2(t - s) (A + (t + s)B)y + = 2(t - s) (A + (t + s)B)y + s 	(5.8) 
This can be rearranged to give yi in terms of y3. Then plug this back in to the 
2nd of our original equations to give 
2t (t3 - 
(A + tB)(A + (t + s)B)'(A + (t + s)B)y Wi= 
ti - 5 
	
ti 	
(A + tB)(A + (t + s)B)1( - s) + s 
+ ti - S 
- 2t(t - 
(A + tB)y + 	(I - sBA') ( - s) + s 
- 	ti — s 	 ti — s 
where we have used the fact that BA-1B = 0. Looking back at (5.7) we discover 
that the first term belongs to the intersection of the surface determined by the 
first two curves with the horizontal plane. So the distance we are interested in is 
at most the absolute value of the other two terms, so at most Iti+  6. Finally 
we just ensure that Iti - sl is comparable to Itj - s. From (5.8) using the usual 
argument about eigenvalues being bounded above and below, we get 
CIti - 52-k > 621+m2 k - 6 
t - 81 > c621+- - 62k 
provided that k - 1 + m is not too large. Since 1 > k - 2 this could happen 
only with 1 close to k and m small, in which case the claim is trivial anyway. So 
the distance of wi from the curve of intersection is at most 2(1+m)  and we have 
proved the claim. 
We can now complete the proof of the Hairbrush Lemma, and hence the whole 
Theorem. The claim tells us that 
#Hj,k,l,m < 2-'(2-(1+")) n-2 6Th—i. 
which we use as follows: 
MHjk i m () := 	IT, ( E 	nT, (X)) 
n1 I 
dx 
PEH3 ,k , t ,m 
1 
= 	
+m 11 J{xETj:dist(x,TjflT)2i 	( 	
T(X)) 	dx by defn. of Hj,k,1,m 
PEHj,k,i,m 




1T(x)) 	dx 	by Holder 
1 
TflT) - öni 
pEH, kim 
1 
by Lemma 20 
1 	
(62)'- 	2-1(2—('+m)) n-2 jn-16n 21 
n1i 	by the claim in— 
=1. 
Summing over all the index sets gives the result. 
The proof did not really require the whole locus of curves meeting two given 
ones to be a surface, but merely that the intersection of the locus with the hor-
izontal plane is a one-parameter curve. However, close examination of the proof 
of Lemma 26 shows that this still requires BA-'B = 0. 
In Chapter 7 we shall look more closely at the condition BA-'B = 0, and show 
that it is linked, surprisingly, with Bourgain's "Worst Case" theorem (Theorem 5). 
So we now have a non-trivial result for the Nikodym problem with parabolas, 
or equivalently for Kakeya with hyperbolas. It is natural to ask whether a similar 
result for the other two problems (recall the diagram of Figure 2.2) might hold. 
The answer is no. The difficulty lies in the proof of the claim on page 63. There 
we would have the same equations, but in our hypotheses and conclusions we 
would have to swap the roles of y and w. Instead of showing that wi is close to 
the surface, we would have to show that y, is close to a direction of a curve lying 
in the surface. This is undoubtedly true, since after all, the tube T by definition 
is one that meets both T and T3. However, the key point is not so much whether 
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the locus is a genuine surface rather than three-dimensional, but rather that the 
set of w, or in the Kakeya case y, in the surface is a one-parameter family. The 
following result shows why the Nikodym and Kakeya cases are clearly different. 
Proposition 27. Suppose that the curve F(w) is included in the locus (5.4). 
Then 
The point w must belong to a family described by only one parameter if and 
only if B 11 A or BA-'B = 0, in which cases w = r(A + toB)yo for some r. 
The direction y must belong to a family described by only one parameter if 
and only if we have the trivial case B 11 A. 
Proof: From 
2(s - t)(to - u) 
w-2t(A+tB)y = 	 (A+(s+t)B) (A+(s+u)B) 1 (A+(to+u)B)yo 
s — u 
we obtain 
23 (to  _u)(A + sB)(A + (s + u)B)-'(A + (to + u)B)yo 
= 2(t—u) (A + (s + u)B)-'(A + (to + u)B)yo 
where for a fixed curve .s and u will depend on t. However, we are considering 
the sets of all such y and w, so we allow s and u to vary. We also require the 
property for all Yo  and to. 
To show that the locus of all w is a curve we require that the derivatives with 
respect to s and u are always parallel. We have calculated these already 
in the proof of Lemma 26, and the conclusion there leads to that claimed 
above. 
For y, the two derivatives are 
s 	
u (A + (s + u)B)' 
[to 	
(A + (to + u)B) 
+ (t0 - u)B (I - (A + (s + u)B) -'(A + (t0 + u)B))] 
to - 5 
(A + (s + u)B)1 [ - B(A + (s + 
s — u 
- suI] 	(to + 
Ignoring scalar functions and multiplying by invertible matrices on the right 
and left, we thus require the following two expressions to be parallel: 
A + (s + u)B - (t0 - u)(s - u)B(A + (to + u)B) -'B 
A+2uB 
Setting u = —to and subtracting gives 
(s + to)BA [A - 2t0 B] 11 A - 2t0 B 
and since A - 2t0 B is invertible by (2.2'), BA' 111. Hence B is a (possibly 
zero) multiple of A. 
In order to convince ourselves, we check that if BA-1B = 0, then y is given by 
2(to-u) (I + (t0 - s)A-1  B)yo, which does have two parameters unless B 11 A. 
So the Kakeya and Nikodym cases have an important difference when ap-
proached in this way. In particular, there can be no analogue of the claim on 
page 63 for the Kakeya version with parabolas. 
Apart from certain steps in the proof not working, we already know that the 
result is false in the Kakeya parabola version, for the example of Theorem 5 
satisfies BA-'B = 0 and we saw on page 51 that that the lower bound of 	for 
the Kakeya set dimension does not hold. 
5.3 Bourgain's approach 
The earliest non-trivial bound for the Kakeya maximal function in dimension 
greater than two was the optimal bound from L7 /3 (1R3), which was proved in 
1991 by Bourgain [2]. His argument used the idea of "bushes" of tubes (which we 
met earlier in the proof of the trivial bound) together with Córdoba's L2 result for 
the Kakeya maximal function in the plane. He was also able to obtain non-trivial 
results in higher dimensions by the same method, by inductively applying the 
result for one lower dimension each time. 
In this chapter we look at what happens when we try to apply similar tech-
niques to curves. We have not yet been able to obtain the bound, but have 
reduced the problem to a possibly simpler one, namely an L2 bound for a maxi-
mal function related to curved surfaces. We define this now. 
Suppose that we have a fixed curve F') and a point a lying away from 
it. Define a surface 	.D, a) as the locus of all curves through a that intersect 
FD). Denoting one of these curves by F(w) as usual, and letting s denote the 
height where the two curves meet, we have the following equations: 
a' = w - 2aAy - 2aBy 
- 2sA - 282  B9 = w - 2sAy - 2s2By 
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Solving these we find that 
w = a' + 2a(A + 2aB)y 
1 	
(A+(a+s)B)'[—a'-2s(A+sB)] 
2(a - s) 
and hence the surface E (y, co, a) has parametrisation 
(at + - t (A + (a + t)B) (A + (a + s)B) 1 [ - a' - 2s(A + sB)]) (59) 
which is well defined because the point is not on the fixed curve so s =h a, and 
the matrix A + (a + s)B is not singular by Hörmander's criterion (2.2') about 
non-degenerate critical points. Despite appearances this does give a plane in the 
case B = 0, namely (''), although the parametrisation above does not cover the 
whole of it. 
Using this, define a new maximal operator M8 as follows: 
Mof(y) = 	sup 	
1 
{w,a:5<1w—a'I<1} nbds((y,w, a)) Lbd(y,w,a)) 
f(x) dx. 
In order to prove the 7/3 bound, we would like to know the following: 
Question 3. For which matrices A and B can we obtain the estimate 
Mf 2 r 1,2611f112 
for all f satisfying supp(f) c Ball(0, 2r) \ Ball(0, r) with 0 <r < 1? 
If this were understood (see discussion below), we would be able to obtain the 
L73 estimate in three dimensions for all such curves as we now show. 
Theorem 28. If the curves of the form (2.7) with matrices A, B do allow the 
property of Question 8, then we have an estimate 
öfLq,2) 
with p= 7/3 and  = 7/2. 
This p, q and power of cT  lie on the sharp line of Figure 1.3. 
Proof: Let E c R3 and A > 0 be given. Set Q= {y e R2 : KaE(y) > Al. So 
we want to show that 	 Let Y be a maximal E-separated 
subset of Q. Then 62#Y > 1, and for each p E )) there is a 6-tube T such that 
TflE>ATI. So 
fRT,, = 	T n El > A62 
Ey 	yE)) 
and hence there exists a point x0 E E belonging to at leastof the tubes. 
That is, we can find 30 c J) with x0 E T for all y E Ye and #Yo >E2IEI Define 
the first bush B0 = U0 T. 
Now recall from Lemma 20 that the diameter of the intersection of two - 
separated s-tubes is at most C. So if we choose E so that C = )/10 and 
remove a ball centred at x0 of this radius, then the remainder of the tubes will 








Next define E1 = E \ B0 and Q1 = {y e 	: K41(y) > A/21. If IQ, I < 
stop. If not, repeat the above construction. We obtain a sequence of bushes with 
the following properties: 
Bk= U' 
yEYk 
Yk C Qk is maximal E-separated where C8/E = A/10 
Ek=E\(BO U ... uBk_l ) 
Xk E E n TY for ally EYk 
c2k = {y E R2 : ,'caEk (y) > .\/21 
• 	#Yk >— 
IEknBk J >Bk 10 
The process terminates after s steps, where s+1 < Q/5. We require an upper 




















from which it follows that 
E 2  s< 
Next define E = UL0(E fl Bk) = E \ E31. Then 
{KaE > Al c {.AC51E +1  > A/21 U {Ki> A/21. 
Writing this as Q c s+i U Q we find that I f2l > 4 1 Q 1. For each y e 2 let T be 
the obvious (5-tube in direction y, so 
= nU(EnBk <flBk . 	(5.10) 
Fix k and consider the 6-neighbourhood of the surface consisting of all curves 
through the point Xk that meet the curve of T, that is nbd((y, w, Xk))  for 
some w. Then it seems plausible that the bush Bk meets a similar proportion of 
nbd8((y,w,xk)) as of T, that is, 
nbdö((y,w,xk)) fl Bk I 	ITy  flBk 	
(5.11) 
nbd5((y,w, Xk)) 
although we should check that all curves in the bush that do not meet T can meet 
the surface (y) only in a proper intersection (that is, not sharing a tangent). Now 
using the property about the maximal function over such surfaces, and denoting 




Apply Cauchy-Schwarz to get 
log 
A2 $ slog 	MIIl 	(y)2  
k=0 1=0 
and then integrate over all y e Q, applying the L2 estimate for M to get 
log 
A2 	 1 B(52' I Tk 
k=0 1=0 
By the geometry of the truncated bushes, B 	r Bk so that we finally obtain 
log 
A2  <A2 	 Bk 
10 	- 
k=0 1=0 
< JE  I 	(5 _El EJ 
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using the estimates above, which rearranges to i2 < —7 J3 	as required. 	LI '-- 
So, how might we prove the estimate of Question 3? In the plane case the 
proof is short, and uses Córdoba's L2 argument. So M5 is written in terms of the 
Kakeya maximal function in JR2 as follows: 
1 	
fnbd5(E(y 	
1f f dx 
	)C6(fL+teL)() 
dt 
where L is a plane with normal eL including the straight line F, the vector E JJ 
describes the direction of F. in this two-plane and E depends on the orientation of 
nbd5((y)) (a parallelepiped) with respect to L. This is illustrated in Figure 5.3. 
It seems difficult to translate this into the curved case in an appropriate way. 
(y,w,a)) 
Figure 5.3: Proving the Mj estimate in the straight line case 
If we let L be a flat plane (there is only one that includes F), then we shall 
probably find that as we vary the height of L, its curve of intersection with the 
surface (y) will no longer belong to our usual family of curves, and will depend 
on t. We could instead let L be another of the surfaces EY,  but this seems even 
more complicated. 
Anyway, good behaviour of M5 would seem to require that surfaces intersect 
properly, so that their 6-neighbourhoods intersect in a 6-tube rather than some-
thing bigger as would happen if the surfaces shared a tangent plane. We shall 
notice similar things in the next section. 
5.4 Wolff's approach 
The 	result in the straight line case was originally due to Wolff [40]. His result 
was slightly stronger than that given by Katz's simple proof which we looked 
at in Section 5.2, since Wolff gave a sharp bound from LP while Katz's result 
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is what is obtained from this by interpolation (although Katz also proved an 
L42  - 	result in an appendix, which we did not discuss in Section 5.2). 
Both are sufficient to give the lower bound for the set dimension. Also, by an 
axiomatic approach Wolff managed to cover both the Kakeya and Nikodym cases 
at the same time. 
This paper was the first to use "hairbrushes", and like Katz's version the proof 
has two parts; one showing that hairbrushes behave well, and another showing 
that in every collection of tubes one can find enough hairbrushes so that the 
remaining tubes are almost disjoint. However, Wolff's method for the first part 
is very different from that of Katz, and in the Kakeya version runs as follows: 
Given a hairbrush—that is, a tube with a large number of other tubes meeting 
it—consider the family of planes through the central tube. Each plane includes 
the family of all lines that meet the central one whose direction belongs to a 
one-parameter family, as shown in Figure 5.4. If we consider neighbourhoods of 
Figure 5.4: Wolff's "foliation" idea: All lines whose direction is given 
by a multiple of y lie in the plane marked 
the planes, finitely many of these will include all the 8-tubes in the hairbrush, 
while being disjoint a suitable distance away from the central tube. Meanwhile 
in each plane, we can apply the R2 result of Córdoba to show that the tubes are 
almost disjoint. Although mixing metaphors somewhat, this idea of grouping the 
tubes into planes has been termed "foliation". 
Of course this description is rather imprecise, but will be sufficient to illustrate 
the barrier encountered in generalising to curves. 
The first problem is that two given curves need not lie in a common plane. 
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Being parabolas, the curves of the form (2.7) are of course planar, but pairs of 
them need not share the same plane. Let us suppose that the central curve of 
our hairbrush is 1'0(0), the x-axis. Then we would require that the other curve 
F,0 (wo) lies in a vertical plane, which is true if and only if Ay0 and By0 are 
parallel. 
Instead of grouping the curves into planes, we might try surfaces. One can 
easily check that Córdoba's argument works in a surface provided that, as here, 
the curves intersect properly, and that the directions of the curves lying in a given 
surface may be described using a single parameter. 
One possible generalisation of the planes is to consider the locus of all trans-
lates of the curve in direction Yo  that meet the given central curve F0 (0). If we 
denote the height where they intersect by s, then it follows that w = 2s(A+.sB)yo, 
and hence the parametrisation of this surface, which we shall call S,0 , is 
(2(s - t)(A ± (s + t)B)o) 	
(5.12) 
Clearly if B = 0, or if By = Ay, then this is a plane as expected. By analogy 
with the argument above, we would like this surface to include curves in the one-
parameter family of directions ay0, a E R. Unfortunately this is false in general. 
To see this, let the surface for yo  be parametrised as above, and consider the 
\ surface Sy,,, (2(u—t)(A+ (u+t)B)ayo  which has parametrisation 	 ). If these 
coincide, then by substituting t = 0 we find that 2(s - ua)Ay 2(s - u2a)By 
for all s, where u = u(s). Unless Ay is parallel to By this can happen only if 
s = ua and a = I. 
We might try to salvage this by using a separate surface for each y G Bn-1 
Ay .}]' By, instead of y E S 2 as in the straight line case. However, not only is 
this likely to lead to a much weaker result (perhaps just the trivial 	bound), 
but we have the additional problem that these surfaces meet tangentially. The 
tangent plane to the surface (5.12) is spanned by 
	




and so along the x-axis where S and Say, meet, their tangent vectors are 
parallel. This means that we cannot hope for the 8-neighbourhoods of two surfaces 
whose directions y are d-separated to be disjoint at a distance of the order of 6/d 
from the central curve, but rather \//d (cf. Lemma 20, Figure 4.1). Thinking of 
our negative results of Chapter 4 it seems clear that this property would prevent us 
from proving the maximal function result by this method, although the Minkowski 
result (where surfaces are only required to be disjoint at a distance of an absolute 
constant) might still be possible. 
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Worse still, though, two surfaces can meet at points arbitrarily far away from 
the central curve. The extreme of this occurs where BA-1B = 0, where the 
surfaces can meet along another whole line in addition to the x-axis, as illustrated 
in Figure 5.5. However, the matrices in Bourgain's worst case example have this 
Figure 5.5: Surfaces can meet along two lines in the case BA-1B = 0 
property, so as shown on page 51 we would not expect to be able to obtain the 
result anyway. The property BA-1 B = 0 is discussed further in Chapter 7. 
With general matrices, two such surfaces through the x-axis may not meet 
along another curve, but they might meet at points well away from the axis. For 
if we fix s and t then the point x = (x', t) with x" := (s - t) (A + 2(s + t)B)yo lies 
not only on the surface S, but on every Si,, with y of the form 
ut+ 2(u+t)B)1x' 
for some u. This finally removes all hope of imitating Wolff's proof in this way. 
Of course, it may be that our choice of surface is wrong: There are many 
ways to define a surface passing through two given curves that give a plane in the 
straight line case. SYO  was constructed by fixing the direction Yo  and considering 
the locus of all curves F,0 (w) where w was allowed to vary in such a way that 
the curve always intersected F0(0). Instead, we could create a surface consisting 
of all curves of the form F 	: c E R that meet F0(0) at the same point as the 
original curve, thereby removing at least the first of the difficulties mentioned 
above. This surface has parametrisation 
(owo - 2at(A + tB)yo 
t 
which geometrically is just the surface generated by joining the two curves by a 
horizontal straight line at every height. This might seem promising, since it does 
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include curves in a one-parameter family of directions, but if we try to include 
all curves in these directions that meet the axis, we are back to considering S 0 
again. What is more, it is a simple matter to find two intersecting curves that 
both meet the axis, and then their corresponding surfaces are different and yet 
meet along an entire horizontal line. More precisely, for any curve F 0 (w0), the 
curve F(0) where z = Yo - (A +B) 1wo will do, where the appears because 
this example has the surfaces coinciding at height t = 1/2. An illustration is 
given in Figure 5.6. 
Figure 5.6: Two surfaces meeting along an entire horizontal line 
Thus we have not managed to find any way of imitating the foliation idea for 
curves, since no definition of surface seems to have all the properties we require. 
Sadly the recent works of Katz, Laba and Tao [20, 24] also build on this idea, so 
there is reason for pessimism about adapting those for curves too. Fortunately we 




While I was in the dentist's chair I thought about the Katz- Tao Lemma. 
Tony Carbery 
6.1 Introduction 
Chapters 4 and 5 showed how geometric methods could give lower bounds for the 
set dimension of the form n + const. Such bounds are almost the best known 
in low dimensions (n = 3 or 4), but in higher dimensions far better results are 
obtained by an arithmetic approach, since these improve the coefficient of n to 
something greater than 1/2. 
The arithmetic arises in the form of sumset inequalities. For these we require 
some notation. 
Notation. Let A, B c Z 1 be finite sets and let c c A x B. For any (n - 1) x 
(n - 1) real matrix X define the X-sumset of A and B by 
A+ XB {a+ Xb: (a, b) E 91. 
In the case X = —I write A - B and call it the difference set. 
The structure of sumsets, and inequalities regarding the relative sizes of sum 
and difference sets, have been extensively studied by combinatorialists when the 
matrix X is an integer multiple of the identity, but they have generally considered 
only = A x B. See [26, 29]. The link with the Kakeya problem was noticed 
in 1999 by Bourgain [5], and since then many inequalities with g c A x B have 
been proved. However, the case where X is not a multiple of I arises only with 
curves, and seems to be a new problem. 
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6.1.1 The straight line case 
We begin by looking at the straight line case. Bourgain's idea is summed up in 
the following lemma1. 
Lemma 29 ([5]). Suppose that there exists an e > 0 such that for all g c A x B 
an a priori estimate 
#(A - B) <max{#A, #B, #(A + 
for the difference set in terms of the sets and their sumset with X = I holds. 
Then (straight) Kakeya sets have Minkowski dimension at least 	+ 1. 
Of course such an estimate with e = 0 is obvious, and recovers the "trivial 
bound" discussed in Chapter 4. At the other extreme E = 1 (which is unfortu-
nately not possible in the inequality above) would prove the Kakeya conjecture. 
Proof: Let E be a Kakeya set and imagine two horizontal planes through 
nbd8 (E). As before we may assume that this consists of finitely many tubes in 
6-separated directions. Let A and B be the intersections of nbd(E) with each of 
the planes—because of the 6-discretisation, we may assume (see [41]) that A and 
B are subsets of 6Z. Since two points determine a straight line, we are interested 
in the set c c A x B given by 
{(a, b) : a and b lie on the same tube in nbdo(E)}. 
The sumset A + B then corresponds to the intersection of nbd (E) with a plane 
halfway between the first two (scaled by a factor of two, which does not change 
the cardinality). Now by the assumption, the difference set has cardinality at 
most max{ #A, #B, #(A + B) 12-'. But since we assumed that the directions 
a - b were all distinct, the difference set is the same size as 9 itself, that is, about 
C6-' 1 . So one of the three sets has cardinality at least 	If we now vary 
the heights of A, B and hence of the slice halfway between, we always have at 
least one of the intersections having large cardinality. So one of the three, A 
say, has this property for a range of heights of positive measure. This means 
that small cylinders (of width 6 and height a small constant c) are included in 
nbd(E). This gives 
nbd6 (E) I > C6' #A x c 	 (6.1) 
> C6+ 
'In fact, Bourgain stated his result without the extra +1 in the lower bound; this improve-
ment was noticed by Katz and Tao [21]. Compare with Lemma 32. 
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which shows that dim(E) > 	+ 1 as required. 
So the point is that if a set has small dimension, then all horizontal slices 
through its 6-neighbourhood are small, which means that the sets of points of 
intersection and their (positive, scalar) sumsets are small; yet if it is a Kakeya set 
then it includes lines in all directions which forces the difference set to be large. 
To get a positive e, these properties of the finite sets must fight against one 
another. This is reasonable, since the assumption that the sumset has cardinality 
roughly that of the original sets (rather than their product), is saying something 
about the structure of those sets, which in turn suggests that the difference set 
will also be smaller than the trivial estimate of #A#B. 
In his paper, Bourgain obtains a suitable but weak sumset inequality (e13) = 
using some rather complicated ideas related to Cowers' version of the Balog-
Szemerédi theorem. Roughly, this attempts to describe sets with small sumset in 
terms of having large intersection with arithmetic progressions. However, the best 
estimates known are due to Katz and Tao and are based on the trivial observation 
that if two sums coincide, that is a + b = a' + b' with (a, b), (a', b') e 9, then the 
differences a - b' and a' - b also coincide. The difficulty is that (a, b') and (a', b) 
may not be in g. Their earliest result of this type is the following: 
Lemma 30 ([21]). With the notation above, we have 
#(A—B) < max {#A,#B,#(A+B)}2116 
for all finite A, B c Zn and c c A x B. 
Combining this with Bourgain's result (Lemma 29) shows that Kakeya sets 
have Minkowski dimension at least 
Of course, there is no reason why we must consider only the plane halfway 
between the first two, nor are we restricted to using only three "slices". Other 
planes simply correspond to different sumsets such as A + 28, and adding more 
such assumptions gives better bounds for the difference set. These ideas have 
been pursued by Katz and Tao [23], leading to the lower bound of approximately 
0.5969n + 0.403 for the dimension of Kakeya sets, which is currently the best 
known in high dimensions. They have also found ways to extend the technique to 
the harder Hausdorif dimension and maximal function problems, but we do not 
do so here. 
6.2 	Formulation of the problem for curves 
In this section we show how the same technique of taking slices through a curved 
Kakeya set leads to sumset problems that involve matrices. We shall also do this 
in 




Ti = ti 
= (1 - A)t0 + At, 
Ti = to 
Figure 6.1: Slices through a curved Kakeya set 
that if (a, to) and (b, t1) lie on a curved tube, then the point of intersection of the 
curve with the plane at height 	need not be ( 	t0t1)this is why matrices 
are needed. Also, is it the case that the "direction" of the curve is uniquely 
determined by a - b? 
Lemma 31. Let A, B C Z' be the (8-discretised) intersections of a set E of 
curves of the form (2.7) with the planes x = to and x, = t1 respectively (t0 L t1). 
Let 
{(a, b) : a and b lie on the same tube in nbd5(E)} C A x B. 
Then 
. The set of directions y has the same cardinality as the difference set A - B. 
Assume that to, t1 	0. The set of centres w has the same cardinality as 
A - TB where T is the (n - 1) x (n - 1) matrix 
T = to (A + t0 B)(A + t1B) 
ti 
The intersection of the set with the plane x, = (1 - A)t0 + At, has the same 
cardinality as the sumset A + X(A)B, where X(A) is the (n - 1) >< (n - 1) 
matrix 
X(A) = 1 
A 
 A [i + A(t1 - t0)B(A + (t0 + t1)B) F,  [ I— 
(I — A) (t, - to) B(A + (t0 + 
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Proof: Consider a curve through the points (a, to) and (b, t1). The equation 
(2.7) of the curves gives 
a = w - 2to Ay - 2t2  By 	 (6.2) 
b = w - 2ti Ay - 2t2  By. 	 (6.3) 
Subtracting these we find that y = 2 (to —ti) (A+ (to + ti ) B)' (b—a), and so the first 
assertion follows, since multiplication by an invertible matrix does not change the 
cardinality. 
If we write M = 2t(A+tB) for J' = O,lso that a = w — Mo y, b = w — Mi y 
then solving gives 
w = (M5' - M')1(M'a - M] 'b). 
We can always multiply through by an invertible matrix to get the a on its 
own. Therefore an appropriate "difference set" is A - TB where T = M0M' = 
to (A + t0 B)(A + t1B)' as in the second assertion. Note that for the Nikodym 
problem, we cannot take slices through x = 0 anyway, because by our definition, 
a neighbourhood of this plane has been deleted from the Nikodym set. 
For the third, denote the point of intersection of this curve with the interme-
diate plane by c. It helps to take (1 - A)(6.2) + A(6.3), which gives 
w = (1 - .\)a + )b + (1 - A)(2to Ay + 2t2 By) + A(2ti Ay + 2t2 By). 
This allows lots of cancellation, so that 
c = w - 2((1 - )t0 + Ati)Ay - 2((1 - )t0 + ti ) 2By 
= (1 - )\)a + Ab + 2(1 - A)(to - ti ) 2By 
= (1 - )a + Ab + 2(1 - A)(t0 - tl)2B2( 	
t1) 
 (A + (t0 + t1)B)'(b - a) 
to —
= [(1 - )I + (1 - 	(t1 - t0)B(A + (t0 + tl)B)_1]  a+ 
+ [i_ A(1 —A)(t1 —t0)B(A+ (to +tl)B)_1] b. 
	
Multiplying through by an invertible matrix gives the result. 	 El 
It is easy to check that all the matrices occurring above are indeed invertible, 
because of the non-degeneracy criterion (2.2'). Recall also that in the straight 
line case we have B = 0 and hence X(A) is really just a scalar. The sumset 
in the second assertion does not appear in the literature on the straight line 
problem since it is only appropriate when dealing with Nikodym rather than 
Kakeya sets. Although the elements of the matrices A, B and the parameters 
to , t1, \ are real, for our application we should consider only matrices over 
since each real number may be approximated to within O(ó) by a rational, which 
corresponds to the same point in the f-discretisation. 
To summarise, the most general matrix sumset problem with N + 2 "slices" 
is as follows: 
Question 4. Let X1, X2,. , Xy be n x n real matrices. To avoid trivialities 
assume that they are non-zero, distinct, and not equal to —I. Does there exist an 
5> 0 depending only on the Xs such that for all A, B E Z', c c A x B we have 
( 
#(A—B) max#A,#B,max#(A+XB) ? 1 	 ) 
If so, what is the largest possible s? 
This applies to curved Kakeya and Nikodym sets of parabolas via the obvious 
generalisation of Lemma 29. 
Lemma 32. 	• Suppose that for some coefficients A, B we can choose to, ti E 
[-1, 1] and ) 	(0, 1), j = 1,. . . , N such that Question 4 with X = X(A) 
has a positive answer. Then Kakeya sets of curves of the form (2.7) for this 
A, B have Minkowski dimension at least 
If the same holds but with X = X(N)T-1  where T is as in Lemma 91 and 
none of the heights to , t1 , ( i—A)t0+At1 is 0, then the corresponding curved 
Nikodym sets have Minkowski dimension at least 
In both cases, if in fact we have a range of solutions, meaning that as to 
is allowed to vary over some small interval and the other heights to vary 
correspondingly, then we can obtain the better lower bound of 	+ 1. 
Proof: The proof is exactly as in Lemma 29, except that we take N + 2 slices 
through the set, at heights to, t1 and (1 - A)t0 + .\ t1, j = 1,. . . , N. Define G 
as before. For the Nikodym version redefine B' = TB, which does not change the 
cardinality; but for Kakeya let B' = B. Then by -separatedness of centres or 
directions respectively, we find that #c = #( A - B') 8(n1). By the sumset 
inequality assumed, this implies that either A or B' or one of their X-sumsets 
must have large cardinality. But in either case, A + XB" = A + X(A)B so this 
means we have found a slice through the set with large measure. 
If we can vary the heights of the planes, then we obtain the lower bound of 
+ 1 as in Lemma 29. If not, then instead of cylinders, we merely deduce that 
the set includes f-balls at the intersections with the largest slice. So we must 
replace c by S in equation (6.1) and hence we deduce only that the dimension is 
at least LI 2- 
0 
6.3 Sumsets in general 
In this section we discuss Question 4 away from the context of Kakeya and 
Nikodym sets. That is, we try to find matrices X3 that will work, without re-
gard to whether they can be realised as X(A) or X(A)T-' for some choice of the 
parameters in our original problem. The latter will be the subject of Section 6.4. 
6.3.1 The scalar case 
We begin by reviewing the known results in the case where all of the X are 
multiples of the identity. 
With three slices (N = 1) and X1  = I we have the problem Bourgain originally 
used in [5]. He proved the estimate with E = , which was quickly improved to 13 
by Katz and Tao [21]. For all other rational multiples of I the existence of 
positive improvements E has been proved by Christ [10], although it is tedious to 
compute their values. 
The first four-slice estimate was again due to Katz and Tao, namely 
#(A - B) < max {#A,  #8, #(A + B), #(A + 2B) 
12-1/4 	(6.4) 
as shown in [21]. In [23, Theorem 3.3] they showed that E = 1/4 still holds if, 
instead of using 1 and 2 as here, the two non-zero scalars simply differ by 1. We 
shall generalise this for matrices shortly. 
In the same theorem, they showed that six slices with scalars x, y, x, satis-
fying 
(1+ )x = (1+ DY 	 (6.5) 
also gave e = 1/4. This relation allows us to obtain results for five slices also, 
by taking two scalars to be equal (or by taking one to be oc, in which case we 
interpret A + ocB =: B). 
They also proved an iteration result: 
Theorem 33 ([23]). If we can obtain £ = EO in Question 4  for some finite set of 
scalars, then for some larger set of scalars we can obtain E = 8-• Hence by 
choosing larger and larger sets, the improvement £ may be made as close to the 
fixed point 0.32486... as we wish. 
This result gives the lower bound of approximately 0.5969n + 0.403 for the 
Minkowski dimension of straight-line Kakeya sets, which is currently the best 
known for large n. 
6.3.2 General matrices 
Question 4 with the X3 not multiples of I seems hard. However, we have some 
negative results, and have been able to generalise some of the positive results 
from the scalar case. We begin with a rather trivial observation. 
Lemma 34. If all of the X are block diagonal with blocks of the same size, then 
a sumset inequality for these Xa  implies one for each of the sets of blocks, with 
the same E. 
Proof: Obvious by letting A, B consist of vectors with zeros everywhere except 
in the block of interest. 	 LII 
The converse seems likely to be false—we would need not only that "colli-
sions" often occur in each block of coordinates, but that they often occur in all 
coordinates at the same time. 
We now reveal the easy but disappointing fact that three slices is simply not 
enough in the matrix case. 
Theorem 35. If X is not a multiple of the identity, then the power of 2 in 
#(A—B) < max {#A,#B,#(A+XB)}2  
is best possible. 
Proof: Choose a vector v that is not an eigenvector of X, and let B consist 
of M equally spaced points along this direction. Set A = {Xb : b E B}, that 
is, M equally spaced points along the direction Xv. Then with 	A x B, 
clearly #(A + XB) is about 2M, while since v and Xv are linearly independent, 
#(A - B) is about M2. 
Similar observations with more slices give another negative result. 
Theorem 36. Suppose that there exists v E R such that all the vectors Xv are 
rational multiples of some fixed vector w which is not parallel to v itself. (That 
is, v is a secular vector of each pair of matrices, but is not an eigenvector.) Then 
there can be no positive answer to Question 4. 
This theorem is rather weak, but it does at least rule out the case where the 
matrices X are all multiples of each other but not of the identity, and combining 
this with Lemma 34 gives further examples. This makes sense because taking 
more than three slices is not really giving much more information. 




qj be a large integer, and set 
A={n(ftPii)w:n=l...M} 
B={n(fl i)v:n=l...M}. 
Then if g = A x B, we find that 
A+XiB={Pi(flk) [ i ( H Pi)m+n]w:mn=l) ...M} 
kj 	ij 
A-B= M (flpiqi 
) 
W—n(rlqi)v,n=l,. .., M 
and we have the combinatorial task of finding their cardinality. Since w and v are 
linearly independent it is obvious that #(A - B) = M2. To find the cardinality 
of A + XB, first write Q3 	qj Hi0j pi. We need to know how many distinct 
numbers (rnQ + n) there are, so first let m < M be fixed. Since M > 
there are Q3 such numbers between rnQ3 + 1 and (m + 1)Q3 inclusive, after 
which the remaining values overlap with those for the next m. When m ,= M 
we just get all the numbers MQ + 1 up to MQ + M. Hence, we find that 
#(A + XB) = Q(M - 1) + M. So A and B and all the sumsets all have 
cardinality about M while the difference set is about M2. So there can be no 
positive answer to Question 4. 	 LI 
So far this picture looks bleak. However, we can prove one or two results in the 
positive direction, analogous to those in the scalar case. Here we generalise the 
four-slice result (6.4) to the matrix setting. For legibility, write Xi = X, X2 = Y. 
Theorem 37. If Y - X = I and X is invertible, then 
#(A - B) < max {#A,  #B, #(A + XB), #(A + YB)}714 
Proof: This is just as in [21], so we only give an outline. Start by discarding 
elements of 9 until #(A - B) = #c, and denote the maximum on the right hand 
side by M. We need to show that #c 
The idea is to count trapezia: sets of four elements of g consisting of two 
"sides" whose endpoints have the same value of a while the endpoints of the 
remaining two sides share values of a + Yb and b respectively. More precisely, a 
trapezium is a set 
{(ao)  b0 ), (ao, b), (ai , b1), (ai, b)} c c 
such that a0 + Yb0 = a1 + Yb1 and b'0 = b's . 
First count the number of pairs in g that share their value of a. This is 
#{(a, b), (a, b') E 91 = 	L{b: (a, b) e 
aEA 
> #c2 
by Cauchy-Schwarz. A trapezium consists of two such pairs that share their value 
of (a + Yb, b'), so by Cauchy-Schwarz again we find that the number of trapezia 
is at least 	
(#02/#A)2 > #ct' 
#(A+YB)#B M4  
But we also have the following algebraic fact: 
a1 —b = (I+X')(ao+Xbo) —X(ao +Xb) —Yb1. 
So, since #(A - B) = 	knowing (ao + Xb0 ), (ao + Xb'0), and b1 is enough 
to determine (ai , bk), and hence the whole trapezium by substituting back. So 
the number of trapezia is at most M3, which together with the lower bound of 
# 4/M4 gives the result. 	 LI 
Study of [23] suggests that five or six slices, where the matrices satisfy relations 
derived from (6.5) like 
O=Y—X+ZY 
or O=Y—X+Z'Y—WX 
would give the same e = 1/4 bound. It may also be possible to imitate Katz and 
Tao's iteration result, thus obtaining very good sumset bounds for large collections 
of matrices. However, we have not pursued this here since it is not clear that these 
bounds could be successfully applied to the set dimension problems, as we shall 
see in the next section. 
6.4 	Application to the dimension of sets 
We now return to the original problem of finding lower bounds for the Minkowski 
dimension of curved Kakeya and Nikodym sets. As we shall see, even where the 
sumset question has a positive answer for particular matrices, it is not at all easy 
to realise such matrices as those occurring when we take slices through a set. 
(Recall Lemma 32.) Our plan is to work through the results of the last section 
applying them to the Kakeya and Nikodym problems. In most cases this turns 
out to be either unsuccessful or apparently intractable, except for the Nikodym 
sets that worked in Section 5.2 and some other special cases, where we are able 
to obtain good bounds. 
6.4.1 Scalars 
It makes sense to begin by seeing what can be squeezed out of the well known 
scalar sumset results in the curved case. 
Lemma 38. 	• X(A) cannot be a multiple of the identity except in the straight 
line case. 
X(A)T-1  is a multiple of the identity if BA-'B = 0, but this condition is 
not necessary. 
Proof: It will be helpful to write C = C 0 , 1 := (t1 - t0)B(A + (t0 + t1)B)' so 
that X(\) := 	+ )C]-1[I - (1 - A)C]. Suppose that X7) = j- '-xkI where 
k = k(t0 , t1,.\) is some scalar function. Then 
I—(l—))C=k(I+AC) 
(l—k)I= (kA +1—\)C 
which implies that C is some (possibly zero) multiple of I. By the definition of C 
this implies that B is a multiple of A. As observed before (page 31) this reduces 
to the straight line case. 
On the other hand, if BA-'B = 0, then C = (t1 - t0)BA-' and hence X(A) = 
i-- (I —  (t1 —t0)BA-'), while T := (A+t0 B)(A+t1B)-' = -(I—(t1 —t0)BA 1). tj 
So X(A) and T are parallel. A simple 2 x 2 counterexample to the converse 
statement is given by 
which gives 
A=( ) 
to = —8/9 








4( 14/19 ( /19 0 
- 0 7/5) 
= 1/2 
Corollary 39 (Nikodym result for BA-'B = 0). Nikodym sets of curves of 
the form (2.7) with BA-'B = 0 have Minkowski dimension at least 	+ 1 
0.5969n + 0.403, where s is the smallest root of E 3 - 6s2 + 85 - 2. 
Proof: In this case, for all to, t1 the sumsets are just the scalar ones A + 
Clearly by choosing suitable heights these can be any scalars we like, so this 
follows immediately from Katz and Tao's sumset result (Theorem 33). 	LI 
Many other families of curves admit some good bound for the Nikodym 
sets, however. To use Katz and Tao's simple three-slice estimate with s = 1/6 
(Lemma 30), all we require is that there exist to, t1 E [-1, 1] \ f 0 and A E 
(0, 1) \ {
1} such that X(A) = T. These equations are difficult to solve, but 
where the matrix B is invertible, or where one of A, B is positive definite so that 
we may assume that they are diagonal and hence commuting, we can simplify the 
problem. 
Corollary 40. Suppose that either B is invertible or that one of A, B is positive 
definite, and that AB satisfies a quadratic polynomial. If the heights to, t1 and 
:= (1 - A)t0 + At, can be chosen so that certain functions of the heights equal 
the coefficients of the quadratic, then the corresponding curved Nikodym sets have 
Minkowski dimension at least 	6• This choice of heights cannot be made unless 
the sum of the reciprocals of the eigenvalues is less than 3 in modulus. 
Proof: By multiplying both sides of the equation X(A) = T by appropriate 
matrices we find that in these cases, X(A) = T if and only if A'B satisfies the 
following quadratic equation: 
0 = [(t + t)A(A(t1 - to) + 2t0) - t(to + t1)] (A'B)2  
A)t0 + At,) ((1 - A)t0 + At, + to + t1)] (A-1B) - ((1 - A)to + At,) 
-.  
Iti 
—to (- t) - t(t0 +ti)](A 1 B) 2 -  t2(t0 + t1 + t2)(A'B) - 
-.  
where we define t2 := (1 - A)t0 + At,. Thus for these cases, we require that A'B 
should have at most two eigenvalues. Moreover, if the eigenvalues are distinct, 
then A'B must be diagonalisable (over C), while in the case of one repeated 
eigenvalue the Jordan normal form of A'B must contain only 1 x 1 and 2 x 2 
blocks. By considering the ratio of the last two coefficients we find that the sum 
of the reciprocals of the eigenvalues must be equal to —(to + ti + t) E (-3, 3), 
which imposes further restriction on AB. 
Once we have found heights so that the quadratic is satisfied, the result follows 
from Lemmas 30 and 32. 	 Li 
Certainly some suitable A, B exist, for example 













t0 =-1 	 t1 =1 	 A=3/4 
for which the polynomial —(AB)2 -(AB) -11  = 0 is indeed satisfied. 
Also to + t1 + t2 = —1 + 1 + 1/2 = 1/2, while the sum of the reciprocals of the 
eigenvalues is 6/(-1 + \/i) + 6/(-1 - /i) = — 1/2 as expected. However, it 
seems very difficult to describe concisely the set of all pairs A, B which work. 
6.4.2 Non-scalar matrices 
We now apply the new matrix sumset results of Section 6.3.2 to the Kakeya and 
Nikodym problems for curves. 
First of all we note that the parabolas that have been most successful thus 
far in the Nikodym case are not at all amenable to this method of attack in the 
Kakeya case. 
Theorem 41. For a Kakeya set of curves of the form (2.7) with BA-1B = 0 we 
cannot prove any non-trivial bound by sumset methods. 
Proof: If BA-'B = 0, then we can calculate 
X(A) =
1 	
(I + (to - t1)BA'). 
So we would need a sumset result where the X were all multiples of each other 
but not of I. But we have already seen in Theorem 36 that in such a case no 
non-trivial estimate can hold. 	 U 
This is unsurprising, since Bourgain's "worst case" example (Theorem 5) be-
longs to this class. However it is interesting that curves that are well behaved for 
Nikodym should not do so for Kakeya. We shall discuss this in the final chapter. 
We now address the problem of realising the matrices that gave a positive 
answer to Question 4 as slices through sets. First let us consider the four-slice 
result (Theorem 37). For the Kakeya case, we need conditions on the curves (in 
terms of A and B) that guarantee the existence of to, t1 C [-1, 1] and ), E (0, 1) 
such that X(A) - X(1i) = I. 
Unfortunately, in many cases this cannot be done. This is hardly surprising, 
since for fixed A, B, we are trying to satisfy (n - 1)2 equations with only four 
unknowns. However, allowing A, B to vary gives a great many more unknowns, 
even when we assume that A = I and B is in Jordan normal form. But the 
non-linearities involved cause difficulty as we shall see. 
Theorem 42. If the matrix C defined on page 86 is nilpotent, then X(A) - X(j) 
is never equal to the identity. 
Proof: Let k be the highest power of C that is non-zero. Then [I + )C]' = 
Ek (-1)C, and hence 
WA 
 4 
 1 - 
X(A) - X() 
= 	- 	
) + k (_1) 	
(1- A - 1 - tL 
If this equals the identity, then some linear combination of I, C, C2, . . . , C' is 
zero. But this cannot happen because the minimum polynomial of a nilpotent 
matrix is x11. 	 Ui 
This cuts down the list of possible candidates for A, B. Note in particular 
that all matrices with BA-'B = 0 make C nilpotent for every choice of to , t1. 
Obviously invertible matrices B are not ruled out, and nor are diagonal matrices, 
and whenever either A or B is positive definite we can fix A, B and hence C to 
be diagonal by a change of coordinates. 
Proposition 43. If B is invertible, or C is diagonal, then a necessary and suf-
ficient condition for X()..) — X(p) = I is that C satisfies the following quadratic: 
AM C2 + (2A + 	—
C _ ( A _ p _ 1)1=0 	(6.6) I-A 	I-A ) 	1-A 	1-JU 
Proof: 	By Hörmander's criterion, B is invertible if and only if C is. Now 
X(A) = i- (I + AC)-'(I + .AC — C) so we get 
I = X(A) — X() 
/___ 
i 	
I— (1 (I+C)_1 _ 
= 	— 	— [L) 
Then if C is invertible we can multiply on the left by C(I + )C) and on the right 
by C'(I + ftC). If C is diagonal then everything commutes so we just multiply 
by (I + AC) (I + ftC). After rearranging the result follows. 	 Li 
This is significant because a "generic" (n — 1) x (n — 1) matrix does not satisfy 
a polynomial of degree less than n — 1: To satisfy a quadratic it must either 
be diagonalisable with at most two distinct eigenvalues, or have one repeated 
eigenvalue and have Jordan normal form consisting only of 1 x 1 and 2 x 2 blocks. 
Before we go on to look at those eigenvalues, let us find out more about the 
solutions of (6.6). 
Suppose that C has two eigenvalues h and k. These are either real or form a 
complex conjugate pair, and so both their sum and their product are real. 
Theorem 44. (i) If h + k < —2(1 + \/), or if h, k E R and at least one is less 
than —1, then h, k are the roots of equation (6.6) for some ), p C (0, 1) 
(ii) If both h and k are real and have modulus at most 1, then there are no 
E (0, 1) such that h, k are the roots of equation (6.6). 
Proof: We obtain two simultaneous equations by considering the sum and 
product of the roots of (6.6). 
	
=hk 	 (6.7) 
2 	1 	1 
—+ 
M l—[L 
1 =—(h+k) 	 (6.8) 
Now (6.8) is linear in ) so we solve it to obtain 
Of course this needs to lie in (0, 1). Tedious calculation shows that in the case 
h + k> —2(1 + /) it does so for all p E (0, 1). For h + k < —2(1 + 	it does 
so provided we take 
[LE 
(0, 2—(h+k)— V/'(h+k+2)2-8 ) 	
(6.9) 
2(1—h—k) 
Next we substitute this expression for ). back into (6.7). After rearranging we 
obtain an equation which is quartic in p and quadratic in h and k. With the help 
of MAPLE we express it as 




=: q(, h, k). 
Note that this is a real-valued function of t. For the first part we use a naïve 
approach via the intermediate value theorem. Setting p = 0 gives —4, while 
= 1 gives —(h + 1)(k + 1). If this is positive, which can happen only when h 
and k are real with exactly one being less than —1, then the intermediate value 
theorem guarantees a solution for i. Setting p = 	which we may provided 
that k e JR and k < —1, leaves only the h2 term, so that q = 
which is easily seen to be positive. By symmetry the same happens if h < —1. 
If we instead substitute in the right hand endpoint from equation (6.9) (which is 
allowable if and only if h + k < —2(1 + \/')) we obtain 
(h+k)2+(h+k_2)/(h+k+2)2 _8 
2(h+k— 1)2  
which by more tedious rearranging is seen to be positive for all h, k. 
For the second assertion we show that the maximum of the function q over 
the region (, h, k) E [0, 1] x [-1, 1] x [-1, 1] is zero, and moreover that this is 
attained only for u = 1. For interior maxima we use the version (6.11) of the 
equation as a quadratic in h. Its stationary point (a maximum) occurs at 
(p2k - k + tL - 2)(k - + 2) 
2(1 - A) (t& + 1) 
h= 
ZZ 
Now if IkI < 1 then the denominator is positive, so that the whole fraction will 
be less than —1 if 
(p2k - k + p - 2)(k - + 2) <-2p(l - )(k + 1) 
which rearranges to 
p2(1 - )k2(3(1 - )2 + 1)(k + 1) > ft 
So there is no zero of 	in the region, except perhaps when p = 1 and k = —1. ah 
We find that q(1,.h, —1) 0. Now to check the other boundaries: 
q(, 1, k) = —k22(1 	2) - 2(k + 1)(2 - 2) 
q(, —1, k) = —k22(1 - - 2(jik + 1)(1 - 	- 	+ 1) 
Both of these are clearly non-positive, and give zero only at (1, h, —1) as we have 
already seen, and at (1, 1, k). 	 LI 
We must now investigate the eigenvalues of C. At this point it is helpful to 
change coordinates so that A = I and B is no longer assumed to be symmetric 
(see page 32). Since C := (t0 - t 1)B(I + (t 0 + t 1)B) 1 it is easy to check that eB 
is an eigenvalue of B if and only if ec is an eigenvalue of C, where 
ec = 
eB(tl - t 0) 
1 + (t 0 + tl)eB 
The non-degeneracy criterion tells us about the real eigenvalues of C. 
Lemma 45. All the real eigenvalues of C must lie in [-1, 1]. 
Proof: Suppose not. Then there exists ec E R \ [-1, 1] and v E R' with 
CV = ecv. Write u = (A + (to + t i ) B)'v. This gives 
(t - to )Bu = cc (A + (t 0 + t i )B)u 
[A+ (to +t i ) B— (t i _t o )B] u=0 ec 
det [A+ ((1 - )to + (1 + )t i ) B] = 0.ec 
But ((1 - -)t0 + (1 + _L)t 1) E [-2, 2] so this contradicts (2.2'). 	 11ec 	 ec 
Combining this with our observations above tells us that we cannot achieve 
X(A) - X() = I if one of the original A, B is positive definite, or if both are 
invertible and A 1B has real eigenvalues. 
However, if both are invertible and the eigenvalues are complex conjugate, 
then it sometimes can be achieved. 
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Theorem 46. Suppose that B is invertible and that A-1B is diagonalisable over 
C and has only two eigenvalues a + 31. Then if either a is sufficiently large and 
negative (a < _1± will do) or 3 is large compared to a, there is a lower bound 
of 	for the curved Kakeya sets associated to A, B. 
Proof: We have seen that this holds if we can make h + k < — 2(1 + \/). But 
h + k is simply twice the real part of the eigenvalues of C, so we require 
a + (t0 + ti) (a2 +,82) 
(ti _ to) 1+2(to+tl)+(to+tl)2(a2+/32) <—(i+). a 
It helps to write t1 = 1 - 26, to = —1 + s, where 6 < 2/3 may be taken as small 
as we wish. The inequality becomes 
a(1 - Ea) - 32 
(1 - -a)2 + 62/32 
< 
2— 36 
Clearly this is satisfied for small 6 and large /3: Choosing 6 < I/Jaj shows that 
a + 1 will work. Alternatively if a < _± then we simply need to take 
6 very small. In both of these cases, we have in fact found a whole family of 
solutions for varying 6 so there is no problem with using the argument about 
varying the heights of the planes which gave the extra +1 for the dimension 
bound in Lemma 32. 
So we get a non-trivial result in some cases, although it is not easy to give the 
criteria any geometric interpretation. 
However, about the case where B is not invertible, or where A 1 B has more 
than two eigenvalues or two real ones, we cannot say anything other than that 
the above proof will not work. 
We have not yet considered using four slices in the Nikodym case. This is 
more complicated, because we require X(\) - X() = T instead of I, which 
means that we cannot write this in terms of C and so we must look at all four 
variables to, t1, )s., JL together, rather than in two stages as we did above. By the 
methods already used, we can show that if A and B are diagonal or invertible 
then A'B must satisfy a cubic equation, and that the reciprocals of the roots 
(the eigenvalues of A'B) must have the same sum as minus the heights of the 
slices, as we found in Section 6.4.1. As one would expect, it is difficult to say 
anything more than that explicitly. 
So what hope is there for the use of arithmetic methods? If we still want to 
use only four slices for cases not covered above, then we shall have to prove a new 
sumset result, that is, find a more flexible condition than X(A) —X(1u) = I which 
guarantees that the difference set is not too much larger than the two original 
sets and their X(A) and X() matrix sumsets. Or we could instead look at using 
more slices—the techniques in [23] suggest that relations like 
or 0 = X(A) - X() + X(v)'X) - X(k)'X() 
would suffice. But of course these lead to higher degree polynomials in more vari-





Instead of taking drags I just start a new maths problem. 
Tony Carbery 
7.1 Summary 
We now pause briefly to summarise the positive results we have proved. First of all 
we defined curved Kakeya and Nikodym sets and related maximal functions, and 
proved that estimates for Hörmander-type oscillatory integrals imply IY bounds 
for the maximal functions, and lower bounds for the dimension of the sets. We 
then focused our attention on a special class of curves, namely the quadratic ones 
given by (2.7). Without further assumptions we were able to show that curved 
Kakeya and Nikodym sets can have measure zero, and that the so-called "trivial 
bound (that is, the optimal bound from L 2 ) must hold for both the Kakeya 
and Nikodym maximal functions. 
Turning to non-trivial results, we obtained an L - L bound of order 
for the curved Nikodym maximal function, implying the lower bound of 	for 
the Hausdorif dimension of the sets, in the special case where the coefficients A 
and B in the curves satisfy BA-'B = 0. This result was proved using geometric 
arguments due to Katz. 
Finally we considered arithmetic methods. For Nikodym sets, we were able to 
equal the best known bound for the straight line case (approximately 0.5969n + 
0.403) again in the case BA-'B = 0, and obtain 	in a few other cases that we 
did not attempt to describe explicitly, noting only the necessary condition that 
A'B should satisfy a quadratic polynomial. In the Kakeya case, we were forced 
to use matrix sumset methods, and thus obtained the lower bound of 	for sets 
where A 1B satisfies a particular quadratic. These we did attempt to describe 
explicitly, showing that AB's being a diagonalisable matrix with two complex 
conjugate eigenvalues satisfying certain size conditions is sufficient. 
Conditions of the latter kind seem rather ad hoc, and disappointingly devoid 
of obvious geometric content. However, the condition BA-1B = 0 is more inter-
esting, as we now show. 
7.2 The condition BA-1B = 0 
This condition, which seems to make the curved Nikodym problem particularly 
amenable to known methods of proof, has a surprising link with Bourgain's "worst 
case" example for the curved Kakeya problem. 
That example had A = () and B = ( 3), which clearly satisfy the condi-
tion. This is no accident: The following converse is also true: 
Theorem 47. If BA 1B = 0, then the corresponding Kakeya sets can have 
dimension as low as n - rank(A'B). In particular, in odd dimensions, the 
trivial lower bound of 	can be attained, while in even dimensions there can be 
sets with dimension at least as low as 
Proof: Let us without loss assume that A = I and that B is in Jordan normal 
form. The criterion is then simply B2 = 0, which holds if and only if B consists 
only of 1 x 1 and 2 x 2 Jordan blocks with eigenvalue 0. The rank of B is the 
number of 2 x 2 blocks, which can be at most 	if n is odd, and --- if n is 
even. Denote the rank of B by r. 
We ,now proceed as on page 51. The curves F(w) are given by 
bil - 2tyi - 2t2 Y2 
- 2ty2  
- 2ty2 _ 1 - 2t2 y2  
Wj - 2ty2  
- 2tY2r_1 - 2t2 Y2, 
W2r - 2tY2r 
W2r+1 - 2tY2r+1 
- 2ty,_ 
t 
so that if we choose w2 _ 1 = 0 and w2j = 2Y2i-1 for i = 1,... , r and arbitrary 
thereafter, we find that 	X2jXn for i = 1, . . . , r. So the curves have been 
translated to lie in a surface of dimension n - r. 	 El 
Clearly we could also modify the proof of Theorem 5 to show that the oscil-
latory integral operators with phase y(x, y) = . y + xyTAy  + xyTBy  where 
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which is exactly Restriction for the paraboloid but for the last term, which, as we 
know, causes the completely degenerate behaviour where no non-trivial result is 
possible for the set dimension, maximal function, or oscillatory integral operator. 
These observations are rather striking, and it is not at all clear what to con-
clude. It does suggest however that although up until now Restriction/ Kakeya 
and Bochner-Riesz/Nikodym have been thought of as essentially they same, they 
might be better described as dual in some way, or even opposite. This idea is not 
so strange when one remembers that curvature of the surface in question is good 
when considering Restriction (since it causes decay of the Fourier transform) but 
bad for Bochner-Riesz (Bochner-Riesz for squares is trivial). 
This also shows the importance of Carbery's transformation 
(x', x) 	(x'/x, 1/x) 
which relates the two classes of problems. One might speculate that whenever a 
family of curves has a negative answer for (say) the Kakeya problem, then both 
the Nikodym problem for the same curves, and equivalently the Kakeya problem 
for the transformed curves, has a positive answer. So in Figure 2.2 the problems in 
the second box are opposite to those in the third. This would leave straight lines 
as an overlapping middle case, the only family that this transformation leaves 
unchanged. 
7.3 The future 
Clearly this thesis has uncovered only a small patch of a large uncharted area,. 
and much is left to be done. First of all, to what extent do our results depend 
on the special quadratic type of phase we decided to consider? An extension of 
the work to phases with higher terms in x., is probably routine, but extension to 
higher terms in x' and y may well not be. The difficulty is that in those cases, we 
can no longer parametrise our curves by the height; nor do we have the linearity 
in y and w which was used to simplify much of our reasoning. 
There are still geometric methods used in the straight line case that we have 
not yet tried. Although we saw in Chapter 5 some reasons for pessimism about 
the sticky/plany/grainy ideas of Katz, Laba and Tao [20, 24], there is also the 
paper of Schiag [31] to try. He considers lines meeting three given ones, instead of 
two as in Katz's method. And of course, being a new problem, the matrix sumset 
idea offers an unknown number of possibilities for attacking curved Kakeya sets. 
Also, thinking of the straight line problem, our results suggest that the idea 
of intersecting properly rather than tangentially is key. Hörmander's criterion 
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(2.2) merely demands that curves intersect properly, and we have seen that this 
is not enough. But in the straight line case, not only the lines themselves, but 
all higher-dimensional manifolds formed from them intersect properly—they are 
all hyperplanes, never curved surfaces. We suggest that this fact needs to be 
used somehow, and for Hörmander's general question perhaps higher-order non-
degeneracy conditions on the phase are required. 
However, it is probably the hint at a new understanding of the relationship 
between Restriction and Bochner-Riesz that is most important, and holds the 
most promise for future work. 
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