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For a number of years the maximum flow network problem has attracted the 
attention of prominent researchers in network optimization. Since the ground- 
breaking work of Ford and Fulkerson 133, a variety of algorithms featuring good 
“worst-case” bounds bave been proposed for this problem. Surprisingly though, 
there has been almost no empirical evaluations of these algorithms. 
Cheung [l] recently conducted the first significant computational investigation 
of maximum flow methods, testing several of the major approaches Although an 
important step in the right direction, Cheung’s implementations employ 
methodology and data structures originating at least a dozen years ago. 
In the past decade, however, advances in network implementation technology 
have been dramatic. Sophisticated labeling techniques and more effective data 
structures have (a) decreased total solution time and/or (b) reduced computer 
memory requirements. As a result, widely held beliefs about which algorithms are 
best for particular problem classes have been steadily challenged and in some 
cases completely overturned. This study described in this abstract, likewise, 
discloses everal misconceptions about maximum flow algorithms whose challenge 
was overdue. One of the major purposes of this study, therefore, has been to 
* This research was partially funded by the U.S. Department of Transportation, Contract No. DOT- 
08-70074. 
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design and test maximum flow implementations that make the most effective use 
of the recent developments in network labeling and data organization techniques. 
To safeguard against being swayed too heavily by preliminary analyses (and past 
experience in other network settings), we implemented more than one type of 
data structure and associated processing technique for most of the algorithms 
tested. 
During the course of our investigation we examined the two most widely 
heralded general classes of algorithms for maximum flow network problems-the 
label tree and referent algorithms. Over 50 codes were developed and at least 
partially tested for these methods In the process we also developed and tested a 
new member of the referent class of algorithms, called the sub-referent method, 
which proved far more effective than all others. 
In addition, we investigated a third type of approach which constitutes a 
special-purpose variant of the primal simplex method. Previously, researchers 
have neglected primal methods in favor of more classical labeling types of 
algorithms, first because the classical methods were obvious and “natural”, and 
second because simple choice rules yield good worst-case bounds. Recently, 
Cunningham [2] has partly removed the theoretical bias against he class of primal 
simplex maximum flow methods by deriving a computational bound for one of its 
members (different from the method we developed). Although this theoretical 
bound is not nearly as good as those for other algorithms, practical experience in 
the network area over the past decade argues atrong!y for testing a derivative of 
the primal simplex methodology, since this type of approach has proved highly 
robust and effective in other network contexts. Over twenty implementations of 
our proposed variant of the primal method were tested utilizing alternative starts, 
pivot choice rules, and update techniques. 
Extensive computational testing of the seventy algorithmic implementations 
(over all three classes of methods), was conducted on The Uniu~rsity of Texas’ 
CDC 6600. Four distinct problem topologies were considered in order to identify 
the strengths and weaknesses of each algorithm relative to network structure. The 
topologies may be classified as (1) pure random, (2) multi-terminal random, (3) 
multi-terminal grid, and (4) dense acyclic. To minimize the effects of sampling 
Table 1. Required number of ar- 
rays* 
Code IN IAI c’ 
FJFO 4 6 0 
MAXAUG 5 6 1 
SUBREF 5 6 0 
PRIMAL 7 2 0 
.- 
* INI node length array. IAl arc 
length array. c’ maximum arc 
capacity length array. 
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error, numerous test problems were generated for each set of problem dimen- 
sions. The times reported in Table 2 reflect the average solution time in C.P.U. 
seconds over all problems of the indicated imensions. 
Four of the most significant of the approximately 70 algorithmic implementa- 
tions are treated in this abstract. The first, labeled FIFO, represents he “collec- 
tive wisdom” of the numerous contributors to the classical label tree school of 
thought. This code scans the arcs incident o a node in a first labeled, first scanned 
Table 2. Average solution times* 
Topology NODES ARCS FWO MAXAUG SUBREF PRIMAL 
Pure 
Random 
250 1250 0.13 0.10 0.11 0.11 
250 1875 0.24 0.18 0.16 0.23 
250 2500 0.39 0.25 0.19 0.22 
500 2500 0.32 0.32 0.21 0.23 
500 3750 0.55 0.34 0.24 0.44 
500 5000 0.60 0.51 0.39 0.66 
750 3750 DNR 0.46 0.32 0.38 
750 5825 DNR 0.61 0.40 0.65 
750 7500 DNR 0.77 0.62 1.07 
1000 5000 DNR 0.43 0.38 0.63 
1000 7500 DNR 0.84 0.59 0.91 
1000 10000 DNR 1.01 0.68 1.72 
Multi- 
terminal 
random 
250 1250 0.55 0.39 0.18 0.29 
250 1875 2.78 1.14 0.37 0.63 
250 2500 2.51 1.74 0.36 0.62 
so0 2500 0.97 0.72 0.29 0.35 
500 3750 2.80 1.42 0.46 0.94 
500 5000 8.49 6.03 0.69 1.63 
750 3750 DNR 0.85 0.48 0.75 
750 5825 DNR 2.28 0.65 1.17 
750 7500 DNR 6.50 1 .OO 2.75 
iooo 5000 DNR 0.70 0.5 1 0.87 
1000 7500 DNR 1.99 0.78 2.19 
1000 10000 DNR 10.92 1.25 5.67 
235 
235 
Multi- 410 
terminal 410 
grid 635 
635 
910 
910 
1240 1.07 
1640 1.29 
2120 3.37 
2720 3.13 
3200 DNR 
4000 DNR 
4480 DNR 
5480 DNR 
DNR 0.32 0.26 
DNR 0.27 0.20 
DNR 0.60 0.54 
DNR 0.49 0.49 
DNR 0.92 0.86 
DNR 0.85 0.73 
DNR 1.16 1.14 
DNR 1.30 1.29 
20 190 0.20 DNR 0.17 0.06 
Dense 40 780 3.73 DNR 1.29 0.46 
acyclic 60 1770 DNR DNR 4.26 1.45 
80 3160 DNR DNR 10.06 3.31 
100 4950 DNR DNR 19.58 6.29 
* In cpu set onds on The University ot’ Texas’ CDC 6600 
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order. The determination of the allowable flow augmentation is postponed until 
breakthrough has occurred. In addition, after augmenting flow, a portion of the 
labels in the label tree are retained. The second code, referred to as MAXAUG, 
processes the nodes according to the largest augmentation criterion. That is, the 
node which allows the largest flow augmentation from the source node in the 
current label tree is processed first. An address calculation sort is used in order to 
efficiently carry out this ordering. Our implementation of this method makes it 
astonishingly more efficient than prior studies found it to be. The third code 
presented here, called SUBREF, is our best implementation of the subreferent 
algorithm. This algorithm departs from Dinic’s method and its recent variants by 
keeping track of the referent (actually, only a subset) in an “implicit” manner that 
accelerates labeling and flow augmentation, while simultaneously avoiding blind 
alleys potentially encountered in other approaches. The final code, referred to as 
PRIMAL, is our best overall implementation of the specialized primal simplex 
a!gorithm. A special basis tree structure is used in order to enhance the solution 
capabilities of the code. 
In terms of computer memory requirements, PRIMAL is the best of our 70 
implementations. As indicated in Table 1, PRIMAL requires roughly one-third of 
the core storage of the other approaches. This suggests that the specialized primal 
simplex algorithm would be ideal for applications requiring the solution of a series 
of maximum flow problems within a larger master problem. 
Relative solution efficiencies, discernible from the times tabulated in Table 2, 
show that the classical “‘FIFO” approach is strictly dominate\4 often by all other 
approaches and always by at least two of the other three codc$. Our implementa- 
tion of the sub-referent algorithm is the best code for the 1 broblem topologies, 
with a low degree of underlying structural specificity (or “restrictiveness”) and the 
primal code is the best for the problem topologies with a high degree of 
underlying structural specificity. A complete report on our algorithmic develop- 
ment and tensting [4) can be obtained upon request from the authors. 
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