Abstract We proposed two stable and one conditionally stable finite difference schemes of second-order in both time and space for the time-fractional diffusion-wave equation. In the first scheme, we apply the fractional trapezoidal rule in time and the central difference in space. We use the generalized Newton-Gregory formula in time for the second scheme and its modification for the third scheme. While the second scheme is conditionally stable, the first and the third schemes are stable. We apply the methodology to the considered equation with also linear advection-reaction terms and also obtain second-order schemes both in time and space. Numerical examples with comparisons among the proposed schemes and the existing ones verify the theoretical analysis and show that the present schemes exhibit better performances than the known ones.
Introduction
In this work, we consider second-order finite difference schemes in both time and space for the following time-fractional diffusion-wave equation, see e.g. [16, 17, 20, 26, 29] 
in which D −γ 0,t is the fractional integral operator defined by, see for example [24] ,
Temporal finite difference schemes for the time-fractional diffusion-wave equation (1) and its equivalent form are mostly of first-order, (3 − β)-order and second-order convergence in time. First-order schemes can be based on either L2 method and its generalization, see e.g. [21, 22] or the first-and second-order fractional backward difference methods, see e.g. [8, 28] . The (3 − β)th-order time discretization techniques are based on the L1 method [27] , see also [6, 12, 25, 32] . Second-order schemes are either generalized Crank-Nicolson schemes [19] or based on fractional backward difference methods, see [3, 5, 11] . In [30] , the βth-order method was derived based on the Crank-Nicolson scheme and the second-order fractional backward difference method. There have existed other related works on the time-fractional diffusion equations, see e.g. [1, 2, 7, 9, 10, 13, 18, 23] .
In this paper, we adopt different time discretization approaches to the time-fractional diffusion-wave equation of the form (1), which yields three schemes with second-order accuracy both in time and space. The key of our discretization is that we use three different second-order generating functions for the time discretization of (1) which are different from those in all the aforementioned works. Our first scheme for time discretization is based on the second-order fractional trapezoidal rule as that used in [31] . The second and third schemes are based on the second-order generalized Newton-Gregory formula in time and its modification. With the second-order central difference method in space discretization, we can prove that the first and the third schemes are stable and that the second one is conditionally stable through the Fourier analysis, and all the schemes are convergent of order two both in time and space.
One important feature of our schemes is that these schemes respectively reduce to classical difference schemes when β → 2 while the second-order schemes in [3, 5, 11, 19] . In other words, our schemes are extensions of classical central difference in time. While in [5, 11, 30] , the second-order fractional backward difference method is used to discretize the time-fractional derivative, which can not be reduced to any form of our schemes. For example, when β = 2, the method in [5, 11] to discretize the time derivative is
The second-order schemes in [3, 19] do not reduce to the central difference scheme for time derivative when β = 2. Though the discretization of time derivative in [28] can lead to the central difference scheme for time derivative for 1 < β ≤ 2, the method in [28] has only first-order accuracy in time for 1 < β < 2. Spatial discretization for the time-fractional diffusion-wave equation (1) can be finite difference methods, see e.g. [27, 6, 12, 25, 32] and finite element methods, see e.g. [11, 19] . Here, we consider finite difference methods while the finite element methods can be also applied.
The remainder of this paper is outlined as follows. In Section 2, we present a fully discrete finite difference scheme for (1) and establish the analysis of the stability, consistency, and convergence. In Section 3, we propose two more fully schemes for (1), one is conditionally stable and the other is stable. We present numerical schemes for the time-fractional diffusion-wave equation with linear advection-reaction term in Section 4. Numerical experiments are provided in Section 5 before the conclusion in the last section.
The finite difference scheme based on the fractional trapezoidal rule
In this section, we first present the time discretization for (1) based on the fractional trapezoidal rule. With space discretization by the central finite difference, we prove the stability, consistency, and convergence of the fully discrete scheme.
The finite difference scheme in time
Let τ be the time step size and n T be a positive integer with τ = T/n T and t n = nτ for n = 0, 1, ..., n T . For the function y(t) ∈ C([0, T ]), denote by y n = y(t n ). Denote by h as the space step size with h = (b − a)/N, where N is a positive integer. The space grid point x j is defined as x j = a+ jh, j = 0, 1, ..., N. For the function u(x, t) ∈ C([0, T ]; C(Ī)), we also denote by u n = u n (·) = u(·, t n ) and u n j = u(x j , t n ). For simplicity, we also introduce the following notations
We discretize the time of (1) through the fractional linear multistep methods (FLMMs) developed by Lubich [14] . The pth-order FLMMs for D −β 0,t u(t) are given by
where {ω
k } can be the coefficients of the Taylor expansions of the following generating functions
in which {γ k } in (6) satisfy the following relation
The starting weights {w
n,k } are chosen such that the asymptotic behavior of the function u(t) near the origin (t = 0) are taken into account [4] . One way to determine {w (β) n,k } for the sufficiently smooth function u(t) is given as follows [14] 
The FLMM (4) (also called the fractional trapezoidal rule) has second-order accuracy if the generating function (7) is used. In this section, we will discretize the time of the wave equation (1) with the generating function (7).
We first consider the following fractional ordinary differential equation (FODE)
We also assume that y(t) is sufficiently smooth. Letφ(t) = y(0) + y ′ (0)t. Then the above FODE is equivalent to the following Volterra integral equation
Before discretizing (10), we introduce three lemmas.
where ω (β) k can be the coefficients of the Taylor series of the generating functions defined as (5)- (7), and p = 2 if Eq. (7) is used.
Lemma 2 ([31]) Denote by
where {ω 
where α k and θ k are the coefficients of Taylor expansions of α(z) and θ(z), respectively, with 
Now, we are in a position to discretize (10) . If y(t) is smooth enough, then we have
0,t y ′′′ (t). Therefore, by Lemma 1, we can have the following
k } are the coefficients of Taylor expansions of the generating function (7), and the truncation error
Hence, Eq. (10) has the following discretization
Applying Lemma 2 yields the equivalent form of (15) as
where α(z) and θ(z) in Lemma 2 can be chosen as α(z)
where (17) when the generating function (7) is used. We can obtain a bound of R n in (17) as follows
where we have used Lemma 3.
Assume that U(x, t) is sufficiently smooth in time.
From (17), we can obtain the time discretization of the wave equation (1) as follows.
-Time discretization I: Applying the time discretization (17) with the generating function (7) to Eq. (1) yields
, and R n is the discretization error in time satisfying |R n | ≤ Cτ 2+β .
Next, we present the fully discrete approximation for equation (1) . From the time discretization (19) with the second-order central difference discretization of the space derivative operator, we present the corresponding fully discrete approximations for (1) as follows.
where
Remark 1 If β → 2, then the scheme (20) reduces to the unconditionally stable central difference scheme of second-order accuracy both in time and space, i.e.,
Calculation of F n :
In (20), we do not illustrate how to calculate D
, where f 1 (x, t) and f 2 (x, t) are sufficiently smooth in time. Hence, we can use the following second-order formula to approximate D
} are the coefficients of the Taylor expansions of the generating function (6) . The coefficients {w
Stability, consistency, and convergence
This subsection mainly focuses on the stability, consistency, and convergence of the scheme (20) . We first rewrite the scheme (20) into the following form
in which
Consider (11) with y(t) = t ν , ν ≥ 0, one has
The above equation implies
Applying Lemma 2 yields
By Lemma 3 and (28) with ν = 0, 1, one has
Next, we prove the stability of the scheme (20) through Fourier analysis. (20) is stable.
Theorem 1 The finite difference scheme
Now, we need to investigate the stability of the difference equation (30) . Let
From (30) , one can obtain
Hence,
Denote by α(z) (1 − z)
, (32) , and α(z) = (1 − z) β , we can derive that g n → 0 as n → ∞ for any given S * (see the first part in the proof of Lemma 3.5 in [14] and Eq. (2.8) in [15] ), which implies ρ n → 0 as n → ∞ for any given S * α(z) θ(z) , |z| ≤ 1 (see also Eq. (2.8) in [15] ). If there exists a number σ such that sin 2 σh 2 = 0, i.e., S * = 0, then we can also obtain ρ k = ρ 0 + dt k from (30) . Like Theorem 2.1 in [15] , we can obtain the following region
is bounded for any τ, h and given T . That is to say, for any S * ∈ S, the difference equation (30) is stable. Since α(z)
θ(z) is always nonnegative. Therefore, the stability region S contains the whole of the left-half plane (Of course, it contains the negative semi axis), which implies that the difference relation (30) is stable for every S * < 0, i.e., ρ n is bounded as n → ∞. Hence, the scheme (20) is stable for any τ β /h 2 , which completes the proof.
Next, we investigate the consistency of the scheme (20) . Letting x = x j in (19) and applying the central difference method to the space derivative, we can derive 
According to the Grünwald-Letnikov formula [24] , we have
From (24), (25) , and (29), we derive lim τ→0,h→0
where we have used n k=0 θ k → 1 as n → ∞ and
in which θ k = 2
are positive constants independent of n, τ and h. Combining (36)-(39) yields (34).
We now give the following consistency theorem.
Theorem 2 Suppose that U(x, t) is the solution to (1), U ∈ C 2 (0, T ; C 4 (I)). The finite difference scheme (20) is consistent of order O(τ
Next, we discuss the convergence for the scheme (20) . Denote by e 
, r n j is bounded. From Lemma 2, we can derive the equivalent form of (40) as
k is the coefficient of the Taylor expansion of the generating function θ(z)/α(z). Let e n j = ǫ n exp(i jσh) and G n j = η n exp(i jσh), η n is bounded. Similar to (30), we can obtain from (41)
which yields
From (43), we have
Denote by
So the sequence {d k } is in ℓ 1 . From Theorem 1, we know that D(z) 0 for all S * ∈ S and |z| ≤ 1. Denote by 1/D(z) = n k=0d k z k . Then the sequence {d k } is also in ℓ 1 , see Eq. (2.5) in [15] .
If S * = 0, then we directly have |ǫ n | ≤ C(τ 2 + h 2 ) from (42). Now, we give the following convergence theorem.
Theorem 3 Let U(x, t) be the solution to
(1) and u n j ( j = 0, 1, ..., N, n = 0, 1, ..., n T ) be the solutions to (20) . Then there exists a positive constant C independent of n, τ, and h, such that e n ≤ C(τ Proof From e n j = ǫ n exp(i jσh) and (45), one has |e
which completes the proof.
The finite difference schemes based on the generalized Newton-Gregory formula and its modification
In this section, we construct another second-order difference scheme for (1) (1−z) β , see (6) with p = 2. Similar to (19) , we can derive the following time discretization with help of the generating function
and R n is the discretization error in time satisfying
From (46), we can derive the fully discrete finite difference scheme for (1) as: Find u n j
If β → 2, then the method (47) a conditionally stable scheme
We may think that the method (47) is also conditionally stable. Similar to Theorem 1, we can indeed obtain the stability region for the method (47) below
The above stability region contains the interval [
From the above inequality, we can derive a CLF condition for the method (47) as follows
Next, we make a slight modification of the scheme (47) such that the derived scheme is stable for any given real value of τ β /h 2 . We make a slight modification of the first term
x ϕ k in the right hand side of (46) as follows
Combining (46) and (49), we obtain the following new time discretization approach.
-Time discretization II:
and R n is the discretization error in time satisfying |R n | ≤ Cτ 2+β .
From (50), we can derive the following fully discrete finite difference scheme.
Remark 2 If β → 2, the scheme (51) is reduced to the following unconditionally stable scheme
Similar to Theorem 1, we can prove that the scheme (51) is stable, we just need to replace θ(z) = 2 (20) 
Fractional diffusion-wave with linear advection-reaction term
In this section, we extend the time discretization techniques used in (20) and (51) to the following equation
The time in (52) is discretized similarly to the technique used in (20) or (51), the firstorder and second-order space derivative operators are both discretized by the central difference method, we directly give the fully scheme for (52) as follows.
, and
Similar to Theorems 1 and 2, the finite difference method (53) is proven to be stable and consistent of order O(τ 2 + h 2 ).
Numerical examples
In this section, we present numerical examples to verify the theoretical analysis in the present paper. We first numerically verify the error estimates and the convergence orders of Scheme I (see Eq. (20)), the scheme (47), and Scheme II (see Eq. (51)).
Example 1 Consider the following diffusion-wave equation [27]
Choose a suitable right hand side function f (x, t) such that the exact solution to (55) is 
log( e n (τ, h 1 ) / e n (τ, h 2 ) )/log(h 1 /h 2 ), in space, 
We first check the accuracy of the schemes (20) and (51) in time, and the space and time steps sizes are chosen as h = 1/1000 and τ = 1/16, 1/32, 1/64, 1/128, 1/256, the maximum L 2 error max 0≤n≤nT e n is shown in Table 1 . It is found that Scheme I (20) and II (51) both show second-order accuracy in time for different fractional order β (β = 1.1, 1.5, 1.9), which is inline with the theoretical analysis. In Table 2 , we show the convergence rates in space for the two schemes (20) and (51), from which the second-order accuracy is observed.
We also test the accuracy and stability of the method (47). From (48), one knows that the method (47) is stable if 0 < r = µ(β−1)τ β 2 β−2 h 2 ≤ 1. We use the method (47) to solve (55), the numerical results are shown in Table 3 , which shows that the method (47) is stable for r ≤ 1, and unstable for r > 1 (see stars * in Table 3 , which means the numerical solutions blow up when r > 1). The numerical result is inline with the theoretical result (48). The numerical results in Table 3 also show second-order accuracy both in time and space by the simple calculation using (56).
Here, we also compare Scheme I and Scheme II with the finite difference scheme developed in [27] with convergence of order O(τ 3−β + h 2 ), the results are shown in Table 4 . Obviously, the present methods show better performances because of their high-order convergence in time, especially when β tends to 2. 
where 1 < β < 2. Choose the suitable f (x, t) such that (57) has the following analytical solution U(x, t) = (t 2+β + t 2 + t + 2) exp(x).
In this example, we test the convergence rates of Scheme III (1) and Scheme III (2), and we also compare the present methods with the existing time discretization used in [5] , see also [11] , where the second-order fractional backward difference formula was used to discretize the Caputo derivative operator. We choose the time step size and space step size as 
Conclusion
In this paper, we propose three finite difference schemes for the fractional diffusion-wave equation (1) . The first one is based on the fractional trapezoidal formula in time and the central difference in the space. This scheme is proven to be stable by Fourier analysis with convergence order two in both time and space. The second scheme is based on a secondorder generalized Newton-Gregory formula in time. The second scheme is only conditionally stable, while a slight modification of the second scheme leads to the third scheme that is stable. The last two schemes are also of order two in both time and space. We extend the two of these time discretization techniques to a class of fractional differential equations, and derived stable schemes with second-order convergence both in time and space. When β → 2, the present methods (20) , (47), and (51) becomes the corresponding classical methods for the classical diffusion-wave equation, which is an important feature different from the time discretization techniques used in previous papers, see for example [3, 5, 8, 11, 19, 30] .
We present numerical experiments to verify the theoretical analysis, and comparisons with other methods exhibit better accuracy than many of the existing numerical methods. The present methods can be readily extended to two-and three-dimensional problems and the stability and convergence analysis are similar to those given here.
