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Abstract
In this thesis, novel methods for lossless image compression are proposed. Image coding
using high probability set makes use of the correlation of two images (a training image
and a test image). A good compression ratio can be achieved if a training image highly
correlated with the original image is used. A distinguishing feature of this algorithm of
this method is that it is not necessary to transmit the codebook when the coded bit-stream
is to be transmitted. Joint entropy coding provides a better compression than pixel-by-
pixel entropy coding in general. When joint entropy coding is directly used, the average
bits per pixel may be lower, but this results in a bigger number of different elements and a
larger code book in implementation, especially for a more random image. Due to the
limitation on implementation complexity, compression efficiency is affected. In this
work, the fundamental theorem of arithmetic is applied to uniquely decompose an
original image into several sub-images. An implementation algorithm based on this
approach is designed for lossless image compression. There are two important advantages
of this method:
1. The dynamic ranges of these sub-images are much smaller than that of the
original image. Using joint entropy coding over the sub-images will avoid the
big number of different elements and the large codebook.
2. The sub-images are mutually dependent. The theorem of chain rule provides
an explicit technique of using the dependence among the sub-images to
increase coding efficiency greatly.
In the current implementation, a compression ratio about 1.7 is achieved. The potential of
this method and future work is also presented.
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Chapter 1
Introduction
Entropy coding is used in almost all data compression techniques. Fora given set of data,
the entropy of the data is the theoretical limit of lossless compression. The objective of
entropy coding is to approach the limit. Entropy coding has used in many advanced
methods in image compression, both lossy and lossless. In lossy image ,and video
compression, there are several well known methods, such as JPEG, MPEG and so on, in
which entropy coding, is used after the discrete cosine transform and scalar quantization.
In lossless image compression, which this thesis concerns about, entropy coding is also
used after some lossless signal processing operations such as prediction or lossless
transform.
All previous lossless image compression methods concentrate on reducing the
correlation among the pixels in an image. Discrete cosine transform (DCT), an efficient
method to reduce correlation, combined with scalar or vector quantization in lossy image
compression, can not be applied to lossless image compression directly, since the DCT
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coefficients are real numbers and quantization of the DCT coefficients always results in a
loss during the compression. The reconstructed image would not be exactly the same as
the original image, although sometimes the eye can not recognize it. For some
applications such as medical image compression, any loss may not be allowed. Thus for
lossless image compression, different types of signal processing techniques have been
developed. Up to now, differential pulse code modulation (DPCM) [1] and hierarchy
interpolation (HINT) [2] are the popular techniques in this field.
DPCM is a causal coding system. The basic idea is that we only transmit the
difference between the closely adjacent pixels. It is expected that the pixel difference has
a smaller variance than the original pixels and thus a smaller entropy. Therefore a high
compression ratio can be achieved.
HINT first codes a subsampled version of an original image, and then interpolates
back the original image hierarchically. The difference between the original pixel value
and the corresponding interpolated pixel value is coded and transmitted. Since the image
pixels are highly correlated, the interpolated pixel values are close to the original pixel
values and the difference would be small with a low entropy. This is why a high
compression ratio can be achieved.
Joint entropy coding is a more direct method to take advantage of the correlation
between pixels. The closely adjacent pixels at first are taken as a group. Every pixel in the
original image belongs to only one group. Then all groups are coded in the same way as
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in pixel-by-pixel coding. Theoretically, the entropy of these groups divided by the
number of pixels in each group is the average bits of transmitting a pixel and it is not
moreAhan that of the pixel-by-pixel coding in any case. Joint entropy coding leads to a
significant compression over a highly correlated image. However, since the dynamic
range of each element in the groups is the same as the original one, the number of the
possible combinations of the pixels in a group increases exponentially, which results in
high complexity in the implementation. Practically, a robust universal codebook may be
too large to be efficient. If the codebook is transmitted with the bit-stream, the image is
usually too small to allow such an overhead. This way results in even more bits than that
from the pixel-by-pixel coding.
In this study, the objective is to improve the method of joint entropy coding. As
discussed above, if the dynamic range of the joint pixel groups is reduced, or a lot of the
joint pixel groups can be found from a known image, the complexity of the
implementation can be reduced and coding efficiency under a complexity constraint can
be enhanced. A novel idea applied to lossless image compression is to code the test image
jointly using the information from the known image (training image). A good
compression ratio can be achieved by taking advantage of the similarity of a test image
and the known image.
An other novel idea aims to reduce the dynamic range of image pixels. The basic
nature of a digital image is that: any individual pixel in the image is a random integer
ranged from 1 to 256 if 1 is added to each pixel. The fundamental theorem of arithmetic
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indicates that any positive integer can be expressed as a product of several primes with
appropriate powers. The primes are known to be in the same range as the pixel values.
Here the powers of the primes are random and need to be coded and transmitted. The
powers are in a smaller dynamic range, always between 0 and 8. Using joint entropy
coding method to code the powers of the primes requires much lower complexity. A good
compression ratio can be achieved for a given complexity achieved.
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Chapter 2
Image Coding Using High Probability Set
A training image is a sufficiently large image which is supposed to contain all kind of
probable groups. Here 2x2 pixels are taken as a group. Theoretically the size of training
image is 256x256x256x256. High probability set consists those groups which occur
frequently, at least more than a given number of times. Figure 2.1 is a schematic
illustration of the relation between the training image and the high probability set:
all set from the training image
high probcDility set
-.J-----,t----'----C
Figure 2.1: Schematic illustration of the relation between the training image and
the high probability set
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Generally speaking, many elements of high probability set will also occur in the
test image. So to study the high probability set, we can take several advantages in this
coding method:
1. When a coded file (index file) is to be transmitted, it is not necessary to
transmit the corresponding codebook.
2. High probability set contains many exactly matched g~ups with those of the
test image, which actually belong to the lossless compression code book of
the test image using this coding method.
3. If the lossy compression code book of the test image includes some element
of the high probability set, which somewhat will decrease the average
distortion.
In this method, the applied training image consists of several kinds of images,
such as landscape, sky and portrait, whose size is 16x512x512 pixels. The test image~ are
lena.y (portrait) and action (landscape).
At first, the given number of times occurred and the size of high probability set
(the number of the groups in the training image) is studied. The relation of them is shown
in the following figure:
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Figure 2.2: Times occurred vs size of high probability set in the training image.
Where the pair (12501,5) in this figure means that there are 12501 groups occurred more
than 5 times the training image. From the above curve, A conclusion can be made that the
size of the high probability set increases as the times occurred decreases.
To figure out whether we can take the advantages of the high probability set, we
study the set from three points of view. The first, we apply it to lossless coding: encode
the test images with high probability set. As we code every group in the test images, if an
exactly matched group can be found from the high probability set, the group is encoded
using the index of the group in the high probability set, otherwise its original pixel are
transmitted. Then relation between the size of high probCJ.bility set or occurrence times of
the high probability set and average bits per pixel is measured. The following figure 2.3
is obtained to describe the relation. The pair (5, 7.5) in this figure means that if we take
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those groups in the training image, which occur more than 5 times as the high probability
set and encode the test image with it, 7.5 bits per pixel will be achieved by this method.
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Figure 2.3 : Average bits per pixel of lossless coding vs occurrence times of high
probability set.
It can be seen from figure 2.3 that the average bits per pixel decreases as the size
of high probability set increases, due to the obvious fact that less exactly matched groups
can be found from the high probability set if a smaller size one is used. It is easy to find
out that to encode a test image, the larger high probability set is preferred \
The second, we apply it to completely lossy coding: encode the test image with
the high probability set, regardless how big the distortion is and the high probability set is
the completely lossy compression code book. Then we measure average distortion and
10
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the average conditional entropy of the sub-image based on 2 becomes 0.503054, which is
much less than 1.019080. Now the average bit per pixel on lena.y becomes 4.739563, and
the compression ratio becomes 1.687920.
The algorithm of the method is easy to implement, and the compression ratio
resulted from it combined with the prediction techniques, is a little higher than those of
the DPCM and the HINT over the image lena.y.
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Figure 4.1: The image constructed from the first 30 sub-images
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Figure 4.1 : The image constructed from the first 30 sub-images
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Figure 4.2: The image constructed from the first 48 sub-images
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Figure 4.2: The image constructed from the first 48 sub-images
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Figure 4.7: The image constructed from the first 53 sub-images
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Figure 4.8: The image constructed from all 54 sub-images (the original image lena.y)
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corresponding pixel in the original sub-image based on 2, more than a half of which is
zero. Thus the cost of transmitting the sub-image decreases greatly.
Actually, before the last several sub-images (based on 2 or based on 3) are coded
and transmitted, almost all information can be obtained from figure 3.6 or figure 3.7. The
images are like the original image (figure 3.8) distorted by the white noise. From the
point of view of signal processing, if a suitable smooth filter is used to the images, a clear
image will be achieved. In general, there must be difference between the filtered image
and the original image. If we code and transmit the difference of the corresponding pixels
without doing on the pixels of the sub-images (based on 2 or based on 3), it is expected to
achieve a lower cost of transmitting the whole information of the original image.
In this method, we take advantage of the fact that there are more than 90% zeros
in the sub-images based on the primes larger than 16. A group of 4x4 pixels is taken·as a
vector in these sub-images. An element of the corresponding code books are 16-
dimension vector. Although the code books are not large, they potentially increase the
transmitting cost in practice. To the sub-images based on the primes less than 16 and
more than 2,there are only at most 6 choices on any pixel. An invertible wavelet
transform that maps an integer to an integer is easy to find because the possibility of any
pixel in these sub-images is very limited. The wavelet transform can be applied here,
combined with the chain rule theorem. Energy packing resulted from the wavelet
transform can be made use of decreasing the cost of transmitting both the sub-images and
the corresponding code books, which will develop more compression potential of this
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method. Thus the future work on this method is to combine the new method with a
suitable wavelet transform mapping integers to integers.
The method is versatile, and provides a lower limit on the compression ratio to
any image. It is also flexible to be combined with signal processing techniques and some
other mature lossless image compression methods. A suitable combination of the method
with the mature techniques will likely lead to a promising higher compression ratio.
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Appendix
1* This program is to calculate the conditional entropy of every sub-image based through
251 to 17 and the corresponding previous sub-images respectively *1
1* This program is to calculate H(XS4' XS1 ' Xso, .A:':t9' ..., Xg, X,). The detailed process is
presented in chapter 3 and chapter 4*1
#include<stdio.h>
#include<math.h>
#include <string.h>
#include <assert.h>
#define HASHSIZE 100
#define CSIZE 16
struct Chain{
int index;
int data[CSIZE];
struct Chain *ynext;
struct Chain *next;
};
struct Chain HASH[HASHSIZE];
struct Chain *hashtable[HASHSIZE];
int hash(int *y)
{
int hashin;
int i;
hashin=O',
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