In this paper we focus on subsampling stationary random signals that reside on the vertices of undirected graphs. Second-order stationary graph signals are obtained by filtering white noise and they admit a well-defined power spectrum. Estimating the graph power spectrum forms a central component of stationary graph signal processing and related inference tasks. We show that by sampling a significantly smaller subset of vertices and using simple least squares, we can reconstruct the power spectrum of the graph signal from the subsampled observations, without any spectral priors. In addition, a near-optimal greedy algorithm is developed to design the subsampling scheme.
INTRODUCTION
Processing signals residing on the vertices of graphs is recently receiving a significant amount of interest for network science applications. In particular, generalizing as well as drawing parallels of classical time-frequency analysis tools to graph data analysis while incorporating the irregular structure on which the graph signals are defined is an emerging area of research [1, 2] .
We are interested in sampling and processing stationary graph signals, which are stochastic signals defined on graphs with secondorder statistics that are invariant to a so-called graph-shift operator. Second-order stationary graph signals have a well-defined graph power spectrum. Stationary graph signals can be generated by filtering white noise (or any other stationary graph signals) and the graph power spectrum of the filtered signal is characterized by the squared magnitude of the frequency response of the filter. Using the idea of graph second-order stationarity, inference problems on graphs such as smoothing, prediction, and deconvolution can be solved by designing optimum (minimum mean squared error) Wiener-like filters. Although Wiener filters for graph signals can be derived similar to time-domain signals [3] , graph power spectrum estimation forms a crucial component of such filter designs.
In this paper, we focus on reconstructing graph second-order statistics, more specifically the graph power spectrum by observing a reduced subset of graph nodes. The fact that we are reconstructing the graph power spectrum, instead of the graph signal itself enables us to subsample or sparsely sample the graph signal and yet reconstruct the power spectrum of the original graph signal, even without any spectral priors (e.g., sparsity, bandlimited with known support). This is a new and different perspective as compared to subsampling This work was supported by the KAUST-MIT-TUD consortium grant OSR-2015-Sensors-2700.
Software to produce results of this paper can be downloaded from http://cas.et.tudelft.nl/∼sundeep/sw/gpsd.zip for graph signal reconstruction [4] [5] [6] and it extends the field of compressive covariance sensing [7, 8] to graph settings.
We present two approaches, namely, the graph spectral domain and the graph vertex domain approach, where the processing is done in the graph frequency and vertex domain, respectively (hence the name). One of the results shows that with a reduced subset of O( √ N ) observations and using least squares, we can reconstruct the graph power spectrum of a length-N graph signal, even in the absence of spectral priors. Any available spectral priors will naturally lead to a higher compression. We provide a low-complexity and near-optimal greedy algorithm for designing the sampling matrix that essentially performs node subset selection, which is a discrete combinatorial optimization problem.
BACKGROUND AND MODELING
Throughout the paper we denote matrices (column vectors) with upper (lower) bold face letters. S N denotes the set of symmetric matrices of size N × N . The ℓ0-(quasi) norm refers to the number of non-zero entries in w, i.e., ∥w∥ 0 := |{n : wn ̸ = 0}|.
Graph signals
Consider a dataset with N elements, which live on an irregular structure represented by a known undirected graph G = (V, E), where the vertex set V = {v1, · · · , vN } denotes the set of nodes, and the edge set E reveals any connection between the nodes. We refer to such datasets as graph signals.
Let us construct the adjacency matrix A ∈ S N with a nonzero (i, j)th entry [A]i,j denoting the strength of the edge connecting the ith node and the jth node, while the entry is set to zero if no edge exists between the ith node and the jth node. The degree of the ith node is defined as di = M j=1 [A]i,j . An associated metric, the socalled graph Laplacian, is defined as
The sparsity pattern of S captures the local structure of the graph, hence S is referred to as the graph-shift operator [1, 9] . Possible candidates for S are the graph Laplacian L or the adjacency matrix A. Since S is symmetric, it admits the following eigenvalue decomposition
where the eigenvectors {un} N n=1 and the eigenvalues {λn} N n=1 of S provide the notion of frequency in the graph setting [1, 2] . Specifically, {un} N n=1 provide an orthogonal Fourier-like basis for graph signals with the graph frequencies denoted by {λn} N n=1 .
The graph-shift operator S can be used to define graph filters of the form [1, 9] 
where the filter H is of degree L − 1 with filter coefficients h = [h0, h1, . . . , hL−1] T and the diagonal matrix L−1 l=0 h l Λ l = diag(V Lh) can be viewed as the frequency response of the graph filter. Here, V L is an N × L Vandermonde matrix with entries
Stationary graph signals
Let x = [x1, x2, · · · , xN ] T ∈ R N be a stochastic signal defined on the vertices of the graph G with expected value m = E{x} and covariance matrix Rx = E{(x − m)(x − m) T }. The notion of second-order (or wide-sense) stationarity of signals defined over regular structures can be generalized to graph signals as follows.
Definition 1 (Second-order graph stationarity [10] [11] [12] ). A stochastic graph signal x is graph second-order stationary, if and only if the following properties hold:
1. The mean of the graph signal is constant, E{xi} = m.
2. Matrices S and Rx are jointly diagonalizable.
An example of a second-order stationary graph signal is white noise with zero mean (thus satisfies the first property) and covariance matrix Rx = I, which can be expressed as Rx = U IU H (thus it can be simultaneously diagonalized with S).
For simplicity, from now on we focus on zero-mean signals. One way to generate second-order stationary graph signals is by graph filtering zero-mean unit-variance white noise, which we denote by n ∈ R N . In other words, a zero-mean stochastic graph signal x can be modeled as x = Hn, where we recall the graph filter defined in (2) . It is easy to verify that the filtered signal will have zero mean and covariance matrix Rx = E{(Hn)(Hn) H } given by
This conforms with the second property listed in Definition 1. The diagonal matrix diag(p) is the graph power spectral density or graph power spectrum matrix. We formally introduce it through the following definition.
Definition 2 (Graph power spectrum). The graph power spectral density of a stationary graph signal is a real-valued nonnegative length-N vector p that follows
Alternatively,
It is worth observing that white noise defined on graphs has a constant graph power spectrum. In sum, graph stationarity is preserved by linear filtering, thus graph stationary signals with a prescribed graph power spectrum can be generated by filtering white noise. In fact, the graph power spectrum of the filtered signal is reshaped according to the filter.
GRAPH POWER SPECTRUM ESTIMATOR
The size of the datasets inhibits a direct computation (using a graph Fourier transform matrix) of the graph power spectrum using (4) as it requires diagonalization of the graph shift operator that computationally costs O(N 3 ), and in addition, it requires observing all the nodes for computing Rx. In what follows, we introduce the concept of subsampling graph signals for power spectrum estimation, where we leverage the second-order graph stationarity. More specifically, we are interested in determining a reduced set of K graph nodes to sample and in estimating the power spectrum of the entire graph signal from these subsampled observations. This problem is even more challenging in the graph setting as compared to compressive covariance sensing of signals defined over regular structures [7, 8] . This is because for signals with regular support, the covariance matrix has a clear structure (e.g., Toeplitz) that enables elegant subsampling, but for graph signals, the covariance matrix does not admit any known structure, in general.
Graph spectral domain
Consider the problem of estimating the graph power spectrum of the second-order stationary graph signal x ∈ R N from a set of K ≪ N linear observations stacked in the vector y ∈ R K , given by
Here, Φ(w) = diagr(w) ∈ {0, 1} K×N is a sparse sampling or subsampling matrix guided by a component selection vector w = [w1, · · · , wN ] T ∈ {0, 1} N , where wi = 1 indicates that the ith graph node is selected, otherwise it is not selected (diagr(·) represents a diagonal matrix with the argument on its diagonal but with the all-zero rows removed).
Using the subsampling scheme in (5), the covariance matrix of the subsampled graph signal y can be computed as
where we simply write Φ(w) as Φ for conciseness. Vectorizing 1 (6), we obtain a set of K 2 equations in N unknowns:
where (a) is due to the matrix property (A ⊗ B)(C • D) = (AC • BD), and the subscript "s" in Ψs (constructed using the graph Fourier matrix) stands for spectral domain approach. If the matrix (ΦU • ΦU ) has full column rank, which requires K 2 ≥ N , then the graph power spectrum can be estimated in closed form via least squares, given by p = (ΦU • ΦU ) † ry,
where for a full column rank matrix A, we have
Remark 1 (Spectral priors). A higher compression can be achieved if we have some prior knowledge about the graph spectra. More specifically, it is possible to have K 2 < N, if we know a priori that (a) the spectrum is bandlimited (e.g., lowpass) with known support, or (b) the spectrum is sparse, but with unknown support. Further, this information can be included while estimating the graph power spectrum from (7), e.g., using a reduced-order least squares or an ℓ1-norm regularized least squares.
Graph vertex domain
The covariance matrix of a stochastic graph signal and the graph shift operator can be simultaneously diagonalized. This allows us to express the covariance matrix Rx as a polynomial of the graph shift operator
where the Q = min{2L − 1, N} unknown expansion coefficients {αq} Q−1 q=0 , collected in the vector α = [α0, α1, · · · , αQ−1] T ∈ R Q , completely characterize the covariance matrix. In other words, we assume a linear parametrization of the covariance matrix Rx using the set of Q symmetric matrices {S 0 , S, · · · , S Q−1 } ⊂ S N as a basis.
Vectorizing Rx in (8) yields
where we have stacked vec(S q ) to form columns of the matrix Ψv ∈ R N 2 ×Q , and the subscript "v" in Ψv stands for vertex domain approach. Using the matrix property vec(ABC) = (C H ⊗ A)vec(B), the covariance matrix of the subsampled graph signal [cf. (6) ] Ry = ΦRxΦ H , can be vectorized to obtain a set of K 2 equations in Q unknowns, given by
If the matrix (Φ⊗Φ)Ψv has full column rank, which requires K 2 ≥ Q, then the overdetermined system can be solved using least squares as
The problem of estimating {αq} Q−1 q=0 is known as covariance matching [13] , and in the graph setting we refer to it as graph covariance matching. The computationally expensive eigenvalue decomposition of the graph-shift matrix that costs O(N 3 ) is not needed to reconstruct α.
The graph power spectrum can be subsequently recovered according to the following remark.
Remark 2. We can relate the vector p and the vector α, by using (4) and (8) . That is, we can write diag(p) = Q−1 q=0 αqΛ q , or in matrix-vector form we have p = V Qα, where V Q is an N ×Q Vandermonde matrix with entries [V Q]i,j = λ j−1 i . To recover p from α, however, all the N eigenvalues to construct V Q are required.
Finally, we can show the equivalence between the linear models (7) and (10) as follows.
Remark 3. The fact that S q = U Λ q U H from (1) allows us to express Ψv in (10) as
Using (11) in (10), we get
SUBSAMPLER DESIGN
If we can design a full-column rank model matrix (Φ ⊗ Φ)Ψ with Ψ := Ψs or Ψ := Ψv, then we can perfectly recover the graph power spectrum by observing a reduced set of only K graph nodes. We will develop a low-complexity algorithm to design such full-column rank matrices in this section.
The least squares solution developed in Section 3 depends on the spectrum of
i.e., the performance of least squares is better if the spectrum of (Φ ⊗ Φ)Ψ is more uniform. Thus a good sparse sampler w can be obtained by solving:
with either f (w) = λmin{T (w)} or f (w) = log det{T (w)}, both of which try of balance the spectrum of T (w). Although the above Boolean nonconvex problem with f (w) = λmin{T (w)} and f (w) = log det{T (w)} can be relaxed and solved using convex optimization (e.g., see [14, 15] ), we will focus on the optimization problem (13) with f (w) = log det{T (w)} as it can be solved nearoptimally using a low-complexity greedy algorithm. Let us define an index set X that is related to the component selection vector w as X = {n | wn = 1, n = 1, . . . , N}, where X ⊆ N with N = {1, . . . , N}. We can now express the cost function f (w) = log det{T (w)} equivalently as the set function given by
where the N 2 column vectors {ψ 1,1 , ψ 1,2 , · · · , ψ N,N } are used to form the rows of Ψ as Ψ = [ψ 1,1 , ψ 1,2 , · · · , ψ N,N ] T . We use such an indexing because the sampling matrix Φ ⊗ Φ results in a structured (row) subset selection.
Submodularity -a notion based on the property of diminishing returns, is useful for solving discrete combinatorial optimization problems of the form (13) (see e.g., [16] ). Submodularity can be formally defined as follows.
Definition 3 (Submodular function). Given two sets X and Y such that for every X ⊆ Y ⊆ N and s ∈ N\Y, the set function f : 2 N → R defined on the subsets of N is said to be submodular, if it satisfies
Further, if the submodular function is monotone nondecreasing, that is, f (X ) ≤ f (Y) for all X ⊆ Y ⊆ N and normalized (i.e., f (∅) = 0), then a greedy maximization of such a function via Algorithm 1 is near optimal with an approximation factor of (1 − 1/e), where e is Euler's number [17] . That is, f (X )
The cost function (14) after a slight modification satisfies the above property as stated in the following lemma.
The set function f : 2 N → R given by
is a normalized, nonnegative monotone, submodular function on the set X ⊂ N. Here, ϵ > 0 is a small constant. Hence (15) is a reasonable approximation of (14).
In (15) , N log ϵ ensures that f (∅) is zero. Using the result from [18] that the set function g : 2 N → R, given by
with column vectors {ai} N i=1 is a normalized, nonnegative monotone, submodular function on the set X ⊂ N, we can prove Lemma 1. Therefore, the solution based on the greedy algorithm summarized as Algorithm 1 results in a (1 − 1/e) optimal solution for (13) . Note that the number of summands in (16) and (15), is respectively, |X | and |X | 2 . It is worth mentioning that the number of iterations of the greedy algorithm is K, while computing (15) remains the dominating cost.
NUMERICAL EXPERIMENTS
In this section we test the practical performance of the proposed estimator as well the designed sparse sampler. For the experiments, we use a random sensor graph with N = 100 nodes generated using the GSPBOX [19] . The graph topology can be seen on the left side of Figure 1 and Figure 2 along with a random signal realization. Graph stationary signals are generated by filtering zero-mean unit-variance white noise with a lowpass filter, which has a squared magnitude frequency response as shown in Figure 1 (labeled as "True PSD") and the related filter has L = 7 filter coefficients. We use Ns = 1000 snapshots to form a sample covariance matrix, which we use in the experiments.
In the graph spectral domain approach, using Algorithm 1, we first design the subsampler by selecting rows of the matrix Ψs in a structured manner determined by Φ ⊗ Φ, one by one. In other words, we perform a row subset selection of the (modified) graph Fourier matrix U • U . For this particular scenario, a full-column rank matrix (Φ ⊗ Φ)Ψs was obtained for K > 11. We show on the right side of Figure 1 , the reconstructed graph power spectrum for K = 50 (i.e., 50% compression) as well as for K = N (it is the diagonal of the sample covariance matrix with no compression). On the left side of Figure 1 , we show the selected graph nodes with a black circle.
In the graph vertex domain approach, we use Q = 12 to construct the model matrix Ψv. As before, we perform a row subset selection of the matrix Ψs in a structured way using Algorithm 1. We show on the right side of Figure 2 , the least squares estimate of the graph power spectrum using K = 10 (i.e., a compression of 90%). Such a high compression is possible because we a priori know the low value of Q.
CONCLUSIONS
In this paper we have investigated sampling of random signals defined on graphs. In particular, we have focused on subsampling stationary graph signals for estimating the power spectral density. We have shown that it is possible to subsample as low as O( √ N ) vertices and yet reconstruct the power spectrum of a signal defined on a graph with N vertices, without any spectral priors. The subsamplers are designed using a greedy algorithm, which near optimally solves the combinatorial Boolean optimization problem. A least squares estimator has been proposed to reconstruct the graph power spectrum from the subsampled observations.
