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Abstract
We present Extended Riemannian Stochastic Derivative-Free Optimization (Ex-
tended RSDFO), a novel population-based stochastic optimization algorithm on Rieman-
nian manifolds that addresses the local restrictions and implicit assumptions of man-
ifold optimization in the literature.
We begin by investigating the Information (statistical) Geometrical structure of
statistical model over Riemannian manifolds. This establishes a geometrical frame-
work to construct Extended RSDFO incorporating both the statistical geometry of the
decision space and the Riemannian geometry of the search space. We rst construct
locally inherited probability distribution via an orientation-preserving dieomorphic
bundle morphism, and then extend the information geometrical structure to mixture
densities over totally bounded subsets of manifolds. The former relates the inform-
ation geometrical structure of the decision space and the local point estimations on
the search space manifold. The latter overcomes the local restrictions of parametric
probability distributions on Riemannian manifolds.
Using the geometrical framework we construct Extended RSDFO and study its
evolutionary step and properties from a geometrical perspective. We show that Exten-
ded RSDFO’s expected tness improves monotonically and that it converges globally
eventually in nitely many steps on connected compact Riemannian manifolds.
Extended RSDFO is compared to Riemannian Trust-Region method, Riemannian
CMA-ES and Riemannian Particle Swarm Optimization on a set of multi-modal op-
timization problems over a variety of Riemannian manifolds.
In particular, we perform a novel synthetic experiment on Jacob’s ladder to motiv-
ate and necessitate manifold optimization. Jacob’s ladder is a non-compact manifold
of countably innite genus, which cannot be expressed as polynomial constraints and
does not have a global representation in an ambient Euclidean space. Optimization
problems on Jacob’s ladder therefore cannot be addressed by traditional (constraint)
optimization techniques on Euclidean spaces, which necessitates the development of
manifold optimization algorithms.
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1. Introduction
In this paper we consider multi-modal, black-box optimization problems over
Riemannian manifolds M :
max
x∈M
f(x) ,
where f : M → R denotes the objective function over the search space Riemannian
manifold M . The search space manifold M is regarded as an abstract, stand-alone
non-linear search space, that is free from an ambient Euclidean space.
Multi-modal, black-box optimization problems over Euclidean spaces are approached
by population-based optimization methods. Notable examples include meta-heuristics
such as Particle Swarm Optimization [25], and population-based Stochastic Derivative-
Free Optimization (SDFO) methods such as Estimation of Distribution Algorithms
(EDA) [40] and Covariance Matrix Adaptation Evolution Strategy [31].
Population-based optimization methods are adapted to tackle optimization prob-
lems on Riemannian manifolds in two distinctive fashions, each with their own draw-
backs.
In manifold optimization methods developed in recent literature [28, 3], the search
space manifold is considered as an abstract, stand-alone non-linear search space. The
work in the literature focuses on adapting existing optimization methods from Euc-
lidean spaces to Riemannian manifolds. Examples include gradient-based optimiza-
tion methods [5], population-based meta-heuristics [16] and model-based stochastic
optimization [24]. Whilst the structure of the pre-adapted algorithm is preserved,
the computations and estimations are locally conned by the normal neighbourhood.
Furthermore, additional assumptions on the search space manifold has to be made to
accommodate the adaptation process.
In the classical optimization literature, optimization on Riemannian manifolds
falls into the category of constraint optimization methods [5]. Indeed, due to Whit-
ney’s embedding theorem [68, 69], all manifolds can be embedded in a suciently
large ambient Euclidean space. As traditional optimization techniques are more es-
tablished and well-studied in Euclidean spaces, one would be more inclined to ad-
dress optimization problems on Riemannian manifold by rst nding an embedding
onto the manifold, and then applying familar classical optimization techniques. The
search space manifold is therefore considered as a subset of an ambient Euclidean
space, which is then described by a set of functional constraints. However, the global
structure of Riemannian manifolds is generally dicult to determine. Therefore a set
of functional constraints that describes general search space manifolds can often be
dicult, or even impossible to obtain.
The paper advances along these two directions. We construct a stochastic optim-
ization method on Riemannian manifolds that overcomes the local restrictions and
implicit assumptions of manifold optimization methods in the literature. We address
2
multi-modal, black-box optimization problems on Riemannian manifolds using only
the intrinsic statistical geometry of the decision space and the intrinsic Riemannian
geometry of the search space 1. To motivate and necessitate manifold optimization,
we perform a novel synthetic experiement on Jacob’s ladder, a search space manifold
that cannot be addressed by classical constraint optimization techniques.
To this end, we take the long route and investigate information geometrical struc-
tures of statistical models over manifolds. We describe the statistical geometry of
locally inherited probability densities on smooth manifolds using a local orientation-
preserving dieomorphic bundle morphism (Proposition 4.1, Section 4.2.1), this gen-
eralizes the use of Riemannian exponential map described in both the manifold op-
timization [24] and manifold statistics literature [54, 52].
To overcomes the local restrictions of manifold optimization algorithms and para-
metric probability distributions on Riemannian manifolds in the literature, we require
a family of parametrized probability densities dened beyond the normal neighbour-
hoods of Riemannian manifolds. We therefore construct a family of mixture densities
on totally bounded subsets ofM as a mixture of the locally inherited densities (Section
5.2). We show that the family of mixture densities has a product statistical manifold
structure (Theorem 5.1, Remark 5.4), this allows us to handle statistical parameter
estimations and computations of mixture coecients and mixture components inde-
pendently.
This constitutes a geometrical framework for stochastic optimization on Rieman-
nian manifolds by combining the information geometrical structure of the decision
space and the Riemannian geometry of the search space, which:
1. Relates the statistical parameters of the statistical manifold decision space and
local point estimations on the Riemannian manifold, and
2. Overcomes the local restrictions of manifold optimization algorithms and para-
metric probability distributions on Riemannian manifolds in the literature.
Using the product statistical geometry of mixture densities, we propose Extended
Riemannian Stochastic Derivative-Free Optimization (Extended RSDFO) (Algorithm
3), a novel population-based stochastic optimization algorithm on Riemannian man-
ifolds, which addresses the local restrictions and implicit assumptions (Section 9.1)of
manifold optimization in the literature.
The geometrical framework also allows us to study the more general properties
of Extended RSDFO, previously unavailable to population-based manifold optimiza-
tion algorithms due to the local restrictions (Section 3.2). We discuss the geometry
and dynamics of the evolutionary steps of Extended RSDFO (Section 7) using a novel
metric (Equation (48)) on the simplex of mixture coecients. We show that expected
tness obtained by Extended RSDFO improves monotonically (Proposition 6.1), and
show that Extended RSDFO converges globally eventually in nitely many steps on
connected compact Riemannian manifolds (Theorem 8.1).
We wrap up our investigation by comparing Extended RSDFO with state-of-the-
art manifold optimization methods in the literature (Section 9), such as Riemannian
1That is, the search space manifold does not have to be embedded into an ambient Euclidean space.
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Trust-Region method [2, 5], Riemannian CMA-ES [24] and Riemannian Particle Swarm
Optimization [16, 15], using optimization problems dened on the n-sphere, Grass-
mannian manifolds, and Jacob’s ladder.
Jacob’s ladder is a non-compact manifold of countably innite genus, which can-
not be expressed as polynomial constraints and does not have a global representation
in an ambient Euclidean space. Optimization problems on Jacob’s ladder therefore
cannot be addressed by traditional (constraint) optimization techniques on Euclidean
spaces, which necessitates the development of manifold optimization algorithms.
The organization of the rest of the paper is summarized as follows:
In Section 2, we review the denition and properties of the essential elements of
Dierential Geometry. This provides the foundations for the discussions in this paper.
In Section 3, we discuss the general principle of manifold optimization in the lit-
erature, which we then use to describe a generalized framework, the Riemannian
Stochastic Derivative-Free Optimization (RSDFO) algorithms, for adapting SDFO al-
gorithms from Euclidean spaces to Riemannian manifolds. We discuss the main draw-
back, i.e. the local restrictions of the Riemannian adaptation approach.
In Section 4, we describe the notion of locally inherited probability densities on
smooth manifolds and derive its statistical geometrical structure via an orientation-
preserving dieomorphic bundle morphism (Diagram (7)). The use of Riemannian
exponential map described in both the manifold optimization [24] and manifold stat-
istics literature [54, 52] is then recovered as special case of this construction.
In Section 5, we construct a family of mixture densities on totally bounded sub-
sets of M as a mixture of the locally inherited densities, and its product statistical
geometry is derived therein (Theorem 5.1, Remark 5.4).
In Section 6, we propose a novel algorithm – Extended RSDFO using the product
Riemannian structure of mixture densities, which extends and augments an RSDFO
core and addresses the local restriction of RSDFO (and manifold optimization al-
gorithms).
In Section 7, we describe the geometry of the evolutionary steps of Extended
RSDFO using a novel metric (Equation (48)) on the simplex of mixture coecients.
In Section 8, we show that Extended RSDFO converges globally eventually in -
nitely many steps on connected compact Riemannian manifolds (Theorem 8.1).
In Section 9, we compare Extended RSDFO against state-of-the-art manifold op-
timization methods such as Riemannian Trust-Region method, Riemannian CMA-ES
and Riemannian Particle Swarm Optimization on the n-sphere, Grassmannian mani-
fold, and Jacob’s ladder.
In Appendix A, we reviews manifold optimization algorithms in the literature:
Riemannian adaptations of trust-region method [2], Particle Swarm Optimization (PSO)
[16] and Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [24]. This illus-
trates the Riemannian adaptation approach described in Section 3. Appendix B details
proofs of some results described in Section 4.1. In Appendix C, we proof Lemma 5.2
in detail.
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2. Preliminaries from Riemannian geometry
In this section we review notions and machinery in Riemannian geometry re-
quired for the subsequent sections. See textbooks [44, 56] for further details.
Let (M, g) be a Riemannian manifold with its corresponding Riemannian met-
ric. For each point x ∈M , let the vector space TxM denote the tangent space at x.
Tangent vectors v on a tangent space TxM can be thought of as directional derivatives
or velocity vectors at x ∈M .
Given a point x in Riemannian manifold (M, g) and a tangent vector v ∈ TxM ,
there exists a unique geodesic γv : [0, Iv) ⊂ R → M with initial point x and initial
velocity v ∈ TxM . For suciently small Iv , the geodesic is the “curve of minimal
length" on (M, g) that connects x and γv(Iv) (with respect to the distance generated
by the Riemannian metric g), analogous to a straight line in M = Rn. The Rieman-
nian exponential map expx : TxM → M is a function that maps a tangent vector
v in the tangent space TxM to M by tracing along the geodesic γv starting at x with
initial velocity v ∈ TxM for time 1.
For each x ∈ M , there exists a open star-shaped neighbourhood Ux around ~0 ∈
TxM where the Riemannian exponential map is a local dieomorphism. The image
of Ux under expx is the open neighbourhoodNx := expx(Ux) ⊂M of x ∈M called
the normal neighbourhood of x.
Moreover, since expx : Ux → Nx is a local dieomorphism within Ux, the
Riemannian exponential map is invertible within the normal neighbourhood and the
inverse is called the Riemannian logarithm map logx := exp−1x : Nx → Ux.
2.1. Parallel Transport in Geodesic balls/Normal neighborhoods
For any point x ∈ M , normal neighborhood Nx of x is dieomorphic to a star-
shaped open neighbourhood of~0 ∈ TxM via the Riemannian exponential map. Com-
putations can therefore be performed on the tangent space in a similar fashion as in
the Euclidean case, and the results subsequently translated back onto the manifold
locally via the Riemannian exponential map.
The algorithms discussed in this paper will therefore focus on normal neighbour-
hoods centered around the search iterates in the manifold M . In particular, we will
use parallel transport to transfer search information from (the tangent space of) the
current iterate to the next, within the normal neighbourhood of the current iterate.
Given a pointx ∈M and xing a normal neighbouroodNx ofx, let
{
e1(x), . . . , e(x)
}
denote an orthonormal basis for TxM . 2 This induces a linear isomorphism: E :
Rn → TxM mapping (v1, . . . , vn) 7→
∑n
i=1 v
iei(x). Together with the Rieman-
nian exponential map, we obtain a coordinate function within Nx, called normal
coordinates centered at x, given by: E−1 ◦ exp−1x : Nx → Rn.
Since expx is a dieomorphism with range Nx, for any point y in the normal
neighbourhood Nx centered at x can be connected to x via a unique geodesic with
some initial velocity v. Within the normal coordinate centered at x, this geodesic is
represented by a radial line segment radiating from x in Nx: let v =
∑n
i=1 v
iei(x) ∈
2This can be generated using the Gram–Schmidt process.
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TxM , the geodesic γv(t) : [0, 1)→M with initial velocity v starting at x is given by
the radial line segment [44]:
γv(t) =
(
tv1, . . . , tvn
)
. (1)
The tangent space of any point in Nx thus admits an orthonormal basis corres-
ponding to the Nx and it’s Riemannian exponential map. Let Px,y : TxM → TyM
denote the parallel transport from TxM to TyM along γv , and {e1(x), . . . , en(x)}
denote an orthonormal basis for TxM . Since parallel transport is an isometry, the
set of tangent vectors {e1(y), . . . , en(y)} := {Px,ye1(x), . . . , Px,yen(y)} is an or-
thonormal basis for TyM . Together with Equation (1), the parallel transport of any
tangent vector w :=
∑n
i=1 w
iei(x) ∈ TxM from TxM to TyM within the normal
neighbourhood is given by:
Px,yw =
n∑
i=1
wiei(y) ∈ TyM . (2)
The above discussion is illustrated in Figure 1 below.
x
y
γv(t)
Nx M
v
Figure 1: Illustration of parallel transport from x to y within normal neighbourhoodNx of x, described in
Section 2.1. The orthonormal basis at x is parallel transported to an orthonormal basis at y.
Finally, when restricting our attention to a metric ball within the pre-imagie of
the normal neighbourhood, we retrieve a metric ball in M under normal coordinates.
Denition 2.1. Given a point x ∈M , the injectivity radius at x is the real number
[56]:
inj(x) := sup
r∈R
{
expx : B(~0, r) ⊂ TxM →M is a dieomorphism
}
,
where B(~0, r) is an ball of radius r centered at ~0 in TxM .
For x ∈ M , the ball of injectivity radius centered at ~0 denoted by Bx :=
B(~0, inj(p)) ⊂ Ux ⊂ TxM is the largest metric ball in TxM such that the Riemannian
exponential map expx is a dieomorphism.
For any jx ≤ inj(x), the set expx
(
B(~0, jx)
)
⊂M is a neighbourhood of x ∈M
called a geodesic ball.
Geodesic balls in M are also metric balls in M of the same radius. For the rest of
the paper, the geodesic balls are closed unless specied otherwise.
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3. Riemannian Adaptation of Optimization Algorithms
In this section we review the general principle of Riemannian adaptation of optim-
ization algorithms from Euclidean spaces to Riemannian manifolds, otherwise known
as manifold optimization or Riemannian optimization in the literature [3]. Using this
Riemannian adaptation approach, we describe a generalized framework, the Rieman-
nian Stochastic Derivative-Free Optimization (RSDFO) algorithms, for adapting Stochastic
Derivative-Free Optimization (SDFO) algorithms from Euclidean spaces to Rieman-
nian manifolds. RSDFO encompasses Riemannian adaptation of CMA-ES [24], and
accentuates the main drawback, i.e. the local restrictions of the Riemannian adapta-
tion approach.
Manifold optimization in the literature uses tangent spaces and Riemannian expo-
nential maps 3 to translate optimization methods from Euclidean spaces to Rieman-
nian manifolds. The procedure of Riemannian adaptation of optimization algorithms
in the literature can be summarized as follows: for each iteration, the optimization
method determines a search direction on the tangent space centered at the current
iterate. The next iterate is then obtained by tracing along the local geodesic from the
current iterate along the search direction via the Riemannian exponential map. The
search information is subsequently parallel transported to (the tangent space of) the
new search iterate. The decision space of Riemannian adapted algorithms is thus given
by the tangent (Euclidean) space, whereas the search space is given by the Riemannian
manifold.
The computations and estimations within a single normal neighbourhood of Rieman-
nian adapted optimization algorithms are therefore “externalized" to (the pre-image
of normal neighbourhood in) the tangent space, which is a vector space. This means
local computations on the manifold can be done on the tangent space in the same
fashion as the pre-adapted algorithms. The above discussion is summarized in Figure
2 below.
This principle has since been adopted by authors to translate optimization meth-
ods from Euclidean space to complete Riemannian manifolds 4. Notable examples in-
clude gradient-based methods on matrix manifolds [28, 5], meta-heuristics (derivative-
free methods) such as Particle Swarm Optimization (PSO)[25] on complete Rieman-
nian manifolds [16] and stochastic derivative-free optimization algorithms such as Co-
variance Matrix Adaptation Evolutioanry Stragegies (CMA-ES) [34, 37, 31] on spher-
ical manifolds [24].
Detailed descriptions of examples of Riemannian Adaptation of Optimization Al-
gorithms in the literature will be discussed in Appendix A.
3.1. Riemannian Stochastic Derivative-Free Optimization Algorithms
The scope of this paper is to solve multi-modal optimization problems over Rieman-
nian manifolds. In this section, we focus on Stochastic Derivative-Free Optimization
3Gradient-based algorithms can have a slightly relaxed variations of this map called retraction [5], as
we will discuss in the Appendix. The principle concept is the same.
4The authors assume completeness of the search space manifold in order to extend the estimations in
normal neighbourhood as far as possible.
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x1
B1
x2
(a) Local computation in B1 around x1
x2
B2
(b) Translation to new search iterate x2
Figure 2: Illustration of Riemannian adaptation of optimization algorithms. For each iteration, Riemannian
optimization initiate with x1 ∈M , search direction is obtained by performing local computation onB1 ⊂
Tx1M and a new search iterate x2 is obtained by tracing along the geodesic dened by the search direction
illustrated in Figure 2a. This process is repeated for x2 on B2 ⊂ Tx2M illustrated on Figure 2b
(SDFO) algorithms, which is traditionally employed to solve multi-modal optimization
problems over Euclidean spaces. Using the adaptation approach, we describe a gener-
alized framework, the Riemannian Stochastic Derivative-Free Optimization (RSDFO)
algorithms, for adapting SDFO algorithms from Euclidean spaces to Riemannian man-
ifolds, which encompasses Riemannian adaptation of CMA-ES [24]. We wrap up the
section by describing the shortcomings of the Riemannian adaptation approach under
RSDFO.
We begin by describing general Stochastic Derivative-Free Optimization (SDFO)
algorithms on Euclidean spaces. Let f : Rn → R denote the objective function
of an optimization problem over Rn. Consider a parametrized family of probabil-
ity densities over Rn: {p(·|θ)|θ ∈ Ξ ⊂ Rm}. Examples of SDFO algorithms include
Estimation of Distribution Algorithms (EDA) [40], Evolutionary Algorithms such as
CMA-ES [34], and natural gradient optimization methods [53]. We summarize SDFO
algorithms on Euclidean space in Algorithm 1 below:
Algorithm 1: General SDFO on Euclidean spaces
Data: Initial point x0 ∈ Rn, initial parameter θ0 ∈ Ξ
1 while stopping criterion not satised do
2 Generate a sample Xk ∼ p(·|θ) ;
3 Evaluate tness f(x) of each x ∈ Xk ;
4 Update θk+1 based on the ttest subset of the sample: Xˆk ⊂ Xk ;
5 k = k+1;
Let (M, g) be a Riemannian manifold, and let the function f : M → R denote
the objective function of an optimization problem over M . For each x ∈ M , let
f˜x := f ◦ expx : TxM → R denote the locally converted objective function on
each tangent space TxM of M . For each x ∈ M , let Ux := exp−1x Nx ⊂ TxM ,
centered at~0 ∈ TxM , denote the pre-image of a normal neighbourhoodNx of x under
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the Riemannian exponential map. We x a family of parametrized distributions Sx,
parametrized by θ ∈ Ξ ⊂ R`, ` ∈ N+, over all pre-images of normal neighbourhoods
in tangent spaces Ux ⊂ TxM .
RSDFO is an iterative algorithm that generates search directions based on obser-
vations within the normal neighbourhood of the current search iterate x ∈ M . For
each iteration, tangent vectors are sampled from a parametrized probability distribu-
tion in the predened family Sx over Ux ⊂ TxM of the search iterate x ∈ M . The
ttest sampled tangent vectors are then used to determine the search direction and to
estimate the stochastic parameter θ ∈ Ξ for Sx. The new search iterate is obtained by
tracing along the local geodesic starting at x in the direction of the mean of the t-
test tangent vectors, and the estimated statistical parameters are subsequently parallel
transported to the new search iterate. This procedure is summarized in Algorithm 2
and Figure 3.
Algorithm 2: Riemannian SDFO
Data: Initial point µ0 ∈M , initial statistical parameter θ0 ∈ Ξ, set iteration
counter k = 0, and step size functions σθ(k), σv(k).
1 while stopping criterion not satised do
2 Generate set of sample vectors V k ∼ P (·|θk) ∈ Prob(Uµk) 5;
3 Evaluate locally converted tness f˜µk(v) of each v ∈ V k ⊂ TµkM ;
4 Estimate statistical parameter θˆk+1 based on the ttest tangent vectors
Vˆ k ⊂ V k ;
5 Translate the center of search: vˆk := σv(k) · µ(Vˆ k), and
µk+1 := expµk(vˆk).
6 Parallel transport the statistical parameters: θk+1 := P k+1k
(
σθ(k) · θˆk+1
)
,
where P k+1k : TµkM → Tµk+1M denote the parallel transport from
TµkM to Tµk+1M ;
7 k = k+1;
It is worth noting that, adjustments of statistical parameters in line 4 of RSDFO
depend on the pre-adapted SDFO algorithm.
3.2. Discussion, Shortcoming and Outlook
In RSDFO, parametrized densities are inherited from tangent spaces to manifolds
locally via Riemannian exponential map 6, this preserves both the local/step-wise
computations and the overall structure of the original SDFO algorithm on Euclidean
spaces. This is due to the fact that tangent spaces are vector spaces, meaning compu-
tations can be perform locally on the tangent spaces as in the pre-adapted algorithm.
The only additional tool needed to translate the result back to the Riemannian man-
5Note that V k ⊂ Uµk ⊂ TµkM are vectors on the tangent space, which is a Euclidean space.
6Similar to the approach of [54]. This will be further generalized via the notion of orientation-preserving
dieomorphism as we will discuss in the next sections (Section 4).
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x1
B1
x2 x2
B2
M M
Figure 3: Illustration of an iteration of RSDFO. For each iteration, the algorithm initiates with x1 ∈M . A
set of sample tangent vectors is drawn from a sampling distribution onB1 ⊂ Tx1M , and a new sampling
distribution is estimated on the overarching statistical model Sx1 . The new sampling distribution is then
parallel transported to the new search iterate x2 ∈M . Notice the estimations and computations are strictly
local within the tangent spaces of the search iterates.
ifold was the Riemannian exponential map and to some extent the knowledge of the
injectivity radius of the Riemannian manifold.
However, Riemannian SDFO algorithms constructed with the Riemannian adapt-
ation approach also lead to two drawbacks due to the local-ness of the normal neigh-
bourhood and inherited parametrized densities on the manifold:
• First of all, the local-ness of the inherited parametrized densities implies that the
quality of the Riemannian version of SDFOs depends strongly on the structure
of the manifold. For each iteration, the search region centered at x ∈ M is
bounded by the normal neighbourhood Nx of x. Manifolds with high scalar
curvature will have small injectivity radius (thus small normal neighbourhoods)
[1, 39, 23], thus the observations made in the search region bounded by normal
neighbourhoods would be restrictive, especially in manifolds with high scalar
curvature.
Therefore, whilst SDFO such as CMA-ES have an advantage in tackling multi-
model optimization problems [33], this advantage may not be reected on the
Riemannian version of SDFO in more complex manifolds.
• Secondly, tangent spaces of a manifold are disjoint. Since the support of the
parametrized density in Algorithm 2 varies from iteration to iteration, the local
densities do not belong to the same family of probability densities, even if they
share the same parametrization. Comparison of solution quality and conver-
gence behaviors of such algorithms would be dicult to study in the fashion of
[72, 12], as there is no explicit relation between densities from one iteration to
another.
In order to overcome the local restrictions of the RSDFO under the Riemannian
adaptation approach, we require a parametrized probability densities dened beyond
the connes of a single normal neighbourhoods in Riemannian manifolds. In the next
two sections, we study families of intrinsic, computable, parametrized distribution on
manifolds. In particular, we study the information geometrical structures of nitely
parametrized statistical models over Riemannian manifolds. This establishes an ex-
tension framework for Riemannian adapted model-based stochastic optimization al-
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gorithms, which we then use to propose a novel algorithms in the latter sections of
the paper.
4. DualisticGeometry of Locally Inherited ParametrizedDensities onRieman-
nian Manifolds
In the next two sections, we study the Information Geometrical [6] structure of
families of intrinsic, (nitely) parametrized probability densities supported on the
manifold beyond the normal neighbourhoods, where the statistical parameters are
compatible with the point estimations. This establishes the geometrical foundations
of an extension framework for stochastic optimization on Riemannian manifold, link-
ing the Riemannian geometry of the search space manifold and the Information Geo-
metry of the decision space. The latter bridges the Information Geometrical structure,
statistical parameters and point estimations on the search space manifold beyond the
connes of a single normal neighbourhood.
In the literature, there are two approaches of constructing intrinsic probability
distributions on Riemannian manifolds M :
1. The rst approach [52, 54, 55, 13] is motivated by statistical analysis on Rieman-
nian manifold, which originated from elds including directional statistics [36,
46] and shape space analysis [63, 41]. Similar to the Riemannian adaptation
principle described in the previous section, this branch focuses on a single nor-
mal neighbourhoodNx centered at x ∈M , where computational and statistical
tools on Nx ⊂M can be translated locally from equivalent notions on the tan-
gent space (which is a Euclidean space). Local statistical tools and probability
distributions can thus be re-established on M within a single normal neigh-
bourhood via Riemannian exponential map.
2. The second approach [38, 18, 11] stems from the study of probability measure as
a dierential n-form. Motivated by the theoretical information geometrical in-
terpretation of probability densities over Euclidean spaces, it studies the metric,
geodesic and other geometrical structure of the vector bundle of all probability
densities over compact manifolds as an innite dimensional manifold. 7
However, neither approach is suitable for our purpose of constructing a geomet-
rical framework for stochastic optimization on Riemannian manifolds:
1. The rst approach is too restrictive: Whilst the statistical properties can be loc-
ally inherited through Riemannian exponential map, all the computations, sim-
ilar to the Riemannian adaptation approach described in the previous section,
are conned to a single normal neighbourhood in M .
2. The second approach is too general: There is no clear way to associate the
geometry and statistical parameter of a specic family of nitely parametrized
probability densities on M .
7This is formally known as a Fréchet manifold. Just as nite dimensional manifolds are locally modeled
on Euclidean spaces, Fréchet manifolds are locally modeled on Fréchet spaces. [48].
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We begin our construction by combining the essence of the two approaches: Given
a normal neighbourhood Nx ⊂ M , family of locally inherited nitely parametrized
probability densities on Nx is viewed as a submanifold of Prob (Nx) endowed with a
statistical geometry [6]. The statistical geometry of the locally inherited probability
densities on Nx is then described explicitly by inheriting the statisical geometry of
probability densities on the tangent space via the Riemannian exponential map. This
process is described by a bundle morphism, summarized in Figure 4.
Sx ⊂ Prob(Ux) S˜x ⊂ Prob(M)
Ux ⊂ TxM M
log
∗
x
logx
Probability Distribution on MInformation Geometry
Locally Inherited Distributions on M Sec. 4.2
Naturality of Dualistic Geometry Sec. 4.1
Figure 4: A summary of the induced statistical dualistic geometry of locally inherited parametrized densities
on M described in Section 4,
This section is organized as follows:
1. In Section 4.1, we discuss in detail the “naturality" of dualistic geometry between
two manifolds. That is, given a manifold with a predened dualistic structure
(S, g,∇,∇∗), a smooth manifold S˜ and dieomorphism ϕ : S˜ → S, we show
that a dualistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗) can be induced on S˜ via ϕ.
This is an adaptation of the notion of naturality of Riemannian structure to the
context of dualistic structure of Hessian-Riemannian manifolds. Furthermore,
we show that the induced dualistic structure and the corresponding divergence
can be computed explicitly via the pulled-back local coordinates. This describes
the top horizontal part of the bundle morphism in Figure 4 boxed in black. The
proofs of this section will be detailed in Appendix B.
2. In Section 4.2, we discuss how families of probability densities on M can be
inherited locally from open subsets of Rn via an orientation-preserving bundle
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dieomorphism. We discuss how the locally inherited family of probability
densities on M inherit the geometrical properties from the family of probab-
ility densities on Rn, and show that it generalizes the rst approach. This is
summarized by the entire bundle morphism of Figure 4 boxed in red.
For the rest of the paper we will, without loss of generality, assume M is connected
and orientable unless specied otherwise.
4.1. Naturality of Dualistic Structure
We begin the discussion by formally introducing the notion of statistical mani-
folds [6, 20] – the Riemannian manifold structure of (nitely parametrized) statistical
models. Let S := {pθ|θ ∈ Ξ ⊂ Rn} be a statistical model over a measurable space M
described by the (smooth) injective immersion:
ι : Ξ ⊂ Rn ↪→ P (M) =
{
p : M → R
∣∣∣∣p ≥ 0,∫
M
p = 1
}
θ =
(
θ1, . . . , θn
) 7→ pθ .
The statistical model S can be endowed with a Riemannian manifold structure [6, 20]
described by a Riemannian metric g 8 and a pair of g-conjugate connections satisfying:
X〈Y,Z〉g = 〈∇XY,Z〉g + 〈Y,∇∗XZ〉g , ∀X,Y, Z ∈ E (TS) ,
where E (TS) denote the smooth sections of the tangent bundle TS. The triplet
(g,∇,∇∗), called a dualistic structure of statistical manifold S fundamental to the
study of the intrinsic geometry of statistical manifolds. A statistical manifold is called
dually at if it is at with respect to one of (∇,∇∗).
In this section we show how dualistic structure of (S, g,∇,∇∗) can be inherited
onto an arbitrary smooth manifold S˜ via a dieomorphism. We show explicitly the
relation between induced dualistic structure, Hessian structure [62] and local coordin-
ate systems on nite dimensional statistical manifolds. In particular, we show how
one structure can be determined from another computationally. This is represented
by the top horizontal (black) part of the bundle morphism in Figure 4.
We discuss two dierent ways of pulling back (dually at) dualistic structures
given a dieomorphism from one manifold to another. We rst show that general
dualistic structures can be pulled back directly via dieomorphism. We then show
when the manifolds are dually at, the induced dualistic structure can be computed
implicitly via the pulled-back coordinates and metric.
Whilst the rst method arises more naturally in a theoretical setting, the second
provides a more computable way to describe the induced dualistic structure which is
equivalent to the rst method when the manifolds are dually at.
The result of this section is an adaptation of naturality of Levi-Civita connection
in classical Riemannian geometry [44] to the notion of dualistic structures on statist-
ical manifolds, which provides the foundations for the subsequent discussions of the
8This is typically given by the Fisher-Rao metric [6].
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geometry of inherited probabilty densities on manifolds. The proofs of this section
will be detailed in Appendix B.
Suppose S is a nite dimensional manifold equipped with torsion-free dually at
dualistic structure (g,∇,∇∗), then we can induce via a dieomorphism a (dually at)
dualistic structure onto another manifold S˜, as described by the following proposition:
Proposition 4.1 (Naturality of Dualistic Structure). If ϕ : S˜ → S is a dieomorph-
ism between smooth manifolds, and S is equipped with torsion-free dualistic struc-
ture (g,∇,∇∗), then S˜ is a Riemannian manifold with induced dualistic structure
(ϕ∗g, ϕ∗∇, ϕ∗∇∗).
If (∇, g) satises Codazzi’s equation on S [51]:
Xg (Y, Z)− g (∇XY,Z)− g (Y,∇XZ) = (∇Xg) (Y,Z) = (∇Zg) (Y,X) ,
where X,Y, Z ∈ E (TS) denote vector elds on S. Then the pulled back connection
and metric
(
∇˜, g˜
)
:= (ϕ∗∇, ϕ∗g) also satises Codazzi’s equation. Therefore by
[61], g˜ is a Hessian metric with respect to ∇˜. This means there exists a potential
function ψ˜ on S˜ such that g˜ = ∇˜ ∇˜ ψ˜ is a Hessian metric, and (S˜, g˜, ψ˜) is a Hessian
manifold.
Moreover, the induced dualistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗) on S˜ is invariant un-
der sucient statistics if (g,∇,∇∗) is invariant under sucient statistics on S [22].
We can also determine the pull-back curvature on
(
S˜, ϕ∗g, ϕ∗∇, ϕ∗∇∗
)
with the
following immediate corollary:
Corollary 4.1. Let ϕ : S˜ → S be a local dieomorphism. Suppose S has g-conjugate
connections (∇,∇∗), and let (∇˜, ∇˜∗) := (ϕ∗∇, ϕ∗∇∗) be the inducedϕ∗g-conjugate
connections on S˜, then ϕ∗R = R˜ and ϕ∗R∗ = R˜∗. In particular if S is dually at,
then so is S˜.
Proof. See Appendix B.
This result has been known for Levi-Civita connection on Riemannian manifold.
Here we extend it slightly to pair of g-conjugate dual connections.
4.1.1. Computing inherited dualistic structure
Let (θi)ni=1 denote local coordinates on (S, g,∇,∇∗), and ϕ : S˜ → S denote a dif-
feomorphism between smooth manifolds described in the previous section. In this sec-
tion, we illustrate how the pulled-back dually at dualistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗)
on S˜ can be determined explicitly in the pulled-back local coordinate system
(
θi := θi ◦ ϕ
)n
i=1
via the pulled-back metric and the corresponding induced potential function.
Denition 4.1. Given a smooth manifold S, a divergence [6] D or contrast func-
tion[20] on S is a smooth function D : S × S → R+ satisfying the following:
1. D(p; q) ≥ 0, and
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2. D(p, q) = 0 i p = q .
A dualistic structure
(
gD,∇D,∇D∗) on S can be determined by divergence func-
tion D via the following equations [26, 6, 20] for each point x ∈ S:
gDij
∣∣
p
= gDp (∂i, ∂j) := −∂1i ∂2j D[p; q]|q=p
ΓDijk
∣∣
p
= 〈∇D∂i∂j , ∂k〉
∣∣
p
:= −∂1i ∂1j ∂2k D[p; q]|q=p ,
where (θi)ni=1 denote local coordinates on S with corresponding local coordinate
frame (∂i)ni=1 about x. Let ∂`i denote the ith partial derivative on the `th argument of
D. By an abuse of notation, we may write [6] as:
D[∂i; ∂j ] := −∂1i ∂2j D[p; q]|q=p , and
−D[∂i∂j ; ∂k] := −∂1i ∂1j ∂2k D[p; q]|q=p . (3)
Remark 4.1. Conversely, given a torsion-free dualistic structure and a local coordin-
ate system, there exists a divergence that generates the dualistic structure [47]. We
will refer to the divergence D˜ on S˜ corresponding to the pulled-back dualistic struc-
ture (ϕ∗g, ϕ∗∇, ϕ∗∇∗) (not necessarily dually at) as the induced divergence on
S˜.
Consider smooth pulled back coordinates
(
θi := θi ◦ ϕ
)n
i=1
on S˜ and the corres-
ponding local coordinate frame
(
∂i
)n
i=1
:=
(
∂
∂θi
)n
i=1
on T S˜. Since g˜ is a Hessian
metric with respect to ∇˜, there exists a potential function ψ˜ such that g˜ = ∇˜∇˜ψ˜ and
g˜ij = ∂i∂jψ˜. The corresponding g˜-dual local coordinate system of S˜ with respect
to
(
θi
)n
i=1
, denoted by (ηi)
n
i=1 can be dened by (ηi)
n
i=1 =
(
∂iψ˜
)n
i=1
with corres-
pond local coordinate frame
(
∂
i
)n
i=1
=
(
∂
∂ηi
)n
i=1
of T S˜ [6]. Consider the following
divergence function on S˜ in the canonical form [6]:
D : S˜ × S˜ → R+
(p˜, q˜) 7→ D(p˜, q˜) = ψ˜(p˜) + ψ˜†(q˜)− 〈θ(p˜), η(q˜)〉 , (4)
where ψ˜† is a smooth function on S˜ representing the Legendre-Fréchet transforma-
tion of ψ¯ with respect to the pair of g˜-dual local coordinates
(
θi
)n
i=1
, (ηi)
n
i=1 on S˜.
Using the divergence function D, we can compute the inherited dualistic structure
(ϕ∗g, ϕ∗∇, ϕ∗∇∗) on S˜:
Proposition 4.2. Let (S, g,∇,∇∗) be a dually at manifold, and let ϕ : S˜ → S be a
local dieomorphism. On dually at manifold
(
S˜, ϕ∗g, ϕ∗∇, ϕ∗∇∗
)
the induced du-
alistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗) coincides with the dualistic structure
(
g,∇,∇∗
)
generated by D on the local pulled-back coordinates
(
θi := θi ◦ ϕ
)n
i=1
.
Proof. See Appendix B.
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4.2. Locally Inherited Probability Densities on Manifolds
In this section, we construct a family of locally inherited probability densities
over smooth manifolds via orientation-preserving bundle morphism. This extends
and generalizes the construction of probability distributions on geodesically complete
Riemannian manifolds via Riemanian exponential map described in [55]. The discus-
sion in this section is represented by the entire bundle morphism of Figure 4 boxed in
red.
In the approach of [54] (similarly on the Riemannian adaptation principle de-
scribed in Section 3), probability densities and the corresponding statistical properties
on geodesically complete Riemannian manifolds are constructed by inheriting prob-
ability densities on the tangent space via the Riemannian exponential map. 9
LetUx ⊂ TxM denote the region where the exponential map is a dieomorphism.
For each y ∈ Nx = expx(Ux) there is a unique v ∈ Ux such that expx(v) = y.
Given a probability density function x supported onUx ⊂ TxM , a probability density
function p˜ onNx ⊂M whose function value on y = expx(v) ∈ Nx = expx(Ux) can
be constructed by:
p(v) = p˜(expx(v)) ,
or equivalently, since expx is a local dieomorphism on Ux we may write:
p˜(y) = p(logx(y)) , (5)
where logx denote the Riemannian logarithm map, which is the inverse of the Rieman-
nian exponential map on Ux.
However, determining the explicit expression for Riemannian exponential map for
general Riemannian manifolds could be computationally expensive in practice [5], as
it involves solving the geodesic equation, which is a second order dierential equation.
Therefore this section aims to nd the explicit expression of parametrized probability
distributions on manifolds with a more general map. We extend and generalize the
above construction in two ways:
1. Finitely parametrized probability densities can be locally inherited via orientation-
preserving dieomorphisms from subsets of Euclidean spaces instead of Rieman-
nian exponential map on tangent spaces. The orientation-preserving dieo-
morphism serves as a sucient condition to inherit dualistic geometry of fam-
ily of probability distributions form Euclidean spaces to Riemannian manifolds.
This generalizes the use of exponential map, whose closed form expression
might be dicult to determine.
2. Moreover, we can inherit the entire statistical geometry from densities on Rn
(equivalently tangent spaces). This allow us to draw correspondence between
the statistical estimations of manifold data sets yi ∈ Nx and their corresponding
set of tangent vectors vi := logx (yi) ∈ Ux = logx (Nx).
9It is also worth noting that a similar direction has been pursued by related work in [35], where the
author described the inheritance of metric through a single local coordinate charts. However, further in-
heritance of the whole geometrical structure such as dualistic structure was not discussed.
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4.2.1. Locally Inherited Probability Densities via Bundle Morphism
In this section, we describe locally inherited family of nitely parametrized prob-
ability densities on smooth manifolds induced via bundle morphism.
Let M be a smooth topological manifold (not necessarily Riemannian), and let
Prob(M) ⊂ Vol(M) denote the vector bundle of compactly supported positive dier-
ential n-forms over M that integrates to 1. Compactly supported positive dierential
n-forms over M can be natually associated to smooth positive functions over M : Let
U ⊂M be compact, denote the positive dierential n-forms on U by Ωn+ (U) and the
set of positive smooth real-valued functions f : U → R+ by C∞+ (M). There exists a
dieomorphism: [18, 11]:
R : Sˆ ⊂ C∞+ (M)→ S ⊂ E
(
Ωn+ (M)
)
f 7→ f2µ0 . (6)
S can therefore inherit the dualistic structure of Sˆ via the dieomorphismR : C∞+ (U)→
E (Ωn+ (U)). Prob(M) ⊂ Ωn+ (M) ⊂ Vol(M) can therefore be naturally associated to
density functions over M [43] given a reference measure µ0 on M . 10 Analogously,
we let Prob(Rn) denote the volume form over Rn that integrates to 1.
LetU be a compact subset ofRn, consider a family of nitely parametrized probab-
ility density functions onU ⊂ Rn: Sˆ := {pθ : U → R∣∣θ ∈ Ξ ⊂ R`, ∫U pθ = 1, supp (pθ) ⊂ U}.
Suppose without loss of generality that elements of Sˆ are mutually absolutely con-
tinuous, then Sˆ has the structure of a statistical manifold [6].
Letµ be an arbitrary reference measure onU ⊂ Rn, and letS := {νθ = pθdµ|θ ∈ Ξ} ⊂
Prob(U) denote the set of dierential n-forms over U naturally associated to Sˆ (the
space of functions) with respect to µ. Since U is compact, S inherits the dualistic
structure of Sˆ via dieomorphism R : C∞+ (U)→ E
(
Ωn+ (U)
)
in Equation (6).
Consider a map ρ : U ⊂ Rn → M and the corresponding pullback ρ−1∗ :
S ⊂ Prob (U) → Prob (M). In order to inherit the dualistic geometry of S to
ρ−1
∗
S =: S˜ ⊂ Prob (M), a sucient condition for ρ is that it must be a dieo-
morphism. Moreover, to ensure the pulled-back n-forms in S˜ integrates to 1, ρ must
also be orientation-preserving.
Therefore it suces to consider orientation-preserving dieomorphism ρ : U ⊂
Rn → M and the locally inherited family of probability densities on M induced
by ρ. In particular, locally inherited family of probability densities over ρ(U) ⊂ M
is constructed via the pullback bundle morphism dened by orientation-preserving
dieomorphism11: ρ−1 : M → U :
10The reference measure on Riemannian manifoldM is typically given by the Riemannian volume form:
µ0 := dVg .
11Since ρ is an orientation-preserving dieomorphism, then so is ρ−1
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Sˆ ⊂ C∞+ (U) S ⊂ Prob(U) S˜ := ρ−1
∗
S ⊂ Prob(M)
U ⊂ Rn ρ(U) ⊂M
R ρ
−1∗
ρ−1
(7)
where S˜ ⊂ Prob(M) is a family of probability densities over M given by:
S˜ := ρ−1
∗
S =
{
ν˜θ = ρ
−1∗νθ
}
.
More precisely, let x ∈ V := ρ(U) ⊆ M , and let X1, . . . , Xn ∈ TxM be arbitrary
vectors. Given a probability density νθ ∈ S ⊂ Prob(U), the pulled-back density ν˜θ
on V is given by:
ν˜θ := ρ
−1∗
α νθ(X1, . . . , Xn)
∣∣∣
y
= νθ(ρ
−1
α∗X1, . . . , ρ
−1
α∗Xn)
∣∣
ρ−1α (y)
, ∀y ∈ Vα ⊆M.
(8)
The above diagram commutes: since ρ is a local dieomorphism, for each v ∈ U ,
there exists a unique y ∈ ρ(U) ⊂ M such that y = ρ(v), and (v, pθ) is a section in
the line bundle piU : Prob(U)→ U . We have the following equalities:
ρ ◦ piU (v, pθ) = ρ(v) = y ,
piM ◦ ρ−1∗(v, pθ) = piM
(
ρ−1
−1
(v), ρ−1
∗
pθ
)
= ρ−1
−1
(v) = ρ(v) = y .
Moreover, since ρ is an orientation-preserving dieomorphism, so is ρ−1. There-
fore we have the following equality on the compact subset V ⊂M :
1 =
∫
U
νθ =
∫
V :=ρ(U)
ρ−1
∗
νθ .
Suppose νθ ∈ S has probability density function pθ with respect to the reference
measure µ on U , i.e. νθ = pθdµ on U ⊂ Rn, then in local coordinates
(
x1, . . . , xn
)
of M , the above integral has the following form:
1 =
∫
U
pθdµ0 =
∫
V
(
pθ ◦ ρ−1
) (
detDρ−1
)
dx1 ∧ · · · ∧ dxn ,
where dx1 ∧ · · · ∧ dxn denote the reference measure on M corresponding to the
local coordinates
(
x1, . . . , xn
)
. Finally, suppose S has dualistic structure given by
(g,∇,∇∗). Since ρ−1 is a dieomorphism, so is ρ−1∗ . Therefore by the discussion in
Section 4.1, S˜ has inherited dualistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗) with ϕ = ρ−1∗ . In
particular, the locally inherited family of probability distributions S˜ = ρ−1∗S inherits
the dualistic geometrical structure of S via the bundle morphism.
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Remark 4.2. Note that both the local coordinate map pθ ∈ S 7→ θ ∈ R` and
ϕ := ρ−1
∗ are dieomorphisms. For the rest of the paper we will, without loss of
generality, assume S˜ to be parametrized by (θi)ni=1 instead of the pulled-back local
coordinates
(
θi ◦ ρ−1∗
)n
i=1
unless specied otherwise (described in Section 4.1.1 and
Remark Appendix B.1) if the context is clear.
Example 4.1. Suppose
(
S, g,∇(α),∇(−α)) ⊂ Prob(U) is an α-ane statistical man-
ifold for some α ∈ R, with Fisher metric g, the associated g-dual α-connections(∇(α),∇(−α)), and the corresponding α-divergence Dα on S [6]. Since ρ : U →M
is a (local) dieomorphism, it is injective, hence a sucient statistic for S [6].
By the invariance of Fisher metric and α-connection under sucient statistic, the
induced family S˜ is also an α-ane statistical manifold. Furthermore, due to the
monotonicity of α-divergence (as a special case of f -divergence), the induced diver-
gence D˜α (see Remark 4.1) on S˜ can be computed by:
D˜α(ρ
−1∗p, ρ−1
∗
q) = Dα(p, q) , for p, q ∈ S .
4.2.2. Special case: Riemannian exponential map
We conclude the section by illustrating how the above framework encapsulates
the Riemannian adaptation approach (Section 3) and approach of [52, 54, 13]. In par-
ticular, we show that the approach using Riemannian exponential map on complete
Riemannian manifolds is a special case of the framework described above.
Example 4.2. LetM be a (complete) Riemannian manifold. For each x ∈M , letUx ⊂
TxM denote the region where the Riemannian exponential map expx : TxM → M
is a local dieomorphism.
Since each tangent TxM is a topological vector space, it can be considered nat-
urally as a metric space with the metric topology induced by the Riemannian met-
ric. Since nite dimensional topological vector spaces of the same dimension n :=
dim(M) are unique up to isomorphism, TxM is isomorphic to Rn. Moreover, since
the Euclidean metric and Riemannian metric are equivalent on nite dimensional to-
pological vector spaces, the respective induced metric topologies are also equivalent.
This means probability density functions over TxM can be considered naturally as
density functions over Rn [43, 56].
Let Sx denote a nitely parametrized family of probability densities (equivalently
positive dierential n-forms that integrates to 1) over Ux. Since expx is a dieo-
morphism in Ux, we can construct a parametrized family of probability distributions
on Nx = expx(Ux) by:
Sx ⊂ Prob(Ux) S˜x ⊂ Prob(Nx)
Ux ⊂ TxM Nx ⊂M
log
∗
x
logx
where log
∗
x denote the pullback of the Riemannian logarithm function logx = exp−1x
onNx. For p(·|θ) ∈ Sx, the inherited probability density p˜(·|θ) ∈ S˜x overM is given
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by the following, coinciding with Equation (5):
p˜(y|θ) = log∗x p(y|θ) = p(exp−1x (y)|θ) = p(logx(y)|θ) .
Since expx is an orientation preserving dieomorphism on Ux, the Riemannian ad-
aptation approach and the approach of [52, 54, 13] in the literature is therefore a spe-
cial case of the construction of locally inherited densities via orientation-preserving
bundle morphism discussed in Section 4.2.1 above.
It is important to note that for general Riemannian manifolds, this approach maybe
quite limiting since Ux maybe a small region in the tangent space (bounded by the
injectivity radius) (see the discussion of Section 3.2).
Throughout the rest of the paper, we will be using the Riemannian exponential
map as an example to illustrate our approach. It is however worth noting that our
generalized construction applies to all orientation-preserving dieomorphisms, not
just the Riemannian exponential map.
5. Mixture Densities on Totally Bounded Subsets of Riemannian Manifolds
In the previous section, we discussed how parametrized family of probability
densities over Riemannian manifolds M can be locally inherited from Rn via an
orientation-preserving dieomorphism. This provides us with a notion of comput-
able, parametrized probability densities over manifolds, generalizing the Riemannian
adaptation approach and the approach of [52, 54, 13]. However, the local restric-
tion of the Riemannian adaptation still persisted. In particular, the locally inherited
densities are only dened within ρ (U), where ρ : U ⊂ Rn → M is the aforemen-
tioned orientation-preserving dieomorphism. In the case when ρ : Rn → M is the
Riemannian exponential map, the construction is still conned within a single normal
neighhbourhood.
In this section we extend the notion of parametrized probability densities over
manifolds beyond the connes of normal neighbourhoods. In particular, we describe
the information geometry of mixture densities over totally bounded subsets V of
Riemannian manifolds.
Given a totally bounded subset V of M , we can cover it by a nite number of
metric balls (geodesic balls) where each metric ball is mapped to a subset of Rn via
an orientation-preserving dieomorphism. This set of metric balls (together with the
mapping to Rn) forms an orientation-preserving open cover of V .
Suppose each element of the open cover of V is equipped with a local family of
inherited probability distributions, a family of parametrized mixture densities LV on
the entire V can be constructed by “gluing" together the locally inherited densities in
the form of a mixture. The statistical geometry of the family of mixture densities on
V can thus be described by the product of the mixture component families and the
mixture coecients.
The section is outlined as follows:
1. In section 5.1, we describe the notion of orientation-preserving open cover on
Riemannian manifolds M . We show that such open covers admits a rene-
ment of geodesic balls. Thus totally bounded subsets V of M admits a nite
orientation-preserving open cover of (compact) geodesic balls.
20
2. In section 5.2, we describe nitely parametrized mixture distributions LV over
totally bounded subsets V on Riemannian manifolds M . These parametrized
probability densities extend the notion of locally inherited probability densit-
ies beyond a single normal neighbourhood/geodesic ball, while preserving the
locally inherited dualistic statistical geometry of the mixture components.
3. From the section 5.3 onwards, we describe and derive the geometrical structure
of the family of mixture densities LV . By viewing the closure of the simplex
of mixture coeeients and family of mixture component densities as statistical
manifolds, we show that LV is a smooth manifold under two condition. Fur-
thermore, we show that a torsion-free dualistic structure can be dened on LV
by a “mixture" divergenceD from the mixture coecient and mixture compon-
ents.
In section 5.4, we show that LV is in fact a product Riemannian manifold of the
simplex of mixture coecients and the families of mixture component statistical
manifolds. Finally, we show that when both the simplex of mixture coecients
and mixture component statistical manifolds are dually at, then LV is also
dually at with canonical “mixture" divergence D.
5.1. Renement of Orientation-Preserving Open Cover
We begin by formally introducing the notion of orientation-preserving open cover.
It is important to note that the notion of orientation-preserving open cover is dierent
from orientable atlas in the dierential geometry literature, as we do not require the
transition maps between elements of the open cover to be compatible.
Denition 5.1. Let (M, g) be a smooth n-dimensional Riemannian manifold, an
orientation-preserving open cover ofM is an at-most countable set of pairs EM :=
{(ρα, Uα)}α∈ΛM satisfying:
1. Uα ⊂ Rn, ρα : Uα → M are orientation preserving dieomorphisms for each
α ∈ ΛM
2. the set {ρα(Uα)}α∈ΛM is an open cover of M .
One notable example of an orientation-preserving open cover is given by geodesic
balls: Using the notation of Section 2: for x ∈ M , let Bx := B(~0, inj(x)) ⊂ TxM
denote the geodesic ball of injectivity radius. Riemannian exponential map expx :
Bx ⊂ TxM → M is an orientation-preserving dieomorphism within Bx, hence
{(expx, Bx)}x∈M is an orientation-preserving open cover of M . In particular, for
any positive jx ≤ inj(x), the set
{(
expx, B(~0, jx)
)}
x∈M
is also an orientation-
preserving open cover of M .
Given an orientation-preserving open cover over Riemannian manifold M , there
exists a renement of open cover by metric balls (geodesic balls) in M . This will be
used to construct a nite orientation-preserving open cover of totally bounded subsets
of M .
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Lemma 5.1. Let M be a n-dimensional Riemannian manifold and an orientation-
preserving open cover of {(ρα, Uα)}α∈ΛM of M . There always exist renement{(ρβ ,Wβ)}β∈Λ′M of {(ρα, Uα)}α∈ΛM satisfying:
1. {ρβ (Wβ)}β∈Λ′M covers M , and
2. ρβ(Wβ) are metric balls in M for all β ∈ Λ′M .
Proof. Given (orientation-preserving) open cover {(ρα, Uα)}α∈ΛM ofM . For each α,
∀xβα ∈ ρα(Uα) there exists normal neighbourhood Nxβα ⊂ ρα(Uα).
Since Nxβα is open for all x
β
α ∈ ρα(Uα), there exists xβα > 0 such that the metric
ball centred at xβα denoted by Bxβα satises: Bxβα := B(x
β
α, xβα) ⊂ Nxβα ⊂ ρα(Uα) ⊂
M .
In other words, Bxβα is the metric ball centred at x
β
α in normal coordinates under
the radial distance function.
Since ρα is a dieomorphism for all α ∈ ΛM , this implies ρ−1α (Bxβα) =: Wxβα ⊂
Uα for each xβα ∈ ρα(Uα). Hence
{(
ρα,Wxβα
)}
β∈Λ′M
is the desired renement of
{(ρα, Uα)}α∈ΛM .
Observe that the proof did not use the fact that ρα is orientation-preserving, as the
transition map between elements of the open cover does not have to be orientation-
preserving. Therefore it suces to consider open cover {(ρα, Uα)}α∈ΛM of M such
that ρα are just dieomorphisms with the following result:
Lemma 5.2. Let f : M → N be a local dieomorphism between manifolds M,N .
Then there exists local orientation-preserving dieomorphism f˜ : M → N .
Proof. See Appendix C.
For the rest of the discussion we will consider the orientation-preserving open
cover by metric balls
{(
ρα,Wxβα
)}
β∈Λ′M
of Riemannian manifold M .
5.2. Mixture Densities on Totally Bounded subsets of Riemannian Manifolds
In this section, we construct parametrized family of mixture probability densit-
ies on totally bounded subsets of Riemannian manifold M . Let V ⊂ M be totally
bounded subset of M , and let {(ρα, Uα)}α∈ΛM be an orientation-preserving open
cover of M . Let
{
(ρxα ,Wxβα)
}
β∈Λ′M
denote a renement of {(ρα, Uα)}α∈ΛM by
open metric balls in M discussed in Lemma 5.1.
Since
{
ρα
(
Wxβα
)}
β∈Λ′M
is an open cover ofM by metric balls, it is an open cover
of V ⊂M as well. Moreover, since V is totally bounded, there exists a nite subcover{
ρα
(
Wxβα
)}Λ
β=1
of V . For simplicity, by an abuse of notation, we remove the excess-
ive indices and rewrite the nite subcover as {(ρα,Wα)}Λα=1 :=
{
ρα
(
Wxβα
)}Λ
β=1
.
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For each α ∈ [1, . . . ,Λ], let Sα := {να := νθα |θα ∈ Ξα ⊂ Rmα} ⊂ Prob(Wα)
denote a nitely parametrized volume form over Wα parametrized by θα ∈ Ξα ⊂
Rmα , mα ∈ N+. Note that in general we allow the parametric families Sα to have
dierent parametrizations and dimensions mα. Furthermore, consider for each α the
induced family of local probability densities S˜α := ρ−1
∗
α Sα =
{
v˜α = ρ
−1∗
α να
} ⊂
Prob(M) ⊂ Vol(M) on ρα(Wα) ⊂ M (see Section 4.2.1), we can then dene para-
metrized mixture densities over V ⊂ M by patching together the locally induced
ones:
ν˜ :=
Λ∑
α=1
ϕα · ν˜α , (9)
where ϕα ∈ [0, 1] for all α ∈ [1, . . . ,Λ], and
∑Λ
α=1 ϕα = 1. Let S0 denote the closure
of the simplex of mixture coecients:
S0 :=
{
{ϕα}Λα=1
∣∣∣∣∣ϕα ∈ [0, 1] ,
Λ∑
α=1
ϕα = 1
}
⊂ [0, 1]Λ−1
Remark 5.1. The closure of simplex of mixture coecients S0 is has the structure
of a dually at statistical manifold using the modied Fisher metric and Bregman
divergence pair discussed in Section 7. We denote the set of parameters of S0 by
Ξ0 :=
{
θ0
}
.
We denote the set of mixture densities by LV by:
LV :=
{
ν˜ =
Λ∑
α=1
ϕα · ν˜α | {ϕα}Λα=1 ∈ S0, ν˜α ∈ S˜α
}
.
In local coordinates
(
x1, . . . , xn
)
of M , the mixture volume form ν˜α can be ex-
pressed as:
ν˜|x = p˜(x, ξ)dx1 ∧ · · · ∧ dxn =
Λ∑
α=1
ϕα · p˜α(x, θα)dx1 ∧ · · · ∧ dxn , (10)
where p˜α(x, θα) are parametrized probability density functions naturally associated
to ν˜α that are parametrized by sets of parameters (θα) ∈ Ξα (see remark 4.2). In local
coordinates
(
x1, . . . , xn
)
of M , p˜α(x, θα) is dened implicitly by p˜α(x, θα)dx1 ∧
· · ·∧dxn := ν˜α 12. The parameters of the mixture distribution p˜(x, ξ) are collected in
(ξi)
d
i=1 :=
(
θ0, θ1, . . . , θΛ
) ∈ Ξ0×Ξ1×· · ·×ΞΛ, where d := dim (Ξ0 × Ξ1 × · · · × ΞΛ)
denote the dimension of LV .
12When M is a Riemannian manifold, we may choose to use the Riemannian volume form dVg instead
of dx1 ∧ · · · ∧ dxn. In which case we obtain p˜α(x, θα) by: p˜α(x, θα)dVg := ν˜α
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5.2.1. Exhaustion by Compact Set and the Extent of Mixture Densities
Since every smooth topological manifold is σ-locally compact, M admits a com-
pact exhaustion:
Denition 5.2. An exhaustion by compact sets is an increasing sequence of com-
pact subsets W k of M such that φ 6= W 1 ⊂ int(W 2) ⊂W 2 ⊆ · · · ⊆M and:
lim
k→∞
W
k
=
∞⋃
k=1
W
k
= M .
In particular, for any totally bounded subset V ( M , there exists K ∈ N such
that for all k > K :
W k (⊃W k ) ⊃ V .
Therefore even though at rst glance totally bound-ness of V might be quite restrict-
ive, this shows that it allows us to approximate the manifold suciently well.
5.3. Geometrical Structure of LV
In this section we describe the geometrical structure of family of mixture densities
LV dened over totally bounded subsets V of M . We rst show that LV is a smooth
manifold under two conditions. We then show thatLV is a product Riemannian man-
ifold of the closure of simplex of mixture cocients and the locally inherited families
of component densities. The product dualistic Riemannian structure on LV is given
by a “mixture” divergence function on LV constructed by the divergence functions
on the mixture coecients and family of component densities. Furthermore, if the
families of mixture component densities are all dually at, we show that LV is also
dually at where the canonical divergence is given by the “mixture" divergence
We begin by considering a totally bounded subset V ⊂ M and an orientation-
preserving nite open cover {(ρα,Wα)}Λα=1 of V by metric balls. For each α =
1, . . . ,Λ, let
(
Sα, gα,∇α,∇α∗
) ⊂ Prob(Wα) be a family of parametrized probability
densities over Wα with the corresponding statistical manifold structure. Let S˜α :=
ρ−1
∗
α Sα denote the pulled-back family of probability densities on ρα(Wα) ⊂M with
corresponding pulled-back dualistic structures
(
g˜α, ∇˜α, ∇˜α∗
)
(see Section 4.1 and
4.2.1). Let S0 denote the closure of simplex of mixture coecients with corresponding
dually at dualistic structure
(
g0,∇0,∇0∗
)
(see for example the dually at dualistic
structure dened by the Bregman divergence dened in Equation (49)).
5.3.1. LV as a smooth manifold
In this section we show that the family of mixture densitiesLV over totally bounded
subsets V of Riemannian manifolds M is itself a smooth manifold under two natural
conditions. In particular, we show that the parametrization map of LV is an injective
immersion, which makes LV an immersion submanifold of Prob(M).
For simplicity, let p˜α(x) := p˜(x, θα) denote the probability density function cor-
responding to ν˜α ∈ S˜α for all α. We show that LV is a smooth manifold under the
following two natural conditions:
24
Condition 1. Family of mixture component distributions have dierent
proper support: Let Vα :=
{
x ∈M | p˜α(x) > 0, ∀p˜α ∈ S˜α
}
denote the proper sup-
port of probability densities p˜α ∈ S˜α for eachα ∈ {1, . . . ,Λ}. We assume Vα\Vβ 6= ∅
for β 6= α.
Condition 2. No functional dependency betweenmixture component dens-
ities : We construct mixture densities in LV as unconstrained mixtures, meaning
there is no functional dependency between mixture component. In other words, chan-
ging parameters θβ ∈ Ξβ of mixture component p˜β ∈ S˜β has no inuence on p˜α ∈ S˜α
for β 6= α and vice versa. We write this condition as follows: For each p˜α ∈ S˜α,
∂p˜α
∂θβk
= 0, ∀θβk ∈ Ξβ ⊂ Rmβ , ∀β 6= α.
Remark 5.2. 1. The rst condition 1 can always be satised simply by choosing
a suitable open cover of V .
2. The second condition 2 is automatically fullled for unconstrained mixture
models. One can imagine introducing functional dependencies among mixture
component distributions, but this is not the case considered here. We make
the assumption that: if we alter one distribution p˜α ∈ S˜α, it does not aect
distributions in S˜β for β 6= α.
We now discuss the implications of conditions 1 and 2 in further detail:
The rst condition 1 implies: the component distributions p˜α ∈ S˜α are linearly
independent functions, and the map θ0 ∈ Ξ0 7→ {ϕα}Λα=1 7→
∑Λ
α=1 ϕαp˜α(x, θ
α) is
injective 13.
The second condition 2 implies the following:
Consider two distributions p˜, q˜ ∈ LV sharing the same mixture coecients {ϕα}Λα=1,
i.e. p˜(x) =
∑Λ
α=1 ϕαp˜α(x) and q˜ =
∑Λ
α=1 ϕαq˜α(x). If p˜(x) = q˜(x) for all x ∈M :
∂p˜(x)
∂θαi
=
∂q˜(x)
∂θαi
, ∀α,∀i
∂`p˜(x)
(∂θαi )
`
=
∂`q˜(x)
(∂θαi )
`
, ∀` ∈ N+ ,
hence by condition 2, for each α ∈ [1, . . . ,Λ], there exists a constant cα such that:
ϕαp˜α(x) = ϕαq˜α(x) + cα, ∀x ∈M .
Since p˜α and q˜α are probability densities, we have the following:
ϕα ·
∫
M
p˜α︸ ︷︷ ︸
=1
= ϕα ·
∫
M
q˜α︸ ︷︷ ︸
=1
+
∫
M
cα .
13Note that the mixture component densities p˜α(x, θα) are xed.
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This means
∫
M
cα = cα ·
∫
M
1 = 0. Since M is orientable we have
∫
M
1 6= 0,
which implies cα = 0 and p˜α = q˜α for all α.
Hence by injectivity of the parametrization mapping of the local component famil-
ies θα 7→ p˜α of S˜α forα ∈ [1, . . . ,Λ], the parametrization of mixture component para-
meters (θ1, . . . , θΛ) 7→ (p˜1, . . . , p˜Λ) is injective as well. This implies the local para-
metrization map ξ :
(
θ0, θ1, . . . , θΛ
) ∈ Ξ0×Ξ1×· · ·×ΞΛ 7→ p˜(x) = ∑Λα=1 ϕαp˜α(x)
onto LV is also injective.
We now show that the local parametrization map ξ : Ξ0×Ξ1×· · ·×ΞΛ 7→ LV is
an immersion. By condition 2, the parameters are also independent in the sense that
for β 6= α:
0 =
∂p˜α
∂θβk
=
∂p˜α
∂θαi
· ∂θ
α
i
∂θβk
∀p˜α ∈ S˜α ⇔ ∂θ
α
i
∂θβk
= 0 .
Moreover, let
(
θ
α
i := θ
α
i ◦
(
ρ−1
∗)−1
= θαi ◦ ρ∗
)
on S˜α denote the pulled-back
local coordinates maps (see Section 4.2.1), then:
∂θαi ◦ ρ∗
∂θβk ◦ ρ∗
=
(
ρ−1
∗)
∗
∂
∂θβk
(θαi ◦ ρ∗) =
∂
∂θβk
(
θαi ◦ ρ∗ ◦ ρ−1
∗)
= 0 .
In other words, pullback by ρ does not introduce additional functional dependen-
cies among parameters.
Let ξ0 : θ0 ∈ Ξ0 7→ {ϕα}Λα=1 7→
∑Λ
α=1 ϕαp˜α denote the parametrization of S0
and let ξα : θ˜α ∈ Ξα 7→ S˜α denote the parametrization map of S˜α for α = 1, . . .Λ.
The Jacobian matrix of the parametrization map ξ : (θ0, θ1, . . . , θΛ) ∈ Ξ0 × Ξ1 ×
· · ·ΞΛ 7→
∑Λ
α=1 ϕαp˜α(x, θ
α) =: p˜ is thus given by:
Jacξ (p˜) =

Jacξ0 (p˜) 0
0
Jacξ1 (p˜) 0 · · · · · · 0
0 Jacξ2 (p˜) 0 · · · 0
...
. . . . . . . . . 0
0 · · · 0 JacξΛ−1 (p˜) 0
0 0 · · · 0 JacξΛ (p˜)

.
S0 can be endowed with a statistical manifold structure (Remark 5.1) 14, and by
the discussion of Section 4.2, S˜α are statistical manifolds for α = 1, . . . ,Λ. Since
parametrization maps of statistical manifolds are immersions [20], the submatrices
Jacξ0 (p˜) , Jacξ1 (p˜) , . . . , JacξΛ (p˜) are injective, and the Jacobian matrix Jacξ (p˜) de-
scribed above is injective as well. This means the local parametrization map ξ :
Ξ0 × Ξ1 × · · · × ΞΛ 7→ LV is an immersion.
The set of mixture densities LV over totally bounded subsets V of M is therefore
an immersion submanifold of Prob(M), where the mixture densities p˜ ∈ LV are be
14This is further described in Section 7.
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identied by the local coordinatesLV 3 p˜ :=
∑Λ
α=1 ϕαp˜α(x, θ
α) 7→ (θ0, θ1, . . . , θΛ) ∈
Ξ0 × Ξ1 × · · ·ΞΛ.
5.3.2. Torsion-free dualistic structure on LV
In this section we construct a dualistic structure on LV . We begin by considering
the following “mixture divergence" function on LV × LV :
D : LV × LV → R
D (p˜, q˜) = D
(
Λ∑
α=1
ϕαpα,
Λ∑
α=1
ϕ′αqα
)
:= D0
(
{ϕα}Λα=1 , {ϕ′α}Λα=1
)
+
Λ∑
α=1
Dα(p˜α, q˜α) ,
(11)
where D0 is a divergence S0 (see for example the Bregman divergence dened in
Equation (49)), and Dα is the induced divergence on smooth manifolds S˜α described
by Remark 4.1 in Section 4.1. It is immediate by construction that D satises the
conditions of a divergence function (Denition 4.1):
1. Non-negativity: Since Dα’s and D0 are both non-negative, so is D:
D = D0︸︷︷︸
≥0
+
Λ∑
α=1
Dα︸︷︷︸
≥0
2. Identity: Since Dα’s and D0 are divergences, the following is satised:
D = 0⇔
{
D0(ϕ) = 0
Dα(p˜α, q˜α) = 0 ∀α
}
⇔
{
ϕα = ϕ
′
α
p˜α = q˜α
}
∀α⇔ p˜ = q˜ .
Given a divergence function on a manifold, we can construct the corresponding (torsion-
free) dualistic Riemannian structure on the manifold [6]. In particular, the torsion-free
dualistic structure on LV induced by the mixture divergence D (Equation (11)) is de-
rived in the following proposition.
Theorem 5.1. The torsion-free dualistic structure
{
gD,∇D,∇D∗} of LV generated
by D (Equation (11)), is given by:{
gD0 ⊕
Λ⊕
α=1
gDα ,∇D0 ⊕
Λ⊕
α=1
∇Dα ,∇D∗0 ⊕
Λ⊕
α=1
∇D∗α
}
.
Proof. Let θα ∈ Ξα ⊂ Rmα be coordinates of Sα, and let (ξi)di=1 := (θ0, θ˜1, . . . , θ˜Λ)
denote the coordinates ofLV , where d := dim (Ξ0 × Ξ1 × · · · × ΞΛ) and
(
θ˜αj := θ
α
j ◦ ρ∗α
)mα
j=1
denote the local pulled-back coordinates of S˜α discussed in section 4.1.1 (see also Re-
mark Appendix B.1 and 4.2). Let the local coordinate frame correspond to (ξi)di=1 be
denoted by
(
∂i :=
∂
∂ξi
)
. We can then construct a dualistic structure
(
gD,∇D,∇D∗)
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on LV [26, 6] corresponding to the divergence function D (dened in Equation (11)).
The matrix
[
gDij
]
corresponding to the induced Riemannian metric gD is given by:
gDij (p˜) := g
D
(
∂i, ∂j
)∣∣
p˜
= −D[∂i; ∂j ]
∣∣
p˜
= −D0[∂i; ∂j ]
∣∣
p˜
+
Λ∑
α=1
−Dα[∂i; ∂j ]
∣∣∣∣∣
p˜
= gD0
(
∂i, ∂j
)∣∣
p˜
+
Λ∑
α=1
gDα
(
∂i, ∂j
)∣∣∣
p˜
. (12)
We consider the following cases:
Case 1: If both the input of Equation (12)
(
∂i, ∂i
)
belong to E (TS0): i.e. if ∂i = ∂∂θ0i
and ∂j = ∂∂θ0j then:
gD
(
∂i, ∂j
)∣∣
p˜
= gD0
(
∂i, ∂j
)∣∣
p˜
+ 0
= gD0
(
∂i, ∂j
)∣∣
{ϕα}Λα=1
, (13)
where {ϕα}Λα=1 ∈ S0.
Case 2: If both the input of Equation (12)
(
∂i, ∂i
)
belong to the same E
(
T S˜β
)
: i.e. If
∂i = ∂˜
β
i =
∂
∂θ˜βi
and ∂j = ∂˜βj = ∂∂θ˜βj
, where
(
θ˜βj
)mβ
j=1
denote the local parametrization
of S˜β for some β ∈ {1, . . . ,Λ}. Then by condition 2:
gD
(
∂i, ∂j
)∣∣
p˜
= 0 +
Λ∑
α=1
gDα
(
∂˜βi , ∂˜
β
j
)∣∣∣
p˜α
= 0 +
∑
α=β
gDα
(
∂˜βi , ∂˜
β
j
)∣∣∣
p˜α
= gDβ
(
∂˜βi , ∂˜
β
j
)∣∣∣
p˜β
= gβ(∂βi , ∂
β
j )
∣∣∣
pβ
, (14)
where gβ is the metric on Sβ , and pβ :=
(
ρ−1
∗)−1
p˜β = ρ
∗p˜β . The last equality is
due to the analysis towards the end of Section 4.1.
Case 3: If the rst input of Equation (12) belongs to E (TS0) and the second input
belongs to E
(
T S˜β
)
(or vice versa by symmetry): i.e. If ∂i = ∂∂θ0i and ∂i = ∂˜
β
j =
∂
∂θ˜βj
where
(
θ˜βj
)mβ
j=1
denote the local parametrization of S˜β for some β ∈ {1, . . . ,Λ}, then
gD
(
∂i, ∂j
)∣∣
p˜
= gD0
(
∂i, 0
)∣∣
{ϕα}Λα=1
+ gDβ
(
0, ∂˜βj
)∣∣∣
p˜β
= 0 + 0 = 0 .
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Case 4: Otherwise if the rst and second input of Equation (12) belongs to dierent
E
(
T S˜α
)
and E
(
T S˜β
)
: i.e. If ∂i = ∂˜αi = ∂∂θ˜αi
and ∂j = ∂˜βj = ∂∂θ˜βj
, where
(
θ˜αj
)mα
j=1
and
(
θ˜βj
)mβ
j=1
denote the local parametrization of S˜α and S˜β respectively for some
α 6= β ∈ {1, . . . ,Λ}. Equation (12) then becomes:
gD
(
∂i, ∂j
)∣∣
p˜
= 0 + gDα
(
∂˜αi , 0
)∣∣∣
p˜α
+ gDβ
(
0, ∂˜βj
)∣∣∣
p˜β
= 0 + 0 + 0 = 0 .
On the other hand, the Christoel symbols of the connection ∇D induced by D
are given by:
ΓDijk
∣∣
p˜
:= 〈∇D
∂i
∂j , ∂k〉gD
∣∣∣
p˜
= −D [∂i∂j ; ∂k]∣∣p˜
= −D0[∂i∂j ; ∂k]
∣∣
p˜
+
Λ∑
α=1
−Dα[∂i∂j ; ∂k]
∣∣
p˜
= 〈∇D0
∂i
∂j , ∂k〉gD
∣∣∣
p˜
+
Λ∑
α=1
〈∇Dα
∂i
∂j , ∂k〉gD
∣∣∣
p˜
, (15)
where −D[∂i∂j ; ∂k] := −∂1i ∂1j ∂2k D[p; q]|q=p (by Equation (3) in Section 4.1). By the
similar four case argument in the induced metric gD derivation above, we obtain the
following 15:
〈∇D
∂i
∂j , ∂k〉gD
∣∣∣
p˜
=

〈∇D0
∂i
∂j , ∂k〉gD0
∣∣∣
{ϕα}Λα=1
if ∂` = ∂∂θ0` , for ` = i, j, k ,
〈∇Dβ
∂i
∂j , ∂k〉gDβ
∣∣∣
pβ
if ∂` = ∂˜β` =
∂
∂θ˜β`
, for ` = i, j, k ,
0 Otherwise.
(16)
The above result implies that for vector eldsX0, Y0 ∈ E
(
TS0
)
,Xα, Yα ∈ E
(
T S˜α
)
,
where α ∈ [1, . . . ,Λ], we have the following:
∇D(Y0+∑Λα=1 Yα)
(
X0 +
Λ∑
α=1
Xα
)
= ∇D
(
X0 +
Λ∑
α=1
Xα, Y0 +
Λ∑
α=1
Yα
)
= ∇D0Y0 X0 +
Λ∑
α=1
∇DαYα Xα . (17)
By symmetry and the fact that gD = gD∗ [6], we have the following for the
induced dual connection ∇D∗ :
〈∇D∗
∂i
∂j , ∂k〉gD
∣∣∣
p˜
= 〈∇D0
∂i
∂j , ∂k〉gD
∣∣∣
p˜
+
Λ∑
α=1
〈∇Dα
∂i
∂j , ∂k〉gD
∣∣∣
p˜
. (18)
15The third line of Equation (16) encapsulates the last two cases of gD .
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Furthermore, we obtain the following result analogous to equation (16):
〈∇D∗
∂i
∂j , ∂k〉gD
∣∣∣
p˜
=

〈∇D∗0
∂i
∂j , ∂k〉gD0
∣∣∣
{ϕα}Λα=1
if ∂` = ∂∂θ0` , for ` = i, j, k
〈∇D
∗
β
∂i
∂j , ∂k〉gDβ
∣∣∣∣
pβ
if ∂` = ∂˜β` =
∂
∂θ˜β`
, for ` = i, j, k ,
0 Otherwise.
(19)
Finally, for X0, Y0 ∈ E
(
TS0
)
, Xα, Yα ∈ E
(
T S˜α
)
for α ∈ [1, . . . ,Λ], we obtain:
∇D∗(Y0+∑Λα=1 Yα)
(
X0 +
Λ∑
α=1
Xα
)
= ∇D∗
(
X0 +
Λ∑
α=1
Xα, Y0 +
Λ∑
α=1
Yα
)
= ∇D∗0Y0 X0 +
Λ∑
α=1
∇D
∗
α
Yα
Xα . (20)
Therefore by Equations (12), (17), (20), the dualistic structure
{
gD,∇D,∇D∗} in-
duced by D naturally decomposes into the parts corresponding to the mixture coef-
cients and mixture components. We abbreviate Equations (12), (17), (20) by the fol-
lowing compact form:{
gD0 ⊕
Λ⊕
α=1
gDα ,∇D0 ⊕
Λ⊕
α=1
∇Dα ,∇D∗0 ⊕
Λ⊕
α=1
∇D∗α
}
. (21)
5.4. LV as a Product Statistical Manifold
In this section we show that LV is a product Riemannian manifold of the statist-
ical manifolds S0, S˜1, . . . , S˜Λ. We rst recall some properties of product Riemannian
manifolds from [60, 21, 44].
Remark 5.3. Note that since LV consists of mixture densities with nite number of
mixtures, to show that LV = S0 × S˜1 × · · · S˜Λ, it suces to consider the dualistic
structure of the product of two manifolds.
Given two Riemannian manifolds (M, g1), (N, g2), and points x1 ∈ M and x2 ∈
N . The tangent spaces of M × N can be expressed as: T(x1,x2) = Tx1M ⊕ Tx2N .
The product Riemannian metric on M ×N is given by g := g1 ⊕ g2 [44]:
g
(
X1|x1 + X2|x2 , Y1|x1 + Y2|x2
) |(x1,x2 = g1 (X1|x1 , Y1|x1) |x1 + g2 (X2|x2 , Y2|x2) |x1 ,
where X1|x1 , Y1|x1 ∈ Tx1M and X2|x2 , Y2|x2 ∈ Tx2N . For the rest of the discus-
sion, when the context is clear, we abbreviate the above equation by:
g (X1 +X2, Y1 + Y2) = g1 (X1, Y1) + g2 (X2, Y2) , (22)
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where X1, Y1 ∈ E (TM) and X2, Y2 ∈ E (TN). Furthermore, suppose ∇1 and ∇2
are connections of M,N respectively, then the product connection is given by [21]:
∇Y1+Y2X1 +X2 = ∇1Y1X1 +∇2Y2X2 , (23)
where X1, Y1 ∈ E (TM) and X2, Y2 ∈ E (TN). We abbreviate the product connec-
tion to a more compact notation for simplicity: ∇ = ∇1 ⊕∇2. Since the Lie bracket
of M ×N is given by:
[X1 +X2, Y1 + Y2]M×N = [X1, Y1]M + [X2, Y2]N ,
and the curvature tensor on manifolds given by:
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z ,
we therefore obtain the curvature tensor on the M ×N as follows:
R(X1 +X2, Y1 + Y2, Z1 + Z2,W1 +W2) = R1(X1, Y1, Z1,W1) +R2(X2, Y2, Z2,W2) ,
(24)
where X1, Y1, Z1,W1 ∈ E (TM) and X2, Y2, Z2,W2 ∈ E (TN), and R1, R2 denote
the curvature tensor of M,N respectively. Hence if M and N are at, so is M ×N .
Therefore to show that the Riemannian structure derived from the divergence
D in equation (11) (given by equation (21)) coincides with the product Riemannian
structure discussed above, it suces to show the following result.
Theorem 5.2. Let (M, g1,∇1,∇1∗), (N, g2,∇2,∇2∗) be two smooth manifolds with
their corresponding dualistic structure, and consider the product manifold M × N
with product metric g = g1 ⊕ g2 and product connection ∇ := ∇1 ⊕ ∇2. Then
the connection ∇1∗ ⊕ ∇2∗ is g-dual to ∇. In particular (∇1 ⊕∇2)∗ = ∇1∗ ⊕
∇2∗ .Furthermore, if M and N are dually at, then so is M ×N .
Proof. Let (M, g1,∇1,∇1∗), (N, g2,∇2,∇2∗) be two smooth manifolds with their
corresponding dualistic structure. Let∇ = ∇1⊕∇2 denote the product connection on
M×N given by equation (23) in compact notation. 16 For simplicity, let 〈·, ·〉 := 〈·, ·〉g ,
where g = g1 ⊕ g2 denote the product Riemannian metric on M ×N .
Let X1, Y1, Z1 ∈ E (TM) and X2, Y2, Z2 ∈ E (TN). Given points x1 ∈ M and
x2 ∈ N , using the natural identication T(x1,x2) = Tx1M ⊕ Tx2N , we let:
{X,Y, Z} := {X1 +X2, Y1 + Y2, Z1 + Z2} ∈ E (T (M ×N))
Then by Equation (22) we have:
∇X〈Y, Z〉 = X〈Y,Z〉 = (X1 +X2)〈Y1 + Y2, Z1 + Z2〉 (25)
= X1 (〈Y1, Z1〉+ 〈Y1, Z2〉+ 〈Y2, Z1〉+ 〈Y2, Z2〉)
+X2 (〈Y1, Z1〉+ 〈Y1, Z2〉+ 〈Y2, Z1〉+ 〈Y2, Z2〉) ,
(26)
16Please refer to comments following equation (23)
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where X1, Y1, Z1 ∈ E (TM), X2, Y2, Z2 ∈ E (TN).
Let pi∗1 : T (M × N) → TM and pi∗2 : T (M × N) → TN denote the natural
projections, then we have:
〈Y1, Z2〉 = 〈Y1, pi∗1Z2〉g1 + 〈pi∗2Y1, Z2〉g2
= 〈Y1, 0〉g1 + 〈0, Z2〉g2 = 0 , (27)
and by symmetry we obtain 〈Y2, Z1〉 = 0 as well.
Since 〈Y1, Z1〉 is a function on M , we have ∇2X2〈Y1, Z1〉 = 0. By symmetry we
obtain ∇1X1〈Y2, Z2〉 = 0 as well. Equation (25) therefore becomes:
X1 (〈Y1, Z1〉+ 〈Y2, Z2〉) +X2 (〈Y1, Z1〉+ 〈Y2, Z2〉)
= ∇1X1〈Y1, Z1〉+∇1X1〈Y2, Z2〉+∇2X2〈Y1, Z1〉+∇2X2〈Y2, Z2〉
= ∇1X1〈Y1, Z1〉+ 0 + 0 +∇2X2〈Y2, Z2〉
= ∇1X1〈Y1, Z1〉+∇2X2〈Y2, Z2〉 . (28)
By a similar argument, we obtain from Equation (23) and Equation (22):
〈∇XY, Z〉 = 〈∇1X1Y1, Z1 + Z2〉+ 〈∇2X2Y2, Z1 + Z2〉
= 〈∇1X1Y1, Z1〉+ 〈∇1X1Y1, Z2〉+ 〈∇2X2Y2, Z1〉+ 〈∇2X2Y2, Z2〉
= 〈∇1X1Y1, Z1〉+ 〈∇2X2Y2, Z2〉 . (29)
The rst equality is due to Equation (23), and the fact that ∇ is a product con-
nection. The last equality is due to the same argument as in Equation (27): since
pi∗iZj = 0, and pi∗i∇jXjYj = 0 for i 6= j, we have 〈∇1X1Y1, Z2〉 = 〈∇2X2Y2, Z1〉 = 0.
Finally, subtracting equation (29) from equation (28), we have the following equal-
ity:
X〈Y,Z〉 − 〈∇XY,Z〉 = ∇1X1〈Y1, Z1〉+∇2X2〈Y2, Z2〉 −
(〈∇1X1Y1, Z1〉+ 〈∇2X2Y2, Z2〉)
=
(∇1X1〈Y1, Z1〉 − 〈∇1X1Y1, Z1〉)+ (∇2X2〈Y2, Z2〉 − 〈∇2X2Y2, Z2〉)
= 〈Y1,∇1∗X1Z1〉+ 〈Y2,∇2
∗
X2Z2〉 ,
where ∇1∗ ,∇2∗ denote the g1, g2-dual connection to ∇1,∇2 on M,N respect-
ively. The unique [51] g-dual connection to ∇ = ∇1 ⊕ ∇2 of M × N , denoted by
∇∗ := ∇1∗ ⊕∇2∗ , is thus given by the following:
∇∗Y1+Y2X1 +X2 = ∇1
∗
Y1X1 +∇2
∗
Y2X2 ,
where X1, Y1 ∈ E (TM) and X2, Y2 ∈ E (TN).
Furthermore, since the curvature ofM ×N satises the product curvature tensor
described in equation (24), if (M, g1,∇1,∇1∗), (N, g2,∇2,∇2∗) are both dually at,
then so is their product (M ×N, g1 + g2,∇1 ⊕∇2,∇1∗ ⊕∇2∗).
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Remark 5.4. By Proposition 5.1 and Theorem 5.2, the family of parametrized mixture
densities LV = S0 × S˜1 × · · · S˜Λ = S0 ×
⊕Λ
α=1 S˜α is therefore a product manifold
with product dualistic structure:{
g0 ⊕
Λ⊕
α=1
g˜α,∇0 ⊕
Λ⊕
α=1
∇˜α,∇0∗ ⊕
Λ⊕
α=1
∇˜α∗
}
=
{
gD0 ⊕
Λ⊕
α=1
gDα ,∇D0 ⊕
Λ⊕
α=1
∇Dα ,∇D∗0 ⊕
Λ⊕
α=1
∇D∗α
}
.
The closure of simplex of mixture coecients S0 can be endowed with a dually
at dualistic structure (Remark 5.1 and Section 7). If the mixture component fam-
ilies S1, . . . , SΛ on orientation-preserving open cover {(ρα,Wα)}Λα=1 over totally
bounded V ⊂ M are all dually at, then so is S˜1, . . . , S˜Λ (See Corollary 4.1). In
particular, by Theorem 5.2, this implies LV = S0 × S˜1 × · · · S˜Λ is also dually at.
Finally, consider
(
S0, g0,∇0,∇0∗
)
,
(
S˜1, g˜1, ∇˜1, ∇˜1∗
)
, . . . ,
(
S˜Λ, gΛ, ∇˜Λ, ∇˜Λ∗
)
as dually at manifolds with their corresponding dualistic structures. 17 We show that
the “mixture" divergence dened in Equation (11) is in fact the canonical divergence
[6] of dually at manifold LV .
Theorem 5.3. If S0, S1, . . . , SΛ are all dually at, the divergence functionD dened
in Equation (11) is the canonical divergence of LV = S0 × S˜1 × · · · S˜Λ with respect
to product dually at dualistic structure:{
g0 ⊕
Λ⊕
α=1
g˜α,∇0 ⊕
Λ⊕
α=1
∇˜α,∇0∗ ⊕
Λ⊕
α=1
∇˜α∗
}
.
Proof. Let
(
θ0, η0
)
denote the local g0-dual coordinates of S0, and let
(
θ˜α
)
denote
the local ∇˜α-ane coordinates of S˜α for α ∈ [1, . . . ,Λ].
By the discussion in Section 4.1, let ψ˜α denote the pulled-back potential function
on S˜α dened by local coordinates
(
θ˜α
)
and pulled-back metric g˜α on S˜α. The g˜α-
dual local coordinates to
(
θ˜α
)
can be dened via induced potential function ψ˜α by:(
η˜iα :=
∂
∂θαi
ψ˜α
)
.
Since S0 and S˜α are all dually at for α ∈ [1, . . . ,Λ], we can write the divergences
17Please refer to the beginning of this section (5.3) for detailed discussion of the induced dualistic struc-
ture on S˜α for α ∈ [1, . . . ,Λ].
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D0 and Dα of S0 and S˜α in the canonical form [6] respectively as follows:
D0
(
{ϕα}Λα=1 , {ϕ′α}Λα=1
)
:= ψ0
(
{ϕα}Λα=1
)
+ ψ†0
(
{ϕ′α}Λα=1
)
−
〈
θ0
(
{ϕα}Λα=1
)
, η0
(
{ϕ′α}Λα=1
)〉
,
Dα(p˜α, q˜α) := ψ˜α(p˜α) + ψ˜
†
α(q˜α)−
〈
θ˜α(p˜α), η˜α(q˜α)
〉
,
whereψ0 denotes the canonical divergence on dually at manifoldS0 (see for example
Bregman divergence dened in Equation (49)).
For α = 1, . . . ,Λ, the functions ψ†0 and ψ˜†α denote the Legendre-Fenchel trans-
formation of ψ0 and ψ˜α given by the following equations, respectively:
ψ†0
(
{ϕ′α}Λα=1
)
:= sup
ϕ∈S0
{〈
θ0
(
{ϕα}Λα=1
)
, η0
(
{ϕ′α}Λα=1
)〉
− ψ0
(
{ϕα}Λα=1
)}
,
ψ˜†α(q˜α) := sup
p˜α∈S˜α
{
〈θ˜α(p˜α), η˜α(q˜α)〉 − ψ˜α(p˜α)
}
.
The divergence D on LV from Equation (11) can therefore be written as:
D (p˜, q˜) = D
(
Λ∑
α=1
ϕαpα,
Λ∑
α=1
ϕ′αqα
)
= D0
(
{ϕα}Λα=1 , {ϕ′α}Λα=1
)
+
Λ∑
α=1
Dα(p˜α, q˜α)
= ψ0
(
{ϕα}Λα=1
)
+ ψ†0
(
{ϕ′α}Λα=1
)
−
〈
θ0
(
{ϕα}Λα=1
)
, η0
(
{ϕ′α}Λα=1
)〉
+
Λ∑
α=1
(
ψ˜α(p˜α) + ψ˜
†
α(q˜α)− 〈θ˜α(p˜α), η˜α(q˜α)〉
)
=
(
ψ0
(
{ϕα}Λα=1
)
+
Λ∑
α=1
ψ˜α(p˜α)
)
+
(
ψ†0
(
{ϕ′α}Λα=1
)
+
Λ∑
α=1
ψ˜†α(q˜α)
)
−
(〈
θ0
(
{ϕα}Λα=1
)
, η0
(
{ϕ′α}Λα=1
)〉
+
Λ∑
α=1
〈θ˜α(p˜α), η˜α(q˜α)〉
)
.
(30)
The rst and second part of D in Equation (30) are convex due to linearity of de-
rivative, the independence of parameters given by condition 2, and the fact that the
Hessians of potential functions ψ0, ψ˜1, . . . , ψ˜Λ are positive semi-denite. The third
part ofD in Equation (30) is a sum of inner products, which is again an inner product
on the product parameter space in Ξ0 × Ξ1 × · · ·ΞΛ. It remains to show that the Le-
gendre–Fenchel transformation of the rst component ofD is the second component
in Equation (30).
Recall that the parameters of the mixture distribution p˜(x, ξ) ∈ LV are collected in
(ξi)
d
i=1 :=
(
θ0, θ˜1, . . . , θ˜Λ
)
∈ Ξ0×Ξ1×· · ·×ΞΛ, where d := dim (Ξ0 × Ξ1 × · · · × ΞΛ)
18. By linearity of derivative and condition 2, the gD-coordinate dual to (ξi)di=1 is just
18Recall that coordinates θ0 of mixture coecients are not pulled-back.
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the dual coordinates of S0, S˜1, . . . , S˜Λ expressed in product form: (η0, η˜1, . . . , η˜Λ) =(
∂
∂ξi
(
ψ0
(
{ϕα}Λα=1
)
+
∑Λ
α=1 ψ˜α(p˜α)
))
.
For simplicity, we let
〈
θ0(ϕ), η0(ϕ
′)
〉
:=
〈
θ0
(
{ϕα}Λα=1
)
, η0
(
{ϕ′α}Λα=1
)〉
. The
dual potential of
(
ψ0
(
{ϕα}Λα=1
)
+
∑Λ
α=1 ψ˜α(p˜α)
)
( the rst part of D in Equation
(30)) is given by the following Legendre-Fenchel transformation:
(
ψ0
(
{ϕα}Λα=1
)
+
∑
α
ψ˜α(p˜α)
)†
=
sup
ϕ∈S0,p˜α∈S˜α
{(〈
θ0(ϕ), η0(ϕ
′)
〉
+
Λ∑
α=1
〈
θ˜α(p˜α), η˜α(q˜α)
〉)
−
(
ψ0
(
{ϕα}Λα=1
)
+
∑
α
ψ˜α(p˜α)
)}
= sup
ϕ∈S0,p˜α∈S˜α
{(〈
θ0(ϕ), η0(ϕ
′)
〉− ψ0 ({ϕα}Λα=1))+ Λ∑
α=1
(〈
θ˜α(p˜α), η˜α(q˜α)
〉
− ψ˜α(p˜α)
)}
= sup
ϕ∈S0
{〈
θ0(ϕ), η0(ϕ
′)
〉− ψ0 ({ϕα}Λα=1)}+ Λ∑
α=1
sup
p˜α∈S˜α
{〈
θ˜α(p˜α), η˜α(q˜α)
〉
− ψ˜α(p˜α)
}
= ψ†0
(
{ϕ′α}Λα=1
)
+
Λ∑
α=1
ψ˜†α(q˜α) .
The third equality follows from the functional independence of {ϕα}Λα=1 ∈ S0
and p˜α’s in S˜α. There the Legendre-Fenchel transform of the rst component of D is
exactly the second component of D, and D is the canonical divergence of the family
of mixture densities:(
LV , g0 ⊕
Λ⊕
α=1
g˜α,∇0 ⊕
Λ⊕
α=1
∇˜α,∇0∗ ⊕
Λ⊕
α=1
∇˜α∗
)
.
5.5. Towards a Stochastic Optimization method on Riemannian Manifolds
In this section, we extended the notion of locally inherited probability densities
(Section 4) beyond the normal neighbourhood, and constructed a family of paramet-
rized mixture densities LV on totally bounded subsets V of M . We derived the geo-
metrical structure of the family of mixture densities LV and showed that LV is a
product statistical manifold of the simplex of mixture coecients and the families of
mixture component densities.
The signicance of the product structure of LV is twofold: it provides a com-
putable geometrical structure for nitely parametrized statistical model on M that
extends beyond the connes of a single normal neighbourhood, and it allows us to
handle statistical parameter estimations and computations of mixture coecients and
mixture components independently.
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The product Riemannian structure of mixture densitiesLV over Riemannian man-
ifolds provides us with a geometrical framework to tackle the optimization problem
described in Section 1. In the remainder of the paper, we apply this framework to
construct a novel stochastic derivative-free optimization algorithm on Riemannian
manifolds using the statistical geometry of the decision space and the Riemannian
geometry of the search space, overcoming the local restrictions of the RSDFO under
the Riemannian adaptation approach.
6. ExtendedRiemannian StochasticDerivative-FreeOptimizationAlgorithms
Towards the end of the Section 3, we discussed the local restrictions of Rieman-
nian adaptations of Euclidean optimization algorithms. On Riemannian adaptation
of Stochastic Derivative-Free Optimization (SDFO) algorithms such as Riemannian
CMA-ES [24], this issue is particularly prevalent, as the local restrictions are imposed
by both the Riemannian adaptation framework of optimization algorithms (Section 3)
and the notion of locally inherited probability densities ([55] and Section 4).
Tangent spaces on general manifolds are disjoint spaces, families of locally in-
herited probability densities over them are dierent statistical manifolds. Whereas
on Euclidean spaces Rn the tangent space can be canonically identied with one an-
other by translation, a family of nitely parametrized probability densities on Rn can
be regarded as a single statistical manifold. This makes it dicult to study Rieman-
nian adaptation of SDFO from the Information Geometric perspective as its Euclidean
counterparts.
In order to overcome the local restrictions of RSDFO and to extend it to a more
global scale, we require families of nitely parametrized probability densities dened
beyond the normal neighbourhood on Riemannian manifolds. This is accomplished by
the notion of mixture densities over totally bounded subsets on Riemannian manifolds
described in Section 5.
Using the product Riemannian structure of mixture densities, in this section we
propose a novel algorithm – Extended RSDFO, which extends and augments an RSDFO
core and addresses the local restriction of RSDFO using both the intrinsic Riemannian
geometry of the manifold M (search space) and the product statistical Riemannian
geometry of families of mixture densities over M (decision spaces). Moreover, the
product statistical geometry of mixture densities also allows us to study the evolu-
tionary step and convergence of Extended RSDFO from a geometrical perspective.
The remainder of the section is outlined as follows:
1. In Section 6.1, we present an overview of the proposed novel algorithm – Ex-
tended RSDFO, which addresses the local restrictions of RSDFO.
2. In Section 6.2, we recall the notion of parametrized mixture densities over totally
bounded subsets of the search space manifold M and describe it in the context
of Extended RSDFO.
3. In Section 6.3, we describe Extended RSDFO in detail. We rst describe Exten-
ded RSDFO in algorithm form, then we discuss the components of Extended
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RSDFO in detail. We show that the expected tness of solutions in Extended
RSDFO is non-decreasing.
4. In Section 7, we discuss the geometry of the evolutionary step of Extended
RSDFO using a novel metric on the simplex of mixture coecients, which al-
lows us to study Extended RSDFO from the geometrical perspective with Rieman-
nian geometry of the base space and Information Geometry of the decision
space.
5. Finally in Section 8, we discuss the convergence behaviors of Extended RSDFO.
In particular, we show that Extended RSDFO converges in nitely many steps
in compact connected Riemannian manifolds.
6.1. Overview of Extended RSDFO on Riemannian manifolds
In this section we propose a novel algorithm, Extended RSDFO to address the local
restrictions of RSDFO discussed in Section 3.1.
For each iteration of RSDFO algorithm (Algorithm 2), search information is gen-
erated locally within the normal neighbourhood of each search iterate. This means at
each iteration, the search region of the algorithm is conned by the normal neighbour-
hood of the search iterate. In order to overcome this local restriction, the proposed al-
gorithm considers multiple search centroids simultaneously, instead of a single search
iterate. We optimize over a set of overlapping geodesic balls covering the manifold
centering around each of the centroids, instead of the centroids themselves. This pro-
cess is guided by families of parametric mixture densities over the manifold, allowing
us to relate probability distributions across dierent tangent spaces.
We x a core RSDFO algorithm throughout the rest of the discussion, and we sum-
marize briey a single step of the proposed algorithm as follows: at each iteration,
Extended RSDFO initiates with a nite set of centroids on the Riemannian manifold.
The search region of the iteration is thus formed by the union of the set of geodesic
balls of injectivity radius centered at the centroids. We then perform one iteration
of the chosen RSDFO algorithm for each centroid, which then generates a new set of
centroids (and the corresponding geodesic balls of injectivity radius) in the manifold.
In addition, another set of “exploration" centroids are also generated from the bound-
ary of explored region. The sets of centroids are then compared based on the expected
tness over the geodesic balls centered at each centroid, and the ttest centroids are
carried over to the next iteration. Each “stream" of local RSDFO search shares a para-
metrized family of locally inherited densities, whereas a boundary exploration point
initiates a new “stream". An illustration of the above discussion is summarized in
Figure 5.
19It is worth noting that for this illustration (Figure 5), the “full" interim simplex in the middle image
consists of 7 vertices, where each vertex corresponds to the mixture coecient of each of the 7 interim
centroids (initial, generated, boundary). The “original" simplex (left picture) and the “target" simplex share
at most (3+4)−4 = 3 number of vertices (in this case none). For each step of the algorithm we transverse
through a dierent interim simplex in this fashion. One can picture the evolutionary step of the algorithm
in the context of simplex of mixture coecients as jumping from one subsimplex to another.
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(a) Initiation. (b) Evolution of mixture coef-
cients and mixture compon-
ents.
(c) Culling of centroids.
Figure 5: Illustration (from left to right) of the “full" evolutionary step of Extended RSDFO. At each iteration,
Extended RSDFO begins with a set of centroids (black) on the manifold (Figure 5a ). In Figure 5b, each
centroid generates a new “ospring" with a step of RSDFO “core" (green). An additional centroid (red), is
generated on the boundary of the explored region. The centroids are then culled according their relative
expected tness. The culled centroids are marked by the dotted lines. The remaining centroids move onto
the next iteration, as illustrated on the right image (Figure 5c ). 19
The objective of the extended algorithm is to nd a set of ttest centroids (and
their corresponding geodesic balls), where the weight of each centroid is determined
by the mixture coecients of the overarching mixture densities, as we will show in
the remainder of the section.
Furthermore, while the local families of parametrized densities on each geodesic
ball may be dierent, they are related by an overarching family ofmixture distributions
over the union of the geodesic balls and an accumulative open cover of M . This
allows us to study the evolutionary step from an Information Geometric perspective
and analyze the convergence behaviour.
It is also worth noting that, whilst parallel transport is used in RSDFO algorithms
to inherit the statistical parameter from one tangent space to another, it is not com-
pletely necessarily in Extended RSDFO. The special case of Extended RSDFO algorithm
(discussed in Section 7) shows that with suciently small search radius jx  inj(x)
and a suciently large number of geodesic balls covering the manifold, the tness
landscape can be described by varying the mixture coecients, while keeping the
mixture components xed.
For each iteration, a typical search region of Extended RSDFO is given by a union
of geodesic balls, forming a totally bounded subset in the searh space manifold M . In
the next section, we recall the notion of parametrized mixture distributions on totally
bounded subsets of Riemannian manifolds described in Section 5 in the context of
Extended RSDFO 20.
20The detailed construction and dualistic geometry [6] of the mixture densities on Riemannian manifolds
is detailed in Section 5.
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6.2. Parametrized Mixture Distribution over search regions of Extended RSDFO
We recall from Section 5 the notion of nitely parametrized mixture densities on
totally bounded subsets of M : Let (M, g) be an smooth n-dimensional Riemannian
manifold, an orientation-preserving open cover of M is an at-most countable set of
pairs EM := {(ρα, Uα)}α∈ΛM satisfying:
1. Uα ⊂ Rn, ρα : Uα → M are orientation preserving dieomorphisms for each
α ∈ ΛM
2. the set {ρα(Uα)}α∈ΛM is an open cover of M .
For each xα ∈M , let jxα ≤ inj(xα) and let EM :=
{(
expxα , B(
~0, jxα)
)}
α∈ΛM
denote an orientation-preserving open cover of M indexed by at most countable
ΛM .21 Given a nite set of centroids {xα}α∈ΛV , indexed by a nite subset ΛV ⊂ ΛM ,
a typical search region of Extended RSDFO can be represented by:
V :=
⋃
α∈ΛV
expxα
(
B(~0, jxα)
)
⊂M . (31)
Let EV :=
{(
expxα , B(
~0, jxα)
)}
α∈ΛV
⊂ EM , denote the nite sub-cover of EM
over V . For each α ∈ ΛV , let mα ∈ N, and let Sα := {p(·|θα)|θα ∈ Ξα ⊂ Rmα} ⊂
Prob(B(~0, jxα)) denote a family of nitely parametrized probability densities over
B(~0, jxα) ⊂ TxαM .
By the discussion in Section 4, we can dene for each α ∈ ΛV a family of locally
inherited nitely parametrized densities over each expxα
(
B(~0, jxα)
)
⊂M :
S˜α := exp
−1∗
α Sα =
{
p˜(·|θα) = exp−1∗α p(·|θα)
}
.
Consider the closure of the simplex of mixture coecients:
S0 :=
{
{ϕα}α∈ΛV
∣∣∣∣∣ϕα ∈ [0, 1] , ∑
α∈ΛV
ϕα = 1
}
⊂ [0, 1]|ΛV |−1 . (32)
A family of parametrized mixture densities on V can thus be dened by:
LV :=
{ ∑
α∈ΛV
ϕα · p˜(·|θα)
∣∣∣∣∣ {ϕα}α∈ΛV ∈ S0, p˜(·|θα) ∈ S˜α
}
. (33)
By the discussion in Section 5.4, the set of mixture densities LV is a product
Riemannian manifold given by: LV = S0 ×
⊕
α∈ΛV S˜α.
22
21This is due to the fact that manifolds are second-countable, thus Lindelof, meaning all open cover has
an at-most countable sub-cover.
22The conditions required in Section 5.3.1 are naturally satised by the construction ofV and the families
of inherited densities described in this paper.
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6.3. Extended RSDFO
Let (M, g) be a Riemannian manifold, and let the function f : M → R denote
the objective function of a maximization problem over M . We assume, without loss
of generality, that f is a strictly positive function, i.e. f(x) > 0 for all x ∈ M . The
minimization case is discussed in Remark 7.3.
Given a point xα ∈M , the expected tness [70](or stochastic relaxation in [45])
of f over probability density p(x|θα) locally supported in geodesic ball expxα
(
B(~0, jxα)
)
is the real number 23:
Eα :=
∫
expxα (B(0,jxα ))
f(x)p˜(x|θα)dx . (34)
In practice, this integral can be approximated using p˜(x|θα)−Monte Carlo samples
for x ∈M .
Choose and x an RSDFO (Algorithm 2) method as the “core", Extended RSDFO
on Riemanian manifolds is summarized in Algorithm 3.
Note that in Line 3 of Extended RSDFO (Algorithm 3): each search centroid has
its own parametrized family of locally inherited probability densities. The statistical
parameters on the new centroids are parallel translated from their previous iterate, as
described in Section 2.1 and Algorithm 2 in Section 3.
6.3.1. Additional Parameters
In addition to the native parameters inherited from the chosen RSDFO algorithm,
Extended RSDFO requires three additional parameters: two positive integersNrandom, Ncull ∈
N+ to control the number of search centroids, and a non-increasing, non-zero func-
tion τ(k). The function τ(k) decays to an arbitrary small positive constant 1 c >
0 as k →∞. That is, the sampling will eventually be mostly from∑α∈Λk ϕkαδxα .
6.3.2. Evolutionary Step
In this section, we discuss the evolutionary steps of Algorithm 3 in the context of
family of mixture distributions described in Section 6.2 (illustrated in Figure 5). The
geometrical interpretations and justications will be eshed out in Section 7.
In the kth iteration for k > 0, a nite set of centroids Xk := {xα}α∈Λk is gen-
erated from the previous iteration on the Riemannian manifold, and a new set of
centroids Xˆk+1 is generated through lines 2 and 3 of Extended RSDFO (Algorithm
3). The union of the two sets of centroids: Xk ∪ Xˆk+1, indexed by Λˆk+1, forms the
centroids of the interim search region of the kth iteration.
The set of interim centroids is subsequently culled according to their expected
tness, and the ttest centroidsXk+1 := {xα}α∈Λk+1 , indexed by Λk+1 ⊂ Λˆk+1, are
preserved for the next iteration. This process is repeated until a termination criteria
is satised (See Section 6.3.5).
23Note that this is an integral on the Riemannian manifold, for further detail see [43].
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Algorithm 3: Extended RSDFO
Data: Initial set of centroids in M : X0 := {xα}α∈Λ0 , Λ0 ⊂ ΛM , initial set of
parameters for the mixture distribution:
{
ϕ0α, θ
α
0
}
α∈Λ0 . Set iteration
count k = 0, choose non-increasing non-zero function 0 < τ(k) ≤ 1.
Integers Ncull, Nrandom > 0.
1 while stopping criterion not satised do
2 Generate Nrandom non-repeating centroids X
k+1 from the mixture
distribution:
Pk(·) = (1− τ(k)) ·
∑
α∈Λk
ϕkαδxα + τ(k) · U ,
where δxα is the delta function on xα ∈ Xk , and U denote the
exploration distribution described in Section 6.3.4 below ;
3 Evolution of mixture components: For each xα ∈ Xk+1 perform one
step of the chosen RSDFO, generate new set of centroids Xˆk+1, and the
corresponding statistical parameter θαk+1 for each xα ∈ Xˆk+1. ;
4 We now have interim centroids Xk ∪ Xˆk+1, indexed by Λˆk+1, where
|Λˆk+1| = |Xk ∪ Xˆk+1| <∞. ;
5 Evolution of mixture coecients: Evaluate the expected tness Eα for
each xα ∈ Xk ∪ Xˆk+1. ;
6 Preserve the ttest Ncull centroids Xk+1 := {xα}α∈Λk+1 , indexed by
Λk+1 ⊂ Λˆk+1. This denes the search region of the next iteration. ;
7 Recalibration of mixture coecients
{
ϕk+1α
}
α∈Λk+1 described in Equation
(40) in Section 6.3.2 ;
8 k = k+1;
More formally, consider
{
expxα
(
B(~0, jxα
)}
α∈Λˆk+1
the set of (closed) (See Sec-
tion 2.) geodesic ball of injectivity radius centered at {xα}Λˆk+1 := Xk ∪ Xˆk+1. The
region in M explored by the kth iteration of Algorithm 3 can be separated into three
parts:
V k :=
⋃
α∈Λk
B˜α , V
k+1 :=
⋃
α∈Λk+1
B˜α, and (35)
Vˆ k+1 :=
⋃
α∈Λˆk+1
B˜α ⊇ V k ∪ V k+1 ,
where B˜α := expxα
(
B(~0, jxα)
)
⊂M for simplicity. We begin the kth iteration with
the search region V k , which expands to the interim search region Vˆ k+1. The interim
search region is then reduced to V k+1 ⊂ Vˆ k+1, the search region for the (k + 1)th
iteration, after the culling of centroids.
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Mixture
family
Simplex Index Search
region
Centroids Description
LV k Sk0 Λk V k Xk Generated by centroids from
the (k − 1)th iteration
LV k+1 Sk+10 Λk+1 V k+1 Xk+1 Generated by new centroids
for the (k + 1)th iteration
from the kth iteration
LVˆ k+1 Sˆk+10 Λˆk+1 Vˆ k+1 Xk ∪ Xˆk+1 Generated by the interim
centroids within the kth
iteration.
Sˆk+10 ⊃ S
k+1
0 , S
k
0
Table 1: Summary of notations related to closure of simplex of mixture coecients in the evolutionary step
of the kth iteration of Extended RSDFO.
As a result, for each iteration of Algorithm 3, we would transverse through three
families of parametrized mixture densities supported on the subsetsV k, V k+1, Vˆ k+1 ⊂
M respectively. We describe the families of parametrized mixture densities as follows,
a summary of the notation can be found in Table 1.
Consider the closure of simplices of mixture coecients given by:
S
k
0 :=
{ϕα}α∈Λk
∣∣∣∣∣∣ϕα ∈ [0, 1] ,
∑
α∈Λk
ϕα = 1
 (36)
Sˆk+10 :=
{ϕα}α∈Λˆk+1
∣∣∣∣∣∣ϕα ∈ [0, 1] ,
∑
α∈Λˆk+1
ϕα = 1
 (37)
S
k+1
0 :=
{ϕα}α∈Λk+1
∣∣∣∣∣∣ϕα ∈ [0, 1] ,
∑
α∈Λk+1
ϕα = 1
 . (38)
Note that the simplicesSk0 , S
k+1
0 are in fact two faces of Sˆk0 sharing atmost (Ncull +Nrandom)−
Nrandom = Ncull vertices 24. An example of the simplices is illustrated in Figure 6.
The three mixture families in the kth iteration, summarized in Table 1, are thus
given by:
LV =
{ ∑
α∈ΛV
ϕα · p˜(·|θα)
∣∣∣∣∣{ϕα}α∈ΛV ∈ S0, p˜(·|θα) ∈ S˜α
}
, (39)
24This can be zero, as illustrated in Figure 5
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Sˆk+10
S
k
0
S
k+1
0
Figure 6: Simplicial illustration of the simplices in evolutionary step of Extended RSDFO (Algorithm 3).
The interim simplex Sˆk0 is given by the entire simplex with 4 vertices. The subsimplices S
k
0 and S
k+1
0 is
given by the left and bottom simplices (shaded) with 3 vertices respectively.
where V = V k, Vˆ k+1, V k+1 ⊂ M denoting the searching region generated set of
centroids X = Xk, Xk ∪ Xˆk+1, Xk+1 ⊂ M respectively described in Equation
(35). The corresponding sets of indices are given by ΛV = Λk, Λˆk+1,Λk+1, and
the corresponding closure of simplices of mixture coecients is denoted by S0 =
S
k
0 , Sˆ
k+1
0 , S
k+1
0 respectively. For all α ∈ ΛV , where ΛV = Λk, Λˆk+1,Λk+1, the set
S˜α := exp
−1∗
α Sα are parametrized densities on B˜α ⊂ M described in Section 4. A
summary of the notations can be found in Table 1. For descriptions of the geometry
of LV , please refer to Section 5. 25
Due to the product manifold structure of the family of mixture densities LV =
S0 ×
⊕
α∈ΛV S˜α, the evolution of statistical parameters of the mixture component
densities S˜α for α ∈ ΛV can be handled separately and independently of the mixture
coecients in S0 in Extended RSDFO. Since the evolution of component densities
of S˜α is handled by the RSDFO (Algorithm 2) separately, it remains to describe the
evolution of mixture coecients.
Given that for each center indexed by α we quantify the quality of solutions
around it by the expected tness Eα, it is natural to assign to the individual mix-
ture coecients ϕα a value proportional to Eα. In particular, in line 7 of Algorithm 3
the mixture coecients are updated via the following equation:
ϕk+1α =
Eα∑
α∈Λk+1 Eα
. (40)
whereEα is the expected tness of B˜α described in line 5 in Algorithm 3 above. Note
25Detailed descriptions of the geometry of LV is in Section 5.
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that due to the assumption that f is strictly positive, the expected tness Eα is also
strictly positive as well for all α. A detailed theoretical justication will be discussed
in Section 7. The case where we have a minimization problem is discussed in Remark
7.3, in particular Equation (56).
6.3.3. Monotone improvement on expected tness
Recall the discussion in Section 3.2: given two search centroids (or search iterates)
xk, xk+1 in M in Riemannian adaptated optimization algorithms„ the tangent spaces
TxkM and Txk+1M centered at xk, xk+1 respectively are dierent (disjoint) spaces.
In the case of RSDFO, the locally inherited parametrized probability densities (see
Section 4) over the tangent spaces TxkM and Txk+1M have dierent supports, thus
they belong to dierent statistical manifolds / models. In “classical" RSDFO, the search
information therefore cannot be compared beyond the objective value of the search
iterate.
On the other hand in Extended RSDFO, the family of mixture densities LV relates
the sets of parametrized densities across separate tangent spaces. This allows us to
derive the following result:
Proposition 6.1. The sequence of expected tness values across iterations of Ex-
tended RSDFO on a maximization problem is monotonic, non-decreasing. In other
words, for each k > 0:
Ek ≤ Ek+1 ,
whereEk denote the expected tness of the solutions obtained in the kth iteration by
Extended RSDFO.
Proof. Let LV k be the family of mixture densities dened in Equation (33), and let
ξk :=
{{
ϕkα
}
α∈ΛV , {θαk }α∈Λk
}
denote the set of parameters ofLV k = Sk0×
⊕
α∈Λk S˜α.
For each p(x|ξk) := ∑α∈Λk ϕkα · p˜(x|θαk ) ∈ LV k ⊂ Prob(V ), the expected tness
[70] of f over p(x|ξk) (supported in V k) on Riemannian manifold M is given by:
Ek :=
∫
x∈V k
f(x)p(x|ξk)dx (41)
=
∑
α∈Λk
ϕkα ·
∫
x∈B˜α
f(x)p˜(x|θαk )dx ,
where B˜α := expxα
(
B(~0, jxα)
)
and p˜(x|θαk ) ∈ S˜α := exp−1
∗
xα Sα are inherited
parametrized probability densities described in Section 4.
We now show that the sequence of expected tness values across iterations of
Extended RSDFO is monotonic, non-decreasing 26: Ek ≤ Ek+1 for k > 1.
Let Xk ∪ Xˆk+1 denote the interim centroids of the kth iteration, and let Vˆ k+1
denote the search region on M corresponding to the interim centroids described in
26Recall we assume the optimization problem to be a maximization problem.
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Equation (35). The expected tness of the kth iteration is given by:
Ek =
∫
Vˆ k+1
f(x)
∑
α∈Λk
ϕαp˜(x|θα)dx+
∫
Vˆ k+1
f(x)
∑
α∈Λˆk\Λk
ϕαp˜(x|θα)dx
=
∑
α∈Λk
ϕα · Ekα + 0 , (42)
whereEkα :=
∫
expxα(B(~0,jxα ))
f(x)p˜(x|θα)dx forα ∈ Λk for simplicity (see Equation
(34)). Similarly the expected tness of (k + 1)th iteration can be found in the interim
search region Vˆ k+1, and is given by Ek+1 =
∑
β∈Λk+1 ϕβ · Ek+1β .
By the selection step of line 6 of Algorithm 3, new centroidsXk+1 := {xα}α∈Λk+1
are selected based on the corresponding expected tness, therefore for anyβ ∈ Λk+1, α ∈
Λk , we would have: Ek+1β ≥ Ekα. Hence, by Equation (42), since
∑
α∈Λk ϕα = 1 and∑
β∈Λk+1 ϕβ = 1, we obtain the following desired inequality:
Ek+1 =
∑
β∈Λk+1
ϕβ · Ek+1β ≥
∑
α∈Λk
ϕα · Ekα = Ek .
6.3.4. Exploration Distribution of Extended RSDFO
In this section we describe the exploration distribution U in line 2 of Algorithm
3. At the kth iteration, the exploration distribution U is dened to be the uniform
distribution on the boundary of the explored region up-to the kth iteration. This allows
us to explore new search regions in the manifold M extending beyond the current
explored region using only local computations.
For each k > 0, recall from Equation (35), the interim search region Vˆ k+1 denoting
the closed search region explored in the kth iteration of Extended RSDFO. Consider
for each k, the union of all search regions of M explored by the algorithm up-to the
kth iteration:
W k =
k⋃
j=0
Vˆ j+1 . (43)
The exploration distribution U in line 2 of Algorithm 3 is given by the uniform dis-
tribution over the boundary of the explored region up to the kth iteration.:
U := unif
(
∂
(
W k
))
.
Points from the exploration distribution U can be generated by an acceptance-
rejection approach using local computations on the tangent spaces, this is illustrated
in Figure 7 below:
More formally, using the notation from Section 6.3.2 summarized in Table 1: for
k > 0, let Xk ∪ Xˆk+1 denote the set of centroids explored in the kth iteration of
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Figure 7: An simplied illustration of the exploration distribution sampling using acceptance-rejection
method. We rst sample uniformly from the boundary of each of the geodesic balls, with centroids labelled
by the lled circles. Points sampled from the boundary of the geodesic balls that are also in the interior of
Wk will be close to at least one of the centroids, hence are discarded according to Equation (46). Therefore
points labelled with hollow circles are accepted, whereas the crossed points are rejected.
Extended RSDFO. The set of accumulated centroids explored by Extended RSDFO
up-to the kth iteration (this includes the explored but discarded ones) is given by:
XkA :=
k⋃
j=0
Xj ∪ Xˆj+1 . (44)
The set of accumulated centroids XkA is indexed by the nite set ΛkA := ∪kj=0Λˆj+1.
To generate points on the boundary of the explored region, we rst sample points
from the union of the boundary of explored geodesic balls (the geodesic spheres):
y ∼ unif
 ⋃
α∈ΛkA
∂
(
B˜α
) , (45)
where B˜α = expxα
(
B(~0, jxα)
)
for simplicity. This sampling can be done with
strictly local computations on the geodesic sphere ∂
(
B˜α
)
within the tangent space
TxαM around each accumulated centroids xα ∈ XkA on the manifold.
It remains to reject points that lies in the interior ofW k . Since every geodesic ball
inM is also a metric ball inM under Riemannian distance with the same radius [44]:
for any xα ∈ XkA, a point y ∈ B˜α satises:
d (xα, y) ≤ jxα ≤ inj(xα) ,
with equality if only if y ∈ ∂
(
B˜α
)
, where d denote the Riemannian distance function
[44] on M 27. Therefore to preserve sampled points on the boundary of the explored
27This can be computed locally within the normal neighbourhood of xα
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region, we reject y that lies in the interior of any geodesic ball. In particular from
Equation (45) we reject y if it satises: there exists xα ∈ XkA such that
d (xα, y) < jxα . (46)
6.3.5. Termination Criterion
Due to the “multi-layer" structure of Extended RSDFO (see Figure 5), we may
choose dierent termination criteria depending on the usage of the algorithm. In
this paper we discuss two examples of termination criteria:
For practical implementations (see experiments in Section 9), due to limitations of
computation power: we say that Extended RSDFO terminates when the local RSDFO’s
terminate in their own accord. In other words, as local RSDFO’s inherit the ter-
mination criteria from their pre-adapted counterparts, we say that Extended RSDFO
terminates when all the local RSDFO steams terminate around the current search
centroids.
For the theoretical studies (for geometry of evolutionary step in Section 7.2, and
convergence in Section Section 8 and Section 8.1), when M is a compact connected
Riemannian manifold: Extended RSDFO terminates when the boundary of the ex-
plored region (see Section 6.3.4) is empty.
7. Geometry of Evolutionary Step of Extended RSDFO
In this section, we consider a special case of Extended RSDFO. The aim is to dis-
cuss and esh out the geometry and dynamics of the evolutionary step for Extended
RSDFO (Algorithm 3).
Let M be a Riemannian manifold, the special case of Extended RSDFO diers
from the general case in one aspect: the local component densities around the search
centroids in M are xed. In particular, the local RSDFO will determine new search
centroidswithout changing the statistical parameter around the search centroids. This
allows us to focus on the dynamics of mixture coecients without considering the
mixture component parameters generated/altered by the RSDFO core.
Remark 7.1. We may assume the radius of geodesic ball jxα  inj(xα) is suciently
small for all α ∈ ΛM , such that varying the mixture coecients while keeping the
mixture components density xed will describe the overall density in sucient de-
tail. Suppose if we cover M with sucient number of mixture components, while
xing the individual mixture components and allowing the mixture coecients to
vary. The mixture density formed by xed mixture components and free mixture
coecients will suciently describe the search distributions appropriate for our op-
timization problem. This is illustrated in Figure 8.
More formally, using the notation from Section 6.2: Let EM denote an orientation-
preserving open cover of M by geodesic balls indexed by ΛM . Let ΛV ⊂ ΛM be a
nite subset of indices, and let V denote a typical search region of Extended RSDFO
dene by the set of centroids {xα}α∈ΛV (described as in Equation (31)). Let EV ⊂ EM ,
denote the nite sub-cover of EM over V .
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 Figure 8: A simplied illustrated of the mixture distribution in the special case if the search region is su-
ciently well covered. The gure shows a 1-dimensional manifold M , covered by xed mixture componets
and free mixture coecents ϕα. The promising regions in M corresponding to the tness landscape of
objective function f can be well expressed through the search distributions obtained solely by varying mix-
tures coecients. The magnitude of mixture coecients ϕ’s are showed in the gure above as downward
bars.
We begin the discussion by constructing a special case of the aforementioned (Sec-
tion 6.2) mixture family of densities where families of local component densities con-
sisting of a single xed density: Sα = {Fα}. For example, for each α ∈ ΛV , we may
let Fα := N(0, I) denote the restriction of the spherical Gaussian density N(0, I)
to B(0, jxα) ⊂ TxαM (properly renormalized). More generally, let the singleton
Sα = {Fα} denote the local component density over B
(
~0, jxα
)
⊂ TxαM . For each
α ∈ ΛV , the inherited component density over expxα
(
B
(
~0, jxα
))
consists of a
single element: S˜α =
{
F˜α := exp
−1∗
xα Fα
}
.
The family of parametrized mixture densities on M described in Equation (33)
thus reduces to the following special case:
LV :=
{ ∑
α∈ΛV
ϕα · F˜α
∣∣∣∣∣ {ϕα}α∈ΛV ∈ S0, F˜α ∈ S˜α
}
, (47)
where S0 denote the closure of simplex described in Equation (32). The set of mixture
densities LV over V is therefore the product Riemannian manifold given by LV =
S0 ×
⊕
α∈ΛV S˜α, which in turn is dieomorphic to S0.
28 In this sense, this special
case allows us to focus on the dynamics of mixture coecients in S0.
In this paper we describe the geometry of LV ∼= S0 with a novel modication of
the Fisher information metric. This metric is used in both Extended RSDFO described
28This just means they can be thought of as the same space.
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in the previous section, and the following special case. There are two reasons to use
the modied metric on the closure of the simplex S0:
1. Fisher information metric is dened only on the interior of the simplex S0, not
on the closure of the simplex S0.
2. Natural gradient ascent/descent [19, 7] on the simplex S0 under Fisher inform-
ation metric favours the vertices of the simplex. On the other hand, Natural
gradient ascent on the closure S0 under the modied metric, as we will discuss
in the subsequent subsection, favours the interior point of the simplex with
coordinates proportional to the relative weights of the vertices.
We make explicit the geometrical structure of the modied metric as follows: Let
F denote the Fisher information matrix on the mixture coecient simplex S0 (see for
example [42]). Let 0 > 0 be an arbitrarily small nonzero real number, consider the
Riemannian metric on the closure of the coecient simplex S0 given by the matrix:
G := F−1 + 0 · I . (48)
Let ξ := {ϕα}α∈ΛV be the local coordinate of a point in S0 ∼= LV , and let {∂α}α∈ΛV
denote the corresponding local coordinate frame on TξS0. Let Y :=
∑
α∈ΛV yα∂
α,
Z :=
∑
α∈ΛV zα∂
α be vector elds over S0. The Riemannian metric g on S0 corres-
ponding to the modied matrix G is given by:
gξ(Y,Z) :=
∑
α∈ΛV
yαzα · (ϕα + 0) .
The corresponding divergence on LV ∼= S0 is the Bregman divergence [8] given
by the strictly convex function on S0:
κ : LV ∼= S0 → R
ξ = (ϕα)α∈ΛV 7→
1
6
∑
α∈ΛV
(ϕα + 0)
3
,
hence the Bregman divergence on LV is given by:
D : LV × LV ∼= S0 × S0 → R
(ξ, ξ′) 7→ κ(ξ)− κ(ξ′)− 〈∇κ(ξ′), ϕ− ξ′〉 . (49)
The dualistic structure of the statistical manifold LV ∼= S0, induced by the Breg-
man divergence described above, is in fact dually at. Interested readers may nd
the general construction of the dualistic structure of LV ∼= S0 under the Bregman
divergence described above in [8].
Furthermore, let the function f : M → R denote the objective function of an
optimization problem over Riemannian manifold M . Let ξ := {ϕα}α∈ΛV denote the
set of parameters of LV , then for each p(x, ξ) :=
∑
α∈ΛV ϕαF˜α ∈ LV ⊂ Prob(V ),
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the expected tness [70] of f over p(x, ξ) ∈ LV (supported in set V ⊂ M ) in the
special case is denoted by:
JV (ξ) :=
∫
supp(p(ξ))
f(x)p(x, ξ)dx (50)
=
∫
supp(p(ξ))
f(x)
∑
α∈ΛV
ϕαF˜α(x)dx .
In practice, this integral can be approximated using p(x, ξ)−Monte Carlo samples for
x.
7.1. Geometry and Simplicial Illustration of Evolutionary step
By the product Riemannian structure of family of mixture densitiesLV , the change
of mixture coecients in the evolutionary step of Extended RSDFO (Algorithm 3) is
independent from the change of the parameter of the mixture component densities.
Moreover, in the special case described above, the family of mixture component dens-
ities consists of a singleton: S˜α =
{
F˜α := exp
−1∗
xα Fα
}
, there will not be any changes
in the parameter of the component densities. Therefore it remains to consider the
changes in mixture coecients in S0.
For each iteration, we transverse through three family of parametrized mixture
densities on M , similar to the discussion of Section 6.3.2:
LV =
{ ∑
α∈ΛV
ϕα · F˜α
∣∣∣∣∣ {ϕα}α∈ΛV ∈ S0, F˜α ∈ S˜α
}
, (51)
where the search region V and the corresponding centroids X , index sets ΛV , and
simplices S0 are summarized in Table 1 with LV replacing LV . Note that for all α ∈
ΛV , where ΛV = Λk, Λˆk+1,Λk+1, the set of inherited density S˜α =
{
F˜α := exp
−1∗
xα Fα
}
consists of a single density on B˜α ⊂ M for each α (as described in the beginning of
Section 7).
The evolution of LV ∼= S0 is thus split into the following three parts, and the
corresponding geometrical implications is illustrated in Figure 9 (extending Figure 6).
Part one: Determine the xed point of natural gradient ascent 29 [19, 7] in Sˆk+10
with respect to the Riemannian structure described in Equation (48) starting at
ξk0 ∈ S
k
0 ⊂ Sˆk+10 . This is illustrated by arrow 1 in Figure 9, and the xed point
is denoted by ξˆk+1.
Part two: Project ξˆk+1 ∈ Sˆk+10 onto S
k+1
0 , the (Ncull − 1)-dimensional faces of Sˆk0 .
This is illustrated by arrow 2 Figure 9.
29We perform natural gradient ascent for maximization problem and descent for minimization problem.
For minimization case please refer to Remark 7.3.
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Sˆk+10
S
k
0
S
k+1
0
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1
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ξk0
ξˆk+10
ξˆk+1
ξk+10
Figure 9: Simplicial illustration of the evolutionary step of Algorithm 3. The number on the arrows cor-
responds to the Part number of the evolutionary step. The interim simplex Sˆk0 is illustrated by the entire
simplex with 4 vertices. The subsimplices Sk0 and S
k+1
0 is given by the left and bottom subsimplices
(shaded) with 3 vertices respectively.
Part three: Determine the new xed point ξk+10 ∈ S
k+1
0 of natural gradient ascent 30
[19, 7] in Sˆk+10 with respect to the Riemannian structure described in Equation
(48) on Sk+10 . This is labelled by arrow 3 on Figure 9.
S
k
0 , S
k+1
0 are two faces of Sˆk+10 sharing at most (Ncull +Nrandom)−Nrandom =
Ncull vertices 31. A summary of the notation can be found in Table 1.
7.2. Detailed Description of Evolutionary step
In the previous section, we summarized and discussed geometrically the simplicial
structure of the evolutionary step of the kth iteration of (the special case of) Extended
RSDFO, a more rigorous mathematical discussions will be eshed out in this section.
Let f : M → R denote the objective function of a maximization problem over
Riemannian manifold M . We assume, without loss of generality, that f is a strictly
positive function by translation, i.e. f(x) > 0 for all x ∈M . The case where we have
a minimization problem is discussed in Remark 7.3.
By line 4 of Algorithm 3, at the kth iteration the algorithm produces a set of in-
termediate centroids Xk ∪ Xˆk+1 ⊂M . The search region of the kth iteration is thus
given by the subset Vˆ k+1 := ∪α∈Λˆk+1 expxα (B(0, jxα)) of M .
30Similar to part one: we perform natural gradient ascent for maximization problem and descent for
minimization problem. For minimization case, please refer to Remark 7.3.
31This can be zero, as illustrated in Figure 5
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Let EVˆ k+1 :=
{(
expxα , B(0, jxα)
)}
Xα∈Xk∪Xˆk+1 ⊂ EM denote the nite subset
of the orientation-preserving open cover EM ofM . Consider the “special case" family
of mixture densities over Vˆ k+1, denoted by LVˆ k+1 , dened as in Equation (47). In
the special case, the locally inherited component densities consist of a single element,
therefore it suces to consider the dynamics on the simplex of mixture coecients.
We describe the three parts of the evolutionary step of Extended RSDFO (Al-
gorithm 3) in detail:
Part one: determine the xed point of the natural gradient ascent in Sˆk+10 on the
modied maximization problem [71] :
max
x∈M
f(x) 7→ max
ξk∈Sˆk0
J Vˆ
k+1 (
ξk
)
,
where ξk := (ϕα)α∈Λˆk+1 denote the set of parameters ofLVˆ k+1 ∼= Sˆk+10 . J Vˆ
k+1 (
ξk
)
is the expected tness of f over p(x, ξk) ∈ LVˆ k+1 described in Equation (50).
Let ξk0 :=
{
ϕkα if α ∈ Λk ⊂ Λˆk+1
0 otherwise.
∈ Sk0 ⊂ Sˆk+10 denote the initial point on the
subsimplexSk0 of Sˆk+10 . Let ∇˜ξkJ Vˆ
k+1 (
ξk
)
denote the natural gradient of J Vˆ k+1
(
ξk
)
on LVˆ k+1 , and projSˆk0 the projection mapping onto the interim simplex of mixture
coecients Sˆk0 described above. We perform constraint natural gradient ascent [19, 7]
on J Vˆ k+1
(
ξk
)
at ξk0 , summarized by Algorithm 4 below:
Algorithm 4: Natural Gradient Ascent
Data: Initial point ξk0 ∈ S
k
0 ⊂ Sˆk+10 , objective function J Vˆ
k+1 (
ξk
)
, step size
si. Set iteration count i = 0
1 initialization;
2 while stopping criterion not satised do
3 ξ
k
i+1 = ξ
k
i + si · ∇˜ξkJ Vˆ
k+1 (
ξki
)
;
4 ξki+1 = projSˆk+10
(
ξ
k
i+1
)
;
5 i = i+1;
Given suciently small step sizes si > 0, the xed point of Algorithm 4 can be
determined explicitly.32 In particular, a point ξki ∈ Sˆk+10 is the xed point of (lines 3
and 4 of) Algorithm 4 if and only if projSˆk+10
(
ξki + si · ∇˜ξkJ Vˆ
k+1 (
ξk
))
= ξki .
The above condition is satised if and only if ∇˜ξkJ Vˆ
k+1 (
ξki
)
is parallel to the
normal vector: [1, 1, . . . , 1] of Sˆk+10 of the interim simplex Sˆ
k+1
0 .
32The step sizes si’s are chosen to be suciently small such that the orthogonal projection
proj
Sˆk+10
(
ξ
k
i+1
)
along the normal vector [1, 1, . . . , 1] = ~1 of Sˆk+10 onto the simplex Sˆ
k+1
0 remains
in the Sˆk+10
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Therefore to determine the x point, we perform the following computation: for
k > 0, at the kth iteration of the special case of Extended RSDFO (Algorithm 3), the
inverse of interim Riemannian metric matrix (Equation (48)) Gˆ−1k at a point ξki ={
ϕkα
}
α∈Λˆk+1 on the interim simplex Sˆ
k+1
0 is given by :
Gˆ−1k :=

1
ϕk1+0
0 · · · · · · 0
0 1
ϕk2+0
0 · · · 0
...
. . . . . . . . . 0
0 · · · 0 1
ϕk
Λˆk+1−1+0
0
0 0 · · · 0 1
ϕk
Λˆk+1
+0

. (52)
The natural gradient [7] ∇˜ξkJ Vˆ k+1
(
ξki
)
is therefore given by:
∇˜ξkJ Vˆ
k+1 (
ξki
)
= Gˆ−1k · ∇ξkJ Vˆ
k+1 (
ξki
)
= Gˆ−1k ·
 ∂
∂ϕkα
∫
x
f(x)
∑
α∈Λˆk+1
ϕkαF˜α(x)dx

α∈Λˆk+1
= Gˆ−1k ·
(∫
x
f(x)F˜α(x)dx
)
α∈Λˆk+1
= Gˆ−1k ·
(
Ekα [f ]
)
α∈Λˆk+1
=
(
1
ϕkα + 0
· Ekα [f ]
)
α∈Λˆk+1
.
For simplicity and when the context is clear, for α ∈ Λˆk+1 we let Eα := Ekα [f ]
denote the expected tness of f over the geodesic ball expxα (B(0, jxα)) on the k
th
iteration of Extended RSDFO (see Equation (34)). Since f is strictly positive, we
may assume by translation that Eα > 0 for all α. Therefore the natural gradient
∇˜ξkJ Vˆ k+1
(
ξki
)
is parallel to ~1 if and only if for all α ∈ Λˆk+1:
1
ϕkα + 0
· Eα = c · 1 , c ∈ R+ . (53)
Assume without loss of generality that c = 1, the above condition is then satised
if and only if ϕkα = Eα − 0, for α ∈ Λˆk+1. Moreover, since the mixture coecients(
ϕkα
)
α∈Λˆk+1 ∈ Sˆk+10 belong to a simplex, they must sum to 1:
∑
α∈Λˆk+1 ϕ
k
α = 1. The
renormalized set of mixture coecients thus becomes:
ϕkα =
Eα − 0∑
α∈Λˆk+1 (Eα − 0)
(54)
=
Eα − 0∑
α∈Λˆk+1 (Eα)− |Λˆk+1| · 0
.
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Figure 10: A demonstration of natural gradient ascent under the metric G (Equation (48)) in Part One of
evolutionary step of Algorithm 3. The shaded surface represents the interim simplex Sˆk0 with three vertices
ϕ1, ϕ2, ϕ3. This search paths in the gure illustrates how the xed point ξˆk+1 of natural gradient ascent
under G is attained regardless of where the initial point is located in the simplex, whether it is an interior
point or a boundary point.
An demonstration of the natural gradient of Part One (and similarly Part three)
on the interim simplex Sˆk0 is give in Figure 10 below:
Part two: Let ξˆk+1 :=
(
ϕkα
)
α∈Λˆk+1 =
(
Eα−0∑
α∈Λˆk+1 (Eα−0)
)
α∈Λˆk+1
denote the
renormalized interim point described in Equation (54) above. We now project this
point to a Ncull-dimensional subsimplex S
k+1
0 of Sˆk+10 .
We rst sort the interim mixture coecients ξˆk+1 :=
(
ϕkα
)
α∈Λˆk+1 in ascending
order (or descending order for minimization problem). Let the indices Λk+1 ⊂ Λˆk+1
denote the the largest (or smallest for minimization problem) Ncull elements. The
renormalized interim point is thus projected to the subsimplex Sk+10 by:
ξk0 :=
{
ϕkα∑
α∈Λk+1 ϕ
k
α
if α ∈ Λk+1 ⊂ Λˆk+1
0 otherwise.
∈ Sk+10 ⊂ Sˆk+10 .
The subsimplex Sk+10 therefore represents the set of mixture coecients of the next
iteration.
Part three: Finally, we determine the xed point of natural gradient ascent (Al-
gorithm 4) on the subsimplex Sk+10 ⊂ Sˆk+10 with the projected interim point ξk0 as
the initial point. By the derivations in part one, we compute the xed point of the
natural gradient ascent in the subsimplex Sk+10 in a similar fashion. The inverse of
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Riemannian metric matrix G−1k+1 at a point ξ
k+1
i =
{
ϕkα
}
α∈Λk+1 on the subsimplex
S
k+1
0 is given by :
G−1k+1 :=

1
ϕk1+0
0 · · · · · · 0
0 1
ϕk2+0
0 · · · 0
...
. . . . . . . . . 0
0 · · · 0 1
ϕk
Λk+1−1+0
0
0 0 · · · 0 1
ϕk
Λk+1
+0

,
and the xed point ξk+1 :=
(
ϕk+1α
)
α∈Λk+1 in S
k+1
0 is therefore given by (similar to
Equation (54)):
ϕk+1α =
Eα − 0∑
α∈Λk+1 (Eα − 0)
. (55)
Remark 7.2. The renormalized xed point ξk+1 from Equation (55) is an interior
point of the simplex Sk+10 . Notice if for all α ∈ Λk+1, the constant 0 < 0 is
suciently small, such that it satises: |Λk+1| · 0  Eα, then we would have
ϕkα
∼= Eα∑
α∈Λk+1 Eα
, and we retrieve Equation (40). This xed point therefore dir-
ectly reects the relative expected tness of each component expxα (B(0, jxα)) of
the search region V k+1 = ∪α∈Λk+1 expxα (B(0, jxα)). Hence the metric introduced
in Equation (48) describes the geometry of the evolutionary step of Extended RSDFO
and the use of the relative tness of mixture components in Equation (40) is rigorously
derived from rst principles.
Remark 7.3. In the case where we have a minimization problem over M , we would
mirror the assumptions and operations of the maximization case. We assume, by
translation, that the objective function is strictly negative: i.e. f(x) < 0 for all x ∈M ,
equivalently this means −f(x) > 0 for all x ∈M .
The natural gradient ascent in Part One (and similarly Part three) are replaced
by natural gradient descent over the following converted minimization problem:
min
x∈M
f(x) 7→ min
ξk∈Sˆk0
J Vˆ
k+1 (
ξk
)
.
Since mixture coecients
(
ξk
)
in the simplices points towards the negative quadrant
(see for example Figure 10) under natural gradient descent direction, the normal vector
of the simplices is taken to be −~1 instead. Equation (53) thus becomes:
1
ϕkα + 0
· Eα = c · −1 , c ∈ R+ .
The assumption that f is strictly negative implies the expected value of f over any
geodesic ball expxα (B(0, jxα)) is strictly negative. In other words, the negative ex-
pected value is always positive: −Eα > 0 for all α, which in turn implies ϕkα =
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−Eα − 0 > 0. Equation (54) (similarly Equation (55) and Equation (40)) will then
become:
ϕkα =
−Eα − 0∑
α′∈Λ (−Eα − 0)
∼= −Eα∑
α∈Λ−Eα
. (56)
Note that since we assumed f(x) is strictly negative,ϕkα can be equivalently expressed
as |Eα|/(
∑
α∈Λ |Eα|). The rest of the arguments and computation are the same.
8. Convergence of ExtendedRSDFOonCompactConnectedRiemannianMan-
ifolds
In this section we discuss the convergence behavior of Extended RSDFO on com-
pact connected Riemannian manifolds. In particular, we show how Extended RSDFO
converges globally eventually withinnitelymany steps on compact connected Rieman-
nian manifolds under the assumption that the optima is attainable in the manifold.
The formal denitions and detailed proof will be provided in Section 8.1.
Global convergence of SDFOs on Euclidean spaces, such as Estimation of Distribu-
tion Algorithms (EDA) onRn studied in [72], is derived based on the explicit relations
between the sampling probability distribution on the kth and the (k + 1)th iteration
of the EDA algorithm. This relation in turn depends on the chosen selection scheme,
and more importantly: the fact that the selection distributions share the same sup-
port in the Euclidean space. Similarly, convergence results of Evolutionary Strategies
[12] on Euclidean spaces share the same underlying assumption: selection distribu-
tions across iterations share the same support. Therefore, the selection distributions
belong to the same statistical manifold.
However, such global convergence results of EDAs cannot be translated directly to
Riemannian manifolds. Let M be a Riemannian manifold and two points xk, xk+1 in
M , the tangent spaces TxkM and Txk+1M centered xk, xk+1 respectively, are dier-
ent (disjoint) spaces. Locally inherited parametrized probability densities (described
in Section 4) over TxkM and Txk+1M have dierent supports thus belong to dierent
families. On the other hand, in Extended RSDFO, family of parametrized densities
on separate tangent spaces can be related by mixture densities (described in Section
6.2), and the quality of solutions is monotonically non-decreasing from iteration to
iteration (Proposition 6.1).
Suppose a new boundary exploration point is generated for each iteration of Ex-
tended RSDFO, and suppose the algorithm terminates only if no boundary point is
available (i.e. when the boundary of the explored region is empty). The explored re-
gion of Extended RSDFO consists of the union of geodesic balls in M with non-zero
radius. Let jM denote the smallest of the radii, then the sequence of “exploration
centroids", generated on the boundary of the previous explored region, must be at
least jM apart.
The sequence of boundary exploration points cannot continue indenitely, other-
wise this sequence will have no limiting point in M , contradicting the fact the M is
compact. Therefore the explored region generated by Extended RSDFO must exhaust
the manifoldM in nitely many steps. Together with the use of elitist selection of the
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mixture components, the global optima will eventually be attainable in the explored
region within nitely many steps.
8.1. Detailed Exposition of Convergence Behaviour of Extended RSDFO
In this section, we provide the detailed proof of the convergence of Extended
RSDFO in connected compact Riemannian manifolds discussed in Section 8. In par-
ticular, we show that if Extended RSDFO generates a boundary exploration point for
each iteration (Section 6.3.5), then it converges eventually globally in nitely many
steps in compact connected Riemannian manifolds.
Let M be a Riemannian manifold. For k > 0, let XkA denote the nite set of
accumulated centroids described in Equation (44). Let EM denote the orientation-
preserving open cover of M described in Section 6.2 with set of centroids given by
XM := {xα}α∈ΛM ⊂ M . The sets of search centroids XM and XkA describes an
open cover of M :
Denition 8.1. For each k > 0, let XkM := XM ∪ XkA. The accumulative open
cover of M described by XkM is given by:
EkM :=
{(
expxα , B(
~0, jxα)
)}
α∈ΛkM
,
where jxα ≤ inj(xα).
Let V k denote the search region of the kth iteration of Extended RSDFO dened
in Equation (35). Using the notation of Table 1 in Section 6.3.2, V k is dened by the
set of centroids Xk ⊂ XkM indexed by the nite subset Λk ⊂ ΛkM
Let the function f : M → R denote the objective function of an optimization
problem over M . Assume without loss of generality that the optimization problem is
a maximization problem and f is strictly positive. Furthermore, we assume that f is
bounded above in M and that there exists an attainable global optima x∗ ∈ M such
that: f(x∗) ≥ f(x) for all x ∈M .
The existence of a global optima implies for all k > 0, there exists α∗ ∈ ΛkM such
that Eα∗ :=
∫
expx∗α(B(
~0,jx∗α ))
f(x)p(x|θα∗)dx ≥ Eβ for all β ∈ ΛM . We shall denote
this by E∗ := Eα∗ for simplicity.
Motivated by the convergence condition described in [72], we describe a global
convergence condition of Extended RSDFO:
Denition 8.2. Extended RSDFO converges globally eventually if it satises the
following condition:
lim
k→∞
sup
α∈Λk
Ekα = E
∗ , (57)
where Ekα :=
∫
expxα(B(~0,jxα ))
f(x)p(x|θα)dx for α ∈ Λk .
This means asymptotically, the best component of the accumlative open cover EkM
will be contained in the preserved centroids contained in V k . In other words, there
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exists an integer K0 such that for k ≥ K0 the set of retained centroids will contain
the “best" neighbourhood expx∗α
(
B(~0, jx∗α)
)
.
Recall from Section 6.3.5 that Extended RSDFO terminates when the boundary of
the explored region is empty. The following theorem guarantees Extended RSDFO
will terminate in nitely many steps in compact connect Riemannian manifolds.
Theorem 8.1. Let (M, g) be a compact connected Riemannian manifold. Suppose
for each iteration Extended RSDFO generates at least one exploration point from the
boundary of the explored region 33 when the boundary is nonempty. Then Extended
RSDFO satises the global convergence condition Equation (57) on M within nitely
many steps. That is, there exists nite integer N > 0 such that:
sup
α∈ΛN
ENα = lim
k→∞
sup
α∈Λk
Ekα = E
∗ ,
where Ekα :=
∫
expxα(B(~0,jxα ))
f(x)p(x|θα)dx for α ∈ Λk .
Proof. For each k ≥ 0, consider the region in M explored by Extended RSDFO up
to the kth iteration: W k = ∪kj=1Vˆ j ⊂ M (see Equation (43)). WK is the union of
closed geodesic balls in M hence a nonempty closed subset of M . If W k ( M , then
the boundary ∂
(
W k
)
of W k must be nonempty. 34 This means we can always nd a
search centroid on the boundary ∂
(
W k
)
unlessW k = M .
Claim: Extended RSDFO explored M in nitely many steps. In other words, there
exists nite integer N > 0 such that WN = M .
Proof: Let k ≥ 0, we generate a sequence of points {yk}
k∈N in M as follows:
• If W k ( M , then by the argument above the boundary of the explored region
is nonempty: ∂
(
W k
) 6= ∅. Hence by the assumption Extended RSDFO can
generate a new exploration centroid from ∂
(
W k
)
. In particular, at the kth
iteration, there exists yk+1 ∈ Xk ∪ Xˆk+1 ⊂ M in the set of interim centroids
such that yk+1 ∈ ∂ (W k) ⊂ M . Let jM := infx∈M jx ≤ infx∈M inj (x), then
jM > 0 and we obtain the following relation:
W k ⊂ expyk+1
(
B(~0, jM )
)
∪W k ⊂W k+1 ,
where expyk+1
(
B(~0, jM )
)
denotes the closed geodesic ball around yk+1 with
radius jM ≤ jyk+1 ≤ inj
(
jyk+1
)
. Note that geodesic balls in M are also metric
balls of the same radius [44].
• Otherwise if W k = M , then ∂
(
W k
)
= ∅. We therefore set yk+1 = yk and
W k+1 = W k = M .
33See Section 6.3.4
34Otherwise Wk = int(Wk), meaning Wk is a clopen proper subset of M , which contradicts the fact
that M is connected.
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Since M is compact, it admits the Bolzano-Weierstrass Property [59]: every se-
quence in M has a convergent subsequence. In particular the sequence
{
yk
}
k∈N has
a convergent subsequence
{
yk
`
}
k`∈N
. This means there exists yˆ ∈M such that:
yˆ = lim
`→∞
yk
`
.
Let dg : M ×M → R denote the Riemannian distance induced by the Riemannian
metric g of M . The above equation implies there exists nite kα, kβ > 0, kα < kβ
such that dg
(
yk
α
, yˆ
)
, dg
(
yk
β
, yˆ
)
< jM2 , hence dg
(
yk
α
, yk
β
)
< jM
35. Therefore
we have:
yk
β ∈ int
(
expykα
(
B(~0, jM )
))
⊂ expykα
(
B(~0, jM )
)
⊂W kα ⊂W kβ−1 .
which implies ykβ ∈ int
(
W k
β−1
)
.
Finally, the result above meansW kβ−1 = M : Suppose by contrary thatW kβ−1 6=
M , then by construction of the sequence
{
yk
}
k∈N: y
kβ ∈ ∂
(
W k
β−1
)
:= W k
β−1 \
int
(
W k
β−1
)
, contradicting the result above.
Therefore there exists nite kβ > 0 such that W kβ−1 = M , which completes the
proof of the claim.

Let ΛkA = ∪kj=0Λˆj+1 denote the index of accumulated centroids (see Section 6.3.4
in particular Equation (44)), by the claim above, there exists N > 0 such that:
WN = lim
k→∞
W k = lim
k→∞
⋃
α∈ΛkA
expxα
(
B(~0, jxα)
)
= M
SupposeWN is indexed by ΛN . Since the the ttest neighbourhoods are preserved
by the evolutionary step (see Section 7.2, and Proposition 6.1) of Extended RSDFO, we
obtain the following relation:
sup
α∈ΛN
ENα = lim
k→∞
sup
α∈Λk
Ekα = lim
k→∞
sup
α∈Λk
∫
B˜α⊂V k
f(x)p(x|θα)dx
= lim
k→∞
sup
α∈ΛkA
∫
B˜α⊂Wk
f(x)p(x|θα)dx ,
= sup
α∈ΛkA
∫
B˜α⊂M
f(x)p(x|θα)dx
= E∗ .
where B˜α := expxα
(
B(~0, jxα)
)
for simplicity.
35In the normal neighbourhood, the Euclidean ball in the tangent space is mapped to the geodesic ball
of the same radius. [44]
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9. Experiments
In this section we compare Extended RSDFO against three manifold optimization
algorithms from the literature reviewed in Appendix A: manifold trust-region method
(RTR) [2, 5], Riemannian CMA-ES (RCMA-ES) [24], and Riemannian Particle Swarm
Optimization (R-PSO) [16, 15]. The three algorithms are detailed in Appendix A.2,
Appendix A.3 and Appendix A.4 respectively. For the remainder of the section, we
will discuss the local restrictions and implementation assumptions of the manifold
optimization algorithms in the literature, and discuss why they are not necessary
for Extended RSDFO (Section 9.1). The experiments in this section are implemented
with ManOpt version 4.0 [17] in MATLAB R2018a. For the following experiments we
demonstrate the optimization methods on minimization problems over lower di-
mensional manifold such as: M = S2 the unit 2-sphere (Section 9.2), Grassmannian
manifolds GrR(p, n) (Section 9.3), and Jacob’s ladder (Section 9.4). Jaccob’s ladder,
in particular, is a manifold of potentially innite genus and cannot be addressed by
traditional (constraint) optimization techniques on Euclidean spaces, this experiment
necessitates the development of manifold optimization algorithms. Expected tness
in the experiments are approximated by Monte Carlo sampling with respect to their
corresponding probability distributions. Finally in Section 9.5, we discuss the experi-
mental results in detail in the end of the section.
We begin by describing the setup of the algorithms.
Setup of Extended RSDFO (Section 6): the RSDFO core is given by the generic
framework described in Algorithm 2. Let M denote a Riemannian manifold. The
families of parametrized probability distributions Sx on each tangent space TxM
are set to be multivariate Gaussian densities centered at ~0 ⊂ TxM restricted to
B(~0, inj(x)) ⊂ Ux ⊂ TxM (properly renormalized), denoted by N(·|~0,Σ) . The
initial statistical parameter is set to be
(
~0,Σ
)
=
(
~0, Iddim(M)
)
(spherical Gaussian),
and the covariance matrix is iteratively re-estimated (see Algorithm 2). Each iteration
of local RSDFO is given a xed budget of sample “parents" and the estimation is based
on a xed number of “o-springs". The local RSDFO algorithms are terminated if
the improvement of solutions is lower than the threshold 10−14. Extended RSDFO is
terminated when all local RSDFO algorithms around the current centroids terminate.
The non-increasing non-zero function τ(k) modulating the amount of exploration on
the kth iteration of Extended RSDFO (see Section 6.3.1) is be given by:
τ(k) =
6
10
· e−(0.015)·k .
Furthermore, for the sake of computational eciency, the exploration distribution
U = unif
(
∂
(
W k
))
in line2 of Extended RSDFO (see Section 6.3.4) will be simplied
as follows: For each step we pick 5 explored centroids randomly. For each chosen
centroids generate 50 points on the sphere of injectivity radius: expxα
(
B(~0, inj(xα))
)
.
36 If a sucient number of boundary points is accepted (according to Equation (46)),
36Equivalently, this means we set jxα = inj(xα) in Section 6.3.4.
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then the appropriate number of boundary points will be added to the current centroids.
However, if all the sampled points are rejected, then Extended RSDFO will not sample
new boundary points. The algorithm will proceed on with the current set of centroids.
Setup of RTR (Appendix A.2): The parameters of RTR are inherited from the
classical Euclidean version of Trust Region [50], and are set to be their default values
in ManOpt’s implementation summarized in Table 2 below.
Parameter Value Meaning
∆ pi Upperbound on step length
∆0
∆
8 Initial step length
ρ′ 0.1 Parameter that determines whether the new solution is accepted
Table 2: Parameters of RTR.
Setup of RCMA-ES (Appendix A.4) For RCMA-ES, the parameters of inherited
directly from the Euclidean version [31]. The parameters in the following experiments
are set to be the default parameters described in [24] Let N denote the dimension of
the manifold, the parameters of RCMA-ES are summarized in Table 3 below:
Parameter Value Meaning
m1 Depends on the manifold Number of sample par-
ents per iteration
m2
m1
4 Number of osprings.
wi log
(
m2+1
i
) · (∑m2j=1 log (m2+1j ))−1 Recombination coe-
cient
me
(∑m2
i=1 w
2
i
)−1 Eective samples
cc
4
N+4 Learning rate of aniso-
tropic evolution path
cσ
me+2
N+me+3
Learning rate of isotropic
evolution path
µcov me Factor of rank-m2-
update of Covariance
matrix
ccov
2
µcov(N+
√
2)
2 +
(
1− 1µcov
)
min
(
1, 2µcov−1(N+2)2+µcov
)
Learning rate of covari-
ance matrix update
dσ = 1 + 2 max
(
0,
√
me−1
N+1
)
+ cσ Damping parameter
Table 3: Parameters of RCMA-ES described in [24].
Setup of R-PSO (Appendix A.3): Finally, the parameters of R-PSO are set to be the
default parameters in ManOpt [17] and the function of inertial coecient is dened
according to [16]:
nostalgia coecient = 1.4, social coecient = 1.4,
inertia coecient = monotonic decreasing linear function from 0.9 to 0.4 .
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The parameters of the manifold optimization algorithms in the literature are chosen
according to their original papers ((RTR) [5], (RCMA-ES) [24], and (R-PSO) [16]) as
the dimensions of the experiments in this paper are similar the ones described in their
original papers.
9.1. On the Assumptions of Manifold Optimization Algorithms in the Literature
Manifold optimization algorithms in the literature (described in Section 3 and Ap-
pendix A) assume the manifolds to be complete. That is, they require the Riemannian
exponential map to be dened on the entire tangent space. Given a tangent vector
(search direction) of an arbitrary length, this assumption allows us to “project" our
search iterate along any such direction for time 1.
This assumption is used in gradient-based line search such as RTR (Appendix A.2,
[2]), in particular if the upperbound of step length is set to be larger than the injectivity
radius, the algorithm can generate search iterates beyond the current normal neigh-
bourhood.
In Extended RSDFO, this assumption is unnecessary: As all computations and
estimations are done in a strictly local fashion around the normal neighbourhood, the
search direction would not leave the geodesic ball of injectivity radius. This same
observation applies to Riemannian CMA-ES (Appendix A.4, [24]) as well. This means
their assumption that the manifold is complete is not necessary for Extended RSDFO.
On the other hand, Riemannian PSO (Appendix A.3, [16]) requires a stronger as-
sumption to operate properly: the Riemannian logarithm map to be dened between
any two points. This assumption essentially requires any two points to be able to
“communicate" on the manifold via the log map, which is generally impossible.
In particular, the Riemannian logarithm map is only dened in the region where
Riemannian exponential map is a dieomorphism (in other words it is only dened
within the normal neighbourhood and undened else where). Therefore for the Rieman-
nian adapation of PSO described in [16], the full PSO step is only possible if all points
are within one single normal neighourhood. This assumption is not necessary for
Extended RSDFO and RCMA-ES.
For “smaller" manifolds such asn-spheres and Grassmannian manifolds, the Rieman-
nian logarithm map between (almost) any two points is well-dened due to a “suf-
ciently global parametrization" or embedding from an ambient Euclidean space.37
However, for “larger" manifolds such as Jacob’s ladder, some components of the Rieman-
nian PSO step will be impossible, as we shall discuss in Section 9.4.
37For Grassmannian manifolds see [4].
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9.2. Sphere S2
The rst experiment considers the objective function discussed in [24] on (θ, φ),
the spherical coordinates on S2:
f : S2 → R
f(θ, φ) = −2 cos (6 · θ) + 2 cos (12 · φ) +
( pi
12
− φ
)2
+
7
2
θ2 + 4 .
f is a multi-modal problem with global minimum located at (θ∗, φ∗) =
(
0, pi12
)
with
objective value 0. The heat map of the objective function is illustrated in Figure 11:
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Figure 11: Heat map of f on S2
Injectivity radius on S2 is inj(x) = pi for all x ∈ S2[67], and the Riemannian
exponential map of S2 is given by [5]:
expx(v) = γv(t)|t=1 = cos (||v|| · t)x+ sin (||v|| · t)
v
||v||
∣∣∣∣
t=1
where γv(t) is the geodesic on S2 starting at xwith initial velocity v ∈ TxS2 . For the
following experiment, the additional parameters of Extended RSDFO are given by:
Nrandom = 2, Ncull = 2 .
Each optimization algorithm is given a budget of 10000 function evaluations. Exten-
ded RSDFO initializes with 2 initial centroids X0 randomly generated on the sphere
S2. The local RSDFO core is given a budget of 50 “parents", and the parameter estim-
ation will be based on the best 10 “osprings". RTR and RCMA-ES is initialized with
one centroid randomly chosen fromX0. RCMA-ES is given a budget ofm1 = 40 par-
ents per iteration. R-PSO initialized with 10 copies ofX0, which allows 20 “agents" to
perform 20 function evaluations per iteration. The expected tness of the stochastic
algorithms are approximated using 10 Monte Carlo samples with respect to their cor-
responding probability distributions. Each algorithm is repeated 200 times with the
parameters described in the beginning of this section. The gradient and the Hessian
of the objective function is not provided. Each estimation of the gradient or the Hes-
sian in RTR counts as a function evaluation respectively, even though in practice it
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may take up additional resources. The algorithms (and the RSDFO steams in Extended
RSDFO) terminate when they converge locally or when they are suciently (10−6)
close to the global optimum with objective value 0.
Furthermore, we perform an additional set of experiments with a slightly re-
laxed exploration distribution described in Section 6.3.4. In particular, we choose
non-zero real number 1 > b > 0, such that for each iteration k > 0 the “explor-
ation” centroids (described in Section 6.3.4) is generated from ∂
(⋃
α∈ΛkA B˜α
)
, with
B˜α := expxα
(
B(~0, b · inj(xα))
)
⊂ expxα
(
B(~0, inj(xα))
)
.
The result of 200 experimental runs is summarized in Table 4 below. The second
and third column of the Table 4 shows the number of local minimum and global min-
imum attained by the optimization methods within the 200 experiments respectively.
Method No. of local min No. of global min avg. f eval
Ext. RSDFO with b = 1 72 128 5154
RCMA-ES 104 96 5518.6
R-PSO 33 167 10000
RTR 192 8 3093.9
Ext. RSDFO with b = 0.4 46 154 4648
Table 4: Experimental results on S2 with 200 runs.
From Table 4 above, we observe that Extended RSDFO with a basic RSDFO core
(Algorithm 2) performs better than RCMA-ES even in the sphere. While R-PSO out-
performs the rest of the rival algorithms at the expense of higher number of objective
function evaluations, the slightly relaxed version of Extended RSDFO with b = 0.4
is close comparable using less than half the computational resources. We will discuss
the experimental results in further detail in Section 9.5.1.
Experimental results of a sample run is provided in Figure 12a below. In this exper-
iment both versions of Extended RSDFO and RCMA-ES attained the global minimum,
whilst R-PSO and RTR are stuck in local minima. The search centroids of model-
based algorithms (Extended RSDFO and RCMA-ES) and sampled points of R-PSO are
presented in Figure 12b and Figure 12c respectively. We observe that the movement
of search centroids of model-based algorithms (Extended RSDFO and RCMA-ES) ex-
hibit varing but converging sequence towards the global optima. On the other hand,
the search agents of R-PSO gravitates towards the local min, similar to its Euclidean
counterpart.
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(a) A sample comparison of quality of solution obtained by each algorithm.
(b) Movement of search centroids in model-
based algorithms. Notice that even the al-
gorithms share the same initial search centroid
position at the bottom of the sphere, their
search paths dier as they depends on the es-
timated statistical model.
(c) Search agents generated by R-PSO.
Figure 12: Experimental results of one of the experiments on S2.
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9.3. Grassmannian Manifolds
For experiments on Grassmannian manifolds GrR(p, n), we consider a composi-
tion of Gramacy-Lee Function [9, 30], and the Riemannian distance function dGr on
GrR(p, n):
f : GrR(p, n)→ R
f(x) =
sin (10pi · dGr (x, In×p))
2 · dGr (x, In×p) + (dGr (x, In×p)− 1)
4
,
where dGr denote the Riemannian distance function on GrR(p, n). The objective
function is illustrated in Figure 13, notice the x-axis is given by dGr (x, In×p).
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Figure 13: Illustration of objective function f on GrR(p, n), notice the x-axis is given by the Riemannian
distance dGr of x relative to In×p.
The injectivity of Grassmannian manifolds GrR(p, n) is pi2 for all x ∈ GrR(p, n)
[58, 67], and the Riemannian exponential map of is given by [4]:
expx(v) = γv(t)|t=1 = cos (||v|| · t)x+ sin (||v|| · t)
v
||v||
∣∣∣∣
t=1
where γv(t) is the geodesic onGrR(p, n) starting atxwith initial velocity v ∈ TxGrR(p, n).
For the following experiment, the additional parameters of Extended RSDFO are given
by:
Nrandom = 2, Ncull = 2 .
The initialization of the following experiments is similar to that of S2 discussed in the
previous section, the specication is included for the sake of completeness: Extended
RSDFO initializes with 2 initial centroids X0 randomly generated on the sphere S2.
The local RSDFO core is given a budget of 120 and 200 “parents" with parameter
estimation based on the best 40, 50 “osprings" on GrR(2, 4) and GrR(2, 5) respect-
ively. RTR and RCMA-ES is initialized with one centroid randomly chosen from X0.
RCMA-ES is given a budget of m1 = 80 parents per iteration. R-PSO initialized with
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20 copies of X0, which allows 40 “agents" performing 40 function evaluations per
iteration. Each algorithm is repeated 100 times with the parameters described in the
beginning of this section. The gradient and the Hessian of the objective function is not
provided. The expected tness of the stochastic algorithms are approximated using
40,50 Monte Carlo samples with respect to their corresponding probability distribu-
tions on GrR(2, 4) and GrR(2, 5) respectively. Each estimation of the gradient or the
Hessian in RTR counts as a function evaluation respectively.
Furthermore, we once again perform an additional set of experiments with a slightly
relaxed exploration distribution described in Section 6.3.4. Following the discussion in
the previous section, we choose non-zero real number 1 > b > 0, such that for each
iteration k > 0 the “exploration” centroids (described in Section 6.3.4) is generated
from ∂
(⋃
α∈ΛkA B˜α
)
, with B˜α := expxα
(
B(~0, b · inj(xα))
)
⊂ expxα
(
B(~0, inj(xα))
)
.
We perform two sets of experiments on GrR(2, 4), GrR(2, 5) respectively and
each optimization algorithm is given a budget of 24000 and 40000 function evalu-
ations respectively. Due to the complexity of the problem, the convergence criteria is
slightly relaxed: the algorithms (and the RSDFO steams in Extended RSDFO) are said
to converge globally if they are “suciently close" (10−8) to the global optimum with
objective value −2.87, meaning the search iterate is within the basin of the global
optimum.
The result of 100 experimental runs onGrR(2, 4) andGrR(2, 5) is summarized in
Tables 5, 6 respectively below. The second and third column of the tables shows the
number of local minimum and global minimum attained by the optimization methods
within the 100 experiments respectively.
Method Local min Global min avg. f eval
Ext. RSDFO with b = 1 4 96 24000
RCMA-ES 61 39 9786.4
R-PSO 3 97 24000
RTR 100 0 22719.54
Ext. RSDFO with b = 0.5 5 95 24000
Table 5: Experimental results on GrR(2, 4) with 100 runs.
Method Local min Global min avg. f eval
Ext. RSDFO with b = 1 70 30 40000
RCMA-ES 91 9 13271.2
R-PSO 44 56 40000
RTR 100 0 39445.47
Ext. RSDFO with b = 0.5 59 41 40000
Table 6: Experimental results on GrR(2, 5) with 100 runs.
From Table 5 and Table 6, we observe that both versions of Extended RSDFO are
comparable to R-PSO, which out-performs the rival algorithms. While these three
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algorithms achieves a high success rate in determining the global solution of the ex-
periments onGrR(2, 4), the success rates of the algorithms dropped as the dimension
increases on GrR(2, 5). We will discuss the experimental results in further detail in
Section 9.5.1.
Experimental results of a sample run on GrR(2, 4) and GrR(2, 5) is provided in
Figure 14a and Figure 14b respectively below. In the experiment on GrR(2, 4), all
algorithms except RTR and RCMA-ES attained the global minimum. The plot shows
how the convergence rate of the algorithms vary; Extended RSDFO takes more steps
to explore the manifold before converging to an optimum. In the experiment on
GrR(2, 5), both versions of Extended RSDFO attained the global optimum, while the
other algorithms converged to local optima. It is worth noting that, whilst RCMA-ES
convergences sharply, it is prone to be stuck in local minima at higher dimensions.
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(a) Comparison of quality of solution obtained by each algorithm in GrR(2, 4).
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(b) Comparison of quality of solution obtained by each algorithm in GrR(2, 5).
Figure 14: Experimental results of one of the experiments on GrR(p, n).
68
9.4. Jacob’s ladder
In this section we discuss the experimental results of an optimization problem on
a representation of Jacob’s ladder surface – a manifold of innite genus [29]. Jacob’s
ladder will be represented by the connected sum of countable number of tori [64],
illustrated in Figure 15 below. 38
Figure 15: Illustration of Jacob’s ladder surface as an innite connected sum of tori.
In certain conditions, manifold optimization can be performed in the framework
of constraint optimization in a Euclidean space. Indeed, due to Whitney’s embed-
ding theorem [68, 69], all manifolds can be embedded in a suciently large ambi-
ent Euclidean space. As traditional optimization techniques are more established and
well-studied in Euclidean spaces, one would be more inclined to address optimization
problems on Riemannian manifold by rst nding an embedding onto the manifold,
and then applying familar classical optimization techniques.
Riemannian manifolds discussed in the manifold optimization literature [5, 3]
are mostly compact manifolds such as n-spheres, Steifel manifolds, or Grassmannian
manifolds. These manifolds all have global vectorial (matrix) representations, which
provide a global parametrization of the manifold. Moreover, these manifolds are all
compact manifolds, which can be expressed as zero set of polynomials also known as
real ane algebraic varieties [66, 14]. This means compact manifolds can be written
as polynomial constraints in an ambient Euclidean space.
To motivate the need for Riemannian manifold optimization, we present an op-
timization problem on Jacob’s ladder as an example of a Riemannian manifold that
does not have a global parametrization. Furthermore, Jacob’s ladder is a surface of
countably innite genus, meaning it cannot be expressed as polynomial constraints
in the manifold 39 It is therefore dicult to formulate optimization problems on Jacob’s
ladder as a constraint optimization problem.
For the rest of the discussion and in the following experiment we assume no up-
perbound on the number of tori in the Jacob’s ladder chain. A priori the optimization
algorithms does not know the size of the tori chain and so the manifold in the op-
timization optimization problem cannot be formulated as constraints beforehand. In
this situation, the only natural approach is to use Riemannian manifold optimization
methods that “crawl" on the manifold.
38The general geometrical structure of manifolds of innite genus is beyond the scope of this paper.
Interested readers are referred to [57, 27] and the relevant publications.
39The Euler characteristic χ of a manifold can be express as the alternating sum of Betti numbers:χ =
b0−b1+b2−. . ., where bi denote the ith Betti number. In the case of Jacob’s ladder we have b0 = 1 = b2,
and bj = 0 for j > 3 due to the dimension of Jacob’s ladder. Let g denote the genus of the surface,
then the Euler characteristic is given by χ = 2 − 2 · g. By combining the two equations we obtain
b1 = 2 · g. Furthermore, the (sum of) Betti number of algebraic varieties is bounded above [49]:, which
means a manifold of innite genus cannot be a real ane algebraic variety.
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Jacob’s ladder represented by an innite connected sum of tori is a non-compact
complete Riemannian manifold, as the connected sum of complete manifolds is also
complete. The local geometry of each torus in the Jacob’s ladder is given by S1R×S1r ,
where R > r and S1R and S1r denote the major and minor circles of radius R and
r respectively. A torus can be locally parametrized by the angles (θ, ϕ), where θ
and ϕ denote the angle of the minor circle and major circle respectively. The local
exponential map at a point x on a torus can be decomposed as
(
exp
S1R
x , exp
S1r
x
)
, this
is due to the direct sum nature of the product Riemannian metric described in Section
5.4. If the geodesic ball of injectivity radius around a point x intersects two tori in
the Jacob’s ladder, then the exponential map follows the transition function described
below:
Let T1 and T2 denote two tori of the Jacob’s ladder, and let ψ1, ψ2 denote smooth
coordinate functions of T1 and T2 respectively. On the gluing part of the adjunction
space, the transition map ψ2 ◦ ψ−11 is given by the identity map. This is illustrated in
Figure 16.
ψ1 ψ2
θ
ϕ
θ
ϕ
T1 T2
ψ2 ◦ ψ−11
Figure 16: Illustration of minor and major rotational angles in the Jacob’s ladder. The vertical smaller
rotational angle represents the minor angle θ, whereas the horizontal arc represents the major angle ϕ.
Denote by Ti the ith torus in Jacob’s ladder, denoted by M , described above. Due
to the lack of global parametrization of M , we consider the minimization problem
on M with the following optimization function, composed of a “global" part and a
“local part:
f : M → R (58)
x 7→ fG(x) · fL(x). (59)
fG denote the “global" part of the objective function, which acts on the “torus
number" of a point x ∈M . To be precise, the function is given by:
fG : M → R
n(x) 7→:=

0.05 if n(x) = 0, 15, and− 25[
−
(
sin( 45n(x)−15)
4
5 (n(x)−15)
)2
+ 1.05
]
·
∣∣∣n(x)20 ∣∣∣ 110 if n(x) > 152[
−
(
sin( 45n(x)+25)
4
5 (n(x)+25)
)2
+ 1.05
]
·
∣∣∣n(x)20 ∣∣∣ 110 if n(x) < − 152
−
(
sin( 45n(x))
4
5n(x)
)2
·
∣∣∣n(x)20 ∣∣∣ 110 otherwise,
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where n(x) is the integer denoting the numerical label of the torus in which the point
x ∈ M is located. The numerical label increases as we move towards the positive
x-axis direction in the ambient Euclidean space and decreases as we move towards
the negative x-axis direction. For instance, in the current implementation the torus
centered at the origin is labelled torus number zero, and the next one towards the
positive x-axis direction in the ambient Euclidean space is subsequently labelled 1.
The function fG is illustrated in Figure 17.
The local component of the objective function is given by Levy Function N.13 [65]:
fL : Ti \
⋃
j 6=i
Tj → R
θ, ϕ 7→ sin2 (3piθ) + (θ − 1)2 (1 + sin2 (3piϕ))+ (ϕ− 1)2 (1 + sin2 (2piϕ))+ 35 .
The function fL is illustrated in Figure 18 on the (θ, ϕ) axes. Levy N.13 is a non-
convex, dierentiable, multimodal function [9] with one global minimum at radian
angles (θ∗, ϕ∗) = (1, 1) with objective value fL (θ∗, ϕ∗) = 0 + 35 = 35.
The “global-global" optima (the desired solution) is thus located in torus number
0, 15,−25 with minor-major rotational angles (θ∗, ϕ∗) = (1, 1) with objective value
0.05 ·35 = 1.75. The torus numbered 0, 15,−25 are therefore called “optimal" for the
following experiments.
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Figure 17: fG: the “global" part of the objective
function f on Jacob’s ladder.
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Figure 18: fL: the “local" part of the objective
function f on Jacob’s ladder.
For the following experiment, the additional parameters of Extended RSDFO are
given by:
Nrandom = 6, Ncull = 3 .
For each execution, Extended RSDFO initializes with a set of 5 initial centroids
X0 :=
{
x0i
}5
i=1
randomly generated on the Jacob’s ladder between torus number
−30 to 30. The initial set of centroidsX0 is generated using a heuristic approach. RTR
and RCMA-ES is initialized with one centroid randomly chosen from X0. RCMA-ES
is given a budget of m1 = 40 parents per iteration. R-PSO initialized with 8 copies of
X0, which allows 40 “agents" performing 40 function evaluations per iteration. The
expected tness of the stochastic algorithms are approximated using 10 Monte Carlo
samples with respect to their corresponding probability distributions . Each algorithm
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is repeated 100 times with the parameters described in the beginning of this section.
For each execution, each algorithm is budgeted by 20, 000 function evaluations. The
algorithms (and the RSDFO steams in Extended RSDFO) terminate when they con-
verge locally or when they are sucently (10−8)) close to the optimal value at 1.75.
The gradient and the Hessian of the objective function is not provided, that is we are
treating it as a black-box optimization problem. Each estimation of the gradient or
the Hessian in RTR counts as a function evaluation respectively. The results of the
experiments are summarized in Table 8. The meanings of the column labels of Table
8 are given in Table 7.
Remark 9.1. By the discussion in Section 9.1, two out of three components (nostalgia
and social component) of the R-PSO step would be impossible without a Riemannian
logarithm map between any two points on the manifold.
For the following experiments, since the true Riemannian logarithm map is di-
cult to compute, we provide R-PSO with a heuristic version of the Riemannian log-
arithm map on the Jacob’s ladder for the sake of comparison. In particular we allow
“communication" between points beyond each other’s normal neighbourhood.
To be precise, we provide a heuristic Riemannian logarithm map between points
that are either within the same torus, or if the points are “close enough" (dierence of
torus number is 1). If two points are within the same tori, we compute the Rieman-
nian logarithm map using the product geometry of S1×S1. For points that are “close
enough", we provide a “general direction" if they are not in the same torus. That is,
we rst embed the two points in an ambient Euclidean space, determine the direction
of the torus of the target point from the original point, then project the vector ±~1
onto the tangent space of the major circle of the original torus. Otherwise if the pair
of points x, y is too far apart, we set logx(y) = ~0. This is a suciently good approx-
imation to the true Riemannian logarithm map on Jacob’s ladder. The experimental
results is given in Table 8.
It is important to note that this provides an unfair advantage to R-PSO over the
other algorithms, as the other algorithms do not have this additonal requirement (see
Section 9.1). Moreover, this generates additional computational time not recorded by
function evaluations.
Experimental results of a sample run is provided in Figure 19 below. In Figure 19a,
we observe that only Extended RSDFO attained the global-global solution. Figure 19b
provides a close-up view of Figure 19a, which illustrates the performance of Extended
RSDFO and R-PSO towards the global-global optima in the experiment. We observe
that Extended RSDFO attained the global-global solution with around 15000 function
evaluations, while R-PSO was only able to nd a global-local solution (optimal torus
but not the optimal angle) with the given budget of 20000 function evaluations.
9.5. Discussion
From the experimental results above, we observe that gradient-based line search
methods (such as RTR) is less eective compared to model-based approaches (Ex-
tended RSDFO, RCMA-ES) and meta-heuristic evolutionary strategies (R-PSO) when
solving multi-modal optimization problems on Riemannian manifolds. We discuss the
experiments in further detail in this section.
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Column label Meaning Description
`+ ` Local-local optima Algorithm converges without reaching op-
timal angles nor the optimal tori
`+ g Local-global optima Algorithm attains the optimal angles in a
local torus but does not reach a global op-
timal torus
g + ` global-local optima Algorithm reaches a global optimal torus
but fails to nd the local optimal angles
within it.
g + g global-global optima (desired solution) Algorithm converges to both an optimal
torus and the optimal angles within the
torus. This is the best possible outcome.
avg. f eval Average function evaluation The average function evaluation needed to
either converge or reach the global optima.
Table 7: Detailed description of column labels in Table 8
Method `+ ` `+ g g + ` g + g avg. f eval
Ext-RSDFO 2 27 10 61 8483.8
RCMA-ES 1 76 0 23 4230.1
RTR 96 0 4 0 3086.2
R-PSO 2 5 56 37 20000
Table 8: Experimental results on Jacob’s ladder
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(b) Close-up of Figure 19a towards the global-
global optima.
Figure 19: Experimental results of one of the experiments on Jacob’s ladder.
9.5.1. On Sphere and Grassmannian manifold
The Riemannian manifolds considered in the rst two experiments are 2-sphere
S2 and low dimensional Grassmannian manifolds GrR(p, n). These two types of are
“small”, in the sense that they are low dimensional, compact, coverable by a small
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number of geodesic balls, and most importantly they admit a global parametrization
(matrix representation).
The optimization on S2 was taken from [24], and was used for the sake of com-
parison. We observe that Extended RSDFO with the basic version of RSDFO core
(Algorithm 2) performs better than RCMA-ES even in the sphere. On the other hand,
R-PSO out-performs the rest of the algorithms, this is partly due to the abundance
of computational resources (available computational budget relative to the size of the
search manifold) and the amount of search agents available (relative to the size of the
manifold).
The manifold S2 is small, in the sense that it can be covered by geodesic balls
centered around a handful of points. In particular, the implemented exploration dis-
tribution (described in the beginning of this section) often fails to nd a boundary
point before the the point rejection threshold is reached after a few iterations. This
resulted in less eective searches (in rejected points) and higher sensitivity to initial
condition.
In light of this, we ran Extended RSDFO with additional exibility in selecting
new exploration centroids. By setting the geodesic balls to be b = 0.4 times the in-
jectivity radius, we allow more overlapping between search regions generated by the
search centroids, thus enhancing the exploration of search region. Indeed, the “re-
laxed version" of Extended RSDFO with b = 0.4 is less sensitive to initial conditions
and has shown improvements over the version with b = 1. The relaxed version is
also closely competitive with R-PSO in determing the global optima.
From the experiments on GrR(2, 4), we observe a similar behavior as the experi-
ment on S2. For model-based algorithms: Extended RSDFO out performs RCMA-ES
by searching with multiple centroids at the expense of additional resources. On the
other hand both versions of Extended RSDFO are comparable to the meta-heuristic
R-PSO.
On GrR(2, 4) (a 4- dimensional manifold), the both versions of Extended RSDFO
and R-PSO achieve a high success rate in determining the global solution. However,
as we increase the dimension to GrR(2, 5) (a 6- dimensional manifold), the success
rates of the algorithms dropped.
The drop in success rate for model-based algorithms such as Extended RSDFO
and RCMA-Es is is partly due to the typical exponential increase in the amount of
resources necessary to correctly estimate the underlying (local) stochastic modal. In
particular, if we assume the amount of resources increases exponentially: forGrR(2, 4),
the average function evaluation of Extended RSDFO is 24000 ≈ (12.45)4, this means
on GrR(2, 5) the expected function evaluation requirement would be approximately
(12.45)
6 ≈ 3724055, which is two orders of magnitude higher than our budget of
40000.
On the other hand, a manifold of higher dimension also means a larger amount
of search centroids is needed to provide better exploration of the search space. This
in turn aects the solution quality of both R-PSO and Extended RSDFO as the search
agents remain unchanged.
From the two sets of experiments onGrR(2, 4) andGrR(2, 5) on, we observe that
R-PSO is more scalable to the dimensional increases. On the other hand, model-based
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algorithms such as Extended RSDFO and RCMA-ES both require additional resources
to estimate the correct model as the dimension increase.
9.5.2. On Jacob’s ladder
The optimization problem on Jacob’s ladder described above was deliberately set
to be dicult: the objective function f is multi-modal, non-convex, non-separable
with three global optima. There are two notably challenging features of the objective
function f = fG · fL from the “global" and “local" part respectively.
First of which comes from the the “global” part of the objective function: fG,
which has a plateau for points with torus number within the range [−19,−8]. The
aforementioned algorithms are prone to be stuck on centroids with tori number−19 . . .−
8, as fG(n1) < fG(n2) for n1 ∈ [−19,−8] and n2 ∈ {−3,−2, 2, 3, . . .}. In particular,
the search centroids within the plateau have slightly better function value than the
other tori around the global optima, while being far away from global optima.
Secondly, the “local" part of the objective function fL also introduces complica-
tions due to the local parametrization of the tori. As illustrate in Fig 20, 21 below, as
the search landscape of fL wraps around the tori, the solution estimate depends on
how the search path travels between the tori in Jacob’s ladder. The algorithms might
wrongly estimate the overall objective function values of the neighboring torus de-
pending on where the search path is.
(θ∗,ϕ∗)
γ1
γ2
(θ∗,ϕ∗)
T1 T2
Figure 20: Illustration of the “trap” of fL. The
local optimal angles (θ∗, ϕ∗) are marked by
the points labelled with ×. The objective value
increases along dotted lines on T2 (as well as
T1 and the other tori), as the “objective land-
scape", described by Figure 18, “wraps around”
the local coordinates of the tori. If an algorithm
searches along γ2 from T1 to T2, it may think
T1 is better. On the other hand, if an algorithm
searches along γ1, then T2 may seem like the
better torus.
Figure 21: An illustration of path γ1 of Figure 20
from one of the experiments. This gure shows
the nal converging steps of Extended RSDFO.
The search points generated from the conver-
ging distributions (from the RSDFO core) are
concentrated around (θ∗, ϕ∗) = (1, 1) of each
tori.
From the experiments, we observe that Extended RSDFO achieves the highest
global-global convergence rate amongst the manifold optimization algorithms in the
experiments.
The current implementation of Extended RSDFO, with the basic version of SDFO
(Algorithm 1) and a simplied version of exploration point selection (discussed in the
beginning of this section), is competitive with R-PSO and RCMA-ES on the global and
local scale respectively:
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On one hand, Extended RSDFO has shown to be competitive with the current
state-of-the-art manifold optimization heuristics R-PSO (even with the “extra" Rieman-
nian logarithm map) in determining the global optimal tori. Whilst R-PSO is eective
in determining the global optimal tori, it often fails to converge to the local optimal
angles. At the same time, Extended RSDFO is more accurate when converging to the
local optimal angles.
On the other hand, Extended RSDFO is also shown to be competitive with the
current state-of-the-art model-based algorithm RCMA-ES in terms of convergence to
the local optimal angles within each tori, while more eective when determing the
global optimal tori. RCMA-ES out-performs the other algorithms in determining the
local optimal angles, but it is unable to move far away from the initial torus. That is,
when given an initial point µ0 in torus number i, RCMA-ES can at-most explore torus
numbers within [i− 2, i+ 2].
In this sense, Extended RSDFO gets the “best of both worlds” of R-PSO and RCMA-
ES in the expense of additional computational resources. Extended RSDFO generally
requires more resources (function evaluation, evaluation of boundary points, expo-
nential maps) compared to RCMA-ES when evaluating the results across dierent
centroids.
Finally, RTR is ecient in nding the “local-local" optima, but will almost always
get stuck in them (unless we initialize at the global optimal tori).
10. Conclusion
This paper addresses multi-modal, black-box manifold optimization problems on
Riemannian manifolds using population-based stochastic optimization methods from
a geometrical perspective. We summarize our investigations and the implications as
follows:
1. Geometrical framework for stochastic optimization onRiemannianman-
ifolds:
The statistical geometry of locally inherited probability densities and mixture
densities over Riemannian manifolds (Section 4, Section 5 respectively) provided
us with a geometrical framework for stochastic optimization on Riemannian
manifolds. This framework relates the statistical parameters of the statistical
manifold decision space and local point estimations on the Riemannian mani-
fold. Mixture densities, in particular, overcomes the local restrictions of para-
metric probability distributions on Riemannian manifolds and Riemannian ad-
apted manifold optimization methods.
The signicance of parametrized mixture densities extends to statistical ana-
lysis on manifolds. This is because closed form expression of parametrized
densities beyond normal neighbourhhods whose statistical parameters are con-
sistent with the local statistical point estimiations are generally dicult to ob-
tain.
2. Novel population-based stochastic optimization algorithm based on the
geometrical framework: Using the product statistical geometry of mixture
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densities, we proposed Extended RSDFO (Algorithm 3), a population-based stochastic
optimization algorithm on Riemannian manifolds, which overcomes the local
restrictions and implicit assumptions (Section 9.1) of manifold optimization in
the literature.
Under the aforementioned geometrical framework, the components and prop-
erties of Extended RSDFO admit geometrical interpretations. This enabled the-
oretical analysis of the geometry of the evolutionary step (Proposition 6.1, Sec-
tion 7) and the convergence behavior (Theorem 8.1).
3. Experiments on Jacob’s ladder: We compared Extended RSDFO against state-
of-the-art manifold optimization methods in the literature, such as Riemannian
Trust-Region method [2, 5], Riemannian CMA-ES [24] and Riemannian Particle
Swarm Optimization [16, 15], using optimization problems dened on the n-
sphere, Grassmannian manifolds, and Jacob’s ladder.
Jacob’s ladder, in particular, is a novel synthetic example designed to motivate
and necessitate manifold optimization (as oppose to classical constraint optim-
ization) 40.
From the experimental results, in particular the ones on Jacob’s ladder, we
observed that population-based approaches out-perform gradient-based meth-
ods on mutli-modal manifold optimization problems. Even though Extended
RSDFO is implemented with a basic RSDFO as the “core" algorithm in the exper-
iments, we demonstrated that Extended RSDFO is comparable to R-PSO (meta-
heuristic) in nding global optimal, whilst also comparable to the accuracy of
RCMA-ES (modal-based algorithm) in terms of attaining the local optima. In
this sense, Extended RSDFO has the “best of both worlds" scenario at the ex-
pense of possibly additional computational resources.
40Jacob’s ladder is a non-compact manifold of countably innite genus, which cannot be expressed as
polynomial constraints and does not have a global representation in an ambient Euclidean space. Optim-
ization problems on Jacob’s ladder therefore cannot be addressed by traditional (constraint) optimization
techniques on Euclidean spaces, which necessitates the development of manifold optimization algorithms.
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Appendix A. Riemannian Adaptation of Optimization Algorithms in the lit-
erature
In this section we illustrate the Riemannian adaptation approach with algorithms
from the literature. More precisely, we describe Riemannian adaptations of trust-
region method [2], Particle Swarm Optimization (PSO) [16] and Covariance Matrix
Adaptation Evolution Strategy (CMA-ES) [24].
For the remainder of the section, let M denote the Riemannian manifold search
space, and let f : M → R denote the objective function of a minimization problem
over M . For each x ∈ M , let f˜x := f ◦ expx : TxM → R denote the locally
converted objective function on each tangent space TxM of M . For each x ∈ M , let
Ux := exp
−1
x Nx ⊂ TxM , centered at ~0 ∈ TxM , denote the pre-image of a normal
neighbourhood Nx of x under the Riemannian exponential map.
We begin by reviewing the notion of Riemannian gradient and Riemannian Hes-
sian [43].
Appendix A.1. Riemannian Gradient and Hessian
Given a Riemannian manifold (M, g) and ane connection∇ onM . Let f : M →
R denote a smooth real-valued function onM . For any pointx ∈M theRiemannian
gradient of f at x, denoted by grad f(x) ∈ TxM , is the tangent vector at x uniquely
associated to the dierential of f . In particular, grad f(x) is the unique tangent vector
satisfying:
〈grad f(x), v〉g = df(v)|x , v ∈ TxM .
Thus grad f ∈ E(TM) is a vector eld on M . In local coordinates (x1, . . . , xn) of
M , Riemannian gradient grad f can be expressed as:
grad f =
n∑
i,j=1
gij
∂f
∂xi
∂
∂xj
,
where
[
gij
]
denote the inverse of Riemannian metric matrix associated to g and(
∂
∂xj
)n
j=1
denote the local coordinate frame. Fixing the local coordinate frame
(
∂
∂xi
)n
i=1
corresponding to the local coordinate system, we may associate grad f to a column
vector for each x ∈M :
∇˜f(x) :=
n∑
i=1
gij
∂f
∂xi
= G−1(x)∇f(x) ,
where G denote the Riemannian metric matrix associated to g and∇f(x) denote the
gradient in Euclidean spaces from elementary calculus. ∇˜f(x) is otherwise known
as natural gradient [7] in the machine learning community.
On the other hand, the Riemannian Hessian of a smooth function f is the (0, 2)
tensor eld given by:
Hess f : TM × TM → R
(X,Y ) 7→ ∇∇f = 〈∇X grad f, Y 〉g .
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Appendix A.2. Riemannian Gradient-based Optimization
In this section we consider Riemannian adaptation [2] of Trust Region method [50]
as an example of how gradient-based optimization methods from Euclidean spaces
can be translated to the context of Riemannian manifolds. Other gradient-based al-
gorithms in the literature are translated under the same principle described in Sec-
tion 3 [5]. The following side-by-side comparison of Euclidean Trust-Region [50] and
Riemannian Trust Region [2] illustrates the Riemannian adaption process of gradient-
based methods.
The parameters and the numerical values of both versions of Trust-Region, sum-
marized in Table A.9 below, are taken from the corresponding references [50, 2]. It
is worth noting that while the numerical values may dier across dierent imple-
mentations, the purpose of this comparison is to illustrate the Riemannian adaptation
process highlighted in the algorithms below.
Parameter Value Meaning
∆ pi Upperbound on step length
∆0 ∆0 ∈ (0,∆) Initial step length
ρ′ ρ′ ∈ [0, 14) Parameter that determines whether the new solution is accepted
Table A.9: Parameters of Trust-region.
Algorithm 5: Euclidean Trust-
Region
Data: Initial point x0 ∈ Rn,
∆0 ∈ (0,∆).
1 for k = 0, 1, 2, . . . do
2 Obtain ηk by solving
Euclidean Trust-Region
sub-problem. ;
3 Compute reduction ratio pk ;
4 if pk < 14 then
5 ∆k+1 =
1
4∆k ;
6 else if pk > 34 and||ηk|| = ∆k then
7 ∆k+1 = min(2 ·∆k,∆);
8 else
9 ∆k+1 = ∆k ;
10 if pk > ρ′ then
11 xk+1 = xk + ηk ;
12 else
13 xk+1 = xk ;
Algorithm 6: Riemannian Trust-
Region
Data: Initial point x0 ∈M ,
∆0 ∈ (0,∆).
1 for k = 0, 1, 2, . . . do
2 Obtain ηk by solving
Riemannian Trust-Region
sub-problem. ;
3 Compute reduction ratio pk ;
4 if pk < 14 then
5 ∆k+1 =
1
4∆k ;
6 else if pk > 34 and||ηk|| = ∆k then
7 ∆k+1 = min(2 ·∆k,∆);
8 else
9 ∆k+1 = ∆k ;
10 if pk > ρ′ then
11 xk+1 = expxk (ηk) ;
12 else
13 xk+1 = xk ;
The two algorithms dier in the Trust-Region sub-problem in line 2, computation
of reduction ratio in line 3 and the translation to the new search iterate in line 11
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(highlighted lines). Since we have already discussed the translation of search iter-
ate in Section 3, it remains to discuss the translation of trust-region subproblem and
reduction ratio from Euclidean spaces to Riemannian manifolds.
The Euclidean trust-region subproblem at the current search iterate xk on Rn is
given by:
ηk := arg min
η∈Rn
mk(η) = arg min
η∈Rn
f(xk) + 〈∇f(xk), η〉+ 1
2
η>Hf (xk)η , s.t. ||ηk|| ≤ ∆k
where ∇f(xk) is the gradient on Euclidean space from elementary calculus, 〈·, ·〉
denote the standard inner product on Rn and Hf (xk) is the Hessian matrix of f at
xk .
On Riemannian manifoldM , the Riemannain trust-region subproblem is therefore
translated locally around the search iterate xk ∈ M from Euclidean version using
tools described in Section 3:
ηk := arg min
η∈TxkM
mxk(η) = arg min
η∈TxkM
f(xk) + 〈grad f(xk), η〉g + 1
2
Hess f(xk) (η, η) , s.t.
√
〈η, η〉g ≤ ∆k ,
where grad f(xk) and Hess f(xk) (η, η) denote the Riemannian gradient and Hes-
sian function described in Section Appendix A.1, and 〈·, ·〉g is the Riemannian metric.
Note that the above formulation is strictly local within the tangent space TxkM and
can be equivalently formulated as minimization problem on the tangent space with
traditional gradient and Hessian of f˜ :
ηk := arg min
η∈TxkM
mxk(η) = arg min
η∈TxkM
f˜(xk) + 〈∇f˜(xk), η〉g + 1
2
η>Hf˜ (xk)η , s.t.
√
〈η, η〉g ≤ ∆k .
Finally, the translation of reduction ratio pk is described as follows:
pk =
f(xk)− f(xk + ηk)
mk(0)−mk(ηk)︸ ︷︷ ︸
Euclidean case
−→ f(xk)− f
(
expxk(ηk)
)
mxk(0)−mxk(ηk)︸ ︷︷ ︸
Riemannian case
.
Remark Appendix A.1 (Retraction). Since exponential map is dicult to compute,
authors of [5] proposed a slightly relaxed map from the tangent spaces to M called
the retraction:
Denition Appendix A.1. A retraction on a manifold is a (smooth) function Rx :
TxM →M satisfying
1. Rx(~0) = x, where ~0 ∈ TxM and
2. DRx(~0) = idTxM .
This establishes the sucient conditions to locally preserve the gradient atx ∈M .
This generalization is similar to the use of orientation-preserving dieomorphism in
Section 4.2
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Appendix A.3. Riemannian Particle Swarm Optimizaiton
The adaptation of Particle Swarm Optimization (PSO) [25], a population-based
meta-heuristic, from Euclidean spaces to Riemannian manifolds [16] is similar to the
translation of trust-region method described in the previous section. In particular, the
Riemannian version and the Euclidean version dier only in the evolution of search
iterates while the structure of the algorithm remains the same. Furthermore, the com-
putation remains largely the same: Riemannian adapted version perform local com-
putations on pre-images of normal neighbourhoods within the tangent space, just as in
the Euclidean case.
In this section, we consider Riemannian PSO discussed in [16]. In classical PSO on
Euclidean spaceRn discussed in [25], search agents (particles) are randomly generated
onRn, and on the kth iteration each particlexki “evolves" under the following equation
(Equation (5) and (6) of [16]):
vk+1i = w
k · vki︸ ︷︷ ︸
inertia
+ c · αki
(
yki − xki
)︸ ︷︷ ︸
nostalgia
+ s · βki
(
yˆk − xki
)︸ ︷︷ ︸
social
(A.1)
xk+1i = x
k
i + v
k+1
i . (A.2)
The meaning of the symbols are summarized in Table A.10 below.
Symbols Meaning
xki position of the ith particle at the kth iteration
vki search direction (overall velocity) of the ith particle at the kth itera-
tion
wk inertial coecient, assigned by a predened real valued function on
the iteration counter k
c weight of the nostalgia component, a predened real number
s weight of the social component, a predened real number
αki , β
k
i random numbers generate with [0, 1] for each of the ith particle at
the kth iteration of the nostalgia and social components respectively.
The purpose of the random components is to avoid premature con-
vergence [25]
yki “personal best" of the ith particle up to the kth iteration
yˆk overall best of all the particles up to the kth iteration
Table A.10: Meaning of symbols in PSO step (Equation (A.1)).
The translation of the second PSO equation (Equation (A.2)) to Riemannian man-
ifolds is straightforward: using the Riemannian exponential map, we simply rewrite:
xk+1i = x
k
i + v
k+1
i → xk+1i = expxki
(
vk+1i
)
,
where the completeness assumption of M is used when ||vk+1i || > inj
(
xki
)
.
The adaptation of the rst PSO equation (Equation (A.1)) involves the dierence
of points on the manifold in the nostalgia and social component. In [16], the nostalgia
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component (similarly the social component) of the rst PSO equation is adapted using
the Riemannian logarithm map:
c · αki
(
yki − xki
) −→ c · αki · logxki (yki ) .
This construction is not a problem when y := yki and x := xki are “close enough”.
Indeed, when y is within the normal neighourhood of x (and vice versa), logx (y) is the
tangent vector at x that points towards y such that if we follow the geodesic starting
at x with velocity logx (y) for time 1 we obtain y. Therefore, the full evolutionary
step of Riemannian adaptation of PSO only works when all the points (particles) are
within a single normal neighbourhood.
Appendix A.4. Riemannian CMA-ES
In this section, we review the Riemannian adaptation of Covariance Matrix Ad-
aptation Evolutionary Strategies (CMA-ES) [34, 37, 31], a state-of-the-art SDFO al-
gorithm that has been adapted to the context of spherical manifolds [24] using the
same principle described in Section 3. Further studies of properties of step length of
Riemannian CMA-ES were made in [10].
We begin by summarizing the essence and structure of CMA-ES in Algorithm 7 be-
low. The steps involved in the Riemannian adaption process is once again highlighted
in the algorithm. It is worth noting that while a variety of dierent implementations of
CMA-ES exists in the literature, the purpose of this section is to illustrate the Rieman-
nian adaptation process highlighted in the algorithms. The parameters of CMA-ES,
described in [32, 24], is summarized in Table A.11 below:
Parameter Default value [32] Meaning
m1 Depends on the search space Number of sample par-
ents per iteration
m2
m1
4 Number of osprings.
wi log
(
m2+1
i
) · (∑m2j=1 log (m2+1j ))−1 Recombination coe-
cient
me
(∑m2
i=1 w
2
i
)−1 Eective samples
cc
4
N+4 Learning rate of aniso-
tropic evolution path
cσ
me+2
N+me+3
Learning rate of isotropic
evolution path
µcov me Factor of rank-m2-
update of Covariance
matrix
ccov
2
µcov(N+
√
2)
2 +
(
1− 1µcov
)
min
(
1, 2µcov−1(N+2)2+µcov
)
Learning rate of covari-
ance matrix update
dσ 1 + 2 max
(
0,
√
me−1
N+1
)
+ cσ Damping parameter
Table A.11: Parameters of CMA-ES described in [24].
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Algorithm 7: CMA-ES on Euclidean space
Data: Initial mean µ0 ∈ Rn, set initial covariance matrix C the identity matrix
I , step size σ = 1, pc = 0, pσ = 0.
1 while stopping criterion not satised do
2 Sample {vi}m1i=1 ∼ N
(
~0, (σ)2 · C
)
;
3 Update mean (search center) µk+1 = µk +
∑m2
i=1 wivi ;
4 Update pσ with C , σ, me, cσ (isotropic evolution path):
pσ = (1− cσ) pσ +
√(
1− (1− cσ)2
)√me
σ
· C −12 ·
m2∑
i=1
wivi
;
5 Update pc with σ, me, cc (anisotropic evolution path):
pc = (1− cc) pc +
√(
1− (1− cσ)2
)√me
σ
·
m2∑
i=1
wivi
;
6 Update covariance matrix C with µcov, ccov, pσ , pc:
C = ccov ·
(
1− 1
µcov
)
1
σ2
m2∑
i=1
wiviv
>
i + (1− ccov) · C +
ccov
µcov
pcp
>
c
;
7 Update step size σ with cσ , dσ , pσ :
σ = σ · exp
(
cσ
dσ
( |pσ|
E|N (0, I) | − 1
))
;
8 k = k+1 ;
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Riemannian CMA-ES [24] is a special case of RSDFO (Algorithm 2). The adapt-
ation of CMA-ES from Euclidean spaces to Riemannian manifolds [24] employs the
Riemannian adaptation approach described in Section 3: all the local computations
and update of search information are done within (a subset of) the tangent space of
the search iterate just as in the Euclidean case, while the structure of the algorithm re-
mains unchanged. Therefore, it remains to describe the changes in sampling process
and translation to new search center highlighted in Algorithm 7 above.
For k > 0, at the kth iteration of RCMA-ES, a new set of sample vectors is gen-
erated from the tangent space TµkM within the pre-image of normal neighbourhood
Nµk around the search iterate µk ∈M :
{vi,µk}m1i=1 ⊂ TµkM ∼ N
(
~0, (σ)2 · C
)
, s.t. ||vi,µk || ≤ inj(µk) .
The obtained vectors are sorted according to their corresponding function values
with respect to the locally converted objective function f˜µk = f ◦ expµk . The new
search iterate (center) is thus obtained via the exponential map similar to Riemannian
trust-region and Riemannian PSO:
µk+1 = expµk
(
m2∑
i=1
wivi
)
∈ Nµk ,
where Nµk is the normal neighbourhood of µk ∈M .
However, there is one caveat: Since tangent spaces are disjoint spaces, the search
information has to be carried to the new search iterate in a way that coincides with the
manifold structure of the search space. Multi-dimensional search information such
as covariance matrix C and the evolutionary paths pσ , pc thus have to be parallel
transported to the new search iterate. Since all operations are done within a single
normal neighbourhood, the parallel transport is described by Equation (2).
Riemannian adaptation of CMA-ES is thus summarized by Algorithm 8 below,
where the adaptation process described above are highlighted.
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Algorithm 8: Riemannian CMA-ES
Data: Initial mean µ0 ∈ Rn, set initial covariance matrix C the identity matrix
I , step size σ = 1, pc = 0, pσ = 0.
1 while stopping criterion not satised do
2 Sample {vi,µk}m1i=1 ⊂ TµkM ∼ N
(
~0, (σ)2 · C
)
;
3 Update mean (search center) µk+1 = expµk (
∑m2
i=1 wivi) ;
4 Update pσ with C , σ, me, cσ (isotropic evolution path):
pσ = (1− cσ) pσ +
√(
1− (1− cσ)2
)√me
σ
· C −12 ·
m2∑
i=1
wivi
;
5 Update pc with σ, me, cc (anisotropic evolution path):
pc = (1− cc) pc +
√(
1− (1− cσ)2
)√me
σ
·
m2∑
i=1
wivi
;
6 Update covariance matrix C with µcov, ccov, pσ , pc:
C = ccov ·
(
1− 1
µcov
)
1
σ2
m2∑
i=1
wiviv
>
i + (1− ccov) · C +
ccov
µcov
pcp
>
c
;
7 Update step size σ with cσ , dσ , pσ :
σ = σ · exp
(
cσ
dσ
( |pσ|
E|N (0, I) | − 1
))
;
8 Parallel transport C , pσ , pc from TµkM to Tµk+1M ;
9 k = k+1 ;
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Appendix B. Proofs of results in Section 4.1
Proposition 4.1 (Naturality of Dualistic Structure). If ϕ : S˜ → S is a dieomorph-
ism between smooth manifolds, and S is equipped with torsion-free dualistic struc-
ture (g,∇,∇∗), then S˜ is a Riemannian manifold with induced dualistic structure
(ϕ∗g, ϕ∗∇, ϕ∗∇∗).
Proof. Let S˜ be a smooth n-dimensional manifold, and letS be a smooth n-dimensional
manifold with torsion-free dualistic structure (g,∇,∇∗) then the following condition
is satised:
X〈Y,Z〉g = 〈∇XY,Z〉g + 〈Y,∇∗XZ〉g , ∀X,Y, Z ∈ E (TS) .
Let ϕ : S˜ → S be a dieomorphism. The pullback of g along ϕ is thus given by
g˜ = ϕ∗g, which denes a Riemannian metric on S˜. Consider pullback of ∇ via ϕ
given by:
ϕ∗∇ : E(T S˜)× E(T S˜)→ E(T S˜)
(ϕ∗∇)(X˜, Y˜ ) = ϕ−1∗ ∇(ϕ∗X˜, ϕ∗Y˜ ) = ϕ−1∗ ∇ϕ∗X˜ϕ∗Y˜ ,
where E(T S˜) denote the set of smooth sections of tangent bundle over S˜, ϕ∗
denote the push-forward of ϕ, and ϕ∗ denote the pullback of ϕ. Since pullback of
torsion-free connection by dieomorphism is a torsion-free connection, the pullback
connections ϕ∗∇ and ϕ∗∇∗ are torsion-free connections on the tangent bundle over
S˜.
It remains to show that (∇˜, ∇˜∗) := (ϕ∗∇, ϕ∗∇∗) is a g˜-conjugate pair of con-
nections on S˜. In particular, we show that the pair (∇˜, ∇˜∗) satises the following
equation:
X˜〈Y˜ , Z˜〉g˜ = 〈∇˜X˜ Y˜ , Z˜〉g˜ + 〈Y˜ , ∇˜∗X˜ Z˜〉g˜, ∀X˜, Y˜ , Z˜ ∈ E(T S˜) .
Let X˜, Y˜ , Z˜ ∈ E(T S˜), and let p˜ ∈ S˜ be an arbitrary point:
〈∇˜X˜ Y˜ , Z˜〉g˜(p˜) = 〈(ϕ∗∇)X˜ Y˜ , Z˜〉g˜(p˜) = 〈ϕ−1∗ ∇ϕ∗X˜ϕ∗Y˜p˜, Z˜p〉g˜
= 〈ϕ−1∗
(
∇ϕ∗X˜ϕ∗Y˜
)
ϕ(p˜)
, ϕ−1∗
(
ϕ∗Z˜
)
ϕ(p˜)
〉g˜
=
(
ϕ∗
−1
g˜
)
ϕ(p˜)
(
∇ϕ∗X˜ϕ∗Y˜ϕ(p˜), ϕ∗Z˜ϕ(p˜)
)
= 〈∇ϕ∗X˜ϕ∗Y˜ϕ(p˜), ϕ∗Z˜ϕ(p˜)〉g = 〈∇ϕ∗X˜ϕ∗Y˜ , ϕ∗Z˜〉g(ϕ(p˜)) .
Similarly, we have the following “symmetric" argument:
〈Y˜ , ∇˜∗
X˜
Z˜〉g˜(p˜) = 〈ϕ∗Y˜ ,∇ϕ∗X˜ϕ∗Z˜〉g(ϕ(p˜)) .
Since (∇,∇∗) is g-conjugate pair of connection on S, we have for each p˜ ∈ S˜:
〈∇ϕ∗X˜ϕ∗Y˜ϕ(p˜), ϕ∗Z˜ϕ(p˜)〉g + 〈ϕ∗Y˜ϕ(p˜),∇∗ϕ∗X˜ϕ∗Z˜ϕ(p˜)〉g = ϕ∗X˜
(
〈ϕ∗Y˜ , ϕ∗Z˜〉g
)
(ϕ(p˜)) .
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Hence:
ϕ∗X˜
(
〈ϕ∗Y˜ , ϕ∗Z˜〉g
)
(ϕ(p˜)) = ϕ∗X˜
(
〈ϕ∗Y˜ , ϕ∗Z˜〉g ◦ ϕ ◦ ϕ−1
)
(ϕ(p˜))
= ϕ∗X˜
(
(ϕ∗g)(Y˜ , Z˜) ◦ ϕ−1
)
(ϕ(p˜))
= X˜
(
〈Y˜ , Z˜〉g˜ ◦ ϕ−1 ◦ ϕ
)
◦ ϕ−1(ϕ(p˜))
= X˜〈Y˜ , Z˜〉g˜(p˜) .
Combining the above results we obtain the following:
〈∇˜X˜ Y˜ , Z˜〉g˜(p˜) + 〈Y˜ , ∇˜∗X˜ Z˜〉g˜(p˜) = X˜〈Y˜ , Z˜〉g˜(p˜) , ∀X˜, Y˜ , Z˜ ∈ E(T S˜) .
Therefore S˜ can be equipped with the induced torsion-free dualistic structure
(g˜, ∇˜, ∇˜∗) = (ϕ∗g, ϕ∗∇, ϕ∗∇∗) as desired.
Corollary 4.1. Let ϕ : S˜ → S be a local dieomorphism. Suppose S has g-conjugate
connections (∇,∇∗), and let (∇˜, ∇˜∗) := (ϕ∗∇, ϕ∗∇∗) be the inducedϕ∗g-conjugate
connections on S˜, then ϕ∗R = R˜ and ϕ∗R∗ = R˜∗. In particular if S is dually at,
then so is S˜.
Proof. Let ϕ : (S˜, g˜, ∇˜, ∇˜∗)→ (S, g,∇,∇∗) be a local isometry, where (g˜, ∇˜, ∇˜∗) =
(ϕ∗g, ϕ∗∇, ϕ∗∇∗), then by the proof of Proposition 4.1:
∇˜X˜ Y˜ = (ϕ∗∇)X˜ Y˜ = ϕ−1∗ (∇ϕ∗X˜ϕ∗Y˜ ), ∀X˜, Y˜ ∈ E
(
T S˜
)
.
Hence we have:
ϕ∗(∇˜X˜∇˜Y˜ Z˜) = ∇ϕ∗X˜∇ϕ∗Y˜ ϕ∗Z˜ ,
ϕ∗(∇˜[X˜,Y˜ ]Z˜) = ∇ϕ∗[X˜,Y˜ ]ϕ∗Z˜ = ∇˜[ϕ∗X˜,ϕ∗Y˜ ]ϕ∗Z˜ .
The above Equation is obtained by:
ϕ∗
(
∇˜X˜∇˜Y˜ Z˜
)
= ϕ∗∇˜
(
X˜, ∇˜Y˜ Z˜
)
= ∇
(
ϕ∗X˜, ϕ∗∇˜Y˜ Z˜
)
= ∇
(
ϕ∗X˜,∇
(
ϕ∗Y˜ , ϕ∗Z˜
))
= ∇ϕ∗X˜∇ϕ∗Y˜ ϕ∗Z .
For vector elds X,Y, Z ∈ E (TS):, the Riemannian curvature tensor on S is given
by:
〈R(X,Y )Z,W 〉 = 〈∇X∇Y Z,W 〉 − 〈∇Y∇XZ,W 〉 − 〈∇[X,Y ]Z,W 〉 .
Let X˜, Y˜ , Z˜, W˜ ∈ E
(
T S˜
)
. The pullback curvature tensor ϕ∗R is thus given by:
〈(ϕ∗R)(X˜, Y˜ )Z˜, W˜ 〉 = 〈∇˜ϕ∗X˜∇˜ϕ∗Y˜ ϕ∗Z˜, W˜ 〉
− 〈∇˜ϕ∗Y˜ ∇˜ϕ∗X˜ϕ∗Z˜, W˜ 〉 − 〈∇˜[ϕ∗X˜,ϕ∗Y˜ ]ϕ∗Z˜, W˜ 〉
= ϕ∗(∇X∇Y Z)− ϕ∗(∇Y∇XZ)− ϕ∗(∇[X,Y ]Z)
= ϕ∗(〈R(X,Y )Z,W 〉) .
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And by symmetry, ϕ∗R∗ satises:
〈(ϕ∗R∗)(X˜, Y˜ )Z˜, W˜ 〉 = ϕ∗(〈R∗(X,Y )Z,W 〉) .
Therefore if S is dually at, meaning R = 0 = R∗, we have the following equality:
R∗ ≡ 0⇔ R ≡ 0⇔ ϕ∗R ≡ 0⇔ ϕ∗R∗ ≡ 0 .
Proposition 4.2. Let (S, g,∇,∇∗) be a dually at manifold, and let ϕ : S˜ → S be a
local dieomorphism. On dually at manifold
(
S˜, ϕ∗g, ϕ∗∇, ϕ∗∇∗
)
the induced du-
alistic structure (ϕ∗g, ϕ∗∇, ϕ∗∇∗) coincides with the dualistic structure
(
g,∇,∇∗
)
generated by D on the local pulled-back coordinates
(
θi := θi ◦ ϕ
)n
i=1
.
Proof. By Corollary 4.1 if (S, g,∇,∇∗) is dually at, then so is
(
S˜, ϕ∗g, ϕ∗∇, ϕ∗∇∗
)
.
Let (θi)ni=1 denote local∇-ane coordinates on (S, g,∇,∇∗), and let
(
θi := θi ◦ ϕ
)n
i=1
denote the pulled-back local coordinate system on S˜ via ϕ : S˜ → S.
Let
(
∂i :=
∂
∂θi
)n
i=1
denote the local coordinate frame for TS corresponding to
local ∇-ane coordinates (θi)ni=1, and let U ⊂ T S˜ denote the tangent subspace
spanned by vector elds
(
∂˜i := ϕ
−1
∗ ∂i
)n
i=1
. For i, j = 1, . . . , n, since
[
ϕ−1∗ ∂i, ϕ
−1
∗ ∂j
]
=
ϕ−1∗ [∂i, ∂j ] = 0, the vector elds
(
∂˜i := ϕ
−1
∗ ∂i
)n
i=1
commute, hence the space U ,
spanned by
(
∂˜i
)n
i=1
, is involutive. Therefore by theorem of Frobenius, U is com-
pletely integrable, hence there exists (ϕ∗∇)-ane coordinates
(
θ˜i
)n
i=1
on S˜ with
corresponding local frame
(
∂˜i
)n
i=1
.
Remark Appendix B.1. The pulled-back coordinates and the corresponding local
coordinate frame described in this fashion does not depend on the dual atness of S
and S˜. Of course, when S and S˜ are not dually at, the coordinate systems may no
longer be ∇,∇˜-ane.
Let
(
∂i := ∂∂ηi
)n
i=1
denote local coordinate frame of TS corresponding to local
∇∗-ane coordinates (ηi)ni=1. We can dene local (ϕ∗∇∗)-ane coordinates (η˜i)ni=1
on S˜ with corresponding local coordinate frame
(
∂˜i := ϕ−1∗ ∂
i
)n
i=1
. It is immediate
that
(
θ˜i
)n
i=1
, (η˜i)
n
i=1 are ϕ∗g-dual coordinates on S˜: For i, j = 1, . . . , n:
〈∂˜i, ∂˜j〉g˜ = (ϕ∗g)
(
ϕ−1∗ ∂i, ϕ
−1
∗ ∂
j
)
= g
(
ϕ∗ϕ−1∗ ∂i, ϕ∗ϕ
−1
∗ ∂
j
)
= g
(
∂i, ∂
j
)
= δji .
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Moreover, if we consider smooth pulled back coordinates
(
θi := θi ◦ ϕ
)n
i=1
and the
corresponding local coordinate frame
(
∂i
)n
i=1
:=
(
∂
∂θi
)n
i=1
on T S˜. Then we obtain
for i, j = 1, . . . , n:
∂˜i(θj) = ϕ
−1
∗ ∂i(θj ◦ ϕ)
= ∂i(θj ◦ ϕ ◦ ϕ−1) = ∂iθj = δji .
This implies for each i = 1, . . . , n, there exists a constant ci such that θ˜i = θi + ci,
which in turn implies ∂˜i = ∂i for all i = 1, . . . n.
Recall from Section 4.1.1 Equation (4): the divergence function D generated by
the induced potential function ψ˜ in the local pulled-back coordinates
(
θi
)n
i=1
:
D : S˜ × S˜ → R+
(p˜, q˜) 7→ D(p˜, q˜) = ψ˜(p˜) + ψ˜†(q˜)− 〈θ(p˜), η(q˜)〉 ,
where ψ˜† is a smooth function on S˜ representing the Legendre-Fréchet transform-
ation of ψ¯ with respect to the pair of g˜-dual local coordinates
(
θi
)n
i=1
, (ηi)
n
i=1 on
S˜.
Let g denote the Hessian metric generated byD, then gij
∣∣
p˜
:= gDij
∣∣∣
p˜
. By denition
and the above arguments g˜ij |p˜ = ∂˜i∂˜jψ˜ = ∂i∂jψ˜ = −∂
1
i ∂
2
jD = g
D
ij
∣∣∣
p˜
for i, j =
1, . . . , n, hence g˜ = g.
Let
(
∇D,∇D∗
)
denote pair of g˜-dual connections dened by D. We now show(
∇˜, ∇˜∗
)
=
(
∇,∇∗
)
. Let X˜, Y˜ , Z˜ ∈ E
(
T S˜
)
and p˜ ∈ S˜, the following is satised
by construction:
X˜〈Y˜ , Z˜〉g˜ = 〈∇˜X˜ Y˜ , Z˜〉g˜ + 〈Y˜ , ∇˜∗X˜ Z˜〉g˜
X˜〈Y˜ , Z˜〉g = 〈∇X˜ Y˜ , Z˜〉g + 〈Y˜ ,∇
∗
X˜ Z˜〉g .
Since g˜ = g, the two equations are equal. For x ∈ S˜, let
(
∂i = ∂˜i
)n
i=1
denote the
local frame of TpS˜, and let X˜ = ∂˜i = ∂i, Y˜ = ∂˜j = ∂k , and Z˜ = ∂˜k = ∂k then:
〈∇˜X˜ Y˜ , Z˜〉g˜ + 〈Y˜ , ∇˜∗X˜ Z˜〉g˜ = 〈∇X˜ Y˜ , Z˜〉g + 〈Y˜ ,∇
∗
X˜ Z˜〉g
= 〈∇˜∂˜i ∂˜j , ∂˜k〉g˜ + 〈∂˜j , ∇˜∗∂˜i ∂˜k〉g˜ = 〈∇∂i∂j , ∂k〉g + 〈∂j ,∇
∗
∂i∂k〉g
= 0 + 〈∂˜j , ∇˜∗∂˜i ∂˜k〉g˜ = 0 + 〈∂j ,∇
∗
∂i∂k〉g
Since ∂˜i = ∂i for all i, and g˜ = g, we have for all p˜ ∈ S˜:
〈∂˜j , ∇˜∗∂˜i ∂˜k〉g˜ = 〈∂˜j ,∇
∗
∂˜i ∂˜k〉g˜ , ∀i, j, k .
Therefore ∇˜∗ = ∇∗, and by symmetry
(
∇˜, ∇˜∗
)
=
(
∇,∇∗
)
. Furthermore, we can
determine the explicit expression of the Christoel symbols of the induced connection
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∇∗ = ∇˜∗ = ϕ∗∇∗ at p˜ ∈ S˜ in pulled-back coordinates (θi = θi ◦ ϕ)ni=1 as follows.
Let x ∈ S be an arbitrary, and let p˜ := ϕ(p) = ϕ−1(p) ∈ S˜, then the Christoel
symbols coincide:
Γ˜∗ijk
∣∣∣
p˜
= ∂i∂j∂kψ˜(p˜) = ∂ig˜jk(p˜)
= ∂˜ig˜jk(p˜) =
(
ϕ−1∗ ∂i
)
g˜jk(p˜)
= ∂i
(
gjk ◦ ϕ ◦ ϕ−1
)
(ϕ(p˜)) = Γ∗ijk
∣∣
p
.
Appendix C. Proofs of Lemma 5.2
Lemma 5.2. Let f : M → N be a local dieomorphism between manifolds M,N .
Then there exists local orientation-preserving dieomorphism f˜ : M → N .
Proof. Since f : M → N is a local dieomorphism, the pushforward f∗ : TpM →
Tf(p)N is a linear isomorphism for all x ∈ M . Since f∗ is a linear isomorphism, the
determinant of the matrixDf is non-zero: detDf 6= 0. If f is orientation-preserving,
then there’s nothing left to prove. Hence we will now assume f is orientation revers-
ing, in other words: detDf < 0.
Let
(
x1, . . . , xn
)
denote local coordinates in M , let f denote coordinate repres-
entation of f , then we can write:
f
(
x1(p), . . . , xn(p)
)
=
(
f1(x), . . . , fn(x)
)
,
where x :=
(
x1(p), . . . , xn(p)
)
.
Choose a ∈ [1, . . . , n], and let f˜ : M → N denote the dieomorphism from M
to N dened by the following coordinate representation:
f˜
(
x1(p), . . . , xn(p)
)
=
(
f1(x), . . . , fa+1(x), fa(x), . . . , fn(x)
)
.
In other words, we dene f˜ by swap the ath and a+ 1th coordinates of f . The
matrix representation of f˜∗ in standard coordinates is thus given by:
Df˜ = I ′ ·Df ,
where I ′ is the matrix given by:
I ′ =

Ia−1
0 1
1 0
In−(a+1)
 ,
where Ik is the identity matrix of the dimension k, the sub-matrix
[
0 1
1 0
]
is located
at the (a, a)th to the (a+ 1, a+ 1)th position of I ′, and the rest of the entries are all
zero. Since detDf < 0, this means detDf˜ = detI ′ · detDf = −1 · detDf > 0.
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