We obtain a dispersive long-time decay in weighted energy norms for solutions of the Klein-Gordon equation in a moving frame. The decay extends the results of Jensen, Kato and Murata for the equations of the Schrödinger type. We modify the approach to make it applicable to relativistic equations.
Introduction
In this paper, we establish a dispersive long time decay in weighted energy norms for the solutions to 1D Klein-Gordon equation in a moving frame with the velocity v Ψ(t) = AΨ(t)
( 1.1) where
with m > 0, and |v| < 1. For s, σ ∈ R, we denote by H s σ = H s σ (R) the weighted Agmon-Sobolev spaces [1] , with the finite norms
We assume that V (x) is a real function, and
for some β > 5. Then the multiplication by V (x) is bounded operator H We consider the "nonsingular case" in the terminology of [9] , when the truncated resolvent of the operator −∆ + γ 2 V (x), γ = 1/ √ 1 − v 2 is bounded at the edge point ζ = 0 of the continuous spectrum. In other words, the point ζ = 0 is neither eigenvalue nor resonance for the operator − ∆ + γ 2 V (x) (1.3)
By definition (see [9, page 18]) the point ζ = 0 is the resonance if there exists a nonzero solution ψ ∈ L for initial data Ψ 0 = Ψ(0) ∈ F σ with σ > 5/2, where P c is a Riesz projection onto the continuous spectrum of the operator A. The decay is desirable for the study of asymptotic stability and scattering for the solutions to nonlinear hyperbolic equations. Let us comment on previous results in this direction. The decay of type (1.4) in weighted norms has been established first by Jensen and Kato [6] for the Schrödinger equation in the dimension n = 3. The result has been extended to all other dimensions by Jensen and Nenciu [4, 5, 7] , and to more general PDEs of the Schrödinger type by Murata [9] .
The Jensen-Kato-Murata approach is not applicable directly to the relativistic equations. The difference reflects distinct character of wave propagation in the relativistic and nonrelativistic equations (see the discussion in [8, Introduction] ).
In [8] the decay of type (1.4) in the weighted energy norms has been proved for the 1D KleinGordon equation with v = 0. The approach develops the Jensen-Kato-Murata techniques to make it applicable to the relativistic equations. Namely, we apply the finite Born series and convolution. Here we extend the result [8] to the case v = 0.
Our paper is organized as follows. In Section 2 we obtain the time decay for the solution to the free modified Klein-Gordon equation and state the spectral properties of the free resolvent.. In Section 3 we obtain spectral properties of the perturbed resolvent and prove the decay (1.4).
Free equation
Here we consider the free equation with zero potential V (x) = 0:
where
Spectral properties
For t > 0 and Ψ 0 = Ψ(0) ∈ F 0 , the solution Ψ(t) to (2.1) admits the spectral Fourier-Laplace representation
with any ε > 0, where θ(t) is the Heaviside function, R 0 (λ) = (A 0 − λ) −1 for Re λ > 0 is the resolvent of the operator A 0 . The representation follows from the stationary equation
is continuous bounded function of t ∈ R with the values in F 0 by the energy conservation for the equation (2.1). Hence,Ψ + (λ) = −R 0 (λ)Ψ 0 is analytic function in Re λ > 0 with the values in F 0 , and bounded for Re λ > ε. Therefore, the integral (2.2) converges in the sense of distributions of t ∈ R with the values in F 0 . Similarly to (2.2),
Let us calculate the resolvent R 0 (λ). We have
In the Fourier space we obtain
Taking the inverse Fourier transform, we obtain the resolvent
where R 0 (λ) is the operator with the integral kernel
which is well defined since the denominator in (2.5) does not vanish for Re λ > 0. Denote
we have
Denote by L(B 1 , B 2 ) the Banach space of bounded linear operators from a Banach space B 1 to a Banach space B 2 . Formulas (2.8) implies the following properties of R 0 (λ):
. ii) For λ ∈ Γ, the convergence (limiting absorption principle) holds
, where
iv) The asymptotics (2.11) can be differentiated two times:
Proof. We prove the properties ii) and v) since other properties follow directly from (2.8).
Step i) First, we prove the convergence (2.10). The norm of the operator R 0 (λ) :
−σ is equivalent to the norm of the operator
The norm of the latter operator does not exceed the sum in k, k = 0, 1, of the norms of operators
According (2.8) and (2.9),
The estimate implies that Hilbert-Schmidt norms of operators (2.15) is finite. For λ ∈ Γ and x, y ∈ R, there exists the pointwise limit
by the Lebesgue dominated convergence theorem, hence (2.10) is proved.
Step ii) Now we prove the decay (2.14). It suffices to verify the case s = 0 since R 0 (λ) commutes with the operators ∇ s with arbitrary s ∈ R. For k = 0 and l = 0, 1, 2 the decay (2.14) follows obviously from (2.8). In the case k = 0 and l = −1 the decay follows from the identity
Namely, using (2.14) with l = 0 and l = 1, we obtain
In the case k = 0 the bounds (2.14) follow similarly by differentiating (2.8).
Formula (2.4) and Lemma 2.1 imply
ii) For λ ∈ Γ, the convergence (limiting absorption principle) holds
iii) The asymptotics hold
iv) The asymptotics (2.18) can be differentiated two times:
Denote by G v (t) the dynamical group of equation (2.1).
Corollary 2.3. For t ∈ R and Ψ 0 ∈ F σ with σ > 1/2, the group G v (t) admits the integral representation
where the integral converges in the sense of distributions of t ∈ R with the values in F −σ .
Proof. Summing up the representations (2.2) and (2.3), and sending ε → 0+, we obtain (2.22) by the Cauchy theorem and Corollary 2.2.
Time decay
For the integral kernel of the operator G v (t) we have
where J 0 is the Bessel function. The relation (2.23) implies the Huygen's principle for the group
Also, the relation (2.23) implies the energy conservation for the group G v (t). Namely, for
In particular, this gives that
The entries of the matrix G b (z, t) admit the bounds
The group G v (t) slow decays, like t −1/2 . We will show that G b (t) = Op[G b (x − y, t)] is only term responsible for the slow decay. More exactly, in the next section we will prove the following basic proposition Proposition 2.4. The decay holds
The following key observation is that (2.25) contains just two frequencies ±µ which are the edge points of the continuous spectrum. This suggests that the term G b (t) with "bad decay" t −1/2 should not contribute to the high energy component of the group G v (t) and the high energy component of the group G v (t) decays like t −3/2 . More precisely, let us introduce the low energy and high energy components of G v (t):
where l(ω) ∈ C ∞ 0 (R) is an even function, l(ω) = 0 if |ω| > |µ| + 2ε, and l(ω) = 1 if |ω| ≤ |µ| + ε with an ε > 0, and h(ω) = 1 − l(ω).
Proof. We deduce asymptotics (2.30) from Proposition 2.4.
Step i) Let Ψ 0 ∈ F σ . Denote
dt and so on. By (2.27)
Step ii) Let us consider the second summand in the last line of (2.31). By (2.25) the vector functionΨ + b (iω) is a smooth function for |ω| > |µ| + ε, and ∂
Step iii) Finally, let us consider the third summand in the last line of (2.31). Introducing the function L(t) such thatL(λ) = l(iλ), we obtain 1 2π 
Proof of Proposition 2.4
Let us fix an arbitrary ε ∈ (|v|, 1). Denote ε 1 = ε − |v|. For any t ≥ 1 we split the initial function Ψ 0 ∈ F σ in two terms, 
,t , i = 1, 2 can be estimated similarly. Therefore,
and (2.37)-(2.39) imply that
Step ii) Denote by ζ the operator of multiplication by the function ζ(|x|/t), where ζ = ζ(s) ∈ C ∞ 0 (R), ζ(s) = 1 for |s| < ε 1 /4, ζ(s) = 0 for |s| > ε 1 /2. Obviously, for any k, we have
Since 1 − ζ(|x|/t) = 0 for |x| < ε 1 t/4, then by the energy conservation and (2.35), we obtain (2.26 ) and the Cauchy inequality imply, similarly (2.38), that
Hence, we obtain
,t , i = 1, 2 can be estimated similarly. Hence,
and (2.41) -(2.42) imply
Step iii) Finally, let us estimate ζG r (t)Ψ ′ 0,t . Let χ t be the characteristic function of the ball |x| ≤ ε 1 t/2. We will use the same notation for the operator of multiplication by this characteristic function. By (2.36), we have
The matrix kernel of the operator ζG r (t)χ t is equal to
Well known asymptotics of the Bessel function [10] imply the following lemma, which we prove in Appendix.
Lemma 2.6. For any ε ∈ (|v|, 1) the bounds hold
Since ζ(|x|/t) = 0 for |x| > ε 1 t/2 and χ t (y) = 0 for |y| > ε 1 t/2 then G ′ r (x − y, t) = 0 for |x − y| > ε 1 t = (ε − |v|)t. Hence, (2.45) imply that
The norm of the operator ζG r (t)χ t : F σ → F −σ is equivalent to the norm of the operator
The norm of the later operator does not exceed the sum in k, k = 0, 1 of the norms of operators
The bounds (2.46) imply that the Hilbert-Schmidt norms of operators (2.47) do not exceed C(ε)t −3/2 since σ > 5/2. Hence, (2.35) and (2.44) imply that
Finally, (2.43) and (2.48) imply
Proposition 2.4 is proved.
3 Perturbed equation
Perturbed resolvent
Now we consider the resolvent of the perturbed equation. We use the formula
By (2.4) we have
Similarly (2.6)-(2.7), we obtain
whereR(ζ) = (−∆ + ζ + V γ 2 ) −1 is the resolvent of the Schrödinger operator −∆ + V γ 2 .
Spectral properties
To prove the long time decay for the perturbed equation, we first establish the spectral properties of the generator. ; ii) For λ ∈ Γ, the convergence holds
, uniformly in |λ| ≥ |µ| + r for any r > 0.
Proof.
Step i) The statement i) follows from Lemma 2.1-i), the Born splitting
and the Gohberg-Bleher theorem [2, 3] since V R 0 (λ) is a compact operator in L 2 for λ ∈ C \ Γ.
Step ii) The convergence (3.6) follow from (2.10) by the Born splitting (3.7) if 
which follows from (2.7).
Formula (3.3) and Proposition 3.1 imply
High energy decay
Lemma 3.3. For k = 0, 1, 2, s = 0, 1 and l = −1, 0, 1 with s + l ∈ {0, 1} the asymptotics hold
with σ > 1/2 + k.
Proof. The decay follows from formula (3.5) and the known decay of Schrödinger resolventR(ζ) (see [1, 6, 9, 8] ).
Corollary 3.4. For k = 0, 1, 2 and σ > 1/2 + k the asymptotics hold
The resolvents R(λ) and R 0 (λ) are related by the Born perturbation series
where Σ is the set of eigenvalues of the operator A. An important role in (3.11) plays the product W(λ) := VR 0 (λ)V. Now we obtain the asymptotics of W(λ) for large λ.
Lemma 3.5. Let k = 0, 1, 2, and the potential V satisfy (1.2) with β > 1/2 + k + σ where σ > 0. Then the asymptotics hold
Proof. Asymptotics (3.12) follow from the algebraic structure of the matrix
since (2.14) with s = 1 and l = −1 implies that
Low energy expansions
Proposition 3.6. The asymptotics hold
First we prove the boundedness of the resolvent near the points ±µ.
Lemma 3.7. Let the conditions (1.2) and (1.3) hold. Then the families {R(±µ + ε) : ±µ + ε ∈ C \ Γ, |ε| < δ} are bounded in the operator norm of L(F σ , F −σ ) for any σ > 3/2 and sufficiently small δ.
Proof. Let us consider the equation for eigenfunctions of operator A with eigenvalues λ = ±µ:
From the first equation we have π = −(v∇ ∓ µ)ψ. Then the second equation becomes
Hence, the condition (1.3) implies that Ψ = 0. Similarly, (1.3) implies that the equation AΨ = ±µΨ has no nonzero solutions Ψ ∈ F −1/2−0 . Then the required boundedness of the resolvent near the points ±µ follows similarly to [9, Theorem 7.2 ] .
This lemma implies that the operators (1 + R 0 (λ)V)
and in L(F σ , F σ ) respectively for |λ ∓ µ| < δ, λ ∈ C \ Γ. Now we prove more detailed asymptotics Lemma 3.8. The asymptotics hold
Proof. The asymptotics (2.18) implies
Hence, the boundedness R(λ), (1 + R 0 (λ)V) −1 and (1 + VR 0 (λ)) −1 at the points λ = ±µ in corresponding norms imply the asymptotics (3.15). Corollary 3.9. i) The asymptotics hold
ii) For any f ∈ F σ with σ > 3/2
Proof of Proposition 3.13. Taking into account the identities
we obtain from (2.20) and (3.16)-(3.17) the asymptotics (3.13) for the derivatives. The asymptotics (3.13) for R(λ) follows by integration of asymptotics for R ′ (λ). Proposition 3.13 is proved. 
Time decay
Our main result is Theorem 3.11. Let conditions (1.2) and (1.3) hold. Then
with σ > 5/2, where P j are the Riesz projections onto the corresponding eigenspaces.
Proof. Corollaries 3.2 and 3.4 and Proposition 3.6 imply similarly to (2.22) , that
where P j Ψ 0 := 1 2πi |λ−λ j |=δ R(λ)Ψ 0 dλ with a small δ > 0, and low and high energy components are defined by
where l(iλ) and h(iλ) are defined in Section 2.2. We analyze Ψ l (t) and Ψ h (t) separately.
Low energy component
We prove the desired decay of Ψ l (t) using a special case of Lemma 10.2 from [6] . We consider only the integral (3.19) over (µ, µ + 2iε). The integral over (−µ − 2iε, −µ) is dealt with in the same way. Denote by B a Banach space with the norm · .
Due to (3.13), we can apply Lemma 3.12 with ω = −iλ,
High energy component
Let us substitute the series (3.11) into the spectral representation (3.20) for Ψ h (t):
We analyze each term Ψ hk , k = 1, 2, 3 separately.
Step i) The first term Ψ h1 (t) = G h (t)Ψ 0 by (2.29). Hence, Theorem 2.5 implies that
Step ii) Now we consider the second term Ψ h2 (t). Denote h 1 (ω) = h(ω) (we can assume that h(ω) ≥ 0 and h 1 ∈ C ∞ 0 (R)). We set
It is obvious that for Φ h1 the inequality (3.21) also holds. Namely,
Further, the second term Ψ h2 (t) can be written as a convolution. where the integral converges in F −σ with σ > 5/2.
Applying Theorem 2.5 with h 1 instead of h to the integrand in (3.22) , we obtain that
where σ ′ ∈ (5/2, β − 5/2). Therefore, integrating here in τ , we obtain by (3.22) that Ψ h2 (t) F −σ ≤ C(1 + |t|) −3/2 Ψ 0 Fσ , t ∈ R, σ > 5/2
Step iii) Let us rewrite the last term Ψ h3 (t) as Ψ h3 (t) = 1 2πi 
