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Abstract
First-principles investigations of III-nitride
bulk and surface properties
Cyrus Eduard Dreyer
The III-nitride semiconductors, including AlN, InN, GaN, and BN have been demon-
strated as technologically exciting materials for a wide range of device applications. With
band gaps that span the visible range, GaN, InN, and InGaN alloys are used for high
efficiency light emitting diodes for general lighting, as well as laser diodes for optical
storage. The wide gaps, large band offsets, and polarization fields in AlN, GaN, and
AlGaN alloys are promising for high-frequency, high-power transistors with applications
in power conversion and radio frequency amplifiers.
Despite the plethora of attractive material parameters of the III-nitride materials
there are several issues that significantly limit the efficiency of devices and range of pos-
sible applications. In this study, we use first-principles electronic structure calculations
to explore several of these properties relevant to understanding growth, processing, and
device design.
Arguably the most detrimental issue in this material system is the lack of widely
available, cost-effective substrates for the growth of films and devices. Heteroepitaxy,
as well as the lattice mismatch between the layers of different III-nitride alloys in het-
x
erostructures, results in residual stresses in films and devices. Such stress will alter the
electronic structure of the materials, so it is necessary for device design to be able to
quantify these effects. We explore the influence of strain on the effective mass of carriers
in GaN and AlN, a parameter that is tied to the conductivity. In addition, films under
tensile strain can crack if the strain energy is sufficient. We explore the propensity for
AlN, GaN, and AlGaN to crack on different crystallographic planes.
There has been significant work done to overcome the issue of residual strains in III-
nitride films, both through the growth of bulk crystals for substrates, and the growth
of structures such as nanowires that avoid many of the thickness and alloy-content lim-
itations of epitaxial layers. Also, selective area growth followed by lateral overgrowth
techniques is used to produce high-quality GaN for laser applications. In all of these
cases, growth involves multiple growth planes, and the resulting morphologies will be
determined by the relative growth rates of the planes present. One of the fundamental
parameters that determines the stability and growth rate on a given plane is the abso-
lute surface energies of that plane. Calculations of such surface energies are extremely
challenging; we have succeeded in obtaining such values, for the first time, for the most
technologically important planes in GaN.
Finally, residual stresses contribute to a piezoelectric polarization moment in the III-
nitrides in the most common growth direction, and even in the absence of such strain,
the wurtzite crystal structure has a spontaneous polarization moment. Polarization dif-
xi
ferences between layers of heterostructures allow for strong carrier confinement and the
formation of two dimensional electron gas (2DEG) with high densities at AlGaN/GaN
interfaces, exploited in high electron mobility transistors (HEMTs). The effect of polar-
ization can also be detrimental, for example causing the quantum confined Stark effect
in quantum wells of light emitting diodes (LEDs). In both HEMT and LED devices,
accurate values of the magnitudes of the spontaneous and piezoelectric polarization con-
stants are required for a fundamental understanding and design of III-nitride devices.
We have discovered that the set of spontaneous polarization coefficients that has been
widely used for device design and analysis suffers from inconsistencies in the choice of
reference structure, and have derived a new reliable and accurate set of constants to
describe the polarization properties of III-nitrides. We discuss the results in the context
of experimental observations.
Professor Chris G. Van de Walle
Dissertation Committee Chair
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Chapter 1
Introduction
1.1 The III-nitrides: A new semiconductor
revolution
A semiconductor is a material with a band gap, in which the conductivity can be
tuned by doping, gating, temperature, strain, or other methods. Semiconductors are
the primary building block of electronic devices including transistors, light emitters,
solar cells, and sensors. By far, the semiconductor that has been most important in the
development of electronic devices has been silicon, which is the material that makes up
the quintillions of transistors that power modern computation. The success of Si has
mainly been a result of exquisite control of defects and processing allowing the growth of
1
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near-perfect crystals, the tuning of the electronic structure through strain engineering,
and the efficacy of doping to make highly conductive layers.
However, there are several aspects of Si that limit its possible applications. The band
gap is indirect, which precludes it as a possible material for optoelectronics because of
its poor radiative recombination efficiency. Also, the band gap is around 1.1 eV,1 which
limits the fields that it can sustain and still be insulating, which is an issue for high-
power, high-frequency transistor applications.
To overcome these material limitations, there has been significant work on compound
semiconductors, traditionally involve elements from group-III and group-V (III-V) of the
periodic table (GaP, InP, GaAs, GaSb, and so on) or group II and group IV (II-IV) (ZnO,
CdTe, ZnS, etc.)1 These materials have a diverse set of properties including indirect and
direct band gaps of various sizes.
Of all of the possible combinations, compounds with a group III metal (B, Al, Ga,
or In) and nitrogen have been demonstrated as outstanding materials with technolog-
ically exciting properties. The III-nitrides have seen widespread commercial success;
in contrast to Si and many other compound semiconductors (notably GaAs), this suc-
cess has been in spite of highly defective material and relatively poor understanding of
the fundamental materials properties. This makes the III-nitrides a distinctly different
semiconductor revolution, in which understanding has lagged behind rapid commer-
cialization. Also, this makes the III-nitrides a system with many interesting scientific
2
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questions whose answers have significant impact to what is already a multi-billion-dollar
industry.
1.1.1 Basic properties of III-nitrides
AlN, GaN, and InN have the wurtzite (wz) (space group P63mc) structure in their
ground state.1 The ground state of BN is a hexagonal (h) layered material, similar to
graphite (space group F43m), though it can exhibit the zincblende (zb) (F 4¯3m) phase
at high temperatures.2 Also, because of the interest in BN alloyed with GaN or AlN,3
the properties of wz-BN are important to determine how dilute alloys will behave.
A schematic of the wz structure is shown in Fig. 1.1. Each unit cell has two nitrogen
atoms and two cations. The u parameter indicated in Fig. 1.1 is an internal parameter,
meaning that it can take on different values without altering the unit cell or point
symmetry. We see that wz is hexagonal in the c plane and is polar (alternating layers
of cations and ions) perpendicular to the c plane with “ABABAB....” stacking. When
III-nitride device heterostructures are grown, the most common growth direction is the
c direction.
Most traditional semiconductor materials are cubic (Si and Ge have the diamond
structure and GaAs, InP, etc. are zb); the difference in structure has significant conse-
quences for the properties and applications. The reduced symmetry in the c direction
compared to cubic structures results in polarization moments in that direction that can
3
Chapter 1. Introduction
c 
a 
N 
Ga 
u 
(a) (b) 
a 
Figure 1.1: Ball-and-stick model of GaN in the wurtzite structure. (a) Side view
illustrating structural parameters and (b) top view illustrating hexagonal structure in
the c plane.
4
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be beneficial or detrimental to devices,4 and will be discussed at length in Chapter
4. Also, this reduced symmetry causes difficulties in defining surface energies of the
inequivalent N- and Ga-terminated c planes, which will be discussed in Chapter 3.
For reference, we list structural parameters and band gaps for GaN, AlN, InN, and
BN in Table 1.1. The details of how the “HSE” columns are calculated are expanded
upon in Section 1.2.4, and experimental data is provided where available.
1.1.2 Nitrides for light emitters
The most widespread application of III-nitride materials to date is for optoelectronics.
GaN-based light-emitting diodes (LEDs) are a multi-billion-dollar industry based on
applications including high-efficiency general lighting and as backlights for displays. In
addition, III-nitride laser diodes (LDs) are used in high density optical storage, and open
the door for exciting applications in lighting and projector technology.
As we see from Table 1.1, AlN, GaN and InN have direct band gaps ranging from
6.1 eV for AlN, to 3.5 eV for GaN, to 0.7 eV for InN. In principle, since they also have
the same ground-state structure, these materials can be alloyed together to access any
band gap in between; therefore, alloys could be made that absorb and emit light from
6.1 eV [203 nm wavelength, middle ultraviolet (UV)] to 0.7 eV (1770 nm wavelength,
near infrared). Only using InN and GaN, InGaN alloys have band gaps which cover
the visible part of the electromagnetic spectrum. However, in practice, the large lattice
5
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Table 1.1: Parameters for the III-nitrides calculated with HSE (Section 1.2.4) com-
pared with experimental data.
Property HSE (this work) Exp.
GaN a (A˚) 3.205 3.1895
c (A˚) 5.200 5.1855
u 0.377 0.3776
Eg (eV) 3.496 3.510
5
AlN a (A˚) 3.099 3.1125
c (A˚) 4.959 4.9825
u 0.382 0.3826
Eg (eV) 6.044 6.250
5
InN a (A˚) 3.587 3.5455
c (A˚) 5.762 5.7035
u 0.380 –
Eg (eV) 0.646 0.780
5
wz-BN a (A˚) 2.52 2.557–9
c (A˚) 4.17 4.20-4.237–9
u 0.374 –
Eindirectg (Γ→ K) (eV) 6.46 –
Edirectg (near-Γ) (eV) 10.13 –
h-BN a (A˚) 2.50 2.50–2.5210
c (A˚) 6.85 6.65–6.6810
Eindirectg (∼ H→∼ M) (eV) 5.65 3.8–5.911–15
Edirectg (K) (eV) 6.21 (M), 6.08 (K) 5.2–5.97
11–15
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mismatch between InN and GaN (about 12%) results in poor miscibility,16 and limits
the experimentally achievable alloys. Commercially, high-efficiency blue and violet (low
In content) LEDs and LDs are now widespread, and are used to pump phosphors to
produce white light. Currently, there is significant work to improve efficiency of devices
in the green part of the spectrum (higher In content) in an attempt to remove the
need for phosphors to make white light (direct mixing of light from red, green, and
blue LEDs), as well as open the door for highly efficient red-green-blue LD displays.17
Moving to AlGaN alloys opens up the possibility for light emitters in the deep UV,
which have applications in even higher density optical storage, water purification, general
disinfection, and spectroscopy.
In addition to simply accessing a wide range of wavelengths through alloying, the
fact that the III-nitride materials share the wz structure allows the growth of thin-film
heterostructures. The huge range in accessible band gaps (and band offsets) allows the
engineering of heterostructures for a wide range of devices. Carriers can be confined in
quantum wells with barriers for efficient light emission. Also light can also be confined
with cladding layers of different refractive indexes, allowing laser structures to be grown.
Finally, a key property of GaN is that it can be doped n- and p-type, meaning that,
depending on the impurity atoms added, it can conduct via electrons or holes. This
means that pn junctions can be fabricated to inject both holes and electrons into the
quantum wells, where they can recombine to emit light. The feasibility of “ambipolar
7
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doping” is a rare quality for a wide-band-gap semiconductor, and necessary for high-
efficiency light emitters.
1.1.3 Nitrides for transistors
In addition to optoelectronics, another promising application of III-nitride materials
is for high frequency, high power transistors for devices such as microwave- and radio-
frequency amplifiers, and power electronics for switching between alternating and direct
current.18 The large band gaps of GaN and AlGaN alloys result in significantly higher
breakdown voltages than in traditional devices based on Si/Ge, InP, or GaAs.18 As
with optoelectronic devices, the significant band-gap difference between AlN and GaN
(and their shared wurtzite ground state) means that heterostructures with AlGaN or
AlInN barriers confining carriers to GaN channels can be grown.18 Again, because of the
possibility to dope GaN n- and p-type, these carriers can be electrons or holes, which
allows the fabrication of bipolar transistors (involving n and p material),19 increasing
the range of possible applications. GaN also has relatively high conductivity compared
to other wide-band-gap materials such as SiC.18
Another property of III-nitrides that is advantageous for the fabrication of electronic
devices is the fact that the materials have large spontaneous and piezoelectric polariza-
tion moments due to the reduced symmetry of the wurtzite structure (discussed in detail
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in Chapter 4). These result in electric fields in heterostructures which can be used to
enhance carrier confinement.
1.1.4 Overcoming the limitations in the III-nitride system:
Motivation for better understanding
Despite the plethora of attractive material parameters of the III-nitrides there are
several issues that significantly limit the efficiency of devices and range of possible appli-
cations. Arguably the most detrimental issue is the lack of widely available, cost-effective
substrates for the growth of films and devices.20 Despite the significant advances in bulk
GaN growth,21 most III-nitride devices are grown heteroepitaxially on sapphire, SiC, or
Si. Lattice and thermal-expansion-coefficient mismatch between the substrate and the
III-nitride film, as well as other processes such as island coalescence,22 result in resid-
ual stresses in the films. In addition, the significant lattice mismatch between GaN,
InN, and AlN results in strain between layers of heterostructures. Because strain energy
increases with thickness23 and mismatch strain increases with alloy concentration, III-
nitride device designs are limited in the thickness and alloy-content of barriers, cladding
layers, and quantum wells. Therefore the range of possible wavelengths of optoelectronic
devices is reduced significantly from the range expected by the band gaps. Also the ef-
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ficiency of LDs is reduced due to less optical confinement, and the carrier confinement
and two-dimensional electron gas (2DEG) density in transistors is bounded.
Stress will alter the electronic structure of the materials, so it is necessary to be
able to quantify these effects for accurate device design. In Chapter 2 we explore the
influence of strain on the effective mass of carriers in GaN and AlN, a parameter that
is tied to the conductivity of the material. This work has been published in Ref. 24.
Residual stresses also degrade material quality. Dislocation concentrations of up to
108–1010 cm−2 are common (compared to the near-perfect Si and GaAs films with less
than 104–106 cm−2, see Ref. 25). In addition, films under tensile strain can crack if
the strain energy is sufficient. We explore the propensity for AlN, GaN, and AlGaN to
crack on different crystallographic planes in Chapter 3. This work is in preparation to
be published in Ref. 26.
Significant work has been done to overcome the issue of residual strains in III-nitride
films. As mentioned above, the growth of bulk crystals for substrates using techniques
such as hydride vapor phase epitaxy (HVPE), ammonothermal growth,21 and sodium
flux growth27 is showing rapid progress. Also, selective area growth (SAG) followed by
lateral overgrowth by HVPE is being used to produce high-quality GaN for laser appli-
cations.25 Similarly, several growth techniques including SAG have been used to create
structures such as nanowires that avoid many of the thickness and alloy-content limita-
tions of epitaxial layers and can be grown dislocation-free on nonnative substrates.28 In
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all of these cases, growth involves multiple growth planes, and the resulting morphology
will be determined by the relative growth rates of the planes present. One of the funda-
mental parameters that determines the stability and growth properties on a given plane
is the absolute surface energy of the plane. In Chapter 3 we report calculations of such
surface energies for the most technologically important planes in GaN. This work has
been published in Ref. 29.
As mentioned previously, the relatively low symmetry in the c direction in the
wurtzite structure results in polarization moments in that direction. The residual stresses
discussed above will contribute to a piezoelectric polarization moment, but even in the
absence of such strain, wurtzite crystals have spontaneous polarization moments in the
c direction.4 Polarization differences between layers of heterostructures allow for strong
carrier confinement and the formation of 2DEGs with high densities at AlGaN/GaN
interfaces, exploited in high electron mobility transistors (HEMTs).30 The effect of po-
larization can also be detrimental; for example causing the quantum-confined Stark effect
in quantum wells of LEDs, which reduces radiative recombination rates and shifts the
emission wavelength.31 In both HEMT and LED devices, accurate values of the mag-
nitudes of the spontaneous and piezoelectric polarization constants are required for a
fundamental understanding and design of III-nitride devices, as discussed in Chapter 4.
This work is in preparation for publications.32
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1.2 Methods for determining properties of
III-nitride materials from first principles
The properties of any solid-state system are determined, to a large extent, by the
electronic structure of the valence electrons; these electrons participate in bonding and
determine the electronic, elastic, and magnetic response of a material. The tools that
we will use to explore the properties of III-nitride materials are first-principles electronic
structure calculations based on density functional theory (DFT). The idea behind “first
principles” (also referred to as ab initio) calculations is to start from the governing
equation in (nonrelativistic) solid-state physics, the Schro¨dinger equation, and solve for
the electronic structure and materials properties. In principle, this means that no em-
pirical parameters are necessary, and the techniques can not only be used to explain
and interpret experimental observations, but also to make predictions about systems
and properties for which there is no experimental data available. In practice, however,
a number of simplifications and assumptions must be made in the process of the cal-
culations, some of which benefit from experimental input. These will be described in
detail below. The discussion below is far from complete, however; the interested reader
is referred to the reading list in Appendix A.
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1.2.1 The many-body problem
One of the interesting aspects of solid-state physics is that the microscopic equation
(many-body Schro¨dinger equation) that governs the macroscopic behavior of a system
of electrons and nuclei, is known. Neglecting relativistic effects and the influence of
magnetic fields, we can write it as (in Hartree atomic units)33[
− 1
2
∑
i
∇2i +
1
2
∑
i 6=j
1
|ri − rj| −
∑
i,I
ZI
|ri −RI | −
∑
I
1
2MI
∇2I
+
1
2
∑
I 6=J
ZIZJ
|RI −RJ |
]
Ψ({ri}, {Ri}; t) = i∂Ψ({ri}, {Ri}; t)
∂t
,
(1.1)
where lower-case subscripts denote a given electron, upper-case subscripts denote a given
nucleus, the r’s are the electron positions, the R’s are the nuclear positions, MI is the
nuclear mass, and Z is the nuclear charge. The first term on the left-hand side of
Eq. (1.1) is the kinetic energy operator for the electrons, the second term is the coulomb
interaction between electrons, the third term is the potential energy from the electron-
nuclei interaction, the fourth term is the kinetic energy of the nuclei, and the final
term represents the interactions between the nuclei. The properties of the system are
determined by solving for the wave function Ψ. The solution to Eq. (1.1) will determine
the material’s atomic structure, whether it is metallic or insulating, its conductivity,
whether or not it is superconducting, and so on.
Commonly, the so-called Born-Oppenheimer (BO) approximation is applied, where
we take MI → ∞; this means that the kinetic energy of the nuclei goes to zero, so
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the nuclei are treated classically.33 Therefore, for the quantum-mechanical problem, the
nuclei are treated as a fixed external potential and the electronic structure is determined
for this fixed potential. Once the electronic structure is known, forces on the atoms can
be determined using the Hellmann-Feynman theorem, and the atomic structure can be
optimized. If the influence of the vibrational properties of the ions on the electronic
structure is important, it is usually added using perturbation theory in the electron-
phonon coupling.33
The total energy is the expectation value of the Hamiltonian
E =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 = 〈Tˆ 〉e + 〈Vˆ 〉ee + 〈Vˆ 〉eI (1.2)
where we have written the electron kinetic energy operator [first term in Eq. (1.1)] as Tˆ
and the potential energy operators as Vˆ , where the subscript designates the interaction, e
for electron and I for ions. With the BO approximation, the nuclei-nuclei and electron-
nuclei interactions [third and fourth term in Eq. (1.2)] are given simply by classical
electrostatics. The relative simplicity of Eqs. (1.1) and (1.2) conceals the fact that
finding a solution is computationally intractable for more than a handful of electrons
and nuclei, too few to describe most properties of bulk materials. Significant difficulty
is due to the electron-electron interaction term, for which, as we see from Eq. (1.1), the
number of of terms increases rapidly with number of electrons, significantly complicating
the task of solving the Schro¨dinger equation.
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1.2.2 Density functional theory
DFT is a method used to make this problem of calculating the electronic structure
of a many-body systems computationally tractable. The basic idea behind DFT is to
treat the electron density, instead of the explicit electron wave functions, as the defining
variable of the system. Of course, the electron density, n(r), is related to the many-body
wave function through the relation
n(r) =
1
N
〈Ψ({ri})|
N∑
i=1
δ(r− ri)|Ψ({ri})〉. (1.3)
where N is the total number of electrons.
Hohenberg and Kohn34 proved that all (ground- and excited-state) properties of a
system in a given external potential are uniquely defined by the ground-state density
of the system. This is not obvious since one might imagine that information about the
system is lost when the integral 〈Ψ|Ψ〉 is taken. Also, Hohenberg and Kohn proved the
additional theorem that for any external potential, there exists an energy functional of
density, E[n(r)], whose global minimum (over all n that represent N electrons) is the
ground-state energy of the system, and the density that results in this functional being
minimized is the exact ground-state density.34
The Hohenberg-Kohn theorems put DFT on a solid theoretical basis by showing
rigorously that the (ground-state) electron density is sufficient to describe any property
of a system. Even without any further considerations, the idea of dealing with the
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density instead of the wave functions is an attractive one. Each many-body wave function
depends on the positions of all the electrons in the system, meaning that for N electrons,
it has 3N variables. Imagine solving for such a wave function numerically on a grid of
M ×M ×M points and storing the solution. You would have to store M9N values of
Ψ({ri}). Therefore, even storing the solution (assuming you could solve the many-body
Schro¨dinger equation) becomes prohibitively expensive for even a handful of electrons.
For example, a wave function of 10 electrons on a 10×10×10 grid (assuming it takes
one byte to store the value of Ψ for a single grid point and one of the three position
coordinates of a single electron) it would take 1078 terabytes to store the wave function.
If we consider the density, however, n(r) only has three spatial variables for any number
of electrons; solving on the grid requires storing only 3M3 values, which scales much
more favorably for a large number of electrons. For the example of 10 electrons on a
10×10×10 grid, storing the wave function would only require three kilobytes.
Though in principle the density treatment is attractive, the Hohenberg-Kohn theo-
rems do not give any practical information about how to obtain the ground-state density
of a system, or what E[n(r)] might look like. It is far from obvious how to cast Eq. (1.2)
in terms of densities. These practical details were explored in a subsequent publication
by Kohn and Sham (KS).35 In KS-DFT, the many-body-interacting system of electrons
is replaced by an auxiliary system of noninteracting particles in an effective potential
chosen such that it reproduces the ground-state density of the many-body system.
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Starting from this ansatz, we attempt to write an energy functional of density for
such a system in terms of single particle wave functions ψ(r). Below we suppress explicit
spin indices to avoid cluttering the notation. The derivation will follow that outlined in
Ref. 33. The density for N single-particle wave functions is given by
n(r) =
N∑
i=1
|ψi(r)|2. (1.4)
From simple quantum mechanics, the kinetic energy of i single-particle wave functions
is (in Hartree atomic units)
T se =
1
2
N∑
i=1
∫
dr|∇ψi(r)|2, (1.5)
where we have designated it with “s” for “single particle” to differentiate it from the
full many-body kinetic energy. Note that T se is not explicitly a functional of the density,
but of the single-particle wave functions. The kinetic energy is not a smoothly varying
function of electron density, and therefore it turns out to be difficult to construct a kinetic
energy functional of density (though, of course, it should be possible in principle). As
is shown below, this does not turn out to be an issue.
Again, since we are operating under the BO approximation, we neglect the kinetic
energy of the nuclei. Since we consider the potential of the nuclei as a fixed external
potential, we write the nucleus-electron interaction from classical electrostatics as
EeI =
∫
drVext(r)n(r), (1.6)
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and the nucleus-nucleus interaction is a constant with respect to the electron density [as
in Eq. (1.1)]
EII =
1
2
∑
I 6=J
ZIZJ
|RI −RJ | . (1.7)
We write one part of the electron-electron interaction as the Hartree energy of a classical
charge density interacting with itself
Esee =
1
2
∫
drdr′
n(r)n(r′)
|r− r′| . (1.8)
The KS energy functional is
EKS = T
s
e + E
s
ee + EeI + EII + EXC. (1.9)
Here we have introduced a new contribution to the energy, the exchange-correlation
(XC) energy EXC. This term is defined as the contribution to the total energy from any
many-body effects not included in the noninteracting kinetic energy and Hartree energy.
The cynical reader will point out that we have, up to now, made no progress; we have
simply placed all of the unknown many-body effects into a yet undefined term. However,
the form of Eq. (1.9) is actually a very useful one, as we will demonstrate below.
The idea behind the KS formulation was to produce an auxiliary, effectively non-
interacting system with the same ground-state density as the many-body treatment.
According to the Hohenberg-Kohn theorems, the density that minimizes the exact en-
ergy density functional is the exact many-body ground-state density; therefore we min-
imize our energy functional in Eq. (1.9) with respect to the density. To do this, we
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take the functional derivative of EKS with respect to the complex conjugate of the ith
single-particle wave function
δEKS
δψ∗i (r)
=
δT se
δψ∗i (r)
+
(
δEsee
δn(r)
+
δEeI
δn(r)
+
δEXC
δn(r)
)
δn(r)
δψ∗i (r)
= 0, (1.10)
and enforce the orthonormalization constraint: 〈ψi|ψj〉 = δi,j. Note that in Eq. (1.10)
the EII term is absent since it is a constant, and its derivative with respect to the wave
functions is zero. The functional derivatives of the energies in the parentheses can be
converted into potentials. We can identify the functional derivative of the kinetic energy
term as
δT se
δψ∗i (r)
= −1
2
∇2ψi(r). (1.11)
Also, the derivative of the density with respect to the conjugate of the ith wave function is
simply that wave function, ψi(r). If we use the Lagrange multiplier method to implement
the orthonormality condition, the minimization Eq. (1.10) can be written as(
−1
2
∇2 + V spee + VeI + VXC
)
ψi(r) =
(
−1
2
∇2 + VKS
)
ψi(r) = iψi(r), (1.12)
where we have written the functional derivatives above as potentials, V . We see that for
each single-particle wave function, we have a single-particle Scho¨dinger equation (called
a Kohn-Sham equation) with an effective KS potential chosen such that the sum of the
solutions to Eq. (1.12) for all i gives the exact, many-body ground-state density. Of
course, the equations above demonstrate that VKS also depends on the density; therefore
a solution to Eq. (1.12) must be solved selfconsistently.
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1.2.3 Traditional forms for the exchange-correlation potential
and the band-gap problem
In principle, Eq. (1.12) will give the exact ground-state density. However, nowhere in
the analysis did we define the so called XC potential, VXC. In fact, there is no known form
for the exact VXC. Kohn and Sham did provide an approximate version for VXC called
the local density approximation (LDA).35 V LDAXC approximates the XC at a given point
r as that of the uniform electron gas with the same density as the KS density n(r) at r.
The XC potential for the uniform electron gas can be calculated exactly using quantum
Monte Carlo techniques, and tabulated with respect to density. Therefore, it is a simple,
local (only depending on the density at a given point), smooth function of the density.
LDA has been amazingly successful at capturing many properties of many materials, and
is attractively intuitive and simply parametrized.36,37 Further developments, called the
generalized gradient approximation (GGA), included terms dependent on the gradient
of the density to try to better capture the difference between the homogeneous electron
gas and the inhomogeneities of a real material.38
One of the most significant problems with LDA and GGA is that they significantly
underestimate the band-gap of insulators (given by the energy difference between the
highest occupied single-particle state and the lowest unoccupied), often by 50 % or
more. This so-called “band-gap problem” brings up the subtle issue of the meaning of
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the eigenvalues and eigenfunctions of the KS equation. All that was guaranteed by the
derivation above was that the KS ground-state density and total energy correspond to the
exact many-body ground-state density and total energy (for an exact VXC); there was no
mention of the eigenvalues or even the single-particle wave functions having any physical
significance. It can be shown that the highest occupied eigenvalue correctly gives the
negative ionization energy,39 but the others do not represent the true energies for adding
or removing electrons from the system. However, it has been shown empirically, and by
adding quasiparticle interaction perturbatively,40 that the single-particle eigenvalues are
a good approximation to the true quasiparticle energies of the electrons in a solid.
Even if we trust that the single-particle wave functions and eigenvalues have some
physical significance, it is still unclear that the band gap is physical since it is an ex-
cited state property. Of course, the Hohenberg-Kohn theory states that any excited
state properties can be determined from the ground-state density, but again, in the KS
analysis, all that we are guaranteed is the correct ground-state density and there is no
obvious practical way to take advantage of Hohenberg-Kohn and obtain the excited state
properties from this density. We make the assumption that for a macroscopic material
(which is essentially infinite on the scale of the atoms and electrons), the neutral exci-
tation of a single (or very few) electrons is an infinitesimal perturbation to the system.
Therefore, we consider the electronic structure of such an excited system as basically
21
Chapter 1. Introduction
that of the ground state, with the excited electron occupying the lowest unoccupied
conduction-band wave function.
1.2.4 Hybrid functionals
We now return to the band-gap problem. If we assume that a better XC approxima-
tion will give us a closer result to the true quasiparticle band structure, the task is to
improve VXC. An attempt at a more accurate functional is the concept of hybrid func-
tionals, initially developed by Becke.41 The idea initiates from a form of the XC energy
that results from adiabatic connection theory,42 where a system of noninteracting parti-
cles (charge neutral) is slowly transitioned to a fully interacting system by adiabatically
increasing the charge:
EXC =
∫ 1
0
VXC(γ)dγ, (1.13)
where γ is the charge of the particles and VXC is the exact XC potential. The lower limit
of the integral, VXC(λ = 0), is the interaction of a system of uncharged particles, and
corresponds to the Hartree-Fock “exact” exchange energy of the system.41 This energy
is given by
EHFX = −
1
2
∑
i,j,σ
∫
drdr′ψ∗i,σ(r)ψ
∗
j,σ(r
′)
1
|r− r′|ψj,σ(r)ψi,σ(r
′) (1.14)
where the sum goes over a single spin σ. This term looks very similar to the Hartree
energy described above for KS theory (for a single spin), though because the integral
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over r′ involves both ψi and ψj (the terms are “exchanged” compared to the Hartree
energy), it cannot be expressed in terms of densities.
The γ = 1 limit corresponds to the fully interacting system, which we have approxi-
mated previously with LDA or GGA. Therefore, even though we do not know the exact
form of VXC, we can see (from the mean value theorem) that a better approximation to
the integral than LDA/GGA alone is some linear combination of Hartree-Fock exchange
and LDA exchange and correlation.41 The XC energy in these hybrid functionals is given
by
EXC = αE
HF
X + (1− α)ELDA/GGAX + ELDA/GGAC , (1.15)
where α is an adjustable “mixing” parameter.
In this work we use the hybrid functional developed by Heyd, Scuseria, and Ernzer-
hof43 (HSE), which has a second parameter, σ that screens the long-range part of the
Hartree-Fock exchange
EXC = αE
HF,SR
X (σ) + (1− α)EGGA,SRX (σ) + EGGA,LRX (σ) + EGGAC , (1.16)
where the Hartree-Fock exchange is now replacing only the short-range exchange of the
GGA XC. [Specifically, the GGA functional developed by Perdew, Burke, and Ernzer-
hof38 (PBE) is used for the GGA XC part of HSE.]
In general, hybrids provide an improved description of the electronic structure of
semiconductors and isolators, including parameters such as effective masses and the po-
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sition of semicore states in the band structure, compared to LDA/GGA.44 Arguably the
main benefit is that they produce much more accurate gaps for insulators and semicon-
ductors.45 The gap in a given material has an approximately linear dependence on the
α parameter in Eq. (1.16). The default value for HSE is 0.25,46 but there is no good
reason why it should be constant for all materials. Often, in the course of the work
reported here, we use different values of α to obtain experimentally accurate band gaps.
Beyond the empirical success of hybrids, the specific reasons for the improvement
in the band gaps is subtle. Without getting into too many details, we consider a few
properties of such functionals that assist intuitive understanding. From a completely
naive perspective, Hartree-Fock theory tends to overestimate band gaps and LDA/GGA
underestimates band gaps, so one would expect combining the two meets in the middle.
This, however, does not account for the accuracy of band gaps over a large range of
materials, even without tuning the mixing parameter. A more careful analysis revels
two qualitative aspects of hybrids that play a role in their correction to the electronic
structure.
First, as mentioned above, the Hartree-Fock exchange functional involves the wave
functions explicitly as opposed to the density. Also mentioned above, the XC functional
was expected to be a discontinuous function because part of it was derived from the
missing many-body contribution to the kinetic energy. LDA and GGA are smoothly
varying functions with density, and one of the main reasons for the band-gap problem is
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the lack of a “derivative discontinuity,” where the XC energy should increase discontinu-
ously when a band (such as the highest lying valence band) is filled and a separate band
(such as the lowest lying conduction band) begins to be occupied. Such discontinuity
suggests that a smoothly varying function of the density is not sufficient to capture
the energy of gaps in the electronic structure; it would be expected that explicit use of
the wave functions would better capture the discontinuous behavior as different bands
become occupied.
The second issue with LDA and GGA that hybrids influence is the self-interaction
error. Consider the Hartree energy in Eq. (1.8); we can write it out explicitly in terms
of single-particle wave functions (now including spin)
Esee =
1
2
∑
i,j,σi,σj
∫
drdr′ψ∗i,σi(r)ψ
∗
j,σj
(r′)
1
|r− r′|ψi,σi(r)ψj,σj(r
′). (1.17)
We see that the term in the sum where i = j is the interaction between the charge
density of a state with itself. In Hartree-Fock, this term is exactly cancelled for each i
by the exchange term [Eq. (1.14)]. This spurious self interaction causes LDA and GGA
to over-delocalize the charge density, or spuriously favor charge densities that are more
delocalized. Adding in some amount of Hartree-Fock exchange partially cancels the self
interaction. This partial cancellation of the self interaction also allows hybrid functionals
to better describe the energetics of localized systems where self interaction is significant.
25
Chapter 1. Introduction
The above discussion is only an intuitive guide. In practical terms, hybrid function-
als have been shown to well describe the electronic and atomic structure of III-nitride
materials.44,47,48 The increased accuracy does come at a computational cost as the cal-
culation of the Hartree-Fock exchange results in an increase in computation time for a
given calculation by about an order of magnitude. Even so, the HSE functional can be
applied to systems of order 100 atoms in the nitrides, which is often sufficient to cap-
ture macroscopic properties when we take into account the periodic nature of crystalline
systems.
1.2.5 Practical aspects of density functional theory
calculations
The above discussion dealt with general theoretical aspects of DFT and hybrid DFT;
here I will make a few comments on important aspects of running practical calculations
that will be referenced throughout the document. All DFT calculations were carried
in the Vienna ab initio simulations package (VASP).49 The XC functionals used were
PBE-GGA38 and HSE,46 as discussed above.
The first practical aspect of solving the KS equation numerically is that we must
choose a basis set in which to parametrize the wave functions. The basis set is chosen
for numerical convenience depending on the application; for our calculations, we expand
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the wave functions in plane waves. This choice has several advantages for the types
of calculations that we perform. Checking convergence of the basis set is simple since
the accuracy of the expansion increases monotonically with the highest-energy plane
wave included, specified by an energy cutoff parameter. This is not the case with all
basis sets; increasing the size of a gaussian basis set, for example, does not guarantee
systematic convergence,33 complicating convergence checks. Also, integrals with plane
waves are relatively simple to perform numerically using fast Fourier transforms. One
issue with a plane wave basis set, however, is that the number of plane waves necessary
to describe a rapidly varying potential, such as that of atomic nuclei and core electrons,
is prohibitively large. This is overcome by replacing the wave functions of the core
electrons and nuclei with a more smoothly varying “pseudopotential” that reproduces
all of the long-range behavior of the full, all-electron potential. In our calculations we
use the Projector Augmented Wave (PAW)50 method to generate such pseudopotentials.
Because of the use of plane waves, all of our calculations are performed under periodic
boundary conditions in all directions. This is beneficial for bulk calculations, as it allows
the simulation of a macroscopic solid (practically infinite on the scale of atoms) with a
relatively small unit cell. Systems with lower dimensional periodicity, such as surfaces,
nanowires, isolated point defects, or individual molecules can also be calculated under
periodic boundary conditions, where calculations are performed on“supercells” that are
larger than the primitive unit cell of the material, and can include vacuum. If enough
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vacuum and/or bulk material is included, supercells will spatially isolate structures (such
as surfaces or point defects) from their periodic images, avoiding spurious interactions.
With plane waves and periodic boundary conditions, the KS equation can be solved
efficiently in reciprocal space. Many quantities of importance, such as the total energy,
therefore, can be expressed as a sum over k vectors in the first Brillouin Zone (BZ) of
the unit cell. The computation time scales with the number of k vectors at which the
wave functions need to be calculated; therefore it is important to find the lowest number
of k-points to calculate that will give the required accuracy. A naive idea would be to
calculate over a regular grid in k-space, but we can do a lot better than that. It was
shown, first by Baldereschi51 and later by Chadi and Cohen52 and Monkhorst and Pack
(MP)53 that for a given number of k-points, we can take advantage of the symmetry
of the system to determine which k-points will give us the best approximation to a
full integration over the BZ. Therefore, we simply have to define a mesh of points in
three dimensions, and using the MP procedure, choose the k vectors to give the highest
accuracy BZ integration for a given mesh density.
1.3 Conclusions
The III-nitrides are a technologically exciting class of materials for applications in
light emitters and electronics. Motivated by the necessity for a better understanding
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of the fundamental material properties, we have performed first-principles calculations
based on DFT on bulk and supercells of AlN, GaN, InN, and BN. DFT is a powerful tool
to calculate the electronic structure of solid-state systems in a computationally tractable
way. In order to obtain accurate parameters such as band gaps we have used the HSE
hybrid functional in this study, which provides a better approximation to the exact XC
energy compared to traditional functionals such as LDA and GGA. In the following
chapters, we will outline the methods, results, and interpretations of these calculations.
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The effect of strain on the effective
mass of GaN and AlN
As mentioned in Chapter 1, III-nitride films are often subject to residual stresses
from lattice mismatch or other sources. The electronic and transport properties of semi-
conductors can be significantly altered by applying stress. Carrier-mobility enhancement
with tensile stress is well characterized in Si, and this effect is exploited in the design of
Si-based transistors.54
Recent experiments on high electron mobility transistors (HEMTs) based on Al-
GaN/GaN heterostructures indicate an increase of 25% in sheet electron density, and
an enhancement as large as 20% in the electron mobility with 0.16% tensile strain un-
der applied biaxial stress55 (see Section 2.1). The authors speculated that the increase
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in mobility resulted from a decrease in the electron effective mass due to strain. This
hypothesis motivated us to examine the variation of electron effective mass with strain
in GaN and AlN by performing state-of-the-art first-principles calculations. We also
provide an interpretation of our results in the context of k · p theory (explained in
Section 2.2) and show that the variation of the interband momentum matrix elements
with strain needs to be taken into account to produce accurate trends. Our approach
illustrates the power of combining first-principles DFT calculations with semi-empirical
k · p modeling.
In this Chapter we will make a few brief comments on stress and strain (Section 2.1),
give an overview of k ·p theory (Section 2.2), and then present our results for the effect
of strain on the electronic structure of GaN and AlN [Section 2.3, reprinted excerpt with
permission from Ref. 24, copyright (2013) AIP Publishing].
2.1 Stress and strain in epitaxial III-nitrides
In general, for small deformations from equilibrium of a crystal lattice, the stress (σ)
and strain () are related by the symmetric fourth-rank elasticity tensor, cijkl:
4
σij = cijklkl. (2.1)
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To make the notation more compact, we use Voigt notation to express this as a second-
order tensor:4
ij = 11 22 33 23, 32 13, 31 12, 21
⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓
α = 1 2 3 4 5 6
(2.2)
For hexagonal lattices (such as wurtzite), the tensor has five independent components:4
σ1
σ2
σ3
σ4
σ5
σ6

=

c11 c12 c13 0 0 0
· c11 c13 0 0 0
· · c33 0 0 0
· · · c44 0 0
· · · · c44 0
· · · · · 1
2
(c11 − c12)


1
2
3
4
5
6

. (2.3)
In the linear elastic regime, stress and strain can be used interchangeably, with
the understanding that they are directly proportional. However, care must be taken
differentiating between stress and strain states. For example, the hydrostatic strain
is defined as 1 = 2 = 3, which is not necessarily the same as hydrostatic stress:
σ1 = σ2 = σ3 if the material is not isotropic (meaning c11, c22, and c33 are not all equal).
Also, there is always a difference between biaxial stress (σ1 = σ2, σ3 = 0) and biaxial
strain (1 = 2, 3 = 0), even for isotropic materials. Biaxial stress is a commonly
occurring stress state in psuedomorphically grown epitaxial films, whereas biaxial strain
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is difficult to achieve experimentally (though can be done in first-principles calculations
and may be useful for calculating deformation potentials56).
In the discussion below we use the intuitive notation that α = 1 → x, α = 2 → y,
and α = 3→ z.
2.2 k · p for exploring strain effects on electronic
structure
An important tool for modeling the strain effects on band structures is the so-called
k · p method. In the context of III-V semiconductors (wurtzite and zincblende), k · p
usually refers to the specific semi-empirical parametrization that is outlined at the end
of this section. However, the method is very general and based simply on perturbation
theory applied to periodic lattices.
For periodic crystals, the external potential and all terms in the Hamiltonian have
to be commensurate with the translational symmetry of the crystal. We know from
Bloch’s theorem57 that the eigenfunctions for a translationally invariant Hamiltonian
can be written in the form
ψ(k, r) = exp(ik · r)u(k, r), (2.4)
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where k is a wave vector of the crystal momentum, and the function u(k, r) is peri-
odic with the lattice periodicity. The wave vector k is related to the eigenvalue of the
translation operator in the j direction, Tj, given by exp(ik · aj) = Tj, where aj is the
corresponding lattice vector. If we substitute this form of the wave function into the
single-particle Schro¨dinger equation with Hamiltonian Hˆ and multiply the result by
exp(−ik · r), we get the Schro¨dinger-Bloch equation:57(
Hˆ +
h¯
me
k · p + h¯
2k2
2me
)
u(k, r) = Eku(k, r), (2.5)
For each k vector, Eq. (2.5) has an infinite number of discrete solutions, forming a
complete set; therefore, Bloch lattice functions for any given value of k can be expanded
in terms of those of any other k. Specifically, we can use perturbation theory to obtain
the Bloch waves in the vicinity of k = 0 by expanding in terms of functions at k =
0.57 This can be a very useful procedure, as much of the physics of direct-band-gap
semiconductors, such as GaN, happen in the vicinity of the Γ (k = 0) point.
Taking the perturbing potential as
Wmn =
h¯
me
k · 〈um(k = 0; r)|p|un(k = 0; r)〉 = h¯
me
k · pmn (2.6)
we can write the second-order correction to the energy using nondegenerate Rayleigh-
Schro¨dinger perturbation theory57
∆En =
h¯2
m2e
∑
m6=n
|k · pmn|2
En(k = 0)− Em(k = 0) . (2.7)
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Therefore, to determine this correction, we need to calculate momentum matrix elements
pmn and energy gaps En(k = 0)− Em(k = 0) at the Γ point. If we assume cubic sym-
metry (|k · pmn|2 = k2|pmn|2) and add the k2 term from the right hand side of Eq. (2.5)
we get the dispersion of band n near Γ as
En(k)− En(0) = h¯
2k2
2me
(
1 +
2
me
∑
m 6=n
|pmn|2
En(0)− Em(0)
)
. (2.8)
Taylor expanding the energy around Γ leads to an expression for the effective mass of
band n, m∗n, as
57
me
m∗n
= 1 +
2
me
∑
m6=n
|pmn|2
En(0)− Em(0) . (2.9)
We see from this analysis that the effective mass is proportional to the band gap, and
inversely proportional to the momentum matrix element. We will discuss this further in
Section 2.3.2.
A very useful version of the k · p formalism was developed by Kane58 for the case
of zincblende III-V semiconductors. The so-called Kane model uses a degenerate per-
turbation theory expansion with four basis functions corresponding to the three highest
valence bands, which are derived from the anion p states, and the lowest conduction
band, which is derived from the cation s states. The generalization for wurtzite III-
nitrides is trivial59,60 since the same four bands make up the valence-band maximum
and conduction-band minimum at the Γ point. We express the basis functions based on
the states they are derived from (S for cation s states and X,Y , and Z for the anion px,
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py, and pz) as
|iS〉, 1√
2
|X + iY 〉, 1√
2
|X − iY 〉, |Z〉. (2.10)
We can therefore construct a 4× 4 Hamiltonian, neglecting spin and spin-orbit coupling
H4×4 =
h¯2k2
2m0
+

Ec − P2√2(kx + iky) P2√2(kx − iky) P1kz
− P2√
2
(kx − iky) Ev + ∆cf 0 0
P2√
2
(kx + iky) 0 Ev + ∆cr 0
P1kz 0 0 Ev

, (2.11)
where Ec and Ev are the conduction- and valence-band energies, ∆cf is the crystal field
splitting, and P1 and P2 are momentum matrix elements:
P1 =
h¯2
me
〈S| ∂
∂z
|Z〉,
P2 =
h¯2
me
〈S| ∂
∂x
|X〉 = h¯
2
me
〈S| ∂
∂y
|Y 〉.
We will calculate ∆cf, P1, and P2 at Γ from first principles (though experimental data
is also often used) and solve the Hamiltonian in Eq. (2.11) to give the dispersion of the
bands around Γ.
As mentioned above, one of the useful applications of k · p is to parametrize the
effect of some strain state, ij, on the band structure. This has been derived by Bir and
Pikus.60 In their parametrization, the Hamiltonian matrix is expressed in terms of band
parameters Ai (see Ref. 60 for definitions) and deformation potentials Di, acz, and act.
60
Neglecting spin and spin-orbit coupling, the Hamiltonian and strain-dependent elements
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are
H4×4 =

Ec 0 0 0
0 F −K∗ −H∗
0 −K G H
0 −H H∗ λ

(2.12)
F = G = ∆cf + λ+ θ
λ =
h¯2
2me
[A1k
2
z + A2(k
2
x + k
2
y)] +D1zz +D2(xx + yy)
θ =
h¯2
2me
[A3k
2
z + A4(k
2
x + k
2
y)] +D3zz +D4(xx + yy)
K =
h¯2
2me
A5(kx + iky)
2 +D5(xx + 2ixy − yy)
H =
h¯2
2me
A6(kx + iky)kz +D6(zx + iyz)
Ec = E
k=0
v + ∆cf + Eg + aczzz + act(xx + yy),
where Eg is the zero-strain band gap and E
k=0
v is the valence-band maximum at Γ, also
at zero strain. The above parametrization may seem complicated, but once the band
parameters (which consist of gaps and momentum matrix elements, similar to the Kane
model) and deformation potentials are calculated, the effect of strain on gaps and disper-
sions can be included in semi-emperical calculations, such as Schro¨dinger-Poisson device
simulations, in a very straightforward and computationally efficient implementation.
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2.3 First-principles calculations of strained
GaN and AlN
Returning to the case of GaN and AlN, we have used first-principles calculations to
directly determine the effect of strain on the band dispersions, and determined the effect
of our results on the k · p parametrization described above.
The effects of stress on the band gap and valence-band structure of III-nitrides have
been thoroughly investigated, but there have been few studies on the effects of stress
on electron effective mass. Gorczyca et al.61 used density functional theory (DFT) to
study the variation of effective mass with hydrostatic pressure in InN. Svane et al.62
used quasiparticle calculations for GaN, but again focused only on hydrostatic pressure.
The DFT-HSE43,46 (Section 1.2.4) calculations are performed using theVASP code,49
implemented with projector augmented wave (PAW) potentials.50 The Ga d electrons
were frozen in the core of the pseudopotential. Tests including the Ga d electrons in
the valence indicate that our conclusions remain unaffected. The hybrid functional ap-
proach produces accurate band structures and correctly captures the effects of strain on
the band structure of nitrides.56 We have found that it also produces equilibrium effec-
tive masses in agreement with experiment (although the reported values vary over a wide
range)5 and with quasiparticle G0W0 calculations
63 (see Table 2.1). We use an energy
cutoff of 600 eV for the plane-wave basis set, a mixing parameter of 31 %, and a mesh
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Table 2.1: Equilibrium (zero-strain) electron effective mass parallel and perpendicular
to the c direction in units of free electron mass compared to selected literature values.
Direction Experiment5 G0W0
63 HSE (this work)
GaN m
‖
e 0.18− 0.29 0.19 0.19
m⊥e 0.18− 0.29 0.21 0.22
AlN m
‖
e 0.29− 0.45 0.32 0.30
m⊥e 0.29− 0.45 0.33 0.32
of 6×6×4 special k-points for the integrations over the Brillouin zone of the wurtzite
primitive cell. The calculated band gaps and lattice constants are in good agreement
with experimental values (see Table 1.1).
We have studied the variation of the band gap and electron effective mass in GaN
and AlN under both hydrostatic and in-plane (i.e., perpendicular to the c direction)
biaxial stress. We approximate hydrostatic stress by imposing hydrostatic strain, i.e.,
changing the lattice parameters of the wurtzite cell equally (xx=yy=zz) and allowing
the internal structural u parameter to fully relax. The c/a ratio of the wurtzite structure
slightly decreases with increasing hydrostatic stress,64 but the effect on the band gap is
negligibly small for the relatively small strains considered here.61 For the case of biaxial
stress, the in-plane lattice parameters were changed equally, and the crystal was allowed
to relax in the c direction (xx= yy 6=zz). In this configuration, the macroscopic theory
of elasticity predicts that the strains should be related by zz=−2(C13/C33)xx. Our
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Figure 2.1: Brillouin zone of the wurtzite structure indicating high-symmetry direc-
tions. Arrows denote directions along which effective masses were calculated.
calculated values of −2C13/C33 (–0.564 for GaN and –0.571 for AlN) are within the
range of reported experimental values5 (–0.369 to –0.684 for GaN and –0.509 to –0.606
for AlN).
We determined the electron effective mass by analyzing the calculated band structure
near Γ along the A direction in reciprocal space (m
‖
e, parallel to the c direction of the
crystal) and along the M and K directions (m⊥e , perpendicular to the c direction), as
indicated in Fig. 2.1. We found the electron effective mass in the M and K directions to
be equal at zero strain, and to remain equal under the stress states explored here.
2.3.1 Effect of strain on the band gap
Figure 2.2 displays our results for the variation of band gap under imposed strain.
Hydrostatic stress causes the band gap to increase linearly under compression, with a
deformation potential ag = dEg/dlnV of −8.31 eV for GaN and −9.88 eV for AlN. These
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Figure 2.2: Dependence of band gap on in-plane strain for (a) GaN and (b) AlN under
hydrostatic and biaxial stresses. The topmost valence band is specified in the label.
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values fall within the range of reported experimental hydrostatic deformation potentials:
–7.8 to –11.8 eV for GaN and –7.1 to –11.8 eV for AlN.5
For biaxial stress, the band gap also increases with compression, but the ordering
of the topmost valence-band states is now affected. The relevant valence bands near
Γ, denoted by their symmetry character,65 are the heavy hole HH(Γ9) and light hole
LH(Γ7) bands, and the crystal-field split-off band CF(Γ7). The HH and LH bands are
degenerate because spin-orbit interaction (which is very small in the nitrides, 17.3 meV
for GaN and 21.7 meV for AlN, Ref. 44) is not included here.
For GaN, the HH(Γ9) and LH(Γ7) bands are highest in energy under compressive
strain. Under tensile biaxial stress the CF(Γ7) band becomes the highest-lying valence
band. This leads to a kink between the linear regions in the band-gap-versus-strain plot
[Fig. 2.2(a)], consistent with experimental observations.66 The variation of band gap with
volume (dEg/dlnV ) for biaxial stress is −10.90 eV for the energy gap between the CF(Γ7)
valence band and the conduction band, and −4.29 eV for the energy gap between the
HH(Γ9)/LH(Γ7) valence band and the conduction band. In unstrained AlN, the highest
energy band is the CF(Γ7) band, and it remains the topmost valence band over the entire
strain range explored here [Fig. 2.2(b)], consistent with experimental observations.67 For
AlN under biaxial stress, dEg/dlnV = −15.76 eV. Values of dEg/dlnV calculated here
are within 8 % of the values derived from calculations in Ref. 56.
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2.3.2 Effect of strain on the effective mass
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Figure 2.3: Dependence of effective mass on in-plane strain for (a) GaN and (b) AlN,
for hydrostatic as well as biaxial stress. The parallel (m‖) and in-plane (m⊥) directions
are indicated in Fig. 2.1.
Figure 2.3 shows the variation of the electron effective mass with strain in GaN and
AlN. For the case of hydrostatic stress, tensile strain causes the effective mass parallel
and perpendicular to the c direction to decrease linearly in both GaN and AlN. The
calculated variation of the effective mass with volume (i.e., under hydrostatic stress)
for GaN, expressed as dlnm∗/dlnV , is −1.7 for m⊥e and −1.8 for m‖e. These values are
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in good agreement with those calculated by Svane et al.62 using the quasiparticle, self-
consistent GW approach: −1.8 for m⊥e and −1.9 for m‖e. For AlN we find dlnm∗/dlnV
is −1.1 for m⊥e and −1.2 for m‖e. For the case of biaxial stress, tensile strain causes m⊥e
in GaN and AlN to decrease at a similar rate as in the case of hydrostatic stress, while
m
‖
e increases with tensile strain.
Implications for k · p
We examine this unexpected variation of m
‖
e with strain by employing the k · p
formalism of Section 2.2.59,60 Under the quasi-cubic approximation and neglecting the
effects of other bands and spin-orbit coupling, the electron effective mass in the k · p
formalism can be expressed as:59
m0
m
‖
e
' 1 + E‖
Eg + ∆cr
, (2.13)
and
m0
m⊥e
' 1 + E⊥
Eg
, (2.14)
where E‖ and E⊥ are the so-called Kane parameters. These are related to the in-
terband momentum matrix elements as follows: E‖ = 2m0 |〈CF |pˆ‖|CB〉|2 and E⊥ =
2
m0
|〈HH|pˆ⊥|CB〉|2 = 2m0 |〈LH|pˆ⊥|CB〉|2, where CB denotes the conduction-band wave
function.58 This model is usually applied by fitting the Kane parameters to experimental
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Figure 2.4: Dependence of Kane parameters on strain for (a) GaN and (b) AlN under
hydrostatic and biaxial stress.
or calculated data. Past applications of the model have assumed that the Kane param-
eters are constant, i.e., that they do not depend on strain. Here we find that there is a
distinct variation with strain, and we explicitly determine the parameters by calculating
the momentum matrix elements between the wave functions for the conduction band
and the three highest valence bands at different strains. The results are shown in Fig.
2.4.
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In the case of hydrostatic stress we find that the Kane parameters vary only slightly
as a function of strain; therefore, according to Eqs. (2.13) and (2.14), the change in
effective mass is dominated by the change in Eg, leading to the often-invoked trend that
effective mass decreases with decreasing band gap (and thus with increasing hydrostatic
stress, Fig. 2.3). In the case of biaxial stress, however, the Kane parameters change
significantly with strain, with E‖ and E⊥ exhibiting opposite trends. This explains the
opposite behavior in m
‖
e and m⊥e under biaxial stress, observed in Fig. 2.3. Therefore,
for k · p to correctly capture the strain dependence of the effective mass in GaN and
AlN, the effect of strain on the momentum matrix elements must be taken into account.
We can use our HSE-calculated gaps and strain-dependent Kane parameters in the
k · p formalism outlined in Section 2.2, and compare the strain dependence with direct
fitting of the HSE dispersion shown in Fig. 2.3. We see that the trends with strain in
Fig. 2.3 are captured correctly in Fig. 2.5 , though the absolute values of the effective
masses and the anisotropy in effective mass are underestimated. To explain this, we
consider the effects of additional bands beyond the 8x8 formalism (Section 2.2) within
second-order nondegenerate perturbation theory. The interaction between the conduc-
tion band with other bands will change the conduction band’s (inverse) effective mass
by a factor57
∆
m0
m∗e
=
|pmn|2
En(0)− Em(0)
, (2.15)
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Figure 2.5: Dependence of effective mass on in-plane strain according to k · p theory
with the gaps and strain-dependent effective masses taken from experiment. (a) GaN
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(m⊥) directions are indicated in Fig. 2.1.
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where the subscript n denotes the conduction band, and E(0) denotes the energy at the
Γ-point. Therefore, interactions with additional valence bands will result in a positive
∆m0
m∗e
, and therefore a decrease in m
∗
e
m0
. We find that the lower-lying valence bands have
negligible matrix elements and can be neglected. Interactions with additional conduc-
tion bands results in a negative ∆m0
m∗e
, which would increase m
∗
e
m0
. The matrix elements
between the lowest conduction band and higher lying empty bands can be significant,
and neglecting their effect causes the underestimation of magnitudes of the effective
masses by 8x8 k · p theory.
Implications for HEMT devices
The calculated change in effective mass as a function of strain can be used to estimate
the effect of strain on the electron mobility. For parabolic bands in the semiclassical
model of conduction, the in-plane conductivity is given by68
σ⊥ =
ne2τ
m⊥e
, (2.16)
where n is the number of carriers per unit volume and τ is the relaxation time, or the
average time between scattering events. The electron mobility is given by the relaxation
time divided by the effective mass. The in-plane mass, m⊥e , decreases with tensile strain
at a rate of around 5 % for a strain of xx = 0.01. If all other variables in Eq. (2.16)
are kept constant, this corresponds to an increase in mobility of less than 1%, over an
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order of magnitude too small to explain the increase in mobility reported in Ref. 55
based on measurements of strained HEMTs. The variation in effective mass with strain
is therefore clearly not the main contributor to the reported change in mobility. Such
an enhancement, therefore, would require a substantial change in τ due to strain effects
on scattering mechanisms in the two-dimensional electron gas. These effects are beyond
the scope of the present study.
Hole effective masses
For GaN, the determination of the hole effective masses from the HSE dispersions
requires extra care since the three highest valence bands are close to each other in energy,
and the character of the highest valence band changes with strain. Therefore, a very
dense mesh of k-points near the crossings is necessary to distinguish between bands and
provide accurate values of the curvature, or some type of band decomposition (based on
Wannier functions) is needed. Here we present the influence of strain on the in-plane
masses for the valence bands of GaN for reference. For the reasons just mentioned, there
is considerable scatter in the data, but an overall downward trend with tensile strain is
discernible.
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Figure 2.6: Dependence of m⊥ hole effective mass on biaxial strain for the three
highest valence bands in GaN.
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2.4 Conclusions
We have systematically studied the effect of strain on the effective mass of AlN
and GaN using first-principles techniques based on hybrid density functional theory.
Hydrostatic tensile stress causes a linear decrease of both m⊥e and m
‖
e. Biaxial stress
also results in a linearly decreasing m⊥e , but m
‖
e increases linearly. An examination of
the 8×8 k · p formalism shows that this behavior is caused by the strain dependence
of the momentum matrix element between the valence and conduction bands, which is
substantial for biaxial stress states. Our results show that the change of effective mass
with stress cannot account for the changes in mobility reported in Ref. 55.
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Surface energies and cracking in
III-nitrides
The surface energies of different planes in a crystal determine the equilibrium mor-
phology69 and equilibrium growth rate in the direction normal to each plane.70 Absolute
surface energies are therefore key to understanding and optimizing growth processes of
bulk or epitaxial films. In the case of III-nitrides, the lack of availability of bulk sub-
strates currently requires performing heteroepitaxial growth, affecting the crystal quality
and sometimes leading to facet formation or to the presence of residual strains that cause
cracking, another effect which is determined by surface energies. Processes such as selec-
tive area growth (SAG) are used to improve the quality of heteroepitaxial films,71 hydride
vapor phase epitaxy (HVPE) is employed to produce thick substrate-like films,72 and
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actual bulk growth is being explored using techniques such as ammonothermal growth73
or Na flux.27 All of these would benefit from having accurate values for surface energies.
Here we present first-principles calculations of absolute surface energies in GaN [Sec-
tion 3.1, reprinted excerpt with permission from Ref. 29, copyright (2014) American
Physical Society], and their application to critical thicknesses for cracking of AlGaN on
GaN (Section 3.2).
3.1 Absolute surface energies of GaN
from first principles
3.1.1 Overcoming computational and fundamental challenges
The fact that accurate values for nitride surface energies are not yet available is due
to two issues: (1) absolute energies for polar or semipolar planes are fundamentally
ill-defined for a crystal with low symmetry such as wurtzite (wz), as shown rigorously
in Ref. 74, and further discussed in Ref. 75; and (2) uncertainties in previously cal-
culated results due to limitations in the computational techniques. In this work, we
have overcome these problems and calculated the absolute surface energies of the polar
and nonpolar planes in GaN from first principles; we have investigated a large number
of reconstructions for bare as well as hydrogen-covered surfaces to connect to a vari-
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ety of conditions representing experimental growth by molecular beam epitaxy (MBE),
metal-organic chemical vapor deposition (MOCVD), and HVPE.
The indeterminacy of the individual surface energies for the polar surfaces is a funda-
mental problem that is intrinsic to the wurtzite crystal structure. Here we approach the
issue pragmatically by invoking the similarity between polar (0001)/(0001¯) planes in wz
and (111)/(1¯1¯1¯) planes in zincblende (zb), for which absolute surface energies can be de-
termined due to the higher symmetry of the zb crystal structure (see Fig. 3.1).74,76 Such
an approach was previously applied to CdSe.77,78 The second issue, accuracy of the com-
putational results, is addressed by our use of a hybrid functional in the first-principles
calculations based on density functional theory (DFT). This approach overcomes the
deficiencies of traditional functionals such as the local density approximation (LDA) or
generalized gradient approximation (GGA), which severely underestimate the band gap
(by as much as 50% in GaN). The band-gap error also affects the energies of surface
states within the gap,79 and when these states are occupied with electrons (which is
invariably the case for all relevant surface reconstructions) the calculated surface energy
is also affected.
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Figure 3.1: (a) Cross section of a zb-GaN triangular wedge used to determine the
energy of the (111) surface. The bottom surface is a N-terminated (001)N surface,
the other surfaces are symmetrically equivalent (111) and (1¯1¯1) surfaces. All surfaces
are passivated with fractional H atoms. (b) Cross section of the zb-GaN slab used to
determine the energy of the passivated {001} surface.
3.1.2 Methodology to obtain separate polar surface energies:
The zincblende wedge cell method
Absolute surface energies of the nonpolar {101¯0} m and {112¯0} a planes are rigor-
ously defined and accessible from slab calculations that can be performed within the
supercell approach.80 For a supercell containing a slab with n formula units, separated
by an appropriate amount of vacuum, the surface energy is obtained by subtracting
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the total energy of n formula units of bulk GaN from the total energy of the slab and
dividing by twice the total surface area (since the cell contains two identical surfaces).
GaN slabs terminated by polar planes inevitably exhibit inequivalent surfaces; a
surface energy obtained from a slab calculation therefore yields the average surface
energy of the (0001) (+c) and (0001¯) (−c) planes. In addition, spurious charge transfer
from the Ga dangling bonds on the +c to the N dangling bonds on the −c surface is likely
to occur; this problem can be avoided by passivating the bottom surface of the slab with
fractionally charged hydrogen. By keeping the structure of the bottom surface fixed,
energy differences can be determined between various reconstructions of the top surface
for a particular polar plane.80–84 This procedure yields relative energies; the absolute
surface energy of the top surface can still not be determined without knowledge of the
absolute surface energy of the passivated bottom surface.
In this work, we assume the energies of the wz passivated bottom surfaces are equal to
the energies of passivated zb (111) or (1¯1¯1¯) planes. The zb phase of GaN is energetically
similar to wz (we calculate an energy difference of 26 meV per formula unit), and the
atoms on the zb (111)/(1¯1¯1¯) planes have the same coordination and structure up to the
next-nearest neighbors of the surface atoms as the wz polar planes. In addition, the
calculated sum of the surface energies of the passivated (0001) and (0001¯) planes (a well
defined quantity) differs from the sum of the (111) and (1¯1¯1¯) surface energies by less
than 2 %. At first sight, the zb (111)/(1¯1¯1¯) planes may seem to suffer from the same
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problem as wz polar surfaces in that a slab oriented along the [111] direction exhibits
inequivalent top and bottom surfaces. However, the higher symmetry of the zb phase (in
particular, the existence of two rotation axes74) ensures that a rigorous definition of the
absolute (111)/(1¯1¯1¯) surface energy is possible,75 and a practical method was proposed
by Zhang and Wei76 based on calculations for an infinitely long wedge with triangular
cross section [Fig. 3.1(a)].
The wedge surfaces are all passivated with fractional hydrogen atoms (i.e., hydrogen-
like atoms with an electron/proton charge of 0.75e for the N-terminated face and 1.25e
for the Ga-terminated face). A similar wedge can be constructed with (1¯1¯1¯) surfaces
and a Ga-terminated (001) surface.
Isolating the surface energy of the polar zincblende {111} planes
There are four contributions to the total energy of a such a “wedge” cell containing
n formula units of GaN:
E
(111)
wedge(n) = Ebulk(n) + A
(111)σ(111)pass + A
(001)σ(001)pass +
∑
Eedges, (3.1)
where the first term is the energy associated with a corresponding number of bulk GaN
formula units, the second term is the contribution from the surface energy of the (111)
surface, the third term is the surface energy of the {001} surface, and the last term is
the contribution from the edges of the wedge.
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Assuming that the contribution to the energy from the edges is the same for differ-
ent size cells (if the cells are sufficiently large), this contribution can be cancelled by
subtracting the total energies of wedges of different sizes (here we use n = 36 and 28).
The resulting expression for a cell with (111) surfaces (Fig. 3.1) is then
E
(111)
wedge(n = 36)− E(111)wedge(n = 28)− Ebulk(n = 8)
= 2A(111)σ(111)pass + A
(001)σ(001)Npass
(3.2)
And the analogous expression for a cell with (111¯) surfaces (made by replacing the Ga
with N and vice versa in Fig. 3.1) is
E
(1¯11)
wedge(n = 36)− E(1¯11)wedge(n = 28)− Ebulk(n = 8)
= 2A(111)σ(1¯11)pass + A
(001)σ(001)Gapass
(3.3)
The contribution from the {001} surface can be determined in a straightforward way
by using a slab cell with two equivalent (Ga or N terminated) surfaces. These cells,
however, are not stoichiometric, and therefore, the additional energy required to add an
extra Ga or N surface atom must be accounted for by reference to the species’ chemical
potentials. If we assume that the GaN bulk is in thermodynamic equilibrium with a
reservoir of Ga atoms (Ga bulk) and N atoms (gas of N2 molecules), then the chemical
potentials of Ga and N are related through the expression
µGa + µN = µGaN = µGa(bulk) +
1
2
µN2 + ∆Hf , (3.4)
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where ∆Hf is the enthalpy of formation of GaN, which we calculate to be −1.3 eV. We
reference all of the chemical potentials to the energy per atom of bulk Ga, µGa(bulk). The
chemical potential of Ga is therefore limited to the range from 0 eV (equal to µGa(bulk),
Ga rich conditions) to −1.3 eV (N chemical potential equal to 1
2
µN2 , N rich conditions).
Rempel et al.78 subsequently showed that better convergence can be obtained if an
energy difference is considered between structures of the same size in which cations and
anions are interchanged, i.e., wedges terminated by (111) planes versus (1¯1¯1¯) planes.
Altogether, the difference in surface energy σ
(111)
pass − σ(1¯1¯1¯)pass is given by
σ(111)pass − σ(1¯1¯1¯)pass =
1
2A(111)
{[
E
(111)
wedge(36)− E(1¯1¯1¯)wedge(36)
]− [E(111)wedge(28)− E(1¯1¯1¯)wedge(28)]
−1
2
[
E
(001)N
slab − E(001)Gaslab
]
+
1
2
[
µN − µGa
]} (3.5)
where E
(111)
wedge(n) is the total energy of the wedge [Fig. 3.1(a)] with passivated (111)
surfaces containing n GaN formula units and E
(001)Ga/N
slab is the total energy of a slab with
(001)Ga/N surfaces [Fig. 3.1(b)]. As noted above, the sum of the polar surface energies,
σ
(111)
pass + σ
(1¯1¯1¯)
pass is easily obtained from a slab calculation, and combining that value with
Eq. (3.5) then gives the individual absolute energies for the passivated surfaces.
The absolute surface energy for a reconstructed wz polar surface is then given by
σ(0001) =
1
A(0001)
(
E(0001)(n)− Ebulk(n)− nGaµGa − nNµN − A(0001)σ(1¯1¯1¯)pass
)
, (3.6)
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where E(0001) is the total energy of a slab with the −c face passivated and the +c
face reconstructed and nGa/nN is the number of atoms added or removed to form the
reconstructed surface.
Computational parameters
The total energy calculations were performed using the HSE hybrid functional43,46
with 31 % mixing of Hartree-Fock exchange, and projector-augmented-wave50 pseudopo-
tentials as implemented in the VASP49 code. The energy cutoff of the plane-wave basis
set was set to 300 eV, with convergence checks up to 400 eV.
The wedge cells [Fig. 3.1(a)] contained 28 or 36 formula units of zb-GaN separated
by at least 15 A˚ of vacuum. A 1x1x4 Monkhorst-Pack53 k-point mesh was used for
integrating over the Brillouin zone (4 k-points in the direction along the wedge axis).
Keeping the geometry of the passivated (111)/(1¯1¯1¯) surfaces identical between the wedge
and slab cells is essential for consistency. The fractional hydrogen atoms on the wedge
surfaces were first allowed to relax with the Ga and N atomic positions fixed. The H
atoms along with the surface layer of GaN were then fixed, and the bulk-coordinated
GaN atoms were allowed to relax. These fixed surface geometries were used for the first
layer of the wz-GaN passivated bottom surfaces for the calculation of the reconstructions
on the +c and −c planes.
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The zb {001} surface-energy slab cells contained 8 bilayers of GaN, and 18 A˚ of
vacuum; the reconstructed wz slabs were 2x2 or
√
3x
√
3 unit cells by 12 bilayers of GaN
and 18 A˚ of vacuum; the a plane slab cells contained 14 bilayers of GaN and 12 A˚
of vacuum; the m plane slab cells contained 12 bilayers of GaN and 12 A˚ of vacuum.
A 4x4x1 k-point mesh was used for all slab calculations. We estimate the numerical
convergence of surface energies to be within 0.02 eV/A˚2.
3.1.3 Absolute surface energies of GaN
The results for bare surfaces are presented in Fig. 3.2. For clarity, only the lowest-
energy reconstruction for a specific surface plane at each value of µGa−µGa(bulk) is plotted
in Fig. 3.2. Those lowest-energy reconstructions for given planes are the same as those
found in previous calculations,81,84 but our results now allow comparing absolute energies
for different planes. Our calculated surface energies for the unreconstructed (but of
course relaxed) nonpolar planes agree within 9 % with values obtained using DFT-
LDA.85 For polar surfaces, we have found sizeable differences between absolute surface
energies calculated with HSE and less accurate functionals such as GGA, confirming the
importance of the use of a hybrid functional.
In order to address MOCVD, HVPE or ammonia MBE growth, we need to study
reconstructions involving hydrogen and explicitly consider free energies, both because of
the temperature and pressure dependence of the chemical potential of gaseous sources
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Figure 3.2: Absolute surface energies of GaN nonpolar and polar planes as a function
of Ga chemical potential.
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and because of entropy contributions from vibrational modes of adsorbates, which can be
sizeable due to the small atomic mass of hydrogen;86,87 the latter have been determined
as in Ref. 87.
Figure 3.3 shows the lowest-energy hydrogenated polar surface reconstructions for
T=1300 K, p=1 atm, representative of MOCVD growth conditions, and T=1000 K,
p=10−12 atm, representative of MBE growth.88 The effects of temperature and pressure
conditions that differ from these specific choices can be estimated by considering that
increasing T increases the surface energy of the hydrogenated reconstructions (mainly
due to a decrease in µH), while increasing p (increasing µH) decreases the surface energy.
The energies in Fig. 3.3 can be compared with those of the bare surfaces in Fig. 3.2
(free-energy contributions have only minor effects on the latter). We find that hy-
drogenated reconstructions significantly decrease the surface energies of the +c and −c
planes, except under very Ga-rich conditions; reconstructions are designated by the same
labels as in Refs. 87 and 88. On the other hand, reconstructing the nonpolar surfaces
with hydrogen did not lower the surface energy.86 The similarity in surface energies be-
tween the m and a planes over a wide range of conditions is consistent with observations
of similar growth rates of the planes in MOCVD and HVPE SAG.71,72,89–91
Even when considering H-containing reconstructions, the +c surface remains lower
in energy than the −c over the whole Ga chemical potential range, though this difference
is significantly reduced under N-rich conditions at 1300 K, 1 atm. On the other hand,
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Figure 3.3: Absolute surface free energies of hydrogenated GaN polar planes for
different temperature and pressure conditions, as a function of Ga chemical potential.
Hydrogenation of nonpolar surfaces does not lower the surface energy at these T and p
conditions.
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hydrogenation of the polar planes significantly alters their relative stability with respect
to the nonpolar planes (which remain bare). For MOCVD conditions, the hydrogenated
+c surface is lower in energy than the nonpolar planes over the entire chemical potential
range, and the −c plane is more stable than the nonpolar planes under N-rich conditions.
In SAG experiments, the −c plane is observed to grow much more slowly than the
+c,71,72,89 contrary to the equilibrium growth we would expect from our surface energies.
The difference could be due to kinetic factors, or possibly due to a lower-energy surface
reconstruction on the −c surface that has not yet been considered.
3.1.4 Conclusions
In summary, we have calculated absolute surface energies for nonpolar and polar
orientations of GaN, for bare and hydrogenated surfaces. The nonpolar a and m planes
are similar in energy, and their energies do not depend on the growth conditions over
a wide range of temperatures, pressures, and chemical potentials. The +c face is lower
in energy than the −c face for all conditions considered. Hydrogenation of the polar
surfaces under relevant growth conditions significantly reduces their energy, rendering
them more stable than the nonpolar planes. These results will form a sound basis for
analyzing and guiding growth of GaN with a variety of techniques, as well as providing
a framework to determine surface energies of other technologically relevant wurtzite
materials such as InN, AlN and ZnO.
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3.2 Cracking in nitrides
As mentioned previously, due to the lack of widely available bulk substrates and
lattice mismatch between layers, residual stresses are invariably present in nitride het-
erostructure devices. This is particularly problematic when the application requires thick
layers, such as for cladding layers in lasers and barriers to confine the two-dimensional
electron gas in high electron mobility transistors. As the film grows thicker, the strain en-
ergy increases until a certain “critical thickness,” where stress relaxation occurs, resulting
in a degradation in structural quality. Therefore, in order to optimize the performance
of devices, it is necessary to understand the mechanisms that govern this relaxation.
The critical thickness and the strain relaxation mechanism depend on the growth
plane of the film;92,93 while most nitride films are still grown in the polar (0001) or
(0001¯) c plane, growth on the nonpolar and semipolar planes can improve the properties
of optoelectronic devices.94 Here we consider the critical thickness for growth on the c
plane and the nonpolar {101¯0} m-and {112¯0} a planes.
The relaxation mechanism also depends on the type of strain in the film, which
varies depending on the substrate and heterostructure material. Compressive strain is
present in InN or InGaN films grown on GaN, or is due to lattice and thermal-expansion-
coefficient mismatch for GaN on sapphire. This strain can be relaxed through film delam-
ination, and will not be considered here. Tensile strain is present in AlxGa1−xN grown
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on GaN and GaN or AlxGa1−xN films grown on Si substrates due to the lattice mis-
match, and GaN or AlxGa1−xN grown on SiC due to the thermal-expansion-coefficient
mismatch. Also, tensile strain can be present in GaN films grown on sapphire caused
by island coalescence.22 Tensile strain can be relaxed by cracking.23
In principle, both tensile and compressive strain can also be relaxed plastically, by
the formation of misfit dislocations (MDs). However, the wurtzite (wz) structure of
III-nitride films limits the efficacy of plastic relaxation. In a strained film, MDs form as
a result of the glide of threading dislocations (TDs) when the shear stress resolved on a
glide plane is substantial enough to overcome the energetic penalty to form additional
dislocation length (line tension of the TD)95 and the Peierls force96 for the glide plane.
For the wz structure, the most favorable glide plane is the c plane (basal slip); however,
for films grown in the c and nonpolar planes, there is no shear stress resolved on the c
plane, so basal slip cannot occur.93 Prismatic glide on the m planes has been observed,97
though is expected to have large Peierls forces.98 In addition, it is not relevant for c plane
growth since it does not result in strain relaxation parallel to the c plane.98 Therefore,
only the pyramidal glide planes ({112¯2}, {11¯02}, or {101¯1}), which also are expected to
have high Peierls forces,98 can result in strain relaxation in c plane films.
Because of these limitations on plastic deformation, the initial stress relaxation for
films under tensile strain grown on the m- and c plane occurs through the formation of
cracks.22,92,99–108 Once cracks form, they can create local shear stresses and nucleation
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sites for the creation of MDs, further reducing stress.99,100,102,103 Therefore, the relevant
critical thickness for tensile strain relaxation in nitrides is that for the formation of
cracks.
From the Griffiths criterion, the critical thickness, hc, for a crack to propagate in a
isotropic medium under equibiaxial loading is given by23
hc =
ΓE¯
Zσ2
(3.7)
where σ is the tensile stress resolved on a given plane, E¯ is the biaxial elastic modulus,
and Γ is the fracture toughness of the material, discussed below.
In Eq. (3.7), Z is a dimensionless factor that describes the geometry of the crack.
In strained epitaxial films, small, isolated, penny-shaped “surface cracks” initially form
at flaws. These cracks require a relatively small amount of energy to develop (Z=3.951,
Ref. 23) and are stable as unconnected slits. As strain energy increases with increasing
thickness, the “channeling” process becomes activated, during which the surface cracks
extend in length and depth until they terminate at the substrate, a free surface, and/or
another channel crack. For this process, Z=1.976,23 indicating that it requires more
energy to activate.
Equation (3.7) reflects an energetic balance between strain energy density in the film
(hσ2/E¯) and the energy increase associated with a propagating crack, or the fracture
toughness, Γ. In general, Γ contains contributions due to the surface-energy increase
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when new crack-face area is created as well as the energy of plastic deformation at the
crack tip;23 such plastic deformation increases the energy necessary to propagate the
crack, so it will result in a higher fracture toughness, and therefore a larger critical
thickness. Here we assume brittle fracture; the fracture toughness in the brittle limit,
Γb, is simply given by the surface-energy increase, providing a lower bound on the true
fracture toughness.
For growth on the c plane, cracks have been observed exclusively on the nonpolar
planes,22,99–102 while for nonpolar growth, cracks are observed on the c plane.92 There-
fore, we have calculated Γb for cracks to form on the nonpolar a and m planes, as well
as the polar c planes in wurtzite GaN and AlN from first principles.
3.2.1 First-principles calculations of surface energies relevant
for cracking in AlN and GaN
The first step to calculating surface energies relevant to cracking is to determine the
morphology that is likely to be present on a given plane that is created as a result of
cleaving. As discussed in Section 3.1, atomic reconstructions on the polar and nonpolar
planes have been shown to reduce the surface energies in GaN and AlN over the ideal,
unreconstructed surface for certain conditions,84,86,109,110 which is especially important
for the polar planes, where the surface-energy reduction is significant for all conditions
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under which GaN (AlN) is stable. Therefore unreconstructed surfaces are unlikely to be
present when the crystal cleaves and do not represent the surface-energy increase as the
crack propagates.
We take into account relevant reconstructions with a very simple model of cracking
in these materials: we assume that since the cracks propagate at speeds on the order of
the Rayleigh wave speeds (∼ km/s),111 there is not enough time for atoms (either excess
Ga or N, or impurity atoms such as H) to diffuse to the crack tip either through the void
created by the crack, or along the surface of the crack face. Therefore, a given surface
formed by the crack can only reconstruct using atoms taken from the opposite surface,
or nearby (within one or two unit cells) on its own surface (see Fig. 3.4). In other
words, we have conserved the number of atoms between the two surfaces in a simulation
cell with a specific crack area (2×2 or √3 × √3 unit cells, the size of the unit cell
of typical reconstructions in nitrides84). This effectively excludes reconstructions with
Ga adlayers that were included in Section 3.1; such reconstructions have been found
to be stable under some growth conditions, but no reservoir of Ga atoms is available
during crack formation. To obtain the fracture toughness, we choose the lowest-energy
reconstructed surfaces under these stoichiometry-preserving constraints, which gives a
lower bound on the surface-energy increase as the crack propagates.
For the nonpolar planes, the surface energies are determined from slab cell calcu-
lations as in the case of the absolute surface energy calculations discussed in Section
70
Chapter 3. Surface energies and cracking in III-nitrides
Figure 3.4: Enlargement of the local structure of a c plane crack, with a stoichiometry-
preserving reconstruction.
3.1. To obtain brittle rapture toughnesses, Γnpb , we simply have to multiply the absolute
surface energies by two (since a crack forms two free surfaces).
For a slab oriented along the c direction, both +c (0001) and −c (0001¯) are neces-
sarily present. This caused serious problems for absolute surface energies (Section 3.1),
but actually corresponds to the physical situation of a cleavage in the crystal, where
there will necessarily have to be a +c- and −c-derived surface as the crack propagates.
Therefore, in principle, we could use simple slab cell calculations to determine the frac-
ture toughness for cracks on the polar plane, Γpb. In practice, we use the absolute surface
energies from Fig. 3.2, albeit enforcing the constraint of local, stoichiometry-preserving
reconstructions.
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For the nonpolar planes, the unreconstructed, relaxed surface was found to be the
lowest-energy stoichiometry-preserving reconstruction for both GaN and AlN, consistent
with previous calculations.84,109,110 For the polar planes, we find that the lowest-energy
reconstruction is a combination of the 2× 2 cation vacancy on the +c plane and a 2× 2
cation adatom on the H3 site84 of the −c plane. This configuration is slightly lower in
energy (by 0.3 J/m2) than the N adatom/vacancy counterpart.
3.2.2 Fracture tougnesses of GaN and AlN
Our calculated values are presented in Table 3.1. We find that the trends in fracture
toughness are the same for AlN and GaN, and the magnitudes are very similar. The
fracture toughness of the m plane is the lowest, though very similar to that of the a
plane. Our values for the nonpolar planes are larger by about 9 % than surface energies
calculated previously86,110 using traditional DFT with the local density approximation
functional. The fracture toughness for the c plane is substantially larger than that of
the nonpolar planes.
3.2.3 Critical thickness for AlGaN on GaN
From the values of fracture toughness, we can determine a lower bound on the crit-
ical thickness [Eq. (3.7)] of AlGaN layers on GaN as a function of Al content. Elastic
constants were taken from Ref. 5. We assume a Vegard’s law dependence of fracture
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Table 3.1: Fracture toughnesses in the brittle limit on the nonpolar and polar planes
for GaN and AlN.
Γ (J/m2)
{101¯0} m {112¯0} a (0001)+(0001¯) c
GaN 3.88 3.97 6.38
AlN 4.81 4.97 6.31
toughness and elastic constants on Al content, though due to the similarity in the val-
ues for AlN and GaN, the linear interpolation gives a negligible change in the critical
thickness compared to using only GaN or AlN values.
For layers grown on the c plane, the tensile stress is equibiaxial and the elastic
constants are isotropic in the c plane so we use Eq. (3.7); since the m and a planes are so
close in surface energy, we would predict cracking to occur on both of these two planes,
which is consistent with observations of cracks on both nonpolar planes in GaN and
AlGaN.22,99–102 Figure 3.2.3 shows our calculated critical thicknesses of AlGaN versus
Al fraction, compared with experimental observations from the literature. The two
curves correspond to the different Z values in Eq. (3.7) for surface and channel cracking.
Most of these experimental studies measured the stress in the film with thickness (by
in situ wafer curvature measurements),100,103,108 and define the critical thickness as the
onset of stress relaxation.
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Figure 3.5: Calculated critical thickness for AlGaN on GaN versus Al content for
c plane growth. Experimental values are included for comparison (Refs. Hearne [100],
Bourret [106], Parbrook [107], Qu [105], Ito [104], Terao [108], Einfeldt [101], Lee [103],
and Bethoux [102]).
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Figure 3.2.3 shows that the onset of stress relaxation occurs at the thickness where
our theoretical values predict surface cracks to form, indicating that stress relaxation
occurs before the channeling process can begin, as was concluded by Lee et al.103 Since it
is unlikely that surface cracks could result in significant relaxation of strain energy,99 this
onset of relaxation before channeling is consistent with the proposed model of relaxation
where cracks create local shear stresses and provide nucleation sites for MDs.99,100,102,103
Some of the outlying studies on Fig. 3.2.3, such as Refs. 102 and 105, used the direct
observation of cracks (using microscopy techniques) to indicate the critical thickness of
the film,99 which may cause a relative overestimation of the onset of stress relaxation
since surface cracks may be difficult to observe before the channeling process begins.
For layers grown on a nonpolar plane, the film is no longer isotropic, and the stress is
no longer equibiaxial, so Eq. (3.7) is not strictly valid. In order to determine hc, we use
the following simplifying assumptions: (1) The main mechanism of crack propagation
is opening in the direction of stress, (2) the orthrotropic (anisotropic in orthogonal
directions) film can be approximated as an isotropic plane with the elastic properties of
the film perpendicular to the crack propagation direction, and (3) the nonequibiaixial
strain can be approximated as plane strain where the film is fixed in the direction
parallel to the crack propagation, strained perpendicular to the crack propagation and
free perpendicular to the film.
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Figure 3.6: Calculated critical thickness for AlGaN on GaN versus Al content for
nonpolar plane growth. Experimental values for m plane growth from Young et al.92
are included for comparison.
Due to the significantly larger amount of misfit strain in the c direction, we find that
the c plane has the smallest critical thickness, in spite of the relatively large value of Γpb
(Table 3.1). This is consistent with experimental observations of cracks propagating on
the c plane for nonpolar plane-grown AlGaN layers.92 Figure 3.2.3 shows our predicted
critical thickness as well as experimental observations from Young et al.92 of whether or
not the films had channel cracks. Our predicted critical thickness slightly overestimates
the critical thickness for such cracks to form; this is because of our assumptions (plane
strain and only crack opening parallel to the propagation direction) neglects the influence
of shear stress contributions to crack propagation on the critical strain energy.
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3.2.4 Conclusions
We have reported first-principles values for the brittle fracture toughness of GaN and
AlN for cracks propagating on the m, a, and c planes. Our results show that the fracture
toughnesses are similar for GaN and AlN, and that the nonpolar planes have significantly
smaller fracture toughnesses than the c plane. Our brittle fracture toughnesses provide
a lower bound for the critical thickness of AlGaN on GaN. For growth on the c plane,
our calculated fracture toughnesses indicate that cracks will form on the m and a planes,
consistent with experimental observations, and support the model of MD-driven strain
relaxation when surface cracks form. Also, our values indicate an overestimation of the
critical thickness for cracking in many studies. For growth on the m plane, we show that
though the fracture toughness is higher, cracks are expected to propagate primarily on
the c plane, consistent with experimental observations.
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Spontaneous and piezoelectric
polarization in III-nitrides
Because of the symmetry of the wurtzite (wz) crystal structure (space group P63mc),
III-nitride materials exhibit spontaneous (sp) and piezoelectric (pz) dipole moments in
the crystallographic c direction,4 which manifest themselves as electric fields in het-
erostructure layers and sheet charges at interfaces.
We have used first-principles calculations to determine the polarization properties of
the III-nitrides. We will see in Section 4.2.1 that the pz constants can be measured exper-
imentally, and calculated using a straightforward application of the theory in Section 4.1;
therefore, much of this chapter will deal with the sp polarization constants. Direct ex-
perimental measurement of the magnitude of the sp polarization has not been possible
78
Chapter 4. Spontaneous and piezoelectric polarization in III-nitrides
to date, and calculation of sp polarization is complicated by the necessity to choose a
reference structure. The universal choice of reference structure for wz is zincblende (zb);
we demonstrate in Section 4.2.2 that this choice does not allow consistent determination
of the differences of sp polarizations between materials, which determines their physical
manifestation.
In this Section 4.1 we present the derivation of the Modern Theory of Polarization
and comment on several aspects of the theory. In Section 4.2 we report on our first-
principles calculations for polarization constants in III-nitrides.
4.1 Modern Theory of Polarization
The ability of a material to be polarized, or to sustain a finite electric field, is one
of the fundamental properties of an insulator. The phenomenological description of the
polarization response of a dielectric material to an electric field is given by112
P = 0χeE, (4.1)
where χe is the susceptibility. Most textbooks still use the macroscopic, phenomenolog-
ical definition of P as the dipole moment per unit volume of a material.112
This section outlines the microscopic theory of electronic polarization in crystals
and demonstrates how it is calculated. The goal is to determine an expression for the
intrinsic bulk polarization of a material. In other words, we would like to calculate the
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average dipole moment for an infinite, periodic crystal. This may cause a reader with
knowledge of electrostatics to cringe: the energy for an infinite system with a constant
dipole density is not well defined. Even considering a single unit cell of a periodic crystal,
the potential is only defined up to an arbitrary electric field [assuming the normal short
circuit (constant E) electrostatic boundary conditions];113 to find the dipole density,
we are looking for just such a constant electric field. These uncertainties have resulted
in significant debate over whether a bulk definition of polarization is even possible for
realistic materials. The Modern Theory of Polarization (MTP)114,115 demonstrated that
differences in P were indeed intrinsic bulk properties, and provided a simple procedure
for calculating these ∆P’s within a first-principles electronic structure context.
We begin by considering a finite, neutral, charge density. The definition of dipole
moment per volume provides the simple equation for the polarization
P =
1
V
∫
drrρ(r), (4.2)
where ρ(r) is the charge density and V is the volume. The value of P in Eq. (4.2)
will have contributions from the interior of the charge distribution as well as from the
specific morphology and properties of the surface of the charge distribution. For P
to be a useful, intrinsic, material property, the contribution of the surface must be
removed. However, disentangling the contributions of the bulk and surface to the total
polarization is generally not possible. Therefore considering a finite charge distribution
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[to which Eq. (4.2) can be applied] is not a good way to access the intrinsic properties
of the material.
An obvious next step would be to consider, instead of a large, finite sample, an
infinite bulk material where we define P as the dipole moment per volume of a unit cell
P =
1
Vcell
∫
cell
drrρ(r). (4.3)
However, it is easy to see that for a given periodic charge density, different choices of
unit cell, Eq. (4.3) will give different values of the polarization; in fact, by choosing a
sufficiently pathological cell, any value for P can be achieved.116 Martin117 demonstrated
the inherent difficulty of this method. If we define a quantity called the microscopic
polarization such that it satisfies the macroscopic empirical relation∇·Pmicro(r) = −ρ(r)
and integrate this over a cell volume we obtain two terms:
P =
1
Vcell
∫
cell
drrρ(r) +
1
Vcell
∫
surface
dsr[nˆ ·P(r)]. (4.4)
The first is equivalent to Eq. (4.3), and the second depends on the surface of the cell.
Therefore, knowledge of the charge density of the cell is not sufficient to define the
polarization.
The MTP is motivated by a thought experiment for determining polarization not
from charge density, but current. Consider a piezoelectric material; placing this material
under strain will cause a redistribution of charge [Fig. 4.1(a)]. If contacts are placed on
both sides of the material and connected, the deformation of the material will result in
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a current flowing from one surface to the other [Fig. 4.1(b)]. The change in polarization
with strain will be given by the integral of this polarization current as long as the
deformation is carried out adiabatically, and the material remains insulating throughout
(so that all of the current must flow through the wire and none can flow through the
bulk of the material).114 The MTP takes the situation in Fig. 4.1(b) as a starting point.
Charge Density Polarization Current 
+++++++ 
------------ 
 P =
Z
drr  (r)  P =
Z
dtj(t) =
Z
dt
 P(t)
 t
(a) (b) 
Figure 4.1: Schematic of piezoelectric measurement: a) charge density picture, and b)
current density picture, which is the basis for the Modern Theory of Polarization.
We consider a unit cell of an infinite periodic crystal in a null electric field (as is
the case in Fig. 4.1(b), as the field caused by the charges in (a) is shorted by the
contacts), on which a general adiabatic, gap-preserving transformation (not necessarily
a deformation as in Fig. 4.1) is applied. In the derivation below, we assume a KS-DFT
context where all potentials (including pseudopotentials) are local, though the theory
has been generalized for nonlocal pseudopotentials as well as XC functionals such as
hybrids.118
82
Chapter 4. Spontaneous and piezoelectric polarization in III-nitrides
Since we are considering an adiabatic transformation, we can parametrize the trans-
formation with some generalized coordinate λ:
∆P =
∫ 1
0
dλ
∂P(λ)
∂λ
. (4.5)
Because of the Born-Oppenheimer approximation, we can split this change in polariza-
tion into an ionic and electronic part:
∆P = ∆Pion + ∆Pel =
e
V
∑
s
Zs∆Rs +
∫ 1
0
dλ
∂Pel(λ)
∂λ
, (4.6)
where s sums over the ions, V is the volume of the cell, and R are the nuclear coordinates.
The ionic part of Eq. (4.6) is from simple electrostatics of point charges, so we will focus
on the electric part. There are several paths to this derivation; I will follow a “historical”
path of the development of the theory. We begin with work done by Resta.114
In DFT, the density is given by the modulus squared of the single-particle eigenfunc-
tions of the Kohn Sham (KS) hamiltonian:
ρel(r) = e
∑
i
fi|φi(r)|2, (4.7)
so the electronic dipole moment of the eigenfunctions per unit volume is:
Pel(r) =
e
V
∑
i
fi〈φi(r)|r|φi(r)〉, (4.8)
where fi is the occupation of orbital i. Therefore the electronic polarization current can
be written as:
∂Pel(r)
∂λ
=
e
V
∑
i
fi
(
〈∂φi(r)
∂λ
|r|φi(r)〉+ 〈φi(r)|r|∂φi(r)
∂λ
〉
)
, (4.9)
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where the dependence of the wave functions on λ is suppressed (as will be done below).
Since the KS eigenfunctions form a complete set at any λ, we can insert unity as such:
∂Pel(r)
∂λ
=
e
V
∑
i
fi
∑
j
(
〈∂φi(r)
∂λ
|φj(r)〉〈φj(r)|r|φi(r)〉+ c.c
)
. (4.10)
We can show with minor manipulations that for j 6= i:
〈∂φi(r)
∂λ
|φj(r)〉 =
〈φi|∂VKS∂λ |φj〉
i − j . (4.11)
To do this, we simply differentiate both sides of the single-particle KS equation with
respect to λ:
d
dλ
〈φj|H|φi〉 = d
dλ
〈φj|i|φi〉 (4.12)
〈φj|dH
dλ
|φi〉+ j〈φj|dφi
dλ
〉+ i〈dφj
dλ
|φi〉 = i
(
〈dφj
dλ
|φi〉+ 〈φj|dφi
dλ
〉
)
(4.13)
〈φj|dφi
dλ
〉 = 〈φj|
dVKS
dλ
|φi〉
i − j , (4.14)
where we used the fact that the kinetic energy in the KS Hamiltonian does not depend on
λ, and that H is hermitian. Assuming we do not have nonlocal terms in the Hamiltonian,
we can write the dipole matrix element as:
〈φj|r|φi〉 = − ih¯
me
〈φj|p|φi〉
i − j . (4.15)
In the event we have nonlocal terms in the XC part of the Hamiltonian or in the pseu-
dopotential, this commutation relation will have additional terms. These have been
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worked out explicitly in Ref. 118. Using Eq. (4.15), we remove the dipole matrix ele-
ment (which is ill defined in an infinite periodic system):
∂Pel(r)
∂λ
= − ieh¯
meV
∑
i
fi
∑
j 6=i
(
〈φi|dVKSdλ |φj〉〈φj|p|φi〉
(i − j)2
+ c.c
)
, (4.16)
where we have explicitly removed the j = i terms (which cancel with their complex
conjugates). For a finite system, we have a discrete set of k points, and we can explicitly
write Eq. (4.16) with the parametric dependence of the wave function on k:
∂Pel(r)
∂λ
= − ieh¯
meV
∑
i
fi
∑
k,k′
∑
j 6=i
(
〈φi,k|dVKSdλ |φj,k′〉〈φj,k′ |p|φi,k〉(
i,k − j,k′
)2 + c.c
)
. (4.17)
The momentum matrix element selects out only the terms k = k′, so we have:
∂Pel(r)
∂λ
= − ieh¯
meV
∑
i
fi
∑
k
∑
j 6=i
(
〈φi,k|dVKSdλ |φj,k〉〈φj,k|p|φi,k〉
(i,k − j,k)2
+ c.c
)
. (4.18)
Taking the thermodynamic limit makes the sum over k points into an integral over the
Brillouin Zone (BZ):
∂Pel(r)
∂λ
= − ieh¯
me8pi3
∑
i
fi
∑
j 6=i
∫
BZ
dk
(
〈φi,k|dVKSdλ |φj,k〉〈φj,k|p|φi,k〉
(i,k − j,k)2
+ c.c
)
, (4.19)
which is well defined in an infinite system. Also, Eq. 4.19 is exact, though it resembles a
perturbation theory expression (and is referred to as such in Ref. 114). This expression,
in principle, contains quantities that can be calculated: the eigenvalues, momentum
matrix elements, and the derivative of the KS potential with λ. However Eq. (4.16) is
unwieldy as it requires a sum over unoccupied states. King-Smith and Vanderbilt115 pro-
vided a more intuitive form through some manipulations. We write the matrix elements
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in terms of the cell periodic part of the of Bloch wave functions:
〈φi,k|p|φj,k〉 = me
h¯
〈ui,k|
[
∂
∂k
, Hk
]
|uj,k〉
〈φi,k|∂VKS
∂λ
|φj,k〉 = 〈ui,k|
[
∂
∂λ
,Hk
]
|uj,k〉,
(4.20)
where Hk is the Bloch-Schro¨dinger Hamiltonian, as in Eq. (2.5), but with the KS po-
tential:
Hk =
1
2me
(−ih¯∆ + h¯k)2 + VKS(r). (4.21)
The above relations can be shown through straightforward evaluation of the commuta-
tors. If we plug these into Eq. (4.19), and evaluate the commutators, we get:
∂Pel(r)
∂λ
= − ie
8pi3
∑
i
fi
∑
j 6=i
∫
BZ
dk
(
〈∂ui,k
∂k
|uj,k〉〈uj,k|∂ui,k
∂λ
〉+ c.c.
)
. (4.22)
Removing unity gives
∂Pel(r)
∂λ
= − ie
8pi3
∑
i
fi
∫
BZ
dk
(
〈∂ui,k
∂k
|∂ui,k
∂λ
〉 − 〈∂ui,k
∂λ
|∂ui,k
∂k
〉
)
. (4.23)
If we plug Eq. (4.23) into Eq. (4.6), we get
∆Pel = − ie
8pi3
∑
i
fi
∫
BZ
dk
∫ 1
0
dλ
(
〈∂uki
∂k
|∂uki
∂λ
〉 − 〈∂uki
∂λ
|∂uki
∂k
〉
)
. (4.24)
We can integrate the second term by parts to get:
∆Pel = − ie
8pi3
∑
i
fi
∫
BZ
dk
∫ 1
0
dλ〈∂ui,k
∂k
|∂ui,k
∂λ
〉−
{
〈ui,k| ∂
∂k
|ui,k〉
]1
0
−
∫ 1
0
dλ〈ui,k| ∂
∂k
|ui,k〉
}
,
(4.25)
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which reduces to:
∆Pel =
ie
8pi3
∑
i
fi
∫
BZ
dk
(
〈ui,k| ∂
∂k
|ui,k〉
]1
0
−
∫ 1
0
dλ
∂
∂k
〈ui,k| ∂
∂λ
|ui,k〉
)
. (4.26)
Since we have that ui,k is periodic in k space:
ui,k = e
iG·rui,k+G (4.27)
the term 〈ui,k| ∂∂λ |ui,k〉 is also periodic in k space, and therefore the second term integrated
over the BZ is zero. If we explicitly include the dependence of ui,k on λ as u
(λ)
i,k , and
assume constant occupation f we have:
∆Pel =
ief
8pi3
occ∑
i
∫
BZ
dk
(
〈u(1)i,k|
∂
∂k
|u(1)i,k〉 − 〈u(0)i,k|
∂
∂k
|u(0)i,k〉
)
. (4.28)
We no longer have a sum over unoccupied states, and all that needs to be calculated is
a k integral over the BZ. Including the ionic part, we have
∆P =
e
V
∑
s
Zs∆Rs +
ief
8pi3
occ∑
i
∫
BZ
dk
(
〈u(1)i,k|
∂
∂k
|u(1)i,k〉 − 〈u(0)i,k|
∂
∂k
|u(0)i,k〉
)
. (4.29)
We see immediately that we can split Eq. (4.29) into a difference between terms that
come from a given λ structure. These terms are the so-called “formal polarizations” of
a structure:
P
(λ)
formal =
e
V
∑
s
ZsR
(λ)
s +
ief
8pi3
occ∑
i
∫
BZ
dk〈u(1)i,k|
∂
∂k
|u(1)i,k〉 (4.30)
An interesting observation about the electronic part of Eq. (4.30) is that the integral
resembles a Berry phase, or the geometric phase that can result from integration over
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a periodic manifold. A careful reader might point out that a Berry phase is defined in
this way only if the manifold is periodic, and the BZ does not technically fall into this
category; the Berry phase formalism has been generalized for just this case by Zak.119
An important comment about the above derivation results from the periodicity of
the Bloch functions. We chose the form of the functions as in Eq. (4.27), but we could
add any phase of the form eiβ(k) such that
β(k + G)− β(k) = 2pin, (4.31)
where G is any reciprocal space lattice constant, or, equivalently
β(k) = βperiodic(k) + k ·R, (4.32)
where βperiodic is some function with the periodicity of the lattice and R is any real-space
lattice vector. Consider if we had chosen a Bloch function of the form
u˜i,k(r) = e
iβui,k(r). (4.33)
If we plug this into the equation for the electronic part of the formal polarization we get
P˜
(λ)
formal =
ief
8pi3
occ∑
i
∫
BZ
dk〈u˜(λ)ik |
∂
∂k
|u˜(λ)ik 〉 = P(λ)formal − f
∑
i
eR
V
, (4.34)
where, R is the modulus of any real-space lattice vector. Therefore, we see that the
formal polarization from Eq. (4.30) is only well defined modulo a “quantum of polariza-
tion,” eR/V . The implications of this fundamental uncertainty will be discussed further
in Section 4.2.2.
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Returning to Eq. (4.29), we see that the fundamental definition of polarization is
defined as a difference. Even though we have a posteriori split up this difference in
terms of formal polarizations, only the difference between formal polarizations is phys-
ically meaningful; every polarization needs to have a reference λ = 0 structure. Such
a reference is straightforward in the case of piezoelectric polarization (the undeformed
crystal, for example). However, for the case of spontaneous polarization (or pyroelectric-
ity) the idea of a reference structure is not so straightforward. In order to address this,
King-Smith and Vanderbilt115 defined an “effective polarization” of a given structure
as the difference in formal polarization of that structure and a high-symmetry reference
(usually centrosymmetric). Again, this will be discussed further in Section 4.2.2.
The above derivation was conducted with the condition that the λ = 0 and λ = 1
structures were connected by an adiabatic, gap-preserving transformation. A useful
generalization, called the interface theorem, was developed by Vanderbilt and King-
Smith.120 They showed that the difference in two materials’ formal polarization would
give the bound charge at an insulating interface between the two materials, as in the
phenomenological relation that arises from the continuity of the displacement across an
interface with no free charge:
σbound = (P
λ=1
f −Pλ=0f ) · nˆ. (4.35)
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This extends the physical applicability to, for example, interfaces between different ma-
terials, which cannot be connected by an adiabatic transformation but can have an
insulating interface.
An interesting note about the above derivation is that instead of Bloch functions, it
can be recast in terms of Wannier functions of the form
wi(r−T) = |Ti〉 = V
8pi3
∫
BZ
dke−ik·(r−T)ui,k. (4.36)
The “Wannier center”, which defines the center of mass of the Wannier function can be
written as120
〈Ti|r|0j〉 = i V
8pi3
∫
BZ
dke−ik·T〈ui,k| ∂
∂k
|ui,k〉 (4.37)
Therefore, the electronic part of Eq (4.29) can be rewritten as
∆Pel = −ef
V
occ∑
i
(
〈0(λ=1)i |r|0(λ=1)i 〉 − 〈0(λ=0)i |r|0(λ=0)i 〉
)
(4.38)
This interpretation demonstrates that the contribution of a band to the change in po-
larization can be simply expressed as a motion of that Wannier function associated with
that band as if it was a classical charge.
A final comment is that the above derivation involves the wave functions of the
material; the careful reader might find this at odds with the Hohenberg-Kohn theorem,34
which states that all properties can be derived from the ground state density. In fact it
can be shown121 that the MTP is fully consistent with the Hohenberg-Kohn theorem,
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though the above derivation provides a convenient implementation using wave functions
explicitly.
4.2 Polarization constants in III-nitrides
For nitride films grown in the [0001] direction (i.e., the +c direction), the polarization
moment P3 is given by the sum of the sp polarization, Psp, and the z component of the
pz polarization:4
P3 = Psp + (1 + 2)e31 + 3e33, (4.39)
where (in Voigt notation)4 i (i=1,2,3) is the strain in the i direction and e3i are the
corresponding piezoelectric constants. Experimentally, the determination of the sep-
arate sp and pz contributions to the total polarization moment in Eq. (4.39) is very
difficult. Though, in principle, the pz polarization constants are fairly straightforward
to explicitly measure or calculate,122 there is a considerable spread in reported values.123
As mentioned above, direct determination of sp polarization constants, is much more
subtle, and has eluded explicit experimental determination. Therefore, theoretical val-
ues are required for interpretation of experiments or for performing Schro¨dinger-Possion
simulations of heterostructures.
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4.2.1 Piezoelectric constants
The calculation of piezoelectric constants is a straightforward application of the MTP
using Eq. (4.29),124 and several experimental and theoretical studies have been con-
ducted for III-V nitrides.123 There are three unique piezoelectric polarization constants
in the wurtzite structure, though here we focus on e33 and e31, which are given by
125
e33 = c0
∂P3
∂c
+
4ec0√
3a20
Z∗
du
dc
(4.40)
e31 =
a0
2
∂P3
∂a
+
2e√
3a0
Z∗
du
da
(4.41)
where Z∗ is the axial component of the Born effective charge tensor given by
Z∗ =
√
3a20
4e
∂P3
∂u
(4.42)
We illustrate these elements schematically in Fig. 4.2.
Care must be taken concerning the electrostatic boundary conditions when consider-
ing the piezoelectric constants, as there are two piezoelectric tensors.122 The “improper”
piezoelectric tensor is given by
eijk =
∂Pi
∂jk
, (4.43)
and is correct under open circuit (D=0) boundary conditions. Equations (4.40) and
(4.41) correspond to improper piezoelectric constants. The “proper” piezoelectric tensor
is given by
e˜ijk =
∂Ji
∂jk
, (4.44)
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Figure 4.2: Schematic illustrating the definition of the piezoelectric constants in the
wurtzite structure.
where Ji is the polarization current. The constants are applicable to short circuit (E = 0)
electrostatic boundary conditions. The proper piezoelectric constants can be obtained
from the improper ones as follows:124
e˜ijk = eijk + δjkP
f
i + δikP
f
j (4.45)
where P f is the formal polarization at zero strain. We report proper piezoelectric con-
stants below.
There is considerable scatter in calculated values because these values depend on
structural parameters of the crystal, which are different for different functionals. We per-
form calculations of the piezoelectric constants for the III-nitrides using the HSE hybrid
functional,46 which has been shown to give lattice parameters in very good agreement
with experiment (Table 1.1). In addition, traditional DFT functionals such as those
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based on the LDA and GGA predict InN to be a metal, whereas HSE correctly predicts
the band gap.
Table 4.1: Proper piezoelectric polarization constants.
DFT (GGA) HSE Prev. reported values4
GaN e31 –0.409 (C/m
2) –0.551 (C/m2) –0.22 to –0.55 (C/m2)
e33 0.774 1.020 0.43 to 1.12
AlN e31 –0.589 –0.676 –0.38 to –0.74
e33 1.473 1.569 1.29 to 1.94
InN e31 – -0.604 –0.38 to –0.74
e33 – 1.238 1.29 to 1.94
BN e31 0.381 0.282 0.27
e33 –1.046 –0.952 -0.85
The proper piezoelectric constants are given in Table 4.1. We see that AlN, GaN,
and InN have similar piezoelectric behavior. BN however, has qualitatively different
behavior, as the coefficients are opposite in sign to those of the other III-nitrides. This
will be discussed further in Section 4.2.4.
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4.2.2 Spontaneous polarization constants
For Psp in Eq. (4.39), the value of the sp polarization for the equilibrium structure
of the bulk material is required, since strain effects are accounted for in the (proper)
polarization constants in the second and third terms in Eq. (4.39).124 For nitrides, the
values that have been exclusively (and very widely) used for Psp are those calculated
by Bernardini et al.125,126 We will show below that these values have been misused,
and correct treatment of the contribution of sp polarization in these materials results in
a significant difference when predicting bound sheet charge density at heterostructure
interfaces. This difference can be as large as 40–100 % for a GaN/AlGaN interface
(depending on Al content), and up to a factor of 5 for an InGaN/GaN interface. We
provide revised values that are consistent with the current methods of implementation
of polarization constants.
Effective spontaneous polarization
As mentioned above, only differences between formal polarizations of appropriate
structures, λ = 0 and λ = 1, given by
∆P = P
(λ=1)
f −P(λ=0)f , (4.46)
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are well defined, albeit modulo the “quantum of polarization”, eR/Ω, where R is a lattice
constant, e is the electron charge, and Ω is the volume of the cell in which the formal
polarization is measured.116
The choice of “appropriate” structures λ = 0 and λ = 1 rests on the two consider-
ations mentioned in Section 4.1 to ensure that physical conclusions can be drawn from
their formal polarization differences. First, if the two structures are connected by an
adiabatic, gap-preserving deformation path,114 then their difference in polarization [∆P
in Eq. (4.46)] is given by Eq. (4.5), and corresponds to the zero-field, adiabatic dis-
placement current. This quantity can in principle be determined experimentally and is
the basis for the calculation of piezoelectric contents performed above. Second, from
Section 4.1, Vanderbilt and King-Smith120 showed that if an insulating interface can be
constructed between two structures, then the difference in formal polarization gives the
bound charge σbound that builds up at the interface, as in the phenomenological rela-
tion from the continuity of the displacement field over an interface with no free charge
[Eq. (4.35)]. Since there is no adiabatic path necessary between the two structures in
this consideration, λ = 0 and λ = 1 can be different polymorphs of the same material
(such as wz and zb structures of GaN) or different materials altogether (such as GaN
and AlN); as long as they form an insulating interface, Eq. (4.35) will give the bound
charge accumulation at the interface.
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The above description highlights the fact that only differences in sp are well defined in
the MTP. King-Smith and Vanderbilt115 defined an “effective” spontaneous polarization
of a structure λ = 1 as the ∆P in Eq. (4.46) if the λ = 0 “reference” structure is a
high-symmetry, centrosymmetric structure.116 For the case of centrosymmetric crystals,
however, the formal polarization need not vanish. This is because, as stated above,
it is a multivalued vector field (as a result of the uncertainty modulo eR/Ω), so it
is possible for a nonzero value to be unchanged (modulo eR/Ω) under the inversion
operator. Nevertheless, high symmetry puts severe restrictions on the possible values of
P
(λ=0)
f .
120
While in principle effective polarization constants are still differences in formal polar-
ization between λ = 1 and λ = 0 (reference) structures, in practice, they can be used to
compare spontaneous polarization of different materials, if such materials share a refer-
ence structure with the same formal polarization. Such a comparison is then equivalent
to the interface theorem of Ref. 120, and provides the Psp in Eq. (4.39).
Issues with zincblende as a reference structure for wurtzite
Previous studies125–127 have exclusively used zincblende (zb) (space group F 4¯3m)
as a reference structure for calculating the spontaneous polarization. This structure is
not centrosymmetric, though it has sufficient symmetry to preclude any spontaneous
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polarization moment.4 An insulating interface can be constructed between the wz and
zb polytypes,127 and therefore the zb structure is an appropriate reference structure.
However, there is an issue with using zb as a reference structure: it has a nonzero
formal polarization Pzbf (modulo eR/Ω). Again, this is not inconsistent with the sym-
metry considerations because Pf is a multivalued vector quantity, and can be nonzero
while still remaining unchanged (modulo eR/Ω) under the F 4¯3m symmetry operations.
Although Pzbf can be calculated from an ideal point charge model,
120 and therefore does
not depend on the species of the cation, the III-nitrides have different lattice constants
so Pzbf will be different for each material.
If we take the sp contribution to the interface polarization discontinuity, Pspint, between
different III-nitride materials (a and b) as the difference in their effective polarizations
(instead of their formal polarizations, as in the interface theorem), we have
Pspint = P
a
eff −Pbeff =
[(
Pa,wzf −Pb,wzf
)
−
(
Pa,reff −Pb,reff
)]
, (4.47)
where the first term on the right-hand side is the difference in formal polarizations of
the wz polytype of material a and b, and the second term is the difference between
the formal polarizations of the reference structures. From the interface theorem, the
polarization difference responsible for the physical effects (bound charges and fields) is
just Pa,wzf −Pb,wzf , the first term in Eq. (4.47). Therefore the second term should be zero,
as would be the case for equivalent reference structures; however for zb, as mentioned
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above, the different formal polarizations of III-nitrides will result in this term being
nonzero, representing a spurious contribution to Pspint.
There is nothing intrinsically wrong with using zb as the reference structure, as long
as one cancels the second term in Eq. (4.47), accounting for the difference in polarization
between the zb reference structures. To our knowledge, however, this has not been prop-
erly implemented in the numerous previous evaluations of sp polarization, and it would
require changes in the software for the many simulation tools that include modeling
of polarization fields in heterostructures. In order to avoid such extensive changes, we
advocate another approach, namely to choose a reference structure for which the formal
polarization is explicitly zero (modulo eR/Ω).
Layered hexagonal structure as a consistent reference structure
A straightforward choice for this reference structure is the layered hexagonal (h)
structure (space group P63/mmc), as was used for hexagonal P63mc ABC materials.
128
This structure is centrosymmetric and is obtained by an adiabatic increase of the internal
structural u parameter from u ≈ 0.37− 0.38 of the wz structure to u = 0.5.
We perform first-principles calculations of Psp using density functional theory with
the HSE hybrid functional43,46 as implemented in the Vasp code.49 Hartree-Fock mixing
parameters of 31 % for AlN and GaN, and 25 % for InN were used to correctly describe
the band gaps and structural parameters of each material. Even though calculations
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of formal polarization just involve integrating over the valence bands, which are well-
described by traditional functionals, it is necessary to use HSE since LDA and GGA
predict InN to be a metal (no band gap), precluding the calculation of the polarization
constants if the gamma point is included in the k-point mesh (required for Vasp). All
calculations were performed on bulk primitive cells, with a 6× 6× 8 Monkhorst-Pack53
k-point mesh to sample the Brillouin zone, and an energy cut off of 600 eV for the
plane-wave basis set to ensure convergence of the internal structural parameter u.56
We have calculated the electronic structure along this path to confirm that it is gap
preserving (Fig. 4.3). Our calculations also show that the formal polarization of the h
structure is zero (modulo eR/Ω) for the III-nitrides (Fig. 4.3). We remind the reader
that this was not guaranteed, since Pf can be nonzero and still consistent with inversion
symmetry, if the inversion operator changes Pf by a multiple of eR/Ω. We have therefore
verified that the hexagonal phase is a reference structure for which there is no spurious
term in Eq. (4.47).
The advantage of working with a reference structure with zero formal polarization
is that we can focus on the formal polarizations of wz GaN, AlN, and InN; the only
subtlety is that we must make sure that we are comparing values on the same “branch”
with respect to the uncertainty modulo eR/Ω. We can ensure this by correcting for any
discontinuities (in the amount of a multiple of eR/Ω) that may occur in our calculations
of formal polarizations along the path between wz and h until we have smoothly varying
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Figure 4.3: Formal polarization of InN, GaN, and AlN for structures with different
internal structural u parameters, interpolating between fully relaxed wz (indicated) and
h (u = 0.5). All other lattice parameters were fixed at their relaxed wz values.
curves, as shown in Fig. 4.3. Note that the curves converge to a single value (equal
to zero) at the h phase (u = 0.5); this would not be the case if zb were chosen as a
reference.
The calculated spontaneous polarization coefficients for the wz structure using either
h or zb as a reference are given in Table 4.2.2. The results obtained by Bernardini et
al.126 are listed for comparison; the GGA functional used in that work seems to provide
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Table 4.2: Spontaneous polarization constants in units of C/m2 of wurtzite (wz)
GaN, AlN, and InN calculated using either the hexagonal (h, space group P63/mmc) or
zincblende (zb, space group F 4¯3m) reference structures. Results from previous calcula-
tions126 that used the zb reference are listed for comparison.
material h zb zb, prev.1
GaN -1.330 -0.035 -0.034
AlN -1.353 -0.090 -0.090
InN -1.041 -0.053 -0.042
results that are very close to those obtained with HSE. Table 4.2.2 also shows, however,
that the choice of reference structure makes a big difference. While the sign of all the
spontaneous polarization constants remains the same, their magnitude is much larger in
case of the h reference; recall that these numbers represent the bare formal polarization
of the wz materials. We observe that it is not just the absolute values, but also the
relative differences between the calculated polarization constants of the three materials
that differ from the previously published values.126
4.2.3 Influence of revised spontaneous polarization constants
on experimental observations
Because of the important impact of polarization on device performance and design,
a plethora of experimental studies have been aimed at determining the effects of po-
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larization at GaN/AlGaN and GaN/InGaN heterostructures. In Figs. 4.2.3 and 4.2.3,
we compare the polarization sheet charge predicted based on linear interpolation of our
spontaneous polarization constants as well as those calculated by Bernardini et al.,126
with reported experimental values. Since experiment observes the total polarization
[Eq. (4.39)], the comparison requires knowledge of the piezoelectric polarization; the
shaded areas represent the range of the reported experimental and theoretical pz polar-
ization constants.123
For the AlGaN/GaN system, there are two basic strategies for determining polariza-
tion effects. The first is to measure the 2DEG density at the AlGaN/GaN interface in
a HEMT-like structure (GaN channel, AlGaN barrier); from this, the bound interface
charge σbound can be derived.
129 The 2DEG density can be determined either by Hall
effect130–145 or capacitance-voltage129,146–148 measurements. We see from Fig. 4.2.3 that
all of the largest sheet charge densities were derived from Hall measurements; we sug-
gest this might be due to the fact that Hall measurements can be affected by parallel
conduction pathways in underlying layers. Since background n-type doping in bulk GaN
and AlGaN can be as high as ∼ 1018cm−3, this could result in a spurious overestimate
of ns.
136,149–151
The other strategy for determining the polarization effects is to directly measure
the polarization field in an AlGaN/GaN/AlGaN quantum well (QW) structure. This
field can be probed by varying QW width151–157,157–166 or external biases167–169,169,170
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Figure 4.4: Values for polarization sheet charges at the AlGaN/GaN interface as a
function of Al content predicted from the spontaneous polarization constants calculated
in this work and from those reported in Ref. 126, compared with experimental values
from the literature. The shaded regions indicate uncertainty in published piezoelectric
constants.
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Figure 4.5: Values for polarization sheet charges at the InGaN/GaN interface as a
function of In content predicted from the spontaneous polarization constants calculated
in this work and from those reported in Ref. 126, compared with experimental values
from the literature. The shaded regions indicate uncertainty in published piezoelectric
constants.
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and measuring the change in the optical properties of the QW. Other studies have
been based on electron holography,171 where cross-sectional transmission electron mi-
croscopy is conducted on AlGaN/GaN heterostructures to provide spatial resolution (in
the growth direction) of the electric field in the sample. For the purposes of Fig. 4.2.3
we have converted these fields to bound sheet charge densities (lumped together under
“optical”) using a relative dielectric constants for GaN of 10;172 the results turn out to
be in good agreement with our calculated polarization constants. The significant scatter
in the data is probably a result of the fact that these measurements usually rely on
Schro¨dinger-Poisson solvers to determine the field magnitude from the measured opti-
cal properties. Uncertainties in input parameters to these models such as well widths,
compositions and composition profiles,173,174 incomplete strain relaxation in buffer lay-
ers, partial relaxation in the barrier layer,175 and background doping could result in
quantitative differences.
For the InGaN/GaN system, most experimental studies have applied the optical tech-
niques outlined above to directly measure polarization fields in GaN/InGaN/GaN QWs
(Fig. 4.2.3).148,167,176–188 In addition, there have also been studies using time-resolved
PL to measure shifts due to screening of the polarization field by photoexcited or elec-
trically injected carriers.189,190 We see from Fig. 4.2.3 that our calculated bound charge
densities from these fields (assuming a relative dielectric constant for InN of 15191 and a
linear interpolation for the dielectric constant of InGaN) is significantly larger than the
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measured value. Superficially, the experimental values seem to be in better agreement
with the predictions based on the values of Bernardini et al.,125,126 which probably con-
tributed to the general acceptance of these values. However, we have shown above that
our present values (using the h reference structure) are correct on theoretical grounds,
and should be used in device simulations; we argue that the interpretation of experimen-
tal observations of polarization in InGaN/GaN systems is responsible for this apparent
discrepancy.
Again, Schro¨dinger-Poisson modeling is typically used to interpret the measured op-
tical properties, and the same uncertainties arise as discussed in the case of AlGaN/GaN.
In fact, deviations from an ideal QW structure are expected to be much more significant
for InGaN/GaN because of the large lattice mismatch and the large difference in optimal
growth temperatures for GaN and InGaN. Wu et al.192 recently reported atom-probe
data showing compositional fluctuations and diffuse boundaries in a commercial blue
LED; they demonstrated that the average In profile in the growth direction more closely
resembled a gaussian than a square well, with a peak In content lower than the nominal
value by 2%. They also showed that taking the well profile and In fluctuations into
account, the predicted turn-on voltage was similar to that of a square well with signif-
icantly lower (less than half of the accepted Bernardini et al.125,126 values) polarization
constants, and in better agreement with experimental curves.
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Such a significant deviation from ideal wells will also complicate the interpretation of
changes in optical properties with well width or bias voltage used to deduce polarization
constants. Firstly, the In composition of the QW is often deduced from the wavelength
of absorption/luminescence properties; since different In profiles will result in different
amounts of quantum confinement, the assumption of an unrealistic, ideal well profile
will cause errors in the inferred In (as found in Ref. 192). Therefore, the polarization
constants deduced will not correspond to the InGaN alloy for which they are reported.
Also, a rounded well profile will reduce the dependence of the transition energies on
field and well thickness compared to a square well.193 Therefore, the assumption of a
square well when interpreting such dependencies would result in an underestimation of
the polarization discontinuity in the heterostructure.
In addition, calculations by Bernardini and Fiorentini194 have suggested that there
is a significant deviation from Vegard’s law when interpolating between GaN and InN
polarization constants, much more so than for AlGaN alloys. This bowing does not
depend on reference structure for the spontaneous polarization, and therefore would
also cause a significant reduction in the interpolated sp polarization constants in this
work.
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4.2.4 Polarization of wurtzite BN
We also calculate the sp polarization of BN, and summarize the results, along with the
pz constants mentioned above, in Table 4.3. We also include previous LDA calculations
reported in Ref. 195. These values have been published in Ref. 196.
Table 4.3: Calculated polarization constants for wurtzite BN. All values are in C/m2.
This work Previous calculations195
e33 –1.068 –0.85
e31 0.282 0.27
Psp (zb reference) –0.012
Psp (h reference) –2.174
We can use these calculations to explore the alloying of BN with AlGaN, which has
been proposed to modify the polarization properties of barriers. The signs of the corre-
sponding pz coefficients between BN and AlGaN are opposite in sign, so, in principle,
the polarization of BAlN or BGaN alloys will be less sensitive to strain. However the
magnitude of the sp polarization moment of BN (using the h reference) is much larger
than that of AlN. This would result in a significantly larger bound polarization charge
at, for example, a GaN/BAlGaN interface.
Figure 4.6 shows an estimate for this increase by interpolating the polarizations
between AlN, GaN, and BN using Vegards law. We assume BAlGaN is coherently
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strained on GaN, and elastic constants are interpolated between AlN,5 GaN,5 and BN.197
Because of the significant bowing expected for BAlGaN alloy properties,16 the curves in
Fig. 4.6 represent an upper bound on the polarization charge enhancement. We see that
only a few percent BN in the alloy is sufficient to influence the polarization properties
of the alloy and strongly enhance the polarization discontinuity at the interface with
GaN. We note that the magnitude of the sp polarization with respect to the h reference
is significantly larger than if zb is used as a reference.
4.2.5 General trends in spontaneous polarization in III-nitrides
We can observe an interesting trend when we add the formal polarization of wz-BN to
Fig. 4.3 (see Fig. 4.7), namely that the magnitude of the formal polarization increases
for decreasing volume. This suggests that the origin of the sp polarization (loosely
speaking) is structural and not “chemical.” In fact, if we calculate the polarization of
all the III-nitrides with the lattice constants of GaN, we see that they fall on the same
line (Fig. 4.8). We can understand this a postiori by realizing that the valence bands of
all of the compounds, which enter into the expression for the electronic part of the sp
polarization Eq. (4.29) are similar, as they are derived from N p-states.
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Volume 
Figure 4.7: Formal polarization of InN, GaN, AlN, and BN for structures with different
internal structural u parameters, interpolating between fully relaxed wz (indicated) and
h (u = 0.5). All other lattice parameters were fixed at their relaxed wz values.
4.3 Conclusions
We have calculated piezoelectric constants and revisited the values for the sponta-
neous polarization constants in the III-nitrides. We have demonstrated that the use of
the zb reference structure results in spurious contributions to the polarization disconti-
nuities at III-nitride heterostructure interfaces, and provided values with a consistent (h)
reference structure to be used in simulations and to interpret experimental observations.
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Figure 4.8: Formal polarization of InN, GaN, AlN, and BN for structures with different
internal structural u parameters, interpolating between fully relaxed wz (indicated) and
h (u = 0.5). All other lattice parameters were fixed at the GaN values.
Our values are within the scatter of experimental observations for the AlGaN/GaN
system, but result in larger polarization fields when compared to experiment for the In-
GaN/GaN system. This is most likely due to the nonideality of InGaN QW structures.
We have attributed the differences in sp polarization between the nitrides to differences
in volume. Finally, we have determined the influence of BN alloying with AlGaN for
barrier applications.
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Summary and future directions
In this work, we employed first-principles techniques to investigate properties of
III-nitride materials relevant for growth and device fabrication. We revisited several
properties that were assumed to be well known and provided new insights.
We explored the influence of strain on the electronic structure of GaN and AlN,
and found that the trends of the electron effective mass with strain differed from the
expected behavior, as determined by k · p semi-emperical modeling. We demonstrated
that this was due to the incorrect assumption that the momentum matrix elements
between bands remains constant with strain. This work highlights the power of first-
principles density functional theory calculations for testing and parametrizing semi-
empirical models that may be then applied in situations where a full first-principles
treatment is not computationally possible. We showed that first-principles calculations
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of the momentum matrix elements needed for k · p theory could be very fruitful and
could help in an expansion of the capabilities of k · p theory.
In addition, with the motivation of understanding growth morphologies and crack-
ing, we have studied the energetics of surfaces in GaN. Using a model based on the
zincblende polytype of GaN, we have overcome the symmetry (or lack thereof) con-
straints on defining absolute surface energies for the polar (0001) and (0001¯) c planes,
which are the most common growth planes for nitrides. We have also calculated surface
energies of the nonpolar {101¯0} m and {112¯0} a. Taking into account both native re-
constructions and those involving hydrogen, we have determined the stable surfaces for
a range of experimentally relevant growth conditions.
Using these values of the surface energies and a simple model of cracking, we have
determined toughnesses for brittle fracture on the polar and nonpolar planes. Combining
this with surface energies for AlN, we calculate the critical thickness for cracks to form
of AlGaN grown on GaN. We find that our results are in good agreement with available
experimental data for growth on the c and m planes, and will be valuable when deter-
mining thickness limitations for more complicated situations such as semipolar growth.
We will explore the connection between our calculations of surface energy and ex-
perimental results for additional conditions to those presented in this study; an example
is ammonothermal growth conditions for the growth of bulk GaN. Also, our method to
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determine separate polar surface energies can be applied to other III-nitrides, as well as
other wurtzite materials such as ZnO and hexagonal polytypes of SiC.
Finally, we have revisited the polarization properties of the III-nitrides. We have
shown that the spontaneous polarization constants that have been traditionally used,
which are based on the zincblende reference structure, have been misinterpreted. This
is due to the fact that the zincblende structure of the nitrides has a nonzero formal
polarization, which enters as a spurious term when comparing the effective spontaneous
polarizations of different materials. We show that the hexagonal, layered structure,
which we find to have zero formal polarization, provides a consistent reference structure
for the III-nitrides. We demonstrated that the revision of the spontaneous polarization
constants has a significant effect on the parameters for device modeling as well as in-
terpretation of experimental data. Also, we have calculated the polarization properties
of BN and demonstrated how it can be alloyed with GaN, AlN, or AlGaN to tune the
polarization properties of the alloy.
These new values for the polarization constants will be disruptive in the context of
device modeling of III-nitride devices, requiring a reevaluation of interpretations from
such models. Our calculations of polarization coefficients also emphasize the need to
take into account the effects of nonidealities in device structures, and we are currently
studying how nonabrupt interfaces influence the analysis of previous experimental ob-
servations of polarization in III-nitrides.
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Reading List
Below is a list of references for various aspects of first principles calculations. I attempted
to provide several references for each topic; the book chapters will be more useful for
beginners, but I also included the original papers, which are good to read once familiar
with the basic principles. The underlined topics are (generally) in order of what should
be reviewed. Within each topic, the references are also (generally) in order of least to
most advanced.
A.1 Books
ABCs of DFT
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Appendix A. Reading List
K. Burke
http://dft.uci.edu/sites/default/files/g1.pdf
Density Functional Theory: A Practical Introduction
D. Sholl and J. A. Steckel
John Wiley & Sons, 2009.
Electronic Structure: Basic Theory and Practical Methods
R. M. Martin
Cambridge University Press, 2004.
A Primer in Density Functional Theory
C. Fiolhais, F. Nogueira, and M. Marques
Springer, 2003
A.2 Additional references
Theory and Practice of Density-Functional Theory
P. Blo¨chl
http://arxiv.org/pdf/1108.1104v1.pdf
Density Functional Theory: An Advanced Course
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E. Engel and R.M. Dreizler
Springer Berlin Heidelberg, 2011
http://www.springerlink.com/content/978-3-642-14089-1/contents/
Nobel Lecture: Electronic structure of matter–
Wave functions and density functionals
W. Kohn
http://rmp.aps.org/abstract/RMP/v71/i5/p1253_1
The density functional formalism, its applications and prospects
R. O. Jones and O. Gunnerson
http://rmp.aps.org/abstract/RMP/v61/i3/p689_1
A bird’s-eye view of density-functional theory
K. Capelle
http://arxiv.org/abs/cond-mat/0211443
A.3 Specific topics
Discussion of specific topics in the books listed above.
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A.3.1 Introduction/Motivation
K. Burke
Section I: Background
D. Sholl and J. A. Steckel
Chapter 1: What Is Density Functional Theory?
R. M. Martin
Chapter 1: Introduction
Chapter 2: Overview
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