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Abstract
A Linear-quadratic optimal control problem is considered for mean-field stochastic differential equa-
tions with deterministic coefficients. By a variational method, the optimality system is derived, which
turns out to be a linear mean-field forward-backward stochastic differential equation. Using a decoupling
technique, two Riccati differential equations are obtained, which are uniquely solvable under certain
conditions. Then a feedback representation is obtained for the optimal control.
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1 Introduction.
Let (Ω,F , lP, lF) be a complete filtered probability space, on which a one-dimensional standard Brownian
motion W (·) is defined with lF ≡ {Ft}t≥0 being its natural filtration augmented by all the lP-null sets.











dW (s), s ∈ [0, T ],
X(0) = x,
(1.1)
where A(·), B(·), Â(·), B̂(·), A1(·), B1(·), Â1(·), B̂1(·) are given deterministic matrix valued functions. In the
above, X(·), valued in lRn, is the state process, and u(·), valued in lRm, is the control process.
We note that lE[X(·)] and lE[u(·)] appear in the state equation. Such an equation is referred to as a
linear controlled mean-field (forward) SDE (MF-FSDE, for short). MF-FSDEs can be used to describe
particle systems at mesoscopic level, which is of great importance in applications. Historically, the later-
called McKean–Vlasov SDE, a kind of MF-FSDE, was suggested by Kac [18] in 1956 as a stochastic toy
model for the Vlasov kinetic equation of plasma and the study of which was initiated by McKean [24]
in 1966. Since then, many authors made contributions on McKean–Vlasov type SDEs and applications,
see, for examples, Dawson [13], Dawson–Ga¨rtner [14], Ga´rtner [15], Scheutzow [29], Graham [16], Chan
∗This work is supported in part by NSF Grant DMS-1007514.
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[10], Chiang [11], Ahmed–Ding [1], to mention a few. In recent years, related topics and problems have
attracted more and more researchers’ attentions, see, for examples, Veretennikov [32], Huang–Malhame´–
Caines [17], Mahmudov–McKibben [23], Buckdahn-Djehiche-Li-Peng [8], Buckdahn-Li-Peng [9], Borkar–
Kumar [6], Crisan–Xiong [12], Kotelenez–Kurtz [20], Kloeden–Lorenz [19], and so on. More interestingly,
control problems of McKean–Vlasov equation or MF-FSDEs were investigated by Ahmed–Ding [2], Ahmed
[3], Buckdahn–Djehiche–Li [7], Park–Balasubramaniam–Kang [28], Andersson–Djehiche [4], Meyer-Brandis–
Oksendal–Zhou [25], and so on. This paper can be regarded as an addition to the study of optimal control
for MF-FSDEs.
For the state equation (1.1), we introduce the following:





u : [0, T ]× Ω→ lRm





Any u(·) ∈ U [0, T ] is called an admissible control. Under mild conditions, one can show that (see below) for






〈Q(s)X(s), X(s) 〉+ 〈 Q̂(s)lE[X(s)], lE[X(s)] 〉+ 〈R(s)u(s), u(s) 〉
+ 〈 R̂(s)lE[u(s)], lE[u(s)] 〉
]




with Q(·), R(·), Q̂(·), R̂(·) being suitable deterministic symmetric matrix-valued functions, and G, Ĝ being
symmetric matrices. Our optimal control problem can be stated as follows:
Problem (MF). For given x ∈ lRn, find a u¯(·) ∈ U [0, T ] such that
J(x; u¯(·)) = inf
u(·)∈U [0,T ]
J(x;u(·)). (1.3)
Any u¯(·) ∈ U [0, T ] satisfying the above is called an optimal control and the corresponding state process
X¯(·) ≡ X(· ;x, u¯(·)) is called an optimal state process; the pair (X¯(·), u¯(·)) is called an optimal pair.
From the above-listed literature, one has some motivations for the inclusion of lE[X(·)] and lE[u(·)] in the
state equation. We now briefly explain a motivation of including lE[X(·)] and lE[u(·)] in the cost functional.









dW (s), s ∈ [0, T ],
X(0) = x,
(1.4)





〈Q0(s)X(s), X(s) 〉+ 〈R0(s)u(s), u(s) 〉
]
ds+ 〈G0X(T ), X(T ) 〉
}
. (1.5)
For such a corresponding optimal control problem, it is natural to hope that the optimal state process and/or
control process are not too sensitive with respect to the possible variation of the random events. One way
to achieve this is try to make the variations var [X(·)] and var [u(·)] small. Therefore, one could include






〈Q0(s)X(s), X(s) 〉+q(s)var [X(s)] + 〈R0(s)u(s), u(s) 〉+ρ(s)var [u(s)]
]
ds





for some (positive) weighting factors q(·), ρ(·), and g. Since
























Clearly, the above is a special case of (1.2) with
Q(·) = Q0(·) + q(·)I, R(·) = R0(·) + ρ(·)I, G = G0 + gI,
Q̂(·) = −q(·)I, R̂(·) = −ρ(·)I, Ĝ = −gI.
Note that in the above case, Q̂(·), R̂(·), and Ĝ are not positive semi-definite. Because of this, we do not
assume the positive semi-definiteness for Q̂(·), R̂(·), and Ĝ.
The purpose of this paper is to study Problem (MF). We will begin with the well-posedness of the state
equation and the solvability of Problem (MF) in Section 2. Then, in Section 3, we will establish necessary
and sufficient conditions for optimal pairs. Naturally, a linear backward stochastic differential equation of
mean-filed type (MF-BSDE, for short) will be derived. Consequently, the optimality system turns out to be a
coupled mean-field type forward-backward stochastic differential equation (MF-FBSDE, for short). Inspired
by the invariant imbedding [5], and the Four-Step Scheme [22], we derive two Riccati differential equations
in Section 4, so that the optimal control is represented as a state feedback form. Well-posedness of these
Riccati equations will be established. We also present a direct verification of optimality for the state feedback
control by means of completing squares. In Section 5, we will look at a modified LQ problem which is one
motivation of the current paper.
2 Preliminaries.
In this section, we make some preliminaries. First of all, for any Euclidean space H = lRn, lRn×m,Sn (with
Sn being the set of all (n × n) symmetric matrices), we let Lp(0, t;H) be the set of all H-valued functions






ξ : Ω→ lRn






η : Ω→ lRm




X : [0, t]× Ω→ lRn





X [0, t] ≡ ClF([0, t]; lR
n) =
{
X : [0, t]→ Xt
∣∣ X(·) is lF-adapted,





X̂ [0, t] ≡ L2lF(Ω;C([0, t]; lR
n)) =
{
X : [0, t]× Ω→ lRn
∣∣ X(·) is lF-adapted,










Note that in the definition of X [0, t], the continuity of s 7→ X(s) means that as a map from [0, t] to Xt, it
is continuous. Whereas, in the definition of X̂ [0, t], X(·) has continuous paths means that for almost sure
ω ∈ Ω, s 7→ X(s, ω) is continuous. It is known that
X̂ [0, t] ⊆ X [0, t] ⊆ L2lF(0, t; lR
n), X̂ [0, t] 6= X [0, t] 6= L2lF(0, t; lR
n).
We now introduce the following assumptions for the coefficients of the state equation.
(H1) The following hold: 
 A(·), Â(·), A1(·), Â1(·) ∈ L
∞(0, T ; lRn×n),
B(·), B̂(·), B1(·), B̂1(·) ∈ L
∞(0, T ; lRn×m).
(2.1)
(H1)′ The following hold:
 A(·), Â(·) ∈ L
2(0, T ; lRn×n), A1(·), Â1(·) ∈ L
∞(0, T ; lRn×n),
B(·), B̂(·) ∈ L2(0, T ; lRn×m), B1(·), B̂1(·) ∈ L
∞(0, T ; lRn×m).
(2.2)
(H1)′′ The following hold:
 A(·), Â(·) ∈ L
1(0, T ; lRn×n), A1(·), Â1(·) ∈ L
2(0, T ; lRn×n),
B(·), B̂(·) ∈ L2(0, T ; lRn×m), B1(·), B̂1(·) ∈ L
∞(0, T ; lRn×m).
(2.3)
Clearly, (H1) implies (H1)′ which further implies (H1)′′. Namely, (H1)′′ is the weakest assumption among
the above three. Whereas, (H1) is the most common assumption. For the weighting matrices in the cost
functional, we introduce the following assumption.
(H2) The following hold:
Q(·), Q̂(·) ∈ L∞(0, T ;Sn), R(·), R̂(·) ∈ L∞(0, T ;Sm), G, Ĝ ∈ Sn. (2.4)
(H2)′ In addition to (H2), the following holds:
 Q(s), Q(s) + Q̂(s) ≥ 0, R(s), R(s) + R̂(s) ≥ 0, s ∈ [0, T ],G, G+ Ĝ ≥ 0. (2.5)
(H2)′′ In addition to (H2), the following holds: For some δ > 0,
 Q(s), Q(s) + Q̂(s) ≥ 0, R(s), R(s) + R̂(s) ≥ δI, s ∈ [0, T ],G, G+ Ĝ ≥ 0. (2.6)
From (1.4), we see that Q̂(·), R̂(·), and Ĝ are not necessarily positive semi-definite. Therefore, in (H2),
we do not mention positive-definiteness of the involved matrices and matrix-valued functions.
Now, for any X(·) ∈ L2lF(0, T ; lR





























dW (s), t ∈ [0, T ].
(2.7)
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The following result is concerned with operators A and B.
Lemma 2.1. The following estimates hold as long as the involved norms on the right hand sides are

















































Hereafter, C > 0 represents a generic constant which can be different from line to line.








































































































































































Similar to the proof of (2.8), we can prove (2.10).
The above lemma leads to the following corollary.
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Corollary 2.2. If (H1)′′ holds, then A : X [0, T ] → X̂ [0, T ] and B : U [0, T ] → X̂ [0, T ] are bounded.
Further, if (H1)′ holds, then A : L2lF(0, T ; lR




ITX(·) = X(T ),





























It is easy to see that
IT : X [0, T ]→ XT
is bounded. According to Lemma 2.1, we have the following result.
Corollary 2.3. If (H1)′′ holds, then AT : X [0, T ] → XT and BT : U [0, T ]→ XT are bounded. Further,
if (H1)′ holds, then AT : L
2
lF(0, T ; lR
n)→ XT is also bounded. In particular, all the above hold if (H1) holds.
Recall that if ξ ∈ XT , then there exists a unique ζ(·) ∈ L
2
lF(0, T ; lR
n) such that





ζ(s) = Dsξ, s ∈ [0, T ],
and call it the Malliavin derivative of ξ ([27]). Next, we have the following results which give representation
of the adjoint operators of A, B, AT , and BT .






A(s)T Y (t) + Â(s)T lE[Y (t)] +A1(s)








B(s)TY (t) + B̂(s)T lE[Y (t)] +B1(s)




(A∗T ξ)(s) = A(s)
T ξ + Â(s)T lEξ +A1(s)
TDsξ + Â1(s)
T lE[Dsξ],
(B∗T ξ)(s) = B(s)




Proof. For any Y (·) ∈ L2lF(0, T ; lR
n),
〈X,A∗Y 〉 = 〈AX,Y 〉 = lE
∫ T
0









































Thus, the representation of A∗ follows. Similarly, we can obtain the representation of B∗.
Next, for any ξ ∈ XT ,

















〈X(s), A(s)T ξ + Â(s)T lEξ +A1(s)
TDsξ + Â1(s)
T lE[Dsξ] 〉 ds.
Therefore, the representation of A∗T follows. Similarly, we can obtain the representation of B
∗
T .
For completeness, let us also prove the following result.
Proposition 2.5. It holds
I∗T ξ = ξδ{T}, ∀ξ ∈ XT , (2.13)
where δ{T} is the Dirac measure at T , and
lE∗x = xT lE, ∀x ∈ lRn. (2.14)




T ≡ XT → X [0, T ]
∗. For any
ξ ∈ XT , and any Y (·) ∈ X [0, T ], we have
〈 I∗T ξ, Y (·) 〉 = 〈 ξ, ITY (·) 〉 = lE 〈 ξ, Y (T ) 〉 = lE
∫ T
0
〈Y (s), ξ 〉 δT (ds).
Next, since lE : XT → lR is bounded, we have lE
∗ : lR→ XT . For any ξ ∈ XT and x ∈ lR,
〈 lE∗x, ξ 〉 = 〈x, lEξ 〉 = lE 〈x, ξ 〉 = xT lEξ.
This completes the proof.
With operators A and B, we can write the state equation (1.1) as follows:
X = x+AX + Bu. (2.15)
We now have the following result for the well-posedness of the state equaton.
Proposition 2.6. Let (H1) hold. Then for any (x, u(·)) ∈ lRn × U [0, T ], state equation (1.1) admits a
unique solution X(·) ≡ X(· ;x, u(·)) ∈ X̂ [0, T ].














with α(t) ∈ (0, 1) when t > 0 is small. Hence, by contraction mapping theorem, we obtain well-posedness
of the state equation on [0, t]. Then by a usual continuation argument, we obtain the well-posedness of the
state equation on [0, T ].
From (2.9), we see that if for some ε > 0,
 A(·), Â(·) ∈ L
1+ε(0, T ; lRn×n), A1(·), Â1(·) ∈ L
2+ε(0, T ; lRn×n),
B(·), B̂(·) ∈ L2(0, T ; lRn×m), B1(·), B̂1(·) ∈ L
∞(0, T ; lRn×m),
(2.16)
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then the result of Proposition 2.6 holds. It is ready to see that (2.16) is stronger than (H1)′′ and weaker
than (H1)′. In what follows, for convenient, we will assume (H1). However, we keep in mind that (H1) can
actually be relaxed.
Proposition 2.6 tells us that under, say, (H1), the operator I − A : X̂ [0, T ] → X̂ [0, T ] is invertible and
the solution X to the state equation corresponding to (x, u(·)) ∈ lRn × U [0, T ] is given by




(I −A)−1x+ (I −A)−1Bu
]
= ITX = X(T ) = x+ATX + BTu
=
[











−1 = I +AT (I −A)
−1, IT (I −A)
−1B = AT (I −A)
−1B + BT .
Now, let 

[QX(·)](s) = Q(s)X(s), s ∈ [0, T ], ∀X(·) ∈ L2lF(0, T ; lR
n),
[Q̂ϕ(·)](s) = Q̂(s)ϕ(s), s ∈ [0, T ], ∀ϕ(·) ∈ L2(0, T ; lRn),
[Ru(·)](s) = R(s)u(s), s ∈ [0, T ], ∀u(·) ∈ U [0, T ],
[R̂ψ(·)](s) = R̂(s)ψ(s), s ∈ [0, T ], ∀ψ(·) ∈ L2(0, T ; lRm),
Gξ = Gξ, ∀ξ ∈ XT , Ĝx = Ĝx, ∀x ∈ lR
n.
Then the cost functional can be written as
J(x;u(·))=〈QX,X〉+〈Q̂lEX, lEX〉+〈Ru, u〉+〈R̂lEu, lEu〉+〈GX(T ), X(T )〉+〈ĜlEX(T ), lEX(T )〉
= 〈Q[(I −A)−1x+ (I −A)−1Bu], (I −A)−1x+ (I −A)−1Bu 〉
+ 〈 Q̂lE[(I −A)−1x+ (I −A)−1Bu], lE[(I −A)−1x+ (I −A)−1Bu] 〉+ 〈Ru, u 〉+ 〈 R̂lEu, lEu 〉
+〈 G{[I+AT (I−A)
−1]x+[AT (I−A)





−1B+BT ]u}, lE{[I+AT (I−A)
−1]x+[AT (I−A)
−1B+BT ]u}〉
≡ 〈Θ2u, u 〉+2 〈Θ1x, u 〉+ 〈Θ0x, x 〉,
(2.17)
where
Θ2 = R+ lE










= R+ lE∗R̂lE + B∗(I −A∗)−1(Q+ lE∗Q̂lE)(I −A)−1B
+[B∗(I −A∗)−1A∗T + B
∗
T ](G + lE
∗ĜlE)[AT (I −A)
−1B + BT ],
Θ1 = B
∗(I −A∗)−1Q(I −A)−1 + B∗(I −A∗)−1lE∗Q̂lE(I −A)−1
+[B∗(I −A∗)−1A∗T + B
∗
T ]G[I +AT (I −A)
−1]
+[B∗(I −A∗)−1A∗T + B
∗
T ]lE
∗ĜlE[I +AT (I −A)
−1]
= B∗(I −A∗)−1(Q+ lE∗Q̂lE)(I −A)−1 + [B∗(I −A∗)−1A∗T + B
∗
T ](G + lE
∗ĜlE)[I +AT (I −A)
−1],
Θ0 = (I −A
∗)−1Q(I −A)−1 + (I −A∗)−1lE∗Q̂lE(I −A)−1
+[I + (I −A∗)−1A∗T ]G[I +AT (I −A)
−1] + [I + (I −A∗)−1A∗T ]lE
∗ĜlE[I +AT (I −A)
−1]
= (I −A∗)−1(Q+ lE∗Q̂lE)(I −A)−1 + [I + (I −A∗)−1A∗T ](G + lE
∗ĜlE)[I +AT (I −A)
−1].
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Consequently, for any u(·), v(·) ∈ U [0, T ], and x ∈ lRn,
J(x; v(·)) = J(x;u(·) + [v(·) − u(·)])
= 〈Θ2[u+ (v − u)], u+ (v − u) 〉+2 〈Θ1x, u + (v − u) 〉+ 〈Θ0x, x 〉
= 〈Θ2u, u 〉+2 〈Θ1x, u 〉+ 〈Θ0x, x 〉+2 〈Θ2u+Θ1x, v − u 〉+ 〈Θ2(v − u), v − u 〉
= J(x;u(·)) + 2 〈Θ2u+Θ1x, v − u 〉+ 〈Θ2(v − u), v − u 〉 .
(2.18)
We now present the following result whose proof is standard, making use of the above (see [26] for details).
Proposition 2.7. If u(·) 7→ J(x;u(·)) admits a minimum, then
Θ2 ≥ 0. (2.19)
Conversely, if in addition to (2.19), one has
Θ1x ∈ Θ2
(
U [0, T ]
)
, (2.20)
then u(·) 7→ J(x;u(·)) admits a minimum u¯(·) ∈ U [0, T ]. Further, if
Θ2 ≥ δI, (2.21)
for some δ > 0, then for any given x ∈ lRn, u(·) 7→ J(x;u(·)) admits a unique minimum.
By the definition of Θ2, we see that (2.19) is implied by the following:
R+ lE∗R̂lE ≥ 0, Q+ lE∗Q̂lE ≥ 0, G + lE∗ĜlE ≥ 0, (2.22)
and (2.21) is implied by
R+ lE∗R̂lE ≥ δI, Q+ lE∗Q̂lE ≥ 0, G + lE∗ĜlE ≥ 0, (2.23)
for some δ > 0. Now, we would like to present more direct conditions under which (2.19) and (2.21) hold,
respectively.
Proposition 2.8. Let (H1) and (H2)′ hold. Then (2.19) holds. Further, if (H2)′′ holds for some δ > 0,
then (2.21) holds and Problem (MF) admits a unique solution.
Proof. For any ξ ∈ XT ,
lE
[













〈Q(s)(ξ − lE[ξ]), ξ − lE[ξ] 〉+ 〈[Q(s) + Q̂(s)]lE[ξ], lE[ξ] 〉
]
≥ 0,
and for any η ∈ UT ,
lE
[




〈R(s)(η − lE[η]), η − lE[η] 〉+ 〈[R(s) + R̂(s)]lE[η], lE[η] 〉
]
≥ 0.
Thus, (2.19) holds. Next, if (H2)′′ holds, then
lE
[














In this section, we first derive a necessary condition for optimal pair of Problem (MF).
Theorem 3.1. Let (H1) and (H2) hold. Let (X¯(·), u¯(·)) be an optimal pair of Problem (MF). Then
the following mean-field backward stochastic differential equation (MF-BSDE, for short) admits a unique
adapted solution (Y (·), Z(·)):

dY (s) = −
(
A(s)TY (s) +A1(s)




ds+ Z(s)dW (s), s ∈ [0, T ],
Y (T ) = GX¯(T ) + ĜlE[X¯(T )],
(3.1)
such that
R(s)u¯(s) +B(s)TY (s) +B1(s)
TZ(s) + R̂(s)lE[u¯(s)] + B̂(s)T lE[Y (s)] + B̂1(s)
T lE[Z(s)] = 0,
s ∈ [0, T ], a.s.
(3.2)
Proof. Let (X¯(·), u¯(·)) be an optimal pair of Problem (MF). For any u(·) ∈ U [0, T ], let X(·) be the state





〈Q(s)X¯(s), X(s) 〉+ 〈 Q̂(s)lE[X¯(s)], lE[X(s)] 〉+ 〈R(s)u¯(s), u(s) 〉
+ 〈 R̂(s)lE[u¯(s)], lE[u(s)] 〉
]






〈Q(s)X¯(s) + Q̂(s)lE[X¯(s)], X(s) 〉+ 〈R(s)u¯(s) + R̂(s)lE[u¯(s)], u(s) 〉
]
ds
+ 〈GX¯(T ) + ĜlE[X¯(T )], X(T ) 〉
}
,
On the other hand, by [9], we know that (3.1) admits a unique adapted solution (Y (·), Z(·)). Then





〈A(s)X(s) +B(s)u(s) + Â(s)lE[X(s)] + B̂(s)lE[u(s)], Y (s) 〉
− 〈X(s), A(s)TY (s) +A1(s)
TZ(s) + Â(s)T lE[Y (s)] + Â1(s)
T lE[Z(s)] +Q(s)X¯(s) + Q̂(s)lE[X¯(s)] 〉








− 〈X(s), Q(s)X¯(s) + Q̂(s)lE[X¯(s)] 〉
+ 〈u(s), B(s)TY (s) +B1(s)

















R(s)u¯(s) +B(s)TY (s) +B1(s)
TZ(s) + R̂(s)lE[u¯(s)] + B̂(s)T lE[Y (s)] + B̂1(s)
T lE[Z(s)] = 0.
This completes the proof.
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ATY +AT1 Z +QX¯ + Â
T lE[Y ] + ÂT1 lE[Z] + Q̂lE[X¯]
)
ds+ ZdW (s),
X(0) = x, Y (T ) = GX¯(T ) + ĜlE[X¯(T )],
Ru¯+ R̂lE[u¯] +BTY +BT1 Z + B̂
T lE[Y ] + B̂T1 lE[Z] = 0.
(3.3)
This is called a (coupled) forward-backward stochastic differential equations of mean-field type (MF-FBSDE,
for short). Note that the coupling comes from the last relation (which is essentially the maximum condition
in the usual Pontryagin type maximum principle). The 4-tuple (X¯(·), u¯(·), Y (·), Z(·)) of lF-adapted processes
satisfying the above is called an adapted solution of (3.3). We now look at the sufficiency of the above result.
Theorem 3.2. Let (H1), (H2), and (2.19) hold. Suppose (X¯(·), u¯(·), Y (·), Z(·)) is an adapted solution
to the MF-FBSDE (3.3). Then (X¯(·), u¯(·)) is an optimal pair.
Proof. Let (X¯(·), u¯(·), Y (·), Z(·)) be an adapted solution to the MF-FBSDE. For any u(·) ∈ U [0, T ], let
X1(·) ≡ X(· ; 0, u(·)− u¯(·)).
Then
X(s;x, u(·)) = X¯(s) +X1(s), s ∈ [0, T ].
Hence, (suppressing s)





〈QX¯,X1 〉+ 〈 Q̂lE[X¯], lE[X1] 〉+ 〈Ru¯, u− u¯ 〉+ 〈 R̂lE[u¯], lE[u− u¯] 〉
]
ds






〈QX1, X1 〉+ 〈 Q̂lE[X1], lE[X1] 〉+ 〈R(u− u¯), u− u¯ 〉+ 〈 R̂lE[u− u¯], lE[u− u¯] 〉
]
ds






〈X1, QX¯ + Q̂lE[X¯] 〉+ 〈u− u¯, Ru¯+ R̂lE[u¯] 〉
]









〈AX1 +B(u − u¯) + ÂlE[X1] + B̂lE[u− u¯], Y 〉
− 〈X1, A
TY + AT1 Z + Â
T lE[Y ] + ÂT1 lE[Z] +QX¯ + Q̂lE[X¯] 〉








− 〈X1, QX¯ + Q̂lE[X¯] 〉+ 〈u− u¯, B
TY +BT1 Z + B̂










〈u− u¯, Ru¯+ R̂lE[u¯] +BTY +BT1 Z + B̂
T lE[Y ] + B̂T1 lE[Z] 〉ds+ J(0;u(·)− u¯(·))
= J(0;u(·)− u¯(·)) = 〈Θ2(u − u¯), u− u¯ 〉 ≥ 0.
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Hence, (X¯(·), u¯(·)) is optimal.
We have the following corollary.
Corollary 3.3. Let (H1) and (H2)′′ hold. Then MF-FBSDE (3.3) admits a unique adapted solution
(X¯(·), u¯(·), Y (·), Z(·)) of which (X¯(·), u¯(·)) is the unique optimal pair of Problem (MF).
Proof. We know from Proposition 2.8 that under (H1) and (H2)′′, Problem (MF) admits a unique optimal
pair (X¯(·), u¯(·)). Then by Theorem 3.1, for some (Y (·), Z(·)), the 4-tuple (X¯(·), u¯(·), Y (·), Z(·)) is an adapted
solution to MF-FBSDE (3.3). Next, if (3.3) has another adapted solution (X˜(·), u˜(·), Y˜ (·), Z˜(·)). Then by
Theorem 3.2, (X˜(·), u˜(·)) must be an optimal pair of Problem (MF). Hence, by the uniqueness of the optimal
pair of Problem (MF), we must have
X˜(·) = X¯(·), u˜(·) = u¯(·).
Then by the uniqueness of MF-BSDE (3.1), one must have
Y˜ (·) = Y (·), Z˜(·) = Z(·),
proving the corollary.
4 Decoupling the MF-FBSDE and Riccati Equations
From Corollary 3.3, we see that under (H1) and (H2)′′, to solve Problem (MF), we need only to solve MF-
FBSDE (3.3). To solve (3.3), we use the idea of decoupling inspired by the Four-Step Scheme ([21, 22]).
More precisely, we have the following result. For simplicity, we have suppressed the time variable s below.
Theorem 4.1. Let (H1) and (H2)′′ hold. Then the unique adapted solution (X¯(·), u¯(·), Y (·), Z(·)) of
MF-FBSDE (3.3) admits the following representation:








(B + B̂)TΠ+ (B1 + B̂1)























(B + B̂)TΠ+ (B1 + B̂1)







1 PB1, K1 = R+ R̂+ (B1 + B̂1)
TP (B1 + B̂1). (4.2)
and P (·) and Π(·) are solutions to the following Riccati equations, respectively:
P





TP +BT1 PA1) = 0, s ∈ [0, T ],






(A+ Â)− (B + B̂)K−11 (B1 + B̂1)




(A+ Â)T − (A1 + Â1)
TP (B1 + B̂1)K
−1
1 (B + B̂)
T
]





P − P (B1 + B̂1)K
−1
1 (B1 + B̂1)
TP
]
(A1 + Â1) +Q+ Q̂ = 0, s ∈ [0, T ],
Π(T ) = G+ Ĝ.
(4.4)
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(A+ Â)− (B + B̂)K−11
(
(B + B̂)TΠ+ (B1 + B̂1)




















(B + B̂)TΠ+ (B1 + B̂1)







Proof. First of all, under (H1) and (H2)′′, Riccati equation (4.3) admits a unique solution P (·) which
is positive definite matrix valued ([34]). With such a function P (·), K1 defined in (4.2) is positive definite.
Next, we note that
P − P (B1 + B̂1)K
−1





































































In the above, we have denoted





and used the fact
I − Γ(I + ΓTΓ)−1ΓT = (I + ΓTΓ)−1.





(A+ Â)− (B + B̂)K−11 (B1 + B̂1)



























2 (A1+Â1)+Q+Q̂ = 0,
Π(T ) = G+ Ĝ.
(4.6)
Since
















2 (A1+Â1)+Q+Q̂ ≥ 0,
according to [34], Riccati equation (4.4) admits a unique solution Π(·) which is also positive definite matrix
valued.
Now, suppose (X¯(·), u¯(·), Y (·), Z(·)) is the adapted solution to (3.3). Assume that
Y (s) = P (s)X(s) + P̂ (s)lE[X(s)], s ∈ [0, T ], (4.7)
for some deterministic and differentiable functions P (·) and P̂ (·) such that
P (T ) = G, P̂ (T ) = Ĝ. (4.8)
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For the time being, we do not assume that P (·) is the solution to (4.3). Then (suppressing s)
(
−ATY −AT1 Z −QX¯ − Â
T lE[Y ]− ÂT1 lE[Z]− Q̂lE[X¯ ]
)
ds+ ZdW (s)
= dY = d
(




P ′X¯ + P
(
AX¯ +Bu¯ + ÂlE[X¯] + B̂lE[u¯]
)
+ P̂ ′lE[X¯] + P̂
(










(P ′ + PA)X¯ + PBu¯+
(















Comparing the diffusion terms, we should have
Z = P
(
A1X¯ +B1u¯+ Â1lE[X¯] + B̂1lE[u¯]
)
. (4.10)
This yields from (3.2) that
0 = Ru¯+ R̂lE[u¯] +BTY + B̂T lE[Y ] + BT1 Z + B̂
T
1 lE[Z]
= Ru¯+ R̂lE[u¯] +BT (PX¯ + P̂ lE[X¯]) + B̂T (P + P̂ )lE[X¯]
+BT1 P
(




(A1 + Â1)lE[X¯] + (B1 + B̂1)lE[u¯]
)
= (R+BT1 PB1)u¯+ (R̂+B
T
1 PB̂1 + B̂
T
1 PB1 + B̂
T




BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T
1 P (A1 + Â1)
)
lE[X¯].



















K1 ≡ K1(P )
∆
=R+ R̂+ (B1 + B̂1)
TP (B1 + B̂1)
to be invertible, one gets
lE[u¯] = −K−11
[
(B + B̂)T (P + P̂ ) + (B1 + B̂1)




0 = (R+BT1 PB1)u¯+
(
R̂+BT1 PB̂1 + B̂
T




lE[u¯] + (BTP +BT1 PA1)X¯
+
(
BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T




TP +BT1 PA1)X¯ ++
(
BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T






















to be invertible, we obtain
u¯ = −K−10 (B




BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T






















BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T









(B + B̂)T (P + P̂ ) + (B1 + B̂1)








BT P̂ + B̂T (P + P̂ ) +BT1 PÂ1 + B̂
T





(B + B̂)T (P + P̂ ) + (B1 + B̂1)





(B + B̂)T (P + P̂ ) + (B1 + B̂1)













(B + B̂)T (P + P̂ ) + (B1 + B̂1)




Here, we note that
K1 −K0 = R+ R̂+ (B1 + B̂1)
TP (B1 + B̂1)−R−B
T
1 PB1
= R̂+BT1 PB̂1 + B̂
T
1 PB1 + B̂
T
1 PB̂1.
Hence, comparing the drift terms in (4.9), we have
0 = (P ′ + PA)X¯ + PBu¯+
(













A1X¯ +B1u¯+ Â1lE[X¯] + B̂1lE[u¯]
)
+ÂT (P + P̂ )lE[X¯ ] + ÂT1 P
[





P ′ + PA+ATP +AT1 PA1 +Q
]
X¯ + (PB +AT1 PB1)u¯
+
[








P̂ (B + B̂) + PB̂ +AT1 PB̂1 + Â
T




















(B + B̂)T (P + P̂ ) + (B1 + B̂1)














P̂ (B + B̂) + PB̂ +AT1 PB̂1 + Â
T






(B + B̂)T (P + P̂ ) + (B1 + B̂1)
















P̂ ′ + P̂ (A+ Â) + (A+ Â)T P̂ + PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T
















Therefore, by choosing P (·) to be the solution to Riccati equation (4.3), we have that K0 and K1 are positive
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definite, and the above leads to
{
P̂ ′ + P̂ (A+ Â) + (A+ Â)T P̂ + PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T
















Now, if P̂ (·) satisfies the following:
0 = P̂ ′ + P̂ (A+ Â) + (A+ Â)T P̂ + PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T







(P + P̂ )(B + B̂) + (A1 + Â1)




(B + B̂)T (P + P̂ ) + (B1 + B̂1)
TP (A1 + Â1)
]
= P̂ ′ + P̂
[
A+ Â− (B + B̂)K−11
(
(B + B̂)TP + (B1 + B̂1)






P (B + B̂) + (A1 + Â1)
TP (B1 + B̂1)
)
K−11 (B + B̂)
T
]
P̂ − P̂ (B + B̂)K−11 (B + B̂)
T P̂
+PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T








P (B + B̂) + (A1 + Â1)




(B + B̂)TP + (B1 + B̂1)
TP (A1 + Â1)
]
,
then (Y (·), Z(·)) defined by (4.7) and (4.10) with u¯(·) given by (4.11) satisfies the MF-BSDE in (3.3). Hence,
we introduce the following Riccati equation for P̂ (·):

P̂ ′ + P̂
[
A+ Â− (B + B̂)K−11
(
(B + B̂)TP + (B1 + B̂1)






P (B + B̂) + (A1 + Â1)
TP (B1 + B̂1)
)




−P̂ (B + B̂)K−11 (B + B̂)
T P̂ + PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T







P (B + B̂) + (A1 + Â1)




(B + B̂)TP + (B1 + B̂1)
TP (A1 + Â1)
]
= 0,
P̂ (T ) = Ĝ.
(4.12)
The solvability of this Riccati equation is not obvious since Ĝ is just assumed to be symmetric, and
Q˜ ≡ PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T








P (B + B̂) + (A1 + Â1)




(B + B̂)TP + (B1 + B̂1)
TP (A1 + Â1)
]
is also just symmetric. To look at the solvability of such a Riccati equation, we let
Π = P + P̂ .
Then
Π(T ) = G+ Ĝ ≥ 0,
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and consider the following






+P̂ ′ + P̂ (A+ Â) + (A+ Â)T P̂ + PÂ+ ÂTP + (A1 + Â1)
TP (A1 + Â1)−A
T



















Π(B + B̂) + (A1 + Â1)




(B + B̂)TΠ+ (B1 + B̂1)




(A+ Â)− (B + B̂)K−11 (B1 + B̂1)




(A+ Â)T − (A1 + Â1)
TP (B1 + B̂1)K
−1
1 (B + B̂)
T
]





P − P (B1 + B̂1)K
−1
1 (B1 + B̂1)
TP
]
(A1 + Â1) +Q+ Q̂.
Thus, Π(·) is the solution to Riccati equation (4.4). Consequently, Riccati equation (4.12) admits a unique







u¯ = −K−10 (B
TP +BT1 PA1)
(




(B + B̂)TΠ+ (B1 + B̂1)
TP (A1 + Â1)
]
lE[X¯].
Also, from (4.10), it follows that
Z = P
(







































(B + B̂)TΠ+ (B1 + B̂1)
TP (A1 + Â1)
)]
lE[X¯ ].



















(B + B̂)TΠ+ (B1 + B̂1)

























(B + B̂)TΠ+ (B1 + B̂1)














(A+ Â)− (B + B̂)K−11
(
(B + B̂)TΠ+ (B1 + B̂1)




















(B + B̂)TΠ+ (B1 + B̂1)






This gives the closed-loop system (5.15). From the above derivation, we see that if X¯(·) is a solution to
(5.15), and (u¯(·), Y (·), Z(·)) are given by (4.1), then (X¯(·), u¯(·), Y (·), Z(·)) is an adapted solution to MF-
FBSDE (3.3). By Corollary 3.3, we know that such a constructed 4-tuple (X¯(·), u¯(·), Y (·), Z(·)) is the unique
solution to (3.3).
The following is a direct verification of optimality of state feedback control.
Theorem 4.2. Let (H1) and (H2)′′ hold. Let P (·) and Π(·) be the solutions to the Riccati equations
(4.3) and (4.4), respectively. Then the state feedback control u¯(·) given in (4.1) is the optimal control of
Problem (MF). Moreover, the optimal value of the cost is given by
inf
u(·)∈U [0,T ]
J(x;u(·)) = 〈Π(0)x, x 〉, ∀x ∈ lRn. (4.13)
Proof. Let P (·) and Π(·) be the solutions to the Riccati equations (4.3) and (4.4), respectively and denote
K0 and K1 as in (4.2), which are positive definite. Let P̂ (·) = Π(·) − P (·). Then P̂ (·) solves (4.12). Now,
we observe





〈QX,X 〉+ 〈 Q̂lE[X ], lE[X ] 〉+ 〈Ru, u 〉+ 〈 R̂lE[u], lE[u] 〉
+ 〈P ′X,X 〉+2 〈P (AX +Bu+ ÂlE[X ] + B̂lE[u]), X 〉
+ 〈P (A1X +B1u+ Â1lE[X ] + B̂1lE[u]), A1X +B1u+ Â1lE[X ] + B̂1lE[u] 〉











+ 〈 Q̂lE[X ], lE[X ] 〉+ 〈 R̂lE[u], lE[u] 〉+2 〈P (ÂlE[X ] + B̂lE[u]), lE[X ] 〉
+2 〈P (A1lE[X ]+B1lE[u]), Â1lE[X ]+B̂1lE[u]〉+〈P (Â1lE[X ]+B̂1lE[u]), Â1lE[X ]+B̂1lE[u]〉







〈(P ′+PA+ATP+AT1 PA1+Q)X,X 〉+2 〈u, (B






TP̂+Q̂]lE[X ], lE[X ] 〉
+ 〈(R̂+ B̂T1 PB1 +B
T
1 PB̂1 + B̂
T
1 PB̂1)lE[u], lE[u] 〉
+2 〈 lE[u], [B̂TP + B̂T1 PA1 + (B1 + B̂1)
TPÂ1 + (B + B̂)







〈(P ′+PA+ATP+AT1 PA1+Q)X,X 〉+2 〈u−lE[u], (B
TP+BT1 PA1)(X−lE[X ]) 〉
+ 〈K0(u− lE[u]), u− lE[u] 〉
+ 〈
(
P̂ ′ + PÂ+ ÂTP + ÂT1 PA1 +A
T
1 PÂ1 + Â
T
1 PÂ1
+P̂ (A+ Â) + (A+ Â)T P̂ + Q̂
)
lE[X ], lE[X ] 〉+ 〈K1lE[u], lE[u] 〉
+2 〈 lE[u], (B + B̂)T (P + P̂ ) + (B1 + B̂1)















∣∣∣K 120 [u− lE[u] +K−10 (BTP +BT1 PA1)(X − lE[X ])]∣∣∣2
+ 〈
[
P̂ ′ + PÂ+ ÂTP + ÂT1 PA1 +A
T
1 PÂ1 + Â
T
1 PÂ1 + P̂ (A+ Â) + (A+ Â)







(P + P̂ )(B + B̂) +AT1 P (B1 + B̂1) + Â
T





(B + B̂)T (P + P̂ ) + (B1 + B̂1)
TPA1 + (B1 + B̂1)
TPÂ1
)]
lE[X ], lE[X ] 〉
+




{∣∣∣K 120 [u− lE[u] +K−10 (BTP +BT1 PA1)(X − lE[X ])]∣∣∣2
+
∣∣∣K 121 [lE[u] +K−11 ((B + B̂)TΠ+ (B1 + B̂1)TPA1 + (B1 + B̂1)TPÂ1)lE[X ]]∣∣∣2}ds ≥ 0.
Then our claim follows.
We see that Riccati equation (4.4) can be written as follows:

Π′ +Π(A+ Â) + (A+ Â)TΠ+ (A1 + Â1)
TP (A1 + Â1) +Q+ Q̂
−
[
Π(B + B̂) + (A1 + Â1)




(B + B̂)TΠ+ (B1 + B̂1)
TP (A1 + Â1)
]
= 0,
s ∈ [0, T ],
Π(T ) = G+ Ĝ.
(4.14)
When
Â = Â1 = 0, B̂ = B̂1 = 0, Q̂ = 0, R̂ = 0, Ĝ = 0,
we have
K0 = K1 = R+B
T
1 PB1,
and the Riccati equation for Π(·) can be written as
 Π





1 PA1 +Q = 0,
Π(T ) = G.
Then













T (Π− P ).
Therefore, by uniqueness, we have
Π = P.
Consequently, the feedback control can be written as
u¯ = −K−10 (B
TP +BT1 PA1)
(




(B + B̂)TΠ+ (B1 + B̂1)















This recovers the result for classical LQ problem ([34]).
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5 A Modification of Standard LQ Problems.
In this section, we are going to look at a special case which was mentioned in the introduction. For conve-

















〈Q0(s)X(s), X(s) 〉+ 〈R0(s)u(s), u(s) 〉
)
ds+ 〈G0X(T ), X(T ) 〉
]
. (5.2)
Classical LQ problem can be stated as follows.
Problem (LQ). For any given x ∈ lRn, find a u¯(·) ∈ U [0, T ] such that
J0(x; u¯(·)) = inf
u(·)∈U [0,T ]
J0(x;u(·)). (5.3)
The following result is standard (see [34]).
Theorem 5.1. Let (H1) hold and
Q0(s) ≥ 0, R0(s) ≥ δI, s ∈ [0, T ]; G0 ≥ 0. (5.4)









X¯0(s), s ∈ [0, T ], (5.5)
where P0(·) is the solution to the following Riccati equation:












1 P0A1) = 0, s ∈ [0, T ],
P0(T ) = G0.
(5.6)





















X¯(s)dW (s), s ∈ [0, T ],
X¯0(0) = x.
(5.7)





〈Q0(s)X(s), X(s) 〉+ 〈R0(s)u(s), u(s) 〉
)






q(s)var [X(s)] + ρ(s)var [u(s)]
)











∣∣∣lE[X(s)]∣∣∣2 + 〈(R0(s) + ρ(s)I)u(s), u(s) 〉
−ρ(s)
∣∣∣lE[u(s)]∣∣∣2]ds+ 〈(G0 + gI)X(T ), X(T ) 〉−g∣∣∣lE[X(T )]∣∣∣2},
(5.8)
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with q(·), ρ(·) ∈ L∞(0, T ), g ∈ [0,∞) such that
q(s), ρ(s) ≥ 0, s ∈ [0, T ]. (5.9)
Also, of course, we assume that ∫ T
0
[q(s) + ρ(s)]ds+ g > 0. (5.10)
We want to compare the above Problem (LQ) with the following problem:
Problem (LQ)′. For any given x ∈ lRn, find a u¯(·) ∈ U [0, T ] such that
Ĵ0(x; u¯(·)) = inf
u(·)∈U [0,T ]
Ĵ0(x;u(·)). (5.11)
We refer to the above Problem (LQ)′ as a modified LQ problem. This is a special case of Problem (MF) with
 Â = Â1 = 0, B̂ = B̂1 = 0,Q = Q0 + qI, Q̂ = −qI, R = R0 + ρI, R̂ = −ρI, G = G0 + gI, Ĝ = −gI.
Then the Riccati equations are


P ′ + PA+ATP +AT1 PA1 +Q0 + qI
−(PB +AT1 PB1)(R0 + ρI +B
T
1 PB1)
−1(BTP +BT1 PA1) = 0, s ∈ [0, T ],









−1(BTΠ+BT1 PA1)=0, s ∈ [0, T ],
Π(T ) = G0.
(5.13)
The optimal control is given by
u¯ = −(R0 + ρI +B
T
1 PB1)






















































By the optimality of u¯0(·) and u¯(·), we have that
〈P0(0)x, x 〉 = J0(x; u¯0(·)) ≤ J0(x; u¯(·)), (5.16)
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and




q(s)var [X¯(s)] + ρ(s)var [u¯(s)]
)
ds+ gvar [X¯(T )]
]
= Ĵ0(x; u¯(·)) ≤ Ĵ0(x; u¯0(·))




q(s)var [X¯0(s)] + ρ(s)var [u¯0(s)]
)
ds+ gvar [X¯0(T )]
]




q(s)var [X¯0(s)] + ρ(s)var [u¯0(s)]
)









q(s)var [X¯(s)] + ρ(s)var [u¯(s)]
)






q(s)var [X¯0(s)] + ρ(s)var [u¯0(s)]
)





J0(x; u¯(·))− J0(x; u¯0(·))





q(s)var [X¯0(s)] + ρ(s)var [u¯0(s)]
)






q(s)var [X¯(s)] + ρ(s)var [u¯(s)]
)
ds+ gvar [X¯(T )]
of the (weighted) variances of the optimal state-control pair (X¯0(·), u¯0(·)). Moreover, (5.17) further implies
that





q(s)var [X¯0(s)] + ρ(s)var [u¯0(s)]
)






q(s)var [X¯(s)] + ρ(s)var [u¯(s)]
)
ds+ gvar [X¯(T )].
The above roughly means that the amount increased in the cost is “covered” by the amount decreased in
the weighted variance of the optimal state-control pair.
We now look at a simple case to illustrate the above. Let us look at a one-dimensional controlled linear
SDE: 



























where g0 ≥ 0 and g > 0. As above, we refer to the optimal control problem associated with (5.19) and (5.20)
as the standard LQ problem, and to that associated with (5.19) and (5.17) as the modified LQ problem. The
Riccati equation for the standard LQ problem is
 p
′
0(s) + p0(s)− b
2p0(s)
2 = 0, s ∈ [0, T ],
p0(T ) = g0.
(5.22)
A straightforward calculation shows that
p0(s) =
eT−sg0
(eT−s − 1)b2g0 + 1
> 0, s ∈ [0, T ]. (5.23)
The optimal control is
u¯0(s) = −bp0(s)X¯0(s), s ∈ [0, T ], (5.24)
and the closed-loop system is
 dX¯0(s) = −b













, s ∈ [0, T ]. (5.26)
Consequently,









































p0(τ)dτ (eT − 1). (5.29)
Also, the optimal expected cost is
J0(x; u¯0(·)) = p0(0)x
2 =
eT g0
(eT − 1)b2g0 + 1
x2. (5.30)
Next, for the modified LQ peoblem, the Riccati equations are:
 p
′(s) + p(s)− b2p(s)2 = 0, s ∈ [0, T ],




′(s)− b2pi2(s) + p(s) = 0, s ∈ [0, T ],





(eT−s − 1)b2(g0 + g) + 1
>
eT−sg0
(eT−s − 1)b2g0 + 1
= p0(s) > 0, s ∈ [0, T ]. (5.33)
We now show that







2[pi(s) + p0(s)][pi(s)− p0(s)] + p(s)− p0(s) = 0, s ∈ [0, T ],
pi(T )− p0(T ) = 0.
Thus,













[p(s)− pi(s)]− b2[p(s) + pi(s)][p(s) − pi(s)] = 0, s ∈ [0, T ],
p(T )− pi(T ) = g.
Hence,






g > 0, s ∈ [0, T ].





− bpi(s)lE[X¯(s)], s ∈ [0, T ],
and the closed-loop system is

























x, s ∈ [0, T ]. (5.36)


























































































































































































































































x2 = var [X¯0(T )].
(5.37)




p(s), s ∈ [0, T ). (5.38)













′(s)] + [p0(s)− p˜(s)]− b




p0(T )− p˜(T ) = 0.
This leads to (5.38). Consequently,
J0(x; u¯(·)) + var [X¯(T )] = Ĵ0(x; u¯(·)) = pi(0)x













The above gives an upper bound for the cost increase in order to have a smaller var [X(T )]. Taking into
account of (5.37), we see that it is a very good trade-off to consider the modified LQ problem if one wishes
to have a smaller var [X(T )]. It is possible to more carefully calculate the price difference J0(x;u(·)) −
J0(x; u¯0(·)). We omit the details here.
Also, it is possible to calculate the situation of including var [u(s)] and/or var [X(s)] in the integrand of
the modified cost functional. The details are omitted here as well.
To conclude this paper, let us make some remarks. First of all, we have presented some results on the
LQ problem for MF-SDEs with deterministic coefficients. Optimal control is represented by a state feedback
form involving both X(·) and lE[X(·)], via the solutions of two Riccati equations. Apparently, there are
many problems left unsolved (and some of them might be challenging). To mention a few, one may consider
the case of infinite-horizon problem, following the idea of [31], and more interestingly, the case of random
coefficients (for which one might have to introduce some other techniques since the approach used in this
paper will not work). We will continue our study and report new results in our future publications.
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