The staggering amount of streaming time series coming from the real world calls for more efficient and effective online modeling solution. For time series modeling, most existing works make some unrealistic assumptions such as the input data is of fixed length or well aligned, which requires extra effort on segmentation or normalization of the raw streaming data. Although some literature claim their approaches to be invariant to data length and misalignment, they are too time-consuming to model a streaming time series in an online manner. We propose a novel and more practical online modeling and classification scheme, DDE-MGM, which does not make any assumptions on the time series while maintaining high efficiency and state-of-the-art performance. The derivative delay embedding (DDE) is developed to incrementally transform time series to the embedding space, where the intrinsic characteristics of data is preserved as recursive patterns regardless of the stream length and misalignment. Then, a non-parametric Markov geographic model (MGM) is proposed to both model and classify the pattern in an online manner. Experimental results demonstrate the effectiveness and superior classification accuracy of the proposed DDE-MGM in an online setting as compared to the stateof-the-art.
INTRODUCTION
There has been an unprecedented surge of interest in streaming time series modeling and classification mainly due to the rapid deployment of smart devices. Traditionally, time series classification has been conducted using an offline training procedure coupled with an online/offline classification procedure. During the training process, some preprocessing steps are usually conducted including segmenting the time series into finite (usually fixed) length and aligning the segments perfectly to facilitate the subsequent feature extraction that normally yields discriminative patterns for classification purpose. However, with the smart device explosion and the related jump in data traffic, new challenges arise in time series data analysis. For example, time series data generally exhibit time-varying characteristics over an, in theory, infinite time span, therefore, manually truncating the time series into fixed-length, well-aligned segments would run the risk of missing some intrinsic characteristics of the data that degrades the performance of the classifier. On the other hand, many smart devices require real-time responses. Therefore, the computational complexity becomes the bottleneck for most classifiers.
These challenges call for a solution that is able to model a time series in an online manner without the need for any preprocessing such that time-varying characteristics of the time series can be well captured in real time and that the classification can be performed using the most updated model. Existing works either are time-consuming or have to make certain assumptions on the times series, e.g., fixed length (as opposed to random or infinite length) and well alignment (i.e., the time series are aligned to the same starting point or baseline), which have largely hindered the realization of online modeling or classification.
To the best of our knowledge, there has not been any related work that can achieve online processing in both modeling and classification stages without the assumptions of fixed length and well alignment. We develop the derivative delay embedding (DDE) method that transforms, in an online fashion, a time series to the embedding space, in which the patterns are preserved regardless of the assumptions mentioned above. We further propose the Markov geographic model (MGM) that enables both the modeling and classification of the transformed patterns in an online fashion. We refer to the proposed approach as DDE-MGM.
Motivation
The theory of delay embedding [24, 22] was first introduced to reconstruct a chaotic dynamical system from a sequence of observations of the system. The reconstruction preserves the coordinate and period changes of the dynamical system, but it is invariant to the change of phase. Therefore, a time series can be considered a sequence of observations from a latent dynamical system, and we can represent the time series by the reconstructed dynamical system, which is invariant to phase changes (i.e., misalignment). Another merit of delay embedding is its low computational complexity, approximately O(1). In addition, the reconstruction is performed in an incremental fashion, facilitating online processing, because only recent observations are considered when reconstructing the dynamical system from a streaming time series. The reconstructed dynamical system is usually represented in a higher dimensional space, in which the dynamics presents recursive patterns [8, 18, 9] regardless of the length of the original time series. Therefore, an infinite streaming time series can potentially be stored in a finite memory through the delay embedding because of the recursiveness of the reconstructed dynamical system.
Motivated by the invariance properties of delay embedding, especially the invariance to the phase and length changes of the time series, we develop the online modeling and classification scheme, DDE-MGM, taking advantage of the invariance properties and high efficiency from the delay embedding technique.
Related Work
The dynamic time warping (DTW) method [2] has achieved good performance in time series classification, especially the 1NN-DTW [29] . However, DTW-based methods normally suffer from the high computational complexity that is not suitable for many real-time applications. Several recent improvements [29, 19] have successfully reduced the computational complexity, however, they are still far from achieving online processing. Other methods such as HMMs [15] , decision tree [21] , SVM [28] , and neural network [6] , are also limited by their high computational complexity in the training stage and the necessity to make the two impractical assumptions, i.e., fixed length and well alignment of the time series.
Recently, some works have been proposed attempting to relax these assumptions. For example, [7] removed the assumption of fixed length by learning a dictionary, but it needs a long time to learn an appropriate dictionary. [11, 23] removed the assumption of well alignment by sparse coding. However, they still have to learn a dictionary in an offline manner. [18, 30] exploited the delay embedding technique in time series analysis, which relaxed both assumptions of fixed length and well alignment, but neither can be performed in the "online" scenario.
Many online learning methods were also proposed in resent years, e.g., [16] proposed the kernel based perceptron with budget, [27] improved the online passive-aggressive algorithm, and [14] extended online gradient descent. However, they require the data to be of the same length or well aligned. In addition, they are more suitable to operate in the feature space rather than on the raw time series. Therefore, we consider these methods as pseudo-online because they need to preprocess (i.e., truncating or aligning) the raw time series.
In this paper, we specifically consider the problem in a more practical "online" setting, where a time series streams in with random length.
The contribution of this paper is three-fold. First, the proposed DDE completely removes the common but unrealistic assumptions made on the time series, i.e., fixed length and well alignment, therefore, no preprocessing is needed on the time series, facilitating real-world problem solving. Second, the proposed MGM effectively and efficiently models the trajectory of the recursive patterns of different classes in the embedding space. Thus, both the modeling and classification using DDE-MGM are performed in an online and incremental fashion, while maintaining competitive classification accuracy as compared to the state-of-the-art. Third, the discretization of the embedding space enables an approximately constant memory footprint during the modeling regardless of the stream length.
DERIVATIVE DELAY EMBEDDING
In this section, we first present background of delay embedding. Then, the proposed derivative delay embedding (DDE) is elaborated, as well as its invariant property to data length and misalignment. Finally, parameter selection for delay embedding and DDE is discussed to facilitate realworld applications of DDE.
Delay Embedding
A time series [yt, yt+1, · · · ] can be considered as an observable sequence from a latent deterministic dynamical system [10] , which evolves in time
where xt ∈ X denotes the system state at time t, and φ : X → X is a deterministic function. Without loss of generality, we assume the time series is of high dimension, i.e., yt ∈ R n . Because we cannot directly observe those internal states xt of the system, the states are measured via an observation function ψ : X → R n . For each set of states [xt, xt+1, · · · ], there is a corresponding time series
Our purpose is to estimate the deterministic function φ of the latent dynamical system by reconstructing the internal states [xt, xt+1, · · · ] from the observations [yt, yt+1, · · · ]. For classification purpose, the times series of the same class should share similar φ.
From Takens' embedding theory [24] , a series of observations need to be considered to reconstruct a single state because a state of the deterministic dynamical system is associated with current and recent observations. Assuming X is a smooth manifold, φ ∈ C 2 is a diffeomorphism, and ψ ∈ C 2 , the mapping Φ ψ : X → R n × R d , defined by Φ(xt; s, d) = ψ(xt), ψ(xt+s), · · · , ψ(x t+(d−1)s )
= yt, yt+s, · · · , y t+(d−1)s ,
is a delay embedding, where Φ(xt; s, d) is the reconstruction of the state xt in the Euclidean space, which is referred to as the embedding space. The parameter s is the delay step, and d denotes the embedding dimension. Based on the reconstructed states [Φ(xt), Φ(xt+1), · · · ], the deterministic function φ can be estimated. For simplicity, we use Φ(xt) to denote Φ(xt; s, d) in the rest of this paper. A toy example of delay embedding is shown in Fig. 1 , assuming a 1-D time series yt = f (t), t ∈ Z + , d = 2, and s = 1. For each delay embedding, only the adjacent two observations are involved, and the time series is transformed to the embedding space, where the raw 1-D time series becomes a recursive 2-D time series. According to [18] , the trajectory of the recursive 2-D time series forms a pattern corresponding to the intrinsic characteristics of data in the time domain. Fig. 2 illustrates that different patterns in the time series result in different trajectories in the embedding space. Intuitively, we can classify the time series through their trajectories, which is invariant to the phase and length changes of the time series. 
Derivative Delay Embedding
Although delay embedding is robust to the length and phase changes of the time series, as shown above, it is sensitive to the shift of baseline. For example, the zero-drift effect will make the sensor output drift away although the external environment has not changed at all; or different types of sensors monitoring the same variable may yield results in different baseline. Moreover, the embedding space is a continuous space, so recording the exact position of the states/trajectory would consume large memory.
To tackle these two problems, we develop the derivative delay embedding (DDE) method, letting the observation function ψ(xt) = y t to offset the baseline shift, and then the embedding space is discretized into a grid to reduce the memory cost.
where
approximates a state to the nearest grid cell in the discretized embedding space. For simplicity, τ is set to 1, thus y t = yt − yt−1. An illustrative comparison between the delay embedding and DDE is shown in Fig. 3 , assuming yt = f (t). Because the derivative intrinsically has a zero baseline, the DDE gains the invariance to the shift of baseline, enabling the complete relaxation of those common but unrealistic assumptions, i.e., the same length and well alignment.
On the other hand, DDE generates recursive trajectories that occupy a limit region of the embedding space, the discretized embedding space further realizes an approximately constant footprint. In Fig. 1 , for example, the raw time series consists of 15 points. After delay embedding, there are only 8 points in the embedding space because of recursiveness. In practice, however, the time series is normally corrupted by noise which will prevent the trajectory from presenting such perfect recursiveness as shown in Fig. 3 . Therefore, the number of unrepeated states in the embedding space will be similar to the number of points in the raw time series, and then the memory consumption of storing all the states will not be less than that of recording the raw time series. In the discretized embedding space ( Fig. 4) , however, if the size of grid cell is chosen appropriately, the deviated states caused by noise will fall into the same grid cell, which drastically reduces the memory cost and achieves denoising effect at the same time. In addition, any recursive trajectory can be represented by a finite number of cells in the discretized embedding space. Therefore, the discretization drastically reduces the memory consumption and potentially preserves a constant memory footprint although handling an infinite time series. Intuitively, the memory cost is decided by the cell size -a smaller cell size requires larger memory and vice versa. Section 2.3 will discuss more details on the choice of parameters.
Parameter Selection
There are two parameters in delay embedding, i.e., the delay step s and embedding dimension d. From empirical study, d and s both significantly affect the performance of delay embedding in the aspect of classification accuracy, and they are application orientated, varying with different datasets. In DDE, we have an extra parameter -the cell size of the discretized embedding space that decides the fidelity of representing the state trajectory. This section discusses the methods of selecting appropriate values for s, d, and the grid size.
Delay Step (s)
According to [17] , an effective method of obtaining the optimal s is to minimize the mutual information [5] between yt and yt+s. The idea is to ensure a large enough s so that the information measured at t + s is significantly different from that at time t. However, it needs to manually divide the observation into equally sized bins in order to compute the mutual information. [18] provided a criterion to obtain the optimal s based on periodic time series,
where f and fs denote the resonant and sampling frequency, respectively, of the time series. In practice, however, the time series is not necessarily periodic. Based on the ideas from [17, 18] , we decide s based on the dominant frequency of the raw time series. Instead of assigning the resonant frequency to f as in Eq. 7, we adopt the dominant frequency -the frequency with the maximum magnitude not counting the DC component in the frequency domain. To obtain an appropriate s, let 2π × d × s × f /fs = π, which minimizes the information loss when transforming the time series to the embedding space because this is the case that yields the smallest s from Eq. 7. At the same time, the minimum s is bounded by fs/(2×d×f ) to avoid large mutual information. Practically, a times series is a sequence of points of length N . Applying Fast Fourier Transform (FFT) [3] , we can obtain the dominant frequency f = nfs/N , where n denotes the index of the maximum magnitude in the spectral space. Therefore, a more succinct formula of s is 
Embedding Dimension (d)
To determine a proper embedding dimension d, we apply the false nearest neighbor method developed in [8] . This method assumes that the states that are close in the embedding space have to stay sufficiently close during forward iteration. If a reconstructed state has a close neighbor that does not fulfill this criterion, it is marked as having a false nearest neighbor. The steps for finding the optimal d are:
1. Given a state Φ(xi) in the d-dimensional embedding space, find a neighbor Φ(xj) so that Φ(xi)−Φ(xj) 2 < ε, where ε is a small constant usually not larger than 1/10 of the standard deviation of the time series.
2. Based on the neighbors, compute the normalized distance Ri between the (m + 1)th embedding coordinate of state Φ(xi) and Φ(xj):
3. If Ri is larger than a given threshold R th , then Φ(xi) is marked as having a false nearest neighbor.
4. Apply Eq. 9 for the whole time series and for various m = 1, 2, · · · until the fraction of points for which Ri > R th is negligible. According to [8] , R th = 10 has proven to be a good choice for most data sets.
Applying the above method on the time series in Fig. 5(a) , the process of finding the optimal d is shown in Fig. 6 . The optimal embedding dimension is d = 6 because the false nearest neighbor first achieves zero. In practice, d = 5 is also an acceptable setting.
In DDE, the above methods of finding appropriate s and d can be applied iteratively on the derivative of the raw time series. In practice, we cannot ensure the optimal parameter setting for any time series in classification tasks because the optimal setting always varies with classes, and we have to use a uniform setting for all classes to achieve fair data representation. Therefore, we randomly choose some training examples from each class and use the mean of the optimal settings from each class as the final values. The setting of s only affects the classification accuracy, while d also affects computational complexity. A larger d does not necessarily improve the classification accuracy but certainly increases the burden on computation. To balance the accuracy and computational complexity, we prefer to select a smaller d.
Size of Grid Cell
The third parameter is the cell size of the discretized embedding space used in DDE. The cell size decides the fidelity of representing the trajectories, which in turn affects the classification accuracy. Generally, the accuracy increases as the cell size decreases, nevertheless, a too small cell size drastically increases the computational complexity and memory cost. Actually, when the cell size goes smaller and smaller, the overfitting problem starts to surface and the model ends up fitting the noisy data. From our experiment, an appropriate cell size is (y max − y min )/50, where y max and y min denote the maximum and minimum of the derivative time series, respectively. In other words, the trajectories are represented on a grid with approximately 50 bins on each dimension.
MARKOV GEOGRAPHIC MODEL
As discussed in DDE, the trajectory constructed from a time series preserves distinguishable and robust patterns. Therefore, we can model the trajectories of different classes during training. Then, the label of a testing time series could be decided by comparing with those learned trajectories. Many existing works related to delay embedding would model the trajectories by a group of differential functions, parametric models [9] , or topological features [18] , e.g., barcodes from persistent homology. However, they all perform in an offline manner, and it is difficult to find a parametric model that is suitable for all applications. We propose a non-parametric model MGM that could model the trajectories in an online manner.
From Fig. 1 , we can see that the trajectory and geograph-ical location of the states both carry significant information that distinguish one pattern from another. The trajectory can be modeled by the Markov process -the arrows in the embedding space of Fig. 1 denote transition of the states. However, the Markov process is sensitive to the probability of the starting state, e.g., if the starting state is an outlier, the probability of starting state will be small, thus the final probability of the whole trajectory will be small although the transition probability is large. Therefore, the geographic distribution of the states is constructed instead which depicts the probability that a trajectory belongs to a class in a more global and robust manner. We refer to the proposed model as the Markov geographic model (MGM), which efficiently and effectively models both the geographic distribution of the states as well as their transition -the two pieces of information that non-parametrically identify the deterministic function φ in Eq. 1. Specifically, the geographic distribution is represented by a probability map with the same size as the discretized embedding space. The state transitions are exhaustively recorded by an "expandable list". When a new transition appears, it is appended to the end of the list if it has not occurred in the past, otherwise, it is accumulated to the existing transition.
Assuming a d-D discretized embedding space, and each grid cell is associated with an accumulator, counting the number of states falling into the cell during training. Then, the geographic distribution of the states can be obtained by
where P (xt) is the probability of the state xt belonging to the training trajectories of a given MGM, |Φ (xt)| returns the number of states falling into the grid cell of coordinate Φ (xt) in the discretized embedding space. Because the derivative of a time series would result in many zerocrossing points, significantly increasing the number of states falling around the origin ([0] d ) of the embedding space, we apply the logarithm to suppress these large counts. Similarly, the transition probability from a state to another can be expressed as
where |Φ (xt); Φ (xt−1)| returns the number of transitions from xt−1 to xt during modeling, and xi denotes the ith possible state transiting from xt−1.
Based on the Markov process and state distribution, the similarity between a testing trajectory and the MGM of a given class is defined by
where SMGM(·) is the similarity between the testing trajectory X = [x1, x2, · · · , xt] and the MGM of the given class. SM(·) and SG(·) estimate the similarity in aspects of state transition and distribution, respectively. Compared to the original Markov process, we use the global probability of the whole trajectory as the starting probability instead of the single state probability to make it more robust to noise and outliers.
ONLINE MODELING
This section elaborates on how the proposed DDE-MGM models and classifies the time series both in an online manner. Fig. 7 shows the flow of the DDE-MGM scheme, assuming d = 2 and s = 1 for simplicity. During online modeling, a training time series streams through a buffer of size (d − 1)s + 1 = 2. When a new data point arrives, the oldest one in the buffer will be removed, and only the data points in the buffer are applied to DDE to construct a state in the discretized embedding space. Location of the state and its transition from its previous state are updated in the corresponding MGM. 
Representing MGM
In a discretized embedding space of 50×50 grid, for example, the geographic distribution require 50 2 bytes to record the counts (|Φ (xt)| in Eq. 10) of states falling into each cell. For the transition probability, a common way to record all possible transitions is to construct a (50×50) 2 matrix, which is huge and a waste of memory. Since such a matrix is normally sparse, we use a "list" to accumulate only those active transitions (|Φ (xt); Φ (xt−1)| in Eq. 11). Note that each class maintains a separate MGM. The modeling procedure transforms the time series and updates MGMs in real time without any preprocessing or making any assumptions on the time series. During the classification, a testing stream is also transformed to the embedding space, where Eq. 12 can be applied to incrementally calculate the similarity between the testing stream and each class:
Neighborhood Matching
In practice, a testing trajectory cannot perfectly match an MGM. Therefore, we further propose the neighborhood matching strategy to improve the robustness. The improved SM(X) based on neighborhood matching is defined as
where Nr(Φ (xi)) denotes the set of neighbors within radius r around Φ (xi), and k walks all possible states learned by the MGM. Usually, radius r is set to be the cell size, which means the neighbors are searched from a 3 × 3 window. The improved SM(X) forms clusters centered at the Output label of g(t) for each time point t do Φ (xt) = G (g (t), g (t + s), · · · , g (t + (d − 1)s)) for each class i do query |Φ (xt)|i and |Φ (xt); Φ (xt − 1)|i from MGMi compute P (xt) and P (xt|xt−1) by Eqs. 10 and 11
testing states, becoming an estimate of cluster-wise transition probability, which effectively increases the robustness to noise and intra-class variation. Fig. 8 illustrates the neighbor matching. The DDE-MGM scheme is summarized in Algorithm 1, where the accumulators, i.e., |Φ (xt)| and |Φ (xt); Φ (xt−1)|, are simultaneously updated and queried by the modeling and classification threads. After the initial training stage, the classification thread can be performed in parallel with the modeling without having to wait until the end of the training stream.
EXPERIMENTAL EVALUATION
The proposed DDE-MGM is evaluated on three datasets -UCI character trajectories [12] , MSR Action3D [26] , and PAMAP [20] outdoor activities. To illustrate the low computational complexity and superior classification performance, DDE-MGM is compared to HMM [15] , SAX [13] and 1NN-DTW [29] , which are considered the best algorithms for time series classification. In addition, we also compare with some state-of-the-art online algorithms, RBP [4] , Projectron [16] , BPAS [27] , BOGD [31] , and NOGD [14] , to verify the online performance of DDE-MGM. Besides classification accuracy, the run time is also concerned to evaluate computational complexity.
Datasets
The UCI Character Trajectory dataset [12] consists of 2858 character samples of 20 classes. Three dimensions are kept -x, y, and pen tip force. The data was normalized and shifted so that their velocity profiles best match the mean of the set. This dataset serves as the baseline to compare different algorithms because its samples are well aligned, truncated to the similar length and normalized to the same baseline.
The MSR Action3D dataset [26] is the most popular dataset used by most action recognition related literature. It consists of 567 action samples of 20 classes performed by 10 subjects. This dataset is of random data length without careful alignment. Each action sample is presented by a sequence of skeletons with 20 joints in the 3-D spatial space. We consider such a sequence as a 60-D time series because each skeleton can be treated as a point of 20 (joints) × 3 (3-D space) dimensions. This dataset is to highlight the advantage of DDE-MGM in robustness to length variation and misalignment of the time series.
The PAMAP outdoor activities dataset [20] was collected from wearable sensors on subjects' hand, chest, and shoe when performing physical activities -walking very slow, normal walking, Nordic walking, running, cycling and rope jumping. The samples in this dataset last tens of minutes and do not have fixed length. Only the 3-D acceleration data on hand is used in the experiment, which is sufficient to warrant a competitive classification accuracy. Because the samples is long in time and repetitive in patterns, e.g., walking for tens of minutes, this dataset is adopted to mainly examine the efficiency of DDE-MGM in aspects of run time and memory cost.
Experimental Setup
In DDE-MGM, there are four parameters in total-s, d and grid size for DDE (Eq. 6), and r for the neighborhoodmatching-based similarity function (Eqs. 12 and 16). The parameters s and d can be obtained by applying Eqs. 8 and 9 (false nearest neighbor) on randomly selected training samples, and then choosing the averaged settings. Through extensive empirical studies, it is appropriate to divide each dimension of the embedding space into a roughly 50 bins. The size of one interval is set to be the cell size. The neighbor size r is set to be the cell size.
In the experiment, two groups of algorithms are cited to compare with the propose DDE-MGM: 1) offline algorithms that can achieve the state-of-the-art classification accuracy but time-consuming or assuming the input data are of the same length and well aligned, and 2) online algorithms that learn models efficiently in an online fashion -the model is updated and applied to testing alternately for each sample in the dataset. When a sample arrives, for example, the model is first applied to classify this sample, and then the sample is used to update the corresponding model.
All algorithms are run with Matlab on a laptop with Intel i7 dual-core 2.4GHz CPU. Therefore, we can achieve a fair comparison on the run time. In the offline comparison, the classification accuracy is obtained by leave-50%-out cross validation. In the online comparison, training and testing are performed alternatively on each sample of the dataset.
Classification Performance
In the comparison of classification performance, both accuracy and run time are considered. Parameter settings based on section 2.3 for each dataset is listed in Table 1 , where the cell size and neighbor size r are not included because they can be considered as constant regardless of the different datasets. Compared to the MSR and PAMAP datasets, the dominant frequency of data samples in the UCI dataset is much smaller, so it is assigned a larger s and d to decrease the mutual information between the reconstructed states. The UCI dataset: Table 2 compares the performance of DDE-MGM with both offline (upper block) and online (lower block) algorithms. The notation "O/R" is short for Online modeling/Random data length and alignment. "+" and "-" denote whether the algorithm is able to achieve O/R or not. The "Time" column shows the total run time of training and testing. From the aspect of run time, DDE-MGM cannot beat most online methods. For accuracy, however, DDE-MGM is superior to the state-of-the-art in both off-and on-line categories. Note that the run time of DDE-MGM in the online testing is longer than that in the offline testing because the offline testing performs training and testing each on half of the dataset, while the online testing trains and tests alternatively on the whole dataset. Although DDE-MGM takes longer time on the whole dataset (2858 samples) in the online testing, it can still achieve realtime performance on any single sample. In addition, DDE-MGM realizes O/R in both training and testing.
In the online experiment, although DDE-MGM is not the most efficient, it achieves the highest accuracy, even in the earlier stage (fewer samples) as illustrated in Fig. 9 .
The MSR Action3D dataset: The most notable advantage of DDE-MGM over the other online algorithms is the robustness to random data length and misalignment, which is better demonstrated in the experiment on the MSR Action3D dataset as shown in Table 3 . For this dataset, DDE-MGM significantly outperforms the other algorithms in both off-and on-line testing because the raw data is not well aligned and varies in length.
The highest accuracy of the other online algorithms is around 30% (BPAS) because they are sensitive to the alignment of the time series. Fig. 10 compares the online per- formance where it is obvious that DDE-MGM still preserves relatively good performance.
Figure 10: Comparison of different online algorithms on the MSR Action3D dataset
Because MSR Action3D is one of the most popular datasets used by the action recognition community, we follow the same experimental setup in most related works for a fair comparison with the state-of-the-art performance. The accuracy we obtain is about 93%, and the literature [25, 1] published in recent years achieved around 90%. Therefore, DDE-MGM is still competitive to those algorithms specifically designed for this dataset.
The PAMAP dataset: Actually, the previous two datasets are not infinite streaming time series because the time duration is only a few seconds for each sample. Therefore, all the cited algorithms are modeling on multiple examples (segments) rather than on a data stream. For a streaming time series, there is not specific start or end time, so that the online algorithms cited in this paper cannot work without employing extra segmentation methods. After incorporating certain segmentation algorithm, however, the algorithms may loose the online property or yield lower classification accuracy. To demonstrate the effectiveness of DDE-MGM on modeling streaming time series, the PAMAP dataset is Table 4 reports the results of DDE-MGM, as well as the offline methods. Leave-50%-out cross validation is applied, and the samples are truncated into the same length for SAX and HMM. The online methods are not involved in this comparison because they require extra segmentation algorithms. The "Dictionary" denotes the algorithm in [7] , which relaxed the fixed-length assumption by learning a dictionary in an offline manner. It achieves the state-of-the-art accuracy of 84.8% that is a bit lower than DDE-MGM, but its run time is drastically longer than the proposed.
How Fast is DDE-MGM Model?
We have claimed that DDE-MGM can achieve online modeling. However, no online method can handle a time series with infinite streaming rate. So, what is the limit of DDE-MGM? To find the limitation, we use the PAMAP dataset again because its long time duration is suitable to examine the maximum modeling speed.
In the modeling stage of DDE-MGM, there are totally three parameters -delay step s, embedding dimension d and cell size of the discretized embedding space. The parameters d and s determine how many points and what interval they are extracted from the data stream to reconstruct a state in the embedding space. Variation of these parameters will not affect the computational complexity of DDE, whose run time is approximately constant. Therefore, we may ignore the effect of s and d on modeling speed. The only parameter remained is the cell size, which significantly affects the modeling speed in our experiment. A smaller cell size, for example, will result in more cells in the discretized embedding space, so that the grid size (the number of bins on each dimension) will be larger, and more states and transitions need to be recorded. Note that the cell size is the size of a cell in the grid, and the grid size refers to the number of cells on each dimension of the grid.
As discussed in section 4, we use a "list" to represent the sparse transitions, therefore a larger grid size generates a longer list. Most run time of DDE-MGM during modeling is consumed on searching the list for accumulating new transitions to existing ones, so larger grid size results in longer run time as shown in Table 5 . In addition, larger grid size does not necessarily increase the accuracy because when the grid size goes larger (i.e., the cell size goes smaller), the overfitting problem starts to surface and the model ends up fitting noisy data. The grid size of 50 is an appropriate setting based on extensive empirical studies. The efficiency in the aspect of memory cost is uniquely determined by the grid size. Also shown in Table 5 , the memory cost increases monotonously with the grid size. The raw time series from one class is over 10MB, the memory footprint of the learned model from one class is less than 7KB under the grid size of 50. Because the grid size is fixed, the number of memory units is fixed as well; then the memory cost approaches a constant regardless of the stream length.
To explicitly show how fast DDE-MGM can model a streaming time series, we investigate the maximally-allowed streaming rate -the maximum points from the time series that can be updated to the MGM model in one second, as shown in the last row of Table 5 . The results are obtained by modeling several randomly truncated time series of 10,000 points from the PAMAP dataset. When the grid size is 50, for example, the averaged run time on each truncated time series is about 0.86 sec, thus the maximally-allowed streaming rate is 10, 000/0.86 ≈ 11, 600 Hz, which is sufficient for most real-world applications. Note that the maximally-allowed streaming rate only varies with the grid size.
Effect of Parameter Setting
Although appropriate parameter settings for the delay step s and embedding dimension d can be obtained based on the methods in [18] and [8] , respectively, it is still interesting to see the effect of the two parameters on classification accuracy. This section compares the accuracy using different s or d on the UCI character trajectories and MSR Action3D datasets. Fig. 11 demonstrates the effect of s on classification accuracy.
From Fig. 11(a) , the selected s in our experiment based on the method in [18] is not necessarily the optimal s because the accuracy is a little bit higher when s = 12 (92.21%). However, the accuracy of selected s is very close to that of the optimal s. By the same token, the selected d is not necessarily the best in general as shown in Fig. 12 .
Above all, both s and d significantly affect the classification accuracy. The extent of effect mainly depends on the dataset. If the dominant frequency of the samples is small, the changes of s and d will cause less variation on the accuracy, and vice versa. For example, the samples in the UCI dataset have lower dominant frequency than that in the MSR Action3D dataset, so the changing of parameters affects more on the latter. If the parameters vary around the selected values (deviating 1 or 2 from the selected value), the accuracy changes about two percent for the UCI dataset. In contrast, the accuracy changes approximately four percent on the MSR Action3D dataset.
CONCLUSIONS
In this paper, we proposed a novel method, DDE-MGM, to model and classify time series in an online manner, where common but unrealistic assumptions like the same data length and well alignment are completely removed, facilitating the deployment of the method to real-world problem solving. The main objective of DDE-MGM is computational efficiency from the aspects of both computing time and memory consumption, while preserving superior classification accuracy as compared to the state-of-the-art methods. The experiments conducted on three real datasets had validated (1) the effectiveness of using the trajectory in the embedding space to distinguish the intrinsic patterns of different classes in the time-domain training steam, (2) the flexibility and feasibility of the novel online processing scheme for streaming data without making any assumptions, (3) the great potential for modeling and classification in real time, and (4) the small and constant memory footprint.
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