Developmental gene networks implement the dynamic regulatory mechanisms that pattern and shape the organism. Over evolutionary time, the wiring of these networks changes, yet the patterning outcome is often preserved, a phenomenon known as "system drift". System drift is illustrated by the gap gene network-involved in segmental patterning-in dipteran insects. In the classic model organism Drosophila melanogaster and the non-model scuttle fly Megaselia abdita, early activation and placement of gap gene expression domains show significant quantitative differences, yet the final patterning output of the system is essentially identical in both species. In this detailed modeling analysis of system drift, we use gene circuits which are fit to quantitative gap gene expression data in M. abdita and compare them to an equivalent set of models from D. melanogaster. The results of this comparative analysis show precisely how compensatory regulatory mechanisms achieve equivalent final patterns in both species. We discuss the larger implications of the work in terms of "genotype networks" and the ways in which the structure of regulatory networks can influence patterns of evolutionary change (evolvability).
Introduction
The evolution of biological form involves changes in the gene regulatory networks (GRNs) that underlie organismal development [1] [2] [3] [4] [5] [6] . Correspondingly, understanding morphological evolution requires thorough knowledge of the structure of GRNs, the developmental mechanisms they encode, and the possible evolutionary transitions between them (terms in bold are defined in Box 1). Over the past sixty years, numerous theoretical and computational studies have led to significant conceptual advances regarding this problem of network evolution; see for example [2] [3] [4] . Yet much remains unknown about network structure and dynamics. On the one hand, subtle alterations in genetic interactions can lead to unexpectedly different regulatory dynamics and hence significant phenotypic changes. On the other hand, major network changes may have no effect on phenotypic output at all.
Unfortunately, we do not yet understand the complex and non-linear chain of events that links evolutionary changes in regulatory network structure to changes in developmental mechanisms in any experimentally accessible system [1] . In other words, we know very little-in general terms or in any specific instance-about how the structure of a GRN influences its possible paths of change, its evolvability [26, [33] [34] [35] . Here, we address these issues and supply a first example of a quantitative comparative analysis of developmental GRN structure and dynamics in an experimentally tractable model system: the gap gene network of dipteran insects [36] .
Gap genes are involved in pattern formation and segment determination during the blastoderm stage of early insect development [36] . In dipterans (flies, midges, and mosquitoes, see Figure 1A ), they comprise the top-most zygotic layer of the segmentation hierarchy, interpreting maternal gradients to subdivide the embryo into broad overlapping domains of gene expression. We focus on the four key gap genes that operate in the trunk region of the embryo: hunchback (hb), Krüppel (Kr), knirps (kni), and giant (gt).
The developmental mechanisms governing gap gene expression were first worked out in the model organism, Drosophila melanogaster. Evidence from genetic, molecular, and data-driven modeling approaches have shown that it implements five basic regulatory principles (Figure 1B) [36] : (i) activation of gap genes by maternal gradients of Bicoid (Bcd) and Caudal (Cad), (ii) gap gene auto-activation, (iii) strong repression between mutually exclusive pairs hb/kni and Kr/gt, (iv) weak repression with posterior bias between overlapping gap genes causing domain shifts towards the anterior over time, and (v) repression by terminal gap genes tailless (tll) and huckebein (hkb) in the posterior pole region. In addition to evidence from D. melanogaster, gap gene expression and regulation has been studied in a range of non-drosophilid dipteran species [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] . This work indicates that the gap gene network is highly conserved within the cyclorrhaphan dipteran lineage of the higher flies ( Figure 1B ).
In this report, we present a data-driven dynamical modeling approach to analyze and compare regulation of the trunk gap genes between D. melanogaster and the non-drosophilid scuttle fly Megaselia abdita, a member of the basally branching cyclorrhaphan family Phoridae ( Figure 1A , [46, 47] ). We chose M. abdita as our system of study because it is experimentally tractable [50] and features a conserved set of gap genes (and upstream regulators) identical to D. melanogaster [46] .
Previous work has established the basic qualitative similarities of the gap gene networks in these two organisms [46] . Yet, it was also shown that the precise temporal and spatial dynamics of gene expression differ between them [46] . Specifically, in M. abdita, it is thought that a broadened Bcd gradient [39, 47, 51] and absence of maternal Cad [47, 52] lead to gap domains appearing more posteriorly, and retracting from the pole later, than in D. melanogaster. Strikingly, however, the system compensates those differences to restore expression boundaries to comparable positions at the onset of gastrulation. And in similar fashion, the embryos of both species have identical patterning when segments appear.
The process leading to such compensatory evolution is called developmental system drift [5, [53] [54] [55] [56] .
System drift preserves the outcome of a regulatory process (the "phenotype"), while interactions within the network (its "genotype") are altered. Our work shows how such developmental system drift is achieved through regulatory changes in the dipteran gap gene system. We discuss our results within the context of the idea of a genotype network [19, 26] . Genotype networks consist of related GRNs-connected to each other via small mutations-that all produce the same phenotypic outcome.
They provide a powerful explanatory framework to account for the evolvability of the gap gene network through developmental system drift.
Results

Modeling the comparative dynamics of gap gene expression
We previously used gene knock-down by RNA interference (RNAi) to identify conserved and divergent aspects of gap gene network structure between M. abdita and D. melanogaster. This experimental analysis reveals that the qualitative aspects of the network are highly conserved ( Figure 1B) ; only the strength of specific interactions has changed during evolution [46] . In particular, we identified inter-species differences in sensitivity to RNAi for repressive interactions between overlapping gap genes. These interactions are involved in regulating gap domain shifts in D. melanogaster [57] . Based on our evidence, we proposed that the gap gene network is evolving through quantitative system drift [46] . This hypothesis provides the starting point for our current investigation into the evolution of expression dynamics governed by gap gene regulation.
At first sight, it may be straightforward and reasonable to assume that the quantitative regulatory changes reported in our previous study [46] can account for the compensatory differences in domain shifts between species. However, genetic analysis using RNAi knock-downs has an important limitation: it remains at the level of correlation, and correlation does not imply causation. For example, an RNAi experiment may reveal an interaction that is particularly sensitive to gene knock-down. But it cannot directly reveal the precise causes and effects of this sensitivity in the context of the dynamic interactions between multiple regulators that constitute a developmental mechanism. Using experimental evidence alone, we cannot establish that the postulated regulatory changes are indeed necessary and sufficient to explain the observed interspecies differences in the dynamics of gap domains.
The aim of our study is to transcend this limitation. We use data-driven mathematical modeling to investigate the complex causal connections between altered network structure and changes in developmental mechanisms that drive the observed differences in expression dynamics between M. abdita and D. melanogaster. Detailed and accurate models of the gap gene network allow us to simulate and analyze the flow of cause and effect through many simultaneous regulatory interactions.
To obtain such models we used a reverse-engineering approach, the gene circuit method; gene circuits are well established and have been successfully applied to the study of gap gene regulation in D. melanogaster [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] . The approach is based on fitting dynamical network models ("gene circuits"), to quantitative spatio-temporal gap gene expression data from wild-type blastoderm embryos. Importantly, the parameters of a gene circuit not only yield the structure of the network, but also enable detailed analysis of the dynamic regulatory mechanisms governing pattern formation by the gap gene system. Since gene circuits do not rely on data derived from genetic perturbations, they yield regulatory evidence which is complementary and independent of that provided by RNAi knock-downs.
M. abdita and D. melanogaster gap gene circuits
We created an integrated quantitative data set of gap gene mRNA expression patterns-with high spatial and temporal resolution-for the blastoderm-stage embryo of M. abdita (Figure 2A ). Our data set is based on previously quantified and characterized positions of gap gene expression boundaries in this species [46] . We used these data to fit gene circuits in order to reverse-engineer the gap gene network of M. abdita ( Figure 2B ). We have previously shown for D. melanogaster that both mRNA and protein expression data yield gene circuits with equivalent regulatory mechanisms [66] , and that post-transcriptional regulation is not necessary for gap boundary positioning [67] . As a reference for comparison, we used published gap gene mRNA expression data [66] to obtain a set of equivalent gene circuits for D. melanogaster. For each species, we selected 20 fitting solutions that capture expression dynamics correctly ( Figure 2C The resulting models accurately reproduce the observed differences in domain shifts between M. abdita and D. melanogaster ( Figure 2C ,D) [46] . This enables us to study the mechanistic basis for these differences through a comparative analysis of gap gene circuits from each species.
Quantitative changes in conserved gap gene network structure
Gene circuits encode network structure in an interconnectivity matrix of regulatory parameters (see Materials and Methods). We obtain the qualitative structure of the network by classifying the estimated parameter values into categories (activation, no interaction, repression) ( Supplementary   Figures S2, S3 ). Our analysis confirms that this qualitative network structure is conserved between M. abdita and D. melanogaster ( Figure 1B) , which is fully consistent with evidence from RNAi knock-down experiments [46] . Model analysis reveals that the five basic regulatory principles governing gap gene expression are also conserved: M. abdita gene circuits show gap gene activation by maternal Bcd and zygotic Cad, auto-activation, strong repression between hb/kni and Kr/gt, weaker repression with posterior bias between overlapping gap genes, and repression by terminal gap genes, as in equivalent models for D. melanogaster ( Supplementary Table S4 ).
Examining the distribution of estimated parameter values more closely, however, we observe marked quantitative differences in interaction strength between the two species ( Figure 2F , Supplementary Figure S6 ). Many of the altered interactions affect repression between overlapping gap genes, which governs domain shifts in D. melanogaster [36, 57, 66] . Intriguingly, our models predict that these regulatory interactions are often weaker in M. abdita, a result which stands in apparent contradiction to previous experimental work [46] . Gene circuit analysis allows us to identify and characterize the precise causal effects of these quantitative changes in interaction strength on the dynamics of gene expression in the complex regulatory context of the whole gap gene network. This enables us to resolve the apparent contradictions between evidence from modeling versus genetic approaches.
Dynamic hb boundary positioned by ratchet-like mechanism
The most salient change in expression dynamics between M. abdita and D. melanogaster involves the posterior boundary of the anterior hb domain ( Figure 2C ). In D. melanogaster, this boundary remains static around 45% A-P position, a fact which is considered crucial for the robustness of gap gene patterning [68] [69] [70] . In M. abdita, on the other hand, it shifts from 52 to 41% A-P position over time [46] . Regulatory analysis reveals that this qualitative change in dynamical behavior is caused by a combination of altered initial placement of expression domains and changes in relative repression strength. Compared to D. melanogaster, the early anterior hb domain extends further posterior in M. abdita-due to the broader distribution of maternal Bcd [39, 46, 51] . This results in considerable initial domain overlap between hb and Kr. The co-existence of these factors across several nuclei is made possible by the limited strength of mutual repression between the two genes ( Figure 2F ). In return, though, the increased extent of expression overlap leads to a stronger overall repressive effect, since the regulatory contribution of an interaction not only depends on its strength, but also on the concentration of the regulator within the region of overlapping gene expression. It is this overall repressive effect-not the regulatory strength of the interaction as represented by interconnectivity parameters-that is shown in regulatory plots in Figures 3-5.
These plots reveal that within the extended zone of overlap in M. abdita, weak repression by Kr down-regulates hb, whose gradual disappearance eventually allows kni to become expressed ( Figure 3A ,C,E and Supplementary Figure S8 ; see also Supplementary Text S1). Kni in turn strongly inhibits hb ( Figure 2F ). This results in a ratchet-like mechanism: initial repression by Kr primes successive nuclei in the region of the boundary shift to switch irreversibly from hb to kni expression (mechanisms are summarized in Figure 7 ). In contrast, much stronger mutual repression between hb and Kr-similar in magnitude to that between hb and kni-prevents extended domain overlap in Figure S9 ; see also Supplementary Text S1). The balanced positive feedback loop implemented by these mutually inhibiting interactions maintains the hb boundary at a stable position ( Figure 7 ). Taken together, this explains the counter-intuitive fact that weaker repression of hb by Kr (our model prediction) leads to an increased net interaction between the two genes in M. abdita [46] due to the larger overlap between domains in this species.
D. melanogaster (Figures 2F, 3B,D,F and Supplementary
Our modeling results suggest that the position of the hb boundary depends on both Kr and Kni in M. abdita, while these factors act in a redundant manner in D. melanogaster. These predictions are confirmed by experimental evidence: hb expands posteriorly upon either Kr or kni knock-down in M. abdita ( Figure 3G ) [46] . In contrast, the absence of both factors is necessary to perturb the position of the hb boundary in D. melanogaster [63, [71] [72] [73] [74] .
Conserved mechanisms regulate the Kr-kni and kni-gt boundary interfaces
In contrast to the hb boundary described above, the borders of the abdominal kni domain and its overlapping companions-the posterior boundary of central Kr as well as the anterior boundary of posterior gt-exhibit anterior shifts that are conserved between M. abdita and D. melanogaster [46, 57, 66, 75] . Accordingly, gene circuit analysis reveals that the regulatory mechanisms underlying these shifts are also largely conserved.
For the Kr-kni boundary interface, the anterior shift in border position is caused by a simple asymmetry in repressive interactions: M. abdita gene circuits show strong and increasing inhibition of Kr by Kni, while there is no repression of kni by Kr ( Figure 2F , 4A, C; see also Supplementary Figure S10 ). This asymmetry is less pronounced in models for D. melanogaster, which employ additional Kr auto-repression and kni auto-activation to create the regulatory imbalance between the two genes ( Figure 2F , 4B, D; Supplementary Figure S11 ). Such auto-regulatory contributions are unlikely to be biologically significant. We do not see these interactions in D. melanogaster gap gene circuits fitted to protein data [57, 60, 65] and there is no experimental evidence to support their existence [36] . In contrast, repressive imbalance between Kr and kni is strongly supported by experimental evidence in both species. While Kr expression expands posteriorly in M. abdita embryos treated with kni RNAi, no effect on kni is observed in Kr knock-down embryos ( Figure 4E ) [46] .
Similarly, Kr has been reported to expand posteriorly in kni mutants of D. melanogaster [76] [77] [78] (although a recent quantitative study failed to detect this effect [74] ) while kni expression is not affected in Kr mutants [74, 79] .
Regulation of the kni-gt boundary interface relies on an analogous repressive asymmetry and is also conserved between the two species, despite some differences in strength and timing of interactions: repression of kni by Gt is stronger than repression of gt by Kni in both species (Figure 2F Figure 5E ) [46] . Similarly, the abdominal kni domain expands posteriorly in gt mutants of D. melanogaster [80] . In contrast, no effect on the anterior boundary of the posterior gt domain has been observed in D. melanogaster kni mutants [74, [80] [81] [82] . initiates and then proceeds much faster than in D. melanogaster ( Figure 2D ). Our models show that this behavior is governed through down-regulation of gt by Hb, whose posterior domain appears abruptly in M. abdita [46] , while it accumulates gradually in D. melanogaster ( Figure 6A -F). This dynamic discontinuity is caused by two distinct phases of hb regulation in M. abdita ( Figure 6E ; Supplementary Figure S14 ; see also summary in Figure 7 and Supplementary Text S1). In the first phase, activation by Gt ( Figure 2F ) boosts hb expression within an extended zone of domain overlap, until a threshold is reached which leads to a sudden increase in hb auto-activation. This initiates the second phase, in which hb acts to maintain its own expression, tilting the regulatory balance towards repression of gt by Hb. This "pull-and-trigger" temporal switch in activating contributions is not observed in D. melanogaster, where Gt represses hb and strong hb auto-activation is already active at earlier stages ( Figure 6F , Supplementary Figure S15 ). These predictions are confirmed by experimental evidence: while the posterior hb domain is reduced in M. abdita gt knock-down embryos ( Figure 3J ) [46] , no such effect can be seen in gt mutants of D. melanogaster [80, 83] . In addition, our models clarify an ambiguous result from our experimental analysis [46] , by establishing that the activation of hb by Gt is likely to be direct and functionally important.
Altered two-phase mechanism of posterior gap gene expression
The role of domain overlaps and regulatory strength in cross-repression
Previous experimental evidence suggests that cross-repression between overlapping gap genes is stronger in M. abdita, since RNAi knock-downs show less ambiguous effects on posterior neighboring domains than the corresponding gap gene mutants in D. melanogaster [46] . In the case of Kr and kni, gene circuits confirm that this is caused by stronger asymmetry in the strength of regulatory interactions between these genes. In other cases, however, our models predict weaker gap-gap cross-repression. How can these apparently contradictory conclusions be reconciled?
The problem lies in the assumption that there is a direct and simple connection between sensitivity to RNAi knock-down and network interaction strength as represented by regulatory parameters. Our models, however, reveal a more intricate picture. For both Kr's role in regulating hb, and the posterior gt-hb boundary interface, the relevant regulatory parameter values are smaller in M. abdita than in D. melanogaster. At first sight, this is puzzling. However, the problem is resolved if we consider that weaker repression allows for co-expression of gap genes across larger regions of the embryo. This is reflected in the expression data, which show that gap gene mRNA domains overlap much more extensively in M. abdita than in D. melanogaster, especially during the early stages of expression [46] .
The proposed ratchet mechanism for placing the hb boundary, as well as the pull-and-trigger mechanism governing two-phase gt-hb dynamics in the posterior in M. abdita, both explicitly rely on extensive domain overlaps to function (see previous sections and summary in Figure 7) . In contrast, the corresponding mechanisms in D. melanogaster, which are driven by positive feedback, prevent such overlap. In this way, our models reveal that sensitivity to genetic perturbations corresponds to the product of network interaction strength and the spatial extent to which regulators co-exist in the embryo.
Gap domain shifts are sufficient to account for compensatory evolution
We have previously shown that differences in gene expression dynamics-specifically, in the dynamics of gap domain shifts-enable the gap gene network to compensate for differences in upstream regulatory input from altered maternal gradients [46] . This leads to gap gene expression patterns that are almost equivalent in both M. abdita and D. melanogaster by the onset of gastrulation ( Figure 2C, D) . Our experimental work suggested that quantitative changes in gap-gap cross-repression are responsible for the observed differences in shift dynamics. M. abdita gap gene circuits allow us to go beyond such hypotheses in two important ways. (Figure 7 ).
Discussion and Conclusion
In this paper, we have provided a detailed comparative analysis-based on data-driven modeling and reverse engineering-of the regulatory mechanisms for compensatory evolution in the gap gene system of cyclorrhaphan flies. Our analysis provides causal-mechanistic explanations, in terms of dynamic regulatory mechanisms, for the observed differences in gap gene expression dynamics between M. abdita and D. melanogaster.
At first glance, the inter-species differences may appear subtle. However, the fact that we can capture and analyze such subtle changes demonstrates the sensitivity and accuracy of our quantitative approach. Moreover, small expression changes can be as important as large ones. In the case of the hb boundary, the change from stationary to moving boundary implies a qualitatively different dynamic regime for the underlying regulatory mechanism (Figure 7) . Similarly, the dynamics of the posterior gt-hb interface involves two qualitatively different phases of dynamic regulation (Figure 7) . We have shown that these altered mechanisms are sufficient to explain the observed compensatory dynamics.
This kind of compensatory evolution leads to system drift [5, [53] [54] [55] [56] . It enables the gap gene networks of both species to produce equivalent patterning outputs despite differing maternal inputs [46, 47] .
In order for system drift to occur, there must be many different network "genotypes" (i.e. regulatory structures or GRNs) that produce the same "phenotype" (patterning outcome). Computer simulations of large ensembles of GRNs show that this is indeed the case [8, 84, 85] . Not only do such invariant sets of genotypes exist, but theoretical studies also show that most of the regulatory structures contained within them are connected by small mutational steps, forming what are called genotype networks [19, 26, 86, 87] . A genotype network is a meta-network (a network of distinct GRNs producing the same phenotype) where each genotype is connected to another through the alteration of a single network interaction. Genotype networks provide the substrate for system drift: evolving regulatory networks can explore a genotype network, modifying and rewiring their structure as they go along, while maintaining a constant patterning output (see Box 1). Our models show that only slight changes to the strength of repressive interactions are sufficient to enable system drift. It is reasonable to assume that such changes can be achieved in relatively few mutational steps. In this way, our results indicate the presence of a genotype network underlying compensatory evolution of gap gene interactions.
System drift based on underlying genotype networks is not only an important mechanism for phenotypically neutral evolution, but is also an essential prerequisite for evolutionary innovation (and hence evolvability used in the narrow sense of the term, see Box 1) [19, 26, [33] [34] [35] . The reason for this is that different genotypes have different mutational neighborhoods. Only a subset of structural changes will maintain the output pattern and keep the system on its genotype network. Other mutations will lead to an altered (and potentially adaptive) novel phenotype. Network structures at different positions within a genotype network provide access to different phenotypes in their mutational neighborhood [19, 26, 30] . In this way, drift across a genotype network increases the diversity of accessible novel phenotypes, enabling the evolving system to explore new avenues of evolutionary change.
There is another way in which the regulatory structure of the gap gene network affects its evolvability.
Our analysis reveals that some aspects of gap gene expression and regulation are more sensitive to parameter changes than others. The dynamics of domain shifts respond to subtle alterations in regulatory interaction strength. In contrast, the five main principles of gap gene regulation (shown in Figure 1B ) are faithfully conserved among cyclorrhaphan flies despite considerable inter-species differences in the strength of regulatory interactions ( Figure 2F) [46] . These results demonstrate how the regulatory structure of the gap gene network channels the direction of evolutionary change towards drift along the underlying genotype network. More generally, they show how random mutational changes lead to non-random changes in the patterning output of the system.
Our findings highlight the importance of dynamical systems theory for understanding regulatory evolution [10, 11, 14, 30, 64, [88] [89] [90] , in particular how a combination of differences in initial conditions (domain placement) and transient trajectories (expression dynamics) can explain compensatory changes in gene expression. More importantly, they show how subtle quantitative changes in the strength of regulatory interactions can give rise to qualitatively different regimes of expression dynamics (stationary vs. stable boundary; gradual vs. two-phase shift). The next step will be to understand how such transitions-and hence the evolutionary potential and evolvability of the system -can be explained by the geometry of the underlying configuration space of the models, that is to say by the arrangement of the system's attractor states, their associated basins and their bifurcations [10, 20, 30, 64, [88] [89] [90] .
Understanding such aspects of regulatory networks, in a quantitative and mechanistic manner, is essential if we are to move beyond the investigation of the role of individual genes towards elucidation of the dynamic principles governing regulatory evolution at the systems level [91] . The integrative approach we have presented here-based on data-driven modelling in non-model organisms [92] -provides a prototype for this kind of investigation.
Materials and Methods
We infer the regulatory structure and dynamics of the gap gene network by means of gene circuits, dynamical network models that are fit to quantitative spatio-temporal expression data [57] [58] [59] [60] [61] 65, 66] .
Here, we use the gene circuit approach with mRNA data-acquired and processed using efficient robust protocols and pipelines that work reliably in non-model species [93] . We have previously established that these kind of mRNA expression data are sufficient to successfully infer the gap gene network in D. melanogaster [66] .
Data Acquisition and Processing
Trunk Gap Genes Gap gene circuits simulate expression and regulation of the four trunk gap genes hb, Kr, gt, and kni.
Integrated mRNA expression data for these genes in D. melanogaster were published previously [66] .
We constructed an equivalent integrated data set for M. abdita as follows.
Using a compound wide-field microscope, we took brightfield and DIC images of laterally oriented embryos stained for one or two gap genes using an enzymatic (colorimetric) in situ hybridisation protocol [66] . These images were then processed in three steps [93] : (1) We constructed binary whole-embryo masks by an edge-detection approach; using this mask, we rotated, cropped, and flipped the embryo images such that the A-P axis is horizontal, the anterior pole lies to the left, and dorsal is up; we then extracted raw gene expression intensities from a band along the lateral midline of the embryo covering 10% of the maximum dorso-ventral height. (2) We determined the position of gene expression domain boundaries by manually fitting clamped splines to the raw data. (3) Lastly, embryos were assigned to cleavage cycles C1-C14A based on the number of nuclei; cleavage cycle C14A was further subdivided into eight time classes (T1-T8, each about 7 min long) based on membrane morphology as described in [94] . Manual steps, such as spline fitting and time classification, are carried out by two researchers independently to detect and avoid bias. A detailed quantitative description and analysis of the resulting set of M. abdita gap gene expression boundaries is provided elsewhere [46, 95] .
We used the extracted domain boundaries to create an integrated spatio-temporal expression data set.
We achieved this by computing median expression boundary positions for each gene and time class
for which we have data [66] . During data processing, gap gene mRNA expression levels are normalised to the range [0.0, 1.0]. Because the gradual buildup and subsequent degradation of gap gene products is an important aspect of gap gene expression dynamics [62, 67, 75] , we rescale these levels over space and time to create an expression data set that is comparable to previous mRNA data sets from D. melanogaster [66] .
Embryo images, raw profiles, extracted boundaries, and integrated expression profiles for both fly species are available from the SuperFly database (http://superfly.crg.eu) [96] .
External Inputs
Gap gene circuits require expression data for maternal co-ordinate genes bcd and cad, and the terminal gap genes tll and hkb, as external regulatory inputs. D. melanogaster data for these factors were described previously [66] . For M. abdita, see Extended Methods in S1 Supporting Information and Figure S1 . In brief, the profile of M. abdita Cad protein is derived from immunostainings.
Because we were unable to raise an antibody against M. abdita Bcd, we inferred its graded distribution through a simple model of protein diffusion from its localized mRNA source. We used mRNA data for M. abdita tll and hkb as we did for previous mRNA-based models for D. melanogaster [66] .
Gene Circuit Models
Gene circuits are mathematical models for simulating the regulatory dynamics of gene networks [57] [58] [59] [60] [61] 65, 66, 97] . Gene circuits are hybrid models: continuous gene expression dynamics during interphase are complemented by discrete nuclear divisions between cleavage cycles.
Continuous gene regulatory dynamics are encoded by sets of ordinary differential equations (ODEs), each of which describes the change in concentration for a specific gene product g over time t in a particular nucleus i along the A-P axis ( Figure 2B) :
with a∈G , G = {hb, Kr, gt, kni}; regulated mRNA synthesis at maximum rate R; diffusion of gap gene products between neighboring nuclei (diffusion rate D(n) depends on nuclear density and hence the number of preceding mitoses n); and gene product degradation at rate λ. The saturating nature of gene regulation is captured by the sigmoid response function Φ( u a ) :
with the trunk gap genes G defined as above; the external inputs as M = {Bcd, Cad, Tll, Hkb}; and ubiquitous maternal activating or repressing factors represented by threshold parameter h.
Interconnectivity matrices W and E define genetic interactions between the gap genes, and between external inputs and the gap genes, respectively.
Gene circuits cover the time from the initiation of gap gene expression to the onset of gastrulation:
from C12 to the end of C14A (at t = 98.667 minutes) in M. abdita, from C13 to the end of C14A (at t = 71.100 minutes) in D. melanogaster. Mitotic division schedules are based on [94] for M. abdita and [66] for D. melanogaster ( Supplementary Table S2 ). At each division, the number of nuclei, and hence the number of ODEs, doubles, while the distance between nuclei is halved. Nuclei are represented as a one-dimensional array along the A-P axis, covering the trunk region of the embryo (30-91% A-P position for M. abdita; 35-87% for D. melanogaster, 0% is at the anterior pole).
Spatial ranges were chosen in accordance with earlier D. melanogaster models [65, 66] to represent an equivalent set of a gap domains in each species.
Model Fitting
We fit gene circuit models to quantitative expression data from both M. abdita and D. melanogaster as described previously [66] . In brief, the values of gene circuit parameters are estimated by means of a robust global optimisation algorithm called parallel Lam Simulated Annealing (pLSA) [98] . pLSA iteratively approximates the minimum of a cost function which represents the difference between model output and expression profiles in the data ( Figure 2B) . We have previously established that a
Weighted Least Squares (WLS) cost function-with artificial weights that are inversely proportional to expression levels, thus strongly penalizing ectopic expression-is effective at fitting gene circuits to mRNA gap gene expression data in D. melanogaster [65, 66] . Further details on the optimization procedure can be found in Supporting Information.
Model fitting was performed on the Mare Nostrum supercomputer at the Barcelona Supercomputing Centre (http://www.bsc.es). The average duration of a pLSA run on 64 cores is approximately 45 min.
For M. abdita, we performed series of global optimization runs-comprising 1650 independent model fits in total-that cover a number of different scenarios: estimated Bcd gradients with different scales, circuits with or without diffusion or auto-regulation, and circuits fitted while not fixing threshold parameters h (see Supplementary Text S1, Table S3 ). We also obtained a reference set of 225 D. melanogaster gap gene circuits. These models differ slightly from those published previously [66] since they use an approximation for the Bcd gradient equivalent to that used in gene circuits for M. abdita.
Selection of Gene Circuits for Analysis
All 225 D. melanogater circuits, and the best-fitting scenario for M. abdita (400 circuits; see Supplementary Methods), were chosen for further analysis. These circuits were then subjected to the following quality tests. Numerically unstable circuits were discarded, as were all fits with an root-mean-square score larger than 30.0 [66] . The remaining gene circuits were visually inspected for defects in gene expression profiles (see Supplementary Methods, for details). This selection process resulted in 20 solutions in each species. Their expression dynamics are shown in Supplementary Fig. S5 .
Computational Tools
Image processing and extraction/measurement of expression domain boundary positions was performed with the Java application FlyGUI (https://subversion.assembla.com/svn/flygui) [93] . Our gene expression data sets are available from the SuperFly website (http://www.superfly.crg.es) [96] , and from Figshare [95] . Simulation and optimisation code is implemented in C, using MPI for parallelization, SUNDIALS (http://computation.llnl.gov/casc/sundials) for numerical solvers [99] , and the GNU Scientific Library (GSL, http://www.gnu.org/software/gsl) for data interpolation (https://subversion.assembla.com/svn/flysa).
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AC fitted and analyzed the models, and contributed to data processing/quantification; KRW produced and processed M. abdita quantitative data sets and performed RNAi knock-downs, with substantial contributions from EJG; JJ conceived the study and supervised experimental/computational work; AC and JJ wrote the paper, with contributions from KRW and EJG. is positioned through repression by Hb. In M. abdita, posterior hb is up-regulated in two phases, by a "pull-and-trigger" mechanism: initially hb is activated by Gt (the "pull"); later, auto-activation is "triggered" and becomes more dominant. In contrast, hb accumulates gradually in D. melanogaster due to stronger auto-activation at early stages. Yellow arrow indicates differences in the strength of hb auto-activation.
Box 1: Glossary/Definitions
Evolvability can be defined in different ways [35] . In its narrow sense, it describes an evolving system's propensity for phenotypic innovation; therefore, it has also been called "innovability" in this context [26] . Here, we use it in a more general sense, indicating the capacity of a developmental system to evolve [34] . More specifically, the evolvability of a system reflects the fact that its underlying regulatory network implements a specific set or range of developmental mechanisms, and determines the probability of mutational transitions between them. By a developmental mechanism, we mean a collection of regulators and their interactions that generate a reproducible transition from given initial conditions to a specific final state [1, 100] . Developmental mechanisms are therefore dynamic regulatory mechanisms. They provide causal explanations of how a genotype produces a phenotype (Box Figure A) . In this context, genotype represents the regulatory structure of network: its components and their interactions; phenotype represents the patterning output of the system.
The evolution of developmental mechanisms involves changes in the set of regulators, or changes in their interactions. Such mutational changes can either affect the phenotype of the system or leave it unchanged. System drift denotes a mode of network evolution whereby the structure of the network is altered, while the phenotypic output remains constant [5, [53] [54] [55] [56] . We distinguish between quantitative system drift, which affects the strength of regulatory interactions, and qualitative drift, which involves recruitment, loss, or exchange of network components as well as rewiring of network structure, either by adding or subtracting interactions, or by changing their signs (activation to repression, or vice versa) (see Box Figure B , C, and [46, 53, 55, 56] ). It is enabled by the presence of genotype networks [26, 90] , consisting of a set of regulatory network structures that produce the same phenotype, and are connected through small mutational steps (see Box Figure A ). In this paper, we examine what kind of regulatory changes produce such a genotype network for the gap gene system in dipteran insects.
