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Abstract On Gofar Transform Fault on the East Paciﬁc Rise, the largest earthquakes (6.0 ≤ MW ≤ 6.2)
have repeatedly ruptured the same portion of the fault, while intervening fault segments host swarms
of microearthquakes. These long-term patterns in earthquake occurrence suggest that heterogeneous
fault zone properties control earthquake behavior. Using waveforms from ocean bottom seismometers
that recorded seismicity before and after an anticipated 2008 MW 6.0 mainshock, we investigate the role
that differences in material properties have on earthquake rupture at Gofar. We determine stress drop for
138 earthquakes (2.3 ≤ MW ≤ 4.0) that occurred within and between the rupture areas of large
earthquakes. Stress drops are calculated from corner frequencies derived using an empirical Green’s
function spectral ratio method, and seismic moments are obtained by ﬁtting the omega-square source
model to the low frequency amplitude of the displacement spectrum. Our analysis yields stress drops
from 0.04 to 3.2 MPa with statistically signiﬁcant spatial variation, including ~2 times higher average
stress drop in fault segments where large earthquakes also occur compared to fault segments that host
earthquake swarms. We ﬁnd an inverse correlation between stress drop and P wave velocity reduction,
which we interpret as the effect of fault zone damage on the ability of the fault to store strain energy
that leads to our spatial variations in stress drop. Additionally, we observe lower stress drops following
the MW 6.0 mainshock, consistent with increased damage and decreased fault strength after a
large earthquake.
Plain Language Summary Oceanic transform faults are underwater faults that experience lateral
motion between two tectonic plates. Large earthquakes repeatedly occur on oceanic transform faults in
the same locations and are surrounded by fault segments that rupture in thousands of small earthquakes. In
2008, seaﬂoor seismometers at the Gofar Transform Fault successfully recorded the intense seismicity before
and after an anticipated magnitude 6.0 earthquake. The seismic data recorded at Gofar indicates that the
fault is not uniform in structure or composition. Here we investigate how earthquake behavior changes with
location on Gofar and what these observations tell us about the strength of the fault. We ﬁnd that in areas
where only small earthquakes occur, an already damaged fault zone limits stress accumulation, while
earthquakes in areas where large earthquakes also occur release more stress. In addition, we ﬁnd that
earthquakes before the magnitude 6.0 mainshock release more stress than earthquakes after the mainshock.
This suggests temporary damage in the fault zone after the large earthquake. Our work shows how
earthquake behavior reﬂects fault conditions that control the amount of stress accumulation, size, and
ground shaking potential of earthquakes.
1. Introduction
Earthquake source parameters provide insight into rupture characteristics that describe the amount of slip,
rupture efﬁciency, or damage potential (a function of radiated high-frequency energy) of an earthquake.
Stress drop is the difference from the initial to ﬁnal shear stress on a fault following an earthquake and is a
function of the total slip during rupture for a characteristic source dimension (e.g., Brune, 1970; Madariaga,
1976). How stress drop scales with magnitude has important implications for earthquake nucleation and
growth (e.g., Abercrombie & Rice, 2005). Some studies report a slight increase in stress drop with magnitude
(e.g., Mayeda et al., 2005) that suggests a change in rupture dynamics and increased ground-shaking poten-
tial for large-magnitude earthquakes compared to smaller earthquakes. However, it is widely considered that
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stress drop is constant over a large-magnitude range (e.g., Allmann & Shearer, 2009; Baltay et al., 2010; Cocco
et al., 2016; Ide & Beroza, 2001; Kwiatek et al., 2011), with a typical value of 1–4 MPa (Cotton et al., 2013).
While stress dropmay be constant on average, individual values can vary bymore than 3 orders of magnitude
(e.g., Cocco et al., 2016).
Many studies have identiﬁed variations in stress drop related to tectonic setting (e.g., Chen & McGuire,
2016; Kanamori & Anderson, 1975) and faulting mechanism (e.g., Allmann & Shearer, 2009; Boyd et al.,
2017; Choy & Boatwright, 1995), while a break in scaling above MW 7–7.5 for thrust faulting earthquakes
may be related to variations in fault geometry (Denolle & Shearer, 2016). Spatial variations in stress drop
have also been linked to crustal strength and fault zone heterogeneities (e.g., Allmann & Shearer, 2007;
Goebel et al., 2015; Hardebeck & Aron, 2009; Shearer et al., 2006). On the Hayward Fault, Hardebeck
and Aron (2009) found high stress drops clustered around a locked asperity that experiences higher
applied shear stress due to a cumulative slip difference with nearby creeping fault segments. On the
southern San Andreas Fault, Goebel et al. (2015, 2016) found higher stress drops for earthquakes that
experience greater resistance to shear failure due to longer interseismic recovery periods than earthquakes
in faster-slipping regions (Kanamori & Anderson, 1975). Stress drop has also been linked to frictional het-
erogeneities at subduction zones (e.g., Yamada et al., 2017) and may provide insight into seismic coupling
variations where locked faults may be stronger than creeping fault segments (Hardebeck &
Loveless, 2018).
Variations in stress drop may also be time dependent and related to ﬂuid migration (e.g., Chen & Shearer,
2013; Goertz-Allmann et al., 2011; Yoshida et al., 2017) or damage (e.g., Allmann & Shearer, 2007) within
the fault zone. Chen and Shearer (2013) found stress drops for earthquake sequences in California affected
by ﬂuid-driven slow slip, such that increased loading at mainshock hypocenters resulted in aftershocks with
higher stress drops than slow-slip triggered foreshocks. Yoshida et al. (2017) found stress drops increasing
with time for earthquake swarms in NE Japan that reﬂect changes in frictional strength due to migrating
ﬂuids within the subduction zone. In induced-seismicity studies, time-dependent stress drops have been cor-
related with changes in effective normal stress due to ﬂuid pressure variations as a result of nearby water
injection (e.g., Goertz-Allmann et al., 2011; Lengliné et al., 2014; Lin et al., 2016). These studies found lower
stress drop for aftershocks than for mainshocks (e.g., Sumy et al., 2017; Trugman et al., 2017), while other stu-
dies found changes in stress drop with distance from the injection well (e.g., Goertz-Allmann et al., 2011;
Kwiatek et al., 2014).
In this study, we determine stress drop for earthquakes recorded by an ocean bottom seismometer (OBS)
array on the Quebrada, Discovery, and Gofar transform fault system on the East Paciﬁc Rise (Figure 1). This
yearlong OBS deployment recorded seismicity on the westernmost segment of Gofar that was both spatially
and temporally localized (McGuire et al., 2012). With comparison to Pwave velocity models from Roland et al.
(2012) and Froment et al. (2014), we interpret variations in stress drop as the result of along-strike variations in
the degree of fault zone damage. We also consider the effect of damage on earthquake ruptures before and
after aMW 6.0 mainshock and explore seismic characteristics that differentiate zones of high seismic coupling
(fully coupled rupture asperities that release the majority of accumulated stress in large earthquakes) from
intervening fault segments of low seismic coupling (regions that host earthquake swarms and release the
majority of accumulated stress through aseismic processes). Our analysis demonstrates how fault strength
controls mid-ocean ridge transform fault (RTF) seismicity and may provide insight into the processes and
interactions associated with large earthquakes and creeping segments of continental transform faults
(Harris, 2017).
2. Seismicity on the Gofar Transform Fault
RTFs have spatial and temporal patterns in seismicity that suggest varying mechanical properties (e.g., Kuna
et al., 2017; McGuire et al., 2012; Wolfson-Schwehr et al., 2014). On Gofar, coupling is determined seismically
from a combination of long-term global catalogs (e.g., Boettcher & Jordan, 2004; Boettcher & McGuire, 2009)
and local OBS studies (McGuire et al., 2012). Fully coupled rupture asperities on Gofar host regular MW ≥ 6.0
earthquakes that accommodate the full plate motion. These asperities are bound by segments of low seismic
coupling that release stress through a combination of aseismic creep and swarms of microearthquakes.
Aseismic transients at RTFs may drive swarm activity preceding large earthquakes (McGuire, 2008; McGuire
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et al., 2005; Roland & McGuire, 2009). Some authors have also suggested that the intense foreshock
sequences common on RTFs may be a result of variations in ﬂuid compressibility as the fault evolves
during seismic cycle deformation (Géli et al., 2014). Cattania et al. (2017) found dynamic triggering of local
seismicity due to teleseismic surface waves most prevalent in RTF segments with low seismic coupling,
which further suggests spatial variations in the transform fault stress state.
The OBS deployment on Gofar successfully recorded the end of the 2008 seismic cycle (McGuire et al., 2012),
which included the expectedMW 6.0 mainshock on 18 September 2008 (McGuire, 2008). The mainshock and
its aftershock sequence were conﬁned to an ~10-km rupture asperity, preceded by an extensive foreshock
swarm of MW ≤ 4.5 earthquakes. The foreshocks were located in a 10-km-long region, bound on the east
by the 4 August 2007MW 6.2 rupture asperity and bound on the west by the 18 September 2008MW 6.0 rup-
ture asperity. Another swarm sequence occurred in December and was located to the west of the 2008 rup-
ture asperity. The foreshock swarm extended deeper (~6–9 km) than the aftershocks (Froment et al., 2014;
McGuire et al., 2012) and occurred in a region characterized by a reduction in seismic velocities (Froment
et al., 2014; McGuire et al., 2012; Roland et al., 2012).
Changes in frictional properties with time are also inferred on Gofar from variations in seismic velocity at the
end of the 2008 seismic cycle. McGuire et al. (2012) and Froment et al. (2014) observed a 3% decrease in aver-
age shear wave velocity in the foreshock zone during swarm activity in the week before the mainshock,
whereas a velocity reduction was not observed in the adjacent rupture asperity. Froment et al. (2014) also
observed a coseismic decrease in S wave velocity that lasted several weeks after the mainshock in both
the foreshock and aftershock zones. The primary cause of low seismic velocities in the foreshock zone is likely
high porosity (Roland et al., 2012), and velocity changes during foreshock and aftershock time periods are
inferred to reﬂect a combination of an increase in porosity and/or an increase in pore pressure to hydrostatic
conditions (Froment et al., 2014).
Figure 1. (a) Location of the Quebrada, Discovery, and Gofar transform fault system (star) on the East Paciﬁc Rise. (b) Ocean bottom seismometer (OBS) arrays on
Gofar and Discovery with broadband OBSs (triangles) and broadband OBSs plus strong motion accelerometers (stars). The black box highlights our study area on
the westernmost segment of Gofar. (c) Earthquakes on Gofar transform fault used in spectral analysis in zones of high (H) and low seismic coupling (L) are shown as
squares and circles, respectively.
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3. Data and Methods
3.1. Data
We focused on earthquakes that occurred within the OBS array on the westernmost segment of Gofar during
the 2008 OBS deployment (Figure 1). We used earthquake locations and local magnitudes from the catalog of
McGuire et al. (2012) derived from short-term average to long-term average phase picks and only considered
earthquakes that had a minimum of 15 arrivals for greater certainty in travel time and location estimates.
Where possible, we updated earthquake locations with the results of Froment et al. (2014) who used a
double-difference approach to perform the joint hypocenter and velocity structure inversion. Only four
events in our data set (including the 2008MW 6.0 mainshock) hadMW ≥ 5, so we limited the upper magnitude
of earthquakes in our study toML 5.0. To ensure data with adequate signal-to-noise ratios for our spectral ana-
lysis, we limited the lower magnitude of earthquakes in our study to ML 2.0.
We primarily used seismic data from seven Keck Foundation OBSs with both strong motion accelerometers
and broadband seismometers that recorded at a 50-Hz sample rate. Following the MW 6.0 earthquake, the
broadband seismometers were ofﬂine for 1 to 5 days due to strong ground motion from the mainshock.
However, the accelerometers detected earthquakes during the full recording period without clipping
(Figures 2a and 2b), including early aftershocks. Frequent small-magnitude (ML ≤ 2.5) earthquakes were
observed during swarm periods (Figures 2c and 2d) and highlight the intensity of seismicity on Gofar cap-
tured by the local network. We also utilized seismic data for ML ≥ 4.0 earthquakes recorded by OBSs on the
nearby Discovery Transform Fault (Figure 1), including three Keck Foundation strong motion accelerometers
collocated with broadband seismometers that recorded at a 50-Hz sample rate and ﬁve broadband seism-
ometers that recorded at a 100-Hz sample rate.
3.2. Corner Frequency Analysis
We used the empirical Green’s function (EGF) spectral ratio method to measure corner frequency and esti-
mate stress drop, where corner frequency is inversely related to the source radius of circular ruptures
(Eshelby, 1957; Madariaga, 1976). We used the spectral ratio method because it empirically eliminates path
and site effects from the source spectrum through spectral division (Hartzell, 1978; Hough, 1997; Mueller,
1985) without the need for modeling attenuation and site effects.
The spectral ratio method uses pairs of earthquakes, with records at the same stations, to obtain a relative
source spectrum. To apply the spectral ratio method, we assume that (1) the earthquakes in each pair are
close enough to share the same travel path, (2) the EGF is short enough in duration to be considered a point
source in the frequency band of interest relative to the larger earthquake (the target event), and (3) the
earthquakes have the same source mechanism so that waveﬁeld excitation is not affected by differences
in radiation patterns (e.g., Abercrombie, 2015). To minimize measurement errors in corner frequency, we
used the weighted average corner frequencies from multiple EGFs based on strict selection, processing,
and modeling criteria.
3.2.1. EGF Selection
Accelerometer data were used in our corner frequency analysis because of their stability during periods of
intense seismicity (Figure 2). To exclude earthquakes with very different travel paths from the target event,
we limited the separation distance between the EGF and target event according to magnitude. We used
EGFs with a separation distance of ≤3 km for target events with ML < 4.0 and a separation distance of
≤5 km for target events with 4.0 ≤ ML < 5.0. Our broad separation distance criterion accounts for location
errors and is larger forML 4.0 earthquakes to ﬁnd as many reasonable EGFs as possible for these target events.
We also imposed a temporal constraint on EGFs by requiring that both the EGF and target event occurred
either before or after theMW 6.0 mainshock because strong ground motion from the mainshock jolted some
of the OBSs, changing sensor orientations (Roland, 2012). Temporal variations in the S wave coda for events
at a few stations within the fault zone also necessitated that EGFs were close in time to the target event. To
consider EGFs as point sources, we used EGFs that were 0.7 to 2 units of magnitude lower than their target
events. The temporal constraint we imposed on EGFs as a result of strong ground motion from the
mainshock leads to stress drops from two distinct populations of EGFs. Although the number of possible
EGFs after the mainshock is lower than before the large earthquake, we do not ﬁnd any signiﬁcant loss of
resolution in our post-MW 6.0 corner frequencies. The median number of EGFs per target event before
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the MW 6.0 mainshock is 6, and the median number of EGFs per target event after the large earthquake is 5.
Additionally, the median error on EGF corner frequencies from both populations (determined at 5%
normalized variance) is the same.
We used cross-correlation to further evaluate the similarity of the travel paths and source mechanisms
between the EGFs and target events. Abercrombie (2015) found a decrease in corner frequency as the
quality of the EGF decreased below a cross-correlation coefﬁcient of 0.7. However, we found no change in
corner frequency outside measurement uncertainty when we used waveforms with a cross-correlation
≥0.6. We used a ﬁlter range and window length for cross-correlation based on an estimate of the corner fre-
quency of the target event following Eshelby (1957) and Madariaga (1976). This yielded an estimated corner
frequency of , f c est ¼ 16=7ð Þ1=3 Δσ=M0
 1=3
κβ, where Δσ is an average stress drop of 1 MPa suitable for RTF
earthquakes (Boettcher & Jordan, 2004), M0 is seismic moment approximated from ML using Hanks and
Kanamori (1979), κ is a source model constant equal to 0.26 for circular and symmetrical ruptures (Kaneko
& Shearer, 2014, 2015), and β is S wave velocity based on a refraction survey through the foreshock zone
of Gofar equal to 3,400 m/s for VP/VS = 1.73 at 5-km depth (Roland et al., 2012).
We windowed the waveforms for cross-correlation using 0.2 s before the P wave arrival and an amount of
waveform after the S wave arrival (tS) that was 5 times longer than the duration of the estimated corner
frequency (chosen to ensure sufﬁcient low-frequency resolution), tS = 1/fc_est * 5. We set the maximum
amount of time after the S wave arrival to 12 s, with the goal of resolving source durations for ML < 5.0
earthquakes. Our band-pass ﬁlter for cross-correlation was chosen to remove low-frequency variations
due to microseisms and high frequencies where large earthquakes are not expected to correlate well with
small earthquakes (e.g., Abercrombie, 2015). Our high-frequency (fH) and low-frequency (fL) ﬁlter limits were
based on themagnitude of the target event, such that fL = 0.5 Hz and fH = fc_est/1.5 forML< 4.0 and fL = 0.4 Hz
and fH = 0.6 for ML ≥ 4.0. Using a ML 3.5 target event, for example, these relationships yield an estimated
corner frequency of 1.9 Hz, a band-pass ﬁlter between 0.5 and 1.3 Hz, and a window length after the S wave
arrival of 2.6 s.
Figure 2. Broadband seismometer (Vel.) and strong motion accelerometer (Acc.) waveforms of local earthquakes recorded
by station G06, in the middle of the ocean bottom seismometer array. (a) A MW 4.6 earthquake recorded by the strong
motion accelerometer and (b) clipped recording of the same event by the broadband seismometer. Frequent earthquakes
with ML ≤ 2.5 are observed in recordings during the (c) foreshock, (d) aftershock, and (e) December swarm periods.
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3.2.2. Processing EGFs
The target event and EGF waveforms used for spectral ratios were windowed to include 0.2 s before the S
wave arrival and the same amount of time after the S wave arrival that was used for cross-correlation
(Figures 3a and 3b). Because our local recordings have short S-minus-P times and low-amplitudes P
waves, we focused on S wave arrivals in our analysis. The windowed waveforms were transformed into
the frequency domain (Figure 3c) using the multitaper technique of Prieto et al. (2009), which is unique
from other taper methods because it uses multiple tapers and an adaptive weighting technique to sup-
press random noise while retaining the complex spectrum. The time bandwidth product (NW) is the
bandwidth over which the spectrum is smoothed and was chosen for the multitaper as a function of
the number of tapers (K), such that K = 2 * NW  1 (Prieto et al., 2009). We used NW = 4 and K = 7
for our multitaper to average the spectrum around the corner frequency while still retaining a sufﬁcient
level of resolution for spectral modeling, similar to values used in other spectral ratio studies (e.g., Viegas
et al., 2010).
Following conversion to the frequency domain, we resampled the S wave spectrum at 0.01 units between
log10(0.01 Hz) and log10(20 Hz) to be evenly spaced on a logarithmic axis and give equal weight to both high
and low frequencies (e.g., Viegas et al., 2010). We did not use more than 80% of the Nyquist frequency to
avoid signals that may be aliased (e.g., Abercrombie, 2015). We used the spectrum from pre–S wave arrival
waveforms with the same length as the signal spectrum to approximate the noise level. We excluded signal
spectra at frequencies that were ≤3 times the level of the noise spectrum (Figure 3c, dashed lines). Our noise
estimate included the P wave arrival and coda to ensure that P wave energy was removed from our S wave
spectrum. We did not ﬁnd any signiﬁcant change in corner frequency with a signal-to-noise requirement of 4.
We also used data from multiple stations and components to reduce measurement variations in corner fre-
quency due to noise. Signal spectra shown in gray (above 15 Hz in Figures 3c and 3d) were excluded because
those data did not meet our signal-to-noise requirement or were above 80% of the Nyquist frequency.
Division of the target event by the EGF in the frequency domain yields the spectral ratio (Figure 3d,
blue curve).
3.2.3. Modeling Spectral Ratios
We developed a three-step approach to obtain corner frequency from spectral ratios. In Step 1, we used
Viegas et al. (2010) and Abercrombie (2013) as guidelines and modeled each spectral ratio by equation (1)
(e.g., Abercrombie & Rice, 2005):
Figure 3. (a and b) Horizontal component acceleration waveforms used for spectral ratios. Thick horizontal lines highlight the waveforms used for analysis. (c) Target
event (dark blue) and empirical Green’s function (EGF; light blue) acceleration spectra. Solid lines are signal spectra; dashed lines are pre-event noise spectra.
Signal that was excluded from analysis is shown in gray. (d) Spectral ratio (blue) resulting from division of the target event by the EGF and the model (equation (1),
black line). The corner frequency from the model with minimum variance is shown as a star. (e) The spectral ratio was remodeled withΩ0r and fc2 as free parameters
for ﬁxed values of fc1. (f) The normalized variance between the ratio data and model for each model tested. We used a high and low error estimate on fc1 (star)
at 5% normalized variance (dashed line).
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Ωr fð Þ ¼ Ω0r
1þ ff c2
 γn
1þ ff c1
 γn
0
B@
1
CA
1
γ
(1)
whereΩr (f) is the relative spectral amplitude, f is frequency,Ω0r is the low-frequency relative spectral level, fc
is the corner frequency, n controls the high-frequency fall-off, γ controls the shape of the corner, and sub-
scripts identify variables as a function of the target event (1) or the EGF (2). Brune (1970) speciﬁed n = 2
(an average value that ﬁts most observations) and γ = 1, while Boatwright (1980) used a sharper corner cor-
responding to γ = 2. We found the Boatwright (1980) value better represented the shape of most of our spec-
tral ratios and used γ = 2 in our analysis.
The residual between the Boatwright (1980) model of equation (1) (Figure 3d, black curve) and the
spectral ratio data (Figure 3d, blue curve) was minimized using the Nelder-Meade least squares optimiza-
tion technique described in detail by Viegas et al. (2010). The free parameters in the optimization
(Ω0r, fc1, and fc2) were initialized to the mean spectral and frequency levels. The residual was minimized
by ∑
N
i¼1
log10ΩrM f ið Þ  log10ΩrD f ið Þ½ 2, where the subscript M refers to the spectral ratio model, subscript D
refers to the spectral ratio data, and N is the number of data points. We obtained corner frequencies for
both the target event (fc1) and EGF (fc2) with this approach. While our EGF corner frequencies are in a
physically plausible range (0.01–87 MPa), we only report the target event corner frequencies (stars in
Figure 3) because they are signiﬁcantly better constrained than the high-frequency (EGF) corners (e.g.,
Viegas et al., 2010).
For a measure of uncertainty on the target event corner frequency, we used a similar approach to Viegas et al.
(2010) and remodeled the spectral ratio using a range of corner frequencies with Ω0r and fc2 as free para-
meters (Figures 3e and 3f). We again used the Nelder-Meade least squares optimization technique and varied
the target event corner frequency between log10(fc1) 0.75 and log10(fc1) + 0.75 in 0.05 units from the value
of minimum variance, where variance is obtained by dividing the squared residual between the ratio data
and model by NΩ0r. The error on fc1 was taken to be where the variance normalized by the best ﬁt value
increases by 5%, resulting in a low-frequency and high-frequency conﬁdence limit from each spectral ratio.
To ensure well-constrained spectral ratios for further analysis, we excluded spectral ratios with a variance
between the ratio model and data that exceeded 2 × 103. Following previous studies (i.e., Viegas et al.,
2010), we excluded ratios where the normalized variance within the tested range did not exceed 5% of
the minimum normalized variance. We also excluded ratios with an amplitude difference less than 3 between
the low- and high-frequency levels of the model to be sure only clear variations in the spectral ratio data
were modeled.
In Step 2, we simultaneously modeled the spectral ratios for each EGF using equation (1) (Figures 4a–4c). This
process solved for a model that minimized the residual between all the data points (each station and com-
ponent) at each frequency interval and resulted in Ω0r, fc1, and fc2 values for each EGF. The simultaneous
inversion is preferred over a simple stack of spectral ratios because the simultaneous inversion weights the
spectral levels at each frequency interval equally. We used the same initial parameters for the simultaneous
minimization as we did for modeling individual spectral ratios in Step 1 and remodeled the ratios for each
EGF to obtain high and low error limits on corner frequency where the normalized variance is 5% of the best
ﬁt value (Figure 4d). We only included EGFs with ratios that contained sufﬁcient low-frequency information to
be well constrained near the target event corner frequency. Because variations in rupture dynamics contri-
bute to corner frequency uncertainty (Abercrombie et al., 2017; Kaneko & Shearer, 2015), we required each
target event to contain spectral ratios from at least three stations to retain a range of azimuthal information.
A comparison between corner frequencies obtained in Steps 1 and 2 and by modeling the stack to the spec-
tral ratios (an additional option for comparison) is described in the supporting information and Figures S1
and S2. We prefer simultaneous modeling to the other techniques because all ratios are included in the mini-
mization at the same time, making the model best constrained at frequencies with the most data.
Step 3 for obtaining corner frequency was a weighted average technique that combined corner frequencies
frommultiple EGFs to retain information about measurement error. Our technique used an inverse-weighting
scheme based on the conﬁdence limits for corner frequency from each EGF, such that less weight was given
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to values with larger error ranges. We used the high-frequency (eH) and low-frequency (eL) conﬁdence limits
from Step 2 (e.g., Figure 4d). The weighted average corner frequency (fc_wt) has a full error range of
(fc_wt  eL) ≤ fc_wt ≤ (fc_wt + eH) and is given by equation (2), where n is the number of EGFs:
f c wt ¼
∑
n
i¼1
log10 f cið Þ log10 eHið Þ  log10 eLið Þð Þ2
h i
∑
n
i¼1
log10 eHið Þ  log10 eLið Þð Þ2
h i (2)
where
eL ¼ ∑
n
i¼1
log10 f cið Þ  log10 eLið Þð Þ2
h i 1=2
eH ¼ ∑
n
i¼1
log10 eHið Þ  log10 f cið Þð Þ2
h i 1=2
We also implemented a bootstrap resampling technique (Efron, 1979) to obtain error estimates on corner fre-
quency to compare with our 5% normalized variance criterion and weighted average technique. This
approach allowed us to obtain a nonparametric estimate of the target event corner frequency uncertainty.
We used corner frequencies from each spectral ratio for each target event (i.e., Figure S1a) in our bootstrap
Figure 4. (a) Location of the target event (star) and 26 empirical Green’s functions (EGFs; gray circles). (b) Spectral ratios for
one EGF (yellow circles in a and c) are color coded by station (triangles in a). The spectral ratios were modeled (black line)
by the simultaneous minimization described in the text, and the best ﬁt corner frequency is shown by a star. (c) Target
event corner frequency as a function of EGF azimuth, where the horizontal line gives the weighted average value. (d) The
variance between the ratio data for one EGF (ratios in b and yellow circles in a and c) and the model. We used a high and
low error estimate on the corner frequency for each EGF at 5% normalized variance (dashed line). (e) Distribution of
mean corner frequencies from bootstrap resampling of corner frequencies of individual ratios (Step 1 and Figure S1a) for
10,000 iterations. The mean corner frequency and 95% conﬁdence interval of bootstrap results are marked as gray solid
and dashed lines, respectively. The corner frequency and uncertainty using the 5% normalized variance criterion and
weighted average technique (Steps 2 and 3 and Figure S1b) are shown as a star with error bars.
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analysis. We resampled, with replacement, corner frequencies from our
results 10,000 times. In each sample, we selected the same number of cor-
ner frequencies as in the original results. We then calculated the mean of
each resampled group to obtain a distribution of mean corner frequencies
(Figure 4e). We chose the corner frequency of the target event at the mean
value of the bootstrap results (Figure 4e, solid gray line) and the error on
corner frequency at the 95% conﬁdence level (Figure 4e, dashed gray
lines); the range included 2.5% to 97.5% of corner frequencies from the
bootstrap analysis. The corner frequency uncertainty we found using the
bootstrap approach was similar to the uncertainty using the 5% normal-
ized variance criterion and weighted average technique (Figure S3) and
yielded average error bar lengths of log10 0.13 Hz and log10 0.12 Hz,
respectively.
3.3. Seismic Moment Analysis
We used broadband OBS data and the long-period portion of the S wave
vertical component displacement spectra to obtain seismic moment. We
followed a similar approach to processing and modeling displacement
spectra as we did for spectral ratios in Steps 1 and 2 and provide a more
detailed description of our analysis in the supporting information (Aki,
1967; Aki & Richards, 1980; Brune, 1970) and in Figures S4 and S5. Errors
on seismic moment from the simultaneous model to the moment rate
spectra were found by remodeling the displacement spectra and choosing
high and low error limits at 5% of the normalized variance (see supporting
information). Moment magnitude (MW) was obtained from the spectrally
derived seismic moments following the relationship of Hanks and
Kanamori (1979), log10(M0) = 1.5 * MW + 16.1, where M0 is in dyne-centimeter. Our relationship between
MW and ML is shown in Figure 5. We binned individual values in 0.125 magnitude units and ﬁt the binned
values with a least squares minimization (Figure 5, green line) to obtain MW for target events without spec-
trally derived seismic moments.
The relative surface wave magnitude method of McGuire (2008) was used to obtain magnitudes for ML ≥ 4.0
earthquakes to compare with our spectrally derived values (see supporting information). FourMW ≥ 5.0 earth-
quakes that occurred on Gofar during the OBS deployment with magnitudes in the Global Centroid Moment
Tensor catalog were identiﬁed and used as reference events (Figure 5, red squares in inset). Vertical compo-
nent waveforms for reference events and ML ≥ 4.0 target events recorded on Discovery were band-pass ﬁl-
tered between 0.04 and 0.06 Hz to highlight the long-period (~20 s) surface waves. Only waveforms with a
cross-correlation coefﬁcient ≥ 0.9 at three or more stations were used to obtain the mean difference in ampli-
tude between each target and reference event that reﬂected their mean difference in seismic moment
(Figure S6). Very good agreement between spectrally derived and surface wave derived magnitudes for
~MW 4.0 events (Figure 5, inset) further suggests that our seismic moment estimates from both methods
are robust.
3.4. Stress Drop From Corner Frequency and Seismic Moment
We obtained stress drops from our spectrally derived target event corner frequencies and seismic moments.
Assuming a simple circular source, stress drop is related to source radius by Eshelby (1957; equation (3)). We
used the theoretical rupture model of Madariaga (1976) to relate source radius to spherically averaged corner
frequency, assuming an isotropic rupture and a constant rupture velocity:
Δσ ¼ 7
16
 
M0
r3
and r ¼ κβ
f c
(3)
In equation (3), Δσ is stress drop, r is source radius, and κ is a constant that depends on the source model. In
Madariaga (1976), κ = 0.21 for Swaves. However, in their dynamic rupture models, Kaneko and Shearer (2014)
found shear wave corner frequencies ~20% larger than those predicted by Madariaga (1976). To be
Figure 5. Comparison between spectrally derived (gray circles) seismic
moment magnitude (MW) and local magnitude (ML) from the short-term
average/long-term average catalog. Individual values were binned (squares)
and a least squares best ﬁt line is shown (green line). Inset plot compares
three spectrally derived magnitudes to those obtained from the relative
surface wave amplitudes (black circles) and reference events with seismic
moments from the Global Centroid Moment Tensor catalog (red squares).
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consistent with a symmetrical, circular source rupture as described by
Kaneko and Shearer (2014, 2015), we used κ = 0.26 for our shear wave
stress drops. Because κ is a model-dependent parameter, care should be
taken when comparing the absolute values of stress drop across studies.
However, the focus of our study is the relative difference in stress drop
between seismically inferred zones of high and low coupling, which is a
robust comparison.
4. Results
We obtained corner frequencies from 0.8 to 6.9 Hz with spectral ratios for
138 earthquakes along Gofar. Spectrally derived seismic moments for
these events range from 3.0 × 1012 to 1.1 × 1015 N m, corresponding to
magnitudes 2.3 ≤ MW ≤ 4.0. The combination of corner frequencies and
seismic moments yields stress drops between 0.04 and 3.2 MPa. Our
stress drops have a lognormal distribution with a median value of
0.3 MPa and a standard deviation of log10 stress drop equal to 0.4.
Stress drops for earthquakes in rupture asperities that consistently host
MW ≥ 6.0 earthquakes (zones of high seismic coupling, H in Figure 6) have
a median stress drop of 0.6 MPa. Stress drops for earthquakes in fault seg-
ments that host earthquake swarms (zones of low seismic coupling, L in
Figure 6) have a median stress drop of 0.2 MPa. The standard deviation
of log10 stress drop in both zones is 0.3. While our results span approxi-
mately 2 orders of magnitude in stress drop, we do not observe stress
drop dependence on seismic moment. Additionally, we do not ﬁnd any
bias in stress drop as a result of our selection criteria. High and low corner
frequencies are equally well resolved, and their variation overall is greater
than the measurement error for individual values. Our smallest-
magnitude earthquakes are within our bandwidth constraints, and signal length does not limit our corner
frequencies for larger-magnitude earthquakes.
4.1. Spatial Variations in Stress Drop
Average stress drops, weighted by log10 of the corner frequency error, in the 2007 and 2008 rupture aspe-
rities (Figure 6, green and red squares) are ~2 times higher than the average stress drops in the foreshock
and December swarm zones (Figure 6, yellow and blue circles). Our ranges of stress drops from zones of high
and low seismic coupling are given in Table 1. Although stress drops overlap between zones, weighted
averages highlight a trend in stress drop that we further investigate with binned values along a line of long-
itude that approximates the strike of the fault (Figure 7). From east to west, weighted average stress drops
were determined in 0.046o longitude bins (Figure 7, black diamonds). The weighted average along-strike
stress drops reach a high value of 0.5 MPa in the 2007 MW 6.2 rupture asperity (Figure 7a, green squares)
and a low value of 0.2 MPa in the foreshock swarm zone (Figure 7a, yellow circles). Another high weighted
average stress drop of 0.4 MPa is found in the 2008 MW 6.0 rupture asperity (Figure 7a, red squares) before
again reaching a low value of 0.2 MPa in the December swarm zone (Figure 7a, blue circles).
The low and high stress drops we observe are a product of the variations in corner frequency we obtained
from our spectral ratio analysis. Spectral ratios with typical values of stress drop for earthquakes in the
2008 MW 6.0 rupture asperity and the foreshock swarm zone are shown, for example, in Figures 7b and 7c,
respectively. Both earthquakes have spectrally derived magnitudes of MW 3.0. The earthquake in the 2008
MW 6.0 rupture asperity was found to have a corner frequency of 4.1 Hz (Figure 7b, star), yielding a relatively
high stress drop of 1.7 MPa. In comparison, the earthquake in the foreshock swarm fault zone was found to
have a corner frequency of 2.3 Hz (Figure 7c, star), yielding a relatively low stress drop of 0.3 MPa. We are care-
ful to use only high-quality spectral ratios from EGFs with consistent corner frequencies. If we include lower-
quality EGFs, our stress drop range is larger and trends in spatial variations in stress drop are difﬁcult
to resolve.
Figure 6. Corner frequency and seismic moment for 138 earthquakes color
coded by position along Gofar (inset map with triangles showing station
locations). Stress drops in zones of high seismic coupling (H) are shown as
green and red squares and in zones of low seismic coupling (L) are shown as
yellow and blue circles. Colored-coded bars identify average stress drops,
weighted by log10 of the corner frequency error, within each zone.
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We tested the signiﬁcance of our along-strike spatial variations in stress drop using both parametric and non-
parametric hypothesis tests. First, we combined stress drops from the 2007 and 2008 rupture asperities
(Figure 8, red) into one population and stress drops from swarm zones into a second population (Figure 8,
yellow). Next, we applied the Anderson and Darling (1952) statistical test for normality to our data and con-
ﬁrmed that both populations were log-normally distributed. In rupture asperities (zones of high seismic cou-
pling) the mean and median stress drop is 0.6 MPa, while in swarm zones (zones of low seismic coupling) the
mean and median stress drop is 0.2 MPa. For a parametric hypothesis test, we performed the two-sample
Student’s t-test to test the likelihood of the null hypothesis that the populations have equal means. We
obtained a probability for equal means of 3 × 1011 and rejected the null hypothesis at the 99% conﬁdence
level that both populations were drawn from the same distribution.
For a nonparametric hypothesis test, we performed the Fisher’s permutation test following Efron and
Tibshirani (1993), a resampling technique to test the statistical signiﬁcance of the null hypothesis under rear-
rangement of data. We ﬁrst combined our two populations (stress drops from zones of high and low seismic
coupling) into one group. We then randomly selected, without replacement, two new groups with the same
number of samples as the original populations. The difference of the means between the groups was com-
puted, and then two new groups were selected. This process was repeated 10,000 times. To test the likeli-
hood of the null hypothesis that the populations were drawn from the same distribution, we compared
the difference of the means of our original populations to the difference of the means of the resampled data
(Figure 8b). We calculated the biased estimator for probability of equality (Phipson & Smyth, 2010) to be
Table 1
Earthquake Stress Drop (Δσ) on Gofar Transform Fault
Zone
Number of
earthquakes
Maximum
Δσ (MPa)
Minimum
Δσ (MPa)
Weighted average
Δσ (MPa)
2007 MW 6.2 rupture asperity 9 3.2 0.2 0.5 ± 0.1
Foreshock swarm zone 68 0.9 0.04 0.2 ± 0.01
2008 MW 6.0 rupture asperity 37 3.0 0.2 0.4 ± 0.03
December swarm zone 24 1.6 0.07 0.2 ± 0.02
Figure 7. Stress drops for earthquakes in zones of high (green and red squares) and low (yellow and blue circles) seismic
coupling. Weighted average stress drops are binned along strike (diamonds) and highlight the higher stress drops in
zones of high seismic coupling and the lower stress drops in zones of low seismic coupling. (b) Spectral ratios from aMW 3.0
event in the 2008 MW 6.0 rupture asperity with a corner frequency (star) of 4.1 Hz leading to a stress drop of 1.7 MPa.
(c) Spectral ratios from a MW 3.0 event in the foreshock swarm zone with a corner frequency (star) of 2.3 Hz leading to a
stress drop of 0.3 MPa.
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1 × 105. Again, we rejected the null hypothesis at the 99% conﬁdence level that stress drops from zones of
high and low seismic coupling came from the same distribution.
Work by Guo et al. (2018) suggests that VP/VS in the foreshock swarm zone may be larger than VP/VS in the
2008 rupture asperity. This change would affect our stress drops, which were determined using the same
VP/VS in all areas of the fault. Without well-constrained tomography models for VS at Gofar, we estimated VS
with an increased VP/VS using the P wave velocity model of Froment et al. (2014). In the foreshock swarm
zone at 5-km depth, Froment et al. (2014) found VP = 5,590 m/s. We tested a 20% increase in VP/VS to a
value of 2.0 in swarm zones, which yielded VS = 2,790 m/s. We checked along-strike variations in stress
drop using VS = 2,790 m/s (from VP/VS = 2.0) in zones of low seismic coupling, and VS = 3,400 m/s (from
VP/VS = 1.73) in zones of high seismic coupling. With spatially varying VS, stress drops in swarm zones
increased and the difference in weighted average values between zones of high and low seismic coupling
was reduced (Figure S7). However, we still found signiﬁcant variation between swarm zone and rupture
asperity stress drops at the 99% conﬁdence level using both the Student’s t-test and the permutation test
(Efron & Tibshirani, 1993) at 10,000 iterations. VP/VS in swarms zones would have to increase by 85% (to a
value of 3.2) compared to VP/VS in rupture asperities before the difference in stress drops in zones of
high and low seismic coupling were no longer statistically signiﬁcant at the 99% conﬁdence level. A high
VP/VS = 3.2 on Gofar is also inconsistent with the results of McGuire et al. (2012), who found little difference
between VP/VS in the lower crust of the foreshock swarm zone and 2008 rupture asperity (1.67 and
1.73, respectively).
We compared our stress drops with depths from the double-difference catalog of Froment et al. (2014) but
did not resolve any depth dependence on stress drop (Figure S8). Weighted average stress drops are rela-
tively constant within our 3- to 10-km depth range. Earthquakes in the foreshock swarm extended deeper
than the aftershocks (Froment et al., 2014; McGuire et al., 2012), but we found no statistically signiﬁcant
increase in stress drop with depth in the foreshock and December swarm zones.
4.2. Temporal Variations in Stress Drop
We also investigate temporal variations in stress drop and how they may differ between zones of high
and low seismic coupling (Figure 9). Before the 2008 MW 6.0 mainshock in the rupture asperities
(Figure 9a, dashed line), we found stress drops between 0.2 and 3.2 MPa and a weighted average value of
0.9 ± 0.1 MPa. While stress drops are high overall, there is a gradual decrease in stress drop beginning
~45 days before the MW 6.0 mainshock (Figure 9a, rectangle). After returning to a higher stress drop
Figure 8. (a) Distribution of 46 stress drops from the 2007MW 6.2 and 2008MW 6.0 rupture asperities (zones of high seismic
coupling, red) and 92 stress drops from the foreshock and December swarm zones (zones of low seismic coupling,
yellow), with mean and median values noted by stars and diamonds, respectively. (b) Distribution of the difference of the
means for resampled stress drops and the difference of the mean of the observed stress drops (vertical line).
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(~1 MPa) at the time of the mainshock, stress drops following the mainshock are at a lower weighted average
value (~0.4 MPa) than before the mainshock. Earthquakes following the mainshock in the rupture asperity
have stress drops between 0.2 and 1.5 MPa and a weighted average value of 0.4 ± 0.03 MPa. In swarm zones
(Figure 9b) we found stress drops between 0.04 and 1.6 MPa before theMW 6.0 mainshock (Figure 9b, dashed
line) and between 0.05 and 1.6 MPa after the large earthquake. There is no signiﬁcant change in weighted
average stress drop before or after the MW 6.0 mainshock in the swarm zones, yielding an average value of
0.2 ± 0.01 MPa before the mainshock and 0.2 ± 0.02 MPa after.
5. Discussion
We found low overall stress drops at Gofar that reﬂect the low average seismic coupling characteristic of RTFs
(e.g., Boettcher & Jordan, 2004; Brune, 1968). Our weighted average stress drops in the swarm zones (0.3 MPa)
and rupture asperities (0.4–0.5 MPa) are consistent with those of Boettcher and Jordan (2004) who estimated
stress drops of 1 MPa or less for a few large RTF earthquakes using rupture dimensions and aftershock distri-
butions. Large RTF earthquakes are often depleted in high-frequency energy (e.g., Perez-Campos et al., 2003),
which is consistent with our spectral results that show low average corner frequencies. Some global studies
(e.g., Allmann & Shearer, 2009) report stress drops for large oceanic transform fault earthquakes as the high-
est of any tectonic environment. One reason for this discrepancy may be that earthquakes in oceanic litho-
sphere with high stress drops are often intraplate earthquakes, where plate motion and deformation lead
to higher stress environments (e.g., Chen & McGuire, 2016; Choy & McGarr, 2002). In addition, global
Figure 9. (a) Stress drop as a function of time in zones of high seismic coupling. Earthquakes in the 2007MW 6.2 and 2008
MW 6.0 rupture asperities are shown as green and red squares, respectively. The weighted average stress drops before
(0.9 MPa) and after (0.4 MPa) the 2008 MW 6.0 mainshock (dashed vertical line) are identiﬁed with a horizontal bar.
Rectangle outlines decreasing stress drops ~45 days before the mainshock. (b) Stress drop as a function of time in zones of
low seismic coupling. Earthquakes in the foreshock and December swarm zones are shown as yellow and blue circles,
respectively. The weighted average stress drop before and after the 2008 MW 6.0 mainshock is 0.2 MPa.
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studies using data from distant stations may not be able to correct for
variations in attenuation as adequately as our local network data.
The range of stress drops we found in high and low seismic coupling zones
overlap signiﬁcantly, and there is greater variability within each zone than
between zones. The weighted average stress drops in zones of high seis-
mic coupling are a factor of ~2 greater than the weighted average stress
drop in zones of low seismic coupling. While the spatial variations in stress
drop are small, they are statistically signiﬁcant (Figure 8) and consistent
with inferred variations in along-strike material properties (Roland et al.,
2012). While the spectral ratio method is meant to eliminate path effects
with proper EGF selection, inferred lateral variations in the fault zonemean
that residual path effects could affect our stress drops if we use corner fre-
quencies from EGFs on neighboring fault segments or ratios from stations
with a travel path bias. We made an effort to reduce residual path effects
by using corner frequencies for stress drops derived from multiple EGFs
from stations that are azimuthally distributed.
If we assume that stress drop is proportional to fault strength (e.g., McGarr,
1982), then we may correlate changes in material properties with our
stress drop results. We found higher weighted average stress drops in
the mainshock rupture asperity where relatively intact and dry oceanic
crust is inferred (Froment et al., 2014). The Mohr-Coulomb failure criterion
in Figure 10a illustrates a simpliﬁedmodel of the evolution of stress for this
segment of the fault, where the maximum (σ1) and minimum (σ3) com-
pressive principal stresses are graphically related to fault strength. The
maximum compressive principle stress increases throughout the seismic
cycle as stress accumulates from its initial state (Figure 10a, dashed circle)
until it reaches a high critical fault strength deﬁned by the failure envelope
(Figure 10a, solid, circle) and earthquake slip occurs.
In the foreshock swarm zone, we found lower weighted average stress
drops where a 10–20% reduction in P wave seismic velocity was observed
(Froment et al., 2014; Roland et al., 2012). One possibility discussed by
Roland et al. (2012) for this velocity reduction may be the alteration of gabbroic oceanic crust to lower-
strength materials such as serpentine and talc, and the serpentinization of peridotite in the upper mantle.
Lower-strength materials, such as those found in the creeping segment of the San Andreas Fault (e.g.,
Carpenter et al., 2011; Moore & Rymer, 2007), would allow aseismic slip and limit the amount of stress accu-
mulated on the fault. While the presence of ﬂuids may result in lower-strength minerals, Roland et al. (2012)
found that the observed velocity reduction in the foreshock zone is more consistent with high aspect ratio
ﬂuid-ﬁlled cracks. Our low weighted average stress drops in the foreshock zone most likely reﬂect highly frac-
tured, lower-strength fault material with increased permeability as described by Roland et al. (2012).
Figure 10b illustrates two possible methods for failure in the foreshock swarm zone that result in lower fault
strength where lower stress drops were found: (1) a lower coefﬁcient of friction (μ) from lower-strength mate-
rial (Figure 10b, brown circles) or (2) an increase in pore pressure from nearly dry to hydrostatic conditions,
which reduces the effective stress in the fault zone (Figure 10b, yellow circles). While pore ﬂuid in highly frac-
turedmaterial is more consistent with the observations of Roland et al. (2012), it is likely that a combination of
mineral alteration and pore ﬂuid pressure have contributed to the lower fault strength in the foreshock
swarm zone (e.g., Roland et al., 2012). Our low stress drops reﬂect this change in material properties with
the addition of pore ﬂuids, which is also the inferred mechanism for reduced stress drops for earthquake
swarms in Japan (e.g., Yoshida et al., 2017).
To further investigate the role of fault zone damage on earthquake rupture, we compared our stress drops
before the MW 6.0 mainshock in the foreshock swarm zone and 2008 rupture asperity to the P wave seismic
velocity structure of Froment et al. (2014; Figure 11). Froment et al. (2014) observed a decrease in VP consis-
tent with a transition from nearly intact East Paciﬁc Rise crust of the mainshock rupture asperity to
Figure 10. (a) Mohr circle representation of the evolution of stress in the rup-
ture asperities. Fault strength increases from an initial state (dashed circle)
to ﬁnal state (solid circle), where earthquake slip occurs. Stress is high at
failure (star) in the rupture asperities with a coefﬁcient of friction (μhigh)
representative of unaltered oceanic crust. (b) Similar to a, but for fault
segments that host earthquake swarms. Fault strength is low at failure, which
may be attributed to (1) mineral alterations (represented by a low coefﬁcient
of friction, μlow), (2) enhanced ﬂuid circulation in a highly damaged fault
zone (represented by a Mohr circle at lower effective stress, yellow), or (3) a
combination (Roland et al., 2012).
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signiﬁcantly damaged fault zone of the foreshock swarm zone. We focused on premainshock stress drops
and found lower stress drops in the foreshock swarm zone where enhanced ﬂuid circulation in highly
fractured fault material is inferred (Froment et al., 2014; Roland et al., 2012) compared to the rupture
asperity. This relationship suggests a decrease in stress drop with inferred fault zone damage before the
mainshock. While Figure 11 illustrates changes in P wave velocity structure, stress drop is a function of
shear wave velocity and not affected by variations in VP. Earthquakes result from shear motion and are
commonly represented by crack models that relate stress drop to shear displacement (i.e., Eshelby, 1957),
and not compressional motion.
We highlight the inverse relationship between stress drop and Pwave velocity reduction with a least squares
linear regression using a ﬁrst-order polynomial (Figure 11, solid gray line). We tested the statistical signiﬁ-
cance of a regression model with negative slope to the data using the Levene (1960) test, a multisample test
for equality of variances. A least squares best ﬁt horizontal line (Figure 11, dashed line) to the data served as
our null hypothesis. We computed the residuals to the regression models (Figure S9) and then tested the like-
lihood of the null hypothesis that the variance between the data and a horizontal line came from the same
population as the variance between the data and a linear model with negative slope. We obtained a probabil-
ity for equal variances of 0.1 and rejected the null hypothesis at the 90% conﬁdence level, ﬁnding the line
with negative slope a statistically signiﬁcant interpretation of the relationship between stress drop
and damage.
The relationship we observe between stress drop and spatial variations in material properties on Gofar
(Froment et al., 2014; McGuire et al., 2012; Roland et al., 2012) suggests that fault strength inﬂuences earth-
quake source properties. Hardebeck and Loveless (2018) found that stress orientations of subduction zone
earthquakes on creeping faults were more poorly orientated for failure than those in locked regions, and
inferred that fault strength must be low as a result of low apparent friction or reduced effective failure
strength so that creep may occur. Our observations of lower stress drops in zones of low seismic coupling
and higher stress drops in zones of higher seismic coupling agree with the model of Hardebeck and
Figure 11. Stress drop as a function of fault zone damage inferred from the percent P wave velocity reduction of Froment
et al. (2014). Stress drops for earthquakes occurring before the 2008MW 6.0 mainshock in the rupture asperity (red squares)
and foreshock swarm zone (yellow circles). The least squares best ﬁt line with negative slope (dark gray line) highlights
the inverse relationship between stress drop and fault zone damage inferred from the change in seismic velocity. The
horizontal line (gray dashed line) served as our null hypothesis for statistical testing. EPR, East Paciﬁc Rise.
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Loveless (2018) that creeping faults are weaker than locked fault segments. Furthermore, the epicenter of the
2008 MW 6.0 mainshock (McGuire et al., 2012) occurred in the rupture asperity at the location of a cluster of
~1 MPa stress drops, suggesting the mainshock rupture initiated in an especially strong segment of the fault.
Variations in fault strength may also explain the temporal patterns of stress drop we observe at Gofar. In rup-
ture asperities, events with the highest stress drops (~3 MPa) occurred before theMW 6.0 mainshock, leading
to a high weighted average stress drop for this period. Days before the mainshock, our results hint at a gra-
dual decrease in stress drop for events in the 2008 rupture asperity. However, future OBS deployments with
denser strong motion networks are needed to resolve whether stress drops in the rupture asperity before the
mainshock reﬂect a decrease in fault strength in response to increased stressing rate (Dieterich, 1994).
Intense seismicity in the foreshock zone in the week before theMW 6.0 mainshock coincides with shear wave
velocity reduction observed by McGuire et al. (2012) and Froment et al. (2014) and suggests seismic and
aseismic loading preceding the mainshock (McGuire et al., 2005; Roland & McGuire, 2009).
Stress drops for aftershocks also decreased, consistent with stress drop observations from other tectonic
earthquake sequences (e.g., Abercrombie, 2014; Kim et al., 2016; Trugman & Shearer, 2018) and induced seis-
micity (e.g., Trugman et al., 2017) and may be indicative of a temporary reduction in fault strength within the
mainshock rupture zone. Similarly, stress drops for aftershocks in the 2007 MW 6.2 rupture asperity also
decreased, suggesting these earthquakes occurred in the region of strong ground motion from the MW 6.0
mainshock. Low stress drop aftershocks (< 0.5 MPa) may reﬂect the rupture of fault segments that have
not fully healed from the large earthquake ground motion (Shaw et al., 2015). In contrast, high stress drop
(> 1 MPa) aftershocks may reﬂect strong asperities in a damaged and otherwise weakened fault zone (e.g.,
Dreger et al., 2007) or reﬂect stress concentrations at the fault edges (Oth & Kaiser, 2014). The stress drops
we resolved at the end of the year are low (~0.2 MPa) but are anticipated to increase over months or years
as the fault strength increases to a pre-mainshock level, consistent with fault zone healing (Vidale et al., 1994).
In swarm zones, we did not observe any signiﬁcant change in the weighted average stress drop before or
after the MW 6.0 mainshock. This demonstrates how an already fractured and/or altered fault zone may dis-
sipate seismic energy and behave as a barrier to large earthquake rupture propagation. While changes in
stress drop during swarm periods are expected to reﬂect temporal variations in seismic velocity (e.g.,
Froment et al., 2014), we cannot discern this evolution with our current results. We can only say that during
swarm periods when we have more stress drops, there is greater stress drop variation.
Figure 12. Cartoon of fault zone properties along Gofar that lead to spatial and temporal variations in earthquake stress
drop. Different colors represent different strength fault material. See text for details.
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We summarize our stress drop analysis in terms of fault strength and material properties graphically in
Figure 12. Spatial variations in stress drop are a result of the along-strike change in fault properties from fully
coupled rupture asperities (Figure 12, red and green ellipses) to signiﬁcantly damaged fault zones (Froment
et al., 2014; yellow and blue symbols) that allow water to inﬁltrate. Water in high aspect ratio cracks can best
explain the 10–20% reduction in Pwave velocity in the damaged foreshock zone (yellow symbols) compared
to intact oceanic crust (Roland et al., 2012). The addition of pore ﬂuids reduces the effective normal stress to
allow failure at lower shear stress, which is reﬂected in earthquakes with low (~0.2 MPa) weighted average
stress drops. In contrast, zones of high seismic coupling consist of largely intact and dry oceanic crust
(Roland et al., 2012). The rupture of this higher-strength material is reﬂected in earthquakes with higher
(~1 MPa) weighted average stress drops.
Following the 2008 MW 6.0 mainshock (Figure 12a, star), the rupture asperity is fractured by dynamic stress
concentrations at the rupture tip (Figure 12b, black lines). Although this fracture energy is largely dissipated
in the surrounding fault zone, some strong motion does fracture the 2007 MW 6.2 rupture asperity, as is
reﬂected in lower stress drops within this zone. High (> 1 MPa) stress drops in the 2008 rupture zone follow-
ing the mainshock are a result of the rupture of strong asperities (Figure 12b, dark red patches) in a tempo-
rally damaged fault segment (Figure 12b, light red ellipse). Days to months after the 2008MW 6.0 mainshock,
the fault begins to heal. We infer that the rupture asperities return to their pre-mainshock strength to again
support higher stress drop earthquakes.
6. Conclusions
Recordings from a local OBS array were used to estimate stress drop for 138 earthquakes (2.3 ≤ MW ≤ 4.0)
along the westernmost segment of Gofar Transform Fault using spectral analysis techniques. Our stress drop
estimates range between 0.04 and 3.2 MPa and show statistically signiﬁcant along-strike variability. Seismicity
in rupture asperities, where MW ≥ 6.0 earthquakes occur, have stress drops ~1 MPa. These asperities are
surrounded by zones of low seismic coupling that host intense microseismicity that extends deeper than
seismicity in rupture asperities (Froment et al., 2014; McGuire et al., 2012). Zones of low seismic coupling also
exhibit reduced seismic velocities indicative of high porosity (Froment et al., 2014; McGuire et al., 2012;
Roland et al., 2012) and increased fault zone damage (Froment et al., 2014) that result in earthquakes with
typically lower stress drops (~0.2 MPa). These observations indicate that fault zone properties not only control
the rupture extent of large earthquakes, but also inﬂuence the rupture processes of intermediate magnitude
earthquakes. Additionally, fault zone properties likely change with time, as are reﬂected in lower stress drops
in the rupture asperity following the 2008MW 6.0 mainshock. Where increased fault zone damage and lower
fault strength are inferred, stress accumulation is limited and earthquakes with lower stress drops are found.
This decrease in stress drop is interpreted as a response to strong ground motion from the large earthquake,
which temporarily damaged the fault zone. Our results suggest that earthquake stress drops provide insight
into fault zone properties, including a relative measure of fault damage and fault strength, and can be used to
explain spatial and temporal variations in earthquake behavior.
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