We are concerned with a finite element approximation for time-harmonic wave propagation governed by the Helmholtz equation. The usually oscillatory behavior of solutions, along with numerical dispersion, render standard finite element methods grossly inefficient already in medium-frequency regimes. As an alternative, methods that incorporate information about the solution in the form of plane waves have been proposed. We focus on a class of Trefftz-type discontinuous Galerkin methods that employs trial and test spaces spanned by local plane waves. In this paper we give a priori convergence estimates for the h-version of these plane wave discontinuous Galerkin methods in two dimensions. To that end, we develop new inverse and approximation estimates for plane waves and use these in the context of duality techniques. Asymptotic optimality of the method in a mesh dependent norm can be established. However, the estimates require a minimal resolution of the mesh beyond what it takes to resolve the wavelength. We give numerical evidence that this requirement cannot be dispensed with. It reflects the presence of numerical dispersion.
Introduction
This paper is devoted to the numerical analysis of volumetric discretization schemes for the following model boundary value problem for the Helmholtz equation:
(1.1) hω 2 diam(Ω) is sufficiently small, which amounts to the pollution effect rearing its head again. Basically we end up with the same requirement of over-resolving the wavelength as stipulated by the usual error estimates for piecewise linear globally continuous finite elements.
In short, our theory does not support the claim that the h-version of plane wave DG methods is immune to the pollution effect. Simple numerical experiments send the same message, see Section 5. Nevertheless plane wave DG method for (1.1) can be viable when used wisely. It is not advisable to try and improve accuracy by refining the mesh. Rather, the cell size should be linked to the wavelength and the number of plane wave directions should be increased. In fact, it is large cells and large local spaces that are preferred in practical applications of the method.
Hence, the asymptotics considered in the present paper and in [7, 10] may not be the relevant. Nevertheless, we believe that investigation of h-version convergence is an essential first step in understanding the more interesting p-version of plane wave Galerkin methods. Moreover, already the case of h-refinement forced us to develop some theoretical tools which are certainly of interest in their own right: (i) construction of a basis for plane wave spaces that remains stable for small wavenumbers (see Sect. 3.1); (ii) inverse estimates and projection error estimates for plane waves (see Sect. 3.2); (iii) new variants of duality arguments (see Sect. 4) .
The outline of the paper is as follows: in Section 2 we derive a (primal) mixed DG variational formulation of (1.1) with Trefftz type local trial spaces. We specify numerical fluxes and make the connection to UWVF. Section 3 contains the definition of a stable basis for plane wave spaces and some related key results (inverse and projection error estimates) used in the convergence analysis developed in Section 4. Key duality estimates rely on elliptic lifting theorems for Helmholtz boundary value problems (see [12, 19, 26] ). For the moment our analysis is confined to d = 2. We believe that it can be extended to d = 3 without substantial modifications. Finally, numerical results that demonstrate that our estimates for h-convergence rates are sharp are presented in Section 5.
Discontinuous Galerkin approach
To begin with, we follow the general approach to the derivation of discontinuous Galerkin schemes for secondorder elliptic boundary value problems presented in [8] : Let T h be a partition of Ω into polyhedral subdomains K of diameters h K with possible hanging nodes. Let F h be the skeleton of the partition T h , and define F (2.1)
Now, introduce a partition T h of Ω into subdomains K, and proceed as in [8] . By multiplying the first and second equation of (2.1) by smooth test functions τ and v, respectively, and integrating by parts on each K, we obtain
Introduce discontinuous discrete function spaces Σ h and V h ; replace σ, τ by σ h , τ h ∈ Σ h and u, v by u h , v h ∈ V h . Then, approximate the traces of u and σ across interelement boundaries by the so-called numerical fluxes denoted by u h and σ h , respectively (see, e.g., [2] for details) and obtain
At this point, in order to complete the the definition of classical DG methods, one "simply" needs to choose the numerical fluxes u h and σ h (notice that only the normal component of σ h is needed).
In light of our special choice of V h and Σ h explained below, we reverse integration by parts in the first equation of (2.3):
Assume ∇ h V h ⊆ Σ h and take τ h = ∇v h in each element. Insert the resulting expression for K σ h · ∇v h dV into the second equation of (2.3). We get
Notice that the formulation (2.5) is equivalent to (2.3) in the sense that their u h solution components coincide and the σ h solution component of (2.3) can be recovered from u h by using (2.4). Another equivalent formulation can be obtained by integrating by parts once more the first term in (2.5) (notice that the boundary term appearing in this integration by parts cancels out with a boundary term already present in (2.5)):
(2.6)
By taking Trefftz-type test functions v h in (2.6) such that, for all K ∈ T h ,
equation (2.6) simply becomes
To discuss concrete choices for the numerical fluxes, it is convenient to adopt the notations used in the description of discontinuous Galerkin methods: let u h and σ h be a piecewise smooth function and vector field on T h , respectively. On ∂K − ∩ ∂K + , we define the averages: { {u h } } := 
with parameters α > 0, β ≥ 0, γ and 0 < δ < 1 to be chosen. Here and in the following, the symbol ∇ h stands for the elementwise application of the operator ∇.
Remark 2.1. The ultra-weak variational formulation (UWVF) of Cessenat and Després, see [10, 11] , is obtained by choosing the numerical fluxes in (2.7) as follows: on 
In fact, multiply equation (2.7) by 2iω and sum over all elements:
Now, plug in the fluxes defined in (2.10)-(2.11) and, by denoting with the superscript ext the quantities taken from the neighbors of the considered element K (obviously, n ext = −n), we can write
From this, by rearranging the terms, we obtain the variational formulation: 12) where the superscripts + and − refer to quantities from the two different elements sharing the considered interior face. This agrees with usual statement of the UWVF in terms of unknown functions on F h , see [7] , Formula 19, [10] , Formula (1.4), and [22] , Formula 10.
Matching (2.8), (2.9), and (2.10), (2.11), we see that the original UWVF by Cessenat and Després [10] is recovered by choosing α = 1/2, β = 1/2, γ = 0, δ= 1/2. Following [16, 17, 23] , it is also possible to show that the method by Cessenat and Després can also be recovered by writing the second order problem as a first order system, and then discretizing this system by using a discontinuous Galerkin (DG) method with flux splitting approach (classical upwind DG method). Here, we have followed a slightly different approach and cast the UWVF within the general class of DG methods presented in [8] . A similar perspective was adopted in [7] , Section 2.
In order to endow the DG methods with favorable stability properties, the dependence of the coefficients α, β, γ on the local meshwidth is critical. Our analysis of Section 4 stipulates the following choice of parameters in the definition of the numerical fluxes (2.8) and (2.9)
, all independent of the mesh size and ω. Further assumptions on a min and d will be stated in Section 4. We emphasize that the UWVF does not fit (2.13) and, thus, is not covered by the theoretical analysis of this paper.
Remark 2.2.
One may also consider the Helmholtz boundary value problem with Dirichlet boundary conditions. In this case, for the boundary condition u = g D on ∂Ω, the appropriate numerical fluxes for cell faces on ∂Ω are
with a parameter λ > 0. In this case the boundary value problem lacks a unique solution for ω from an infinite discrete set of resonant wave numbers. Thus, we skip pure Dirichlet boundary conditions, as well as pure Neumann boundary conditions, in the convergence analysis.
Plane waves
We restrict ourselves to the case d = 2 and to triangular meshes. Let P W ω (R 2 ) be the space of linear combinations of p ∈ N plane waves of wavelength 
The drawback of this natural basis is that its vectors become "ever more linearly dependent" as ω → 0: obviously e k → 1 if ω → 0 uniformly on any compact set. For both numerical and theoretical purposes a basis that remains stable for ω → 0 is needed. The construction of such a basis is carried out in Section 3.1 and inverse and projections estimates for plane wave functions are studied in Section 3.2.
Stable bases for plane waves
For the direction vectors we may write
Hence, ζ is the coefficient vector for a real valued trigonometric polynomial of degree m with 2m + 1 different zeros ϕ k , k = 1, . . . , p. This polynomial must be zero everywhere.
The inverse of the matrix M p will effect a transformation to a basis that remains stable in the limit ω → 0. We set α
will be a basis of P W ω (R 2 ), too. The actual computation of b j starts from the series expansion of the exponentials
where summations may be interchanged due to the uniform convergence of the series. Next, we write x = x y and use that
is a real trigonometric polynomial of degree n. Thus it can be expressed as a Fourier sum
where
From (3.7) is it immediate that both γ n j (x) and σ n j (x) are homogeneous polynomials in x, y. We also find that
In fact, by setting z = x + iy, we can write
Therefore, for even n,
has vanishing Fourier coefficients for odd indices, whereas, for odd n, it has vanishing Fourier coefficients for even indices. Formula (3.10) follows from the the fact that σ n j and γ n j are such trigonometric Fourier coefficients; see (3.7) .
Moreover, for any n ∈ N, the nonzero γ n j (x), σ n j (x) provide a basis of the space of two-variate homogeneous polynomials of degree n.
For the sake of simplicity, we set κ
. . , n, for even j, and κ n 2j+1 (x) := σ n j (x) for odd j. Using (3.2) this permits us to rewrite
We plug this into (3.5), change order of summation,
and observe that, by definition of α
Using this formula for n = 0, . . . , m, and splitting the outer sum accordingly, we infer
with a remainder function R j (ω, x) that, thanks to |κ
n , is uniformly bounded on compact sets. This immediately gives
Unraveling the definition of κ n j , we find
This links the limits to the integrals
which gives us
So the basis functions b j tend to scaled standard harmonic polynomials in the limit ω → 0:
Those are, of course, linearly independent. Thus, we retain linear independence of the functions in the limit ω → 0.
Remark 3.2.
The number p of plane waves being odd is essential. In fact, with even p, one would end up with an incomplete space of harmonic polynomials in the limit ω → 0; see (3.15) . Moreover, for even p, the matrix M p from (3.3) can be singular (take, e.g., p = 2, 0 < ϕ 1 < 2π and ϕ 2 = 2π − ϕ 1 ) and the definition of the stable basis functions is no longer valid. 2 . Truncation after 13 terms in the expansion w.r.t. ω. Now, we take for granted that the directions d j are uniformly spaced on the circle, that is,
This is the customary choice, which is also made in the standard ultra weak discontinuous Galerkin formulation. The special plane wave space distinguished by equispaced directions (3.16) will be designated by P W
Lemma 3.3. For the particular choice
Proof. The assertion of the lemma is a consequence of elementary trigonometric identities.
In concrete terms, the result of Lemma 3.3 means is essential in numerical studies of low-wavenumber asymptotics. Yet, the representation (3.17) is prone to cancellation and useless in numerical terms. Instead, we use the series expansion (3.12) up to ω 13 . The resulting truncation errors are illustrated in Figure 1 : for large ω the truncation error becomes large, for small ω the instability of the exponential basis makes the (MATLAB) computation sensitive to roundoff. For uniformly.
Remark 3.5. The construction of a stable basis is closely linked to plane wave representation formulas for circular wave Helmholtz solutions
where J n is a Bessel function. For those we have the integral representation
From the series expansion 20) it becomes clear that, in the limit ω → 0, the span of the functions, written in polar coordinates (r, θ),
will be the same as that of the harmonic polynomials in (3.15) . This suggests a relationship to the stable basis functions b j from (3.4):
for even j,
Using (3.19) we can rewrite
The integral can be approximated by the p-point trapezoidal rule, p = 2m + 1. In combination with (3.22) this yields
Up to scaling this agrees with (3.17).
Some theoretical investigations will also rely on the augmented space
where P 1 (R 2 ) designates the space of two-variate affine linear functions. For theoretical purposes we also need a basis of P P W ω (R 2 ) that remains stable for ω → 0. Its construction is guided by the very same ideas as that of the stable basis {b 1 
. For details we refer to Section 4 of the technical report [18] .
Inverse and projection estimates for plane waves
In order to develop a convergence theory for the h-version of the DG methods from Section 2 with plane wave trial and test functions, we aim to establish element-by-element inverse and projection estimates for P W p,ξ ω (R 2 ) that parallel those for piecewise polynomials. As usual we have to limit the distortion of the triangles. Our analysis heavily relies on scaling techniques employing similarity mappings Φ K , that is, compositions of rigid motions and scalings:
where K is another triangle of the same shape.
with, by (3.16),
The angle γ reflects the rotation Q involved in the mapping to K. In short, the image of P W
It is essential to note that even if two triangles are mapped to the same "reference triangle" K, the mapped plane wave spaces will not necessarily agree. This foils standard finite element Bramble-Hilbert type arguments, see [6] , Section 4.3.8.
The first class of inequalities are trace inverse estimates connecting norms of traces onto element boundaries with norms over the element itself. 
Proof. (i) Pick any K ∈ T h and an edge e ⊂ ∂K. There is a unique similarity mapping Φ K according to (3.25) such that the line segment e =
is mapped onto e. Write K for the pre-image of K under Φ K . If we can establish the existence of C > 0 that may only depend on α 0 from Assumption 3.6, such that 28) then the assertion of the theorem will follow by simple scaling arguments. Assumption 3.6 also guarantees that the isoceles triangle T with base e and base angle α 0 is contained in K. Thus, (3.28) is already implied by
(ii) If we choose some basis
, the computation of the best possible value for C from (3.29) can be converted into a generalized eigenvalue problem for matrices: this C agrees with the square root of the largest eigenvalue λ max = λ max ( ω, γ) of the generalized eigenvalue problem 30) with the mass matrices , see (3.15) . Obviously, M 0 is positive definite, and T 0 does not vanish. Hence, the eigenvalues from (3.30) (as functions of ω) have a continuous extension to ω = 0. Note that the limit does not depend on γ.
We conclude, that λ max ( ω, γ) can be extended to ω = 0 with a positive value λ max (0, γ) = λ max (0) > 0 (independent of γ). Thus, λ max turns out to be a positive and continuous function on
Obviously, the Euclidean matrix norm of T can be bounded by T ≤ 2p. Further, 
This expression tends to zero uniformly as ω → ∞.
we change the order of integration in (3.32) and obtain Summing up, we found the asymptotic behavior
As a consequence, for ω large enough, Gershgorin's theorem tells us that the smallest eigenvalue of M can be bounded from below by
, which ensures the existence of a C tinv > 0 in (3.29) . Numerical experiment. We have computed the constant in the inverse estimate of Theorem 3.7 numerically for the "unit triangle" Figure 2 . In addition, the shape of the triangle K := {x ∈ R 2 : x 1 , x 2 > 0, ax 1 + x 2 < a} is varied smoothly in Figure 3 . The computation were carried out in MATLAB using the standard exponential basis {e k } of P W ω for ω ≥ The plots strikingly illustrate the uniform boundedness of the constant in the inverse trace inequality with respect to ω. Smooth dependence on the geometry of K is also apparent. The bound for the constants is moderate, but seems to increase linearly with p. Remember that this is also true for multivariate polynomials of degree p; see, e.g., [31] , Theorem 4.76. 
Proof. Again we resort to transformation techniques and first establish the estimate for the reference triangle K. Thanks to integration by parts and Theorem 3.7 (recall that plane wave spaces are invariant with respect to forming partial derivatives), we have
Then transform this estimate to K. Numerical experiment. Figure 4 displays approximate values for C inv from Theorem 3.8 for the "unit triangle"
The computations were done in MATLAB and used the truncated stable basis for ω ≤ 
Proof. The proof can be done as above, because a basis of P P W p,γ ω (R 2 ) that remains stable for ω → 0 is available.
Next, we examine approximation and projection estimates for plane waves. We fix a triangle K that complies with Assumption 3.6. We study the local L 2 (K)-orthogonal projections and the pulled back plane wave space we write P ω for this projector. We pursue the policy to relate P ω to the
onto the space of bi-variate polynomials of degree 1. Simple transformation techniques and Bramble-Hilbert arguments establish the projection error estimates 
Proof. Recall (3.10), the definition of κ n j (x) and the formula (3.12) for the functions of the stabilized basis. Combining them, we see that, for p ≥ 5 and ω → 0,
for small ω uniformly in x ∈ ]0, 1[ 2 and γ ∈ [0, 2π[. It goes without saying that the assertion needs only be shown for q(x) = 1, q(x) = x, and q(x) = y. Then choose b 1 , b 2 , and b 3 , respectively, as approximating plane wave functions.
Remark 3.11. In the case p = 3 the best approximation error for linear functions will behave like O(ω), because it will be affected by the remainder term in (3.13).
Numerical experiment. We computed the error of the L 2 -projection of the function x → x onto the plane wave space on ]0, 1[ 2 numerically, see Figure 5 . As above, a truncated stable basis and the exponential basis were used for ω < 1 2 and ω ≥ 1 2 , respectively. The measured errors are in perfect agreement with Lemma 3.10, but also shows that the estimate in Lemma 3.10 is sharp and the constants are small.
In the next three propositions we establish projection errors and continuity of the 
Proof. Again, we use scaling arguments: consider the reference element
First of all, from Lemma 3.10, the equivalence of all norms on P 1 (R 2 ) and continuity of the L 2 ( K)-projection onto P 1 (R 2 ), we obtain the estimate
with a constant C > 0 independent of ω. Then, by the triangle inequality, we get
Now, taking into account that transformation to the reference element changes the frequency according to ω = h K ω, the result is an immediate consequence of norm transformation estimates.
Proposition 3.13. For odd p ≥ 5 we have, with
Proof. By the triangle inequality we have
Owing to (3.36), for the first term we get
with C > 0 independent of K and, obviously, of ω. To tackle second term we appeal to Proposition 3.9 and use transformation to the reference triangle K
again with C > 0 independent of K and ω.
Step ( * ) appeals to the equivalence of the L 2 -norms of affine linear functions on different compact sets. The last step relies on the transformation of L 2 -norm under scaling and
Eventually, the third term allows the bounds
Also in this case the constants can be chosen independently of K and ω. Inserting (3.39)-(3.41) into (3.38) gives the assertion.
Proposition 3.14. For odd p ≥ 5 we have, with
Proof. Since the second derivatives of Qu vanish, the triangle inequality gives
is invariant w.r.t. forming partial derivatives, we have
with C > 0 independent of h K and ω, and 
Convergence analysis
Duality arguments are the linchpin of our analysis, and, inevitably, they hinge on elliptic lifting estimates for the Helmholtz operator, cf. [6] , Section 5.8. Thus, from now on, we assume that Ω is a convex polygon. We also recall that T h is a triangular mesh with possible hanging nodes satisfying Assumption 3.6. 
In this section, we study the convergence of the method introduced in Section 2, with V h as trial and test space. To this end, consider formulation (2.5), which is equivalent to (2.7) for our choice of V h , with numerical fluxes given by (2.8) and (2.9).
Adding (2.5) over all elements and expanding the expressions of the numerical fluxes, with α as in (2.13) (we keep general β and δ, for the moment), we can write the primal DG method as follows:
where 
Proof. Note that Im (a
The DG method (4.2) is consistent by construction, and thus, if u is the analytical solution of (1.1),
Taking the cue from the definition of a h (·, ·), we define the following mesh-dependent seminorm and norms on V + V h :
We prove that the auxiliary DG-bilinear form, which is related to the positive operator −Δ + ω 2 ,
is coercive in the DG-norm. To this end, we apply the inverse inequality for plane waves asserted in Theorem 3.7. 
Proof. By definition, we have
From the weighted Cauchy-Schwarz inequality and the Young inequality, we obtain, for s > 0 at disposal,
Re
where in the last step we have used the inverse inequality of Theorem 3.7; similarly, for t > 0 at disposal, we have 2 Re
Since 0 < δ < 1/2 and a min > C 2 tinv , if s and t are such that s > C 2 inv and t > 1, inserting (4.6) and (4.5) into (4.5) gives
with C > 0 independent of the mesh and ω. We develop the theoretical analysis of the method (4.2) by using Schatz' duality argument [30] . We start by stating the following abstract estimate.
Proposition 4.4. If u is the analytical solution to (1.1) and u h ∈ V h defined as in (4.1) is the discrete solution to (2.7) with numerical fluxes (2.8) and (2.9) (α and δ as in Prop. 4.2), then
where C abs = C abs (Ω, α 0 , p) > 0 is a constant independent of the mesh and ω.
Proof. By the triangle inequality, for all
From the coercivity in Proposition 4.2, the definition of b h (·, ·) and (4.4), we get
We estimate the first term on the right-hand side of (4.10). Setting w h := v h − u h , integrating by parts and taking into account that −Δw h = ω 2 w h in each K ∈ T h , we can write
where we have used the usual "DG magic formula" to write the sum over all elements of integrals over element boundaries as in terms of integrals over the mesh skeleton. Thus, using the definition of b h (·, ·), we have
Therefore, by repeatedly applying the Cauchy-Schwarz inequality with appropriate weights, we obtain
with C > 0 only depending on α 0 and p. Inserting this into (4.10) and taking into account (4.9) gives the result.
We have to bound the term sup
in the estimate of Proposition 4.4 by using a duality argument. To this end, we have to adopt the special choice (2.13) of all the numerical flux parameters, with the additional constraints a min > C 2 tinv and 0 < δ < 1/2. Then the DG seminorm and norms can be explicitly written as follows:
We will make use of the following regularity theorem proved in [26] . Its original statement makes use of the following weighted norm on H 1 (Ω): 
Then, the solution ϕ belongs to H 2 (Ω), and
with C 1 , C 2 > 0 depending only on the shape of Ω.
The next lemma provides L 2 -projection error estimates for traces onto the skeleton of T h . In light of the definitions of the DG and DG + seminorms and norms, these are essential. We keep the notation P ω for the L 2 (Ω)-orthogonal projection onto V h , see (4.1).
Lemma 4.6. Let the assumptions of Theorem 4.5 hold true. Then the solution ϕ of (4.12) allows the estimates
14)
with C = C(Ω, α 0 , p) > 0 depending only on the bound α 0 for the minimal angle of elements, the number p of plane waves, and the domain Ω.
Proof. We start with local considerations: we recall the multiplicative trace inequality for K ∈ T h , see [6] , Theorem 1.6.6,
Here and in the rest of the proof constants C > 0 may only depend on the bound for the minimal angle of K, cf. Assumption 3.6, p, and the domain Ω. Hence,
where the last estimate invokes Propositions 3.12 and 3.13. Similarly,
The last step relies on Propositions 3.13 and 3.14. Next, we sum over all elements, apply the Cauchy-Schwarz inequality, and use the estimates (4.13) of Theorem 4.5:
Corollary 4.7. Let the assumptions of Theorem 4.5 hold true. Then the solution ϕ of (4.12) allows the estimates Proof. The bounds follow from Propositions 3.12, 3.13, Theorem 4.5, Lemma 4.6 and from the bound
which can be derived with the same arguments as in the proof of Lemma 4.6. 
with a constant C dual > 0 independent of the mesh and ω, but dependent on α 0 , p, the geometry of Ω and the parameters a, b and d in the definition of the numerical fluxes.
Proof. Consider the adjoint problem (4.12) with right-hand side
The adjoint consistency of the DG method (see Sect. 2) implies that
Taking into account adjoint consistency and consistency, i.e., (4.19) and (4.4), respectively, we have, for all
Using the definition of a h (·, ·), integrating by parts the gradient term and taking into account that −Δu−ω
and thus, for all ψ h ∈ V h , we obtain 20) with C independent of the mesh, ω, and the flux parameters. Actually, the estimate (4.20) holds true with ϕ − ψ h DG + replaced by the interelement and boundary part of ϕ − ψ h DG + only (no volume terms).
We
the result follows from Corollary 4.7.
The following estimate of the DG-norm of the error is a direct consequence of Proposition 4.4, Proposition 4.8 and of the following best approximation estimate.
Lemma 4.9. For any w ∈ H
2 (Ω), we have
with a constant C = C(α 0 , p) > 0 independent of the mesh and ω. 
Proof. We bound inf v

2). Then, provided that
the following a priori error estimate holds true:
with a constant C = C(Ω, α 0 , p) > 0 independent of the mesh and wave number ω.
Proof. From Propositions 4.4 and 4.8, provided that (4.21) is satisfied, we have
with a constant C > 0 independent of the mesh and ω. The result now follows from the regularity of u, Lemma 4.9 and the fact that (4.21) implies that both ω h and ω 2 h diam(Ω) are bounded by 1/C abs C dual .
Remark 4.11. The threshold condition (4.21) imposes a minimum resolution of the trial space before asymptotic convergence sets in. In the relevant case of ω > 1, this is equivalent to demanding that ω 2 h be sufficiently small. This reflects vulnerability to the pollution effect discussed in the Introduction, which is confirmed by numerical experiments in Section 5. As a consequence, the h-version of the plane wave discontinuous Galerkin methods will require prohibitively fine meshes, if Ω accommodates many wavelengths.
Remark 4.12. The mere first-order convergence asserted in Theorem 4.10 may be disappointing, but in the presence of a non-vanishing source term f no better rate can be expected, because plane waves only possess the approximating power of 1st-degree polynomials for generic functions, see Section 3.2.
Only solution of the homogeneous Helmholtz equation, that is, the case f = 0, allows better approximation estimates when using more plane wave directions. More precisely, if u is sufficiently smooth and p = 2m + 1, we
The underlying approximation results are given in [26] , Proposition 8.4.14. In this paper we will not elaborate this further in the DG setting.
We conclude this section by proving a priori L 2 -norm error estimates. We have the following result: Proof. Let ϕ be the solution to the adjoint problem (4.12) with right-hand side w ∈ L 2 (Ω). By proceeding like in the proof of Proposition 4.8, by definition of the dual problem, consistency and adjoint consistency, we have
or, equivalently,
for all v h ∈ V h . By repeatedly applying the Cauchy-Schwarz inequality with appropriate weights, we obtain
whereas, since v h − u h ∈ V h , proceeding as in the proof of Proposition 4.4, we get
By applying these estimates to the right-hand side of (4.22), we obtain
The result follows from Lemma 4.9, Theorem 4.10 and Corollary 4.7.
Remark 4.14. Theorem 4.13 states quadratic convergence of the L 2 -norm of the error, under the threshold condition (4.21); on the other hand, the constant in the error estimate deteriorates linearly with increasing wavenumbers.
Remark 4.15. In [7] , an a priori L 2 -norm error estimate of the form
for h-version of the UWVF is directly established. It is valid for f = 0 and relies on an error estimate in a mesh-dependent norm proved in [10] . Here, · X is a scaled L 2 -norm on the skeleton of the mesh and X h a plane wave type space. In contrast to our results, this estimate holds for all wave numbers, but the dependence of C on ω is not made explicit.
For sufficiently smooth analytical solutions (4.23) yields O(h m−1 )-convergence when using p = 2m + 1 equispaced plane wave directions. The authors point out that numerical tests show that this under-estimates the actual convergence rates and conjecture that this gap might be filled by using duality arguments. It might be of interest to investigate whether our approach could actually be useful in this direction (see Rem. 4.12).
Numerical experiments
In a series of numerical experiments in 2D we study the convergence of the h-version of different primal plane wave discontinuous Galerkin methods. We consider (1.1) on simple bounded domains Ω ⊂ R 2 and fix source terms f and g such that u agrees with a prescribed analytic solution. All the computations were done in MATLAB on fairly uniform unstructured triangular meshes. We impose an outgoing cylindrical wave solution
is the zero-th order Hankel function of the first kind. The experiment seeks to explore (1) the relative performance of different versions of the mixed discontinuous Galerkin approach (2.7), which differ in the choice of the parameters α, β, and γ in the numerical fluxes (2.8), (2.9), see Table 1 ; (2) the presence and strength of the pollution effect, by monitoring the onset of asymptotic convergence and its dependence on ωh as well as the increase of the discretization error for increasing ω and fixed ωh. A sequence of unstructured triangular meshes of different resolution (measured in terms of the maximal edge length h) was used. It was produced by a mesh generator. Figure 6 gives an impression of what these meshes look like. We measure the discretization error in the broken version of the weighted norm ("energy norm") (4.11)
and in the L 2 (Ω)-norm. We observe algebraic convergence in terms of hω for all methods and p = 5, see Figures 7 and 8. All the methods offer about the same accuracy and convergence rates. The plots hint at a slightly worse convergence for the classical UWVF, which does not comply with the assumptions of the theory of Section 4.
In Figure 9 we notice faster algebraic convergence when using more plane wave directions in the local trial spaces, cf. Remark 4.12.
Figures 8 and 10 highlight delayed onset of algebraic convergence for high wavenumbers. Moreover, the plane wave DG solutions fails to come close to the best approximation of the exact solution in the trial space. Thus, keeping ωh small, which guarantees uniformly accurate best approximation in plane wave space, fails to control the Galerkin discretization error for increasing ω, see Figure 11 . All this is clear evidence that the pollution effect also affects plane wave DG methods, cf. Remark 4.11. Experiment 2 conducts similar investigations as Experiment 1 for the realistic setting of plane wave scattering at a sound soft circular object (Fig. 12) . Spatial discretization is carried out in an annulus Ω := {x ∈ R 2 : 1 < |x| < 3} and the exterior inhomogeneous impedance boundary conditions allow for the exact Mie solution to the problem,
n (ωr) cos(nϕ). The circular boundary is exactly taken into account by using an analytic parameterization. The evaluation of the matrix entries relies on high order Gaussian quadrature rules which produce negligible quadrature error for all wave numbers ω used in this experiment. Figure 18 demonstrates that for this inhomogeneous Helmholtz problem raising p does not give better accuracy, cf. Remark 4.12. 
