The computation of eigenvalues of Sturm-Liouville problem with t-periodic boundary conditions is considered. Using the Richardson extrapolation based on the finite difference, the accuracy of the eigenvalues are improved. Numerical results demonstrate the usefulness of the correction.
Introduction
In this paper, we investigate the computation of the eigenvalues of Sturm-Liouville problem (SLP) −y + q(x)y = y, 0 < x < 1,
y(1) = e it y(0),
where q(x) ∈ C [0, 1], for some positive integer and q(x) = q(x + 1) with t-periodic boundary conditions, t ∈ (0, 2 ) and t = (see [15] ).
For convenience we introduce the following notations as in [12, 13] :
Thus, the SLP (1) and (2) can be written in the form
There are several papers concerning the computation and the correction of the eigenvalues (see, for example [1] [2] [3] [4] [5] [6] [7] [8] [9] ). It is well known that when the finite difference methods are used to approximate the eigenvalues of SLP, the error in the approximation of eigenvalues k is known to increase rapidly with k. Paine et al. [10, 11] presented a method for improving finite difference eigenvalue estimates for SLP. They proved that the error in the kth eigenvalue estimate with uniform mesh length h was reduced from O(k 4 h 2 ) to O(kh 2 ). Andrew [3] used the approach to improve finite difference eigenvalue estimates of periodic Sturm-Liouville problems. It was proved in [3] that application of the correction technique to the classical finite difference scheme considered in [7] reduces the error from O(k 4 h 2 ) to O(kh 2 ). Vanden Berghe et al. [14] derived a modification to this classical finite difference scheme and showed that it produced a smaller local truncation error. They also presented numerical examples in which application of the same correction to the modified difference scheme gives more accurate results than those obtained in [3] . Condon [6] proved that a correction technique applied to a finite difference scheme given in [14] reduces the error in the kth eigenvalue estimate from O(k 4 h 2 ) to O(kh 2 ).
In this paper, in order to improve the results computed by finite difference method we apply the Richardson extrapolation to the approximate eigenvalues of SLP (1)-(2) since it turns out to be very effective and produce highly accurate numerical results. In the error analysis of computed eigenvalues, we form an equivalent system (4)-(5) for the SLP (1)- (2) . Since the system structure provides us readily to analyse the asymptotic expansion for the computed eigenvalues, to investigate the behaviour of convergence and the maximum number of extrapolation steps depending on the number of eigenvalues, the particular finite difference method applied in (6) is preferred. We obtain a greater accuracy for large kth eigenvalue at further steps given in Theorem 1, Section 3. Finally, the theoretically improved results are established numerically by solving the problems of (1)- (2), where q(x) = 0 and q(x) = sin 2 x.
Computation of the eigenvalues and its asymptotic expansion
We are interested in approximating the first n eigenvalues of problem (4)-(5) using a finite difference approximation on a partition 0 = x 0 < x 1 < · · · < x n−1 < x n = 1,
where x j = jh with the stepsize h = 1/n and q j denote q(x j ) for j = 0, 1, . . . , n − 1. The h is the computed approximate eigenvalue to , Y j is the approximation to Y (x j ). We rewrite
The eigenvalues and eigenvectors of M j are, respectively,
where 
We use the Taylor's theorem on the matrix function P −1 (x j ) and obtain the approximation
where const. is a constant independent of h and
Now consider the case q(x) = 0. Then the eigenvalues of problem (1), (2) are known to be = (2k + t) 2 . Since ( h ) does not depend on x, the approximate problem (9) can be written as Z j +1 = DZ j , j = 0, 1, . . . , n − 1 and so Z n = D n Z 0 . From the boundary conditions, we obtain (D n − e it I )Z 0 = 0.
, we have a non-trivial solution Z 0 ∈ R 2×1 if is an eigenvalue of problem (4)- (5), that is the solution of the equation d( h ) = 0. Solving = arc cos((1/2)(2 − h 2 h )), the approximate eigenvalue h is computed by the formula
For the case q(x) = 0, we obtain from (10) that
After some simplifications the quantity d( h ) must vanish. Namely,
In order to find the asymptotic expansion of the approximate eigenvalue, one iteration of Newton's method for d( h ) is performed starting with (2k + t) 2 . Hence we have
where c j = ((2k + t) 2 − q j ). Then, we expand the Taylor series of
h around h = 0, by ignoring the term iO(h) since it does not effect the terms which contain h 0 , h 2 , h 4 , . . . . Hence it follows that
for k = 1, 2, . . . , n − 1. Since q(x) is continuous on [0,1], i.e. q min q(x) q max , the first term of (12) is bounded by
where nh = 1 and const. is a constant independent of h and k.
Error analysis and extrapolation
For q(x) = 0, it follows from the exact eigenvalue k and the Taylor expansion of the approximated eigenvalue (k) h in (11) that the asymptotic expansion of the error for the eigenvalues of (4)- (5) is
where
This clearly illustrates the rapid growth of the error E (4)- (5) with (6)- (7) satisfies the estimate
Theorem 1. For a certain fixed integer k, the error E (n) k [m] of the corrected eigenvalues at m extrapolation step of SLP
Proof. From the algorithm of Richardson extrapolation, the quantities
satisfy the following formula:
where (14) that
The error after m extrapolation will be
Since t ∈ (0, 2 ) and 2 < 2 3 , we can rearrange the error in the latter equation in the form
So assertion (13) is obtained. For a given n, it is observed that the worse error occurs at (n − 1)th eigenvalue. Thus, to obtain
we choose k = n − 1 and substitute h = 1/n in Eq. (13) . After some calculations and taking logarithms, we have
By using the same consideration we obtain the following conclusion.
Conclusion. For a given n, to get the error estimates E (n)
k [m min ] h 2r for all k =1, . . . , n−1, for r ∈ Z + of the corrected eigenvalues of SLP (1), (2) with q(x) = 0, the number of extrapolation is
Since q(x) is continuous on [0,1], q min q(x) q max , the asymptotic error formula (12) of the eigenvalues of SLP (1), (2) with the condition q(x) = 0, satisfy a similar inequality
where b 2j is a constant depend on q min and q max . So in order to get the error estimate as
the minimum number of extrapolation is (15).
Numerical examples
In this section we illustrate the Richardson extrapolation based on finite difference method for Sturm-Liouville problems (1) and (2) with t-periodic boundary conditions for q(x)=0 and q(x)=sin 2 x and for t = 2. Error estimates with 50 subintervals are calculated by Mathematica 4.0 and are shown in Tables 1 and 2 . The calculated eigenvalues are depicted in Fig. 1 . It can be easily seen that, for Table 1 Error estimates for q(x) = 0 with n = 50 Table 2 Error estimates for q(x) = sin(2 x) and n = 50 large values of k with n = 50, 4 extrapolations are needed. The observed orders are computed using
where n k [m] is the approximate eigenvalue computed at m extrapolation step (Table 3) . So the results are good agreement with the predicted ones.
