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Abstract 
 
Many visualization systems have provided multiple coordinated views (MCVs) with a belief that 
using MCVs brings beneﬁts during visual analysis. However, if a tool requires tedious or repeated 
interactions to create one view, users may feel difﬁculty in utilizing the MCV tools due to perceived 
expensive interaction costs. To reduce such interaction costs, a number of visual tools have started 
providing a method, called visualization duplication to allow users to copy an existing visualization 
with one click. In spite of the importance of such easy view creation method, very little empirical 
work exists on measuring impacts of the method. In this work, we aim to investigate the impacts of 
visualization duplication on visual analysis strategies, interaction behaviors, and analysis performance. 
To achieve the goals, we designed a prototype visual tool, equipped with the easy view creation 
method and conducted a human-subjects study. In the experiment, 44 participants completed ﬁve 
analytic tasks using a visualization system. Through quantitative and qualitative analysis, we 
discovered that visualization duplication is related to the number of views and generated insights and 
accuracy of visual analysis. The results also revealed visualization duplication effects on deciding 
analytical strategies and interaction patterns. 
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I. Introduction 
Analyzing multidimensional datasets can be challenging due to the difﬁculty in inspecting entities and 
groups of entities by many different factors. A common visualization approach to supporting such 
analysis is to use multiple coordinated views (MCVs) [1], [2] to simultaneously presents multiple 
visualizations in separate but linked views. MCVs provide many beneﬁts for analysis by allowing 
users to explore trends from different perspectives, to collect and organize multiple relationships, to 
identify hidden trends, and to obtain insights through a variety of interactions coordinated between 
multiple views [1], [2], [3].  
However, the investigation of multidimensional data with multiple views may also introduce 
difﬁculty due to its ﬂexibility in the ability to support numerous data views. Exploratory analysis 
often beneﬁts from analysts considering multiple paths during open-ended sensemaking [4] and 
knowledge generation processes [5]. Users often employ branching lines of thought while creating 
multiple hypotheses for testing and validation. Keeping track of such branching analyses can be 
challenging with MCVs due to the number of views and the need to continuously select and adjust 
chosen attributes for investigation (e.g., [6], [7], [8]). To alleviate such issues, many visual analysis 
tools have started providing visualization duplication (VD) as an efﬁcient method for creating a copy 
of an existing visualization or view. This way, changes can be made to one of the two views while 
keeping the other for reference. A number of commercial tools (e.g., Tableau, Spotﬁre) support this 
approach by allowing users to easily copy an existing visualization with one or two clicks. Roberts et 
al. [9] discuss numerous beneﬁts to supporting duplication functionality such a copying, cutting, and 
pasting of pre-existing visualization views to help the user maintain understanding of state and history 
during analysis. Taking duplication a step further, numerous researchers have demonstrated support 
for branching trails of views to assist showing sequences of logic, operations, and view generation 
(e.g., [7], [10], [11]).  
Although visualization duplication designs hold obvious beneﬁts, less is known about the 
interaction techniques and interface design options for supporting effective use of duplication 
functions during visual analysis. In order to design visualization tools with duplication techniques that 
can assist users in comparing threads of logic, keeping track of their analysis history during branching 
analysis, and effectively backtracking or context switching during complex analysis scenarios, it is 
important to understand how analysts use duplication. Little empirical research exists on how 
visualization duplication inﬂuences analysis strategies and interaction behaviors. Thus, in our research, 
we aim to better understand analysis processes for users working with MCV tools that allow 
duplication for real-time data exploration.  
We present a study comparing analysis strategies and performances for participants using MCV 
visualization tools supporting and not supporting visualization duplication. In a between subjects 
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experiment, participants (n = 44) performed visual data analysis tasks on a multidimensional dataset 
about automobiles. Each participant was assigned to one of two groups: 1) the Duplication Group 
(DG) that had access to tool with visualization duplication, or the 2) Control Group (CG), which used 
an identical version of the tool except without the duplication feature. Our experiment results indicate 
that the participants who had access to duplication 1) created more views, 2) performed more 
interactions during visual analysis, 3) completed tasks more accurately, and 4) developed various 
problem-solving patterns and strategies. However, no signiﬁcant results were observed in terms of 
time spent and participants’ conﬁdence levels. In addition, we observe that participants with the 
duplication feature showed interesting annotation usage and interaction patterns. 
 
II. Related Work 
Side-by-side comparisons of problem-solving processes are known to be more accurate than back-
and-forth scrolling or modifying within one view. Multiple-coordinated views (MCV) designs present 
information to users in several visualization views, where view may use the same or different 
visualization representation. A system that performs side-by-side comparisons across two views is 
sometimes called a dual-view system [12]. There are numerous ways to use two views, including 
overview and detail, focus and context, and small-multiple displays. Visualization systems with 
MCVs facilitate participants’ exploration of data through two or more views. The key beneﬁts of 
MCVs include an improvement in participant’s task performance, the discovery of unforeseen 
relationships within given data, and a uniﬁcation of the desktop [1]. In general, each view is 
connected to another for better side-by-side navigation and can be ﬁltered via brushing [12].  
Though MCVs have been incorporated into several visualization applications [1], [12], few studies 
have directly reported the positive effects of MCVs via quantitative measures such as task 
performance (i.e., reduced task completion time and increased accuracy). For instance, Ryu et al. [13] 
and Convertino et al. [14] asked participants to answer four questions in their experiment using a pair 
of visualizations among a parallel coordinates plot (PCP), a scatterplot, and a geographical map. The 
experimental results showed that MCVs helped participants perform search tasks with the pair of PCP 
and scatterplot in terms of time and accuracy. Plumlee and Ware [15] also examined the performance 
of MCVs compared to a zooming technique, and concluded that additional views are more effective if 
the data are complex and require more storage space than the capacity of a human’s working memory. 
Jun et al. [16] conducted an experiment that allowed participants to use four sequential or 
simultaneous views for either monitoring or comparing tasks. They found simultaneous multiple 
views to be more effective than sequential multiple views in terms of both completion time and 
accuracy, though these studies restricted the total number of views to ﬁve in total. In our experiment, 
we did not impose the limit on the view number to estimate the relationship between view numbers 
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and analytic results, and place greater emphasis on learning about analysis processes and strategies. 
We also consider what types of visualization representations are commonly used in view instances 
for MCVs. Arguably, a scatterplot and PCP pair is one of the most popular pairs used for a visual 
analysis. Scatterplots encode the data of two variables as points in a 2D Cartesian space (i.e., pairs of 
(𝑥𝑖, 𝑦𝑖) for i = 1, 2, 3...). Then additional attributes are represented by different colors, shapes, sizes, 
and orientations of the points to better support an efﬁcient analysis. Often, scatterplots are extended to 
a scatterplot matrix (SPLOM) [17] for a multivariate correlation analysis. While scatterplots use only 
two axes (i.e., vertical and horizontal axes), PCPs place multiple vertically axes (in which the attribute 
values of an item are mapped to a location in each axis and connected) to form polylines. 
Incorporating several advanced visualization techniques (e.g., edge bundling [18]), makes PCPs more 
effective. Johansson et al. discuss the evaluation, categorization, and guidelines for future research on 
PCPs, while Heinrich and Weiskopf present a state-of-the-art report on PCPs [19]. We include these 
visualizations in this work because 1) novice participants can quickly learn how to use them without a 
visualization background, 2) they are domain-independent, and 3) simple and few interactions can 
provide insights to participants.  
There are many human-subject studies that have investigated not only the analysis outcomes but also 
the processes by studying analytic footage of participants. While the ﬁnal outcomes generated from a 
visual analysis are of great value, prior work has demonstrated the analysis processes themselves are 
also important [20]. Investigating participants’ analytic processes used to derive insights through 
provenance can reveal participants’ knowledge generation processes, such as how a given tool helps 
participants to obtain insights. This type of research, which aims to understand participants’ reasoning 
process by visualizing and analyzing participant interactions is referred to as insight provenance 
research (e.g., [8], [21], [22]). Insight provenance has been applied to many domains, including 
bioinformatics [6], ﬁnancial data [24], intelligence analysis [25], [26] investigative analyses [27], [28], 
and hotel selection [29].  
Ragan et al. [8] suggested the importance of clarifying the types and purposes of provenance 
information studied in visualization research; in this work, we study analytic provenance focusing on 
users’ history of interactions and insights for the purpose of supporting recall and awareness of state 
during analysis. To study provenance in our research, we capture participant interaction logs. In 
particular, to derive high-level strategies as well as low level interaction patterns, we capture the types 
(what), the amounts (how many), and the methods (how) of participants insight gaining processes 
through annotations and interaction logs by closely following the insight measurement metrics 
proposed by Guo et al. [22] and the interaction taxonomy by Yi et al. [30]. We discuss our detailed 
methods in Section 5.4. 
 4 
 
 
Figure 1 An overview of the prototype tool: (A) View Creation for allowing participants to choose 
parameters (e.g., visualization types), (B) Visual Work  History for representing view and interaction 
information, (C) Table for viewing ﬁltered or brushed data items, and (D) Workspace for problem-solving 
with created views. (E) An example annotation template. 
 
III. Visual Tool Design 
In this section, we describe a multidimensional visual analysis tool used for the experiment. Two 
versions of the tool were needed for the two experimental conditions (with and without the 
duplication functionality) 
3.1 Overview 
As Fig. 1 presents, the visual tool divides the screen into two vertical panels. The left-side panel is 
dedicated to view creation and management: (A) View Creation; (B) Visual Work History; and (C) 
Table. On the right side is a larger visualization workspace (D) used for interaction and exploration of 
data using any visualization created by the users. In this panel, participants could also rearrange and 
make annotations on visualization views. The tool records all actions performed on each view by 
logging the action name (e.g., ‘create a new view by default method’), the view (e.g., ‘view creation’), 
and the timestamp. 
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Figure 2 The creation view in the visual tool for our experiment. “Project” was used in our experiment to 
distinguish participants--each participant worked on a project that consists of multiple sessions. 
participants were asked to create “a session,” wherever a new task starts. To create a view, participants 
needed to 1) click the “+” symbol, 2) select parameters (e.g., view name, visualization type), and “Save.” 
But when duplication is clicked, participants could create a duplicated view of an existing view. 
 
3.2 Creation View and Table View 
In the Creation View (Fig. 2), participants are able to instantiate a new view by specifying parameters, 
namely visualization type and attributes, and to add a title to the visualization. For instance, a 
participant can create a scatterplot (type) with weight and power (attributes) with the title of 
“Correlation between Weight and Power.” This method is the default view creation method, and it was 
available to participants in both study conditions.  
Participants in the duplication group also had an additional view-duplication method available. 
Instead of manually selecting parameters, participants in this group could choose to duplicate a 
selected view and simply make a copy. In addition, the newly duplicated view inherits states (e.g., 
ﬁlters set on the view), annotations, and histories (e.g., interactions previously performed on the view). 
In the tool, duplication is triggered when a participant clicks a target view and uses the appropriate 
duplication button in the creation view (Fig. 2). When “Save” is selected, the current visual states, 
parameters, and interaction history of the selected view are saved (i.e., a snapshot of a visualization 
view was taken) and presented in the workspace. 
The table view (Fig. 1-C) shows the items that are selected or ﬁltered in the visualization views. This 
view is held separate from the visualization workspace for following reasons. First, we observed that 
many participants in the pilot study wanted to regularly inspect actual data details when they 
performed actions on them. Second, adjusting the view along with other visualizations was 
cumbersome because they often wanted the view to be ﬁxed in one location without occlusion. Lastly, 
the table view was rarely duplicated or created throughout pilot sessions. Therefore, we allowed 
participants to view the table view at a consistent space, and set it to always show selected items so 
that they could always easily access details for data they were working with the visualization views. 
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Figure 3 The visual work history (VWH) view was available to all participants. This ﬁgure shows an 
example VWH from a participant investigating the T3 task (see Table1). The participant created three 
views (1 PCP and 2 Scatterplots), one of which was created by using duplication. The participant mainly 
performed brushing for visual exploration and looked up the item in the table before answering the ﬁnal 
answer. 
 
 
Figure 4 The color mapping for an action taxonomy. 
 
3.3 Visual Work History (VWH) 
In a pilot study, participants reported cognitive overload with many views and often hesitated to create 
view, thereby being forced to work with a small number of views. As a result, we created a history 
view in the tool to help to reduce the cognitive load. The Visual Work History (VWH) view (shown in 
Fig. 1-B) allows participants to visually monitor their past activities, such as view creation, interaction, 
and annotation. Participants in both study conditions had this view available to help visually track 
views being created and interactions performed.  
Inspired by other previous workﬂow history visualizations [7], [31], [32], [33], [34], we 
implemented VWH in a tree-shaped visualization, as shown in Fig. 3. VWH consists of one parent 
node at the top and leaves toward the bottom. Here, leaves indicate visualization views, and links 
between a parent-child pair are actions performed on the views. The links and leaves are color coded 
according to their corresponding views and actions, as Fig. 4 shows. This view reﬂects the history of 
view creation and actions performed on the views, and it is created in a following manner. At the 
 7 
 
beginning, the view only contains the parent node at the top, the blue circle in Fig 3. When a 
participant creates a new view (e.g., parallel coordinates), it creates a link and leaf, representing the 
‘create view’ action and the ‘parallel coordinates (PCP),’ respectively. When the participant performs 
more actions (e.g., brushes) on the same view, new links are added to the right of the existing links 
and the leaf increases its width proportionally. If the participant creates a new view (whether it’s from 
the default method or VD), a new leaf is added to the right and a new link, indicating ‘creation view’ 
or ‘duplicate view,’ is added to connect the parent node and the new leaf. When the participant makes 
an annotation, the view adds a star symbol on the top-left corner of the leaf, and the size of the star is 
proportional to the number of annotations. 
 
3.4 Visualization Workspace 
In the Visualization Workspace view (Fig. 1-D), participants work with views created from the 
Creation View. In this view, participants could arrange views freely, resize a view, and bring views to 
the top layer if occluded. Within each view created on the Workspace view, participants were able to 
perform actions like setting ﬁlters, sorting items, and switching axes depending on the available 
actions for corresponding views. All views being created are coordinated and supported brushing and 
linking such that items highlighted or ﬁltered in one view are also highlighted or ﬁltered in other 
views. Participants could choose to ‘pin’ a view, which freezes the current state of the view regardless 
of actions performed on other views. Participants could also unpin any pinned view to make it 
coordinated with other views again. In each view, participants could make annotations in order to 
make personal notes or to answer questions by providing written answers on the text area and their 
conﬁdence level (7-point Likert scale, 7 being the most conﬁdent) about their answer, as Fig. 1-(E) 
shows. In each view, participants could request to check details of selected items in the table view 
either via brushing or ﬁltering.  
Our tool provides three visualizations, Parallel Coordinates (PCPs), Scatterplots, and Scatterplot 
matrices (SPLOMs) that participants can choose to create and to work with in the visualization 
workspace. We chose the techniques that are adequate to solve the given multidimensional data 
analysis tasks, which will be explained in Section 5.1. Participants could choose as many attributes 
(minimum two) as they want for PCPs. PCPs allow participants to perform two kinds of actions, 
namely to switch axes, and to set ﬁlters by drawing a rectangular region of interest per each axis. For 
scatterplots, participants are requested to choose two attributes for two axes at a time. Scatterplots 
allow participants to set a ﬁlter by drawing a rectangular region of interest on the canvas. Scatterplot 
matrices (SPLOMs) show all of the attributes and allow participants to set a ﬁlter (scatterplot) by 
drawing a rectangular region on a cell, which automatically ﬁlters out the selected items from all the 
cells. 
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IV. Research Questions and Hypotheses 
The goal of this study is to investigate how duplication impacts participants’ analysis processes and 
the results obtained. To achieve the goals, we derive research questions as follows:  
RQ1. How does duplication affect analysis interaction behaviors, strategies, and patterns?  
RQ2. How does duplication affect visual data analysis performance in terms of time and accuracy?  
RQ3. Do participants prefer the view creation process provided by duplication to that of traditional 
systems? Why or why not? What do participants want to achieve when creating and maintaining 
views?  
With these questions in mind, we derived seven hypotheses to answer the research questions:  
H1. Participants who have access to duplication create more views than those who do not (RQ1).  
H2. Participants who have access to duplication solve data analysis tasks with higher accuracy than 
those who do not (RQ2).  
H3. Participants who have access to duplication take less time to solve data analysis tasks than 
those who do not (RQ2).  
H4. Participants who have access to duplication generate more insights than those who do not 
(RQ1, RQ2).  
H5. Participants who have access to duplication use the pin interaction more than those who do not 
(RQ1).  
H6. Participants who have access to duplication are more conﬁdent in their analysis processes and 
results than those who do not (RQ3).  
H7. Participants who have access to duplication perform more interactions than those who do not 
(RQ1).  
In the next section, we discuss the experimental design for testing the hypotheses. 
 
V. Experiment 
In this section, we describe the experiment, which compared data analysis between two conditions 
(with and without view duplication), which were varied following a between-subjects design. 
Participants used the analysis tool (see Section 3) to perform multiple analysis tasks on a 
multidimensional dataset so we could address our hypotheses. 
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Table 1 We create ﬁve tasks after a literature survey and task type analysis. 
 
5.1 Dataset and Analysis Tasks 
We ﬁrst describe how we selected the data for the experiment. First, the experiment required a 
multidimensional dataset so that participants are inclined to use multiple views. Second, due to the 
available participant pool, the dataset could not require expertise in speciﬁc areas for a layperson to 
understand the context. Third, tasks in the experiment should have various levels of difﬁculty ranging 
from simple to compound [35], [36], [37]. Though explicit requirements on the data size are not 
imposed, a proper size is expected so that participants could obtain meaningful insights and could 
solve analytic tasks within a given time. We decided to use the car dataset [38], which fulﬁlls the 
requirements.  
As a next step, we collected analytic tasks used in recent studies (2011–2017) with the selected car 
dataset (e.g., [18], [39], [40], [41], [42], [43], [44], [45], [46]). By merging the tasks based on task 
taxonomies from prior literature [47], [48], we derived the ﬁnal task set, which includes ﬁve tasks of a 
mixture of task types. The ﬁve tasks are presented in Table 1 with their corresponding task types. Each 
of the ﬁve tasks consist of more than or equal to two task types and encouraged participants to use 
multiple views. Moreover, we designed more advanced and complex tasks (tasks T4 and T5) so that 
participants were encouraged to save and use multiple analytic paths and to annotate intermediate 
results along with the multiple views. Task T1 asked participants to ﬁnd anomalies with respect to the 
relationship between two attributes: power and weight. T2 asked participants to compute a ratio from 
two attributes, power to weight, and to rank cars based on the derived measure. T3 asked participants 
to ﬁnd the car with the maximum value in one attribute, power, among cars manufactured between 
1976 and 1979 by German manufacturers. T4 asked participants to ﬁnd a year that included the 
greatest number of car models produced by Japanese manufacturers. T5 asked participants to ﬁnd the 
number of car models produced by German manufacturers in the year when Japanese manufacturers 
produced the largest variety of car models (the answer to T4).  
At this stage, we repeatedly checked the tasks to determine whether they could be solved using 
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several approaches. For example, T3 in Table 1 can be solved with a PCP in a view by moving two 
axes and ﬁltering by the power. Alternatively, two views can be utilized with one PCP view for 
brushing and another scatterplot view to ﬁnd an answer. T4 could not be easily solved with one view 
because it would require a high cognitive load to remember the ﬁltered results and counts. Thus, we 
expected participants to actively use multiple views and annotations 
5.2 Procedure 
Before starting the study, all participants ﬁrst reviewed and signed an agreement form to participate, 
and then they ﬁlled out a form for collecting demographic information (e.g., gender, age, education 
level). Next, they watched a brief tutorial video before an experimenter explained the functions of the 
tool. Then they were given time to freely use the tool. We also trained them to use the think-aloud 
protocol to report their verbal “walkthroughs” on thoughts, actions, hypotheses, strategies, goals, and 
intentions. Then we instructed them on how to use the annotation feature to record their answers to the 
tasks. We also told them they could take notes with the annotation feature in the tool if they desired; 
note-taking on a paper was not permitted. The participants in DG received an additional instructions 
on how to use the duplication feature and were reminded that they could choose to either “Create” or 
“Duplicate” based on their best judgment. The training session lasted about eight minutes on average. 
After the training, we requested they try to solve three practice questions before continuing to the 
main tasks. Asking questions was allowed anytime during this tutorial and practice session.  
During the experiment, an experimenter asked participants to “keep talking” when they were silent 
for at least 15 seconds. We also requested they report their conﬁdence level when solving each task 
using a seven-point Likert scale before they proceeded to the next question. The experiment took 28 
minutes on average (σ=8minutes). All participants received $10 for their participation. To encourage 
participants’ task performance, we rewarded the top ﬁve participants with an additional $25 as an 
incentive based on accuracy and task time. There was no time restriction, so the participants could 
have sufﬁcient time for visual exploration. We recorded audio and screen activities of the participants 
for grading verbal walkthroughs, as described in Section 5.3. After the experiment, we conducted a 
short exit survey in which the participants were asked to answer two questions using a 7-point Likert 
scale and to write the reasons for their answers. The questions were: 1) How much did you like 
problem-solving? and 2) How much did duplication help your analysis? 
5.3 Participants, Equipment and Measures 
We recruited 50 participants at our university (19 female participants) who were students from science 
and engineering schools (age range: 19–27). Participants self-reported an average of 3.83 
visualization familiarity score based on a 7-point scale (1=the least proﬁcient; 7=the most proﬁcient). 
No participants reported any experience with the car data set. Next, each participant was randomly 
assigned to one of two groups: CG (Control Group) or DG (Duplication Group). Initially, we observed 
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that some of the participants in the DG did not use duplication. Therefore, we increased the number of  
 
Table 2 Insight categories, deﬁnitions, and examples. We use these ﬁve categories of insights for grading 
the walkthroughs. 
 
participants assigned to the DG, expecting that there would be participants who would choose not to 
use duplication. Among the 35 participants in the DG, we observed that 5 participants did not use 
duplication while solving all tasks. We decided to include all participants regardless of using 
duplication or not, because they had the freedom to choose which options to use based on their best 
judgment and preferences. But we excluded the 6 participants who made interactions with the VWH 
from the data set, so that we can remove any possible noise in analyzing the impact of duplication in 
problem-solving. Consequently, we ultimately had a sample of 44 participants for analysis, with 15 
participants in the CG and 29 participants in the DG. 
We used computers with an Intel i7 (3.4GHz) CPU and a 30 inch monitor (2560x1600) throughout 
the experiment. Instead of using a screen-capturing tool that could unexpectedly interrupt the 
experiment, we wrote a light-weight logger to capture all participant interactions behind. The logs 
were categorized using the action taxonomy shown in Fig. 4. We recorded participants’ voice and 
screen activities using high-resolution video cameras for grading verbal walkthroughs. 
During the experiment, we measured three numeric metrics for evaluation: the task-completion time, 
accuracy (the number of correct answers divided by ﬁve), and the conﬁdence score per task based on 
the 7-point Likert scale (7 being the most conﬁdent). We logged all participant interactions and 
captured screen activities along with participant’s verbal reports (walkthroughs) through the think-
aloud protocol. In the next section, we describe how we coded participants’ activities from the logs 
into insight categories and analyzed the logs and video-audio recordings to derive high-level 
interaction patterns and analysis strategies. 
5.4 Coding Insights and Interaction Patterns 
To obtain a deeper understanding of the problem-solving processes, two of the co-authors of this 
manuscript individually investigated the think-aloud walkthroughs and coded participants’ discoveries 
into ﬁve insight categories adapted from the categories proposed in [22], [49]. A summary and 
examples of each insight category are presented in Table 2. Note that we were able to analyze 
participant think-aloud data from 26 participants (9 from CG, 17 from DG), because the other 
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participants did not provide sufﬁcient think-aloud comments for review (e.g., rarely speaking, 
indistinguishable mumbling). Each insight was scored as either 0 or 1 with respect to the ﬁve insight 
categories: Observation, Hypothesis, Question, Goal, and Comment. For instance, one report could be 
coded as (0, 0, 0, 0, 1). Only one category was assigned to each insight. During the investigation, each 
coder watched the recorded video separately. When the participant spoke in the video, each coder 
determined whether it could be considered as an insight. If the coder believed it was an insight, the 
coder replayed the video to record and categorize a series of interactions according to the interaction 
taxonomy [30]. Then, we collected the grading results generated by the two coders and compared. 
When there was a disagreement in grading, the coders discussed how to resolve it. When the coders 
did not reach an agreement, the ﬁnal insight score was produced by calculating an average of the 
scores. The correlation between the grading results and insight types and the scores of the coders was 
80.97%, suggesting the coders were consistent in their grading [22].  
To extract common interaction patterns, we ran Sequential Pattern Mining Using Bitmaps (SPAM) 
[50] on participant logs. In total, we collected 11 event types from participant logs. Fig. 4 summarizes 
the 11 event types as well as two additional events (save-view and delete-view were excluded because 
they are not related to participant’s analysis patterns). On average, each participant performed 10.7 
different types of events. Each of the event types was categorized into one of four categories: Filter, 
Reconﬁgure, Retrieve, and Annotation, as provided in [30]. Note that although annotation is not one 
of the categories from Yi et al., but we include it in our work because it was an important activity to 
summarize intermediate results and to gain insights during the study’s analysis session. We applied 
SPAM by considering only the event sequences without skipping any events even if two consecutive 
events occurred with less than one second between them. We chose to do so because we found that 
many participants quickly switched focus between multiple views to perform some interactions (e.g., 
ﬁltering) during the experiment. After reviewing the results of SPAM, we eliminated interaction 
sequences such as singleton events and sequences with two events that were repeated many times but 
were not informative. We report the most frequently occurring sequences, high-level strategies 
derived from them, and their correlations with other measures in Sec. 7.3. 
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Figure 5 Participants in DG created more views, interactions logs, and more accurately solved problems. 
Mean and standard deviation values are shown in the parentheses. Each groups’ mean and std. pairs are 
shown in the parentheses. *: p <0.05, **:p <0.01, ***:p <0.001. 
 
VI. Results : Interaction and Performance 
In this section, we report the results for use of interactions and task performance. 
6.1 Duplication Leads to More View Creation and More Interaction  
First, we ﬁnd in Fig. 5 (a) that participants who used duplication (µ=17.3; σ=7.7) created more views 
than those in CG (µ=10.5; σ=3.1), according to Welch’s t-test (t(43)=5.07, p<0.001, Cohen’s d=0.63 
(H1 is supported). We conjecture that this effect is probably due to the difference in the perceived 
interaction costs [51] in the view creation process between the two groups. Creating a new 
visualization view using the default method requires a sequence of selections, such as deciding the 
right representation and setting correct coordinates and the parameters, which demands a certain 
amount of cognitive efforts. As the number of such sequences increase in a view creation process, 
participants may experience more burden to perform the correct sequences [37]. The burden can be 
called a “system-power cost”—the cost to perform system operations [51]. We speculate that the high 
interaction cost perceived by participants due to the inconvenient view creation process prevents 
participants from creating more views in CG.  
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Table 3 Performed interactions based on Yi’s interaction taxonomy [30]. 
 
On the other hand, we believe that duplication played an important role in reducing the system-power 
cost of participants. Participants described how duplication helped their analyses. For example, one 
participant commented “...I feel it [i.e., duplication] helped me keep focusing on my problem-solving 
process, as it allowed me to easily create other views.” Other participants expressed similar opinions–
duplication allowed participants to create more views by avoiding repeated operations on “choosing 
correct views and parameters.” One participant pointed out that duplication removed repeated 
interactions during visual analysis: “I used duplication a lot, because I did not need to repeat what I 
should do.”  
Participants’ log data show that participants in DG performed more actions than those in CG 
(t(43)=2.94, p=0.004, d=0.39, H7 is supported), as Fig. 5 (b) shows. To further analyze participant 
interactions, we categorize the interactions in Fig. 4 into Yi et al.’s interaction taxonomy [30]. Table 3 
presents our categorization results, where we observe that the participants in DG performed Retrieve 
(e.g., table look-up), Connect (e.g., Pin) and Reconﬁgure (e.g., switching PCP axes) interactions more 
than those in CG. Note that we exclude Select and Explore interactions, as they are not exactly 
matched to our tool functions (e.g., relocating views, changing view sizes). Participants reported that 
they performed many interactions especially when they needed to perform comparisons. “It 
[duplication] was useful, especially when I need to compare multiple visualizations,” one participant 
said. Another participant also commented that “I wanted to see results of my brushing in other 
visualizations for comparison. Duplication enabled me to quickly create multiple views and perform 
brushing for the purpose.”  
Participants in DG more frequently used the pin interaction 12.1 times (σ=15.1) during the 
experiment, which is signiﬁcantly higher (t(25)=2.18, p=0.03, d=0.27) than those in CG who used it 
4.9 times (σ=4.8) (H5 is supported). We believe that using more views could lead to several 
candidate answers or critical information being pinned (r=0.37, p<0.001) for reducing temporal-frame 
association and state-change costs [52]. In Fig. 9, DG-22 shows an example of a problem-solving 
strategy of a participant who frequently used pins (i.e., yellow strips) on scatterplots to maintain 
ﬁndings in the view and duplicated views to discover more ﬁndings. 
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Table 4 Scores from grading think-aloud walkthroughs. The DG participants produced more insights 
than those in the CG. 
 
 
Figure 6  (left) A positive correlation exists between the number of views and number of insights (r = 0.67, 
p < 0.001) and (right) between the number of interactions and number of insights (r = 0.52, p = 0.006). 
 
6.2 Better Analysis Performance with Duplication 
We analyzed various performance measures based on the quality of analysis, accuracy of results, and 
analysis time. Quality of analysis results from graded think-aloud walkthroughs are shown in Table 4. 
Participants in DG received higher scores for (1) hypotheses (t(25)=3.56, p=0.002, d=1.37), (2) goals 
(t(25)=3.96, p<0.001, d=1.60), (3) comments (t(25)=2.57, p=0.018, d=0.94), and (4) the total score 
(t(25)=2.84, p=0.009, d=1.35) than those in CG (H4 is supported). In addition, correlation analysis 
results (Fig. 6) indicate that both the number of views (r=0.67, p<0.001) and interactions (r=0.52, 
p=0.006) have positive correlations with the number of generated insights.  
Next, we compare accuracy and time for the two groups. We can see by Fig. 5 (c) that participants 
who had access to duplication received higher scores (µ=0.752; σ=0.20) than those who did not 
(µ=0.613; σ=0.29), which is also supported by Welch’s t-test (t(43)=2.06, p=0.04, d=0.3, H2 is 
supported); however, there was no difference in the amount of time taken to solve the tasks, as shown 
in Fig. 5 (d)—H3 is rejected. Correlation analysis results show a positive correlation (Fig. 7 left) 
between the number of generated views and accuracy (r=0.38, p=0.01) and a strong negative 
correlation (Fig. 7 right) between the number of views and task time per view (r =−0.66, p<0.0001).  
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Figure 7 (left) A positive correlation exists between the number of views and task accuracy (r = 0.38, p = 
0.01), and (right) a negative correlation exists between the number of views and task time per view (r 
=−0.66, p < 0.001). 
 
To sum up, participants in DG produced more insights and more accurately completed the given 
tasks than those without using duplication without wasting much time. There is a signiﬁcant positive 
relationship between the number of views and interactions: the more views, the more interactions 
during analysis (Fig. 6, right). We also ﬁnd that the spent time (r=-0.66, p<0.001) and interactions (r=-
0.42, p<0.01) for each view are decreased without increase in time for analysis. We estimate the shift 
in time allocation is mainly due to the reduced decision costs to create and inspect multiple views, 
which helped participants use their cognitive efforts to formulate more insights than to make 
selections for a new view, as is in line with the Lam’s framework [51]. This result is particularly 
interesting because it implies that using more views during visual analysis does not increase analysis 
time signiﬁcantly. The results indicate that the number of views is correlated with accuracy; however, 
the study did not guarantee the causality between them because the participants had the freedom to 
create as many views as they desired. 
Both groups reported a high conﬁdence level (CG: µ=5.9, σ=0.88; DG: µ=6.0, σ=0.76) on the 7-
point Likert scale, but there were no signiﬁcant differences between the two groups related to a 
conﬁdence level (H6 is not supported). Initially, we assumed that participants in DG would have a 
higher conﬁdence level than those in CG. We speculate that participants in both groups showed high 
conﬁdence in their answers because participants in both groups may have felt that they had enough 
time to perform the tasks, as reﬂected in their task time. We also think that the participants in the CG 
might have felt that they could work on the tasks with fewer views due to the perceived difﬁculty 
level of the tasks, as described in Sec. 7.1. We suspect CG participants were overly conﬁdent for less 
accurate answers, but further investigation would be needed to study such patterns. 
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Figure 8 Examples of participants’ interaction sequences over time. Interactions from different 
participants are shown using CG and DG labels to indicate experimental group, with task number shown 
in parentheses. Each horizontal bar represents views used during a task over time, and the colored bands 
show interactions performed on each view. The circle numbers show the number of annotations created 
on each view. Participants showed a variety of patterns in the study in terms of the number of views, 
visualizations used, interactions performed, and annotations. 
 
VII. Results : Analysis Strategies 
In this section, we report our observations on analysis strategies, annotation utilization patterns, and 
frequent interaction patterns. 
7.1 Strategies using Duplication 
We report ﬁndings from our analyses of participants’ analysis behaviors and strategies, as determined 
by a qualitative analysis of participants’ interaction logs and annotations. Our analysis revealed 
differences in problem-solving patterns and strategies in terms of interaction, duplication, and 
visualization. We visualize analysis behaviors through Fig. 8 to Fig. 10 that show created views over 
time from left to right. Colored bands represent interactions and the number of annotations created on 
a view is shown by circled numbers along the time span.  
Changing Strategies with Frequent Interactions: Some participants dramatically changed their 
dominant interaction patterns from table-lookup to brushing as they began creating many views. Fig. 
8 shows an example of two participants: CG-7 and DG-16. We observed that CG-7 frequently used 
PCP brushing and table lookups to count numbers, as T5 asked participants to ﬁnd the number of 
German car models. Participant DG-16 initially took a similar path: she started with brushing on PCP 
and frequently performed table lookups. Then, DG-16 soon adopted a different strategy by creating 12 
more views. As we closely observed the views, we noticed that each view represented PCP, and she 
created the views to perform brushing. As the number of views increased, her dominant interaction 
also changed from table lookup to PCP brushing. This dominant sequence is also captured in the 
“Orienting” in Sec. 7.3. Duplication facilitated the orienting strategy, which can allow participants to 
quickly switch perspectives (reconﬁgure) and to brush one view to see changes in another (ﬁlter). This 
example implies the need for recommendation techniques that can recognize changes in problem-
solving strategies and interactions and can recommend efﬁcient interactions with multiple coordinated 
views during a visual analysis.  
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Easier Context Switching and Branching: One expectation of incorporating duplication in an MCV 
system is that participants can be better aided in developing different analysis paths, as participants 
often encounter roadblocks and must switch to other paths [53]. They sometimes need to take multiple 
paths in parallel. Visualization duplication seems to provide a less costly option to maintain multiple 
analytic paths. Participant CG-11 completed T3 mainly using two PCP views (see Fig. 8). In the ﬁrst 
PCP view, she mainly performed a series of brushing interactions on the “Power” dimension. Then, 
she created another PCP view. The main interactions for the second view were also brushing, but at 
times, the interactions focused on the “Brand” dimension. An interesting observation is that she 
paused for a moment before creating the second view and commented: “This is not going to end in 
this way.” After the pause, she continued her exploration by making another PCP view and 
performing brushing on another dimension, “Brand.”  
Similarly, participant DG-20 (Fig. 8) used the same series of brushings on the ﬁrst PCP view and the 
time of pause; however, interestingly, after the pause, DG-20 began creating three additional views by 
using duplication and quickly applied a few more brushings for simultaneous comparison. While this 
comparison seems somewhat exaggerated, it implies duplication’s potential to not only ease view 
creation but also to reduce participants frustration due to the visualization roadblocks [53] during 
analysis path development.  
Using duplication, participants can take alternative paths without losing the current progress and 
context. This pattern of analysis can be considered similar to programmers’ branching and merging 
activities on code repository. Programmers can freely test multiple ideas due to the less costly option 
of “branching” rather than directly revising the main version. One design implication of this analogy 
would be related to determining how to help participants “merge” their different analytic paths. 
Particularly for open-ended investigative analyses, participants might be required to test multiple 
hypotheses and then to merge them to obtain new insights.  
Strategies with View Combinations: The tasks used for the experiment could be completed using 
several combinations of visualizations. The DG participants utilized various visualization 
combinations compared to those in the CG. In general, the PCP table combination was a popular 
combination in which the main strategy is brushing from PCP and lookups in a table, as seen in Fig. 8 
for participant CG-7 and Fig. 10 for participant DG-25. The DG participants also tested different 
visualization combinations, such as PCP-scatterplot and PCP-SPLOM combinations, along with the 
pin interaction, as shown in Fig. 8 for DG-21 and DG-23. This may imply that enabling easy view 
creation can trigger new combinations of system’s available visualizations, which could lead to other 
non-typical but useful visualization combinations and the development of new analysis strategies. 
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Figure 9 Two observations of problem-solving patterns. CG-14 created annotations in the ﬁrst view. DG-
22 frequently pinned visualization states on many views. 
 
 
Figure 10 A participant DG-25 stated that using duplication was fun and demonstrated different 
strategies with task T4 and T5 by intentionally using duplication. 
 
7.2 Analysis of Annotation Utilization Patterns 
There was no signiﬁcant difference in the number of created annotations between the two groups. Still, 
qualitatively reviewing the way participants utilized the annotation function during the experiment 
can help designers develop a useful multi-dimensional data analysis system. In this section, we report 
the annotation observations during the visual analysis.  
We observed two patterns in terms of the total annotation number. The ﬁrst pattern was only one 
annotation for a task, which means participants created one annotation to answer each task (e.g., CG-
11 and DG-20 in Fig. 8). Another pattern was creating several annotations. We observed that 
participants created from 7 to 23 annotations in their analyses without counting ﬁve annotations left 
for answers. This pattern occurred when participants recognized that they could use annotations as 
notebooks: “I can use annotations to leave a brand name on each scatterplot!” (stated by participant 
DG-22 while solving T4 with a scatterplot). Later, the annotations used as notebooks were revisited 
for simultaneous comparisons with calculated and annotated results (i.e., annotations to support 
limited short-term memory [54], [55]). DG22’s work history is presented in Fig.9, presenting 10 
annotations.  
We also observed that the participants left their annotations in three different locations. They left 
their annotations : 1) in the view that was ﬁrst created (e.g., CG-14 in Fig. 9), 2) in the view where 
they found an answer (e.g., CG-11 in Fig. 8), or 3) in the view where they performed calculations (e.g., 
DG-22 in Fig. 9). After analyzing the annotation patterns, we conjectured that participants could have 
better performed a visual analysis with a visual interface that allows for annotation overviews and 
organization [27], [56]. For example, during the analysis, participant DG-7 stated: “I’m going to write 
down an answer. But which view should I leave my annotation?”  
We observed participants’ interactions for insight management that could be better supported by an  
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Table 5 The average interaction pattern numbers identiﬁed from SPAM [50]. DG participants performed 
Orienting more often than those in CG. 
 
annotation organization interface. For example, participant DG-23 (Fig. 8) created her own format for 
annotation organization and sorting, such as [year, brand, number]. Still, we did not observe 
consistency in participant annotation formats. We also assumed that searching, sorting, and ﬁltering 
functions are useful. For instance, DG-7 visited several views to search for a previous annotation. 
Developing a method to distinguish between general and important annotations (e.g., annotation panel) 
could improve participants’ visual analysis with annotations. 
 
7.3 Frequent Interaction Sequences 
We derived four interaction sequences that were frequently performed during the visual analysis using 
SPAM and Yi et al.’s interaction taxonomy [30]. We deﬁne the interaction sequences as four analytical 
activities as presented below:  
• Orienting: (Filter-Reconﬁgure-Filter)  
Participants ﬁlter (e.g., PCP range ﬁltering) the data, conﬁrm a new aspect of the data by 
reconﬁguring (e.g., PCP axis moving), and then ﬁlter again.  
• Narrowing: (Retrieve-Filter-Retrieve)  
Participants look at values in the table, ﬁlter for speciﬁc data, and read the new values in the table.  
• Comparing: (Reconﬁgure-Filter-Reconﬁgure-Filter Annotate)  
Participants see data and ask new data again for comparison before they write a conclusion.  
• Externalizing: (Reconﬁgure-Filter-Annotate-Filter; Retrieve-Filter-Annotate-Filter)  
Participants see a new aspect of the data, ask for speciﬁc data, make annotations for externalizing 
insights, and then ask other data for further investigation.  
After deﬁning the activities, we observed that two different interaction sequences can represent 
Externalizing, as shown in Table 5. Note that the DG participants performed ‘Orienting’ signiﬁcantly 
more than those of CG (t(42)=2.40, p=0.02, d=0.70).  
 21 
 
 
Table 6 Computed correlations between interaction patterns and insight types. Note that “Comparing has 
a very strong correlation with Observation, Hypothesis, and Questions. P values are shown for signiﬁcant 
effects, and “ns” indicates no signiﬁcance. 
 
To identify the correlation between the activities and the generated insights, we performed a 
correlation analysis following Guo et al. [22]. The results are shown in Table 6. To report the strength 
of the correlation results, we use the interpretation guidelines proposed by Evans [57]: 0.8≤r for very 
strong; 0.6≤r<0.79 for strong; and 0.4≤r<0.59 for moderate. We found that Comparing had a very 
strong correlation with having observations (r=0.87, p<0.001), hypotheses (r=0.88, p=0.01), and 
questions (r=0.96, p<0.001), and Orienting had a strong correlation with having observations (r=0.66, 
p<0.001), hypotheses (r=0.8, p=0.03), questions (r=0.67, p<0.001) and comments (r=0.44, p=0.03). 
Furthermore, Narrowing had a strong correlation with having observations (r=0.68, p<0.001) and 
comments (r=0.63, p<0.001). Interestingly duplication itself had strong correlation with generation of 
the goal insights (r=0.63, p<0.001).  
Recommending interactions can further facilitate visual analysis [58]; however, what should be the 
best recommendations during view creation or visual analysis are not clear. This may be a reason why 
no systems provide recommendations for interaction or analysis paths [59]. We think that our 
observations on interactions sequences can be considered as an initial data for designing 
recommendations on multidimensional data analysis. 
7.4 Participant Feedback 
In this section, we report participant feedback. The DG participants rated duplication functionality 4.2 
out of 7. The lower score than the average enjoyment score (5.01) was unexpected because they 
recorded higher accuracy than those in the CG. Based on participant comments, one reason for this 
low score could be the easy-to-solve tasks. DG-2, who selected 4, said, “... I think I could reduce task 
time by using duplication and performing comparison with many views. But the real tasks after the 
tutorial session looked somewhat simple and could be ﬁnished without using duplication.” Another 
reason could be that the default view creation option was not cumbersome because a new view could 
be created within four clicks. DG-24, who selected 2, mentioned this: “I did not see much difference 
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between duplication and ‘Create’ in the creation view.” DG-24 was one of the participants who did 
not use duplication at all in the DG and recorded low accuracy.  
There were participants who discussed the effectiveness of duplication. Participant DG-12 rated the 
usefulness of duplication at 7. According to the video analysis, while solving T3 with several table 
look-ups, DG-12 said, “It seems too inefﬁcient to solve in this way.” She then used duplication to 
ﬁlter the “brand” axis in the PCP and said, “Oh! I can solve it faster by creating four views by using 
duplication now.” Participant DG-16 stated, “I completely understood the usefulness of duplication 
and enjoyed the tasks by applying different strategies.” After reviewing DG16’s visual analysis log 
and video, we found that she initially solved T3 with one PCP view and table lookups, similar to CG-
7 in Fig.8. Interestingly, DG-16 used duplication often after that point. For example, she used 
duplication 12 times when completing T4 and T5. Participant DG-16’s work history is presented in 
Fig. 8. Similarly, DG-25 changed her problem-solving strategy, as shown in Fig. 10. In T4, she 
initially performed comparisons using PCPs and table lookups, but later, she performed side-by side 
comparisons to solve T5. These examples demonstrate that duplication can support participants’ 
analytical strategy changes. 
 
VIII. Limitation and Discussion 
In this section, we discuss the limitations of this work. Initially, participants were given few 
parameters that could be selected for view creation. If there were more parameters that could be 
selected for each view creation (i.e., increased interaction costs), the duplication interaction might 
have been utilized more, and the speciﬁcs of interaction behaviors will likely depend on such 
differences. The rationale behind the small number of parameters was that most participants were not 
familiar with the visualizations and data, and it is often necessary to limit tool complexity for 
experimentation. Performing a study with experts and more complex tasks may also provide 
additional knowledge of duplication or reveal other types of interaction strategies. For example, 
Sariaya et al. [6] called for an approach for the difﬁculty of selecting many parameters in analyzing 
bioinformatics data. For studying analysis behaviors in future work, it may be useful to observe a 
more prolonged analysis by experts.  
Also related to limited complexity of the analysis scenario for the purposes of experimentation, the 
tasks in the study often required simple computation and ﬁltering rather than requiring complex 
solving methods or inferences. Future studies with greater complexity may provide opportunities to 
study additional interactions and design features. For example, the VWH (history view) of our tool 
was seldom used in our study sessions, so little insight can be inferred about its utility and impact on 
the analysis process. There have been positive opinions that a record of history could be helpful to 
remember how the tasks were performed at a later time or to review past analytic paths, when 
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checking the same data again (e.g., [7], [10], [23], [25]). In the future, we intend to extend this 
direction of research by investigating additional techniques for managing exploratory analysis and 
analytic provenance using harder tasks (e.g., open-ended exploratory questions with multiple or no 
answers) to further analyze how different task types affect visual analysis strategies, performance, and 
the number of views used for a visual analysis with a micro-level qualitative sequence analysis. The 
presented experiment results shed new light on users’ analytic behavior in working with multiple 
views. 
 
IX. Conclusion 
Despite the popularity of duplication features in MCVs in both the research and application domains, 
few research studies have focused on the impact of understanding duplication on analysis and 
exploratory processes. In this study, we designed an MCV visual tool with visualization duplication 
that allows participants to create as many views as needed without any difﬁculties. The experimental 
results reveal empirical evidence that duplication allowed participants easily create more views and 
that using multiple views helped participants obtain a higher accuracy and additional insights. 
Visualization duplication also allowed participants to develop more varied analysis strategies using 
different interaction sequences. 
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