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Abstract
In this paper we investigate the structure of a non-semisimple Lie algebra of characteristic 0,
by using the action of a Cartan subalgebra. We give an algorithm for calculating the nilradical
and an algorithm for nding a Levi subalgebra. At the end of the paper these algorithms are put
to practical tests. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: 17-04; 17-08; 17B05; 17B30
1. Introduction
In the theory of semisimple Lie algebras the action of a Cartan subalgebra is used
to obtain information on the structure of the Lie algebra. This turns out to be a very
powerful tool: semisimple Lie algebras of characteristic 0 can be completely classied
by the action of their Cartan subalgebras. For non-semisimple Lie algebras there is no
structure theory available that is as detailed as the theory for semisimple Lie algebras.
However, by Levi’s theorem, a non-semisimple Lie algebra is the direct sum of a
semisimple subalgebra and a solvable ideal, called the radical. The radical contains a
unique maximal nilpotent ideal, called the nilradical. So three subalgebras that reveal
a large part of the structure of a Lie algebra are its nilradical, its solvable radical and
a Levi subalgebra.
Here we describe ways of using a Cartan subalgebra to explore the structure of
a non-semisimple Lie algebra. In Section 3 an algorithm for nding the nilradical is
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described. And in Section 4 it is shown how we can use a Cartan subalgebra in the
calculation of a Levi subalgebra. These sections are preceded by a section on Fitting and
primary decompositions, which will be needed in the sequel. Finally Section 5 gives a
practical evaluation of the algorithms. It is shown that (at least on the inputs considered)
the algorithms proposed here run markedly faster than the previously known ones.
If we want to compute with a Lie algebra, then we must nd a presentation for
it that can be handled by a computer. There are various ways of dealing with this
problem (see [4]). Here we restrict our attention to the one most commonly used,
namely the presentation by a table of structure constants. If L is of dimension n over
the eld F , then it has a basis fx1; : : : ; xng. It follows that there are constants ckij 2F





These ckij are called structure constants; they determine the Lie multiplication com-
pletely. Throughout this paper we assume that the input to our algorithms consists of
a Lie algebra given by an array of n3 structure constants. Furthermore, the eld F will
always be of characteristic 0 (typically F =Q).
For the denitions of the basic concepts related to Lie algebras we refer to [9,12].
However, here we recall that for a Lie algebra L, the adjoint map, adL : L! End(L),
is dened by adL x(y) = [x; y] for x; y2L. Often we write ad x in place of adL x.
Furthermore, if L is a Lie algebra of linear transformations of a vector space, then by
L we denote the associative algebra (with 1) generated by L. In particular (ad L) is
the associative algebra generated by all transformations ad x for x2L.
Let L be a Lie algebra over a eld F of characteristic 0. We note that algorithms for
calculating a Cartan subalgebra of L are known (see, e.g, [2,8,17]). Also there is an
algorithm for calculating [U; V ] where U; V L are subspaces of L [2]. Furthermore,
an algorithm for nding the solvable radical of L is given in [2].
In the sequel we will often refer to [12] for the theoretical background. In this
book the chapters are enumerated by Roman numerals. A reference of the form \[12],
Theorem V:3" will mean Theorem 3 of Chapter V of [12].
2. Fitting and primary decompositions
Let L be a nite dimensional Lie algebra with Cartan subalgebra H . By [Hm; L] we
denote the subspace spanned by the elements [h1; [h2; [ : : : ; [hm; x] : : : ]]], where hi 2H
for 1  i  m and x2L. Then [Hm; L] [Hm+1; L], and therefore there is an integer
c> 0 such that [Hc; L] = [Hc+1; L].
Lemma 1 (Fitting decomposition). Let H be a Cartan subalgebra of L; and let c> 0
be an integer such that [Hc; L] = [Hc+1; L]; then L decomposes as
L= H  [Hc; L]:
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Proof. This follows from [12], Theorem II:4 together with Proposition III:1.
The decomposition of Lemma 1 is called the Fitting decomposition of L with respect
to H .
Let H be a given Cartan subalgebra of L, then by repeatedly forming the product of
subspaces, we can calculate the series [Hm; L]. This gives us an algorithm for nding
the Fitting decomposition of L with respect to H .
A Cartan subalgebra of a semisimple Lie algebra is diagonalisable and the Lie alge-
bra decomposes as a direct sum of simultaneous eigenspaces. For non-semisimple Lie
algebras this is replaced by the following result (see [12], Theorem II:6).
Lemma 2. Let K be a nilpotent Lie algebra of linear transformations of the vector
space V. Then V possesses a decomposition into a direct sum of subspaces
V = V1      Vs (1)
such that the following conditions hold:
1: Vi is invariant under K;
2: for every A2K; the minimum polynomial of the restriction of A to Vi is a power
of an irreducible polynomial (for 1  i  s);
3: for each pair of subspaces Vi and Vj (i 6= j) there is an A2K such that the
minimum polynomials of the restrictions of A to Vi and Vj are powers of dierent
polynomials.
Moreover; the decomposition (1) is unique upto a permutation of the Vi.
We call the decomposition (1) the primary decomposition of V with respect to K .
The subspaces Vi are called the primary components of V with respect to K . (Typically
the nilpotent Lie algebra K of the lemma is adL H for a Cartan subalgebra H of L.) In
Section 4 we will need an algorithm for calculating the primary decomposition relative
to a commutative Lie algebra K such that K is a torus. Here we give an algorithm
for this task.
We recall that a torus is a commutative associative algebra that has no nilpotent
elements other than 0.
Let K be a commutative Lie algebra of linear transformations of the nite dimen-
sional vector space V , such that the associative algebra K is a torus. An element
x2K is said to be a splitting element if x generates K . There are various algorithms
known for computing splitting elements (see, e.g., [5], Section 5:5 of [10]). By the
following lemma this also gives an algorithm for computing the primary decomposition
of V with respect to K .
Lemma 3. Let K be a Lie algebra of linear transformations such that K is a torus.
Let x be a splitting element in K. Let f = f1   fs be the factorisation of the
minimum polynomial of x into irreducible factors. Set V0(fi(x))= fv2V jfi(x)v=0g;
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then
V = V0(f1(x))     V0(fs(x))
is the primary decomposition of V with respect to K.
Proof. First of all it is clear that the V0(fi(x)) are invariant under K since K is
commutative. Let Ki be the algebra generated by the restrictions of y2K to V0(fi(x)).
Then Ki is generated by the restriction of x to V0(fi(x)). But the minimum polynomial
of this map is the irreducible polynomial fi. Hence Ki is a eld. As a consequence all
elements of Ki have a minimum polynomial that is irreducible.
3. The Nilradical
Let L be a nite dimensional Lie algebra. Then by [12], Proposition I:6, L contains
a unique maximal nilpotent ideal. This ideal is called the nilradical of L and denoted
by NR(L).
In the literature several algorithms for calculating the nilradical of a Lie algebra L of
characteristic 0 have been proposed. A rst algorithm for this task was presented in [2].
First the solvable radical R of L is calculated. Then a ag 0 = R0R1   Rn = R
is constructed such that Ri is an ideal of R and dim Ri = i. The nilradical is the set of
all elements x2R such that [x; Ri+1]Ri. A second algorithm was described in [14].
This algorithm calculates the nilradical by approximating it from below by smaller
ideals. A third algorithm was proposed in [15]. First the associative algebra (ad L) is
calculated. We recall that an associative algebra A contains a unique maximal nilpotent
ideal, called the radical of A; it is denoted by Rad(A). Then by [12], Theorem II:3,
the nilradical is the set of elements x2L such that ad x2Rad((ad L)). We note that
this is the only algorithm that also works for Lie algebras of characteristic p> 0.
Here we propose a dierent approach. The main idea is to use the Fitting decompo-
sition with respect to a Cartan subalgebra to calculate the nilradical. In this respect it is
similar to the approach taken in [11] towards calculating the radical of an associative
algebra. Let R be the radical of L, then NR(L) consists of all elements x2R such that
adR x is nilpotent (see [3], Section 5, no. 3, Corollary 7). Now, intuitively speaking,
a Cartan subalgebra of R acts diagonally on R. So a Cartan subalgebra contains all
elements that are not in NR(L). The next results make this intuition precise.
Lemma 4. Let K be a nilpotent Lie algebra of linear transformations of a nite
dimensional vector space of characteristic 0. Then K=Rad(K) is a commutative
algebra.
Proof. This follows immediately from [12], Corollary II:1.
Remark. This lemma fails in characteristic p> 0. Let L be the 3-dimensional sub-
algebra of M2(F2) spanned by e11 + e22, e12 and e21 (where eij denotes the 2  2
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matrix with a 1 on position (i; j) and zeros elsewhere). Then L is nilpotent, however
L =M2(F2) which is a non-commutative semisimple algebra.
Theorem 5. Let L be a Lie algebra of characteristic 0. Let RL be its solvable
radical and let H be a Cartan subalgebra of R. Let R= H  [Hc; R] be the Fitting
decomposition of R relative to H. Let A denote the associative algebra (adR H).
Then we have
NR(L) = [Hc; R] fx2H j adR x2Rad(A)g:
Proof. First we have that [Hc; R] [R; R]NR(L) (for the second inclusion see [12],
Theorem II:13). Furthermore if x is an element of H such that ad x2Rad(A), then adR x
is nilpotent forcing x2NR(L) (see [3], Section 5, no. 3, Corollary 7). So everything
on the right hand side is contained in NR(L).
Now let x2NR(L). Then also x2R, hence, by Lemma 1, there are unique h2H and
y2 [Hc; R] such that x=h+y. We must show that adR h2Rad(A). By the Wedderburn{
Malcev theorem ([13], p. 209) there is a semisimple subalgebra S of A such that
A=SRad(A). By Lemma 4 we have that S is Abelian. By the Wedderburn structure
theorem of semisimple associative algebras ([13], p. 49) it now follows that S is
a commutative algebra of semisimple matrices. Write adR h = s + r where s2 S and
r 2Rad(A). Then since adR h is nilpotent, we must have that s=0, and we are done.
On the basis of this theorem we formulate the following algorithm for calculating
the nilradical of a Lie algebra of characteristic 0.
Algorithm NilRadical
Input: a nite dimensional Lie algebra L of characteristic 0.
Output: a basis of NR(L).
Step 1. Calculate the solvable radical R of L [2].
Step 2. Calculate a Cartan subalgebra H of R [2,8,17].
Step 3. Calculate the radical P of the associative algebra (adR H) [11,15].
Step 4. Calculate the space W of all h2H such that adR h2P.
Step 5. Calculate the Fitting decomposition R=H  [Hc; R] (Section 2), and return
W + [Hc; R].
Remark. In this case the calculation of the radical P is particularly easy. Let h1; : : : ; hl
be a basis of H . For 1  i  l we calculate the Jordan decomposition ad Rhi = si + ni,
where si is semisimple and ni is nilpotent (see [1]). Then it is straightforward to see
that P will be generated (as an associative algebra) by the elements ni for 1  i  l
(see also [11]).
4. A Levi subalgebra
One of the major theorems on the structure of a nite dimensional Lie algebra of
characteristic 0, is Levi’s theorem:
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Theorem 6 (Levi). Let L be a Lie algebra of characteristic 0; and let R be its solv-
able radical. Then there exists a semisimple subalgebra S of L such that L= S  R
(direct sum of vector spaces).
For the proof we refer to [12], Section III:9. The semisimple subalgebra S of the
theorem is called a Levi subalgebra of L. We remark that in general it is not unique.
Here we consider the problem of calculating a Levi subalgebra of L. Several algo-
rithms for this purpose are known (see [7,14]). In Section 4.1 we briey discuss the
solution to this problem proposed in [7]. (In this paper this algorithm is compared to
the algorithm given in [14], so here we will not consider the latter algorithm). Then in
Section 4.2 we show how the action of a Cartan subalgebra in some cases can provide a
Levi subalgebra, in the other cases can speed up the algorithm described in Section 4.1.
4.1. Known algorithm
Let L be a Lie algebra over a eld F of characteristic 0 and let R be its solvable
radical. We describe the algorithm for nding a Levi subalgebra of L described in [7].
First it is noted that we may restrict to the case where R is nilpotent. This is due
to the following lemma.
Lemma 7. Let S1 be the inverse image in L of a Levi subalgebra of L=[R; R]. Let S
be a Levi subalgebra of S1; then S is a Levi subalgebra of L.
Since the radical of S1 (which is [R; R]) and the radical of L=[R; R] (which is Abelian)
are nilpotent, we can reduce to the case where the solvable radical is nilpotent (the
calculation of inverse images poses no problems).






By Levi’s theorem (Theorem 6) there are elements ri 2R for 1  i  m such that the
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the algorithm is to construct successive approximations to the ri.
Let Rk be the kth term of the lower central series of R (i.e., R1=R and Rk+1=[R; Rk ]).
Let c> 0 be such that Rc 6= 0 while Rc+1 = 0. Write Rt = Vt  Rt+1, where Vt is a
complementary vector space. We construct elements yti 2L that span a Levi subalgebra
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k − [yti ; ytj]mod Rt+1:
And because [yti ; r
t
j] = [xi; r
t
j]mod R
t+1, this is equivalent to










k − [yti ; ytj]mod Rt+1; (2)
which is a system of linear equations for the elements rti . Since the equations are
modulo Rt+1, the left hand side as well as the right hand side can be viewed as
elements of Vt . By Levi’s theorem applied to L=Rt+1, these equations have a solution.
It follows that after c iterations we have found a Levi subalgebra of L.
4.2. Using Cartan subalgebras
In the sequel we let L be a Lie algebra over the eld F of characteristic 0, not equal
to its solvable radical R. Throughout we assume that R is nilpotent.
Denition 8. A commutative subalgebra T of L is said to be toral if dim T =dim ad T
and the associative algebra (adL T ) is a torus.
The rst condition is included to avoid calling the centre of a Lie algebra toral.
The rst part of this section is devoted to showing that a Cartan subalgebra of
L contains a toral subalgebra. Furthermore, we show that such a toral subalgebra is
(possibly modulo elements of the centre) equal to a Cartan subalgebra of a Levi
subalgebra. Finally the primary decomposition of L with respect to a toral subalgebra
is used to calculate a Levi subalgebra.
First we investigate the structure of Cartan subalgebras that contain a Cartan sub-
algebra of a Levi subalgebra.
Proposition 9. Let K be a Levi subalgebra of L. Let H 0 be a Cartan subalgebra of K.
Then H 0 is a toral subalgebra of L. Put H =CL(H 0) where CL(H 0)=fx2L j [H 0; x]=
0g denotes the centraliser of H 0 in L. Then H is a Cartan subalgebra of L; and
H = H 0  CR(H 0).
Proof. For the proof of the rst statement we may suppose that the ground eld is
algebraically closed. We note that there is a basis of K relative to which all matrices
of adK h are in diagonal form for h2H 0 ([9], Corollary 15:3). Also, because R is
a module for the semisimple Lie algebra K , there is a basis of R relative to which
all matrices of adR h are in diagonal form for h2H 0 ([9], Lemma 20.1). By taking
these bases together we obtain a basis of L relative to which the matrices adL h are
simultaneously diagonalised. It follows that (adL H 0) is a torus. And because H 0K
we have that the adjoint representation is faithful on H 0, i.e., dimH 0 = dim (adL H 0).
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Let x2CL(H 0), then x = y + r, where y2K and r 2R. So for h2H 0 we have
0 = [h; x] = [h; y] + [h; r]. But the rst element is in K and the second in R. Therefore
[h; y]= [h; r]=0 for all h2H 0. Since H 0 is a Cartan subalgebra of K we have y2H 0.
It follows that CL(H 0) = H 0  CR(H 0).
Because adH 0 is diagonalisable, we have
CL(H 0) = L0(H 0) = fx2L j (ad h)dim Lx = 0 for all h2H 0g:
By [16], Theorem 4:4:4:8, L0(H 0) is a subalgebra of L and every Cartan subalgebra of
L0(H 0) is a Cartan subalgebra of L. But
CL(H 0)k = [CR(H 0); [CR(H 0); : : : [CR(H 0); CR(H 0)] : : : ]] = CR(H 0)k Rk;
and hence CL(H 0) is nilpotent. The conclusion is that CL(H 0) is a Cartan subalgebra
of L.
We recall that x2L is said to be regular if the multiplicity of 0 as a root of f(T )=
det(T − ad x) is minimal (see [12], p. 58). For x2L set L0(x) = fy2L j (ad x)ky = 0
for some k > 0g.
Lemma 10. If x is regular in L; then L0(x) is a Cartan subalgebra and every Cartan
subalgebra contains regular elements.
Proof. The rst statement is [12], Theorem III:1. Let H be a Cartan subalgebra of
L, with basis fh1; : : : ; hlg. Let x1; : : : ; xl be l indeterminates over F . We consider the
element h=
Pl
i=1 xihi which lies in L⊗F(x1; : : : ; xl). Set n=dim L, then the characteristic
polynomial of ad h is
det(T − ad h) = Tn + g1(x1; : : : ; xl)Tn−1 +   + gn−l(x1; : : : ; xl)T l:
It follows that an element
Pl
i=1 ihi 2H is a regular element if and only if gn−l
(1; : : : ; l) 6= 0. Over the algebraic closure of F the Cartan subalgebra H contains
regular elements. Hence gn−l is not the zero polynomial. So, since F is innite, there
are 1; : : : ; l 2F such that gn−l(1; : : : ; l) 6= 0 and H contains regular elements.
For brevity we call the multiplicity of 0 as a root of f(T ) = det(T − ad x) the
0-multiplicity of x.
Lemma 11. Let x2L be a regular element. Then x + r is regular for all r 2R. Let
H 0 be a Cartan subalgebra of a Levi subalgebra K of L. Then H 0 contains regular
elements of L.
Proof. For the proof of the rst statement we may suppose that the ground eld
is algebraically closed. (If x is regular as element of L ⊗ F , then it is regular as
element of L, where F denotes the algebraic closure of F .) Write x = y + r where
r 2R and y2K . Then the characteristic polynomial of ad x equals the product of the
characteristic polynomial of adK y and the characteristic polynomial of adR x. Therefore,
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the 0-multiplicity of x is equal to the sum of 0-multiplicity of y as element of K and
dim L0(x)\ R. But since all Cartan subalgebras are conjugate under the automorphism
group of L (Theorem IX:3 of [12]), the dimension of L0(z)\R is equal for all regular
elements z of L. So y is a regular element in K . Hence K0(y) is a Cartan subalgebra
of K . Therefore, by Proposition 9, K0(y) is a toral subalgebra of L. Let
R= R1R2   RcRc+1 = 0
be the lower central series of R. Then every term Rk is a K-module and since K is
semisimple, by [12], Theorem III:8, Rk = Rk+1  Wk (direct sum of K-modules). It
follows that there is a basis fr1; : : : ; rmg of R, relative to which ad y is diagonal and
such that the elements r1; : : : ; rik form a basis of R
c+1−k for 1  k  c. To this basis
add a basis of K relative to which adK y is diagonal. Then we obtain a basis of L
relative to which ad y is diagonal, and ad R is strictly upper triangular. It follows that
the 0-multiplicity of ad y equals the 0-multiplicity of ad y + ad r for all r 2R. Hence
the rst statement follows.
By Proposition 9, H = H 0  CR(H 0) is a Cartan subalgebra of L. Let x2H be a
regular element (such an element exists by Lemma 10), then x − r 2H 0 for a certain
r 2R and hence, by the above, x − r is regular.
Corollary 12. Let H be a Cartan subalgebra of L and let K L be a Levi subalgebra.
Suppose that K has a Cartan subalgebra H 0 that is contained in H . Then H =H 0 
CR(H 0).
Proof. By Lemma 10, the Cartan subalgebra H 0  CR(H 0) contains a regular element
x. Then x=y+r where y2H 0 and r 2CR(H 0). Now by Lemma 11, also y is a regular
element of L. Consequently the Cartan subalgebras H and H 0CR(H 0) have a regular
element in common and hence they are equal.
Now we show that for every Cartan subalgebra H of L there is a Levi subalgebra
K with Cartan subalgebra H 0 such that H 0H . First we have a lemma that deals with
the case where R is commutative. Then we prove the result in general.
Lemma 13. Suppose that the solvable radical R is commutative. Let H be a Cartan
subalgebra of L. Then there is a Levi subalgebra K of L and a Cartan subalgebra
H 0 of K contained in H .
Proof. The idea of the proof consists in constructing a Cartan subalgebra with the
required properties. Then this Cartan subalgebra is mapped onto H by an automorphism.
In general this automorphism only exists over an algebraic extension  of F . So we
perform the construction in L⊗ and then we map the results back to L. Throughout
we let fx1; : : : ; xng be a basis of L.
Let S be a Levi subalgebra of L with Cartan subalgebra H1. Then by Proposition 9,
CL(H1) is a Cartan subalgebra of L.
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Let F be the algebraic closure of F . We consider the Lie algebra L⊗ F . It contains
Cartan subalgebras H ⊗ F and CL(H1)⊗ F . Then by Theorem IX:3 of [12], there is an
automorphism  of L⊗ F mapping CL(H1)⊗ F onto H ⊗ F . Let  be a nite extension
of F containing the coecients of the matrix of  relative to the basis fx1; : : : ; xng of
L. Set L=L⊗, then  is an automorphism of L mapping CL(H1)⊗ onto H=H⊗.
Set S = (S ⊗ ) then S is a Levi subalgebra of L and H2 = (H1 ⊗ ) is a Cartan
subalgebra of S contained in H .
Let G be the Galois group of  over F . An element 2G extends to an F-linear










(i)xi where i 2:







then G maps L onto L and G is the identity on L. Since G is a sum of F-linear
maps, it is itself an F-linear map. Set d = dim S. We may suppose that the rst d
elements of the basis fx1; : : : ; xng form a basis of a complement to R in L. Then there
is a basis of S consisting of elements xi + ri for 1  i  d and ri 2 R= R⊗. So the
coecients of the ri (relative to a basis of R) are solutions to the equation system (2),
where t=1. (Note that since R is commutative, we only have to consider the equations
for t=1.) But these equations have coecients in F , and, since G is F-linear it maps
solutions to these equations to solutions. The conclusion is that the elements G(xi+ri)
span a Levi subalgebra K of L.
Now we construct a Cartan subalgebra H 0 of K contained in H . Let  : L ! L= R
be the projection map. Then the restriction of  to S is an isomorphism. We may
assume that the basis elements x1; : : : ; xl are elements of H that span a complement to
R in H + R. By [9], Lemma 15:4A (H + R)=R is a Cartan subalgebra of L=R, i.e., the
elements (xi+ ri) for 1  i  l span a Cartan subalgebra in L= R. Hence the xi+ ri for
1  i  l span a Cartan subalgebra of S. Also since xi 2 H which equals H2C R(H2)
by Corollary 12, we can write xi=hi+qi for 1  i  l, where hi 2H2 and qi 2C R(H2).
Therefore the Cartan subalgebra spanned by the xi+ri for 1  i  l is modulo R equal
to H2. Since the restriction of  to S is an isomorphism, it follows that these Cartan
subalgebras are equal. Consequently xi + ri 2 H , so that G(xi + ri)2H . Hence the
space spanned by G(xi + ri) for 1  i  l is a Cartan subalgebra H 0 of K contained
in H .
Proposition 14. Let H be a Cartan subalgebra of L. Then there is a Levi subalgebra
K of L and a Cartan subalgebra H 0 of K contained in H .
Proof. Let
RR2   RmRm+1 = 0
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be the lower central series of R. We prove the statement by induction on m. The case
m = 1 is covered by Lemma 13. So suppose m> 1 and let  : L ! L=Rm be the
projection map. Then by [9] Lemma 15:4A, (H) is a Cartan subalgebra of L=Rm.
Hence by induction, L=Rm has a Levi subalgebra S1 having a Cartan subalgebra H1
contained in (H).
Let S2 be the pre-image of S1 in L. Then any Levi subalgebra of S2 is a Levi
subalgebra of L. Let H2 be the pre-image of H1. Then by [9] Lemma 15:4B, every
Cartan subalgebra of H2 is a Cartan subalgebra of S2. Furthermore, the solvable radical
of S2 is Rm which is commutative. Now by Lemma 13, H2 contains a Cartan subalgebra
of a Levi subalgebra of S2. Hence, by Lemma 11, H2 contains regular elements of L.
Let x2H2 be regular, then (x)2 (H2) (H). So there is an h2H such that x=h+r
where r 2Rm. Now by Lemma 4:2, h= x − r is regular and, since H2 contains Rm, h
is contained in H2, i.e., h is a regular element contained in H2 \ H . So (H2)0(h) is a
Cartan subalgebra of H2 and hence of S2. By Lemma 13, S2 has a Levi subalgebra K
that has a Cartan subalgebra H 0 contained in (H2)0(h)L0(h) =H . Then K is a Levi
subalgebra of L and H 0H .
Let H L be a Cartan subalgebra. Then by Proposition 14, it contains a Cartan
subalgebra H 0 of a Levi subalgebra. Furthermore, by Proposition 9, H 0 is a toral
subalgebra. As a rst step towards the construction of H 0 we calculate a toral subalgebra
in H . The next proposition yields a way of doing this. Furthermore it expresses that a
toral subalgebra is \almost" (possibly modulo elements of the centre of L), equal to H 0.
Proposition 15. Let H be a Cartan subalgebra of L. Then H contains a toral subal-
gebra of L. Let T be maximal (with respect to inclusion) among all toral subalgebras
of L contained in H . Then there is a Levi subalgebra K of L and a Cartan subalge-
bra H 0 of K such that adL H 0 = adL T . Let x2H and let adL x= s+ n be the Jordan
decomposition of adL x. Then there is an h2H such that adL h= s.
Proof. Let K and H 0 be as in Proposition 14. Then by Proposition 9, H 0 is a toral
subalgebra and by Corollary 12, we have H = H 0  CR(H 0). Let t 2T and write
t=h+ r where h2H 0 and r 2CR(H 0). Then [h; r]=0 and ad t=ad h+ad r. Now ad h
is semisimple ad r is nilpotent (because the radical R is nilpotent). So ad t=ad h+ad r
is the Jordan decomposition of ad t. But ad t is semisimple and hence ad r = 0. So
T consists of elements h + r for h2H 0 and r lies in the centre of L. Now since T
is maximal and commutes with H 0 it follows that for all h2H 0 there is an r in the
centre of L such that h+ r 2T . We conclude that ad T = adH 0.
For the last statement, write x= h+ r, where h2H 0 and r 2R. Again we have that
ad x = ad h + ad r is the Jordan decomposition of ad x. So by the uniqueness of the
Jordan decomposition we infer that s= ad h.
Proposition 15 yields an algorithm for calculating a toral subalgebra T of L such
that ad T =adH 0 for a Cartan subalgebra H 0 of a Levi subalgebra K . By Propositions
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9 and 15, such a T is contained in the centre of H . Let fh1; : : : ; hmg be a basis of the
centre of H . For 1  i  m compute the Jordan decomposition ad hi = ai + ni where
ai is semisimple and ni is nilpotent (see [1]). By Proposition 15, there are si 2H such
that ad si = ai. Take T to be the span of all si for 1  i  m.
Now we show how the action of a toral subalgebra can be used in the calculation
of a Levi subalgebra.
Proposition 16. Let H be a Cartan subalgebra of L. Let T and K be as in
Proposition 15. Let
L= L1      Ln
be the primary decomposition of L relative to T . Write Li=ViRi; where Ri=R\Li
and Vi is a complementary subspace. Then there is a basis of K consisting of elements
of the form vi + ri; where vi 2Vi and ri 2Ri.
Proof. Let K = K1      Km be the primary decomposition of K with respect to T
(this exists because ad T = adH 0 for a Cartan subalgebra H 0 of K , by Proposition 15;
hence K is invariant under ad T ). Also R=R1  Rn is the primary decomposition
of R with respect to T . Adding these decompositions, and taking the subspaces Ki and
Rj such that the minimum polynomials of the restrictions of ad t to Ki and Rj are
equal for all t 2T , together, we obtain the primary decomposition of L. Hence, if Li
is not contained in R, then Li = Kki  Ri and it is seen that Vi has a basis consisting
of elements of the form wi + ri, where wi 2Kki and ri 2Ri, and the result follows.
Let T , Li, Vi, Ri be as in Proposition 16. We note the following:
 The centraliser CL(T ) occurs among the primary components of L. It contains a
Cartan subalgebra of the Levi subalgebra that we want to construct. The root spaces
of the Levi subalgebra are contained in the other primary components. Furthermore,
these root spaces generate the Levi subalgebra. Suppose that L1 = CL(T ). If for
2  i  n we have that Ri = 0 whenever Vi 6= 0, then it follows that the subalgebra
generated by the Vi is a Levi subalgebra.
 If we are not so fortunate, then in the equation systems (2), we can reduce the
number of variables. We start with a basis x1; : : : ; xm of a complement in L to R,
consisting of elements of the spaces Vi. Then in the iteration of Section 4.1, we add
elements rti to xi. But by Proposition 16, we can take these elements from Rk where
k is such that xi 2Vk .
Now we formulate an algorithm for calculating a Levi subalgebra of L, in the case
where the radical R is nilpotent. By Lemma 7, this also gives an algorithm for the
general case.
Algorithm LeviSubalgebra
Input: a nite dimensional Lie algebra L of characteristic 0 such that the radical is
nilpotent.
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Output: a basis of a Levi subalgebra of L.
Step 1. Calculate the solvable radical R of L and a Cartan subalgebra H of L.
Step 2. Calculate a toral subalgebra T of L contained in H such that there is a
Cartan subalgebra H 0 of a Levi subalgebra such that adL T = adL H 0.
Step 3. Calculate the primary decomposition L1  Ls of L with respect to ad T .
(Section 3).
Step 4. Calculate spaces Vi and RiR such that Li=ViRi. If Ri=0 for all i such
that Vi 6= 0, then return the subalgebra generated by the Vi.
Step 5. Take bases of the Vi together to obtain a basis x1; : : : ; xm of a complement
in L to R. Iteratively calculate the equation systems (2), where the rti are taken from
Rk , where k is such that xi 2Vk . Solve the systems and return the resulting subalgebra.
5. Evaluation
We have implemented the algorithms described in this paper using the library of Lie
algebra functions in the package ELIAS, which is built inside the computer algebra
systems GAP4 [6] and MAGMA. In the next two sections we construct test examples and
show the running times of the dierent methods on several input Lie algebras. 1
5.1. The nilradical
Of the algorithms for calculating the nilradical we did not implement the method
proposed in [2], because the series of ideals constructed by this algorithm might not
exist over the base eld. So we are left with three methods:
Below: The algorithm described in [14] that approximates the nilradical from below.
Radical: The algorithm proposed in [15], that calculates the radical of the associative
algebra (ad L).
Cartan: The algorithm from Section 3, that uses a Cartan subalgebra to nd the
nilradical.
To construct test examples we have used the following Lie algebras:
Qn The Lie algebra spanned by all upper triangular n n matrices.
Rn The Lie algebra with basis fx1; : : : ; xn+2g and multiplication table
[x1; xi] = xi for 3  i  n+ 2;
[x2; xi] = xi−1 for 4  i  n+ 2:
(Products that are not present are assumed to be 0.) Let H be a Cartan subalgebra
of Rn. Then the dimension of the associative algebra (adH) is n.
We let L(m; n) be the direct sum of Qm and Rn. The rst summand, Qm, ensures
that the ideal structure of L(m; n) is fairly complicated. The other summand lets the
1 The calculations were performed on a Pentium 266 with 128 MB of RAM.
38 W.A. de Graaf / Journal of Pure and Applied Algebra 139 (1999) 25{39
Table 1
Running times (in seconds) for the calculation of the nilradical
dim(L) Below Radical Cartan
L(4; 8) 20 14 5 3
L(5; 13) 30 50 46 11
L(6; 19) 42 168 325 40
L(7; 26) 56 515 1788 133
dimension of the associative algebra generated by adH grow with the dimension of
L(m; n).
We calculated the nilradical of L(m; n) for several values of m and n, using the
dierent methods. The results are displayed in Table 1. It is seen that the running
times of the radical method increase rapidly. This is due to the fact that the dimension
of the associative algebra (ad L) increases rapidly. Furthermore, for the examples
L(m; n) the Cartan method is faster than the others.
5.2. Levi subalgebras
The algorithm given in Section 4.2 in some cases gives a Levi subalgebra. In other
cases it can be used to reduce the number of variables in the linear equations (2).
Here we investigate the eect of this reduction on the speed of the algorithm. To
this end we construct test examples in the following way: Let K be a semisimple Lie
algebra with basis fx1; : : : ; xng. Let V be a vector space with basis fv1; : : : ; vng. Let
 : K ! V be the linear map dened by (xi) = vi for 1  i  n. Then we dene a
Lie multiplication on K  V by [xi; vj] = ([xi; −1(vj)]), the multiplication on K is
left unchanged and the multiplication on V is identically 0. We denote this Lie algebra
by K(2). Then the radical of K(2) is V and K is a Levi subalgebra. Furthermore, the
Levi subalgebra cannot be directly identied from the primary decomposition relative
to a toral subalgebra.
The obvious basis fx1; : : : ; xn; v1; : : : ; vng of K(2) already contains a Levi subalgebra.
Therefore we choose a dierent basis as input to the algorithms. Let fy1; : : : ; y2ng be
the obvious basis of K(2). Then we calculate the structure constants of K(2) relative
to the basis consisting of the elements yi + yi+1 for 1  i  2n− 1, together with y2n.
These structure constants are then given as input to the algorithms.
We have computed a Levi subalgebra of K(2) for several simple Lie algebras K . The
results are displayed in Table 2. It is seen that using the action of a toral subalgebra
leads to a major speedup in most of the examples considered. This is caused by two
factors. First of all, because of the reduction in the number of variables the algorithm
for solving linear equations (Gaussian elimination) needs fewer operations. Secondly,
the coecients in the linear equations are much \nicer" (i.e., small rational numbers,
and many zeros). This more than compensates for the overhead that is created by the
calculation of a toral subalgebra and the primary decomposition.
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Table 2
Running times (in seconds) for the calculation of a Levi subalgebra. \Full
equations" is the method described in Section 4.1; and \Primary decomposition"
denotes the algorithm that makes use of a toral subalgebra. A2 denotes the Lie
algebra of type A2 and similarly for G2; A3, and C3
dim Full equations Primary decomposition
A2(2) 16 3 3
G2(2) 28 205 16
A3(2) 30 145 17
C3(2) 42 853 35
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