Let {c j } be a null sequence of bounded variation. We give appreciate smoothness and growth conditions on {c j } to obtain the pointwise convergence as well as L r -convergence of Laguerre series c j ᏸ a j . Then, we prove a Hardy-Littlewood type inequality 
Introduction. Given complex numbers {c
Each L a n is a polynomial of degree n, whose explicit expression is
The Laguerre polynomials form a complete orthogonal system in L 2 (R + ,t a e −t dt).
Hence, if we define ᏸ a n (t) by [7, 8, 9] , and Stempak [11, 12, 13] . However, all of them started at a given function f to get the Laguerre coefficients {c j }, and proved the pointwise convergence or mean convergence of the series c j ᏸ a j . In this paper, we start from {c j } satisfying
for some p ∈ N and > 0, and prove the pointwise convergence of Laguerre series c j ᏸ a j . Here, ∆ p c j denotes the finite-order difference
Then, we strengthen the assumptions on {c j } such that the Laguerre series c j ᏸ a j converges not only pointwise but also in L r -metric. In addition, we obtain the HardyLittlewood type inequalities. 
and b j = c j j!/Γ (j + a + 1).
Corollary 1.2. Under the same assumptions of Theorem 1.1, there is a constant
We also prove the above converse inequality in the following theorem. 14) where
Remark 1.4. For 1 ≤ r < 4/3, we can find a β < −r /2 such that β > r − 2. Thus, Theorem 1.3 improves Paley's result for Laguerre system {ᏸ a j }. Moreover, Kanjin [5] showed that, for
is the special case of Theorem 1.3 for r = 1 and β = −1.
In the next section, we first give some estimates of Laguerre functions and talk about the pointwise convergence and L r -convergence of Laguerre series. Then we prove Corollary 1.2 and Theorem 1.3 in Section 3. Finally, we mention that C, possibly with subscripts, denotes a constant which may stand for a different number from one appearance to another.
Pointwise convergence and mean convergence. It is known that the Laguerre functions satisfy the estimates
where ν = 4j + 2a + 2, and both C and γ are positive constants independent of j and t (cf. [1, 9] 
For t > 0 and n ∈ N, the well-known equation
and the summation by parts yield
Repeating the same process, we get
(2.9)
Using the inequality 1
10) which with Leibniz's rule implies
Thus, 
(2.13)
On the other hand, (1.8), (2.2) , and the equality 
