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ABSTRACT 
 Particulate materials (amorphous, athermal substances such as dry grains, foams, 
emulsions, and colloids) are commonplace in industry and defense, second only to water 
in their ubiquity. These materials can transition from solid-like to liquid-like in 
unexpected ways, with failure in one section of a large system rapidly leading to failure 
across the entire system and giving rise to significant consequences in phenomena as 
disparate as impact resistance, geological fault interface behavior, soil liquefaction, 
pharmaceuticals, crater formation, glacier flow, avalanches and landslides. These 
complex behaviors are the result of simple interaction laws (e.g., Hooke's law) applied to 
thousands or more individual particles. Since no complete theory of flow in these 
materials exists, accurately predicting or engineering the onset of these transitions can be 
challenging. 
 Using extensive computer simulations, we show that shear flows occur in 
particulate materials due to a correlation length (a measure of the distance over which 
rearrangements propagate) that diverges at the material yield condition. Large ensembles 
of simulated systems are sheared and statistics are gathered on the average initial flow 
distance, slip avalanche distance, and the average internal shear stress at each shear strain 
step. These properties are found to vary in a manner consistent with a diverging 
correlation length. My results will be useful in deriving a more complete theory of flow 
in these materials. 
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This dissertation covers research performed by the author both published [1], [2] and
awaiting submission [3]. In addition, the results of [1] were presented by the author at
the 2019 March Meeting of the American Physical Society [4]. This research explores the
nature of the yielding transition, a solid-like to fluid-like change in behavior in particulate
materials, as a continuous phase transition (such as magnetic ordering transitions or the
liquid-gas transition above the material’s critical temperature). Recent work [5]–[11] has
suggested that in order to properly model shear flows in these materials, a cooperative length
scale that diverges at a characteristic yield stress is necessary. Diverging length scales of
this nature are a hallmark of critical phenomena in statistical mechanics, and they have also
been very successfully applied to the isostatic (jamming under compression) transition in
particulate materials. The apparent need for a similar cooperative length scale with respect
to yielding in particulate materials is our primary motivation for this study, which examines
the hypothesis that yielding comprises another, possibly independent, critical transition.
We begin our discussion with an overview of second order phase transitions, followed by
an overview of this theory as applied to the isostatic transition, and a review of existing
evidence of an underlying critical point associated with yielding in particulate materials.
1.2 Particulate Materials
Particulate materials comprise a broad class of substances such as dry grains, foams,
emulsions, dense suspensions, colloids and the like. These materials are composed of
macroscopic particles interacting via dissipative contact forces, and are, under the condi-
tions under study both amorphous in that they do not spontaneously form regular periodic
structures, and athermal in that thermal fluctuations do not provide sufficient energy to
allow the system to broadly explore nearby configurations in phase space for local potential
energy minima. External forces such as isotropic compression or shearing, however, may
allow these systems to reconfigure in response. These materials are second in ubiquity
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Figure 1.1. Examples of particulate materials in everyday life. (a) Granular
materials: solid grains immersed in a dissipative uid such as air or water. (b)
Toothpaste, a suspension of colloidal particles immersed in a uid. (c) Foams
such as shaving cream. (d) Emulsions such as mayonnaise. Source: [12].
only to water in their presence in industry and defense. The behavior of these systems may
illuminate a broad range of macroscopic real-world phenomena, such as the rheology of
gels, foams, and dense suspensions, seabed failure, sediment transport, geologic fault in-
terface behavior, soil liquefaction, e.g., during earthquakes, glacier flow, impact resistance,
avalanches and landslides. Although the general interaction rule between any two particles
may be known (or approximated), the complex behaviors arising from the interaction of
thousands or more of such particles are functionally intractable to compute analytically.
Furthermore, since these systems are athermal, they do not possess a known canonical
ensemble that may be used to determine the relative probabilities of each possible config-
uration: They do not have an analogue to the Boltzmann or Gibbs factors, and statistical
mechanics as developed cannot be applied to them. These complex behaviors are therefore
equally difficult to engineer or to account for in a systematic, reliable fashion. We will
investigate an approach to one such behavior, specifically how and why these materials
flow, which may explain the success of recent empirical models and suggest a way forward
in developing a complete theory of liquid-solid transitions in these materials.
When an assembly of particulate material finds a configuration capable of supporting
external forces, it is said to be jammed and behaves in a solid-like rather than fluid–like
2
Figure 1.2. A 20 particle example of an idealized two-dimensional particulate
material, with periodic boundary conditions in both directions, compressed
far beyond the isostatic transition.
fashion [12]–[16]. The onset of jamming under isotropic compression is referred to in this
work as the isostatic transition, indicating that the number of contacts in the system is exactly
equal to the number of degrees of freedom. States which possess a contact count less than
the number of degrees of freedom are referred to as hypostatic, while those with a contact
count in excess of the degrees of freedom are considered to be hyperstatic. Figure 1.1 depicts
various types of particulate materials, while Figure 1.2 illustrates a small simulated sample
of a particulate material idealized as repulsive disks, in a highly hyperstatic configuration.
In addition to jamming, particulate materials have been shown to yield and flow under a
sufficiently large shear stress τ. Under a pressure p, when the dimensionless shear stress
µ ≡ τ/p is greater than a critical shear stress µc, jammed states are no longer accessible
in the large system limit, and the system persists in a fluid–like state, flowing indefinitely
[17]–[24].
It is a primary objective of materials science to determine a valid rheology, or a complete
description of how a material deforms in response to applied external forces. In this work,
we will examine the behavior of particulate materials at the yielding transition, and explore
the relationship of the yielding transition to the isostatic transition. Gaining a greater
understanding of the phenomenon of yield in these materials may prove to be critical in
deriving a more complete rheology for them and thus a more complete understanding of
how this widely applicable class of materials behaves under applied stresses.
3
1.3 The Isostatic Transition
In particulate materials, when the coordination number Z , the average number of contacts
per particle, is sufficiently low, most particles do not possess a sufficient number of contacts
with neighboring particles to fully constrain their motion, and the system flows in a fluid-
like manner. Conversely, if the coordination number is high enough, nearly every particle’s
motion is fully constrained, and the system behaves as a solid rather than a fluid. The
transition between these two states occurs when the total number of interparticle contacts is
equal to the total degrees of freedom of the system. This threshold coordination number is
called the isostatic coordination number and is denoted Ziso. For a system of N frictionless
spheres in d dimensions,
Ziso =
2 (Nd − d + 1)
N
, (1.1)
where N is the number of particles in the system with a nonzero net force [25]. Particles
that are not in the force bearing “backbone” are referred to as “rattlers.” A system is said
to be isostatic if Z = Ziso, while a system that possesses a coordination number below
(above) Ziso is referred to as hypostatic (hyperstatic). The term jamming, while in common
use (see, e.g., [12], [15], [26]) has been somewhat conflated with the isostatic transition
in the literature. In this work, a system will be termed as jammed if it is in any state
that exhibits solid-like behavior, regardless of the coordination number of that system, and
similarly referred to as unjammed if it is in a fluid-like state. Figure 1.3 depicts two systems,
each of 256 particles, one far below and the other slightly above Ziso. This transition may
additionally be characterized by system packing fraction φ ≡ Vparticles/Vsystem, whereVparticles
is the total volume occupied by the particles and Vsystem is the total system volume, with
respect to a “jamming” packing fraction φJ (the packing fraction at the onset of isostaticity),
which depends on the spatial dimension, the presence and magnitude of friction, and the
shape of the particles [14].
1.3.1 A Sharp Transition
Figure 1.4 illustrates a phase diagram for this transition as proposed by Liu and Nagel [14].
Onset of this transition is abrupt in the large system limit at the point J, which corresponds
to the jamming packing fraction φJ . The abruptness of the transition suggests behavior
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(a) (b)
Figure 1.3. On dierent sides of the isostatic transition, particulate materials
behave in qualitatively dierent fashions. (a) Packing fraction φ ≈ 0.4951,
with 256 particles in periodic boundary conditions. When the coordination
number (number of contacts per particle) Z is less than the isostatic coor-
dination number Ziso, or, equivalently, the packing fraction φ is less than a
critical value φJ (≈ 0.84 in the innite system limit for frictionless disks such
as those above), most particles possess at least one unconstrained degree of
freedom, and the system is capable of owing as a uid. (b) 256 particles,
again in periodic boundaries, now with φ ≈ 0.8426. Above φJ or Ziso, nearly
all particles are completely constrained, with the exception of a very small
number of rattlers. The system now behaves as a solid rather than a uid.
not unlike that observed in continuous phase transitions in thermal materials, such as the
magnetic ordering transitions and the liquid-gas transition at the critical temperature.
Further motivation for drawing analogy to continuous phase transitions may be taken by
considering the relative ease or difficulty in swapping two particles at various coordination
numbers or packing fractions. For systems that are far below Ziso such as that of Fig. 1.3(a),
swapping any two neighboring or near-neighboring particles requires little or no rearrange-
ment of nearby particles in order to accommodate the motion of the particles undergoing
the swap. As Ziso is neared, however, it becomes more difficult to effect a neighbor swap
without involving other nearby particles in successive rearrangements, which themselves
may require rearrangements of their neighbors, and so on [27], [28]. One may imagine
that, as the coordination number approaches Ziso and the system possesses very few de-
grees of freedom, the distance over which rearrangements become potentially necessary
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Figure 1.4. Liu-Nagel phase diagram. T is the temperature of the material
(relevant for consideration of the glass transition). Σ is the shear stress,
which will be discussed in detail later, φ is the packing fraction, and point J is
the proposed critical transition point with respect to the isostatic transition.
Source: [14].
might grow without bound. This expanding domain of rearrangements recalls the diverging
correlation length encountered when examining continuous phase transitions in statistical
mechanics [29].
1.3.2 Spatially Extended Modes near φJ
Systems approaching φJ from above have been shown to possess an abundance of low
frequency, large-wavelength normalmodes [27], [28]. Figure 1.5(a) displays the distribution
D (ω) of normal modes of angular frequency ω. Each curve represents a different packing
fraction φ, with decreasing φ > φJ from right to left. Each of these systems displays
qualitatively similar behavior in D (ω) in that (beginning from high ω), D attains a nonzero
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(a) (b)
Figure 1.5. (a) Density of vibrational states D (ω) versus angular frequency
ω for 1024 monodisperse spheres with harmonic repulsive contact forces.
From left to right, the distance from the isostatic transition φ−φJ is: 1 ·101,
1 · 10−2, 5 · 10−3, 1 · 10−3, 5 · 10−4, 1 · 10−4, 5 · 10−5, 1 · 10−6, and 1 · 10−8.
(b) The correlation length ξT as inferred from the crossover frequencies in
(a). ξT appears to diverge as φ approaches φJ in a power law type manner.
Source: [27].
value near ω ≈ 2.5 · 100 and then remains fairly constant until a “crossover frequency” ωc,
below which D rapidly falls off. This crossover frequency shifts lower as φ approaches
φJ , indicating a greater persistence of low frequency, spatially extended vibrational modes
closer to the transition point. Figure 1.5(b) illustrates the behavior of the correlation length
ξT , as inferred from examining the spatial extent of the eigenmode at a given crossover
frequency ω∗ (φ − φJ). We may observe that ξT appears to diverge as φ nears φJ , with this
divergence characterized by power law behavior, ξT ∝ |φ − φJ |−ν, where ν is given by the
negative slope of the linear fit to 1.5(b). For increasing φ, ξT decreases, leading to more
spatially confined vibrational modes and average particle rearrangements involving fewer
particles on smaller length scales. This divergent power law behavior in the correlation
length at the transition point suggests behavior similar to that seen in continuous phase
transitions in statistical mechanics [29].
1.4 Continuous Phase Transitions
In statistical mechanics, a continuous or second-order phase transition is a phase transition in
which the order parameter varies continuously with respect to the relevant thermodynamic
variables of the system as those variables pass through the critical point associated with the
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transition. A common example of such a phase transition is the liquid-gas transition above
the critical temperature Tc of the substance. The order parameter associated with this tran-
sition is the difference in densities between the two phases, which vanishes in a continuous
fashion at Tc [29]. Another example of a continuous phase transition is the ferromagnetic
transition, which will be used (in concert with one of its simplest mathematical models) to
illustrate the relevant physical phenomena in the following subsections.
1.4.1 The Ferromagnetic Transition
In the absence of an external magnetic field, an ideal ferromagnet displays spontaneous
magnetization below the Curie temperature Tc in a direction which is dependent on the
history of the material (hysteresis). As we approach Tc from the negative side, the net
magnetization approaches zero as (Tc − T)β, where in three dimensions β is approximately
equal to one third [30]. Above Tc no net magnetization persists, as thermal fluctuations
prevent the magnetic moments of neighboring electrons from remaining aligned (the lowest
energy configuration). As the Curie temperature is approached from above, the alignment
of a single magnetic moment can induce neighboring moments to align with it, and so on,
out to a length called the correlation length ξ which grows until it diverges at Tc, leading to
an overall net alignment of the entire system even in the large system limit [30], [31]. Near
Tc, the correlation length diverges as (T − Tc)−ν, where ν ≈ 2/3 in three dimensions.
1.4.2 The Ising Model
The Ising model is perhaps the simplest model of a ferromagnetic material that, at least
in more than one dimension, exhibits an approximation of the ferromagnetic transition
described above. Proposed by Wilhelm Lenz in 1920 to his student Ernst Ising, the model
was solved in one dimension in 1924 by Ising as part of his doctoral dissertation [33]. For
the following two decades, the Ising model was of relatively little interest until it was solved
in two dimensions by Lars Onsager [34]. Despite the enormous complexity in attaining an
exact solution, the two-dimensional Ising model is one of the simplest physical models to
exhibit a second-order phase transition at a finite nonzero temperature.
The model consists of magnetic moments or “spins” at regular intervals along a line, plane,
and so forth depending on the dimensionality of the problem. Each spin may take only
take the value +1 or −1 corresponding to the moment aligned up or down, respectively.
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Figure 1.6. Possible permutations of a two-dimensional Ising model on a
regular square lattice with isotropic coupling constant J = 0.5, for four
spins on a periodic lattice. M denotes the magnetization of each possible
conguration, and P the probability of that conguration. Source: [32].
An example two-dimensional Ising model is depicted in Figure 1.6. In determining the
Hamiltonian for a given spin, only the nearest neighbors along the lattice are considered to






where the sum is over all neighbor pairs (i, j), σi and σj denote the spin value ±1 at lattice
sites i and j, respectively, and the value of J determines the value of the interaction energy
for aligned or anti-aligned neighbor pairs. When J > 0, the material is considered to be
ferromagnetic.
1.4.3 The Ising Model in One Dimension
As Ising himself stated in his solution, his model does not display a ferromagnetic transition
at any nonzero temperature in one dimension, as the fully ordered (all spins aligned) state
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is unstable — any thermal fluctuation at a single site will induce both neighbors to fluctuate
as well, and so on [35]. Although Ising did not calculate the partition function for the
two-dimensional model, he was of the view that a similar instability would manifest in two
and three dimensions. This view was shown by Lars Onsager in 1944 to be in error.
1.4.4 In Two Dimensions
Onsager rigorously computed the partition function for the two-dimensional Ising model
with square lattice in a vanishing external magnetic field [34], in a feat still considered one
of the most impressive in the history of theoretical physics. This solution demonstrated a










where kB is Boltzmann’s constant. As the temperature of the system approaches Tc from
below, the magnetization per spin vanishes as (Tc − T)β, where the critical exponent β is
exactly equal to 1/8. Above Tc, the spontaneous magnetization is equal to zero. That is, the
Isingmodel in two dimensions qualitatively displays the same critical phenomena associated
with the magnetic ordering transition in an ideal ferromagnet. Despite the complexity of
Onsager’s and subsequent exact calculations, the two-dimensional Ising model is among
the simplest that displays a continuous phase transition, and as such, is an important testing
ground for novel methods of approaching critical phenomena. Reminiscent of the inferred
correlation length ξT in particulate materials [27] discussed earlier, in the vicinity of Tc, the
correlation length ξ diverges as |T − Tc |−ν, where ν is exactly equal to 1.
1.4.5 Critical Exponents
Near the critical point of a continuous phase transition, there is, for each observable quantity,
a dominant exponent in the power series expansion of that observable. For each of these
observables O, behavior near the critical point Tc may thus be expressed as O ∝ t−β, where
t ≡ (T − Tc) /Tc for quantities which diverge at the critical point, and O ∝ tβ for quantities
which vanish at Tc. The exponent β in either case is called the critical exponent associated
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with the observable O. If a given critical exponent displays the same value on either side
of the critical point, the dependence of O on distance from the critical point may also be
written as O ∝ τ±β, where τ ≡ |T − Tc | /Tc. Examples of critical exponents used in this
work are ψ ∝ |µ − µc |−β, where ψ is an order parameter such as average shear strain from
one stable state to the next, and µ is dimensionless shear stress, or ξ ∝ |µ − µc |−ν, where ξ
is again the correlation length.
Experimentation has demonstrated critical exponents that are identical acrosswidely varying
systems and observables. Any two systems which display the same set of critical exponents
are said to be in the same universality class. For example, critical exponents are equal
between the three-dimensional Ising model and the liquid-gas transition above the critical
temperature. Such behavior is a consequence of a fundamental similarity between systems,
in this case the underlying fractal dimension of these systems.
1.4.6 Renormalization and Self-Similarity at the Critical Point
The renormalization group is an approach to complex phenomena such as phase transitions
that relies on analysis of the system over different scales (e.g., length scales in the Ising
model), and extracting useful physics based on how the system appears to change with the
scale at which it is viewed. Largely developed byKadanoff andWilson [31], [36]–[38] in the
context of continuous phase transitions such as in the Ising model, Wilson received the 1982
Nobel Prize in Physics in part for his contribution to renormalization theory. In addition
to providing a novel physical perspective on highly complex emergent phenomena such as
phase transitions, renormalization approaches also allow the determination of properties
such as the scaling exponent β in the Ising model without the need to appeal to highly
difficult (e.g., the Onsager solution) or currently undiscovered (e.g., the Ising model in three
dimensions) solutions for the exact partition function of extremely complex systems. The
approach also has extensive application in quantum field theory [39].
The central idea of this method is the successive coarse-graining of the system, mathemat-
ically eliminating larger and larger length scales from the problem, and analyzing how the
structure of these systems does or does not change [29], [40]. Systems which exist at the
critical point of a continuous phase transition, and therefore possess a divergent correla-
tion length, contain fluctuations on all length scales. Elimination of fluctuations on the
11
(a) (b) (c)
Figure 1.7. Successive block spin transformations on a two-dimensional Ising
model, beginning with 236,000 spins at (a) just below the critical temper-
ature, 0.99Tc, (b) above the critical temperature, 1.22Tc, and (c) at Tc.
Black and white regions denote spin up and down, respectively. (top) The
original system. (center, bottom) Successive averaging of uctuations on
larger and larger length scales eliminates those uctuations in (a) and (b),
and the underlying structure of a mostly ordered or disordered system be-
comes apparent. In (c), however, uctuations exist on all remaining length
scales after each averaging. Source: [32]
smallest of these length scales therefore leaves a system which possesses fluctuations on all
remaining length scales, and the underlying structure of such a system is unchanged. This
system is said to be self-similar, and self-similarity is a hallmark of any critical transition
point due to the diverging correlation length at this point. Figure 1.7 depicts graphically the
self-similar nature of systems at a critical point.
As a simplistic but mathematically concrete example of relating self-similarity to a critical
point through the renormalization group, the example of the one dimensional Ising model
is worked out in detail in Appendix A.
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1.4.7 Finite Size Scaling
The discussion up to this point has considered systems in their thermodynamic limit,
where particle count and system size both approach +∞ while particle density is held
constant. Simulating or performing experiments with systems possessing a particle count
considered sufficiently “near” the thermodynamic limit can be a significant challenge.
Information about a given universality class can, however, be gained through consideration
of its behavior when the particle count and system volume are finite [41], [42]. The finite
size scaling approach has proven fruitful in extracting important physics from systems far
from their thermodynamic limits, or from systems which do not possess a well-defined
thermodynamic limit (e.g., athermal materials such as grains, foams, and emulsions), by
examining how observables vary with respect to system size.
When considering systems of finite size, observable quantities which, in the thermodynamic
limit, vanish or possess singularities instead vary continuously or do not vanish as the critical
point is passed. The central problem is that the diverging correlation length ξ ∝ τ−ν is cut
off by the system boundaries of any finite system prior to reaching its full, diverging extent.
If the system is far enough from criticality that ξ << L, where L is the smallest spatial
dimension of the system, behavior should be similar that of an analogous system in the
thermodynamic limit. As ξ approaches L, however, and the system boundaries begin to cut
off more fluctuations, we expect observable quantities to deviate further from predictions
based on an infinite system size.
According to Leo Kadanoff’s scaling hypothesis [36], the correlation length is the only
relevant length scale near a critical point. Therefore, when modifying any expression
for a physical quantity near the critical point, such as the magnetic susceptibility in the
two-dimensional Ising model
χm ∝ |T − Tc |−γ , (1.4)
where γ is exactly equal to 7/4 [34], any accounting for finite system extent L should enter
the expression as a function of L/ξ. That is, when applying finite size scaling to a system
near the critical point, the relevant new quantity is how near the correlation length is to
being cut off by the system boundaries. In the case of the two-dimensional Ising model
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magnetic susceptibility, then, our finite size scaling modification leaves us with










xγ/ν if x ≈ 0,
(1.6)
where the first case above is equivalent to the requirement thatwe recover the thermodynamic
limit behavior when ξ << L, and the second case states that when ξ >> L, the correlation
length is cut off by the system boundaries, and L should play the role taken by ξ in the
thermodynamic limit. Other than these limiting cases, the functional form of f often does
not need to be explicitly determined in order to attain estimates of the critical exponents
related to the observable in question (γ and ν in this case). As raising the argument of f to












|T − Tc |−1
= |T − Tc | L1/ν, (1.7)
finite size scaling approaches often employ the equivalent forms [40]
O = |T − Tc |−γ f
(
L
|T − Tc |−ν
)
(1.8)
O = Lγ/ν f
(
(T − Tc) L1/ν
)
, (1.9)
where removing the absolute value from Equation (1.9) creates a single branch function as
opposed to the dual branch functions often observed when scaling from the form given by
Equation (1.8).
The basic approach to applying finite size scaling in experimental or simulated systems
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Figure 1.8. Example scale collapse of the binder cumulant B f of the ferro-
magnetic order (an observable quantity) near Tc in the Heisenberg model,
versus the temperature T . Inset: The same data, scaled. Source: [43].
(e.g., [26], [44] in the granular jamming community) is to perform an experiment (such as
jamming by compression, shearing under constant pressure, measuring magnetic suscep-
tibility as a function of temperature, etc.) over a large ensemble of systems for each of
several system sizes. The ensemble averages of the observable quantities O are then plotted
as O/|X − Xc |−β or O/Lγ/ν versus L/|X − Xc |−ν or (X − Xc) L1/ν, respectively, where X is
the physical property approaching the critical point Xc, and β is the critical exponent associ-
ated with O. The resulting plot should depict the finite size scaling correction function f if
Xc, β, and ν are known. If any of these quantities are unknown, then they may be estimated
by varying their values until all data points, particularly those near the critical value, fall
onto the same single or dual branch function depending on the functional form employed.
The process of applying finite size scaling theory in order to cause many distinct plots fall
onto a single function is referred to as a scale collapse, and it is the primary method used
to estimate critical parameters from experimental or simulated data. Figure 1.8 illustrates a
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scale collapse of the binder cumulant (a measure of the kurtosis of the probability distribu-
tion of magnetization states) in the Heisenberg model of ferromagnetism, near the critical
temperature Tc [43].
1.5 Critical Scaling at the Isostatic Transition
Much work ( [14], [26], [44]–[50]) has been done in framing the long range cooperativity
observed near the isostatic transition [14], [27] in the context of a nonequilibrium critical
transition, using the language and tools of continuous phase transitions such as the one
observed in the two-dimensional Ising model. If the isostatic transition can indeed be well
modeled by the existing theory of critical phenomena, then for each macroscopic observable
O which vanishes or diverges at the transition point, there should be a power law behavior
in that observable as the transition point is approached. That is, near φJ , in the large system
limit,
O ∝ |φ − φJ |
±β , (1.10)
where β is a critical exponent associated with O near φJ . Figure 1.9 depicts the behavior of
the inverse shear viscosity of a two-dimensional particulate material comprised of repulsive
disks near the isostatic transition. Power law behavior is evident, and a critical exponent
for inverse shear viscosity is easily extractible from a double log plot of the data, indicating
that this observable does indeed behave as would be expected if point J is the critical point
of a continuous phase transition.
In order to show that the correlation length is indeed the dominant length scale in this
system, we again assert that for systems far from the large system limit, the finite system
size L, or as in [26] the finite shear stressσ, should only affect observable quantities through
its relation to the correlation length ξ. Proposing that the correlation length depends on the
packing fraction’s distance from point J, and follows the Kadanoff scaling hypothesis
ξJ ∝ |φ − φJ |
−ν , (1.11)
scaling corrections in direct analogy to finite size scaling yield a proposed behavior of
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Figure 1.9. Example of an observable, inverse shear viscosity η−1, following
power law scaling near the isostatic transition, for a two-dimensional partic-
ulate material near the isostatic transition. σ is the shear stress and N is
the number of particles. (a) η−1 versus packing fraction ρ. (b) the same
data, viewed with respect to distance from isostaticity ρc − ρ, where ρc is
taken as 0.8415 for this two-dimensional system. On the double log scale,
the approximate power law behavior η−1 ∝ (ρc − ρ)
β, where the slope of the
dashed line indicates that β ≈ 1.65. Source: [26].








in analogy to (1.8), where ∆ is the “gap exponent” associated with σ and can be related back
to the correlation length ξJ [29]. Here the dual branch scaling function f has been explicitly
separated into its two branches, f− for φ below φJ , and f+ above. In order to verify the
validity of this ansatz, the authors plot η−1/|φ − φJ |β versus σ/|φ − φJ |∆, varying β and ∆
in order to find the optimum scale collapse which then depicts the form of f±. Results are
shown in Figure 1.10, and demonstrate a compelling scale collapse.
Additional observables such as transverse velocity correlations [26], pressure [44], and shear
stress [47], [49] have been shown to also behave in a manner consistent with a continuous
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(a) (b)
Figure 1.10. Inverse shear viscosity η−1 versus shear stress σ. (a) Unscaled.
Two separate qualitative classes of behavior are distinguishable, one concave
up, the other concave down, with the crossover occurring at the isostatic
transition packing fraction ρc. (b) Scaled as Equation (1.12). Each cate-
gory of behavior collapses convincingly onto its respective nite size scaling
function f±. Source: [26].
phase transition. The isostatic transition is presently accepted as a critical phenomenon
which occurs in particulate materials.
1.6 The Yielding Transition
Recent work, detailed below, indicates that in order to accurately model flow in particulate
materials, a cooperative length scale that diverges at the material yield stress condition is
required. These results suggest that yielding in particulate materials may also behave as
a nonequilibrium critical transition, but has not indicated the underlying physics of this
transition, nor its relation to the isostatic transition. Although prior work has established
the isostatic transition to behave as a nonequilibrium critical transition, an open question
remains as to its relation to other fluid-solid transitions in particulate materials. In addition
to jamming under compression, thesematerials, once jammed, are also capable of deforming
and flowing in response to a sufficiently large dimensionless shear stress µ ≡ τ/p, where τ
is the shear stress and p the pressure. This solid-fluid transition, referred to as yielding or
“unjamming by shear,” is often conflatedwith isostaticity, in part due to studies in isostaticity
( [26], [47], [49]) often applying finite size scaling to quantities which can reasonably be
associated with yielding, such as shear stress and shear viscosity. We will explore whether
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(a) (b)
Figure 1.11. (a) Yield stress µ∗ (denoted µc in this text) versus inertial
number I. Black squares represent a surface friction coecient µs of zero.
Crosses denote µs = 0.4 and triangles µs = 0.8. The plot includes data from
various restitution coecients. (b) Yield stress µ∗min versus surface friction
coecient in the quasistatic (small I) regime. Source: [20].
this conflation is supported by data, or whether yielding is independent of isostaticity and
represents an additional critical point to be considered in forming a complete theory of
particulate materials. In order to more fully analyze these questions, we begin with a brief
overview of the current state of inquiry into the yielding transition.
1.6.1 The Yield Stress µc
One notable feature of yielding in particulate materials is that when they are in a fluid-like
state, they do not behave as Newtonian fluids: There exists a nonzero minimum shear
stress µc, called the yield stress, that is required in order to render jammed configurations
inaccessible and initiate or maintain flow in the large system limit [17]–[24] . At smaller
system sizes, macroscopic properties can vary farther from their large system average values,
and stable states may become accessible above the yield stress or flow may initiate below
the yield stress. One important feature of the yield stress is that although surface friction
interactions between particles plays a role in determining its precise value, it remains
nonzero (µc ≈ 0.1) even in the absence of surface friction. Figure 1.11 illustrates the
behavior of the yield stress versus inertial number I ≡ Ûγ
√
m/p (a dimensionless measure
of strain rate Ûγ, where m is the particle mass and p the pressure), for repulsive disks at
various surface friction coefficients and restitution coefficients. The data depicted here [20]
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Figure 1.12. Schematic representation of a proposed mechanism for nonlocal
eects in amorphous media. Deformation, and therefore stress redistribu-
tions, in e.g., block i occur through elastic deformations and plastic events
within block i, but also through plastic events in other blocks such as block j.
This last method of stress redistribution gives rise to a nonlocal contribution
to the evolution of states in block i. Source [6].
demonstrates the presence of a nonzero yield stress in both the slow flow and zero friction
limits.
1.6.2 Local and Nonlocal Constitutive Relations
Local rheological models of flow—models for which the time evolution at each point in the
system depends only on the physical properties at that point — may be extrapolated from
experimental data as in e.g., [20]. Each of the curves in Figure 1.11(a) shows a relationship
between stresses µ∗ and strain rate I for a homogenously sheared system for a given set of
parameters (e.g., surface friction coefficient and restitution coefficient). This relationship
could be used to define a local constitutive law, which could itself be used to predict the
flow in arbitrary geometries. While this local approach can provide an accurate description
of flow in certain geometries, they can also fail in the presence of stress gradients arising
from a gravitational field or curved system boundaries [7], suggesting that nonlocal effects
may play an important role in system behavior near yield. Figure 1.13 depicts three cases of
inferred local rheologies failing to closely predict system behavior. Furthermore, the need
for a nonlocal underlying theory, with a correlation length that diverges at the yield stress, is
demonstrated for a broad range of particulate materials, including emulsions, suspensions
and dense granular flows [5]–[11]. Figure 1.13 depicts one possible method by which
nonlocal effects may arise in soft glassy materials, whereby plastic events in one section
lead to stress redistributions that propagate into other regions of the material [6]. Heuristic
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(g − gloc) , (1.13)
where g is the “granular fluidity” Ûγ/µ ( Ûγ is the shear strain rate), gloc is the granular fluidity
as predicted by the local constitutive law, and ξ is a cooperative length scale which defines
the size of the neighborhood which must be considered when introducing nonlocality into
consideration, with the form
ξ = A
(
1 + Θ (µc − µ)
|µ − µc |
)α
D, (1.14)
where A is a dimensionless scaling constant, Θ is the Heaviside step function, D is the
particle diameter, and α characterizes how rapidly ξ diverges near µc. Studies which
examine nonlocal constitutive relations ( [2], [6], [7], [9], [51]–[53]) frequently include
such a length scale, and this length scale often must diverge at the yield stress as |µ − µc |−ν
in order to provide an accurate description of flow.
These nonlocal rheological descriptions have not elucidated the nature of the cooperative
length scales appearing in them. Furthermore, they all describe particulate material that is
close to the isostatic transition (φ ≈ φJ or Z ≈ Ziso). It is therefore unclear whether or how
this cooperative length scale is related to the diverging correlation length ξJ ∝ |φ − φJ |−νJ
that is associated with the isostatic transition, and studies to this point have not explored
any possible relationship between the isostatic and yielding transitions. The purpose of this
work and the publications [1], [2] on which it is partially based is to explore the nature of
this diverging cooperative length scale, attempt to determine its relationship to the isostatic
diverging correlation length ξJ , if any, and gain further insight into the arrangements of
forces and contacts between particles in a particulate material near the yield stress. These
findings should prove useful in deriving a more complete description of flow in particulate
materials.
The remainder of this dissertation is laid out as follows: Chapter 2 covers the simulation
methods and governing equations employed in our shearing studies for particulate systems.
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Figure 1.13. Breakdown of local constitutive ow laws from [20] in various
geometries. Observed velocity elds are indicated by solid lines, while predic-
tions from the local law are dotted. G indicates the presence and direction
of gravity, P is pressure, V is velocity. Source [7]
Chapter 3 discusses our methods of data analysis and the results of those analyses, which
provide compelling evidence for the existence of a diverging correlation length that depends
on distance to a critical yield stress, for sheared systems of particles slightly above the onset
of isostaticity. Chapter 4 deals with our examination of sheared particulate systems over a
wide range of dimensionless pressures, from very near to far above isostaticity, in order to
distinguish isostaticity from yielding behavior and confirm an underlying diverging corre-
lation length in the shear stress both near and far from the isostatic transition. Chapter 5
surveys our current and near future approach to examining how the introduction of interpar-
ticle surface friction, on multiple length scales, effects the critical parameters and scaling
functions we have identified with the yielding transition. Lastly, Chapter 6 summarizes the
results of our completed studies, the knowledge gained through them, and their potential




This chapter is adapted from [1]: J. D. Thompson and A. H. Clark, “Critical scaling for yield
is independent of distance to isostaticity,” Phys. Rev. Research, vol. 1, p. 012002(R), Aug
2019. Available: https://link.aps.org/doi/10.1103/PhysRevResearch.1.012002 and [2]: A. H.
Clark, J. D. Thompson, M. D. Shattuck, N. T. Ouellette, and C. S. O’Hern, “Critical scaling
near the yielding transition in granular media,” Phys. Rev. E, vol. 97, p. 062901, Jun 2018.
Available: https://link.aps.org/doi/10.1103/PhysRevE.97.062901.
The American Physical Society grants permission for an author’s use of his or her own
published material in a dissertation or thesis.
This chapter serves as an overview of the techniques employed in our investigation of the
nature of the yielding transition in particulate materials.
2.1 The Discrete Element Method
These studies are computational in nature. We study systems of soft (in the sense of exerting
forces in response to the amount of overlap one particle has with another) frictionless disks
and spheres. These types of systems have been extensively simulated in the context of the
isostatic transition [12]–[16] as well as shear flows [19]–[24], and are able to accurately
model these two phenomena well enough to provide results with direct relevance to these
communities. The most noteworthy advantages of numerical over experimental studies
include the ability to easily probe particle-level physical properties such as the arrangement
of stresses or contacts to a high degree of accuracy, and the relative ease of performing a
large number of simulations on the NPS Hamming computing cluster in order to acquire
large ensembles of systems over which to extract physical properties.
We employ the discrete element method (DEM), elucidated by Cundall and Strack [54],
[55]. The many body problem we wish to analyze becomes highly complicated in its
solution even when the governing differential equation for a single particle is relatively
straightforward. For example, for spheres or disks interacting via linear repulsive contact
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(a) (b)
Figure 2.1. Basic geometry for interaction between two circular disks. (a)
Terminology for location and separation vectors. Bottom left corner rep-
resents the coordinate origin. (b) Particles i and j at maximum possible
separation δi j = Ri + Rj to remain in contact with each other. Symbol
conventions are similar for three-dimensional spheres.
forces,
F i j = K
(
δi j −
r i j ) r̂ i j = K ( δi jr i j  − 1
)
r i j, (2.1)
where F i j is the force on particle i due to contact with particle j, K is an effective spring
constant, r i j = r j − r i is the vector from the center of particle i to the center of particle j,
r̂ i j is the unit vector along r i j , and δi j is the maximum value that r i j may take if particles i
and j are in contact (equal to the sum of their respective radii, Ri + Rj). Figure 2.1 depicts
these terms. For even a linear force response between contacting particles in the manner
of a Hookian spring, a direct solution to a system comprised of many such particles under
compression or shear strain represents an intractable problem. The discrete element method
rather seeks to determine the behavior of the separate, or discrete, elements of the system by
approximating its behavior over a sequence of timesteps of finite duration ∆t, with each ∆t
taken at least small enough that disturbances occurring at a given particle at time t0 cannot
propagate beyond the nearest neighbors of that particle during the interval [t0, t0 + ∆t] [55].
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2.2 Simulated Systems
Shearing of particulate systems at constant pressure is our primary interest in this study.
We employ three different geometries, discussed below, in order to probe these systems.
In all of these geometries, we include particles of two different sizes (bidisperse), in order
to prevent regular, crystal-like structures from forming when these systems are perturbed.
When choosing the particles to be simulated and the interaction laws to impose upon them,
our goal is to attain the simplest possible system that correctly models the physics we wish
to investigate. Since simulated frictionless disks or spheres display yield stress behavior
in a manner which accurately reflects experimental results [20], these particles will form
the basis for our inquiries into the cooperative length scale associated with yielding in the
nonlocal rheologies discussed in section 1.6. Later studies exploring the manner in which
surface friction or effective surface friction from “bumpy” particles alter the results for
frictionless particles will be modified accordingly.
2.2.1 Plate Driven Shear
This method is employed in [2]. Figure 2.2 depicts the system setup for plate driven shear.
We create a two- or three-dimensional rectilinear domain with dimensions Lx , Ly (and Lz
in three dimensions), in units of the large grain diameter, which is periodic in all but the ŷ
direction. These values are chosen such that, in two dimensions Lx =
√
N , where N is the
number of particles being simulated. In three dimensions, we set Lz = Lx = 3
√
N . Ly is
set high enough that the initial packing fraction is far below φJ ≈ 0.84 in two dimensions
and 0.64 in three dimensions [14], [56]. Particles are distributed randomly throughout
the domain, and we then compress the system by applying an external force F y = −pLx ŷ
(F y = −pLx Lz ŷ in three dimensions), where p is a predetermined target pressure, to a
rigid, rough upper boundary plate comprised of particles obeying the same force laws as
the system particles and oriented along x̂ (aligned in the x–z plane in three dimensions).
Gaps in the particles comprising this plate are made small enough that bulk system particles
cannot escape through them. A damping force Fi,damping = −Bvi is applied to each particle,
where B is a constant damping parameter and vi is the absolute velocity of particle i. A
no-slip condition is imposed on the lower boundary. The system is allowed to evolve time
step by time step. Once the system has come to near equilibrium (the net force on the top
plate and the kinetic energy per particle both below threshold values chosen low enough
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(a) (b)
Figure 2.2. Geometry for plate shear simulations, in (a) two and (b) three
spatial dimensions. L is the system size along a single coordinate direction
not parallel to the pressure p, N is the particle count, and τ is the shear
stress.
that results are insensitive to this choice), a new force F x = τx̂ is applied to the top plate
in order to shear the system, where τ/p is the desired dimensionless shear stress µ. Note
that the direct application of this shear stress implies that all simulations in this geometry
are stress, rather than strain, controlled. The system is allowed to evolve until once again
the net force and kinetic energy per particle are below their threshold values. At this point,



















are determined, whereV is the system volume, r i jα is the component of r i j in the α direction,
Fi jα is the component of F i j in the α direction, and the sum is over all unique two-particle
pairs (i, j). The total shear strain to mechanical stability, γms = ∆xplate/yplate is determined
as well, where ∆xplate is the total distance travelled by the upper boundary plate along x̂ and
yplate is the arithmetic mean of the starting and final height of the plate. The fundamental
data attained via this method are the shear strain γms and the stress and fabric tensors.
This data will be used in order to attain ensemble averages of the shear strain required to
find a mechanically stable configuration for each dimensionless shear stress µ as well as to
examine properties of the stress and fabric tensors (e.g., their relative anisotropies) at these
configurations.
2.2.2 Shear Periodic Boundary Conditions
In order to correct for any possible boundary effects or effects due to anisotropies in
pressurization of the system, we also employ a method employing isotropic expansion of
the particles and shear periodic boundaries (Lees-Edwards boundary conditions) [57].
We again create a two- or three-dimensional domain of dimensions Lx , Ly (and Lz in three
dimensions), but this time all of these values are equal (the domain is square or cubic), and
equal to
√
N in two dimensions or 3
√
N in three dimensions. We impose periodicity along
all coordinate axes. Particles of diameter approximately one half their anticipated final size
are distributed randomly throughout the domain, and again a damping force identical to
that of the plate shear configuration is applied to all particles in motion. The particles are
allowed to swell, initially by 5% of their diameter, and the Cauchy stress tensor as given by
Equation (2.2) is determined at every time step. The pressure p is determined by the trace







where d is the spatial dimension of the system. Particle swell continues until p is within 0.5%
of preset target value or above. If p overshoots its desired range, the particles are allowed to
shrink, again initially by 5% of their diameter. This shrink/swell process continues until p is
within its allowed tolerance and the kinetic energy per particle is below a preset value. If it is
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found that the particle shrink/swell percentage is high enough to cause continued oscillation
of p about the target interval, the percentage is reduced by half until those oscillations no
longer occur. At this point, shear periodic boundaries of the form
x′ = x + γy (2.5)
y′ = y (2.6)
z′ = z (2.7)
where γ is the shear strain, primed coordinates denote the stationary lab frame of reference,
and unprimed coordinates denote the moving shear frame of reference. γ is raised from
zero to three in steps of 10−4, in order to attain data over a wide range of shear strains, to
provide a large number of data points over this range, and to ensure that each step does not
introduce an excessive amount of kinetic energy into the system. At each step, the system
is allowed to evolve and pressure is maintained through the shrink/swell process described
above until the system is again in near equilibrium (pressure and kinetic energy per particle
within preset guidelines), and at this point the stress and fabric tensors are again attained
as equations (2.2) and (2.3). Note that in this approach we do not control the application
of an external shear stress, but rather the amount of strain of the system from its initial,
pressurized configuration. The fundamental data acquired by this method are the values
of the stress and fabric tensors at every value of γ, which may then be used to examine
anisotropies as above, but also to construct a “shear series” of the internal shear stress versus
shear strain throughout the entire shearing process.
This method is employed in [1]. Figure 2.3 illustrates the geometry and shear process for





Figure 2.3. Example simulation for shear periodic boundaries with 512 parti-
cles. (a) The system is periodic in both coordinate directions. The particles
are distributed randomly within the domain and are allowed to swell and
shrink as necessary to reach a preset target pressure band (p±0.5%p) while
interacting via repulsive contact forces. (b) The system has reached its tar-
get pressure and is ready to be sheared. (c) The periodic boundaries of the
system are now altered as equations (2.5), (2.6), and (2.7).
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2.2.3 Riverbed Geometry
As a direct simulation of a real world situation geometrical configuration (e.g., sediment
transport), a riverbed-like geometry is employed in two dimensions, as in [58]. This
configuration is the only one that includes a (buoyancy reduced) gravitational force, oriented
in the −ŷ direction. The extent of the system in the horizontal (x̂) direction is L times the
small grain diameter. The particle count N is taken to be equal to 5 times L, so that when
the particles settle, the height of the resulting “riverbed” is approximately five particles
deep. A no–slip condition is imposed on the lower boundary, and the particles interact
via the linear spring force law (2.1). Systems are prepared by allowing gravity to bring
about the “sedimentation” of the riverbed in the absence of any horizontal force due to fluid
flow. Once the particles have settled and the kinetic energy per particle has fallen below
a predetermined threshold, a horizontal force, of magnitude that increases linearly with
height, F i,flow = B
( v0yi
H x̂ − v i
)
is applied to each grain in the system, where B is the drag
coefficient associated with the fluid flow, v0 sets the characteristic fluid flow speed at the
surface of the riverbed, yi is the height of particle i from the bottom of the riverbed, H is
the total height of the riverbed, and v i is the absolute velocity of particle i. This geometry
is depicted in Figure 2.4. The dimensionless shear stress for this system is given by the
applied force in the horizontal direction at the top of the riverbed as applied to a stationary
particle, divided by the force of gravity on that particle, or µ = Bv0/mg′, where m is the
mass of a single particle and g′ is the buoyancy reduced acceleration due to gravity. These
systems are then allowed to evolve until a mechanically stable configuration is reached and
kinetic energy per particle is once again below its assigned ceiling. As for plate driven
shear, the stress and fabric tensors are attained. In addition, the average grain displacement
δms is directly computed.
This configuration is used in [2].
2.3 Governing Equations
A brief overview of the equations of motion for each simulation geometry follows.
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Figure 2.4. Geometry of riverbedlike shear. N is the particle count, g
represents the orientation of the gravitational force, and the arrows labeled
uid denote the speed of the owing uid, which varies linearly with height
from the bottom of the riverbed.
2.3.1 Plate Driven Shear
For simple shear driven by a movable upper boundary, with a non–slip lower boundary,




F ci j + F ext − Bplatevplate, (2.8)
where M is the mass of the upper plate, aplate is the acceleration of the plate, F ci j is the
force on plate particle i due to contact with bulk system particle j, F ext is the external force
exerted on the plate, Bplate is the viscous drag coefficient, and vplate is the absolute velocity




F ci j − Biv i, (2.9)
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where mi is the mass of particle i, ai is the acceleration of particle i, F ci j is the force on
particle i due to contact with particle j, which can be a bulk system particle or an upper
plate particle, Bi is the viscous drag coefficient for the bulk system particles, and v i is the
absolute velocity of bulk particle i. For both cases above the contact force F ci j is equal to
zero when particles i and j are not in contact with each other. When these particles are in
contact, F ci j is linear in the overlap between the particles as given by equation (2.1). That is
F ci j = K
(





r i j 
δi j
)
r i j, (2.10)
where Θ is the Heaviside step function. The external force F ext takes the form
F ext = (τx̂ − pŷ) (LD)d−1 , (2.11)
where τ is the applied shear stress and p the applied normal stress, respectively, L is the
length of the system in the direction of shear, D is the small particle diameter, and d is the
spatial dimension. Giving the upper plate particles, which are identical to the smaller bulk
system particles, the same drag coefficient B as those in the bulk system gives
M = mLd−1 (2.12)
Bwall = BLd−1 (2.13)
As the number of interparticle contacts also scales as Ld−1, all quantities in equation (2.8)
scale as Ld−1. Applying Buckingham’s Pi theorem [59] to this system, relations between
the parameters of (2.8) take the general form
f (K,B,M,D, p, τ, ) = 0, (2.14)
where M and D are the mass and diameter, respectively, of the large particles. The choice
of large particle rather than small here is arbitrary – the relationship of these properties to
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those of the small particles is determined by the established bidispersity relationship (the
ratio of their radii, which is itself dimensionless) . The relevant dimensions of measurement
for the problem are mass, length, and time, and so we are left with 6 − 3 = 3 dimensionless
















Since pressure is a direct measure of distance to isostaticity, we will frequently invert the








2.3.2 Shear Periodic Boundaries




F ci j − Biv i, (2.19)
where mi the mass and ai the acceleration of particle i, F ci j is the force on particle i due to
contact with particle j, the sum is over all particles in contact with particle i, Bi is the viscous
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drag coefficient associated with particle i, and v i is the absolute velocity of particle i. The
contact force F ci j is again of the form of equation (2.10). Taking Bi = B for all particles,
and once again applying Buckingham’s Pi theorem to the system, relations between the
parameters are of the form
f (K,B,M,D, p) = 0. (2.20)
With 3 relevant dimensions of measurement (mass,length,time), the number of independent









where again κ is the dimensionless particle stiffness (with associated dimensionless pressure
p̃ = 1/κ) and Γ is the dimensionless drag coefficient. Note that since the shear stress µ is
uncontrolled in this geometry, we have two rather than three (as in plate driven shear) pi
groups.
2.3.3 Riverbed Geometry










x̂ − v i
)
, (2.23)
where mi is the mass and ai the acceleration of particle i, F ci j is again the contact force on
particle i due to particle j as per equation (2.10), g′ is the buoyancy reduced acceleration due
to gravity, Bi is the viscous drag coefficient associated with particle i, v0 is the characteristic
velocity of the river at the surface of the riverbed, yi is the height of particle i with respect
to the bottom of the riverbed, H is the height of the riverbed, approximately equal to five
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times the small particle diameter, and v i is the absolute velocity of particle i. Once more
enforcing Bi = B for all particles and applying Buckingham’s Pi theorem to this system, the
simulation parameters can be related through
f (K,B,M,D, g′, v0) = 0, (2.24)


















where Γ′ is the dimensionless drag coefficient, κ′ is the dimensionless particle stiffness, and
µ′ is the dimensionless shear stress. Note that these expressions differ significantly from
their counterparts in the other two geometries due to the presence of gravity and the use of
a viscous drag force to shear the system. As such, we have elected to use the prime notation
above in order to avoid confusion with the unprimed quantities of the other geometries.
2.4 Implementation
All simulation geometries were first implemented in MATLAB and were written from
scratch, but adapted from the “Molecular Dynamics N-gons Simulator” developed by Pro-
fessor Mark D. Shattuck of the City College of New York, with existing adaptations from
Professor Abram Clark of NPS. These simulations were eventually migrated to the Julia
programming language using the same algorithms, in a successful attempt to reduce overall
computation time while retaining the relative ease of implementation. Several incremental
improvements to these routines, which will be discussed below, were also made. These
programs, which were each written as a function of the system parameters being varied
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(e.g., system size, particle stiffness), were then run in parallel on the NPS Hamming com-
puting cluster, with every such function simulating the time evolution of a single system
and attaining the requested data as outlined in the previous section. In this manner, we were
able to attain large (up to 400 systems) ensembles, over a wide range of system properties
much more quickly than would be otherwise practical.
2.4.1 Data Structures and Simulation Parameters
Prior to performing any dynamics simulations, common properties such as particle radius
for the large and small particles to be simulated, the number of each particle type, their
masses
As in [54], [55], our MATLAB implementation stores each of the dynamic physical prop-
erties of the particles (position, velocity, acceleration, acceleration during the previous
timestep, force, number of contacts, and if simulating the effects of friction also angular
orientation, angular velocity, angular acceleration, angular acceleration during the previous














where N is the number of particles in the simulation. The position arrays x, y (and z if
in three dimensions) are initialized with random values that fall within the domain to be
simulated as described above. All other particle-level properties are stored in arrays of size
N as well, and are initially set equal to zero with the exception of angular orientation for the
case of simulating “bumpy” particles in order to mimic the effects of friction [60], in which
case angular orientation is made random. At this point relevant system parameters such as
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the drag coefficient B and particle stiffness κ are computed from their desired dimensionless
analogues Γ and p̃ = 1/κ, and any external forces on particle are entered into the appropriate
array elements.
When migrating our simulations over to the Julia programming language, these arrays were
replaced with Julia’s built-in immutable structure functionality. Rather than one array of
size N for each relevant particle property, we created, for each of the N particles a structure
containing each of these properties, and placed each of the N structures in a single array of
size N . To, e.g., access the x coordinate of particle i, one would then call Particles[i].x. The
use of immutable structures allows particle properties to be stack-allocated as primitive data
types, drastically reducing both the number of allocations and memory used for identical
simulations versus the array-based MATLAB routines.
2.4.2 Dynamics, Step 1: Update Positions
Our numerical solution approach uses the modified velocity Verlet integration scheme [61],






provided that the mass of the small particles is close to the mass of the large particles, we
set the timestep




for approximately 20 timesteps per collision. This timestep value is low enough to allow for
approximate energy conservation over the collision process, and to ensure that disturbances
do not propagate beyond nearest neighbors in a single timestep (e.g., particles do not “pass
through” each other during a timestep).
Particle positions are first updated based on prior position and acceleration as
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where r (t) is the position, v (t) the velocity, and a (t) the acceleration of each particle at
time t. Special boundary conditions such as restricting the horizontal motion of the top
plate in the case of plate driven shear are also enforced at this stage.
2.4.3 Collision Detection
Checking for contacts is by far the most time-intensive portion of the simulation process,
and so most of our efforts in reducing overall simulation time were focused on this stage.
We initially employed a brute force contact checking routine, which, for each particle i
and each particle j > i, initially determined whether the difference the difference in y
coordinates (potentially including periodic or shear periodic boundaries) is less than the
sum of the radii of the two particles, allowing for the possibility of a collision between
the two particles. Particle pairs passing this initial test are then subjected to a test of their
center-center distance. Any such distances which are less than the sum of the two particle
radii are considered to be in contact, as per Figure 2.1(b).
Since, for N total simulated particles, there are N (N − 1) /2 unique particle-particle pairs,
computation time for this collision detection loop is of order N2, leading to unnecessarily
high simulation times for larger particle counts and restricting system sizes to approximately
1024 or fewer particles in order to facilitate manageable computation times.
One method of quickly eliminating particle pairs which cannot be in contact without
checking their distance (or separation along even one coordinate direction) is to subdivide
the space into “boxes” with edges parallel to the coordinate axes [63]. Distance-based
collision checks are then only performed if a particle is in the same box or a neighboring
box. While there exists some additional computational overhead in assigning each particle
to the appropriate box, overall execution time for this collision detection routine is of order
N log (N) [63]. This space partitioning method overtakes the brute force detection scheme
for system sizes of approximately 100 particles and allows simulation of particle counts up
to 4096 particles in approximately the time required to simulate 1024 particles previously.
The final iterative improvement to our collision detection routine involves the use of “Verlet,”
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or neighbor, lists [61]. Such a data structure contains all particle pairs which with a distance
less than or equal to a preset cutoff distance (
√
2 times the maximum possible separation
distance 2R between two particles that might be in contact, where R is the large particle
radius). Although construction of this list incurs additional computation time, we may use it
to skip complete collision checks until it becomes possible that new collisions not accounted
for on the Verlet list might occur. While testing the implementation of this approach, it was
determined that simulation solutions were stable until 15-17 such skipped timesteps (of the
20 timesteps per characteristic collision period). Data collection runs were therefore set to
10 skipped timesteps for complete collision checks, in order to ensure that our simulations
were well within the region of stable solutions. With these parameters, execution time was
reduced by approximately an additional factor of three.
If two particles are found to be in contact with each other, forces are assigned as per
equation (2.10).
2.4.4 Dynamics, Step Three: Update Acceleration and Velocity
The final stage of our modified velocity Verlet integration scheme involves using the forces
attained during collision detection to estimate the new acceleration of all particles. Drag
forces as described above are added to each particle, and the acceleration is determined via
Newton’s second law of motion. Particle velocities are next updated as
v i (t + ∆t) = v i (t) +
1
2
(ai (t) + ai (t + ∆t))∆t (2.30)
That is, particle velocities are updated according to a linear approximation of particle
acceleration during each timestep, with the acceleration taken as the arithmetic mean of the
estimated acceleration at the beginning and end of that timestep.
At this point, for quasistatic shear simulations, the determining factors for a relaxed system
(kinetic energy per particle less than 10−8, pressure within 0.5% of the target value for shear
periodic boundaries, absolute net vertical force on the upper plate less than 0.5% of the
external downward force for plate driven shear) are checked. If the system has not yet met
these conditions, the current shear strain is held fixed and Verlet integration is begun again
until the system has relaxed. Once the system is found to have sufficiently relaxed, collision
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checks and force calculations are again performed in order to determine the Cauchy stress
tensor and fabric tensor as described in equations (2.2) and (2.3), the system is sheared an
additional step, and this process is allowed to continue until the total shear strain γ is equal
to three.
In the case of dynamic shear simulations such as the riverbed model, relaxation checks are
unnecessary and the shearing process, whether driven by a plate, shear periodic boundaries,
or viscous fluid flow, is allowed to continue until the system has attainedmechanical stability
as described above.




Critical Scaling and Structure with Respect to Shear
Stress at Low Pressure in Plate Driven, Shear
Periodic, and Riverbed Type Shear
This chapter is adapted from [1]: J. D. Thompson and A. H. Clark, “Critical scaling for yield
is independent of distance to isostaticity,” Phys. Rev. Research, vol. 1, p. 012002(R), Aug
2019. Available: https://link.aps.org/doi/10.1103/PhysRevResearch.1.012002 and [2]: A. H.
Clark, J. D. Thompson, M. D. Shattuck, N. T. Ouellette, and C. S. O’Hern, “Critical scaling
near the yielding transition in granular media,” Phys. Rev. E, vol. 97, p. 062901, Jun 2018.
Available: https://link.aps.org/doi/10.1103/PhysRevE.97.062901.
The American Physical Society grants permission for an author’s use of his or her own
published material in a dissertation or thesis.
Note that in the case of [2], the author’s primary contributions include development and
implementation of the quantitative methods employed for evaluating the goodness of fit for
a particular set of critical parameters, implementation of error estimates in the data and their
derived quantities, and the acquisition and analysis of additional supporting data which was
added to the work.
Initial explorations into the validity of our hypothesized diverging correlation length in the
shear stress ξ ∝ |µ − µc |−ν involves applying the finite size scaling methods discussed in
Chapter 1 to simulations of sheared particulate materials close to the isostatic transition,
employing all three simulation geometries as discussed in Chapter 2.
3.1 Finite Size Scaling of Simulated Plate Driven Shear
We employ plate driven simple shear as outlined in Chapter 2 in two and three dimensions,
with bidisperse disks in two dimensions and bidisperse spheres in three dimensions. Two
thirds of the particles are small and one third are large, with diameter ratio 1.2 in three
dimensions and 1.4 in two dimensions. These diameter ratios ensure that regular, crystal-
like structures do not form, as is observed for diameter ratios very close to 1. This choice
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of diameter ratio also ensures that results are numerically insensitive to small changes, and
provides an analog to a typical range of particle sizes encountered in real-world systems.
The lateral directions x and (in three dimensions only) z are periodic with length L, where
the units of L is the small grain diameter D. Simulation results have been verified to be
insensitive to the specific details of the top plate, provided that no slip occurs between the
plate and the bulk system below it.
3.1.1 In Three Dimensions
In three dimensions, the system size N = L3 is varied from L = 3, N = 27 to L = 16, N =
4096. In two dimensions, we vary N = L2 from L = 7, N = 49 to L = 40, N = 1600.
The dimensionless particle stiffness is set to p̃ = 0.001, indicating average particle overlaps
on the order of 1/1000 of a particle diameter and a system therefore fairly close to the
isostatic transition. The dimensionless drag coefficient is set to Γ = 5, which maintains an
inertial number I = Ûγ
√
M/p ≤ 10−4, (where Ûγ is the shear strain rate), in the slow-flow or
creep-flow limit, I ≤ 10−3 [7], [20]. Since force on the upper plate is controlled rather than
Ûγ, there are fluctuations in I as the system is sheared, but Γ = 5 maintains I ≤ 10−4 even
when µ is greater than µc. We have furthermore verified that the results of these simulations
are independent of Γ for several values of Γ ≤ 3. Average particle displacement profiles are
linear, in agreement with [21], [64].
Figure 3.1 shows the distribution P (γms) for two illustrative values of µ, over a range of
system sizes L, obtained from ensembles of 200 simulations for each system size. For small
L above and below µc, the distributions are roughly exponential, with
P (γms) ≈ 〈γms〉−1 e−γms/〈γms〉 (3.1)
This approximate form suggests a physical process such as absorption [65], where objects
propagate through space and each stops whenever it encounters an absorber. For such
processes, the propagation distance distributions are exponential, as in Figure 3.1, and the
mean “travel distance” is inversely proportional to the density of absorbers. For sheared
packings, the mean travel distance is 〈γms (µ, L)〉. Thus, we use 〈γms (µ, L)〉−1 as a measure
of the number density of mechanically stable packings.
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(a) (b)
Figure 3.1. Distributions P (γms) of the strain γms in three-dimensional sim-
ple shear between the initial and nal mechanically stable packings for (a)
µ/µc ≈ 0.85, and (b) µ/µc ≈ 1.4, and several system sizes. Adapted
from [2].
Figure 3.2(a) shows 〈γms〉 versus L over a range of µ, while Figure 3.2(b) demon-
strates that these data can be collapsed by plotting the scaled variables L−1/|µ − µc |ν and
〈γms〉
−1 /|µ − µc |
β, as per the finite size scaling hypothesis. As discussed in the following
subsection, we find that the data collapse with µc ≈ 0.109, ν ≈ 1.7, and β/ν ≈ 0.57. This
collapse therefore implies that finite size effects for 〈γms (µ, L)〉−1 depend on a diverging
correlation length ξ ∝ |µ − µc |−ν.
〈γms (µ, L)〉−1 = |µ − µc |−β f±
(
L−1




with f± as the critical scaling functions for µ < µc and µ > µc, respectively, which capture
the finite size effects. Note that all quantities in Equation (3.2) are dimensionless. As shown
in section 3.1.2, we determine the critical values by fitting the data to this (and a closely
related) functional form, where the critical values are fit parameters. We systematically
exclude small system sizes and large deviations |µ − µc |. We quantify the quality of the fits
using a reduced chi-squared metric. We search for fits where χ2/n ≈ 1 [44], where n is
the number of data points minus the number of fit parameters, and the critical values are
independent of the range of |µ − µc |. From this analysis, we estimate µc = 0.109 ± 0.005,
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(a) (b)
Figure 3.2. (a) Mean strain 〈γms〉 in 3D simple shear between initial and
nal mechanically stable packings, plotted versus system size N = L3 for
several values of applied shear stress µ. Solid (dashed) lines correspond to
|µ − µc | /µc less (greater) than 0.5. Error bars represent the standard error
of the mean, given by the standard deviation within the sample divided by
the square root of the number of trials. (b) The data from panel (a), plus
additional data for additional values of µ, collapses when using the scaled
variables 〈γms〉
−1 /|µ − µc |
β and L−1/|µ − µc |ν, where β/ν = 0.56, ν = 1.7,
and µc = 0.109.
ν = 1.7 ± 0.5, and β/ν = 0.57 ± 0.07. The uncertainty ranges represent the scatter in
the fit results plus one standard deviation. Despite the uncertainty, ν ≈ 1.7 for yielding
appears distinct from νJ ≈ 0.6 − 1 for jamming [14], [26], [44], suggesting that these are
two separate, though possibly related, zero-temperature transitions.
3.1.2 Determining the Critical Shear Stress and Critical Exponents





(µ − µc) L1/ν
)
, (3.3)
as discussed in Chapter 1. This form is equivalent to the scaling form of equation (3.2), but
is more convenient to employ for fitting since the scaling function g possesses only a single





and (µ − µc) L−1/ν to a third order polynomial
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Figure 3.3. Data for the scaled 〈γms〉
−1 versus scaled (µ − µc) using the
scaling function in Equation (3.3), for 3D plate driven simple shear.
function. The coefficients returned from this fit are then used as the initial values in a
Levenberg-Marquardt fit to the scaling form of Equation (3.2), where the critical parameters
µc, ν, and β are used as fit parameters.
From Fig. 3.3, it is evident that the data for large deviations |µ − µc | does not collapse as
well as the data for µ near µc. Additionally, we expect that data for very small system
sizes do not closely obey the scaling collapse. We therefore systematically vary the range
X ≡ |µ − µc | /µc ≤ Xmax and the minimum system size Lmin that are included in the fits
described above. A limitation exists with respect to the maximum Lmin that can be employed
before we no longer have sufficient data for a meaningful fit. Fits are quantified using a
reduced chi-squared metric, χ2 =
∑
i (∆i)
2 /e2i , where the sum is over all data points i
used in the fit (i.e., a subset of those displayed in Fig 3.3), ∆i is the difference between
that data and the fit, and ei is the standard error of the mean, which we estimate by the
standard deviation within that sample, divided by the square root of the number of trials
(the ensemble number). We then measure χ2/n, where n is the number of data points minus
the number of fit parameters in the model (the degrees of freedom in the fit). An ideal fit is
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characterized by a value of χ2/n ≈ 1.
Figure 3.4 shows the critical values that give the best fits for 3D simple shear as a function of
Lmin for several different values of Xmax. With Xmax = 3, we obtain χ2/n > 2.5, indicating
a poor fit. For 0.1 ≤ Xmax ≤ 0.2, we find that χ2/n ≈ 1.5 and is nearly independent of our
choice of Lmin. We estimate ν = 1.7 ± 0.5, µc = 0.109 ± 0.005, and β/ν = 0.57 ± 0.07
by the scatter in results for 0.1 ≤ Xmax ≤ 0.2, plus the typical width of the error bars,
which represent one standard deviation in the Levenberg-Marquardt fit. We note significant
uncertainty in the estimated value of ν, which agrees with our observation that good scaling
collapses are possible with ν ranging from 1.2 to 2.2 for the 3D plate driven simple shear
data. We note that the method described here for obtaining the critical values gives similar





Figure 3.4. The critical values (a) ν, (b), µc (denoted as Σc), (c) β/ν from
the Levenberg-Marquardt method for 3D simple shear are plotted versus the
minimum system length Lmin for various intervals in µ (denoted here as Σ)
about µc. Error bars represent one standard deviation. The χ
2/n values for
each t are plotted in panel (d). Source: [2].
3.1.3 In Two Dimensions
Figure 3.5 shows that the results for 2D systems with boundary driven simple shear are
similar to those in 3D. Distributions for P (γms) (not shown) are similar to the 3D case,
which are shown in Figure 3.1. In Fig. 3.5(a), we plot 〈γms〉 versus N = L2 for selected
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(a) (b)
Figure 3.5. (a) Mean strain 〈γms〉 in 2D plate driven simple shear between
initial and nal mechanically stable packings plotted versus system size N =
L2 for several values of applied stress µ. Solid (dashed) lines correspond
to |µ − µc | /µc less (greater) than 0.5. Error bars are the standard error
of the mean, given by the standard deviation within the sample divided
by the square root of the number of trials. (b) The data from panel (a),
plus additional data for more µ, collapses when using the scaled variables
〈γms (µ, )〉
−1 /|µ − µc |
β and L−1/|µ − µc |ν. The collapse shown uses µc =
0.111, ν = 1.8, and β/ν = 0.57. Adapted from [2].
values of µ. Figure 3.5(b) shows that these data (plus additional data) collapse by plotting
the scaled variables L−1/|µ − µc |ν and 〈γms〉−1 /|µ − µc |β. Using a similar fitting analysis
to that described in section 3.1.2 for 3D systems undergoing plate driven simple shear, we
obtain ν = 1.84 ± 0.3, µc = 0.11 ± 0.01, and β/ν = 0.57 ± 0.06.
3.2 Finite Size Scaling of Riverbed-Like Shear
In Fig 3.6, we display the results for the 2D riverbed-like geometry, which verifies that the
scaling behavior is universal with respect to changes in boundary conditions and driving
method. Instead of shear strain, for each simulation we measure the average horizontal
distance δms traveled by a grain between initial (µ′ = 0) and final (µ′ > 0) mechanically
stable packings. Figure 3.6 shows the ensemble-averaged values 〈δms〉 as a function of µ′
and L. As before, these data collapse when plotted as a function of the scaled variables
L−1/
µ′ − µ′cν and 〈δms〉−1 /µ′ − µ′cβ. Using a fitting analysis similar to the one discussed
in section 3.1.2 for 3D plate driven simple shear, we identify µ′c = 0.41 ± 0.015, ν =
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(a) (b)
Figure 3.6. (a) The mean grain displacement 〈δms〉 in the 2D riverbed-
like geometry between initial and nal mechanically stable packings plotted
versys system size N = 5L for several values of applied stress µ′. Solid
(dashed) lines correspond to
µ′ − µ′c /µ′c less (greater) than 0.5. Error bars
are the standard error of the mean, givn by the square root of the number
of trials. (b) The data from panel (a) collapses when using the scaled
variables 〈δms (µ
′, L)〉−1 /
µ′ − µ′cβ′ and L−1/µ′ − µ′cν. The collapse shown
uses µ′c = 0.41, ν = 1.75, and β′/ν = 1.7. Source: [2].
1.75 ± 0.1, and β′/ν = 1.7 ± 0.2, suggestion that the scaling behavior and the value of
ν ≈ 1.7 − 1.8 are generic with respect to changes in the spatial dimension, geometry,
boundary conditions, and driving method.
3.3 Finite Size Scaling of Shear Periodic Boundaries
As discussed in Chapter 2, the fundamental data structure attained from our quasistatic
shear periodic simulations differs from those attained for the other simulated geometries.
Rather than the “start” and “stop” values of the shear strain and the stress and fabric
tensors, we have, for each simulation, a series of values of the stress tensor, σ (γ) as defined





/2, for 0 ≤ γ ≤ 3, in increments of ∆γ = 10−4. In order to infer the values
of tangible observables, we focus on the dimensionless shear stress µ = −σxy/p, as shown
in Figure 3.7. We measure µ over the entire range of γ, for a total of 30,001 such states per
simulation. For each value of the particle count N and the dimensionless pressure p̃, we
simulate an ensemble of 400 systems.
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Figure 3.7. Plot of dimensionless shear stress µ versus γ for a single simu-
lation with 1,236 (orange) and 10,000 (black) particles. The inset shows a
closeup of 0 ≤ γ ≤ 0.15. The rst arrow indicates the initial shear strain
γms required to nd the rst state at a particular value of µ (in the case
shown, µ ≈ 0.077). Subsequent arrows denote the shear strains γslip between
states where the shear stress is less than the value of µ being considered.
Source: [1]
We quantify distance above isostaticity by the dimensionless pressure p̃ as defined in
equation (2.18), which gives an estimate of the relative overlap between particles (i.e.,
p̃ = 0.001 corresponds to particle-particle overlaps of roughly 0.001D, where D is the
particle diameter).
As shown in Figure 3.7, µ increases with γ and then plateaus as potential energy is released
in intermittent slips [66]–[72]. This curve represents a series of jammed states that the
system passes through while sheared. The fluctuations in µ decrease with increasing N , and
we exploit the size scaling in these fluctuations (as in Ref. [73]) to demonstrate and quantify
diverging spatial correlations near µc. To accomplish this, we use finite size scaling on
three quantities for each µ and N: (1) the cumulative distribution function F of states above
a particular value of µ during the slip avalanche regime, defined as γ ≥ 0.5 (our results are
insensitive to this choice); (2) the shear strain γslip between mechanically stable states with
an internal shear stress of at least µ; and (3) the shear strain γms required to find the first
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(a) (b)
Figure 3.8. Scaling collapse in 2D at low dimensionless pressure p̃ = 0.0005.
Mean strain 〈γms〉, unscaled (a) and scaled (b), to the rst mechanically
stable state at dimensionless shear stress µ, for 16 ≤ N ≤ 512, collapsed onto
the proposed scaling form with µc = 0.097, νms = 1.8, and βms/νms = 0.20.
The scaled data includes all values of µ and N, and the unscaled plots show
only selected curves.
mechanically stable state with an internal shear stress of at least µ. Figure 3.7 depicts γms
and γslip for a given µ (γ) curve.
3.3.1 Scaling of γms
Figure 3.8(a) shows 〈γms〉 plotted as a function of N , for various values of µ, at a dimen-
sionless pressure p̃ = 0.0005, indicating a series of systems near the isostatic transition.
Again ensemble averages are denoted with angle brackets. As shown in the Figure 3.8(a),
〈γms〉 varies relatively little with increasing N for small values of µ and increases sharply
with N for larger µ.
As in the preceding geometries, the finite size scaling hypothesis requires that 〈γms〉 be
expressible as








where again fms ,± is a dual branch function, with + and − each denoting µ above or below
µc, respectively. Figure 3.8(b) shows that 〈γms〉 can indeed be made to collapse according
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(a) (b)
Figure 3.9. Scaling collapse in 2D at low dimensionless pressure p̃ = 0.0005.
F vs µ, unscaled (a) and scaled (b), with µc = 0.097 and νslip = 1.10. The
unscaled plots show selected values of N while the scaled plots show all data.
Adapted from [1].
to equation (3.2). Here we have taken µc = 0.097, νms = 1.8, and βms/νms = 0.20, as
attained via the methods outlined in section 3.1.2. We note that νms and µc are near the
values attained for low pressure plate driven simple shear.
3.3.2 Scaling of F
Figure 3.9(a) depicts the behavior of the cumulative distribution of shear stress states F
above the shear stress value µ, versus µ, for a selection of systems of particle count N , at the
dimensionless pressure p̃ = 0.0005. We immediately note that as depicted in Figure 3.7,
when N is increased, the fluctuations in µ decrease, leading to a sharper transition from
high F to low F with increasing µ. F therefore approaches a step function as N rises, which
is depicted in Figure 3.9(a). Thus, mechanically stable states vanish sharply as some value
µ = µc (p̃) in the large system limit.
We once again propose to collapse this data according to a finite size scaling hypothesis
with diverging correlation length ξ ∝ |µ − µc |νslip , leading to the functional form
F = LβF/νslip f
(
(µ − µc) L1/νslip
)
, (3.5)
where we have chosen the equivalent, single branch scaling form discussed in Chapter 1
since a visual inspection of Figure 3.9(a) does not suggest two separate categories of
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behavior on either side of the critical dimensionless shear stress µc. Note that we have
allowed for the possibility (necessary, as we will shortly see) that observable quantities
related to the slip avalanche regime, such as F or γslip will require a different set of critical
exponents ν and β.
As it appears that the F (µ) curves of Figure 3.9(a) all very nearly have a common intersection
point close to the critical shear stress µc ≈ 0.1 which was determined while examining the
scaling behavior of 〈γms〉, we propose that βslip ≈ 0 (methods of section 3.1.2 verify that
β ≤ 0.01), and that we may therefore perform finite size scaling on F as
F = f
(
(µ − µc) L1/νslip
)
(3.6)
Figure 3.9(b) displays the data of Figure 3.9(a), plus additional data, plotted as F versus
(µ − µc) L1/νslip , with µc = 0.097 and νslip = 1.10. Interestingly, here we require a second,
distinct value of ν, denoted above as νslip. For the initial strain, as seen above, we have found





, we find, according to the methods of section 3.1.2 as well as by
simple inspection, that we require νslip ≈ 1.1 for two-dimensional shear periodic boundaries.
This difference between νms and νslip suggests that there are important differences in how
mechanically stable states are accessed between these two regimes.
The values used to perform this scaling collapse are again attained via a Levenberg-
Marquardt type fitting process. This time, however, we take advantage of the clear re-
semblence of the unscaled data of Figure 3.9(a) to the complimentary error function (from
which we may also deduce an underlying normal distribution of stress states). The data




(µ − µc) L1/νslip − b
))
, where erfc is the
complementary error function, and µc, νslip, a, and b are fit parameters. In addition to µc
and νslip as reported above, we find that a ≈ 1.28 and b ≈ −0.047.
3.3.3 Scaling of γslip
Following a similar scaling analysis, we expect γslip to collapse according to
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(a) (b)
Figure 3.10. Scaling collapse in 2D at low dimensionless pressure p̃ = 0.0005.〈
γslip
〉
vs N, unscaled (a) and scaled (b), with µc = 0.097, νslip = 1.10, and
βslip/νslip = −1.05. The unscaled plots show selected values of µ while the












where, as previously, angle brackets denote ensemble averages and fslip,± is a dual branch
function with one branch for µ above (below) µc.
Figure 3.10(a) illustrates the behavior of γslip as a function of particle count N , for several
different values of µ. Here we have required at least one γslip measurement per simulation
for inclusion in this average. Our results, however, are insensitive to this choice unless the









first decreases and then increases with increasing N .




/|µ − µc |
−βslip versus L/|µ − µc |−νslip , for p̃ =
0.0005, with µc = 0.097, νslip = 1.10, and βslip/νslip = −1.05. The estimated values of the
critical parameters µc and νslip are taken from the Levenberg-Marquardt fitting approach
as modified for the scaling description of F as discussed in section 3.3.2. βslip/νslip is
estimated based on the reapplication of the methods of section 3.1.2, taking µc and νslip as
fixed. We also performed the corrections-to-scaling analysis of Ref. [74], which yields the
same result we find with the scaling form of equation (3.7). We also note that the immense
amount of data attainable from each individual simulation yields a very large dataset from
which to apply the scale collapse of Equation (3.7), resulting in a visibly superior collapse
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when compared to γms which may be extracted at most once for each µ per simulation.
3.4 Microstructure of Mechanically Stable Packings in
Plate Driven Shear at Varying µ
To understand why the number density of mechanically stable packings vanishes at µc, we
quantify their structure using the packing fraction φms as well as the stress and contact
fabric tensors σ and R, respectively. Figure 3.11(a) shows a plot of packing fraction φms of
mechanically stable packings generated in 3D via plate driven simple shear as a function of
µ for varying L. Each data point represents the ensemble average of 200 systems. φms shows
weak, nonmonotonic dependence on µ, consistent with Figure 10 of Ref. [23]. Specifically,
φms rises slightly (by about 0.1%) from µ = 0 to µ = µc and then decreases slightly for
µ > µc. Figure 3.11(b) shows the same data plotted as a function of system size L. The
different symbols represent different values of µ, but these curves all lie on top of one
another. As L increases, φms approaches φJ ≈ 0.643, which is indicated by a dashed black
line.
The data presented in Figure 3.11(b) also allows us to estimate the critical length scale
exponent νJ for the isostatic transition. If we assume that there is a diverging length
scale ξJ |φJ − φms |−νJ related to jamming that controls the system-size dependence in
Figure 3.11, we expect that L/ξJ should be a constant and the packing fraction deviation
scales as (φJ − φms) L−1/νJ . The inset to Fig 3.11(b) shows that νJ ≈ 1/1.2 ≈ 0.8. This
result is in agreement with previous studies [14], [26], [44], which have estimated νJ to be
between 0.6 and 1. We again note that this value for νJ is distinct from νms ≈ 1.7− 1.8 that
we estimate for yielding in the initial stress buildup regime.
Force balance at mechanical equilibrium requires that, for plate driven systems, the system
average Cauchy stress tensor σ as defined in Equation (2.2), σxy = σyx = −τ, where τ is the
horizontal force per unit area (unit length in 2D) applied to the upper plate. Additionally,
σyy = p, where p is the vertical force per unit area (unit length in 2D) applied to the
upper plate, and σyz = σzy = 0 in 3D. Figure 3.12(f) shows that in 3D, the force balance
criterion σxy/σyy = −µ requires a proportional change in the corresponding fabric tensor
(of Equation (2.3)) component Rxy/Ryy = −aµ with a ≈ 0.4. Results for 2D plate driven
simple shear (not shown) are identical: we find σxy/σyy = −µ and Rxy/Ryy = −aµ, but
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(a) (b)
Figure 3.11. (a) The packing fraction φms of mechanically stable packings
at jamming onset as a function of applied shear stress µ (denoted here as
Σ). Dierent colors represent dierent system sizes. φms is independent of
µ, and approaches φJ ≈ 0.643 for large system sizes. (b) The same data
from panel (a), plotted instead as a function of system size L. The dierent
symbols represent dierent values of µ, but the curves lie atop one another.
The inset to panel (b) shows the dierence φJ − φms versus L, plotted on a
double logarithmic scale. The solid black line has slope −1.2, implying that
νJ ≈ 0.8 if (φJ − φms L−1/ν). Source: [2]
with a ≈ 0.33. Thus, since mechanically stable packings at increasing µ require particle-
particle contacts to be increasingly oriented along the compressive direction, the vanishing
density of such packings likely results from an upper limit of the stress and corresponding
fabric anisotropies that can be realized in a large system.
We show in Figure 3.12(c), (d), (g), and (h) the excess normal stresses σxx/σyy − 1 ≡ λx
and σzz/σyy − 1 ≡ λz, as well as the corresponding quantities from the fabric tensor
Rxx/Ryy − 1 ≡ ρx and Rzz/Ryy − 1 ≡ ρz. These quantities represent excess compressive
stresses and contacts that exist in the periodic x and z directions. For µ < µc, λx, z and ρx, z
begin at some finite value and tend to zero at large L. For µ > µc, λx, z and ρx, z increase
with µ. We find similar results for 2D simple shear (not shown).
To understand why the normal stress and fabric anisotropies increase with µ, we consider
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(e) (f) (g) (h)
Figure 3.12. (a,e) Close up of mechanically stable packings in 2D illustrating
features of the (a) stress and (e) fabric tensors for the central particle. σ1,2
and R1,2 denote the eigenvalue-eigenvector pairs from the sum over the
contacts (blue and green arrows) for the center particle i (Equations (2.2)
and (2.3)). The magnitudes of the arrows are proportional to the eigenvalues
and the directions are along the eigenvectors. θ′ is the angle between the
larger eigenvector and the compressive direction. (b,f) Ensemble averages of
σxy/σyy and Rxy/Ryy for mechanically stable packings are plotted versus µ
(denoted here as Σ) for varying L, showing σxy/σyy = −µ and Rxy/Ryy ≈
−0.4µ for all L. (c,g) Ensemble averages of the normal anisotropies in
the x direction in the (c) stress tensor, σxx/σyy − 1 ≡ λx, and (g) fabric
tensor, Rxx/Ryy−1 ≡ ρx, are plotted versus µ for varying L. (d,h) Ensemble
averages of the normal anisotropies in the z direction in the (d) stress tensor,
σzz/σyy−1 ≡ λz, and (h) fabric tensor, Rzz/Ryy−1 ≡ ρz, are plotted versus
µ for varying L. Source: [2].
the ensemble averaged stress tensor 〈σ〉 of mechanically stable packings in 3D at a given
µ, which can be written as
〈σ〉 = p
©­­«
1 + λx −µ 0
−µ 1 0
0 0 1 + λz
ª®®®¬ (3.8)
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We consider only the stress components in the x-y plane, which are decoupled from z in
Eq (3.8), and its eigenvalue-eigenvector pairs {σ1, σ1} and {σ2, σ2}. The internal stress
anisotropy is µi = τi/pi, where pi = (σ1 + σ2) /2 and τi = (σ1 − σ2) /2 are the internal






and σ1 is oriented at an angle that deviated from the compression direction by an angle θ′,










Thus, when λx = 0, µi = µ, and σ1 and σ2 are aligned with the compression and dilation
directions, respectively. However, µi is minimized by a positive, nonzero value of λx = 2µ2
with µmini = µ/
√
1 + µ2. This can give µi < µ, but this rotates the larger eigenvector σ1
away from the compression direction.
Near µc for finite systems, mechanically stable packings are scarce, and µi < µ with θ′ > 0
may be preferable, despite the broken symmetry. However, the broken symmetry becomes
more difficult to achieve for larger systems. We note that the dependence of λx , λz, ρx ,
and ρz on L in Figure 3.12(c,d) and (g,h) is suggestive of critical scaling (which we expect
if ξ dominates the behavior of the system near µc) similar to Equation (3.2). The scaling
results for these quantities are not as conclusive, and we leave a more extensive study of the
possible scaling of these quantities for future work.
3.5 Conclusions
We have demonstrated that, for frictionless spherical grains at low dimensionless pres-
sure under shear to the first accessible stable state, the number of mechanically stable
packings vanishes near µc ≈ 0.1. Finite-size effects depend on a diverging length scale
ξ ∝ |µ − µc |
−νms . We find similar results for the cases of 3D plate driven simple shear, shown
in Figure 3.2, for 2D plate driven simple shear, shown in Figure 3.5, in a 2D riverbed-like
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geometry, shown in Figure 3.6 and in a 2D shear periodic geometry, shown in Figure 3.8.
Thus, the critical scaling behavior, including the value of the exponent νms ≈ 1.7 − 1.8,
is generic with respect to changes in spatial dimension, system geometry, and boundary
conditions.
We find that the packing fraction of mechanically stable packings at varying µ shows
weak, nonmonotonic dependence on µ, in agreement with previous work [23]. This weak
dependence suggests that the critical scaling we observe is distinct from that associated with
jamming. The force balance criterion, Figure 3.12(b), is accompanied by a proportional
change in the fabric tensor, Figure 3.12(e). Thus, we argue that µc corresponds to the
maximum anisotropy that can be realized in the large-system limit. This hypothesis is
consistent with our finding that finite-sized mechanically stable packings with µ near or
above µc tend to be rotated relative to the axes of the applied deformation, which can reduce
the internal force anisotropy of mechanically stable packings. However, this effect appears
to vanish in the large system limit, where symmetry dictates that the compressive direction
be aligned with the largest eigenvalues of the stress and fabric tensors for mechanically
stable packings.
We note recent work on jamming by shear [65], [75]–[77], where mechanically stable
packings obtained via simple or pure shear at constant volume also display anisotropic
stress and contact fabric tensors. These results are distinct from those presented here, since
we control normal stress and allow volume to fluctuate. However, we expect future work
to unify these two approaches, providing a complete theory of the density of mechanically
stable packings as a function of volume, stress state, preparation history, and friction.
We have also shown that, for frictionless spherical grains at low dimensionless pressure
in the slip avalanche regime, the number density of mechanically stable packings vanishes
near µc ≈ 0.1, and that, while finite-size effects depend on a diverging length scale in the
shear stress µ, the critical exponents associated with this regime differ from those attained
in the initial stress buildup regime. We find that ξ ∝ |µ − µc |−νslip , with νslip ≈ 1.1 in 2D.
We note that this result is similar to the value ν ≈ 1.1 in 2D from Ref. [73], which presented
a scaling description for yielding in amorphous materials.
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CHAPTER 4:
Critical Scaling with Respect to Shear Stress at
Varied Pressure in Shear Periodic Boundaries
This chapter is adapted from [1]: J. D. Thompson and A. H. Clark, “Critical scaling for
yield is independent of distance to isostaticity,” Phys. Rev. Research, vol. 1, p. 012002(R),
Aug 2019. Available: https://link.aps.org/doi/10.1103/PhysRevResearch.1.012002.
The American Physical Society grants permission for an author’s use of his or her own
published material in a dissertation or thesis.
Existing successful nonlocal rheological descriptions of jammed materials, which include a
diverging cooperative length scale [2], [6], [7], [51]–[53] that depends on shear stress rather
than packing fraction, was discussed in section 1.6. These rheological models, including
our own [2], describe materials that are near φ = φJ , so it is not known how the cooperative
length scale underlying these models related to the isostatic critical point. In this chapter
we show using numerical simulations that yielding in soft disk and sphere packings is
a distinct nonequilibrium critical transition and that it is independent of the distance to
isostaticity. We quasistatically shear systems of repulsive, bidisperse disks and spheres,
holding the dimensionless pressure p̃ = pDd−2/K , where p is the pressure, D is the large
particle diameter, and K is the particle stiffness, fixed and measuring µ, which increases
during an initial shear regime and then plateaus as stress is released in intermittent slips
(see Chapter 3). The statistics of µ obey a scaling description with a diverging length scale
ξ ∝ |µ − µc |
−ν, where νms ≈ 1.8 during initial shear buildup (in agreement with [2]) and
νslip ≈ 1.1 in two dimensions and νslip ≈ 0.8 in three dimensions during the intermittent slip
regime (as seen for soft spheres at low pressure in Chapter 3). The scaling functions and the
values of ν are highly insensitive to the distance from isostaticity set by p̃, which we vary
over nearly four orders of magnitude. µc (p̃) is insensitive to p̃ for p̃ ≤ 10−3, but decreases
logarithmically for higher p̃. The critical scaling functions we show could be used to derive
a particle-scale theory for nonlocal rheological models, including transient behavior, which
is not captured by current models.
We use DEM simulations in shear periodic boundaries as outlined in Chapter 2 to study
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systems of N bidisperse frictionless disks in 2D and spheres in 3D, with a diameter ratio
of 1.4 and equal numbers of each size particle. Systems are prepared at a given pressure
p via isotropic compression and then quasistatically sheared via shear periodic boundaries
as outlined in Chapter 2 and implemented in Chapter 3. Contacting particles interact again
via the purely repulsive contact force F i j = K
(
δi j/
r i j  − 1) r i j , as examined in Chapter 3,
where δi j is the sum of the particle radii for particles i and j, r i j is the vector displacement
between the centers of particles i and j, and K is the particle stiffness. Stresses are again
quantified by the Cauchy stress tensor, Equation (2.2).
As was the case for the shear periodic simulations used in Chapter 3, pressure is maintained




/2, whereσ is the Cauchy stress
tensor as given by Equation (2.2), within 0.5% of the target value. Strain step increments
are of size ∆γ = 10−4, as previously, and the system is allowed to relax before stress tensor
values are attained and the system sheared an additional step. Damping of kinetic energy
is again achieved via a viscous damping force −Bv applied to each particle, where v is the
absolute velocity of a given particle and B is the viscous damping coefficient. B is chosen so
that the dimensionless damping coefficient Γ = B/
√
MpDd−2 is equal to 5, where M is the
mass and D the diameter of a large grain, d is the spatial dimension, and p is the pressure.
This choice of Γ places our average inertial number I ≤ 10−6, well inside the commonly
accepted range I ≤ 10−3 for quasistatic flow [78]. See Chapter 2 for further discussion of
the dimensionless parameters associated with these systems. We find that our results are
independent of Γ in this regime.
Again as in the shear periodic studies at low pressure of Chapter 3, at each strain step,
after the system is quenched at the target pressure, we measure the stress tensor elements as
given by Equation (2.2), and focus on the internal dimensionless shear stress µ = σxy/p, as
shown in Figure 3.7. We once more measure µ, once the system has relaxed, at each strain
step from 0 ≤ γ ≤ 3, in increments of ∆γ = 10−4, resulting in a total of 30,001 states per
simulation. For each value of N and p̃, we simulate an ensemble of 400 systems.
4.1 Relationship of Z and Ziso and φ and φc to p̃
Our studies employ, as a measure of distance to isostaticity, the dimensionless particle
stiffness κ or equivalently the dimensionless pressure p̃ as outlined in Chapter 2. In
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Figure 4.1. Ensemble averaged ∆Z/Ziso versus dimensionless pressure p̃,
where ∆Z ≡ Z − Ziso is the coordination number once rattlers have been
removed and Ziso is the coordination number for an isostatic system of the
same particle count. Each ensemble includes 50 simulations at each value of
p̃ and each system size N = 50, 100, and 200 particles. p̃ gives the fraction
of extra contacts, independent of system size. Source: [1].
order to quantify the relationship between p̃ and the accepted measures of distance to
isostaticity, coordination number Z and packing fraction φ, we isotropically prepare random
arrangements of disks in two dimensions via the shrink/swellmethod used to prepare systems
for shearing via shear periodic boundaries. Ensembles of 50 such systems are examined
for dimensionless pressures ranging from p̃ = 0.0001 through p̃ = 0.2. Once each system
has reached its target pressure and kinetic energy has been dissipated to less than 10−18 per
particle (allowing rattlers to break free of the structural backbone), the non-rattler particles
are counted as are all of their interparticle contacts Z . The excess contact count ∆Z is
defined as
∆Z = Z − Ziso, (4.1)
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where Ziso is the isostatic coordination number given by equation (1.1). The proportional
excess contact count ∆Z/Ziso thus gives the extra contact count relative to Ziso, or the
percent extra contacts in the system. Ensemble averaged percent excess contacts 〈∆Z〉 /Ziso
are depicted in Figure 4.1, and shows that overcompression yields excess contacts such that
〈∆Z〉 /Ziso ∼
√
p̃. Furthermore, the ensemble average relative excess contact count versus
p̃ is similar for N = 50, 100, and 200. Thus the fraction of excess contacts, a measure of
distance to isostaticity, is set by p̃ and is nearly independent of system size [79].
4.2 Independence of excess contact count ∆Z with respect
to shear strain γ
As for our low pressure studies discussed in Chapter 3, distance above isostaticity is charac-
terized by the dimensionless pressure p̃. Figure 4.2 shows the relative excess contact count
∆Z/Ziso, where Ziso is the contact count for an isostatic system with the same non-rattler
particle count (see Equation (1.1)) and ∆Z = Z − Ziso, plotted versus shear strain γ for
N = 50 at various values of p̃. These curves fluctuate around a fixed value but show
no trend, indicating that the shearing process does not, on average, change Z . Thus, the
fraction of excess contacts, a measure of distance to isostaticity, which is set by p̃ and is
nearly independent of system size, as outlined in Chapter 3, is also nearly independent of
the presence of shear deformation [80].
4.3 Scaling near Yield
As discussed in Chapter 3, µ rises with γ throughout the stress buildup regime and plateaus
in the slip avalanche regime, with fluctuations in µ decreasingwith rising N . This qualitative
behavior is unchanged with varying p̃, but the approximate value at which µ plateaus is
observed to fall as p̃ is raised. We perform a finite size scaling analysis on the three
observables (γms, γslip, and the cumulative distribution of states F in the slip avalanche
regime) examined previously for low pressure in shear periodic boundaries. In this case,
however, we will attempt a scaling collapse on these observables over several orders of
magnitude in p̃.
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Figure 4.2. Excess contacts ∆Z/Ziso vs the shear strain γ for individual
simulations with N = 50, where ∆Z ≡ Z−Ziso, Z is the coordination number
once rattlers have been removed, and Ziso is the coordination number for an
equivalent isostatic system. Adapted from [1].
4.3.1 Scaling of γms
Figure 4.3(a) shows 〈γms〉 in 2D, plotted as a function of N = L2 for various values of µ,
at a dimensionless pressure of p̃ = 0.05, far above the low pressure (0.0005 ≤ p̃ ≤ 0.001)
systems studied previously. Qualitatively, the behavior of 〈γms〉 is similar to the low pressure
behavior shown in e.g., Fig 3.8. In this case, however, the 〈γms〉 curves begin to increase
sharply at lower values of µ, suggesting that the critical shear stress µc may in fact be lower
at higher pressures.
We again posit a diverging length scale ξ ∝ |µ − µc |νms , leading to finite size scaling of the
form








Figure 4.3(b) displays the resulting scaling collapse with µc = 0.061, νms = 1.8 and
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(a) (b)
Figure 4.3. Scaling collapse in 2D at high dimensionless pressure p̃ = 0.05.
Mean strain 〈γms〉, unscaled (a) and scaled (b), to the rst mechanically
stable state at dimensionless shear stress µ, for 24 ≤ N ≤ 3654, collapsed
onto the proposed scaling form with µc = 0.061, µms = 1.8, and βms/νms =
0.25. The scaled data includes all values of µ and N, and the unscaled plots
show only selected curves.
βms/νms = 0.25. These estimates of the critical parameters were again attained via the
Levenberg-Marquardt fitting approach outlined in section 3.1.2. We note that our estimate
of νms is in agreement with [2], and that βms/νms is also near the value proposed in that work.
µc, however, is significantly lower than the value of approximately 0.1 reported from [2],
[20].
We next perform the same analysis for varying p̃, over the range 5 ·10−5 ≤ p̃ ≤ 2 ·10−1 in 2D
and 2 · 10−4 ≤ p̃ ≤ 2 · 10−1 in 3D, spanning from near isostaticity (where ξJ is large) to far
from isostaticity (where ξJ is small). The scaling description in Equation (4.2) and shown
in Figure 4.3 holds for all values of p̃ in both 2D and 3D. In all cases, the scaling functions
themselves are nearly indistinguishable from those shown in Figure 4.3, with variations in
the critical parameter µc which will be discussed in section 4.3.4.
4.3.2 Scaling of the Cumulative Distribution F
As for the case of shear periodic boundary driven flow at low pressure as seen in Chapter 3,
we perform a finite size scaling analysis on the ensemble averaged distribution F (µ) of the
fraction of states in the slip avalanche regime (defined as before as γ ≥ 0.5) which are greater
than or equal to µ. Figure 4.4(a) illustrates F (µ) versus µ at the high dimensionless pressure
p̃ = 0.05 (and corresponding small cooperative length ξJ ∝ |φ − φJ |−νJ ) for various particle
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(a) (b)
Figure 4.4. Scaling collapse in 2D at high dimensionless pressure p̃ = 0.05,
24 ≤ N ≤ 10,000. Fraction of states F above µ, unscaled (a) and scaled
(b), with µc = 0.061, νslip = 1.09, and βF = 0. The unscaled plot shows
selected values of N, while the scaled plot shows all data. Adapted from [1].
counts N in two dimensions, from N = 64 through N = 10,000 . Once again we observe
the characteristic complimentary error function like behavior and the apparent convergence
toward a step function as N becomes large, again indicating the sharp disappearance of
mechanically stable states at µ = µc in the large system limit.
We once again scale according to the finite size scaling form
F = f
(
(µ − µc) L1/νslip
)
, (4.3)
where we have once more chosen the alternate, single branch scaling function f due to F (µ)
displaying a single broad category of behavior, and have taken the critical exponent βF = 0
since all of the unscaled data appears to approximately share a common crossover point.
The resulting scaling collapse is illustrated in Figure 4.4(b), with the critical parameters
µc = 0.061 νslip = 1.09, and βF = 0. Again we note the difference between our estimates of
νms and νslip, and the implication of significant differences in howmechanically stable states
are accessed in the stress buildup and slip avalanche regimes. These parameters (other than
βF, which is taken to be equal to zero as discussed above) are again attained by adapting
our Levenberg-Marquardt fitting process as described in section 3.1.2 to a complimentary
error function. Further details and results of these fits are discussed in section 4.3.4.
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(a) (b)
Figure 4.5. Scaling collapse in 2D at intermediate dimensionless pressure
p̃ = 0.005, 32 ≤ N ≤ 512. Fraction of states F above µ, unscaled (a) and
scaled (b), with µc = 0.086, νslip = 1.12, and βF = 0. The unscaled plot
shows selected values of N, while the scaled plot shows all data. Adapted
from [1].
We perform the scaling analysis on F described above for a wide range of p̃ (and therefore
a wide range of ξJ), 5 · 10−5 ≤ p̃ ≤ 2 · 10−1 in 2D and 2 · 10−4 ≤ p̃ ≤ 2 · 10−1 in 3D,
performing the same estimation process for the critical parameters µc and νslip at each value
of p̃. An example scaling collapse of F in 2D at the intermediate value of p̃ = 0.005 is
shown in Figure 4.5 with the critical parameters µc = 0.086 and νslip = 1.12. A low pressure
(p̃ = 0.0005) scaling collapse of F has already been shown in Figure 3.9. An example
scaling collapse of F in 3D at p̃ = 0.05 is shown in Figure 4.6 with the critical parameters
µc = 0.074 and νslip = 0.832. As observed for the case of 〈γms〉, the scaling description in
Equation (4.3) and shown in Figures 3.9, 4.4, 4.5, and 4.6 holds for all examined values
of p̃ in both two and three dimensions.
4.3.3 Scaling of γslip
















as employed in Chapter 3. Figure 4.7(a) illustrates unscaled data for p̃ = 0.05 in 2D, plotted
as a function of N = L2 for various µ. Again we see behavior similar to that observed at
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(a) (b)
Figure 4.6. Scaling collapse in 3D at high dimensionless pressure p̃ = 0.05,
32 ≤ N ≤ 1024. Fraction of states F above µ, unscaled (a) and scaled
(b), with µc = 0.074, νslip = 0.832, and βF = 0. The unscaled plot shows
selected values of N, while the scaled plot shows all data. Adapted from [1].




displaying divergent behavior at lower values of
µ.
Figure 4.7(b) shows the same data (and additional data at the same p̃ scaled as (4.4), with
µc = 0.061, νslip = 1.09, and νslip/βslip = −1.05. Estimates for these critical parameters and
all others discussed in this section were again attained via the fitting process of section 3.1.2.




and of the resulting values is found
in section 4.3.4.
As for the other observable quantities we have associated with our quasistatic, shear periodic
geometry simulations, we perform the above scaling analysis over 5 · 10−5 ≤ p̃ ≤ 2 · 10−1 in
2D and 2 · 10−4 ≤ p̃ ≤ 2 · 10−1 in 3D, in order to examine finite size scaling both very near
isostaticity (where ξJ is large) and well above isostaticity (where ξJ is small). We perform
the same critical parameter estimation process at each value of p̃. Finite size scaling of〈
γslip
〉
as given by Equation (3.7) is shown for p̃ = 0.005 in Figure 4.8, with µc = 0.086,
νslip = 1.12, and βslip/νslip = −1.05. An equivalent high pressure (p̃ = 0.0005) collapse has
been demonstrated in Figure 3.10. Figure 4.9 illustrates a scale collapse in three dimensions
at p̃ = 0.05, with µc = 0.074, νslip = 0.832, and βslip/νslip = −1.37. Once again, the scaling
functions are similar enough as to be indistinct from one another without careful inspection.
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, unscaled (a) and scaled (b), to the rst mechanically
stable state at dimensionless shear stress µ, for 24 ≤ N ≤ 3654, col-
lapsed onto the proposed scaling form with µc = 0.061, µslip = 1.09, and
βslip/νslip = −1.05. The scaled data includes all values of µ and N, and the
unscaled plots show only selected curves.
4.3.4 Estimates of the Critical Parameters versus p̃
As already noted, estimates of the critical parameters µc and νslip are attained as the








, where a, b, µc, and νslip are fit parameters. Figure 4.10(a)
displays the resulting values of µc for all studied values of p̃ in two and three dimensions,
while Figure 4.10(b) shows estimates of νslip versus p̃ in two and three dimensions. Each
data point in Figure 4.10 represents a fit of all data (as in, e.g., Figures 3.9, 4.4, 4.5, and
4.6 and similar) over many system sizes (typically 32 ≤ N ≤ 1024) with 400 simulations
per system size, so the plateau in Figure 4.10 is not a system size effect. We find that
µc is independent of p̃ for p̃ ≤ 10−3 and decreases logarithmically for p̃ > 10−3, which
agrees with Favier de Coulomb et al. [80]. This decrease in µc occurs as excess contacts
are added, which changes the structure of the force networks. In the low pressure regime in
two dimensions, µc is in good agreement with [20].
However, we observe no similar crossover behavior as the distance to isostaticity is varied in
any other aspect of the scaling behavior. The critical exponents, as shown in Figure 4.10(b),
and the scaling functions, as shown in Figures 3.9(b), 4.4(b), 4.5, and 4.6, are highly
insensitive to p̃, despite the wide variation in distance to isostaticity. Specifically, we find
that νslip ≈ 1.1 ± 0.1 in 2D, and νslip ≈ 0.8 ± 0.03 in 3D. The uncertainty is estimated from
70
(a) (b)
Figure 4.8. Scaling collapse in 2D at intermediate dimensionless pressure




, unscaled (a) and scaled (b), to the rst
mechanically stable state at dimensionless shear stress µ, for 32 ≤ N ≤ 1024,
collapsed onto the proposed scaling form with µc = 0.086, µslip = 1.12, and
βslip/νslip = −1.05. The scaled data includes all values of µ and N, and the
unscaled plots show only selected curves.
the scatter in the data for different p̃, as seen in Figure 4.10.
In order to estimate βslip we take the values of µc and νslip attained from our finite size scaling




at various p̃ through the scaling form of Equation (4.4). We find that βslip/νslip ≈ −1 ± 0.1
in 2D, and βslip/νslip ≈ −1.3±0.1 in 3D. The uncertainty is again estimated from the scatter
in the data for different p̃.
For the initial shear regime, we estimate νms and βms/νms by again taking µc as attained from
finite size scaling of F as known and perform our Levenberg-Marquardt estimation approach
on the remaining parameters. We find that νms ≈ 1.8 is insensitive to p̃. However βms/νms
appears to vary from roughly 0.2 at high p̃ to 0.6 at low p̃. This again points to potentially
important differences between how mechanically stable states are explored between the slip
avalanche and initial shear regimes and may have consequences for size-dependent arrest
transitions [2], [81], [82].
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, unscaled (a) and scaled (b), to the rst mechanically
stable state at dimensionless shear stress µ, for 32 ≤ N ≤ 1024, col-
lapsed onto the proposed scaling form with µc = 0.074, µslip = 0.832,
and βslip/νslip = −1.37. The scaled data includes all values of µ and N, and
the unscaled plots show only selected curves.
(a) (b)
Figure 4.10. Values for (a) µc and (b) νslip versus p̃, measured using the
tting protocol described in section 3.1.2. Results in 2D and 3D are denoted
by circles and triangles, respectively. Solid lines in (a) represent a linear t
of µc versus log (p̃) from p̃ = 10−3 through 2 · 10−1, while the dashed lines
represent the large-stiness limit. Adapted from [1].
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CHAPTER 5:
Ongoing and Future Work: Friction
Our current area of inquiry [3] attempts to address the question of what effect nonzero
surface friction for particle-particle contacts has with respect to the critical exponents
identified in Chapters 3 and 4 as well as the structural signatures associated with yielding
identified in Chapter 3. Friction is modeled on two distinct length scales. First, a Cundall-
Strack tangential spring model [55] is used to simulate a surface friction coefficient µsurf on
a microscopic scale. We also implement a “bumpy” sphere particle geometry as illustrated
in Figure 5.1 to provide an effective friction coefficient µeff that arises from geometric
asperities on each particle interlocking in complex ways [25].
Our initial approach is to employ a strain controlled version of our plate driven simulation
geometry— rather than apply a predetermined shear force to the top plate, wemove the plate
in small strain steps ∆γ = 10−4, and allow kinetic energy to dissipate via a damping term
applied to the particle-particle force law (which is calculated to give a desired coefficient of
restitution). At each strain step, following system relaxation, the stress and fabric tensors are
calculated. The returned data structures are thus very similar to those attained previously in
shear periodic boundary simulations, and may be analyzed in the same fashion as discussed
in Chapters 2, 3, and 4.
Figure 5.2(a) illustrates the behavior of µc with respect to µsurf in 2D for tangential spring
type friction at a dimensionless pressure p̃ = 0.001 (near the high pressure end of the plateau
in µc observed in Figure 4.10(a)). Figure 5.2(b) depicts νslip versus µsurf for p̃ = 0.001
in 2D. These critical parameters were estimated from ensembles of 20 systems each for
particle counts N of powers of two, 32 through 512, for each value of µsurf which was
investigated, using the methods of section 3.1.2.
These results, while preliminary, indicate that once µsurf rises above approximately 0.02,
the presense of friction raises the value of the critical shear stress µc logarithmically, until
µc reaches another plateau at approximately µsurf = 1. This behavior is consistent with
existing studies involving friction such as [20], [25]. According to estimates as shown in
Figure 5.2(b), the critical exponent νslip, one of the defining parameters of this universality
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Figure 5.1. Example bumpy particle plate driven geometry. The upper and
lower boundaries are made of particles identical to the larger system particles.
The lower boundary is xed, while the upper boundary is moved horizontally
in small strain steps and is subject to a vertical force which sets the system
pressure. The geometric asperities on each particle interact in complex ways
during collisions and give rise to an eective friction coecient [25] µeff,
which is equal to 0.5 above.
class, may remain fixed as the friction coefficient µsurf is varied. Further studies will
verify the behavior of the critical parameters in systems with friction, how friction due to
geometric asperities combines with Cundall-Strack type friction, and how the indicators




Figure 5.2. Critical parameters versus friction coecient µsurf with tangential
spring friction [55] in 2D. (a) The critical yield stress µc displays two plateaus,
one at low friction (note that µc is near its frictionless value in this regime),
and one at high friction, with a logarithmic rise between, which occurs from
approximately µsurf = 2 ·10−2 to µsurf = 1. (b) νslip varies only slightly about
a central value of approximately 1.1, its value estimated in the absence of
friction in Chapter 4.
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This chapter is adapted from [1]: J. D. Thompson and A. H. Clark, “Critical scaling for
yield is independent of distance to isostaticity,” Phys. Rev. Research, vol. 1, p. 012002(R),
Aug 2019. Available: https://link.aps.org/doi/10.1103/PhysRevResearch.1.012002.
The American Physical Society grants permission for an author’s use of his or her own
published material in a dissertation or thesis.
We have shown here that shear amorphous soft sphere packings display finite size scaling
that is consistent with a diverging length scale ξ ∝ |µ − µc |−ν. The value of µc varies
as p̃ is changed and extra contacts are added, but the forms of the scaling functions and
the values of the critical exponents are nearly independent of distance to isostaticity over
nearly four orders of magnitude in p̃. Considering the correlation length for isostaticity
ξJ ∝ |φ − φJ |
−νJ , if one assumes that νJ is of order unity [44] and p̃ ∝ (φ − φJ) for harmonic
interactions [14], then varying p̃ over this range represents ξJ varying over a similar range.
This range represents an enormous variation with respect to the isostatic critical point,
implying that the distance to isostaticity does not control the critical behavior we have
demonstrated here. Our results suggest that yielding in, e.g., emulsions, foams, or granular
materials is controlled by an underlying nonequilibrium critical transition that is distinct
from isostaticity. We note that νslip ≈ 1.1 in 2D and νslip ≈ 0.8 in 3D are similar to the values
ν ≈ 1.1 in 2D and ν ≈ 0.7 in 3D from Ref. [73], which presented a scaling description for
yielding in amorphous materials [66], [68], [71]. Our results therefore admit the possibility
that yielding in particulate materials and in these other amorphous materials are members
of the same universality class.
Figure 6.1 shows the Liu-Nagel jamming phase diagram from, e.g., Refs. [14], [75], [83],
and many others, but with p̃ on the horizontal axis and µ = τ/p on the vertical axis. The
solid blue line represents the critical yielding boundary in 2D from Figure 4.10(a), and
the solid vertical black line represents the isostatic critical transition. Jammed states exist
only in the lower right region, above isostaticity and below the critical yielding boundary.
Unjammed or fluidlike states can be either hypostatic (Z < Ziso and p = 0) or hyperstatic
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Figure 6.1. Phase diagram summarizing the results of this chapter. The
solid blue line represents the estimation of µc (p̃) in 2D from Figure 4.10(a).
Source: [1].
(Z > Ziso and p > 0). Some previous work on critical scaling near isostaticity has studied
the onset of yield stress behavior under shear at varied φ [26], [44], [47], [49], [83]. Such
a system is situated at the “triple point” indicated by the red dot at the intersection of the
jamming and yielding lines in Figure 6.1. A complete theory may be able to unify these
two critical transitions by a better understanding of the behavior at this point.
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APPENDIX: Renormalization Group Approach to the
One-Dimensional Ising Model
Figure A.1. Schematic representation of a periodic one-dimensional Ising
model with N spins. Source: [29]
As a relatively simple example of an application of renormalization group theory, we now
apply the above principles to the case of the periodic one-dimensional Ising model in the
absence of an external magnetic field. As outlined in [29] and other advanced statistical
mechanics texts, we begin with a one-dimensional, periodic lattice with N lattice sites,
which may be envisioned as a closed ring of magnetic moments, each interacting only with
its nearest neighbors. Such a system, with N spins in total, is shown in Fig A.1. Summing
over nearest neighbor pairs in one dimension is accomplished with little difficulty, and the





















where {σi} sum is over all permutations of each spin σi = ±1 and K ≡ J/kBT is the
dimensionless coupling constant for this system. This system has been solved exactly by
non-renormalization methods (see, e.g., [29]) by examining in detail the behavior of the
Helmholtz free energy F = kBT ln (Z). These results will be useful for comparison to a









We proceed now by summing out every other point on the lattice, effectively doubling
the smallest length scale under consideration while retaining an exact expression for the




































Note now that this expression is independent of the value of the odd numbered spins, and
that we have effectively removed the length scale corresponding to a single lattice spacing
from the problem. Our goal now is to demonstrate that Equation A.4 is equivalent to the
partition function determined by an interaction of the original form (Equation A.3), with a





















where f (K) is the (separable) part of the new partition function that does not possesss any







= f (K) eK
′σjσj+2
for all spins σj and σj+2. For every such set of spins, σj and σj+2 may each only take the
values ±1, and so for each possible configuration
σj = +1, σj+2 = +1→ 2 cosh (2K) = f (K) eK
′
σj = −1, σj+2 = −1→ 2 cosh (2K) = f (K) eK
′
σj = +1, σj+2 = −1→ 2 = f (K) e−K
′
σj = −1, σj+2 = +1→ 2 = f (K) e−K
′
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Figure A.2. Successive values of the rescaled coupling constant K′ for
the one-dimensional Ising model under renormalization group ow. For
any nonzero starting temperature (K ≡ J/kBT > 0, where J is the cou-
pling constant between spins), repeated application of the recursion formula
K′ = 1/2 · ln (cosh (2K)) asymptotically approaches K′ = 0 and temperature
T → +∞.
Note that there are only two independent equations for our two unknowns f and K′. We are
left with
cosh (2K) = e2K
′
(A.5)
4 cosh (2K) = ( f (K))2 (A.6)




ln (cosh (2K)) (A.7)




This is our recursion relation under successive decimation of every other lattice site. As
stated above, the critical points of any continuous phase transitions which this system
possesses must marked by self-similarity under rescaling, and are therefore fixed points





This expression has a single real solution at K = 0, corresponding to the T → +∞ limit,
where thermal fluctuations overwhelm any other energy considerations and the system
behaves as though there is no coupling between adjacent spins. Furthermore, this fixed point
is stable under successive decimations and rescalings, as shown graphically in Fig. A.2:
Any nonzero starting temperature flows under successive rescalings toward the infinite
temperature limit, where K′ = 0 and thermal fluctuations completely overwhelm any other
energy considerations, effectively decoupling adjacent spins.
There exists onemore fixed point under renormalization group flow – the unstableK → +∞,
corresponding to the zero temperature limit. The fixed point here is unstable since any
deviation from zero initial temperature will lead toward the infinite temperature limit under
successive rescalings. Wemay therefore consider the temperatureT = 0 to be a critical point
of the system. Note that this interpretation of the system’s fixed points is consistent with
our informal argument in section 1, and with existing complete solutions for the Helmholtz
free energy and the thermodynamic quantities derivable from it [29].
The preceding renormalization group analysis, while simple in comparison to systems
which display critical behavior at nonzero temperatures, such as the two-dimensional Ising
model, illustrates well the central concepts of the renormalization group approach (i.e.,
eliminating successive length scales from the system, self-similarity at a critical point), and
the relationship of self-similar systems to critical points.
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