Abstract. We consider the Fröhlich N -polaron Hamiltonian in the strong coupling limit and bound the ground state energy from below. In particular, our lower bound confirms that the ground state energy of the Fröhlich polaron and the ground state energy of the associated Pekar-Tomasevich variational problem are asymptotically equal in the strong coupling limit. We generalize the operator approach that was used to prove a similar result in the N = 1 case in [LT] and apply a Feynman-Kac formula to obtain the same result for an arbitrary particle number N ≥ 1.
Introduction and Main Results
The polaron was modelled in 1937 by Fröhlich in order to explain the phenomenon of electrical breakdown in crystals [Fr] . The model describes a single electron interacting with the phonon field of the lattice of atoms of a polar crystal. In the time since Fröhlich's initial studies, the polaron has found interest not only in condensed matter theory, but also as a simple example of non-relativistic quantum field theory. 'Polaron' refers to the quasiparticle of the electron together with the phonons created by its interaction with the polar crystal. We refer the reader to [AD] and [M] for more details.
The N -polaron is a generalization of the single electron case, and describes N electrons interacting with the phonon field and also each other through the Coulomb force. There is an asymptotic formula for the ground state energy in the strong coupling limit. In the case N = 1 it was proposed by Pekar in [P] and proven by Donsker and Varadhan in [DV] . We are interested in proving this formula for polarons of an arbitrary electron number, i.e., when N > 1.
The Fröhlich Hamiltonian describing a single electron interacting with a polar crystal is given by
and acts on the Hilbert space L 2 (R 3 ) ⊗ F , with F the bosonic Fock space over L 2 (R 3 ). Here p = −i∇ is the electron momemtum operator and the phonon field energy is
where a * (k)/a(k) are the creation/annihilation operators for a phonon of momentum k. The interaction of the crystal modes with the electron is
dk |k| e ikx a(k) + e −ikx a * (k) .
The coupling constant α > 0 describes the strength of the interaction between the electron and the polar crystal. For a careful definition of H (1) as a self-adjoint operator that is bounded from below, we refer the reader to [N] (see also [MS] ). For our methods, this definition is not Date: May 5, 2014 . c 2012 by the authors. This paper may be reproduced, in its entirety, for non-commercial purposes.
very important as one can always interpret H
(1) as a quadratic form that is bounded from below. We define its ground state energy by E
(1) (α), where we have denoted its dependence on α.
The Hamiltonian describing N electrons in a polar crystal (the 'N -polaron' or 'multipolaron') is given by
with X = (x 1 , ..., x N ) ∈ R 3N . Here p i = −i∇ xi is the momentum operator for the i-th electron and
is the Coulomb repulsion between the electrons. The Hamiltonian H (N ) U acts on L 2 (R 3N ) ⊗ F . Physically, the parameter U is the square of the electron charge and satisfies U > 2α. However, we will also consider the regime U ≤ 2α.
The ground state energy of H (N ) U is denoted by E (N )
It is well known that E (N ) U (α) > −∞ and this is even a simple consequence of our methods. In fact, when U > 2α, the system is stable; that is, the ground state energy is bounded below by a constant times the particle number [FLST] .
The strong coupling limit, in which α → ∞, was first studied by Pekar in the 1950s [P] . He hypothesized that in this limit, the asymptotic ground state would equal a product state ψ ⊗ ξ, for ψ an electronic wave function and ξ a phonon wave function. If one computes ψ ⊗ ξ|H (N ) U |ψ ⊗ ξ using the Pekar ansatz, it is easy to determine the minimizing phonon wave function ξ for a given electronic wave function ψ. With this choice of ξ, one is led to the N -particle Pekar-Tomasevich (PT) functional defined for ψ ∈ H 1 (R 3N ) as
where
The hat indicates that dx i is omitted in the integration. We define the ground state energy of the PT functional to be
In the case N = 1 we drop the subscript and write E (1) (α). This case was studied by Lieb [L] who proved that there is a unique minimizer up to translations. The PT functional in the case N > 1 is studied in [Le] , where the existence of minimizers is proven. Lewin also addresses the problem of binding in the PT functional. In the regime U ≤ 2α the ground state energy of the PT functional is studied in [BB] ; they also sketch the derivation of (7) from the Pekar ansatz.
A scaling argument gives
Furthermore, because one can construct wave functions where the electrons are arbitrarily far apart from one another, the ground state energy of the PT functional is subadditive:
Pekar's hypothesis amounts to the conjecture that in the strong coupling limit, the asymptotic formula
holds. Here, ν = U/α is a fixed constant.
Because it arises using a variational ansatz, E
U (α) is automatically an upper bound for E (N ) U (α). In 1983, Donsker and Varadhan first confirmed (12) in the case N = 1 [DV] . However, their proof did not give a rate of convergence and did not easily generalize to other settings. In 1995, Lieb and Thomas developed a simpler proof using operator methods [LT] . They bound E
(1) (α) from below by E (1) (α) minus an error term which is negligible in the strong coupling limit, thus proving (12).
In the paper [MS] , Miyao and Spohn treated the strong coupling limit in the bipolaron case (their proof lies in the appendix) using the methodology of [LT] . It was also claimed in [FLST] that the proof in [MS] generalizes to the N > 2 case. Unfortunately, the proof in [MS] is slightly incomplete. While not confirming the formula (12), their proof does give a lower bound on the energy of wave functions that describe electrons which are all localized to the same small box in space (the case that their methods do not address is when the electrons are very far apart from one another). Furthermore, this generalizes easily to N > 2. In fact, this generalization is a crucial element in our own proof.
It is our contribution to complete the proof using a Feynman-Kac formula, and to make the generalization to the N > 2 case. In particular, we prove a lower bound for the ground state energy E (N ) U (α) which implies (12) for any N . The astute reader will have noticed that we do not impose any symmetry constraints on the electron wave functions. Ideally, one would like to obtain a lower bound for the ground state energy E (N ) U (α) (taken over only antisymmetric wave functions) in terms of E (N ) U (α) but with the infimum in (9) replaced by an infimum over the antisymmetric wave functions in H 1 (R 3N ). However, our methods do not directly generalize to this setting.
We now state our main result. In particular, it confirms (12). Recall that the ratio ν = U/α is fixed.
Theorem 1.
(i) For any given ν > 2 and ǫ > 0 there exists a constant C ǫ,ν > 0 such that for all N ∈ N and α > ǫN 4 ,
(ii) For any given ν > 0 and ǫ > 0, there exists a constant D ǫ,ν > 0 such that for all N ∈ N and α > ǫ,
The asymptotic formula (12) allows us to extract information about the Fröhlich Hamiltonian from the PT approximation. In [Le] , it was proven that for any N , there is a ν(N ) > 2 so that the binding inequality
holds for any ν ≤ ν(N ) and k. This clearly implies Corollary 1. For any N there is a ν(N ) > 2 so that for every ν < ν(N ), there is an α(N, ν) > 0 so that the binding inequality
holds for any α ≥ α(N, ν) and any k.
In Theorem 1 we have stated two lower bounds which are valid for different relative sizes of α and N ; both imply (12). It is an eventual goal to prove a lower bound of the kind (when ν > 2 and hence the system is stable),
Such a lower bound would imply that one can, in a certain sense, 'commute' the two limits N → ∞ and α → ∞ when considering the quantity
In this sense, (13) is not optimal in the N dependence of the error term. The N 9/5 term is close; however, as stated, the bound does not necessarily hold if one takes N → ∞ first. We hope that (13) is a first step towards (17).
Let us comment on the restriction on α in Theorem 1(i). In the physical regime ν > 2 where the PT energy satisfies E
4 is necessary for the error in (13) to be small. What we mean is that, if one rewrites the RHS of (13) as
, then it is easy to see that the error term will be small relative to the PT energy only if α ≫ N 4 . Therefore, (13) is only useful if the assumption α > ǫN 4 is satisfied, and so this assumption isn't very restrictive anyway. Comparatively, in the regime ν < 2, we have that E (N ) [BB] . Rewriting the RHS of (14) as
, we see that the corrections to the PT energy are small regardless of the relative size of N and α (as long as α ≫ 1).
1.1. Outline of Proof. Our proof generalizes the operator methods developed in [LT] , which treated the N = 1 case, to polarons of arbitrary electron number. Using a continuous version of the IMS localization formula, we localize the electrons to cubes of a fixed side length in R 3 . While we have localized each of the electrons to their own cube, we do not, a priori, know anything about how far the electrons are from one another. To quantify how spread out they are, we partition the electrons into disjoint clusters. Electrons in a single cluster are not too far from each other, and the electrons in different clusters are separated by some minimum distance.
The generalization of the methods in [LT] (and also [MS] ) provides a lower bound on the energy of the electrons that depends on how far apart the electrons are from one another; that is, if they are very spread out, then the lower bound is not very useful. What we would like to do is ignore the interaction between electrons lying in different clusters, and apply the methodology of [LT] to obtain a bound on the energy of each individual cluster. Since the electrons in a single cluster will be tightly packed, the bounds given by [LT] will be good enough to handle the energy of the clusters.
In [FLST] , the Feynman-Kac formula was applied in order to bound the interaction of two localized electrons sufficiently far from each other. We generalize this to the N -polaron case to show that we can ignore the interaction between different clusters (at an appropriate error) and treat each cluster as its own subsystem. Subsequently, we sum up the bounds on each cluster energy obtained using [LT] ; this will in turn yield Theorem 1.
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Proof of Theorem 1
Step 1 (Localization). The first step in proving Theorem 1 is to apply a continuous version of the IMS localization formula in order to localize each electron into a cube of finite side length.
Fix R > 0 and for
is the 3N -cube of side length R centered at (a 1 , ..., a N ). Let B R be the set of normalized wave functions for which the support of their electronic part is contained in
The following proposition is proven in [LT] in the case N = 1, where the IMS localization formula is applied. We generalize this to arbitrary N .
Proof. Let ǫ > 0 and Φ be a normalized wave function such that Φ|H
We can take ψ so that ∇ψ 2 L 2 ≤ 3N π 2 /R 2 + ǫ and ψ L 2 = 1 (i.e., it approximates the ground state of the Dirichlet Laplacian). For this choice of ψ,
There must be a Y 0 ∈ R 3N for which the integrand appearing above is non-positive and ψ Y0 Φ|ψ Y0 Φ is nonzero. Therefore,
Since
We now fix a Φ ∈ B R for an R > 0 which will be chosen later. Each of the N electrons described by Φ is located in a cube Q i of side length R centered at some a i ∈ R 3 . The remainder of the proof constitutes finding a lower bound for Φ|H (N ) U |Φ which holds independently of Φ; i.e., finding a lower bound for the RHS of (19).
Step 2 (Partitioning of electrons into clusters). The direct generalization of [LT] and [MS] to the N -polaron case produces a lower bound on Φ|H N U (α)|Φ which depends on how far apart the localized electrons are from one another. Herein lies the main difficulty in our proof: we do not, a priori, know that the cubes
within which the electrons are contained are close enough to each other so that this bound is useful. In order to overcome this challenge, we must quantify how spread out the electrons are. This is accomplished by partitioning the electrons into clusters.
Let d(i, j) = dist{Q i , Q j } be the distance between the cubes containing the supports of the i-th and j-th electrons. Let d > 0 be a fixed constant. We define the relation ∼ on {1, ..., N } by
Clearly ∼ is a relation of equivalence and we let G 1 , ..., G l be the disjoint equivalence classes to which we will give the suggestive name of 'clusters.' The interpretation of ∼ is that we have placed two electrons in the same cluster iff either they are less than d apart or they are connected by a sequence in which consecutive electrons are less than d apart.
There are two important properties of these clusters: Property (P2) will allow us to apply the Feynman-Kac formula to bound the interaction between electrons in different clusters. Property (P1) will allow us to apply the methods of [LT] to bound the remaining energy of each cluster of electrons.
Step 3 (Removing the inter-cluster interaction). For the cluster G i , we define
where the infimum is taken over N i −polaron wave functions ϕ which have the same support properties as the electrons in G i . More precisely, if the electrons in G i are localized in the cubes Q j1 , ..., Q jN i then the ϕ appearing in the above infimum are also supported in the same
Physically, E(G i ) may be interpreted as the lowest energy the electrons in the cluster G i can have (ignoring, of course, the existence of the other N − N i electrons).
The following lemma provides a lower bound for E (N ) U (α) in terms of the cluster energies { E(G i )} i and an error term due to the inter-cluster interaction.
Lemma 1. For our fixed Φ ∈ B R we have,
In particular, we have,
Remark 1. This is a direct generalization of Lemma 1 in [FLST] , in which the N = 2 case is proven.
Proof. The Feynman-Kac formula [R] implies that the infimum of the LHS of (24) over normalized wave functions localized in
Above, dW T xj denotes the Wiener measure of closed Brownian paths ω i : [0, T ] → R 3 , starting and ending at x j . χ Qj (ω j ) is a characteristic function which is 1 if ω j stays inside the cube Q j for all times and 0 otherwise.
We use our choice of clusters to bound the integrand in the above equation. Specifically, we obtain for paths {ω i } i lying in the cubes {Q i } i (the only paths for which the characteristic functions χ Qi (ω i ) are nonzero),
The terms appearing in the first line of (29) involve electrons either lying in the same cluster or lying in different clusters; in the subsequent upper bound, the former have been left unchanged, but the latter have been bounded above using what we know about the inter-particle distance.
To be precise, we have used that
where, if
and Z Qi 1 ,...,Qi N k (T ) is defined in the obvious way by (28). Taking the limit T → ∞ on both sides of (30) yields (24). Since U ≥ 0, (25) follows from (24). Solving for the d that makes the terms appearing on the RHS of (24) vanish and recalling property (P2) of the clusters we obtain (26).
Step 4 (Lower bound for cluster energies). Lemma 1 tells us that we need only bound each E(G i ) from below. To obtain such a bound, we will follow very closely [LT] and [MS] , and our methodology is essentially a straightforward generalization to the N > 2 case. We give here the proof for reader convenience, and also refer those interested in more details to these papers.
Our first step in deriving the lower bound will be to replace the Hamiltonian H (Ni) U with an ultraviolet cutoff Hamiltonian. For K i > 0 (the value of our ultraviolet cutoff) let
We now prove:
be the N i -polaron Hamiltonian as in (4) and H
Ni,U Ki
be the cutoff Hamiltonian as in (32). Then,
Remark 2. By completing the square, the phonon variables can be eliminated from H N,U K as in [LT] , for some cut-off K. This leaves only the positive kinetic energy, positive Coulomb energy and a negative constant proportional to K. Therefore, applying Lemma 2 to H
Proof. For notational simplicity we write N and K instead of N i and K i , and relabel the electrons in the cluster G i as 1, ..., N . We define for each electron the vector operator
3 ), where
A standard calculation yields
where the rightmost equality defines H I . Above, p ij is the i-th electron momentum in direction j. We now bound the LHS of (35). Fix ǫ > 0. For arbitrary normalized ϕ,
In the last line we have used
Additionally, the standard upper bound
holds, with
At this point, we take ǫ = 8N α/πK. With H I defined as in (35), the bounds (36) and (38) imply
from which it follows that
The above inequality proves Lemma 2.
Let us focus on a single cluster G i . We prove the following bound for the cluster energies:
Proposition 2. For the cluster G i let P i and δ i be positive constants, with 2δ i < 1. Assume that the ultraviolet cut-off K i satisfies 8αN i < πK i . Then,
Remark 3. The meaning of the constants P i and δ i will be made clear below. The values of all the parameters introduced in Proposition 2 will be chosen later (each claim of Theorem 1 requires a different choice of constants). Our definition of F (N i ) is suggestive; we are thinking of the lower bound for E(G i ) as a function of the particle number N i . Indeed, we will later see that the parameters δ i , K i , etc. will depend only on N i (and α, of course).
Proof. For notational simplicity of the proof we will omit the subscripts where the meaning is clear and write N instead of N i , K instead of K i , etc. In order to get a lower bound on E(G i ) we fix an arbitrary normalized wave function Ψ with the required support properties. By Lemma 2 it suffices to consider the cut-off Hamiltonian as defined in (32). We will find a lower bound for Ψ|H N,U K |Ψ which is independent of Ψ. Recall that our ultraviolet cut-off is denoted by K > 0. We will now split the sphere B K := {k ∈ R 3 : |k| ≤ K} into cubes of length P i = P (whose value will be determined later). For n = (n 1 , n 2 , n 3 ) ∈ Z 3 we define D P (n) = [n 1 P − P/2, n 1 P + P/2] × [n 2 P − P/2, n 2 P + P/2] × [n 3 P − P/2, n 3 P + P/2] ⊂ R 3 , the cube with center P n and side length P.
For the cardinality of Λ P , denoted |Λ P |, we have
For n ∈ Λ P set B(n) = D P (n)∩B K , and let k B(n) be any point in B(n). The electrons described by Ψ are localized in a cube of side length N (R + d). By applying a unitary transformation (i.e., translating the system) we may assume that the cube is centered at the origin. Then, using that the diameter of a cube is √ 3 times its side length, we obtain for x i in the support of Ψ that
For δ = δ i > 0, we have by completing the square,
Therefore,
with
Define the block annihilation operator A n for n ∈ Λ P by
Each A n is a normalized boson mode satisfying [A n , A *
In summary, we have proven
Note that the above inequality holds for any choice of {k B(n) }. Our goal is now to find a lower bound for Ψ|H Bl K ({k B(n) })|Ψ . A lower bound that is independent of Ψ will in turn imply a lower bound for E(G i ), by the above inequality and Lemma 2.
We will eventually use coherent states to relate the block Hamiltonian to the PT functional. Before doing so we would like to make one observation regarding the block Hamiltonian. H Bl K ({k B(n) }) contains terms involving creation and annihilation operators of only finitely many functions. If we denote the span of these functions by M, then we note that the bosonic Fock space F = F (L 2 (R 3 )) (where F (H) denotes the bosonic Fock space over the Hilbert space H) is unitarily equivalent to F (M) ⊗ F (M ⊥ ). Here, we recall that 
, for a choice of {k B(n) } = {k(1) n } which we now fix. Moreover, since the unitary transformation taking
acts only on the phonon variables, we can still assume that the wave functions that H Bl K ({k(1) n }) act on have the same support properties as before -that is, they are localized in a box at the origin.
We now fix an arbitrary wave function in L 2 (R 3N ) ⊗ F (M) which we continue to denote by Ψ which has the required support properties. We claim that instead of finding a lower bound for the energy of Ψ using the {k(1) n } we fixed previously, we can instead take the supremum of Ψ|H Bl K ({k B(n) })|Ψ over all choices {k B(n) }, at the cost of replacing (1 − δ) by (1 − 2δ) in the definition of H Bl K ({k B(n) }) and incurring an error term which is equal to the constant appearing in (50). What we mean by this is the following. Let {k B(n) } be another choice of the fixed points in each B(n). The arguments of (44) - (46), applied to the block oscillators
We can even take the supremum on the RHS of (51) over choices of {k B(n) }. Define H Bl K ({k B(n) }) by the RHS of (49) except with the coefficient (1 − 2δ) in front of the block number operator instead of (1 − δ). We will now prove the bound
Let us see that such a lower bound implies Proposition 2. Since the RHS of (52) does not depend on Ψ, this, together with (51), implies a lower bound for the ground state energy of H Bl K ({k(1) n }). Recall that this operator is acting only on wave functions in the Hilbert space L 2 (R) ⊗ F (M) that have the aforementioned support properties. As we have previously argued, this implies a lower bound for E(G i ). Collecting (33), (50), (51) and (52) we see that the bound we obtain is in fact
with F (N ) defined as in (42), which proves Proposition 2.
We have left only to prove (52). For a given ξ = (ξ n ) n∈ΛP ∈ C |ΛP | we introduce the coherent state in F (M) defined by
with Ω M the vacuum state in F (M) . With this definition, we have that
where dξdξ * = n∈ΛP π −1 dξ n dξ * n and dξ n dξ * n denotes Lebesgue measure.
) be the wave function obtained by integrating out the phonon variables. With the identities (55) we have,
Completing the square we obtain
We have the inequality
and so,
. Above, we have used,
THE GROUND STATE ENERGY OF THE MULTI-POLARON IN THE STRONG COUPLING LIMIT 13
The integrand enclosed in square brackets in the last two lines of (61) is just a constant times the PT functional for Ψ ξ with the coefficient α replaced by α(1 − 8αN πK ) −1 (1 − 2δ) −1 and U replaced by U (1 − 8αN πK ) −1 . Using this and applying (10) we obtain the lower bound,
for ν = U (1 − 2δ)/α. The equality (56) together with the bounds (61) and (63) prove (52), thus completing the proof of Proposition 2.
Step 5 (Choice of parameters) Let us summarize the proof so far. In Proposition 1, we proved that the ground state energy E (N ) U (α) is bounded below by the infimum of Φ|H (N ) U |Φ taken over wave functions in B R (the set of normalized wave functions with electrons localized in boxes somewhere in space) minus an error term. Subsequently, for an arbitrary wave function Φ in B R we separated the electrons into the clusters {G i } i and have shown in Lemma 1 that the energy of Φ can be bounded below by a sum of cluster energies, i E(G i ), minus an error term. In Proposition 2 we derived a lower bound on each E(G i ). It remains only to collect all of these bounds and choose values for the parameters (e.g., the K i , R, etc.) that we have introduced in the proof. We will subsequently obtain a lower bound for the ground state energy.
In the case U > 2α we take d = √ 3R/(ν − 2) and using equations (19), (26) and (42) we obtain that (recalling the definition of F (N i )),
where the minimum is taken over all the possible choices of positive integers N 1 , ..., N l , with l i=1 N i = N , for any l. By taking the minimum, we have removed all reference to the original wave function Φ, and therefore obtain a lower bound for the ground state energy. Recall that we are thinking of F (N i ) as a function of the particle number N i , so that the constants on the RHS of (42) are thought of as depending on how many particles are in the cluster.
We will now make our choice of the parameters K i , R, etc., so that (64) yields the claim (13) of Theorem 1. Let us first explain the reasoning behind our first choice of parameters. In the U > 2α regime, the Pekar-Tomasevich energy E (N ) U (α) is of order N [FLST] . As a consequence, the multiplicative errors appearing in (42) (i.e., the 1 − 2δ and 1 − to the leading PT energy term are (up to constants),
In order to optimize our bounds, we choose the parameters so that the powers of N i and α appearing in the above terms are all equal. A simple calculation shows that we should take K i = N where c 1 , c 2 , c 3 , c 4 > 0 are constants. In order to ensure that the hypotheses on δ i and K i stated in Proposition 2 are satisfied, we choose the constants to satisfy α > N 4 × max{(2νc 4 /(ν − 2)) 5 , (8/(πc 1 )) 5 }. There is a subtle point here. The leading order term in our lower bound is
