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Abstract
In this paper, a careful treatment of extraction of the Hilbert space and constraints from
the formal functional integral with the Einstein-Hilbert action is given. The diffeomorphism
inavariant measure is worked out using the metric of metrics. The procedure of quantizing
the classical constraints is bypassed. Instead the relevant operator constraints are directly
obtained from the functional integral, removing the ambiguities and uncertainties involved in
guessing them from from the classical theory. The novelties of the resulting formalism are briefly
discussed.
Dirac’s prescription to quantize a classical theory is to i. obtain canonical variables and Hamil-
tonian; ii. promote canonical variables to operators and Poisson brackets to commutators. When
this is applied to gauge theories, such as Maxwell’s theory of electromagnetism, we encounter con-
straints in addition. Bergmann, Dirac and many others [1] applied this to Einstein’s general theory
of relativity. They obtained constraints related to general coordinate invariance. These constraints
appear to be intractable. The ADM formalism [2] is more appealing for the canonical approach. But
the ADM [1] are also percieved to be intractable, especially in the quantized version .
Since the time of Dirac, there are ways of bypassing his prescription for quantization of a classical
theory. There is an a priori candidate for the quantum theory: functional integral with the action of
the classical theory. This approach with the Einstein-Hilbert action leads to a ’non-renormalizable’
theory, lending to further doubts regarding the straightforward use of Einstein’s theory. The issue
has been addressed by many authors over decades. It has led to many new proposals and theories.
In this paper, I give a careful treatment of extracting the Hilbert space and operator constraints
from the formal functional integral. This resolves the first set of the expected problems. I will show
elsewhere [3, 4] that the issues related to quantized constraints can be handled.
Here we consider only pure gravity. We can also incorporate matter fields easily.
We are interested in tackling the partition function
Z =
∫
Dg eiS[g]/~, (1)
with the Einstein-Hilbert action:
S =
1
2κ
∫
d4x
√
−g(x)R(x), (2)
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where κ = 8piGc−4, G is the Newton’s constant. We have to integrate over all valid metrics gαβ(x)
over space-time labelled by coordinates x = {xα}. Here α, β = 0, 1, 2 or 3 and we choose the signature
(−+++) for the metric.
We first compute integration measure Dg consistent with diffeomorphism invariance using the
metric of metrics. For a infinitesimal metric δgαβ(x) the diffeomorphism invariant metric is
< δg, δg >=
∫
d4x
√−g δgαβgαγgβδ δgγδ(x). (3)
This gives the formal diffeomorphism invariant functional measure
Dg =
∏
αβ,x
dgαβ(x)|detM(x)|1/2, (4)
which is an integration over the 10 components of the metric gαβ(x) consistent with the signature
and M is the 10× 10 matrix
Mαβ,γδ =
1
2
√−g(gαγgβδ + gαδgβγ). (5)
Consider the (non-covariant) eigenvalue equation for the 4× 4 real symmetric matrix gαγ,
gαβξβA = λAξ
α
A, (6)
with real eigenvalues λA, A = 0, 1, 2, 3. Then
Mαβ,γδ(ξγAξ
δ
B + ξ
δ
Aξ
γ
B) =
√−gλAλB(ξαAξβB + ξβAξαB). (7)
Thus M has 10 eigenvalues
√−gλAλB, A, B = 0, 1, 2, 3, A ≤ B. Now g = det(gαβ) = 1/det(gαβ) =∏
A 1/λA. Therefore
|detM | = (√−g)10
∏
A,B;A≤B
(λAλB) = (
√−g)10(
∏
A
λA)
5 = 1. (8)
Thus the diffeomorphism invariant measure is simply
Dg =
∏
αβ,x
dgαβ(x). (9)
If we had repeated these steps for the contravariant gαβ we would have ended up with
Dg =
∏
αβ,x
dgαβ(x)(
√
−g(x))10. (10)
The simplicity of the measure Eqn.9 is unique to 4-dimensional space-time. In 3-dimensional space-
time we get
d = 3 : Dg =
∏
αβ,x
dgαβ(x)√−g(x) . (11)
Now we use ADM variables [2], [1] for the metric:
gαβ =
(
g00 g0b
ga0 gab
)
=
( −N2 +NaqabNb Nb
Na qab
)
. (12)
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Here qab, a, b = 1, 2 or 3 are the renamed spatial components of the metric gαβ and q
ab is its inverse.
N , Na are respectively called the lapse and shift functions. Components of the contravariant metric
gαβ are given by the matrix inverse,
gαβ =
(
g00 g0b
ga0 gab
)
=
( −1/N2 N b/N2
N a/N2 qab −N aN b/N2
)
. (13)
N a is obtained from Na by raising the index using qab. We get
g = −N2q, (14)
where q = det(qab). With this change of variables we have∏
αβ
dgαβ = 2NdN
∏
ab
dqab
∏
a
dNa. (15)
The Einstein-Hilbert action in terms of the ADM variables is
S[g] =
1
2κ
∫
d4xN
√
q(KabG
abcdKcd +R
(3))(x). (16)
Here R(3) is the intrinsic curvature of the hypersurface x0 = constant and Kab is its extrinsic curva-
ture,
Kab =
1
2N
(q˙ab −DaNb −DbNa). (17)
Also
Gabcd =
1
2
(qacqbd + qadqbc − 2qabqcd), (18)
is a 6×6 matrix called the DeWitt tensor (up to a √q factor). (In this paper we ignore all boundary
terms by presuming relevant boundary conditions. It is possible to consider the effects of boundary
terms also in our analysis.)
We use these variables in Eqn.1. We linearize terms quadratic in Kab by using the master formula
exp(iqaG
abqb) = |det(G−1)ab|1/2
∫
Πadp
aexp(i(2qap
a − pa(G−1)abpb)). (19)
For us,
exp(i
N
√
q
2κ~
KabG
abcdKcd) = |det( 2κ~
N
√
q
Gabcd)|1/2
∫
Πabdp
ab (20)
exp(i(
2N
~
Kabp
ab − pab2κN
~
√
q
Gabcdp
cd),
where
Gabcd =
1
2
(qacqbd + qadqbc − qabqcd), (21)
is the inverse of the DeWitt tensor,
GabcdG
cdef =
1
2
(δaeδbf + δafδbe). (22)
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Note that the eigenfunctions of G are not as simple (Eqn.7) as those of M in terms of the eigenfunc-
tions of q. Nevertheless the determinant [1] is simply a power of q: det(Gabcd) ∼ |q|4.Therefore
det(
2κ~
N
√
q
Gabcd) ∼ ( 2κ~
N
√
q
)6q4 ∼ q
N6
. (23)
Using all these we get
Z(C) ∼
∫ ∏
ab,x
dpab(x)
∏
ab,x
dqab(x)
∏
x
dN(x)
∏
a,x
dNa(x)
√
q
N2
(24)
exp(
i
~
∫
d4x(2NKabp
ab −N( 2κ√
q
pabGabcdp
cd −
√
q
2κ
R(3)))(x)).
This has the canonical form for a Hamiltonian interpretation
Z(C) =
∫ ∏
ab,x
dpab(x)
∏
ab,x
dqab(x)
∏
x
dN(x)
∏
a,x
dNa(x)
√
q
N2
(25)
exp(
i
~
∫
d4x(pabq˙ab −N( 2κ√
q
pabGabcdp
cd −
√
q
2κ
R(3)) + 2NaDbpab)(x)).
Note the following:
i. If we use Feynman’s time slicing procedure, we get canonically conjugate fields with equal time
commutation rules
[pab(X, t), qcd(Y, t)] = −i~
2
δ3(X − Y )(δacδbd + δadδbc), (26)
with other commutators being zero. Here X, Y etc. stand for spatial coordinates. We have used
definitions to avoid invariant densities
√
q(X)δ3(X−Y ) which can cause operator ordering problems
later.
ii. Canonical conjugates of fields N(x),Na(x) do not appear in Eqn. 25. They are playing the
role of Lagrange multipliers.
iii. At this level the relevant Hilbert space basis is formally |{qab(X), N(X),Na(X)} > or equiv-
alently |{pab(X), N(X),Na(X)} > with the inner product
< {qab(X), N(X),Ne(X)}|{pcd(Y ), N ′(Y ),N ′f(Y )} > (27)
= exp(
i
~
∫
d3Xpab(X)qab(X))
∏
X
δ(N(X)−N ′(X))
∏
a,X
δ(Na(X)−N ′a(X)).
We can handle the ’cyclic coordinates’ or ’ignorable fields’ N,Na in different ways as in gauge
theories.
Version I: ’Fix the gauge’, N(x) = 1,Na(x) = 0. This corresponds to g00 = −1, g0a(x) = 0. This
is consistent with the signature of the metric. We get a conventional type of functional integral,
Z(C) =
∫ ∏
ab,x
dpab(x)
∏
ab,x
dqab(x)
√
q(x) (28)
exp(
i
~
∫
d4x(pab(x)q˙ab(x)− ( 2κ√
q(x)
pab(x)Gabcd(x)p
cd(x)−
√
q(x)
2κ
R(3)(x))).
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Version II: We are more interested in getting a formulation close to the classical case where we
get the ’momentum’ and ’Hamiltonian’ constraints. Integrating over Na(x) we get a functional delta
function,
∏
x
δ(Dbp
ab(x)), (29)
which corresponds to the momentum constraint of the ADM formalism.
The field N(x) has to be treated differently. It cannot be formally integrated over the range
(−∞,+∞) as this is not consistent with the signature of the metric. In addition the measure is
formally N−2dN and not just dN . However we have the freedom to choose the gauge N →∞, which
is consistent with the signature of the metric for any values of qab,Na. Then we again get a delta
functional in the functional integral:
∏
x
δ(
2κ√
q(x)
pab(x)Gabcd(x)p
cd(x)−
√
q(x)
2κ
R(3)(x)), (30)
which corresponds to the Hamiltonian constraint of the ADM formalism.
Thus the functional integral with the Einstein-Hilbert action is formally equivalent to
Z(C) =
∫ ∏
ab,x
dpab(x)
∏
ab,x
dqab(x)
√
q(x) exp(
i
~
∫
d4xpab(x)q˙ab(x)) (31)
∏
a,x
δ(Dbp
ab(x))
∏
x
δ(
2κ√
q(X)
pab(x)Gabcd(x)p
cd(x)−
√
q(X)
2κ
R(3)(x)).
We want to obtain the Hilbert space interpretation of the Dirac delta functionals. Feynman’s time
slicing gives the formal discretization
exp(
i
~
∫
d4xpab(x)q˙ab(x)) ∼
∫ ∏
ab,X,m
dpab(X, tm)dqab(X, tm) (32)
· · · < {qab(Y, tn+1)}|{pab(Y, tn)} >< {pab(Y, tn)}|{qab(Y, tn)} > · · · .
Consider the Dirac delta functionals at one time,
< {qef(Z)}|
∏
X
δ(Dbp
ab(X))|{pef(Z)} >=< {qef(Z)}|
∫
dNa(X)e
i
∫
d3XNa(X)Dbp
ab(X)/~|{pef(Z)} > .(33)
To get an operator interpretation we generalize Feynman’s time slicing procedure. Any given Na(X)
is sliced into a large numberM of infinitesimal bits ofNa(X)/M . For each we have the approximation
< {qef(Z)}|1 + i
~
∫
d3X
Na(X)
M
Dbp
ab(X)|{pef(Z)} > . (34)
Keeping Nc(X) as a c-number field at present, we can interprete this as the matrix element <
{q}|1 + Oˆ/M |{p} > where the operator
Oˆ =
∫
d3Y Nb(Y )Dˆapˆ
ab(Y ). (35)
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Here Dˆa is the covariant derivative with the metric qab is replaced by the operator field qˆab and all
such fields in Dˆa are on the left of pˆ
ab in Eqn.35. Now
[
i
~
Oˆ, qˆab(X)] = −DˆaNb(X)− DˆbNa(X), (36)
which can be recognized as the transformation of the metric under an infinitesimal diffeomorphism
δXa = Na(X),
δqab(X) = −DaNb(X)−DbNa(X). (37)
This looks like a highly non-linear and inhomogenious transformation, but it is not so because
DaNb(X) +DbNa(X) = ∂aN
c(X)qcb + ∂bN
c(X)qca −N c(X)∂cqab. (38)
This is the infinitesimal version (with X ′a = Xa +Na(X)) of the general coordinate transformation
q′ab(X
′) =
∂Xc
∂X ′a
∂Xd
∂X ′b
qcd(X), (39)
which is a linear and homogeneous transformation. Using Eqn.38 in Oˆ and presuming Na (and
therefore Na = qabN
b do not) commute with pab, we also get the transformation of pˆab,
[
i
~
Oˆ, pˆab(X)] = ∂cN
a(X)pˆcb(X) + ∂cN
b(X)pˆcb(X)− ∂c(N c(X)pˆab(X)). (40)
Note that with our equal time commutation rules 26 we require pab to transform as a symmetric
tensor of weight one:
p′ab(X ′) = det(
∂X ′e
∂Xf
)−1
∂X ′a
∂Xc
∂X ′b
∂Xd
pcd(X). (41)
Eqn.40 is exactly the infinitesimal version of this.
Thus we have demonstrated that Oˆ (with the stated ordering of the operators and Nˆa (but not
Nˆa) commuting with qˆab(X), pˆ
ab(X)) is the generator of infinitesimal diffeomorphism transformation
of field operators qˆab(X), pˆ
ab(X). Thus
< {qef(Z)}|(exp( i
M~
∫
d3XNa(X)Dbp
ab(X))M |{pef(Z)} > (42)
=< {qef(Z)}|(exp( i
M~
∫
d3XNa(X)Dbp
ab(X)))M−1|{pef(Z)}N/M >,
where {pef(Z)}N/M means infinitesimal diffeomorphism of {pef(Z)} by Na(X)/M . Recurrence of
this procedure M times in infinitesimal steps each of Na(X)/M gives
ei
∫
d3XNa(X)Dˆbpˆ
b
a(X)|{pef(Z)} >= |{pef(Z)}N >, (43)
which is a finite diffeomorphism transformation corresponding to X ′a = Xa +Na(X). The operator
Dˆbpˆ
b
a(X) is not formally self-adjoint. We rectify this by replacing it by
Pˆa(X) =
1
2
(Dˆbpˆ
b
a(X) + pˆ
b
a(X)Dˆ
L
b ), (44)
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where DˆLb is again the covariant derivative with the metric replaced with the operator field qˆef , and
in addition the ordinary derivative ∇ acting on the left (on pˆab). This does not alter the equations
above. Pˆa(X), a = 1, 2, 3 are the generators of infinitesimal 3-diffeomorphisms. The operator
P =
∫
DNa(X)ei
∫
d3XNa(X)Pˆa(X), (45)
is a projection operator serving to average over all diffeomorphism transformations on any state. This
way the ’physical states’ are invariant under diffeomorphism transformations. (This is analogous to
gauge theories where an integration over A0 in the functional integral gives the Gauss law constraint.)
This also means that we have to use only observables which are invariant under diffeomorphism
transformations, which commute with the P , and the completeness relations are now modified to
1 =
∫
Dqab(X)P |{qab(X)} >< {qab(X)}|P, (46)
with a similar identity involving {pab(X)} also.
Now we address the meaning of
∏
X
< {pab(Y )}|δ( 2κ√
q(X)
pab(X)Gabcd(X)p
cd(X)− q(X)
2κ
R(X))|{qab(Y )} > . (47)
We use procedure followed above. To get a self adjoint operator [1], we interprete this as
∫
dN(X, tn)(exp(i
∫
d3X
N(X, tn)
M
(pab
2κ√
q
Gabcdp
cd −
√
q
2κ
R(3))(X, tn)))
M−1 (48)
< {qab(Y, tn+1)}|(1 + i
∫
d3X
N(X)
2M
(
2κ√
qˆ
Gˆabcdpˆ
abpˆcd −
√
qˆ
2κ
Rˆ(3))(X)|{pab(Y, tn)} >
< {pab(Y, tn)}|(1 + i
∫
d3X
N(X)
2M
(pˆabpˆcdGˆabcd
2κ√
qˆ
−
√
qˆ
2κ
Rˆ(3))(X))|{qab(Y, tn)} > .
Using the completeness relation for {pab(Y, tn)}, we get the operator
P ′ =
∫
DN(X)ei
∫
d3XN(X)Hˆ(X), (49)
sandwiched beteween < {qab(Y, tn+1)}| and |{qab(Y, tn)} >. Here
Hˆ(X) =
1
2
(
2κ√
qˆ(X)
Gˆabcd(X)pˆ
ab(X)pˆcd(X) + pˆab(X)pˆcd(X)Gˆabcd(X)
2κ√
qˆ(X)
)−
√
qˆ(X)
2κ
Rˆ(3)(X). (50)
We consider the algebra of operators [1] Pˆa(X), Hˆ(X) in [4]. On diffeomorphism invariant states
Eqn.46, Hˆ(X) commute at different space points. Therefore they can be simultaneously diagonalized
and we can write
P ′ = ΠXδ(Hˆ(X)). (51)
Only states annihilated (i.e. of eigenvalue zero) by the operator Hˆ(X) for each X are physical states,
in the sense that only such states contribute. This is the Hamiltonian constraint of quantum gravity:
only states of zero energy density contribute. In other field theories there is only the ground state
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in classical theory with such a property. As the Hamiltonian is not positive definite [1], in case of
Einstein gravity such states are numerous. Therefore the physical properties in Einstein gravity are
governed by the distribution of the density of states appropriate for those properties.
There are serious problems in defining products of operators at the same space-time point in
quantum field theory. In addition we have products of non-commuting operators qˆab(X, t), pˆ
ab(X, t)
at the same space time point. Therefore the operators Hˆ(X) appear to be intractable. We develop
techniques to handle this in [3, 4].
Note that factors of i =
√−1 has played a crucial role throughout. Removing them by ’Eu-
clideanization’ causes havoc in getting a meaningful interpretation. In this sense gravity is closer to
Chern-Simons theories. We will discuss this issue in a greater detail elsewhere.
In spite of the crucial role played by i =
√−1 throughout, the result is closer to the microcanonical
ensemble of a statistical problem. This seems to be the reason behind a close relationship between
blackhole physics and thermodynamics.
It may be argued using Version I above that there is a Hamiltonian and states of non-zero energy
also contribute to the functional integral. But this can be viewed as a gauge artifact as the lapse
field N is not invariant under diffeomorphisms involving time also. We use Version II as it is closer
to classical case and has more appealing interpretations. This also begs the question: Where are
dynamics and time correlations? We address this question elsewhere.
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