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1 Introduction
The human race makes continuous technical progress since our ancestors began to
use the first tools and weapons. Since then, the development of new materials was
always a driving motor for innovations, as they are the key aspect for versatility and
durability of these instruments. Ages got their names by the invention of materials,
and their development has not lost any importance - it is a key enabling technology.
New materials enable us to build higher skyscrapers and lighter cars - but also tiny
things like implants or microchips. These inventions are important as they open up
new fields and helps improving known technologies; the invention of polymers is a
good example which enabled a new ways of building light-weighted cars, planes and
such [1].
It was important that materials get stronger and easier to manipulate in the past,
but our requirements got more complex over time. Besides the specific needs of
each application, we have to face the problem of rising energy prices and beginning
shortage on many raw materials. The optimization of processes may help us for the
moment, but new inventions will solve problems in the long term [1].
While new solutions meant creating novel materials in the past, we turn our heads
towards understanding natural composites in order to mimic their building princi-
ples for the creation of new material classes. Nature uses a wide range of different
composites reaching from protective shells over stabilizing structures to claws. The
composites for each of these applications are completely different in terms of archi-
tecture and used compounds, but they share a common ground: Nature optimized
them through the process of evolution by survival of the fittest. Following the theory
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of evolution, each of the natural materials present nowadays should be an optimized
solution for its purpose due to selection over long timescales [1–4].
Mimicking the synthesis of natural materials allows the man-made production with
tailor-made properties. But beyond the pure copying of nature, mimicking also
offers the opportunity to understand the building principles, which is even more
interesting. With this understanding, we can use the optimized and established
synthesis routes to produce new materials tailored for each specific application and
produced by a minimum input of reactants and energy. This efficiency in terms of
reactants and energies results from the fact that efficiency of production is a key
aspect for every organism. The best armor or claw is of no use when it needs too
much energy during its production and maintenance and therefore lowers the fitness
of the organism. Nature already developed the answers for the pressing questions
of today - we just need to understand them [1–4].
When we begin to investigate natural materials, we realize that nature clearly favours
composites of proteins and minerals. Typical examples of composites are the beau-
tiful and manifold structures of diatom shells, bones and teeth of humans and shells
of gastropods. The minerals provide mechanical strength and durability, while the
proteins add flexibility, ductility and stop crack propagation through the inorganic
parts of the composite. These basic principles are known, but the question arises
how to build these materials on large scales without the organisms itself [1–4].
Building composites similar to natural ones without the actual organisms being
present is the aim this work. For this purpose, the basic mechanisms of biomin-
eralization are transfered to new systems and investigated. The systems in this
work use many proteins (specific: different hydrophobins) unassociated with min-
eralization in nature together with minerals (mainly hydroxyapatite) that are well
known in nature. This work shows that the understanding of natural principles is
already good enough to create novel materials from proteins having other natural
functions. These materials are more than a proof of principle for the possibility of
using biomimetic approaches: They also offer the chance to learn more about the
underlying mechanisms nature uses.
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The understanding of core principles is the aim of this work. After stating the cur-
rent knowledge about biomineralization and all used components and techniques,
the development of different synthesis routes all leading to the goal of biomineral
creation are introduced. The used techniques include manual, semi-automated and
fully automated synthesis of calcium phosphate and calcium carbonate based ma-
terials. All routes share the use of a liquid, protein-stabilized template. The thesis
will explain different possibilities for the choice of template, its size control and
its stabilization with various proteins. Attention will be paid especially to the last
point, as the protein turns out to be important for material formation. Because of
this, the systematic trends behind the interplay of template and protein will be in-
vestigated by measuring interfacial tensions. After the investigation of the stabilized
template, the morphological appearance and the crystal structure will be analyzed
and explained. It will turn out that the used mineralization protocol is very flexible,
so a modification of the resulting mineral shell by including other cations or metals
is possible as well as a thermal treatment at high temperatures. At the end of the
thesis it will be clear that the used proteins are crucial not just as stabilizing agents,
but as part of the whole mineralization process. In its last chapter, this thesis will
analyze the protein functions on mineralization with the help of simulation methods.
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2 Theory
This chapter introduces the theoretical background for the used systems and sub-
stances. It is beyond the scope of this thesis to give a complete overview over each
topic. Therefore, this chapter will explain only theoretical aspects being important
for this work; deeper information can be found in the highlighted literature.
2.1 Proteins
Proteins are ubiquitous. They give structure to organisms by building cell walls,
connective tissues and hair - but they also work as enzymes catalyzing reactions or
as signal transmitters.
Proteins consist of a selection of 20 amino acids used by nature as building blocks;
the amino acids are chemically connected by peptide bonds forming a chain also
termed backbone. The structure of proteins can be described on several levels.
The order of amino acids is the primary sequence. Beyond their chemical bond,
amino acids can interact with each other using van-der-Waals interactions, hydrogen
bonding and electrostatic interactions forming secondary structures ensuring the
best geometric alignment. The most common elements are α-helices, β-sheets and β-
harpins. Beyond the local ordering, the protein adapts a stable overall conformation
in space termed tertiary structure. The tertiary structure is frequently stabilized by
disulfide bonds (also termed disulfide bridges) between two cysteine residues and is
therefore important for the function of the protein. A loss of this native structure
- 5 -
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(a) Ferritin subunit (b) Ferritin
Figure 2.1: Ferritin from horse, drawn after the dataset 1AEW [7]. (a) shows a
single subunit (L-chain), (b) is one complete ferritin composed of 24
subunits, side chains are hidden for the sake of clarity. The dataset can
be found in the Research Collaboratory for Structural Bioinformatics
(RCSB) database [8, 9].
(e.g. by heating or solvents) is termed denaturation. The quartary structure denotes
the assembly of two or more proteins into a superstructure.
2.1.1 Ferritin
Ferritin is an iron storage protein that is common in many different mammalian
species. The primary sequence varies from species to species, but the overall struc-
ture is conserved. It consists of 24 protein subunits assembled into a sphere having
an outer diameter of 8 nm to 12 nm as shown in Figure 2.1 for horse ferritin. The
protein is relatively heat stable; short heating up to 75 ◦C is possible. The core of
this sphere can be filled with up to 4500 iron atoms. The subunits making up each
Ferritin between a lighter (L) and a heavier (H) variant (see Figure 2.1 for the L
variant); the ratio of both variants is typical for each organism. Beyond building
up the protein structure, the H-variant is also important for the iron storage as it
contains sites catalyzing oxidation of Fe(II), thus enabling the storage process [5–7].
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The main parts of ferritin are organized in helical regions; each subunit (H as well
as L) contains five of them. Four of these helices are aligned parallel to each other,
and the smaller fifth one is tilted with respect to the other four helices and stabilizes
the subunit conformation by hydrophobic contacts to the adjacent starts/ends of the
other helices. The buried residues inside the helices are mostly apolar. The subunits
assemble readily into Ferritin molecules in solution; different H-L mixing ratios are
possible as well as inter-species mixing of different subunits, as great parts of them
are conserved between different species. In the assembled structure, each subunit
interacts with six other subunits [7].
2.1.2 Fetuin
Fetuins belong to the protein superfamily of cystatins being present in many different
mammalian species. Fetuins are known for quite long times, but their function in
the body was revealed only recently at the specific example of the fetuin Ahsg:
Fetuins inhibit precipitation of calcium phosphate from supersaturated solution. If
the concentration of serum proteins decreases - like in the case of kidney diseases
- precipitation of calcium phosphate starts at random places leading to pathologic
calcification. As it was not possible to crystallize fetuins until now, their structure
was calculated based on similar cystatins; the resulting structure shows large β-
sheets composed of four single strands together with a small helix. The protein
binds to the surface of growing crystallites with its extended negatively charged
β-sheets. After binding, it induces the growth of calciprotein particles containing a
high amount of calcium phosphate in colloidal form and thus inhibits uncontrolled
precipitation at other places. The storage of calcium phosphate in its colloidal form
has the advantage that 90-120 calcium and 54-72 phosphate ions can be stabilized
using only on Ahsg protein [10–12].
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2.1.3 Hydrophobin
Hydrophobins are small, extremely surface active proteins. Due to their remarkable
surface activity, various filamentous fungi use these proteins to hydrophobize their
spores and fruit bodies, but also to lower the surface tension of surrounding media.
This is important if the fungus wants to escape from soil or other wet milieus because
it has to break through the surface tension of water, but also if the fungus wants
to go the other way around: Many plants have a hydrophobic surface fungi need to
pass if they want to infiltrate a new host [13, 14].
The small, globular hydrophobins have a hydrophobic patch on the otherwise hy-
drophilic surface, which makes them amphiphilic in their native state. The common
ground of all hydrophobins is small: They consist of 66-118 amino acids, and they
all build four disulfide bridges from eight cysteine residues in a typical pattern
of spatial separation (separated, pair, separated, separated, pair, separated). The
other similarity is the hydrophobic patch being conserved in all hydrophobins. Be-
sides this, the sequence homology between different hydrophobins is remarkably low.
Nonetheless, the fold of different hydrophobins is often similar despite their differing
sequence [13,14].
Hydrophobins are classified into two classes by their surface activity: Class I hy-
drophobins build rodlets, insoluble amyloid (meaning insoluble and fibrous) aggre-
gates of proteins that are very stable in the face of rising temperature or organic
solvents, and therefore lead to an irreversible adsorption at interfaces. Class II
hydrophobins are also highly surface active and adsorb quickly on interfaces, but
they do so in a reversible way. The films build by class II hydrophobins are also
structured, but they do not form insoluble rodlets [13, 14].
EAS
EAS is a class I hydrophobin produced by Neurospora crassa with 82 amino acids
and is known for readily forming rodlets at interfaces. Structure determination
is difficult for hydrophobins as they often do not form crystallites and was hence
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(a) EAS (b) HFBII
(c) EAS (d) HFBII
Figure 2.2: The hydrophobins (a,c) EAS, drawn from the dataset 2FMC [15] and
(b,d) HFBII, drawn from the dataset 2PL6 [16]. (a,b) show the hy-
drophobins using the cartoon representations with yellow labeled cys-
teins. (c,d) show the same hydrophobins from different angles in cartoon
representation with an additional mesh showing the accessible surface.
Additionally, the apolar amino acids valine, isoleuchine and leucine are
marked blue to show the positions of the hydrophobic batches according
to [17]. EAS (c) shows no distinct batch, but the apolar amino acids are
located on one face of the protein. HFBII (d) has a distinct hydrophobic
batch containing nearly all hydrophobic residues. The datasets can be
found in the RCSB database [8, 9].
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performed by solution-NMR (see Figure 2.2 a). Four β-sheets form a central β-barrel
in the middle of the protein; this barrel is the important motif for rodlet formation.
Another two antiparallel β-sheets are located near the N-terminus of the protein.
For the behavior at interfaces, the two disordered loops of EAS are important on
account of their flexibility and their amphiphilicity, but they do not take part in
rodlet formation [15,18–20].
SC3
SC3 is a class I hydrophobin secreted by Schizophyllum commune containing 86
amino acids. Its structure was not solved by X-ray diffraction or NMR until now,
so only simulations can help guessing it. These simulations use the same cystein
pattern known from HFBII to calculate the folding in solution. The results show
two different stable foldings, both exhibiting a structure of four β-harpins (eight
β-sheets). One structure shows another β-sheet while the other possesses a small
α-helix. The hydrophobic patch is located in a loop and remains mobile [21].
H*Protein B (H*B)
H*B is a hydrophobin derived from the class I hydrophobin DewA (Aspergillus
nidulans). This hydrophobin is cloned by BASF as YaaD-DewA-His6 (DewA is the
hydrophobin with the added tags YaaD and His6 for expression and purification)
[22]. The structure of this hydrophobin is unkown. By comparing the properties of
H*B with different other hydrophobins, H*B was classified as class I hydrophobin,
meaning that the class of the hydrophobin was not disturbed by the additional
tags [22, 23].
DewA is the basis of H*B, which is why some properties should be mentioned here.
DewA contains 118 residues and is secreted by Aspergillus nidulans where it is only
present on the spore surface, but recombinant expression in Escherichia coli is also
possible. Like the other class I hydrophobins, DewA build readily amphiphatic
rodlets on interfaces [23].
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HFBII
The class II hydrophobin HFBII from Trichoderma reesei is made up from 71 amino
acids. In contrast to nearly all other hydrophobins, the structure of HFBII was
solved by X-ray diffraction (depicted in Figure 2.2 b). This was important, as this
technique enabled the determination of the cystein bridges, which was also relevant
for all other hydrophobins as the cystein pattern is conserved. HFBII has a central β-
barrel formed by four β-sheets (connected by two β-harpins) and an α-helix outside
the barrel. The whole protein adopts a globular structure which is held together by
the cysteine bridges [16,17].
2.1.4 Phosphatase
Phosphatases are common enzymes in a broad range of organisms. These enzymes
hydrolyze phosphate esters to alcohol and phosphate without being very substrate-
specific in most of the cases. The phosphatases differ from each other in their
pH-optimum and are classified into alkaline and acidic phosphatases. Within this
work, only alkaline phosphatases (bovine alkaline phosphatase (BAP) from intestinal
mucosa and shrimp alkaline phosphatase (SAP) from shrimp) will be used. This
section will explain the typical structure of phosphatases on the example of the
common used and well characterized SAP shown in Figure 2.3 [24, 25].
The structural characterization of SAP was performed on enzymes extracted from
Pandalus borealis by X-ray diffraction. The enzyme shows typical cold-adaptions
as this shrimp lives in the cold sea, but the similarity (especially of the catalytic
center) to other phosphatases is considerably large, meaning that the structure of
other phosphatases is comparable. The typical cold-adaptions are increased mo-
bility (leading inevitably to reduced thermal stability due to weaker inter-protein
interactions ensuring mobility) and optimized electrostatic interactions around the
active center [25].
SAP is a homodimer of two symetry-related partner monomers. Both monomers
together build a ten-stranded β-sheet core with adjacent α-helices on both sides.
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Figure 2.3: Phosphatase drawn from the dataset 1K7H [25]. The dataset can be
found in the RCSB database [8, 9].
On top of this central sheet, the enzyme builds a crown domain of small β-sheets.
The whole enzyme is stabilized by two cysteine bridges. A zinc triade is located
in the active site of the protein (many other phosphatases have a triad of two zinc
and one magnesium ions), despite this, the overall structure of the active site is the
same for all phosphatases. The metal ions are important for conserving the structure
of the active center while also activating parts of the active center and the water
molecule involved in the hydrolysis of the phosphate ester [24,25].
2.2 Interfacial Tension
Inside a phase, a molecule has the same attractive interactions into all directions,
so summed up it feels no force in any direction. This is different for molecules
at interfaces: The molecule has attractive interactions to the molecules of its own
phase, but the interactions with the molecules of the other phase are less attractive
or even repulsive. As a result, the molecule feels a force into its phase, giving rise
to the phenomenon of interfacial tension (IFT) [26,27].
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Interfacial tension is a fundamental phenomenon describing that the creation of new
interfaces is energetically unfavored. Consequently, phases try to minimize their
surface - which is the reason why water forms droplets of spheres on hydrophobic
surfaces and why oil/water mixtures coalesce, meaning that all droplets unite to a
continuous phase [26,27].
The energy penalty for creating a new interface is described by the interfacial tension
γ (in some models also termed σ), a factor correlating work w and surface σ.
dw = γ dσ (2.1)
The work for creating a new interface leads to a change in the free energy A at
constant volume and temperature.
dG = γ dσ (2.2)
The adsorption of surface active molecules can reduce interfacial tension. Tensides
and many proteins are surface active as they consist of hydrophilic and hydrophobic
parts. When solvated in water, the apolar parts are in an unfavorable surrounding,
so they stick together at high concentrations building micelles or similar structures
to reduce contact with the polar solvent. When these substances are adsorbed at
an interface of a polar and an apolar phase, both parts of the molecule are in their
favorite environment, thus lowering the overall energy of the system [26,27].
The amount nσ of molecules J at the interface per area σ is termed surface concen-
tration Γ.
ΓJ =
nσJ
σ
(2.3)
With the surface concentration, the change of interfacial tension γ can be linked to
the change of the chemical potential of the adsorbing substances µJ .
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dγ = −
∑
J
ΓJ dµJ (2.4)
The adsorption of molecules at interfaces and the resulting changes in interfacial
tension can be described by different models. The most straight forward model is
the Gibbs isotherm relating the change of interfacial tension γ with the change of
concentration in solution c at a constant temperature T .
(
∂γ
∂c
)
T
= −RTΓ
c
(2.5)
This model is valid for many low molecular substances. The adsorption model
complicates for proteins, because their structure can change drastically during ad-
sorption in order to immerse as much apolar amino acids into the apolar phase as
possible. As hydrophobic residues are often buried in the core of the protein or inside
helices, adsorption can lead to the destruction of structural motifs. Furthermore,
proteins can agglomerate at the interface to build films. Lastly, proteins are large
and therefore have slower diffusion constants [26–31].
All these factors lead to a more complicated dependence of the interfacial tension
on the concentration. The common way to separate these influences is measuring
the interfacial tension over time to discern diffusion to the interface at short times
and rearrangement at the interface at longer times. The easiest model to describe
the measured IFT is the separation of three distinct regimes on a semi-logarithmic
scale [31]. Regime one is termed induction period; the IFT stays nearly constant
while diffusion of proteins to the interface and first rearrangements begin. The exact
reasons for the existence of the first regime remain unclear, but the IFT values are
near to the pure solvents. This regime is short, exists only in very diluted solutions
and is not reproducible. Hence, regime one is ignored in all models discussed in
the following section. In the second regime, proteins form a monolayer at the in-
terface while changing their conformation from the native state to a conformation
energetically optimized for the interface, all together decreasing the IFT. The third
and last regime is the formation of a connected network of proteins at the interface
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by adsorption and conformational changes of proteins from solution onto the mono-
layer. The IFT is still decreasing in this regime, but with a slower rate compared to
regime two. The reversibility of adsorption depends on the specific protein for all
regimes [31].
A sharp separation of these regimes is not always possible as they occur simultan-
iously. One straight forward model to investigate this behavior simultaneously is
the Serrien model [32]:
γ (t) = γeq +
[
α exp
(
−
√
4t
piτ
)
+ β
]
exp (−kt) (2.6)
This model describes the change of interfacial tension γ with time t until its equi-
librium value γeq with two exponential functions (thus ignoring the first regime as
discussed above). The first exponential term describes the diffusion with the re-
laxation time τ consisting of the maximum surface coverage in equilibrium Γeq, the
diffusion coefficient D of the adsorbing substance and its concentration c.
τ =
Γ2eq
4Dc2
(2.7)
The second exponential term describes the reorientation and film formation at the in-
terface with the kinetic constant of protein reorientation k. Both terms are weighted
by the empirical constant α and shifted against each other using the empirical con-
stant β [28, 31,32].
This model can describe some of the reorientations of proteins, but much more
sophisticated models exist, which were not used within this work because they were
not able to describe the measured IFTs correctly. Exact descriptions on these models
can be found in the literature [29,30].
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2.3 Emulsions
Emulsions consist of two immiscible phases: an inner dispersed phase and an outer
continuous phase. They are omnipresent with prominent examples like milk, vinai-
grette and mayonnaise. The mixing of two immiscible phases needs energy, because
mixing creates larger interfaces, a process which costs energy. Mechanical stirring
or ultrasound can introduce energy into the system, creating small droplets of the
phase with smaller volume fraction in the continuous phase, therefore enlarging the
interface. When the energy transfer into the system stops, the initial state is re-
covered by coalescence of the small droplets to a continuous phase over time. In
this process, the small droplets merge with large droplets creating droplets with
increasing diameter due to the better surface/volume ratio of the latter ones. This
process is also termed Ostwald ripening. The properties of emulsions depend on
the technique of emulsification (e.g. mechanical stirring, ultrasound) and on the
stabilization of the interface (e.g. tensides, particles, proteins); both aspects will be
discussed in the following sections [26, 33].
The coalescence can be slowed down by stabilizing the interface and therefore re-
ducing the energetic penalty for the creation of a larger surface between the two
phases. Stabilization can be achieved by adsorbing a substance which is partially
hydrophilic and partially hydrophobic (amphiphilic). The interface offers the option
that both parts can be in their energetically favored environment, hence lowering
the energy of the whole system [26,31,33,34].
Tensides are the most common example for such amphipilic molecules. During ap-
proaching an interface, they orient in such a way that the apolar part is immersed
in the apolar phase and vice versa. However, the energy is not the only possi-
ble stabilization: Steric and electrostatic repulsion can prevent oil droplets covered
with surfactant from approaching each other near enough to coalesce as well. The
combination of these effects can stabilize emulsions over long periods. CTAB is
a surfactant used as an additive in this thesis; it is a cationic tenside used for
various applications and stabilizing emulsion both with electrostatic and steric re-
pulsions [26, 27,33].
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Besides tensides, particles are also capable of stabilizing emulsions by the Pickering
effect. This stabilization works similar to the stabilization with surfactants: The sum
of interaction energies between particle/polar phase and particle/apolar phase can
be more favorable for the system than the energy of direct interaction between polar
and apolar phase, consequently leading to an energetic stabilization. Furthermore,
the surface coverage with particles offers steric and sometimes also electrostatic
stabilization in a similar way as surfactants do [33–35].
Moreover, proteins are capable of stabilizing interfaces - beer foam is a well known
example which is stabilized by a mixture of various proteins and smaller peptides.
Some proteins have a small hydrophobic area on their surface while the rest is
hydrophilic, but more common is a hydrophilic surface and a hydrophobic core. In
most cases, this assembly is more stable in aqueous solution as the hydrophobic
residues can interact with each other while the hydrophilic residues interact with
water. Proteins with a hydrophobic area on their surface can directly stabilize the
interface by the same mechanism as a tenside, but most proteins have to refold to
immerse their hydrophobic core into the apolar phase while keeping the hydrophilic
residues in the polar phase. Of course, also proteins with a partially hydrophobic
surface can refold at interfaces to increase the contact between other apolar residues
of the protein and the apolar phase [28–31,33].
These considerations show that proteins behave more complex than low molecular
surfactants: They do not just adsorb, but they can also refold. If a protein does not
refold in large parts at the interface, the protein is often termed globular. Globular
proteins can sometimes be treated as small particles stabilizing interfaces by the
Pickering effect. If the protein is not globular and refolds, models describing the
adsorption of proteins have to take this into account. Most models separate the
regimes of diffusion to the interface, adsorption and refolding [28–31].
Besides stabilization, the mixing of both phases is also important. The mixing tech-
nique controls the size distribution, which is crucial in nearly all applications. Me-
chanical stirring is the most common technique. Shear forces break the inner phase
(the phase having the smaller volume fraction) into smaller droplets distributed in
the outer phase (having the larger volume fraction). The inner phase can be trapped
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afterwards by stabilizing agents to avoid coalescence. The geometry of all moving
parts, stirring speed and duration are the most important parameters. Besides
stirring, ultrasound treatment is frequently used to prepare emulsions since it can
introduce high amounts of energy into the emulsion by cavitation, but the solution
is mixed less intensely. Consequently, size distributions are often more narrow and
shifted to smaller values compared to mechanical mixing, but sometimes additional
mixing has to be applied to enable a transport of stabilizing agents to the created
interfaces. Besides the mentioned techniques which are all used in this theses, sev-
eral other emulsification techniques exist; especially membrane emulsification and
microfluidic devices can produce emulsion with a very precise size control [33,36–38].
2.4 Biomineralization
Many species use inorganic materials as mechanical support, for protection or as
weapons (e.g. claws, teeth, bones, shelves). These minerals are made via biomin-
eralization. The most important properties of this synthesis route are moderate
temperatures, pH values near to neutrality, nontoxic educts and hierarchical archi-
tectures [3, 4].
Nature starts the synthesis of biominerals in most cases with a mixture of various
insoluble substances termed insoluble matrix. This matrix consists of large protein
or polysaccharide structures (like collagen or chitin) and serves as a scaffold for sub-
sequent mineralization. The protein often induces crystal growth with its charged
groups leading to local supersaturation. At the same time, the protein confines
the available space for the growing crystallites, therefore controlling their size and
shape [2–4, 39–42]. There are also indications that the insoluble matrix influences
the mineral phase of the growing mineral. Epitaxy between substrate and growing
crystal was presumed in early works to guide the resulting crystalline phase. Recent
investigations suggest that this assumption is wrong, the substrate uses other mech-
anisms to direct crystal growth [40,41,43–48]. An insoluble matrix is common, but
other approaches exist - diatoms use self-assembly at oil/water interfaces to direct
- 18 -
Chapter 2: Theory
mineral growth; the hierarchy is achieved by a re-assembly of the molecules at the
interface [49–51].
Besides the insoluble matrix, small molecules and soluble proteins influence the
growing crystallites and are also termed soluble matrix. This influence is achieved
by complexation of ions and thus changing the solubility products. The complexing
agents can also stabilize nucleation clusters or colloidal amorphous precursors, or
adsorb selectively onto faces of the growing crystals. Complexation, stable nucle-
ation clusters and colloidal precursors are important to ensure a sufficient supply
of the growing crystal with its educts [2–4, 10–12, 39–41]. Selective adsorption con-
trols the shape by decelerating the growth of covered crystal faces, leading to other
mineral morphologies. Additionally, adsorption can also change the thermodynamic
stability of crystalline phases, enabling mechanisms to build phases which would
vanish without stabilization [2, 39–41].
In general, nature frequently uses precursor phases. The currently proposed general
mechanism for most mineralization processes is the following one: Amorphous nucle-
ation clusters form in solution and diffuse to the surface of the insoluble matrix. The
clusters can be stabilized by proteins (e.g. fetuin). They are bound and stabilized
by the matrix and continue to grow [2,39]. With time, the growing amorphous clus-
ters and particles start to transfer to thermodynamically more stable phases. The
stability of crystalline phases can be shifted as the interaction of the crystallites with
the insoluble and the soluble matrix change their stability. The growth kinetics are
also changed by selective adsorption [2–4, 39–41]. Alltogether, these processes lead
to a high degree of control over shape and phase of the resulting crystals.
Biominerals are composites of protein and mineral, most frequently arranged in a
mortar-and-brick structure: Large mineral crystals are held together by thin protein
layers. This combines the resistance of the mineral against tensile loads with the
ability of the protein to withstand shear loads [4,52]. Furthermore, the protein layer
stops crack propagation which can destroy homogeneous materials (e.g. a ceramic)
by propagation through the whole material. In biominerals built by the bricks-and-
mortar structure, the protein layer can stop the crack propagation from one crystal
to the next one. Theoretic calculations provide even deeper inside into the necessary
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properties like the ratio of Young’s moduli [4, 53].
In this work, calcium phosphate is the mainly used material besides calcium car-
bonate. In nature, calcium phosphate occurs as hydroxyapatite (HAP) in bone and
teeth. Bone consists of a fibrous collagen matrix with HAP crystals being located
in the cavities between the fibers. The crystals are elongated along their c-axis
(detailed explanations on the crystal structure of HAP follow) and aligned parallel
to the fibre axes. Hence, the mechanical properties of bone are anisotropic; bones
can take large mechanical loads only along their main axis, but are comparably
labile on the orthogonal axes [4, 54]. HAP is also present in teeth together with
amelogenin as a protein component. Amelogenin shows strong influence on growing
crystallites and also mediates interaction with osteoblasts in the body of various
organisms [4, 55,56].
Calcium carbonate is present in nacre, in the prismatic layer as calcite together with
a mixture of proteins, and in the nacreous layer as aragonite together with chitin and
a mixture of various other proteins. Aragonite is thermodynamically instable (calite
is the stable modification under normal conditions) and is stabilized by a mixture
of soluble proteins, especially by N16N. Size and shape of the crystals are controlled
by a chitin matrix [4, 57–61]. The orientation of the crystallites is kept constant
over the whole material by mineral bridges; this means that the crystal continues
its growth through pores of the chitin once the first cavity is filled, resulting in a
crystal with the same orientation in the next cavity where the crystal continues its
growth [4, 60]. Lastly, calcite and a mixture of proteins (with ovalbumin being the
greatest part) build up the shell of eggs. Ovalbumin is of special importance here
as it stabilizes homo-charged surfaces of calcite and enables a direct conversion of
precursor phases to calcite without metastable intermediates [4, 62,63].
2.5 Crystals
Crystals are solid phases made up of atoms, ions or molecules with periodic long-
range order. This order can be described by symmetry, which is important for
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the determination of crystalline phases. The exact deviation of the symmetries is
complicated and can be found in great detail in the highlighted literature. Crystal
symmetries can be described by the 230 space groups, which are a combination of
Bravais lattice and crystallographic point groups.
The smallest building block of a crystal is the unit cell containing the asymmetric
unit (which will be explained later). The unit cell builds up the whole crystal by
translation along its axes. It is possible to choose different unit cells for the same
arrangement of atoms/ions/molecules in space, but by convention the smallest unit
cell containing as many right angels as possible is chosen [26,64].
The Bravais lattice describes the unit cell and is a combination of lattice system
and lattice centering. There are seven lattice systems describing the shape of the
unit cell: triclinic, monoclinic, orthorhombic, tetragonal, rhombohedral, hexagonal
or cubic. The lattice centering describes the position of the atoms/ions/molecules
in the lattice system, the possibilities are: primitive centering, body centering, face
centering, base centering. Each unit cell has the same symmetry as the whole crystal,
which can even be seen macroscopically as the shape of the crystal. This symmetry
is - besides the elemental composition - important to distinguish different crystalline
phases. The crystallographic point group describes the symmetry within the unit cell
and therefore also the symmetry of the macroscopic crystal. The point group uses
combinations of the following symmetry operations: rotation, improper rotation,
reflection and inversion. The point group defines also the asymetric unit, which is
the smallest possible assembly of atoms/ions/molecules from which the whole unit
cell can be created by using all symmetry operators of the point group. In conclusion,
the combination of the Bravais lattice and the point groups creates 230 space groups,
which contain the whole symmetry information about the crystal. By knowing the
asymmetric unit and the space group, the crystal structure is solved [26,64].
2.5.1 Modifications of Calcium Carbonate
Most organisms use calcium carbonate for their inorganic materials (followed by sil-
ica and calcium phosphates). An amorphous form and five crystalline modifications
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of calcium carbonate are known; two of them are hydrates (Ikaite and Monohydro-
calcite) and three of them are anhydrous (Calcite, Aragonite and Vaterite). Calcite
is the thermodynamically most stable phase under ambient conditions and is used
in many materials. The next stable modification is Aragonite, which is also common
and stable when large amounts of magnesium or stabilizing additives are present;
this modification is also widely spread in nature. All other phases are only found as
intermediates in the process of biomineral synthesis. More details on these phases
are not relevant for this thesis, but can be found in the literature [41,43,65–69].
2.5.2 Modifications of Calcium Orthophosphate
Calcium phosphates, more specifically calcium orthophosphates, are common in
many biological materials, and they are of special importance for humans as bones
and teeth consist of calcium orthophosphate as an inorganic phase. One amorphous
phase and seven crystalline orthophosphates (Brushite, Monetite, octacalcium phos-
phate, α-tricalcium phosphate, β-tricalcium phosphate, Hydroxyapatite, Fluoroap-
atite) exist which are all important for biomineralization, as the route of synthesis
often uses metastable precursors. It is also noteworthy that the thermodynamic
stability of many phases depends on the pH value of the solution controlling the
protonation state of phosphate and the availability of hydroxy groups for some
modifications. Many of the minerals contain also crystal water. In this work, amor-
phous calcium phosphate and HAP are the most important phases, together with
tricalcium phosphate as high temperature modifications [70,71].
Hydroxyapatite (Ca5(PO4)3OH or Ca10(PO4)6(OH)2) crystallizes in the monoclynic
spacegroup P21/b with a unit cell of a = 9.842 15 A˚, b = 2a, c = 6.8815 A˚ and
γ = 120 ◦ or in the hexagonal spacegroup P63/m with a unit cell of a = b = 9.4303 A˚,
c = 6.8911 A˚ and γ = 120 ◦ [70]. The monoclinic form is thermodynamically more
stable. Here, the hydroxy groups arrange in columns with alternating direction for
each hydroxy group (in contrast to a random orientation in the hexagonal cell, see
Figure 2.4, explanations follow). Two calcium positions exist, one of them ordered
in a column parallel to the hydroxy groups. Though the monoclinic form is the
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Figure 2.4: Unit cell of hexagonal hydroxyapatite shown along the c-axis, Ca is de-
noted as purple, P green, O red and H white; reproduced from [73].
most stable one, slight impurities or wrong stoichiometric ratios induce a change in
space group to a hexagonal symmetry, and this modification is the more common
one in nature. The hexagonal unit cell is very similar to the monoclinic one, the
only difference is the random orientation of the hydroxy groups in the hexagonal
cell (in contrast to the alternating orientation in the monoclinic cell), as depicted in
Figure 2.4 [70–73].
Beyond the crystal structure, the extremely low solubility product of HAP in water
(5.5× 10−118 M18) is important [70]. This is important as many biominerals are in
permanent contact with water - sometimes with fluids of the organism, but also with
fluids from the environment (e.g. teeth). The low solubility product is important
for the durability of the material. Hydroxyapatite is prone to cationic and anionic
substitutions like magnesium, sodium, strontium, fluoride and chloride. All these
substitutions occur in nature, but beyond that, integration of other elements like
silver, europium or lanthanum is also possible [70,71,74–76].
Besides hydroxyapatite, tricalcium phosphate Ca3(PO4)2 (TCP) forms at high tem-
peratures. TCP can occur in two phases: α- and β-TCP. The first one crystallizes in
the space group P121/a1 with the unit cell a = 12.887 A˚, b = 27.280, c = 15.219 A˚
and β = 126.2 ◦ [77, 78]; the latter one in R3cH with the unit cell a = 10.4352 A˚,
b = a, c = 37.4029 A˚ and γ = 120 ◦ [79, 80]. The exact description of these struc-
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tures is not relevant for this thesis as they both only occur at high temperatures
in this context; the literature with detailed symmetry discussions is highlighted. It
is important that know that β-TCP forms above 700 ◦C [81]; the phase transition
from β-TCP to α-TCP occurs at 1120 ◦C [78].
2.6 Molecular Dynamics
Molecular dynamics simulations calculate the behavior of molecules with Newton
mechanics. The great advantages over experiments are the freely chosen conditions
and especially the accessibility of the exact structures, movements and energies
of all molecules at any given time, which is something nearly impossible in real
experiments. Of course, it is important to compare the results of simulations with
experimental results to verify the simulation procedure.
Molecular dynamics (MD) base on the assumption that the intramolecular and inter-
molecular forces can be described by Newton mechanics. This is certainly not correct
in all cases, especially for many intermolecular properties which can be described in
much more detail by Monte Carlo simulations. Despite this fact, MD simulations
have the great advantage of easier calculations compared to Monte Carlo models, and
therefore they need less computing time and can thus be used with large molecules.
Especially for the simulation of solvated polymers or proteins over longer timescales
- which are often necessary to see the final folding - MD simulations are often the
best choice [82,83].
The basis of all MD simulations is the calculation of the force f acting on a particle
i of mass m in the force field U at a certain time to calculate its movement. The
position of a particle in space is denoted as r, representing all atomistic coordinates
[82].
fi = − ∂
∂ri
U (2.8)
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mir¨i = fi (2.9)
The force field is a combination of non-bonding and bonding interactions. Typical
non-bonding interactions are the container wall, repulsion due to excluded volume
and attraction (e.g. van-der-Waals forces, Coulomb interactions). It should be
noted that many simulations, and also the ones in this work, use periodic boundary
conditions (PBC) eliminating the forces at the container wall. PBC means that
a molecule that exits through the right boundary of the box enters again at the
left edge. This is not just valid for particles, but also all forces take effect over
this boundary. These conditions enable the simulation of large systems with a
comparably small box, as the simulation box acts now as a small sample of the bulk
undisturbed by its edges.
Some of the easiest potentials for non-bonding interactions are the Lennard-Jones
potential uLJ , with σ defining the diameter and ε defining the depth of the potential,
and the Coulomb potential uCoulomb, with Q denoting the charge and 0 being the
permittivity of free space [82].
uLJ(r) = 4ε
[(σ
r
)12
−
(σ
r
)6]
(2.10)
uCoulomb(r) =
Q1Q2
4pi0r
(2.11)
Bonding interactions are the interactions between atoms i, j, k, l in molecules with
covalent bonds of strength k. All bonds have an optimal length rij, and there are
optimal angles θ, φ between the atoms to avoid repulsions and to ensure the best
interactions between orbitals (e.g. double bonds). In a real system with thermal
fluctuations and forces (due to reactions, interfaces and other factors), the system
often deviates from its optimal parameters. The length of bonds is defined as rij =|
ri − rj |, θ is the bend angle between the vector of two bonds and φ is the torsion
angle between two planes defined by three bonds; bonds one and two span plane
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one and bonds two and three span plane two. The potential modelling torsion is
expanded by periodic functions of order m [82].
uintermolecular =
1
2
∑
bonds
krij (rij − req)2
+
1
2
∑
bend angles
kθijk (θijk − θeq)2
+
1
2
∑
torsion angles
∑
m
kθ,mijk (1 + cos (m φijkl − γm))
(2.12)
Simulations contribute to the investigation of molecule behavior under lab condi-
tions. To achieve these conditions, the ensemble of simulation has to be chosen in
such a way that it resembles lab conditions. In this work, NPT conditions where
chosen, meaning that the number of particles, the pressure and the temperature
where kept constant. While it is easy to keep the number constant with PBC condi-
tions, a barostat and a thermostat were used to keep the other parameters constant.
The barostat allows the volume of the box to fluctuate until the correct pressure
is achieved. The thermostat calculates the average temperature from the atomic
velocities all over the sample and rescales velocities if necessary [82,83].
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In the following chapter, all methods that were used in this work are briefly described
and all devices and software packages are precisely named. This chapter will only
highlight facts that are of special importance for this work. Details about the used
methods can be found in the mentioned literature.
3.1 Microscopy and Fluorescence Microscopy
An optical microscope magnifies objects using light. A light source enlightens the
sample, this can happen from the same direction as the following visualisation (re-
flection) or from the opposite direction (transmission) if the sample is transparent.
The light shines through a lens which magnifies the sample and creates an inter-
mediate image inside the microscope. This image is enlarged another time by the
ocular creating the final image for the eye or the camera. The advantages of a mi-
croscope compared to other visualization techniques are coloured images, low price,
easy sample preparation and the possibility to work at ambient conditions. The
disadvantage are the rather small depth of sharpness and the resolution limit. The
latter is limited by the wavelength of the used light, as interference effects gain im-
portance when the visualized distances approach the range of the used radiation.
This is described by the Abbe limit
d =
λ
2nsinα
(3.1)
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with d denoting the resolvable feature size, λ being the wavelength of the used
radiation, n describing the refractive index between object and objective and the
half opening angle α of the objective. Beyond this effect, lens aberration produces
errors in most available microscopes making the resolution much smaller compared
to the physical limit. To reduce these errors, most microscopes use more lenses and
have a more complicated light path [84].
Fluorescence microscopy uses exactly the same setup as an optical microscope, which
is the reason why most fluorescence microscopes can also perform classical bright
field imaging. The only difference between the techniques is the light source: While
classical microscopes use a lamp, a fluorescence microscope uses only light of a
specified wavelength. This light can be obtained by filtering light emitted from a
lamp with a broad spectral range like a mercury lamp, or by using lasers of the
correct wavelength. The used filters are often a combination of colored glasses
and interference filters. The (filtered) light can induce electron transitions in the
molecules of the sample resulting in excited states. Parts of the introduced energy
can vanish into vibrations, and the rest is emitted as light of the same or a lower
wavelength. This emitted light is filtered (again with colored glasses and interference
filters) to eliminate the irradiated wavelengths, allowing only the light originating
from fluorescence to pass. This light creates the fluorescence image detected by the
microscope. [84].
All microscope images in this work were taken with a Keyence Biozero 8100E using
the Keyence operation software version 3.6; the microscope can work in bright field
transmission mode and in fluorescence mode using a high-pressure mercury lamp
with different filters.
3.1.1 Image Analysis
The analysis of microscope pictures is necessary to count and measure droplets for
evaluation of size distributions. The software ImageJ uses the existing scale, can
correct the background and enhance the contrast and finally transfer the image into
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a binary image showing black drops against a white background. If this procedure
did not recognize all drops correctly, the software can fill holes while merged droplets
can be separated manually. The software can analyze the image prepared in this
manner with defined parameters for roundness, yielding a size distribution of the
droplets [85].
The Keyence analysis software BZ-H1ASE was used in introduce scales. Analysis of
the images was performed with the public-domain software ImageJ (Version 1.44c)
[85]. All images for measurement of size distributions were taken without cover
glasses to avoid size changes by compression.
3.2 Flow Particle Image Analyzer
The abbreviation FPIA stands for Flow Particle Image Analyzer, a system that takes
pictures using an optical camera coupled to a magnification system to calculate size
distributions of particles or emulsions. This procedure is similar to the manually
performed analysis using ImageJ as described in the section before; however, the
FPIA performs this procedure much faster and fully automated. The evaluation
of the obtained data is tunable, which offers a good adaptability to each specific
sample [86].
The disadvantages of this process are the mandatory use of a so-called sheath liquid
to dilute the sample and pump it through the device, along with a very tunable
evaluation. The sheath-liquid used by the device is composed of methanol, ethanol,
isopropyl alcohol and ethylene glycol solution. The main idea of this liquid is to
dilute the sample and transport the objects separated one after another trough the
measurement chamber. Besides this, the components of the sheath liquid can in-
fluence the size distribution of emulsions in principle: Some of the ingredients are
surface-active and the solvents could possibly change the folding of proteins stabiliz-
ing emulsions, inducing changes in their stabilization behavior. The measured size
distribution is influenced by the chosen evaluation parameters. Consequently, sam-
ples measured by the FPIA have to be compared with the results from the classical
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method at least for representative examples. Lastly, the exact fitting procedures of
the device are unknown, which introduces another uncertainty and shows again that
comparing the results is important [86].
The FPIA used for this thesis was a Sysmex FPIA-3000 made by Malvern Instru-
ments.
3.3 Scanning Electron Microscopy
SEM stands for Scanning Electron Microscopy. An electron beam is created, ac-
celerated towards the anode, focused by electromagnetic fields and finally moved
over the sample line by line in a scanning manner. The electron beam can be cre-
ated by heating a cathode or by applying high voltages to a very sharp, needle-like
cathode (FE, Field Emission), having the advantage of a sharper defined electron
beam and therefore a better resolution. When the electrons hit the sample, they
can be backscattered (BSE, Back Scattered Electrons), or they can transfer energy
to electrons of the surface atoms by inelastic scattering creating secondary elec-
trons (SE, Secondary Electrons) which can be detected. Both mechanisms yield
different contrasts: The BSE are sensitive on the atomic number as atoms with
many electrons show high back scattering. The more common SE contrast shows
the angle of the surface to the sidewards placed detector; surfaces turned towards
the detector appear bright. In both cases, the picture is created by scanning the
sample spot by spot with the electron beam and assembling the detector output to
a picture [84,87–89].
The advantages of a SEM over an optical microscope are its large depth of sharp-
ness, the availability of different contrasts, the possibility to determine elemental
compositions (see next section) and the much better resolution (compared to optical
microscopes) due to the low wavelength of accelerated electrons. The disadvantages
of the method are the necessity of applying vacuum to avoid collisions of electrons
with air molecules. The needed vacuum varies for every device and is dependent
on the desired resolution as higher resolutions need higher vacuum in most cases.
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Working with any solvents is not possible in vacuum rendering an in-situ observa-
tion of the samples impossible. Another disadvantage when using high acceleration
voltages for high resolutions is the need for electric conducting samples to avoid
charges which would deflect electrons. If the sample is not conductive by itself it
has to be sputtered with a thin layer of gold or carbon. Sputtering can be avoided
by using low acceleration voltages, but to the cost of resolution [84,87–89].
For the pictures in this work, two SEM were used: a classical SEM Hitachi S-3000N
and for high-resolution pictures and cryo-cutting a Hitachi S-4800. For samples
examined with the Hitach S-3000N, sputtering with gold was performed in a Sputter
Coater S150B (Edwards) using argon plasma. Cryo-cuts were prepared using a
Power Tome XL CRX (RMS Products) cooled to −60 ◦C by a cryostat operated
with liquid nitrogen, cutting a drop immobilized in a flexible rubber tube with a
diamond knife. The subsequent analysis was performed in Hitachi S-4800 operating
in cryo-mode.
3.4 Enery Dispersive X-Ray
An EDX (Enery Dispersive X-Ray) detector is coupled to a SEM to determine
the elemental composition of samples. When the electron beam hits the specimen,
electrons can be removed from its atoms. The created electron hole is filled by
an electron from a higher energy level, releasing the energy difference as X-rays.
The wavelength of the emitted radiation corresponds to the energy difference. This
differences in energy and hence in wavelength are characteristic for each element
and can therefore be used to detect the elements present in the sample [26,84,90].
EDX spectra were recorded with a EDAX Genesis Scanner (Genesis) mounted on
the Hitachi S-3000N.
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3.5 Infrared Spectroscopy
Infrared (IR) spectroscopy uses electromagnetic radiation in the IR-range to excite
vibrations in molecules or solid phases. The excitation takes place by transmission
through the sample or by reflection at the sample; in both cases, the absorbance
of the sample is determined for each specific wavelength. Older devices use the
continuous wave method: The light source shines through a filter (e.g. a prism or
a diffraction grating) that selects a specific wavelength. The light with this wave-
length illuminates the sample and the absorbance is measured by comparing the
amount of transmitted radiation with a reference channel. Most spectrometers use
a Michelson interferometer with subsequent Fourier transformation, which acceler-
ates the measurement drastically. The Michelson interferometer splits up the light
into two beams and recombines them afterwards. One beam hits a fixed mirror, the
other one a moving mirror. The moving mirror changes its distance to the splitter
permanently, inducing an optical path difference between both waves, leading to
interference. Each position of the mirror corresponds to a set of wavelengths illumi-
nating the sample. The absorbance is measured, and the dependence of absorption
in time (due to the moving mirror) is transferred to a dependence in wavelengths
by a Fourier transformation. As more than one wavelength is measured at a time,
the process is quicker than the classical continuous wave method [26,91,92].
Each measured absorbance corresponds to a specific vibration mode of molecules,
atoms or ions in a solid phase. The possible vibrations depend on the configura-
tion and symmetry of the investigated specimen. Because of the quantum mechanic
selection rules, IR spectroscopy detects only vibrations with a change in dipole mo-
ment. In molecules, the vibrations of atomscan be used to determine bond strengths.
Solid phases show also vibrations, and especially the vibration inside multi-atomar
ions (e.g. the vibrations of all O-P bonds in phosphate) can be measured. The
vibrations in solids depend not only on the ions, but also on their environment and
can therefore be used to gain structural information [26,91,92].
All IR spectra were recorded in a Thermo Nicolet Nexus 470 spectrometer, flattened
with the Savitzky-Golay method and fitted with OriginPro 8G SR4.
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3.6 Raman Spectroscopy
Raman spectroscopy uses inelastic scattering to characterize molecules and solids.
It is similar to IR spectroscopy as it also excites mainly vibrations of atoms using a
laser. The whole spectrometer can be coupled to a microscope to investigate specific
sample areas. When the excited atoms return directly to their initial state (which
is very likely), the emitted radiation has the same wavelength as the irradiated
radiation due to elastic scattering. The Raman effect describes inelastic scattering,
meaning that the emitted wavelength has another wavelength than the irradiated
one. Raman scattering is statistically unlikely, so a typical Raman spectrometer uses
lasers with a high intensity for excitation, detects orthogonal to the laser and uses
filters to block the elastic scattered light. The reason for the change in wavelength
is the atom releasing a part of its energy into vibrations before emitting light while
returning to its ground state (Stokes-Raman), or the atom being in a excited state
when absorbing the light of the laser and subsequently returning to the ground state,
hence releasing more energy than absorbed (anti-Stokes-Raman, more unlikely due
to lower occupation of exited states) [26,91,93,94].
The energy difference in the process of inelastic scattering excites vibrations in
the molecules. The difference compared to IR is the selection rule: For Raman-
active vibrations, a change in dipole moment is necessary. This means that Raman
spectroscopy is sensitive for another set of vibrations than IR, both methods can
therefore be used in parallel. As in IR, Raman spectra of solids are also sensitive to
the surrounding of the molecules [26, 91,93,94].
Raman spectra were recorded with a Bruker RFS 100/S spectrometer, Raman mi-
croscopy was performed with the confocal Raman microscope 300R (Witec).
3.7 X-Ray Diffraction
X-Ray Diffraction (XRD) is one of the oldest methods to characterize crystalline
materials, and it is still the most important one. A X-ray tube creates the necessary
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radiation by accelerating electrons emitted from a cathode towards an anode; the
accelerated electrons hit the anode and create two types of X-rays: bremsstrahlung,
originating from the deceleration of electrons in the anode material releasing the
lost energy. Characteristic X-ray emissions by creating electron holes in atomic or-
bitals of low energy which are refilled by electrons from energetically higher orbitals
releasing the energy difference as X-rays. The created radiation passes a monochro-
mator, letting only one frequency of characteristic emission pass. The beam hits
the sample by transmission or reflection afterwards. A detector mounted with a
variable angle measures the scattering intensity at each specific angle, creating the
diffractogram [26,64,84].
With XRD, the exact crystalline structure of materials can be determined, which is
important for the analysis of metals, salts, organic molecules and proteins. The basic
principle of this method is diffraction of X-rays by a periodic lattice. The periodic
lattice is the solid matter with long range order. Each atom in this lattice diffracts
the X-rays, giving rise to a pattern of constructive and destructive interferences.
These interference reflexes get sharper with growing size of the periodic structure.
The angle of the reflexes with respect to the X-ray beam is denoted as 2θ and plotted
in a diffractogram. The angle θ of the peaks can be used to calculate the distances d
between the atoms in the lattice with help of the X-ray wavelength λ and the order
n derived from the diffractogram according to Bragg’s equation [26,64,84]:
n λ = 2d sin(θ) (3.2)
The measured distances can be used to determine the periodic structure of the
crystal. The occupancy of each position with atoms and the distribution of atoms
on the available positions can be determined by the measured intensity.
The STOE STADI-P diffractometer in this work measures the samples in transmis-
sion using Cu-K-α radiation and a scintillation counter with a step size of 0.05◦
(default) or 0.02◦ (only used for sintering studies).
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3.8 Thermo-Gravimetric Analysis and Scanning
Calorimetry
Several ways exist to determine phase transitions in the solid state, the most com-
mon ones being Differential Scanning Calorimetry (DSC) and Thermo-Gravimetric
Analysis (TGA). Both techniques have the common principle that a small amount
of sample is heated up in a controlled manner [95].
In a TGA, the crucible holding the sample is connected to a balance measuring the
change of weight over the whole heating cycle, thus detecting any weight loss during
heating. There are several possible causes for this, e.g.: loss of adsorbed water, loss
of crystal water, degradation of the substance or a solid state phase transition with
gaseous products. As the sample temperature is measured over the whole process,
each weight change is correlated to a certain temperature yielding information about
each transition [95].
DSC detects the heat flow into a sample. To achieve this, a reference crucible and
a crucible containing the sample are heated up together while measuring their tem-
perature. The heat flow into the sample is obtained by calculating the temperature
difference between the two crucibles. The measurements performed in this thesis
are recorded such that endothermic transition show a maximum and exothermic
reactions show a minimum. The heat flow is a very powerful tool for the analysis
of phase transition as it detects any phase transition accompanied by a change of
enthalpy [95].
The TGA used in this thesis is a Perkin Elmer Simultaneous Thermal Analyzer STA
6000 with the special option that a pseudo-DSC signal is recorded during the TGA
measurement by comparing the sample crucible temperature with the temperature
of a reference thermo element.
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3.9 Pendant Drop Tensiometry
Several ways exist to measure surface tension with tensiometers like height of cap-
illary rise, Wilhelmy plate method, contact angle measurement and the pendant
drop method. The latter was used in the course of this work, since it resembles
the situation within the mineralization experiments best and is capable of measur-
ing time-dependent surface tensions. For this method, a drop of one phase hangs
down from a needle emerging into another phase; this outer phase often contains
the surface active agents [26,84,96,97].
The basic principle of the pendant drop method are the competing forces of surface
tension trying to minimize the droplets surface and gravity trying to pull the droplet
downwards. The struggle between these forces is reflected in the droplet shape; a
round shape shows strong surface tension while a tear drop-like shape indicates
weaker surface tension. At very low surface tensions, the droplet falls down from
the needle [26,84,96,97].
The droplet shape is filmed by the tensiometer and fitted with the Young-Laplace
equation [96,97]:
∆p = γ
(
1
r1
+
1
r2
)
(3.3)
The obtained fit is compared to a theoretical calculated profile to calculate the
surface tension γ. The other parameters are the pressure difference ∆p between
inner and outer phase, r1, the horizontal droplet radius, and r2, the droplet radius
in direction of the needle. The pressure difference is compensated by gravity and
can therefore be calculated when the densities of all phases are known [26,84,96,97].
The tensiometer used for this work is DSA100 (Kru¨ss) operated with the software
DSA3 (1.0.2.8, Kru¨ss).
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3.10 Emulsification
The creation of an emulsion means that two immiscible phases are mixed in such a
way that the inner phase is present in the form of droplets inside the outer phase.
This process creates a huge amount of energetically unfavoured interfaces compared
to the initial state with two separated bulk phases as already discussed in the Theory
chapter 2.3. For the experiments in this work, the needed energy for this interface
creation was introduced by mechanical shaking, mechanical stirring or sonication
[26,27,36–38].
Shaking is the simplest possible process, and it ensures a good mixing of both
phases which is important for the stabilization of freshly prepared interfaces with
surfactants. The drawback is the rather inhomogeneous energy distribution within
the sample and the dependence on the vessel geometry, therefore decreasing repro-
ducibility. Stirring also transports mechanical energy into the sample and mixes
the sample properly by convection. The vessel geometry is again important for the
mixing, along with the geometry of the stirring device. However, the advantage over
shaking is the possibility to transfer large amounts of energy easily into the emulsion
by using high stirring rates and optimized geometries. The size distribution can also
be controlled by geometry and speed. This process is comparably cheap and easy
and is therefore frequently used. Sonication is technically more demanding, but it
offers the possibility of transferring large amounts of energy homogeneously into
both phases giving rise to small and narrow size distributions. The disadvantages
are the lack of convection (can be overcome by additional stirring) and the harsh
conditions which might disturb labile surfactants like proteins [26, 27,36–38].
In this work, emulsions were obtained with the following devices: VWR VV3 (shak-
ing), Ultra-Turrax IKT T25 digital (stirring) and VWR ultrasonic cleaner USC200T.
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3.11 Liquid-handling-robot
Some of the synthesis routes were automated using a liquid-handling robot. The
robot used in this work is customized to the synthesis of capsules; therefore all
implemented options are described in the following section. The robot can handle
64 reactors at the same time; the robot is optimized for 2.5 mL Eppendorf reaction
vessels and glass vessels with variable heights and volumes from 15 mL to 25 mL.
The vessels can be filled and emptied by using disposable pipettes with volumes of
1250 µL or 5000 µL and reservoirs for liquids with standard volumes from 2 L down
to 10 mL. Furthermore, the robot can stirr the samples using an agitator with a
spring-like geometry generating strong convections inside the vessel and touching
the ground. The pH can be measured by a pH electrode small enough to fit into
the small vessels; automated correction of pH is possible after calibrating the mean
steepness of pH change for the set of reactors. All working steps are logged [98].
The used robot was manufactured by HiTec Zang (Herzogenrath, Germany), be-
longs to the SciBot series and is operated by the software hteMaster from the same
company [98].
3.12 Molecular Dynamics
The principles of Molecular Dynamics (MD) simulations were already explained in
the Theory Chapter 2.6. The MD simulations in this work were all performed with
the GROMACS software package (version 4.0.7 for simulations without ions and
later version 4.5.3 for all simulations containing ions) available under GNU licence
[99–104]. The used force field was GROMOS96 while ensuring NPT conditions by
coupling to a Parrinello-Rahman barostat of 1 bar every 1 ps and a temperature
bath with 300 K coupled every 0.2 ps by the Noose-Hoover algorithm [105–109].
Van-der-Waals interactions were cut off at 1.2 nm; electrostatic interactions were
modelled by Particle-Mesh Ewald’s (PME) using also a cut-off at 1.2 nm [110]. All
simulation boxes were equilibrated for at least 2 ns with constrained proteins to reach
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constant densities and energies before starting the simulation. Secondary structure
calculation was done by DSSP algorithm [111, 112]. All images of proteins and
simulation boxes are done by the Pymol package (version 1.4.1), and all graphs are
plotted by QtiPlot (version 0.9.8.8) [113,114].
The initial size of the simulation boxes before equilibration was 5.8 nm x 5.8 nm
x 11.6 nm. The proteins structures were taken from the RCSB Protein Database
(PDB) and can be found via their identification codes 2FMC (EAS) and 2PL6
(HFBII) [8,9,15,16]. Both proteins were solvated in water modeled by SPC, hexane
was defined manually with united aliphatic carbons according to the GROMOS force
field [115]. The used ion hydrogenphosphate was also defined manually according
to the GROMOS force field.
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4.1 Manual Synthesis - Standard Route
A solution of 10 mg/mL hydrophobin (H*B, 90 %, BASF [22]) in 0.1 M tris(hydroxy-
methyl)aminomethane (TRIS, 99.3 %, Sigma-Aldrich) buffer is mixed in a volume
ratio of 9:1 with the apolar phase (perfluorooctane (PFO, 98 %, Sigma-Aldrich) by
vigorous shaking followed by vortexing (VV3, VWR) (alternatively: stirring, son-
ciation). Instead of H*B, the following proteins were also used in the course of
this thesis: ferritin (from equine spleen, Type I, saline solution, Sigma-Aldrich), fe-
tuin (from fetal calf serum, lyophilized powder, Sigma-Aldrich), HFBII (lyophilized
powder, VTT, Finnland, prepared as described in [119]), HFBII/SC3 (lyophilized
powder, BRAIN, Germany)). Other possibilities for the apolar phase are: per-
fluorohexane (98 %, ABCR), silicone oil AP100 (Sigma-Aldrich), n-hexane (95 %,
Sigma-Aldrich).
The solution was equilibrated for at least 3 h by storage at room temperature. The
supernatant protein solution was removed from the emulsion and replaced with an
equal volume of mineralization solution. A solution of 2.5 mM ammonium phos-
phate (99 %, Fluka), 5 mM calcium nitrate tetrahydrate (99 %, Sigma-Aldrich) and
1.25 mM di-ammonium citrate (98 %, Fluka) in deionized water at a pH of 7.4 (ad-
justment by addition of ammonia) served as mineralization solution. This solution
was created freshly each day by mixing a solution of 5 mM calcium nitrate and
2.5 mM di-ammonium citrate with an equal amount of a solution containing 5 mM
ammonium phosphate. The obtained solution was finally filtered through a nylon
1Parts of the experimental procedures in this chapter were published in references [116–118]
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syringe filter (pore size of 0.2 µm) before using. In some experiments, 10 µmol/L
fetuin were added for stabilization; experiments with this additional stabilization
are always marked in the results sections. This route of synthesis has been adapted
from the literature [5, 120,121].
4.2 Automated Synthesis
4.2.1 Automated Synthesis using H*B
The total volume of liquid in all vials and processes is 11 mL. Because of this, the
amount of added salt per vial will be noted in the following instead of concentrations.
The emulsions were always prepared from 100 µL of PFO or silicone oil stabilized
with H*B as described in the standard route. The evaporation loss of each vial was
corrected daily by refilling with deionized water. The citrate concentration in each
vial was adjusted to 1.25 mM. The standard quantity of the mineralization salts
added to each vial during the complete course of mineralization were 0.38 mmol cal-
cium nitrate tetrahydrate and 0.22 mmol ammonium phosphate; differing amounts
are noted together with the results. The range of used amounts were 1.8× 10−5 mol
to 3.8× 10−4 mol for calcium and 1.1× 10−5 mol to 2.2× 10−4 mol for phosphate.
The sequence of salt addition and pH adjustment differed for each route and is noted
together with the results. The possibilities are: Slow addition of one salt to a solu-
tion of the other one, slow addition of both salts, slow increase in pH in a solution
of both salts (as the solubility product of HAP decreases with increasing pH), and
direct mixing of the total salt amount at a constant pH followed by a waiting time.
All processes lasted between 14 and 28 days, the latter one being the standard. The
pH adjustment was applied daily.
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4.2.2 Automated Synthesis using Phosphatase
On the basis of the automated synthesis described above, a process using phos-
phatase and an organic phosphate precursor was developed. 0.24 mmol calcium
nitrate tetrahydrate, 0.15 mmol 4-nitrophenyl phosphate bis(tris) salt (97 %, Sigma-
Aldrich) and 0.01 mmol di-ammonium citrate are solvated in water reaching a total
volume of 9 mL. 25 U of bovine alkaline phosphatase (BAP, from bovine intesti-
nal mucosa, in buffered aqueous glycerol solution, Sigma-Aldrich) or shrimp alka-
line phosphatase (SAP, from shrimp, in buffered aqueous glycerol solution, Sigma-
Aldrich) were added to the prepared vials. As the pH dropped during the precipita-
tion of HAP, a total amount of 12.63 mM ammonia was added incrementally every
2.5 h to ensure good activity of the enzyme over the whole time. The overall process
lasted 2 days. The same process can be driven manually.
4.3 Manual Synthesis of Carbonate Materials
The emulsion was prepared as described in the standard route. For the diffu-
sion process, the excess protein solution was substituted with a solution containing
only calcium chloride (99 %, Fluka) with a concentration between 5 mmol/L and
100 mmol/L together with 2.5 mmol/L citrate. The pH was adjusted to a value
between 8.5 and 9.5 (adjusted with ammonia). The vessel containing the emulsion
together with the calcium and citrate solution was placed close to 3 g ammonium
carbonate (98 %, Gru¨ssing) in a closed reaction chamber. Gently shaking was ap-
plied for the whole mineralization time of 24 h using an electric shaker. For the
mixing process, the emulsion was prepared as usual, and the excess protein solution
was removed. Afterwards, a solution containing calcium and citrate was added.
Thereafter, a solution containing carbonate was added under constant stirring. Af-
ter quick addition of the solution, stirring was kept constant for 5 min and turned off
afterwards. The overall concentrations in final solution of 5 mL were in a range of
2.5 mmol to 10 mmol di-ammonium citrate, 10 mmol to 100 mmol calcium dichloride
and 10 mmol to 100 mmol di-sodium carbonate.
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4.4 Interfacial Tensions
All IFT measurements were performed using the pedant drop method described
in the Methods chapter 3.9. The droplet consisted of oil while the surrounding
phase consisted of aqueous protein solution. Both liquids were located in a cuvette
placed inside the tensiometer. This setup had the disadvantage of large protein
quantities needed, but the advantage that the protein excess in solution was large
and that the protein concentration in solution should therefore be constant. A
constant protein concentration in the surrounding solution was important for the
used fit models. The used oil phases were PFO, perfluorohexane, benzotrifluoride,
hexane, silicone oil, wintergreen oil and corn oil. The used hydrophobins were
H*B and HFBII/SC3 solubilized in 0.1 M TRIS-buffer prepared with Millipore R©
water; the exact concentrations are denoted together with the results and range
from 0.1 mg/mL to 1.0 mg/mL. All measurements were performed until a stable
plateau was reached or until the droplet ripped off due to the decreasing surface
tension. All measurements were repeated several times.
4.5 Size Variations of Emulsions
Emulsions were prepared from a mixture of 10 vol% of silicone oil and 90 vol% of a
10 mg/mL solution of H*B in 0.1 M TRIS, followed by mixing via vortexing, Ultra-
Turrax R© treatments or sonication. Vortexing was performed at maximum power
using a VV3 Vortexer (VWR) with Eppendorf vials of 2.5 mL or 15 mL. Mixing
with an Ultra-Turrax R© (IKT T25 digital Ultra-Turrax R©, IKA) were performed at
stirring speeds from 3400 rpm to 9000 rpm, the exact conditions are noted together
with the results. Sonication was applied for 5 min to 10 min by a ultrasonic cleaner
(USC200T, VWR) to mixtures predispersed by vigorous shaking for 10 s to 20 s.
- 44 -
Chapter 4: Experimental
4.6 Fluorescence Microscopy and Porosity
Rhodamine labeled hydrophobin was obtained from the BASF and the synthesis
protocol is available in the literature [116]. To show the protein at the interface,
an emulsion from PFO and the rhodamine labeled hydrophobin was prepared via
vortexing followed by equilibration for at least 2 h. Afterwards, the emulsion was
washed at least 3 times by removement of the supernatant solution and addition of
a large excess of water. Afterwards, an aliquot of emulsion was placed in a water
droplet on a cover slide and investigated by fluorescence microscopy.
To measure porosity, capsules prepared from silicone oil via the standard protocol
with normal, unlabeled hydrophobin were placed in a droplet of water on a glass
slide. Afterwards, 10 µL of a 1 mM nile red solution in water (and a small amount
of ethanol to increase solubility) were added to the aqueous phase. The change
of capsule fluorescence was observed by taking fluorescence images after 3 h. A
hydrophobin stabilized silicone oil emulsion served as blind sample. Further ex-
periments with calcein were performed using either washed, dried and redispersed
capsules or directly with capsules from the mineralization solution. Capsules were
redispersed in a calcein solution of 0.19 M, or the solution was added in excess on the
sample edge and sucked through the sample in large excess using a sheet of paper
held to one side of the cover slide.
4.7 Ion Substitutions
Ion substitutions were performed using the standard route, but the concentration of
calcium nitrate tetrahydrate (5 mM) is replaced by 2.5 mM calcium nitrate tetrahy-
drate mixed with 2.5 mM of one of the following nitrates: sodium nitrate (99 %,
Sigma-Aldrich), magnesium nitrate (97 %, Sigma-Aldrich), strontium nitrate (99 %,
Sigma-Aldrich, europium nitrate pentahydrate (99.9 %, Sigma-Aldrich) or terbium
nitrate pentahydrate (99.9 %, Sigma-Aldrich). The subsequent mineralization and
characterization was performed according to the standard route.
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4.8 Additives for Mineral Growth Control
Different additives were tested by using the standard synthesis route with substi-
tuting the usual 1.25 mM di-ammonium citrate with 1.25 mM ethylenediaminete-
traacetic acid (EDTA, 99 %, Fluka), 0.25 mM cetyltrimethylammonium bromide
(CTAB, 98 %, Sigma-Aldrich), 1.25 mM CTAB or without any additive at all as
a reference.
4.9 Inclusion of Silver
Silver (powder, 99.9 %, 2-3.5 µm, Sigma-Aldrich) was added in three different ex-
periments during the emulsion preparation via the standard route. Firstly, the
stabilizing protein H*B was substituted with an amount from 1 mg to 30 mg of sil-
ver powder added to 100 µL PFO for stabilization by the Pickering effect. Secondly,
89 mg of silver were added directly to the prepared and stabilized emulsion (made of
1 mL PFO and 9 mL solution with 10 mg/mL H*B) followed by exhaustive vortexing.
Thirdly, 0.0001 mg or 0.09 mg were predispersed in 100 µL TRIS buffer and added to
the prepared emulsion (made of 1 mL PFO and 9 mL solution with 10 mg/mL H*B)
during vortexing. The synthesis was continued according to the standard route.
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In nature, organisms control the synthesis of biominerals using plenty different con-
trol mechanisms. The basic controls (like insoluble and soluble matrices) were al-
ready highlighted in the Theory Chapter 2.4 - but the organism has much more
options: local changes of pH and ionic composition if mineralization takes place
inside cells or vesicles, or the use of different matrices for each step of mineraliza-
tion [3, 4]. Obviously, biomineralization is a rather complex process; understanding
is only possible after simplification, identification of basic rules and transfer if these
rules onto new materials. The following routes use an insoluble matrix of immobi-
lized proteins at oil/water interfaces together with simple, low-molecular additives.
This chapter focusses on the possible synthesis routes and their optimization, while
the capsule characterization will be a topic of later chapters.
5.1 Hydroxyapatite Materials
Hydroxyapatite (HAP) was introduced in the Theory Chapter 2.5.2 and belongs to
the biominerals of special importance for mankind as it occurs in the human body
in form of bones and teeth and is therefore the most widely used biomineral in
the human body. Consequently, the production of HAP is not only interesting for
bone cements, but also for all kinds of implants and capsules transporting drugs,
as HAP has a high potential of being biocompatible [75, 122–124]. Furthermore,
all reactants needed for HAP synthesis are non-toxic and available at a reasonable
price, which makes HAP a promising candidate for industrial materials in general.
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In the following paragraphs different routes of synthesis all yielding HAP will be
discussed.
5.1.1 Manual Synthesis1
In literature, different routes for the production of hollow capsules are described:
Multi-layer polyelectrolytes can form capsules [125,126]; possible templates for cap-
sule formation can be liquid [120, 127–132], solid [123, 133–135] and gaseous [136].
Solid templates have to be removed after the synthesis, which is often a drawback
because of the substances involved (HF is needed for common silica substrates).
Liquid templates have also some advantages over gaseous templates: They can be
loaded with active substances soluble in oil at the beginning of the synthesis (fra-
grances, flavours or drugs) making an additional loading step unnecessary. Further-
more, they can be stabilized over long times, and many well-established techniques
for size control exist; some of them will be transferred to the synthesis of cap-
sules in the course of this thesis [33, 137–139]. The choice of HAP as shell material
offers the advantages of rigidity, controlled porosity, biocompatibility and intoxic
reactants [75, 122–124]; other shell materials known are silica [127, 129, 130], zirco-
nia [123], titanium dioxide [140], calcium carbonate [136] and other phases of calcium
phosphate [120,124,128,131,141].
The following route is the standard route which serves as a reference for all experi-
ments in this thesis as it is easy to perform and shows good yields of intact capsules.
The synthesis is based on the work of Jutz et al [120, 121] and is investigated and
improved within this thesis. Figure 5.1 outlines the steps of the standard synthesis
route. At the beginning, an emulsion of an apolar phase (perfluorooctane, perfluo-
rohexane, silicone oil or n-hexane) with an aqueous TRIS-buffered protein solution
is prepared by shaking, stirring or sonication. The prepared emulsion is stored
for at least 3 h to enable diffusion, adsorption and refolding of the proteins at the
oil/water interface to create a long-time stabilized emulsion. The remaining protein
solution is removed and a saturated citrate-stabilized solution of calcium phosphate
1Some of the results presented in this section were part of a publication [116].
- 48 -
Chapter 5: Biomimetic Synthesis Routes
Figure 5.1: Scheme of manual HAP capsule synthesis. From left to right: Addi-
tion of protein in buffered solution and oil, emulsification, removal of
supernatant protein solution, addition of saturated calcium phosphate
solution, and shell growth after several cycles of refreshing the saturated
solution.
at a pH of 7.4 (the solubility product of HAP is pH-dependent and decreases with
increasing pH [70]) is added. This solution is exchanged frequently (every 1-3 days)
against a freshly prepared saturated solution for 14 to 30 exchange cycles. The stan-
dard procedure always uses a perfluorooctane emulsion stabilized with the protein
hydrophobin H*B generated by shaking with a vortexer for at least 60 s; differ-
ent emulsions are always mentioned together with the results. Hydrophobins are
not used for biomineralization in nature, this synthesis is therefore a transfer of a
non-mineralization related protein into a biomimetic mineralization process [4].
This route of synthesis produces capsules (see Figures 5.2, 5.3 and 5.4) in high yields
accompanied by comparably small amounts of bulk material; details concerning
yields follow in a separate section. The capsule size depends on the size distribution
of the emulsion and is broad when vortexing is used to create the emulsion; the
broadness of size distributions can be seen especially in the optical micrographs in
Figure 5.2. The capsule shell consist of crystals with a needle- or plate-like morphol-
ogy, which are typical morphologies of HAP [70,81,142]. Progress of mineralization
can be followed in Figure 5.3; the different sizes of capsules originate from the broad
size distribution due to vortexing (see also Figure 5.2). At the beginning (Figure 5.3
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(a) (b)
Figure 5.2: Pictures of capsules fabricated by the standard route using H*B stabi-
lized PFO. Both images were taken in an aqueous environment with an
optical microscope in bright field mode.
a), the emulsion droplets are stabilized with a protein membrane which collapses
during drying, showing strong buckling effects. The mechanical stability towards
buckling increases with growing shell thickness (Figures 5.3 b-d), and the increasing
crystalline nature of the capsules is clearly visible.
The capsule surface is rough an seems to be porous; the shell structure (see Figure
5.4) gives first evidence for the crystallization mechanism: The inner surface of the
capsules is smooth while the outer surface is rough with distinguishable crystals
pointing outwards. This suggests a growth mechanisms where the protein adsorbed
at the oil/water interfaces acts as a nucleation point with crystals starting to grow
away from the interface into the aqueous phase that is the ion source. The detailed
picture of the protein membrane in Figure 5.4 strengthens this argument by showing
crystals growing away from the protein membrane.
The guidance of crystal growth by a protein is common in nature and reaches from
providing local supersaturation to confining space available for mineralization [42].
Prominent examples are shells of molluscs. Chitin (a polysaccharide) serves as an
organic matrix, and it assembles without cellular control into a matrix for min-
eralization (together with several mineralization proteins and proteins acting as a
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(a) Freshly Prepared (b) 4 Exchanges
(c) 10 Exchanges (d) 22 Exchanges
Figure 5.3: Progress in mineralization of a PFO/water emulsion stabilzed with H*B.
The images show the progressing mineralization. (a) shows a protein
membrane without any mineral directly after the emulsion preparation;
(b-d) depict the capsule growth accompanied by a more rigid shell with
the ability to withstand the mechanical forces upon drying. Exchange
means always the removal of the old mineralization solution and the
addition of freshly prepared mineralization solution (see Chapter 4.1 for
details).
glue) [57–59]. Another example utilizing HAP is mammal bone. The organic matrix
is built from collagen, a protein consisting of typical triple-helices assembling into
fibers and fibrils. The gaps between the fibrils are mineralized with HAP creat-
ing a composite material [54, 143–145]. The capsules in this work and the natural
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(a) Yield (b) Capsule
(c) Broken Capsule (d) Capsule Shell
Figure 5.4: Capsules resulting from the standard route of synthesis. (a) is an
overview of a droplet on the SEM-sample holder, (b) is a zoom-in of
a capsule, (c) is a close up showing inner and outer structure of a broken
capsule shell, (d) shows crystals growing away from the protein shell (left
side) into the aqueous phase (right side). (a) and (b): reproduced by
permission of The Royal Society of Chemistry [116].
examples of mollusc shells and bones all have in common that the organic matrix as-
sembles itself (including other assisting proteins in nature) before the mineralization
can begin. This underlines that the capsule synthesis in this work is biomimetic, and
it indicates that the picture of a self-assembled protein (in this case hydrophobin) at
the interface guiding the mineralization away from the interface should be correct
as it is a very widespread mechanism. However, it is not possible to judge from
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the SEM micrographs whether the protein builds a thin, monomolecular film (which
is likely for hydrophobins, see Theory Chapter 2.1.3) controlling only the start of
mineralization, or if the protein builds a network (like chitin or collagen), which is
subsequently mineralized.
Yields
The yield is crucial for the success of the synthesis. Two different parameters are
relevant here: the number of capsules per sample and the ratio of unwanted crys-
talline bulk to capsules. Both can be investigated by taking SEM images; all images
are made from an aliquot of 3 µL of emulsion. A classical yield cannot be determined
as only a slight amount of ions is consumed from the mineralization solution per
exchange cycle; this change is so small that it cannot be determined with sufficient
precision over all cycles to calculate the real yield. Thus, the number of capsules as
the most important parameter will be termed yield from now on, although it is no
yield in the classical sense as it is not the ratio of reactants and products, but an
absolute number per volume. For the correct determination of yields, each synthesis
is repeated at least two times and at least three aliquots of 3 µL per sample are
analyzed.
Examples of observed yields are shown in Figure 5.5. The images show a huge
variability of capsule number and capsule/bulk ratio; the images are only examples
and serve as a scale for the yields and ratios that are referred to as good or bad
within this thesis.
Predicting the yield of a process is often difficult as many factors influence it. Gen-
eral factors leading to good yields and capsule/bulk ratios in most of the cases are a
flat geometry of the vessel bottom, the correct choice of oil, sufficient equilibration
times and sufficiently long mineralization times. The geometry of the vessel is im-
portant to avoid coalescence of the freshly prepared emulsion due to droplets lying
on top of each other inducing pressure on the other droplets. As a consequence,
the vessel should have a bottom or surface area (depending whether the oil floats or
sinks) as large as possible to give the droplets the necessary space. The choice of oil
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(a) Bad Yield, Bad Ratio (b) Bad Yield, Good Ratio
(c) Good Yield, Bad Ratio (d) Good Yield, Good Ratio
Figure 5.5: Examples of yields and capsule/bulk ratios from various syntheses; the
yield is defined (see text for further explanations) as number of capsules
per volume. The processes all followed the standard protocol and were
performed with (a) a poorly prepared PFO emulsion, (b) a silicone oil
emulsion in a large and flat vial, (c) a silicone oil emulsion in a large and
flat vial, (d) a PFO emulsion with a long mineralization time. Image (d)
was taken during a master’s thesis [146].
is essential as oils with high vapour pressures (e.g. hexane) evaporate quickly dur-
ing the solution exchange leading to a decreasing yield if the vessels are not closed
tightly and quickly. If these emulsions are handled swiftly, the yields are nearly
the same as in processes with non-volatile oils. On the contrary, non-volatile oils
(e.g. silicone oil) can complicate SEM measurements as they tend to build greasy
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films on the surface of the minerals. This necessitates a washing step (e.g. with
ethanol/heptane to dissolve silicone oil) for oil removal before visualization can take
place. The equilibration times for freshly prepared emulsion should be at least 3 h
to ensure a proper stabilization and avoid coalescence. The mineralization times
should be long enough to ensure thick and solid shells able to withstand the pres-
sure of oil evaporation during drying and SEM preparation. Image 5.6 shows the
consequences of insufficient mineralization times: Many capsules are present (even if
the capsule/bulk ratio is bad), but nearly all capsules are destroyed. The necessary
washing step for silicone oil emulsions can also lower the yields if not performed
properly. Capsules loose weight during washing as the core of heavy oil is removed;
hence, they need more time to sediment before the washing solution can be removed
(at least 15 min). In exchange, the washing step offers an advantage: The cap-
sule/bulk ratio is often increased drastically by the washing steps, as many bulk
particles are small and hence sediment slower than the capsules. Thus, the washing
step is also a possible purification protocol.
A comparison of yields with literature is nearly impossible as almost all papers avoid
this question, which might be an indication for comparable low yields. The pictures
in this section show clearly that many capsules are obtained and that it is possible
to remove bulk material by e.g. washing.
Scale-up
The standard synthesis route uses small reaction vessels of 2.5 mL. Characteriza-
tion often needs larger amounts of material, upscaling the reaction is thus of vital
importance. The easiest way to perform upscaling is to increase the used volume
while keeping concentrations and oil/water ratios constant. This is indeed possible
and was performed up to oil volumes of 1 mL (in 15 mL vials), showing that the
yields drop dramatically if a wrong vessel geometry is chosen (see previous Section).
Firstly, the vessel geometry has to enable proper mixing to avert dead volumes where
freshly created oil droplets can not get in contact with an excess of stabilizing agents
from solution. Secondly, the vessel geometry should have a flat ground as large as
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Figure 5.6: SEM image of mineralized hexane/water-emulsion stabilized with H*B.
The bulk/capsules ratio is bad and most of the capsules are destroyed.
possible for oils heavier than water (or provide a large surface area for lighter oils,
respectively). This is important as gravity forces lead to coalescence for the lower
droplets in cone-like containers reducing the number of templating droplets. This
effect can also be seen visually by the recreation of a continuous oil phase at the
bottom of cone-like shaped vessels. In contrast, the same emulsions do not coalesce
in large, flat vessels.
Semi-Automation of Solution Exchange
Besides using larger vessels to produce more capsules at a time, an automated
exchange of mineralization solution can save working time. A small reactor with a
syphon turned out to be the easiest design for this purpose. The reactor is depicted in
Figure 5.7 a and works as follows: The mineral exchange solution prepared according
to the standard route is added slowly by a syringe pump through a 0.2 µm pore size
nylon syringe filter. As soon as the fill level of the reactor reaches the height of
the syphon, the solution is sucked out down to the lower end of the siphon. The
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(a) Scheme of reactor (b) Capsules from reactor
Figure 5.7: (a) shows a scheme of the used reactor for semi-automation of the min-
eralization process. The mineralization solution is added constantly and
removed periodically by the syphon. (b) shows resulting capsules from
the syphon reactor.
siphon is mounted such that nearly all mineralization solution is removed while the
emulsion remains in the vessel. After that, the addition of mineralization solution
continues, ensuring a constant ion support.
Examples of resulting capsules from this reactor are depicted in Figure 5.7 b. The
ratio of bulk to capsules is the same as in the manual process; many intact capsules
can be found and the capsules are well mineralized. The advantage of the process
is the gain in working time. Instead of exchanging the solution, only the syringe
has to be refilled every few days. This process is an improvement over the manual
process, but it conserves some of its disadvantages: The process needs many expen-
sive syringe filters, and a frequent refilling of the syringe is still necessary due to the
low stability of mineralization solution over time (only several days, see literature
for details [121]). Furthermore, syringe pumps are rather expensive, and the reactor
needs space, so that it is not possible to screen many parameters at the same time.
Consequently, a full automation of the process has been performed which will be
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described in the following sections.
5.1.2 Automated Synthesis2
Automation can save time, increase reproducibility and enable the synthesis of larger
capsule amounts. This is not only relevant for characterization, but is also the first
step towards possible applications. The frequent exchange of mineralization solution
is by far the most time-consuming of all synthesis steps. Automation is possible with
a liquid-handling robot custom-build for this process. In all cases, the hydrophobin
H*B is used for stabilization of the apolar phase (silicone oil or PFO).
Transfer of Synthesis to a Liquid-Handling Robot
The robot cannot use syringe filters, which are essential for the standard route.
The reasons for this are the high price for syringe filters on the one hand, and the
high pressure needed after short times to press liquid through the filters together
with a difficult pick up of filters on the other hand. Together with the low amount
of introduced ions per volume in a saturated solution due to the low solubility
product of HAP, syringe filters turned out to be inefficient for a fully automated
process aiming at the production of large capsule amounts. All these problems
are circumvented by using concentrated solutions of both ions (Ca 2+ and PO 3 –4 )
without syringe filters. In all cases, the citrate concentration in the vial is constant
like in the manual process.
This thesis provides the foundation for a complete automation. For this purpose,
the step of ion addition (performed by exchange of mineralization solution in the
manual process) is automated first while the preparation of the emulsion and its
equilibration are still performed manually. In all cases, the process lasted 28 days
(corresponding to 28 exchange cycles) if not mentioned otherwise. This ensures good
comparability with the manual process, which is typically performed in the range of
2Some of the results presented in this section were part of a publication [117].
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Table 5.1: Processes of the liquid-handling robot; ”provided” means that the whole
amount of substance is added to the vial at the beginning; ”daily” stands
for daily addition of the substance during the whole process lasting
28 days; ”constant” stands for daily check of pH and correction using
ammonia; ”increase” stands for an incremental increase from 4 to 8 over
the whole process. Further details on the processes can be found in the
Experimental chapter 4.2. Reproduced by permission of The Royal Soci-
ety of Chemistry [117]
route Ca 2+ PO 3 –4 pH
1 provided daily constant
2 daily provided constant
3 provided provided increase
4 provided provided constant
5 daily daily constant
28 exchange cycles. The possibilities for adding ions (see also Table 5.1) are: add
the full amount of one ion and add the other one slowly, add both ions completely
and increase the pH, add both ions completely at a constant pH and wait, or add
both ions slowly. The slow addition of one or both ions is expected to lead to a
slower mineralization and thus better crystallinity [147]. The slow addition of both
ions offers the advantage of a constant ion ratio which can influence the growing
crystallites, especially as HAP is known to be often calcium-deficient [70]. The ad-
dition of both ions all at once is a little more biomimetic as it leads most probably to
an amorphous precursor which subsequently transfers into other phases - the same
process happens also in nature [3]. An example for the use of amorphous precursors
is bone, where the collagen matrix is infiltrated by amorphous calcium phosphate
which converts into crystalline HAP subsequently; more examples for amorphous
precursors can be found in the literature [144, 148, 149]. In contrast to nature, the
process here involves less possibilities to control the phase transfer. Consequently,
the results might be less predictable and reproducable as slight temperature fluctu-
ations and slightest amounts of dust particles or other impurities can influence the
phase transfer. It is worthwhile to mention that the solubility and phase stability
of calcium phosphates is strongly pH-dependent. As a consequence, the pH is kept
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constant in most of the cases; but the slow increase of pH (the solubility of HAP
decreases with increasing pH [70]) is also a possibility to slow down crystallization
when adding all ions at once. In both cases, the robot controls the pH value auto-
matically with a frequency of one to four times per day and corrects it automatically
by adding ammonia.
The results of all synthesis routes are depicted with exemplary but representative
micrographs in Figure 5.8. Out of the five possible synthesis routes (summarized in
Tabel 5.1), the first three yield no capsules. Despite this, route 1 and 3 are interest-
ing as they lead to large crystallites shown in Figure 5.8. The obtained crystallites
are much larger than any crystals observed in manual synthesis, showing that slow
addition of one ion or slow increase in pH are sufficient for the production of large
crystals. The complete change of the aqueous solution in the manual route is obvi-
ously much harsher and prevents the growth of large crystals. The robot provides
a very stable environment without any disruptions. No mineralized interfaces are
visible in these samples, even though the emulsion was still intact at the end of min-
eralization. Instead of mineralization at interfaces, classical crystals growth occurs.
It remains unclear whether the protein hydrophobin used in these samples influences
the growing crystals or not; further studies on these routes might be interesting for
the production of highly crystalline materials. As the hydrophobin is important for
induction of mineralization in all other paths, it is probable that it also controls the
beginning of nucleation in routes 1 and 3, but afterwards (in contrast to the other
routes) the growth of large crystals is prefered over nucleation of many small crystals
due to the chosen conditions with high ionic strength. The non-existence of capsules
in routes 1 and 3 can be explained by the large crystallites which cannot build a
shell rigid enough to survive simply due to their size. The reasons for the failure
of route 2 both in terms of capsules and large crystallites are much more complex
and are connected to the ions binding behavior of hydrophobin; this aspect will be
investigates in detail in the MD-simulation chapter 9 at the end of the thesis.
The synthesis of capsules is possible with route 4, but yields are lower compared to
the manual process. Exemplary capsules are shown in Figures 5.8 and 5.9. Like in
the manual process, the capsule size distribution is controlled by the emulsion size
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(a) Route 1 (b) Route 2
(c) Route 3 (d) Route 4
(e) Route 5
Figure 5.8: Crystals and capsules obtained with different synthesis routes performed
by the liquid-handling-robot; the exact routes are described in the text
and are summarized in Table 5.1. Each of the pictures (a-e) shows the
results from one of the synthesis routes. (b): Reproduced by permission
of The Royal Society of Chemistry [117].
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(a) Capsule (b) Shell of capsule
Figure 5.9: Capsule and close up view, origination from synthesis route 4: All reac-
tants are added completely at the beginning and the pH is kept constant
over the following waiting time. (a): Reproduced by permission of The
Royal Society of Chemistry [117].
distribution. The formed capsules are stable, and the surface apparently consists
of larger particles grown together (opposed to the continuous surface in the manual
process, see Figure 5.4). Despite this, the crystallites have the same shape as in
the manual route. Most probably amorphous particles are formed during initial
mixing of reactants. These particles stick to the interface by the Pickering effect
and subsequently transform to thermodynamically stable HAP during the next days.
The dropping yield might be traced back to a lower mechanical stability as the
crystallites can not interconnect as well as they emerge from particles and do not
grow from the protein membrane providing many nucleation points very close to
each other.
The best results are obtained with route 5 (see Figure 5.8 for first results); the
yields are comparable to the manual process while reducing human working time
drastically and increasing reproducibility. Hence, this route is investigated in greater
detail than the other routes in the following.
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(a) pH=5, low conc. (b) pH=5, medium conc. (c) pH=5, high conc.
(d) pH=6.5, low conc. (e) pH=6.5, medium conc. (f) pH=6.5, high conc.
(g) pH=8, low conc. (h) pH=8, medium conc. (i) pH=8, high conc.
Figure 5.10: Capsules from various robot syntheses following route 5; the pH values
denoted for each picture are measured daily and corrected with am-
monia. Concentrations correspond to the added amount of ions to an
emulsion of 100 µL PFO emulsified with H*B according to the standard
route. Low means 1.8× 10−5 mol calcium and 1.1× 10−5 mol phos-
phate; medium stands for 3.6× 10−5 mol calcium and 2.2× 10−5 mol
phosphate; high denotes 3.6× 10−4 mol calcium and 2.2× 10−4 mol
phosphate. Details can be found in the Experimental section 4.2; emul-
sification follows the protocol of the standard manual synthesis.
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Optimization of Parameters
The daily addition of both ions at a constant pH (route 5) ensures highest yields and
best capsules/bulk ratios. As the results exceed the results from all other routes, it
is used for all further syntheses. The constant ratio of both ions combined with a
slow addition and a constant pH value turn out to be the important parameters for a
successful production of mineral capsules. The mineralization takes place at multiple
nucleation points provided by the protein membrane (further explanations follow in
the course of this thesis, especially in Chapter 9), resulting in capsules with shells
consisting of small crystallites (instead of large bulk crystallites or amorphous bulk
without any capsules). The optimization process of route 5 is shown with exemplary
capsules in Figure 5.10. For case (f), no capsules were obtained in first screenings in
contrast to the other parameters, so no further samples were produced using these
parameters. The combination of high ionic strength with a medium pH could be the
reason for the non-existence of capsules at these parameters as the protein might
denature under these conditions. Further measurements on the ionic bridges at
various pH would be necessary to verify this, but are not available in literature. The
pictures clearly show that the crystals of the capsule shell get larger with increasing
ion concentration; the higher excess seems to accelerate crystal growth as all samples
had exactly the same time for mineralization. The pH influences the microstructure
of the capsules; a high pH induces higher crystallinity, which is observed most clearly
at low ionic concentrations in Figure 5.10 and can be explained with the higher
thermodynamic stability of HAP compared to all other phases at increasing pH [70].
It should be mentioned that a too high crystallinity has also downsides; especially
the yield is influenced by the crystallinity as explained in the following sections.
The yields depend on the chosen concentration and pH; Figure 5.11 gives an overview
over typical results. The missing results for (f) were already explained. These pic-
tures are not sufficient to judge the overall yield; measuring many droplets from
different reproduced samples is necessary to asses yields. The results of all mea-
sured samples are summarized in the text. Besides finding optimal conditions for
synthesis, screening concentration and pH values proves the flexibility and tunability
of the system: The concentration determines the capsule/bulk ration, with low con-
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(a) pH=5, low conc. (b) pH=5, medium conc. (c) pH=5, high conc.
(d) pH=6.5, low conc. (e) pH=6.5, medium conc. (f) pH=6.5, high conc.
(g) pH=8, low conc. (h) pH=8, medium conc. (i) pH=8, high conc.
Figure 5.11: Overview pictures of various robot syntheses following route 5; the pH
values denoted for each picture are measured daily and corrected with
ammonia. Concentrations correspond to the added amount of ions to an
emulsion of 100 µL PFO emulsified with H*B according to the standard
route. Low means 1.8× 10−5 mol calcium and 1.1× 10−5 mol phos-
phate; medium stands for 3.6× 10−5 mol calcium and 2.2× 10−5 mol
phosphate; high denotes 3.6× 10−4 mol calcium and 2.2× 10−4 mol
phosphate. Details can be found in the Experimental section 4.2; emul-
sification follows the protocol of the standard manual synthesis. Each
picture shows a section of a 3 µL droplet.
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centrations leading to the highest ratios. Increasing the concentration up to medium
levels increases the number of capsules, which stays constant if concentrations are
increased further, meaning that only the amount of bulk mineral increases. At low
ion concentrations, the availability if ions is the limiting factor for capsule produc-
tion. At low concentrations, not all emulsion droplets can be mineralized, thus
leading to a good capsule/bulk ratio (most ions are consumed by growing capsules),
but poor absolute numbers of capsules. Consequently, remains of poorly mineral-
ized membranes or pure membranes are observed in the SEM besides capsules. The
number of capsules increases when more ions are added until all emulsion droplets
get mineralized; when this threshold is reached, further increase deteriorates the
capsule/bulk ratio as the surplus ions start to nucleate in solution. This explains
why medium concentrations are the best compromise between capsule/bulk ratio
and number of capsules. Crystallinity increases slightly with higher pH, but many
of the resulting capsules are destroyed during SEM preparation at these high pH
values. This is accounted to an increasing brittleness, which is also a drawback
for possible applications. In conclusion, the optimum conditions for synthesis are
medium concentrations (see Experimental section 4.2 and figure captions for details)
and a pH of 5 to ensure mechanically robust capsules.
Altogether, the described results shed light on the underlying mechanism of miner-
alization. When ions are added, calcium phosphate precipitates at the nucleation
points provided by the protein (see later sections) and in solution. In some pro-
cesses, the precipitate is amorphous at first and transforms into HAP with time;
in other cases, HAP might also precipitate directly. Both processes are difficult
to distinguish, but the capsules depicted in Figure 5.12 exhibit small, featureless
particles scattered over the protein membrane; most probably due to their short
mineralization time. This points out that amorphous phase might be common as a
first step; for the future, following the kinetics of the process by XRD might be inter-
esting to get deeper insights. The precipitation of amorphous phases as a first step
is similar to biomineralization processes in nature [3]. HAP is thermodynamically
more stable than amorphous calcium phosphate, but the energy difference decreases
with decreasing pH [70]. The growing crystallites consume the present amorphous
calcium phosphate phases, resulting in samples with only crystalline phases present
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(a) capsule (b) close up view of shell
Figure 5.12: Incomplete capsule and close up view, origination from synthesis
route 5 using medium concentrations (3.6× 10−5 mol calcium and
2.2× 10−5 mol phosphate) and a pH of 8 at a runtime of 14 days (nor-
mal: 28 days).
after a sufficient waiting time. With a lower energy difference, the crystals grow
slower and have therefore more time to interconnect with adjacent crystals. This
leads to an interconnected and consequently more stable crystalline shell, a picture
that fits nicely to shell cross sections (details follow in Chapter 7.1.3).
The precipitation of mineral on a protein shell with subsequent solidification was
already observed for different proteins, but also for bionanoparticles like viruses
[116,120,150]. Molecular dynamics simulations have also shown that the formation
of prenucleation clusters can be assisted by suitable surfaces [45, 151]. The con-
version of an amorphous precursor to a crystalline phase is not only common for
hydroxyapatite systems, but also for other materials like calcium carbonates. In
nature, the conversion is controlled by various proteins and low molecular weight
agents destabilizing the amorphous phase or metastable intermediates or stabilizing
the final phase to ensure a rapid conversion [3, 4, 39,45,58,151].
The long waiting times during synthesis are a major drawback of the presented syn-
thesis routes. Halving mineralization times while doubling the dosed ions per day
(but not the overall amount added to the solution like in the concentration varia-
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(a) Quick process, two doses a day, low conc. (b) Quick process, one dose a day, medium conc.
Figure 5.13: Capsules from synthesis route 5 using (a) low (1.8× 10−5 mol calcium
and 1.1× 10−5 mol phosphate) and (b) medium (3.6× 10−5 mol calcium
and 2.2× 10−5 mol phosphate) concentrations and a pH of 6.5 at a
runtime of 14 days (normal: 28 days). During the shorter runtime,
the same amounts of ions as in the standard process are added; the
additions are performed twice a day (a) or once a day (b).
tion performed before) is possible with various parameters; the resulting capsules
are shown in Figure 5.13. While improving the reaction time drastically, yield, cap-
sule/bulk ratio and crystallinity of capsules decrease. Despite this, the possibility
of accelerating synthesis might be relevant for future scale ups as a purification of
capsules could at least solve the issue of dropping yields. Besides saving time, the
dropping crystallinity is another indication for the afore suggested growth mecha-
nism: The crystallinity is lower due to the lack of time for amorphous particles to
reorganize into crystalline HAP.
The presence of fractured capsules in every synthesis raises the question if avoiding
shear forces from stirring during mineralization was a way to increase yields. Ex-
emplary pictures of yields are presented in Figure 5.14; the process was designed
such that no stirring was applied after emulsification. Hence, the whole process of
mineralization takes place without any kind of agitation. No changes can be seen in
comparison to samples from the standard route, implying gentle stirring after each
ion addition does not destroy any capsules. However, it also implies that Brownian
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(a) pH=5, no stirring (b) pH=6.5, no stirring
Figure 5.14: Capsules made by synthesis route 5 using medium concentrations
(3.6× 10−5 mol calcium and 2.2× 10−5 mol phosphate) and a pH of
(a) 5 or (b) 6.5 without stirring during the whole process except emul-
sification at the beginning. In contrast, stirring is applied after each
addition of ions in the normal process.
motion is sufficient to ensure sufficient mixing of the components. Still, stirring
should thus be applied in the process as it avoids concentration gradients and en-
hances reproducibility. These findings suggest also that capsules are not destroyed
during the mineralization itself, but rather during preparation for SEM investigation
(pipetting, applying vacuum, sputtering, washing in case of capsules from silicone
oil). Inspecting capsule samples in a SEM with environmental mode avoiding vac-
uum while still providing sufficient magnification could be a good way for the future
to clarify this.
5.1.3 Phosphatase Assisted Synthesis3
The liquid handling robot saves many hours of work by automating the most time
consuming steps, thus reducing the overall process costs. However, the main time
factor (and thus also an important cost factor) is the long mineralization time, no
matter whether it is automated or not. The previous section showed already that
3Some of the results presented in this section were part of a publication [117].
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shortening mineralization times is possible if a slightly lower yield is acceptable, but
the needed times are still long compared to industrial processes. Nature often uses
enzymes to provide a continuous supply of reactants by conversion of precursors at
a constant rate. This principle is applied to capsule synthesis by the use of alkaline
phosphatase.
Two phosphatases (SAP, Shrimp Alkaline Phosphatase and BAP, Bovine Alkaline
Phosphatase) and two phosphate precursors (para-nitrophenylphosphate (PNP) and
β-glycerolphosphate) were tested. Emulsions were prepared as usual. The robot
added the complete amount of calcium and the phosphate precursor followed by the
enzyme to the solution. The pH was tested and corrected frequently. It influences
not only the stability of mineral phases, but also the activity of phosphatase (higher
alkalinity leads to higher activity). During the deposition of mineral, the pH drops
and therefore slows down phosphatase so that the process would stop without cor-
recting the pH. As a side effect, the solubility of calcium phosphate is also increased.
Details on the pH values and corrections mechanisms follow. This process is there-
fore different from all routes described before, it can be considered as a combination
of routes 1 and 3, but the fact that an enzyme is used for phosphate release is a
large difference, as the next sections will show.
Experiments show that the choice of reactant concentration, precursor and phos-
phatase are crucial for the success of synthesis. First screening results show that
the correct concentration of all reactants leading to capsule production lies within
the same range as for the direct addition of inorganic salts screened before (see Ex-
perimental section 4.2 for details); the best concentration contains 1.4× 10−4 mol
precursor and 2.4× 10−4 mol calcium per 100 µL emulsion. Both phosphatases (SAP
and BAP) work with both substrates (PNP and β-glycerolphosphate) yielding min-
eral, but only the combination of SAP with PNP produces capsules with a good
crystallinity depicted in Figure 5.15 while BAP yields no capsules in every case.
The reason for this remains unclear; screening in detail could help in the future
to determine whether other phosphatases need just other parameters, or if special
properties of phosphatases are needed for the production of capsules. It should be
noted that SAP is a cold water adapted enzyme; implying that BAP could possibly
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(a) Capsule (b) Close up view of capsule shell
Figure 5.15: Capsule produced by the liquid-handling robot within two days us-
ing the phosphatase SAP. 1.4× 10−04 mol para-nitrophenylphosphate
(PNP) were used as a precursor together with 2.4× 10−4 mol calcium
and addition of ammonia every 2.5 h to keep the pH at a high level.
Reproduced by permission of The Royal Society of Chemistry [117].
yield better results if the reaction temperature was slightly increased. Another ex-
planation for the success of SAP is exactly its cold water adaption; one of the most
important differences of these proteins compared to proteins optimized for higher
temperatures is an increased flexibility [25]. Most probably, some of the enzyme
molecules adsorb at the oil/water interface during the reaction. A more flexible
protein can maintain its activity here and induce precipitation exactly at the in-
terface by creating local supersaturation next to the nucleation spots provided by
hydrophobin (see also the Simulations chapter 9). This hypothesis explains why all
enzymes create mineral, but only SAP creates capsules.
Lastly, the pH value turns out to be crucial for the success of this reaction. The
most effective way is the addition of tiny amounts of ammonia with a high frequency
(every 2 h); in contrast, keeping the pH constant by ammonia addition with a high
frequency does not work. A possible explanation for this observation is that the first
nuclei should be generated at the protein membrane and not in solution in order
to provide capsule growth instead of bulk mineralization. A slow precipitation at
the beginning is crucial for this purpose. The pH of the solution is slightly acidic
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at the beginning, meaning that the phosphatase works slowly. If the pH is kept
constant, a large amount of ammonia is added several times at the beginning, as
the pH needs to be corrected despite of the quick mineral precipitation lowering the
pH. When tiny amounts are added, phosphatase works rather slow and precipitation
begins slowly and controlled. Most probably, an amorphous phase is precipitated
firstly at the interface and converts into HAP over time, with the same mechanism
as discussed for the classical process. This process works best with a continuous
addition of base; exact values can be found in the Experimental chapter 4.2. The
capsule/bulk ratio of these reactions is lower compared to the normal automated
process, but the whole reaction can be performed within three days, which is a huge
reduction of reaction time. In conclusion, crystalline capsules can be obtained by
using an automated process with phosphatases in much shorter times compared to
the presented classical and automated processes, which is underlined in Figure 5.15.
5.2 Calcium Carbonate Materials4
Materials made of calcium carbonate are the most common biominerals. Prominent
examples are shells of snails and mussels and the skeletons of corals. Because of their
prominence, calcium carbonates are well characterized, and many biomineralization
systems were examined in great depth (see Theory Chapters 2.4 and 2.5.1 for litera-
ture). The capsule synthesis is transfered from hydroxyapatite to calcium carbonate
to learn more about the mineralization mechanism and to test the variability of the
protein-assisted process investigated in this thesis.
The standard synthesis route for hydroxyapatite was modified for the synthesis of
calcium carbonate capsules. Two different syntheses were tested, the main difference
being the dosing speed of carbonate and the fact that no mineralization solution is
exchanges in both routes.
The first route is depicted in Figure 5.16 and was adapted from the literature [153].
The emulsion is prepared by shaking a protein solution with oil (perflurooctane
4The following section was part of a master’s thesis [152].
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Figure 5.16: Scheme of manual calcium carbonate capsule synthesis by gas diffu-
sion. From left to right: Addition of protein in buffered solution and
oil, mixing, removement of supernatant protein solution, addition of
calcium solution, shell growth by diffusion of carbon dioxide (released
from (NH4)2CO3) into the solution.
or silicone oil), afterwards, the excess of protein solution is removed and replaced
with a calcium solution. The vessel containing the emulsion and calcium solution
is placed in a closed chamber with (NH4)2CO3 as a carbonate source. Ammonium
carbonate dissociates slowly releasing carbon dioxide. The addition of carbonate
thus takes place by diffusion of CO2 into the solution; the speed of diffusion controls
the precipitation. Diffusion can be controlled by perforating the vessel lid; stronger
perforation leads to faster gas exchange.
The synthesis route using diffusion yields only few capsules, the major part of ob-
tained mineral is bulk mineral. As a consequence, this diffusion route is unsuitable
for the production of capsules, but it yields interesting bulk structures influenced
by the concentration of all reactants, pH and the type of protein so that a deeper
research in this field might be interesting in another context.
The second route uses a different carbonate source (see Figure 5.17). The emulsion
is prepared, and the calcium solution is added just like in the first route. In the
last step, carbonate is added in the form of a concentrated sodium carbonate solu-
tion while stirring the sample. This means that the precipitation is quicker with a
constant stoichiometric ratio; details on the process parameters and a comparison
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Figure 5.17: Scheme of manual calcium carbonate capsule synthesis by mixing. From
left to right: Addition of protein in buffered solution and oil, mixing,
removement of supernatant protein solution, addition of calcium solu-
tion, shell growth by fast addition of a carbonate solution into a stirred
vessel.
between diffusion and mixing process can be found in the literature [154,155].
The direct mixing method also yields no capsules, but different bulk structures
compared to the diffusion method (see literature for details [152]). From theses
results it can be concluded that both routes are not suitable for the production of
capsules. Both were performed with the standard protein H*B. This points out
that the protein does not just lead to supersaturation at the interface as this should
work with various inorganic phases, but the interaction with hydroxyapatite seems
to be more specific. This is similar to biomineralization processes in nature with
various ions present in the surrounding media, yielding one specific phase despite
the presence of other ions. The specific interactions of hydrophobins with ions will
be investigated in greater depth in the later chapters of this thesis.
As both routes yield no capsules but only bulk material, a screening of parameters
was performed. The calcium concentration was varied, different ligands were tested
according to the ligands tested for calcium phosphate, and the hydrophobin concen-
trations were changes. Furthermore, several ion substitutions were tested and the
reaction time was changed. None of these experiments were successful and yielded
capsules.
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The literature shows several ways for the production of calcium carbonate capsules
[43,152,156]. The creation of hollow capsules by bubbling CO2 through a solution of
calcium also yields crystalline capsules [157], but attempts to transfer this process
on a hydrophobin solution capable of stabilizing the gas bubbles were not successful.
Double emulsions can be used to mix a calcium solution into a carbonate solution
separated by a thin oil film enabling the growth of hollow spheres; this technique
was used by many research groups and can be tuned in a broad range [43, 156].
Most probably, the process of mixing both solutions is not the main problem - it
is more likely that the protein hydrophobin triggers the mineralization of calcium
phosphates, but not the mineralization of carbonates. It might be interesting for the
future to use a broader range of proteins to investigate whether the specific protein
or the process is important for the production of capsules with a liquid template or
not; thus, double emulsions could also be interesting in this context.
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6 Emulsions: Oils and Techniques
The emulsions used in this thesis serve as a template for the growing capsules.
The emulsions are stabilized with various proteins; beyond stabilization which also
mediate mineralization. As the emulsion template controls the capsule size distri-
bution and, more surprisingly, also the morphology of the growing mineral, various
measurements were performed to achieve a better understanding of the underlying
principles. The results of interfacial tension measurement will be presented along
with techniques to measure and change emulsion size distribution will be presented
in this chapter.
6.1 Interfacial Tensions and Trends of Various Oils1
During the optimization of synthesis, different oils were emulsified to test their
applicability as a template for mineralization. The tested oils are listed in Table
6.1, details on these measured values follow. Mineralization experiments reveal
large differences: Capsule synthesis is only possible with some of these oils (see again
Table 6.1), and the resulting capsules differ in their morphologies. On account of
these surprising findings, the influence of the oil on mineralization is investigated in
greater depth.
Interfacial Tension (IFT) measurements can provide understanding of interfacial ad-
sorption processes. The IFT of all tested oils was measured against TRIS-buffer;
1The following section was part of a bachelor’s thesis, a master’s thesis and a publication [116,
146,158].
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Table 6.1: Investigated oils for templating biomineralization as an oil phase stabi-
lized by protein. The column ”Capsules” denotes whether mineralized
capsules are found with the corresponding oil. γeq denotes the IFT be-
tween oil an water in equilibrium, ∆γ = γeq − γLM . Reproduced and
adapted by permission of The Royal Society of Chemistry [116].
Name Capsules γeq [mN/m] ∆γ [mN/m]
Perfluorooctane yes 20.3 30.6
Perfluorohexane yes 22.7 28.0
n-Hexane yes 16.4 24.2
Silicone oil yes 13.2 19.9
Benzotrifluoride no 13.7 18.0
Corn oil no 5.5 13.7
Wintergreen oil no 9.0 11.4
(a) (b)
Figure 6.1: Mineral capsules produced via the standard route using PFO as an oil
phase stabilized with 1 mg/mL H*B (in contrast to the standard concen-
tration of 10 mg/mL H*B). Emulsification was performed via vortexing.
the results are summarized in Table 6.1, and the full development of IFT with time
is plotted in Figure 6.2 for all oils inducing mineralization. The measurement is per-
formed against a solution of 1 mg/mL H*B. This concentration has the advantage
that the solution is optically transparent, which is important as the tensiometer uses
a camera to detect the drop shape. Furthermore, this comparably high concentra-
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(a) IFT of Various Oils (b) IFT Dependence on H*B Concentration
Figure 6.2: Interfacial tensions of oil against a hydrophobin solution. (a) depicts the
IFT of various oils against a 1 mg/mL solution of H*B, some measure-
ments are short due to repeated rip-off of the drop. (b) shows the IFT of
PFO against various concentrations of H*B. Reproduced by permission
of The Royal Society of Chemistry [116].
tion (in relation to standard IFT measurement using very diluted protein solutions)
ensures quick measurements (see Figure 6.2 where the IFTs of different concen-
trations are plotted). Furthermore, the equilibrium value should be very close to
the mineralization experiments (where the concentration is 10 mg/mL H*B) as the
equilibrium value changes only slightly for concentrations higher than 0.5 mg/mL as
depicted in Figure 6.2 b. The reason for this is a saturation of the surface with pro-
teins at these concentrations, so that higher amounts of protein in solution cannot
adsorb at the interface any more. The mineralization works also with the measured
concentration of 1 mg/mL as shown in Figure 6.1, showing that this concentration
can indeed be used to investigate the systematic difference between the oils. The
dependence of IFT on time will be discussed later after discussing the equilibrium
values.
The sharp decline in IFT (see Figure 6.2) down to low values directly at the beginning
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is usual for hydrophobins and was also reported for HFBI, HFBII and H*A (very
similar to H*B, but with a shorter tag attached leading to a lower molecular weight;
the exact tags are confidential and thus unknown) [22, 159, 160]. Most authors
use low hydrophobin concentrations to see the onset of rodlet formation and the
solidification of the hydrophobin film; these different processes can be distinguished
by the different slopes in IFT plots. As such properties are not important within
this work, high concentrations reflecting the experimental conditions of synthesis in
terms of full surface coverage are used here.
The measurements reveal ∆γ = γeq−γLM as the important parameter for the success
of mineralization in terms of capsule formation. This means that not the equilibrium
value γeq itself is important, but rather the difference between equilibrium IFT value
and IFT between pure oil and pure water. This is in good agreement with the finding
that all of the emulsions are stable, meaning that γeq is sufficiently low in all cases.
Nonetheless, mineralization experiments show capsule formation only with oils for
which ∆γ is at least 19.9 mN/m (see Table 6.1). ∆γ is influenced by two factors:
The interaction energies between the specific oil and hydrophobin along with the
degree of refolding of hydrophobin leading to more favorable interactions. While
the first factor is important for the correct choice of oil, the second parameter is
interesting from a scientific point of view. The different foldings will be investigated
in the next section, but also in later chapters.
6.2 Influence of the Apolar Phase on the Synthesis2
During the development of synthesis routes, various oils were tested as templates.
The used oils differ in their densities as well as their prices, which makes the choice
of oil important for the applicability (low prices are even important for lab scale due
to the proces of perfluorinated oils) and efficiency (a density differing from water
as much as possible to ensure quick sedimentation) of the process. While the last
section reported on the differences in induction of mineralization between different
2The content of this section was partly published in reference [116].
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oils, the results of successful mineralizations by the standard synthesis route showed
an interesting side effect: As long as mineralization times are short, different oils
induce different morphologies as shown in Figure 6.3. The morphologies differ in
their crystallinity; the mechanism of mineralization might also differ as the mineral
grows differently. For some oils (like PFO, silicone oil and hexane) the mineral seems
to grow as a homogeneous shell while it grows in islands (like for PFH) presumably
originating from heterogeneous nucleation for other oils. Despite these differences,
all resulting capsules are stable, meaning that capsules can be produced from all
oils using the same mineralization times.
The differences in morphology get much smaller when the system has enough time
for mineralization. Figure 6.4 shows pictures of emulsions where mineralization
proceeded for long times, the morphology does not change any more if the exchange
of solution is prolonged. While the crystal morphology with PFO is similar to the
one after short times, PFH differs strongly. The crystallization islands are not visible
any more, and the capsules have a consistent shell. The comparable smooth surfaces
of silicone oil and hexane after short times continued to grow and exhibit the typical,
blade-like morphology of HAP after long times. At the end of mineralization, the
minerals originating from different oils thus all have nearly the same morphology,
the remaining differences are minor.
These results are important as they tell much about the protein behavior during
mineralization. The hypothesis that is in best agreement with all results found in
the course of this thesis is presented in the following; further arguments confirming
this hypothesis will follow in later sections. The protein seems to adapt other con-
formations in dependence of the used oil. This is not surprising as the interfacial
energy and the chemical nature of the oil influence the energetically favored folding
at the interface. The results also show that oils with a sharply defined interface
(meaning a high IFT of pure oil against buffer) induce mineralization while others
do not. A sharply defined interface should lead to stronger refolding, suggesting
that refolding is important for the induction of mineralization. This hypothesis
will be investigated more closely in Chapter 9. On the assumption of a different
folding at different oils, the results show the influence of the protein on nucleation
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(a) PFO (b) PFH
(c) Silicone Oil (d) Hexane
Figure 6.3: Electron micrographs from capsule shells produced from various oil tem-
plates stabilized with H*B by the standard synthesis route. The mineral-
ization times were short: (a) 28 days, (b) 17 days, (c) 17 days, (d) 14 days.
At these short mineralization times, the morphology of the mineral de-
pends on the used oil. Reproduced by permission of The Royal Society
of Chemistry [116].
and beginning precipitation of HAP. This is the first hint that hydrophobin is more
than a charged template providing supersaturation (which could also be achieved by
any polyelectrolyte), but that the protein folding influences precipitation. Recent
studies strengthen this interpretation by showing that different proteins (like e.g.
collagen) can influence the formation of prenucleation clusters and therefore direct
mineralization [40, 45–47, 151, 161, 162]. These studies also show that proteins can
- 82 -
Chapter 6: Emulsions: Oils and Techniques
(a) PFO (b) PFH
(c) Silicone Oil (d) Hexane
Figure 6.4: Images from capsules after long mineralization times synthesized by the
standard route. The oil templates are denoted in the subcaption, all
emulsions were stabilized with H*B. The mineral morphology does not
change any more with longer mineralization times. The mineraliazion
times are (a) 94 days, (b) 28 days, (c) 94 days, (d) 21 days.
control crystal shapes by specific adsorption to growth sides, which explains the dif-
ferent crystal shapes in the early steps of mineralization taking place in proximity
of the protein at the interface. For long times, the shell grows more and more while
the protein can only influence the mineral near the interface (discussions on this will
follow in Section 7.1.3 about the shell structure). With the decreasing influence of
the protein on the mineral growth with increasing shell thickness, the HAP crystals
adapt a shape being closer and closer to their native state. Of course, this state is
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(a) Linear Plot (b) Semi-Logarithmic Plot
Figure 6.5: IFT of SC3/HFBII solutions measured against PFO. Both plots contain
the same data, the difference is that (b) ist plotted semi-logarithmic.
still influenced by citrate being always present in solution. This explains why the
crystals on the outside of thick shells are always plate-like, regardless of the used oil.
The influence of the protein on the early stages of mineralization will be investigated
in greater depth in Chapter 9 using MD-simulations.
6.3 Protein Dynamics at the Interface3
IFT measurements can give more information than just the interfacial energy when
the obtained data is evaluated by fit models. The latter were already introduced in
the Theory Chapter 2.2. These models help to investigate the protein dynamics at
the interface to learn more about the functions of different proteins.
Detailed measurements were performed with the hydrophobin chimera SC3/HFBII
(see later Section 7.3 for capsule pictures with this protein) and with H*B (the latter
3Parts of the following section were part of a bachelor’s thesis [158].
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(a) 0.1 mg/mL of SC3/HFBII (b) 1 mg/mL of SC3/HFBII
Figure 6.6: IFT from two concentrations of SC3/HFBII together with a fit according
to the Serrien model explained in the Theory section 2.2. The measure-
ments were performed against PFO, and the full data without fit can be
seen in Figure 6.5.
one during a bachelor’s thesis [158]). The equilibrium values of H*B as the standard
system were already discussed; but the change of IFT over time is crucial for the fit
models. In Figure 6.2 and 6.5, three regimes can be identified: A short induction
period at the beginning, a very quick decrease of interfacial tension, followed by a
slow and continuous decrease until a plateau is reached. The three regimes can be
seen most easily in the semi-logarithmic plot in Figure 6.5, especially for the curve
corresponding to a concentration of 0.1 mg/mL. The first regime (the induction
period) can only be seen at low concentrations, it is not measurable at higher con-
centrations like 1.0 mg/mL. The steady decrease in the second regime slows down
with decreasing concentrations and takes several hours. The height of the plateau in
regime three corresponding to the overall stabilization of the interface is concentra-
tion dependent, higher concentrations lead to a stronger stabilization and therefore
lower plateau values. Both regimes and the plateau values shift when different oil
phases are used.
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All curves were fitted according to the Serrien model described in the Theory Chap-
ter 2.2, and the results are shown in Figure 6.6. The model describes the measured
development of interfacial tension very well and is therefore applicable to the pro-
teins investigated in this work. The important fit parameters describing the protein
behavior are the relaxation constant τ and the kinetic constant k (see Tables 6.2 and
6.3). The relaxation time τ decreases for H*B for both oils with the absolute values
of τ being higher for silicone oil than for PFO. For the chimera SC3/HFBII, τ has
a maximum at medium concentrations of 0.5 mg/mL for both oils with differences
being much larger than for H*B. The absolute values are again higher for silicone
oil than for H*B. The kinetic constants for both hydrophobins show fluctuations
without systematic trends and have nearly the same order of magnitude.
Table 6.2: Constants from fitting interfacial tensions of H*B and the chimera
SC3/HFBII measured against PFO according to the Serrien model. The
missing values were unmeasured due to the small available amount of
protein. The values of H*B were determined in the course of a bachelor’s
thesis [158].
H*B SC3/HFBII
c [mg/mL] τ [s] k [Hz] τ [s] k [Hz]
0.10 449 2.4× 10−4 17 1.5× 10−4
0.25 507 4.1× 10−4 - -
0.50 88 7.9× 10−4 2361 9.3× 10−5
0.75 70 7.9× 10−4 - -
1.00 44 6.6× 10−4 1784 3.8× 10−4
The systematic decrease of τ for both oils with H*B (see Tables 6.2 and 6.3) needs
more careful interpretation as the diffusion coefficient, the surface coverage and the
concentration in solution all influence τ (see Theory). Higher concentrations lead to
smaller τ , which is in good accordance with the trend of H*B. It is not possible to
determine the change in surface concentration or diffusion on a quantitative basis
as one of the parameters would have to be determined by an alternative method
(e.g. PFG-NMR or photo correlation spectroscopy). It is known that hydrophobins
in general and H*B particulary build agglomerates at high concentrations [22, 159]
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which would lessen the diffusion and therefore increase τ . Lastly, the surface cover-
age should stay constant or increase with higher concentrations, which should also
increase τ .Therefore, the increasing concentration alone is not sufficient to explain
the decrease of τ . It is more probable that only a specific orientation of hydrophobin
can adsorb at the interface, namely the orientation where the hydrophobic patch is
oriented towards the interface. With increasing concentration, aggregation begins
with the hydrophobic patches clustering to each other, leaving less monomers with
the correct orientation for adsorption in solution. Increasing formation of aggregates
at high concentrations at high ionic strength is known especially for H*B, rendering
this hypothesis highly probable [22]. In terms of the fit model, this slows down the
diffusion as it needs longer until a monomer with a appropriate orientation reaches
the interface, leading to a decrease in τ . The same should be true for the chimera
SC3/HFBII, but the aggregation starts only at very high concentration. Conse-
quently, the relaxation time increases making adsorption quicker until aggregation
starts at high concentrations. For the exact evaluation of this assumption, a mea-
surement of diffusion constants would be helpful; possible methods are PFG-NMR
and fluorescence correlation spectroscopy.
Table 6.3: Constants from fitting interfacial tensions of H*B and the chimera
SC3/HFBII measured against silicone oil according to the Serrien model.
The missing values were unmeasured due to the small available amount of
protein. The values of H*B were determined in the course of a bachelor’s
thesis [158].
H*B SC3/HFBII
c [mg/mL] τ [s] k Hz τ [s] k Hz
0.1 856 3.9× 10−4 22 2.7× 10−5
0.25 362 3.8× 10−4 - -
0.5 192 2.9× 10−4 80100 3.0× 10−5
0.75 185 1.8× 10−4 - -
1.0 182 3.8× 10−4 342 4.6× 10−5
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6.4 Size Variation of Emulsion Droplets4
With the emulsion serving as a template for mineralization, the droplet size distri-
bution controls the final capsule size. While many capsules within this thesis are
large to ensure an easy and straight-forward analysis, capsule size is important for
many applications as smaller capsules can pass through more barriers while larger
capsules can be easily removed by filtration and transport a larger volume in their
core. Furthermore, small capsules have a larger mechanical stability against buck-
ling. As a consequence, the established methods of shaking, heavy stirring with an
Ultra-Turrax R© and sonication were applied to a solution of H*B mixed with silicone
oil. Subsequently analysis was performed by optical microscopy or a FPIA.
6.4.1 Analysis of Size Distributions
The analysis of emulsions is crucial as they direct the size of the final capsules.
The following experiments show that both analysis methods (optical microscopy
and FPIA) can yield different results when applied to the very same emulsion.
Thus, an evaluation of both methods has to be performed before comparing different
emulsification methods.
The used magnification is important for both methods, and the differences for analy-
sis of the same emulsion are shown in Figure 6.7. At low magnifications, the picture
is more representative and large droplets can be measured, but the relative error
in size determination of small droplets will be larger. At high magnifications, large
droplets vanish making the size distribution appear smaller than it actually is, while
the accuracy of size determination increases. When taking the same number of
pictures, more droplets are counted at low magnifications making the measurement
more reliable. The results show that magnifications of 8x to 10x are the best com-
promise between the mentioned advantages and disadvantages which will be used in
every case relevant for this thesis.
4The following section was part of a research project and a publication [117,163].
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(a) Low Magnification, 60 s Vortexing (b) High Magnification, 60 s Vortexing
Figure 6.7: Manual analysis using ImageJ of a silicone oil/water emulsion stabilized
with H*B vortexed for 60 s at maximum power. The counts are summed
over several pictures to get a realistic mean value. The used magnifica-
tions are noted in the graphs.
After finding the correct magnification for analysis, both methods - FPIA and optical
microscopy with image processing - are compared to find the best analysis technique.
The advantages of an optical microscope with subsequent image processing is the
exact control over the whole data evaluation. The user sees at each step which
droplets count for the distribution, and errors are thus recognized immediately.
The disadvantage of this method is its slow speed - a high number of samples
has to be prepared, measured and analyzed for representative results; the whole
analysis is therefore time consuming. The FPIA is the exact opposite it terms of
advantages and disadvantages: The measurement is fully automated, the user just
needs to inject the emulsion and the measurement including all cleaning steps of the
device is performed automatically. The disadvantage is the evaluation of obtained
data. The FPIA uses implemented procedures to distinguish droplets from other
particles, and the size distribution is also calculated automatically; the algorithm
used for calculation is unknown. Also, the FPIA has the option to perform several
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measurements with one injected sample. The FPIA takes its samples from the
bottom of a stirred chamber, meaning that the heavy droplets (as only oils with a
density higher than water were measured) are removed during the first measurement
cycle and are missing for subsequent measurements. As a consequence, large droplets
are over-represented in the first measurement and under-represented in the later
measurements. The true size distribution lies between these two size distributions,
and the results of both measurements will be provided in every table, while all graphs
of size distributions always depict the first measurement as later measurements
provoke the optical impression of smaller distributions than actually true.
On account of the mentioned differences between the characterization method, the
most efficient way of characterization is the manual analysis of the emulsion at
the beginning, followed by an adjustment of FPIA parameters yielding the same
emulsion size distribution in order to investigate the right parameter configuration
of the FPIA. After this adjustment, the FPIA can be used to compare several
emulsions quickly in most cases. When an adaption of parameters is not possible,
the whole evaluation is performed with manual analysis.
6.4.2 Tuning Size Distributions
After identifying suitable analysis techniques, controlling size distributions is the
next step. It should be mentioned that the emulsions from all techniques can be
successfully mineralized leading to stable capsules. In every case, the FPIA pa-
rameters were adapted using optical microscopy at the beginning. Afterwards, the
FPIA is used for the analysis of all resulting emulsions to show the accomplishable
distributions for each method.
Vortexing
Vortexing is one of the easiest and quickest methods to create an emulsion. Oil
and protein solution are mixed in a vial by vibrations and shaking, creating strong
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(a) FPIA, 60 s Vortexing (b) ImageJ, 30 s Vortexing
Figure 6.8: (a) shows the results from automated analysis with the FPIA of a silicone
oil/water emulsion stabilized with H*B vortexed for 60 s at maximum
power. For the comparison of counts with Figure 6.7 it is important
that the step size in this graph is ten times lower than in Figure 6.7. (b)
shows the results from manual analysis of a silicone oil/water emulsion
stabilized with H*B vortexed for 30 s (in contrast to 60 s shown in Figure
6.7, scaling of x-axis is different).
convection inside the vessel. The technique can also be used down to very small
sample volumes, which is often important as the available amount of some proteins
is small. Vortexing is used for emulsification in the standard route of synthesis in
this thesis.
When vortexing is applied with maximal strength for 1 min, optical microscopy
measures a mean diameter of 7.8 µm while FPIA yields a mean diameter of 4.3 µm;
the corresponding size distributions are shown in Figure 6.7 and 6.8. The results
show two interesting effects. The first effect is the bimodal distribution being clearly
visible with microscopy in contrast to the monomodal distribution from FPIA. This
shows the afore mentioned drawback of the FPIA: The measurement is quick and
easy, but the fitting algorithms used to determine the size distribution can falsify
results. The second effect is the influence of the vessel: As the FPIA needs large
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quantities of emulsion, a larger vessel was used for emulsification. Mean values and
size distributions both show a shift to smaller values for the larger vessel. Because
this finding, it is suggested to perform future measurements always in exactly the
same vessels for the sake of comparability. The results of the FPIA show that it
cannot be used for analysis of vortexed samples.
The drastic influence of the vortexing time on the droplet size distribution is shown
in Figures 6.7 and 6.8. For short vortexing times of 30 s in Figure 6.8 (b), the size
distribution is extremely broad and goes up to very large droplets. With an increase
of emulsification time to 60 s shown in Figure 6.7 (a), the size distribution gets much
sharper and very large droplets vanish nearly completely (note the different scales
of the graphs). This shows that vortexing is a quick and easy method leading to
sufficiently small size distribution when applied for 60 s. The simplicity and quick-
ness of the process make vortexing the best choice for the creation of an emulsion
for the standard protocol.
Ultra-Turrax R©
An Ultra-Turrax R© emulsifies liquids by spinning a rod with high speeds. The emul-
sification is easy to perform, but needs comparably large volumes to operate.
After treating the samples with an Ultra-Turrax R© at 6000 rpm for 3 min, the mean
diameter measured by a microscope is 6.6 µm while FPIA measures 7.6 µm. The
similar mean diameters and size distributions (microscopically analyzed size distri-
butions not shown) indicate that the FPIA analyses this emulsion correctly, exem-
plary size distributions are shown in Figure 6.9. Even the bimodality is measured
correctly by FPIA, enabling a screening of parameters due to quick analysis.
The measured mean values are denoted in Table 6.4, representative examples of
size distributions can be seen in Figure 6.9. The size distributions at 9000 rpm are
comparable to those obtained by vortexing (see Figure 6.7 a) in their bimodality
and shape, but the mean values can be tuned down to smaller values and sharper
size distributions by increasing the stirring speed. The obtained sizes are similar
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(a) 3400 rpm (b) 9000 rpm
Figure 6.9: Size distributions (first measurement) of H*B stabilized silicone
oil/water emulsions prepared by stirring with an Ultra-Turrax R©. Anal-
ysis was performed with FPIA. Reproduced by permission of The Royal
Society of Chemistry [117].
Table 6.4: Size distributions of silicone oil/water emulsions stabilized with H*B mea-
sured with FPIA. The emulsions were prepared at different stirring speeds
lasting for 3 min. Each emulsion was measured several times, the measure-
ment number is denoted in the table. The standard deviation indicates
the broadness of the size distribution, not the error of measurement.
Stirring Measurement Mean Value Standard Deviation
Speed [rpm] No. [µm] [µm]
3400 1 14.1 ± 18.0
3400 2 9.2 ± 14.5
6000 1 7.6 ± 11.3
6000 2 8.3 ± 12.7
9000 1 5.6 ± 5.1
9000 2 3.1 ± 3.0
to other hydrophobin emulsions [164]. The distribution also gets sharper at high
stirring speeds. This means that the Ultra-Turrax R© is a good choice for an easy
emulsification if large volumes are needed anyway.
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(a) 5 min (b) 10 min
Figure 6.10: Sonicated silicone oil/water emulsions stabilized by H*B and analyzed
with FPIA. The sonication was performed with a power of 60 W at
45 kHz for (a) 5 min or (b) 10 min. The first analysis are shown for both
samples. Reproduced by permission of The Royal Society of Chemistry
[117].
Sonication
Sonication creates an emulsion by introducing energy into the system by cavitation.
The transport of stabilizing agents to the freshly prepared interfaces can be prob-
lematic due to low convection in the system. In this system, no additional stirring
is applied to see only the effects of sonication.
For the evaluation of analysis methods, an emulsion sonicated for 5 min was investi-
gated using both methods. Optical microscopy measures a mean diameter of 6.2 µm
while the FPIA detects 6.0 µm. Both techniques measure very similar monomodal
size distributions. The results show that both methods yield the same results, mean-
ing that the FPIA can be used for characterization. The size distributions of the
first measurements are depicted in Figure 6.10.
The size distributions obtained by sonication are depicted in Figure 6.10 and sum-
marized in Table 6.5. These results show that the mean diameters obtained by
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Table 6.5: Measured size distributions of silicone oil/water emulsions stabilized with
H*B. Sonication was applied using a cleaning bath with 60 W at 45 kHz.
Each emulsion was measured several times, the measurement number is
denoted in the table. The standard deviation indicates the broadness of
size distribution.
Sonication Measurement Mean Value Standard Deviation
Time [min] No. [µm] [µm]
5 1 7.4 ± 8.4
5 2 6.0 ± 7.4
10 1 3.1 ± 3.0
10 2 2.9 ± 2.6
sonication are small and similar to those obtained by Ultra-Turrax R© treatment at
speeds of 6000 rpm and higher (see Table 6.4). . This finding is in good agreement
with other systems investigated in literature and especially with systems using other
hydrophobins [27, 164]. The difference between both methods is the size distribu-
tion, which is much sharper and monomodal with sonication using times of 10 min
(compare e.g. Figure 6.5 b with 6.4 b) compared to all other methods. The emul-
sion is also stable for long times, meaning that sonication does not harm the protein,
which might have been the case for unstable proteins. On the basis of these results,
sonication is the best choice if small capsules are wanted, as the mean diameters are
small, the distribution is the sharpest of all tested methods and small volumes can
also get emulsified. Sonication is not used in the standard route due to the more
complicated evaluation of small capsules with the used SEM. For most applications,
sonification is the best choice to obtain small capsules of similar sizes.
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7 The Influence of Proteins on
Mineralisation
During the development of synthesis protocols, various proteins were tested for their
abilities to stabilize emulsions and induce mineralization. The following section dis-
cusses only proteins which can stabilze emulsions of PFO or silicone oil for sufficient
times in order to enable mineralization experiments. The results are always com-
pared to the standard system of H*B. Besides the results with H*B in this section,
reference images and results can additionally be found in the description of synthe-
sis paths. The following experiments show that many proteins exist which stabilize
emulsions sufficiently and induce mineralization in different ways.
7.1 Hydrophobin H*Protein B (H*B)1
The hydrophobin H*B is the standard stabilizing protein for mineralization ion
this thesis. The exact properties and functions of H*B regarding stabilization and
mineralization were already highlighted in the Chapters 6.1, 6.3 and 5.1 as H*B
is the standard system for all experiments in this work due to its availability in
large amounts and its excellent mineralization behavior. As the capsule formation
was already discussed, this section will investigate some properties of this standard
system in greater depth: The presence of hydrophobin at the interface, the porosity
of the resulting structure and the shell structure.
1Some of the results presented in this section were part of a publication [116].
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(a) Protein at Oil/Water Interface (b) Capsule Permeability
Figure 7.1: Micrographs obtained via fluorescence microscopy. (a) shows a dye la-
beled H*B at the PFO/water interface after extensive washing with wa-
ter, (b) shows the permeability of mineral capsules by diffusion of nile
red from the outer phase into the inner phase (silicone oil) of the capsule.
Reproduced by permission of The Royal Society of Chemistry [116].
7.1.1 Fluorescence Microscopy
The surface activity of H*B was investigated and explained in Chapter 6.1. Be-
yond the quantitative measurements of interfacial tension, the surface activity and
the irreversible adsorption at the interface can also be shown with fluorescence mi-
croscopy.
H*B with covalently attached fluorescence dye was used to stabilize a PFO/water
emulsion. After equilibration, the emulsion was washed several times with water
to remove excess protein. The resulting emulsion droplets are shown in Figure 7.1
(a); the bright interface illuminated by the labeled hydrophobin is clearly visible.
At some spots, the surface is brighter than at other points. These are possibly
aggregates of hydrophobin formed at the interface (compare the regime III in IFT
measurements in the Chapters 6.1 and 6.3). The results do not just show that
hydrophobin does absorb at the interface, but also that the adsorption is irreversible
as the protein remains at the interface despite of washing steps with water, a good
solvent for the protein. This is in good agreement with the fact that emulsions
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are stable over high numbers of exchange cycles, and irreversible adsorption has
been discussed for various hydrophobins previously [13, 15, 21, 160, 165–168]. The
irreversibility of adsorption is an important advantage of proteins over low-molecular
stabilizing agents like tensides as it enables stable emulsions and mineralizations in
changing environments.
7.1.2 Porosity
The porosity of the capsule shell is an important property for possible applications.
Good permeabilities are crucial for microreactors to ensure a quick diffusion of re-
actants into the capsule and products out of the capsule. The permeability is also
relevant for the use as a transporting device as the capsule should keep its loading
locked in the inside till the moment of release.
The easiest attempt for measuring porosity is to take mineralized capsules, immerse
them in a solution of dye slighty soluble in the outer phase but better soluble in
the inner phase (nile red in this case) and watch for diffusion in a microscope. First
results of this experiment are shown in Figure 7.1 (b); the capsule core shines bright
after short times (few minutes) suggesting a good permeability.
Despite these results, further measurements demonstrated the challenge of a poros-
ity measurement. It is difficult to distinguish between dyes in the core and dyes
adsorbed on the outer wall. Furthermore, the discrimination of emulsion droplets,
fully mineralized capsules and damaged mineralized capsules is difficult. Drying
seems to be a good solution to remove emulsion droplets, but drying also removes
the inner core in the case of volatile oils or does not change anything for non-volatile
oils. The removement of the core is problematic as there is no possibility to accu-
mulate dye in the inner core by a better solubility when the outer phase is the same
as the inner phase. The most promising attempt to bypass the mentioned problems
is the use of high calcein concentrations. Calcein shows fluorescence extinction at
high concentration, meaning that the surrounding should be dark while the inner
core should bright up for a short time when the dye starts diffusing in. This is not
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observed at any of various experiments with dried or wet capsules (see Experimental
chapter 4.6 for details). As these experiments are reproducible with capsules made
from silicone oil and from PFO in different batches, the capsules should be imperme-
able. After these results, the nile red experiments described above were reproduced
using highly mineralized capsules. Here, the capsules showed also now permeability
suggesting that the capsules are tightly closed after long mineralization times. The
fact that capsules made from silicone oil can be washed with ethanol/heptane to
remove the oil suggest permeability, but it could also be possible that only traces of
silicone oil left on the surface are removed while the core of intact capsules remains
filled with silicone oil.
In conclusion, the exact determination of porosity turned out to be difficult and
needs further research. Measurements with a confocal microscope could help. PFG-
NMR could also be an interesting quantitative approach if the capsules could be
made sufficiently small and monodisperse without oil in the inner core [169]. The
obtained results with calcein and also with nile red suggest that the capsules are
impermeable even for small dye molecules after long mineralization times.
7.1.3 Structure of the Mineral Shell
The protein shell around oil droplets seems to serve as a starting point for nucleation
(as already indicated in the former sections). While the exact function of the protein
will be part of later chapters, it is important to shed light on the final structure of
the mineral shell after long mineralization times. The most obvious question is the
thickness of the mineral shell, being important for all mechanical properties and the
permeability. The thickness can be determined from broken capsules occurring in
nearly every SEM sample, or alternatively by using a microtome, which is much
more time consuming.
Examples of broken capsules and shell thicknesses are depicted in Figure 7.2. The
capsules have a broad range of shell thicknesses reaching from 1.0 µm to 2.6 µm. The
images confirm further that capsules with thick shells are mechanically more stable
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(a) (b)
(c) (d)
Figure 7.2: (a-d): Fully mineralized capsules from PFO/water emulsions. The cap-
sules broke most likely during SEM sample preparation, enabling a mea-
surement of shell thickness. The insets show an overview image of the
measured capsule; the scale of the overview picture is not shown.
and get therefore less destroyed during the process of drying than capsules with thin
walls. This result also explains the finding that intact capsules are only observed for
long mineralization times, while short times yield only fractured capsules in SEM
analysis. The measured results should be interpreted carefully, as it is probable
that capsules with thinner shells break first and are thus measured more frequently,
while the one with thicker shells stay intact due to their increased resistivity against
buckling [131]. Thus, the thickness of intact capsules should be even higher.
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(a) Open capsule (b) Capsule divided by cutting
(c) Cut of capsule wall (d) Zoom on cut capsule wall
Figure 7.3: Capsules cut using a cryo-microtome, investigated in a FESEM operated
in cryo-mode. Pictures show (a) an open capsule; (b) an capsule cut by
the microtome and partly freed from ice by heating; (c) close-up view of
the capsule wall with the inner side being on the left hand side; (d) a
close up of (c) showing single crystallites.
For detailed structure investigations, a plane cut through the shell is important.
Cutting the capsules with a classical microtome is not possible as the capsules have
oil in their core. The classical approach is to embed the capsule in a resin and cut the
solidified resin. This procedure destroys the capsule as the hardness of resin, capsule
wall and liquid core is very different, leading to compressions and fractured capsules.
These problems are all solved by using a cryo-microtome. This procedure freezes
the outer aqueous phase as well as the inner oil phase, thus making the capsules
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cutable. As this technique is very time consuming, it is only used to investigate the
structure in greater depth, and not for standard sample characterization, for which
fractured capsules are sufficient.
The results of cryo-cutting are depicted in Figure 7.3. As already indicated by the
pictures in the last sections, the inner side of the wall is smooth while the outer sur-
face is rough. The wall cross sections show plate- and needle-like crystals forming
a dense layer. No crystals or shell parts are torn apart from the capsule during the
process of cutting. Moreover, the inner side of the shell seems to be more dense with
smaller crystallites, while the crystallites get bigger and less connected closer to the
capsule surface, as shown in Figure 7.3 c and d. This could be explained by a change
from heterogeneous nucleation at the protein surface to a continued growth of ex-
isting crystallites at the capsule surface. The protein induces mineralization due to
local supersaturation by its charged groups and protein-specific effects (discussion
follows in later sections). These interactions create nuclei leading to heterogeneous
nucleation on the surface with many small crystallites which grow at the same time
and create a dense layer. Presumably, these small crystals are thermodynamically
stabilized by protein adsorption on their surfaces. When the crystals meet each
other, they probably also merge at their interfaces. The effect of the protein shell
on the mineral decreases with growing distance. Many small crystallites have big
surfaces which are energetically unfavored without further stabilization; thus, big
crystallites grow further while dissolving small crystallites in their neighborhood, an
effect known as Ostwald ripening. The larger crystallites continue to grow because
of the constant ion support from solution, creating fewer but larger crystallites at
the capsule surface making up the typical appearance of the shell observed in ex-
periments. The induction of mineralization by the protein is nonetheless important
for the final structure on the capsule outside, as the structure of bulk mineral is still
different from the outer shell, also at great distances from the protein (compare e.g.
the structure of bulk mineral in Figure 7.4 with the structures in Figure 7.3). This
means that the crystal growth is strongly dependent on the nucleus and thus on the
controlling protein - only the influence of the protein conformation on the crystal
morphology vanishes with increasing distance.
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Compared with the literature, the capsule shells in this work are very thick. Com-
posite shells of hydroxyapatite and polyelectrolytes have a typical thickness between
25 nm and 150 nm [131, 170], while composite shells of silica and polyelectrolytes
show a typical thickness of 30 nm to 100 nm [131, 171]. Caution is important when
comparing these results as these capsules were obtained with different techniques,
but the general trend is obvious: The capsules obtained from the protein-templated
mineralization process in this work are much thicker than capsules from polyelec-
trolyte processes. As the crystals have time and opportunity to grow into each
other, the mechanical stability of capsules is expected to be exceptionally high,
especially as most capsules survive a quick removal of their inner oil core during
SEM-preparation. For a precise statement, mechanical measurements should be
performed in the future to compare the different capsules; a colloidal probe AFM
would be suitable for such measurements [172]. The first attempts of capsule syn-
thesis with a very similar process (which was the foundation for this work) yielded
shell thicknesses from 0.3 µm to 0.8 µm (determined at broken capsules, the values
are thus prone to errors as explained above) [121, 150]. By the described adaptions
and the use of other proteins, a huge increase in shell thickness was possible. This
also explains the increased amount of closed and intact capsules, as the resistivity
against buckling depends on the squared shell thickness [131].
7.2 Hydrophobin HFBII
The hydrophobin HFBII is a well studied hydrophobin that is not related to biomin-
eralization in nature. Its natural use is the hydrophobization of spores and the
lowering of surface tensions allowing the fungus the attachment to new surfaces or
the escape from soil into air. The ability of HFBII to induce biomineralization was
tested to compare different hydrophobins (H*B/class I and HFBII/class II) with
each other, which will be important in the course of this thesis.
It is well known that HFBII stabilizes emulsions over long times [119, 160]. This
was also confirmed for the systems used in this thesis: All emulsions were stable
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(a) Yield (b) Bulk
Figure 7.4: Overview of a mineralized emulsion of PFO stabilized with 5 mg/mL
HFBII. Mineralization was performed via the standard protocol. As no
capsules were obtained, a close up view of bulk is shown in (a) together
with a close-up view of bulk in (b) for characterization of the material.
and showed no coalescence; the results of mineralization experiments are shown in
Figure 7.4. In contrast to other hydrophobins and especially H*B, no mineralization
was observed for emulsions stabilized with HFBII. The mineralization itself was
successful judged from the occuring bulk mineral, but without any capsule formation.
The overview picture in Figure 7.4 shows that the emulsion was still intact during
drying, leaving holes representing the broad size distribution after vortexing with
no bulk mineral at the places of the former oil droplets. This high stability of
HFBII films at interfaces is also known from other systems [119, 173]. The bulk
material has a crystal-like morphology, but it does not show the typical shapes of
long blades and needles observed at the surface of growing capsules. It can be
concluded from the results that HFBII is able to stabilize emulsions, but it seems to
be insufficient to induce biomineralization under the tested conditions. The crystals
grow most probably due to heterogeneous nucleation. These results show again that
the protein has a strong influence on the growing mineral. It indicates furthermore
that specific properties of the protein are important to induce crystal growth; even
proteins from the same family have different mineralization properties. The reasons
for these differences will be investigated by MD simulations in Chapter 9.
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7.3 Hydrophobin SC3/HFBII
The used protein in this section is a chimera of the two hydrophobins SC3 and
HFBII. The chimera starts with a section of SC3 continued with HFBII, meaning
that the chimera has a typical size for hydrophobins, but consists of two different
parts grown together. Thus, it can be assumed that the properties of the chimera
should be different compared to both normal, native proteins. The high surface
activity of this protein was already shown in sections 6.1 and 6.3, and the following
experiments deal with the question whether this highly surface active protein induces
mineralization or not.
The mineralization results can be seen in Figure 7.5. The mineralization generates
well mineralized capsules in medium yields and a good capsule/bulk ratio. The
mineral structure on the capsule surface is remarkably different from the surfaces
using other proteins and therefore deserves more attention. Most capsules have a
dense mineral layer with crystals pointing to the outside (see also later sections in
this chapter and Synthesis chapter 5.1). In contrast, capsules with the SC3/HFBII
chimera have a more porous surface that seems to consist of small crystalline ag-
gregates grown together. This morphology is also retained for long mineralization
times of 50 days, showing that this is not an effect of short mineralization times
(like the dependence of morphology on the used oil described afore), but an effect
changing really the final crystal morphology. This finding might point to another
growth mechanism. This is especially interesting as pure HFBII does not induce
any mineralization (see former section) - it could be the case that it is the SC3
part of the protein inducing mineralization, albeit to a smaller degree compared to
H*B, ferritin or fetuin. This is another indication that the protein is more than
a simple nucleation point. If the protein would serve as a mere nucleation point,
inducing local supersaturation would be everything the protein can do. This smooth
transition from HFBII not inducing mineralization to a chimera of HFBII with SC3
inducing slight mineralization is remarkable. Later chapters dealing with the exact
protein structures will provide further explanations for the function of the protein.
It would be interesting for the future to investigate the properties of SC3 which was
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(a) Overview (b) Single Capsule
(c) Close View of Mineral Shell
Figure 7.5: Mineral capsules prepared from a 10 mg/mL SC3/HFBII stabilized
PFO/water emulsion with the standard mineralization protocol. (a)
is a general overview over a sample mineralized for 25 days, (b) shows
a typical well mineralized capsule after 25 days while (c) highlights the
surface morphology of the capsule wall after 50 days of mineralization.
not available for this thesis. If this protein induces proper mineralization of HAP,
the chimera SC3/HFBII would indeed be an intermediate case between no induction
(HFBII) of mineralization and a strong, directed induction (SC3, to be determined).
The positive results with the hydrophobin chimera show that engineered proteins
can be interesting and promising candidates for the creation of new, tailor-made
materials.
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7.4 Ferritin
Ferritin is a spherical protein serving as an iron storage protein in nature; it is
therefore naturally active in the field of biomineralization as it precipitates spare
iron from solution into the solid state as ferrihydrite and vice versa [6]. Ferritin is
available commercially, but the prices are quite high as ferritin is extracted from
natural sources (e.g. from horse spleens) and is not produced recombinantly. In this
thesis, ferritin is not used for iron storage, but for induction of HAP mineralization.
Ferritin stabilizes emulsions over sufficient times to induce mineralization using con-
centrations of 1 mg/mL or higher. Mineralization is possible via the standard proto-
col and yields well mineralized capsules in acceptable yields as shown in Figure 7.6.
It can be seen that yields are not as good as with H*B (see the corresponding section
in the Synthesis chapter 5.1), but the capsule/bulk ratio is excellent as nearly no
bulk is present. However, ferritin capsules seem to be more brittle than H*B cap-
sules and thus shatter frequently during drying. The mineral structure is different
from the structure observed at H*B capsules as it is less plate-like. The findings
are in good agreement with the work by Jutz et al.; an improvement here is the
avoidance of glutaraldehyde for crosslinking the protein at the interface [5,121,174].
Ferritin is a very versatile protein which can also be used as a starting point for
polymerisation, resulting in protein-polymer conjugates which can be used for the
formation of soft capsules without further mineralization [175, 176]. Attempts to
mineralize these soft capsule from ferritin-polymer conjugates were not successful;
the protein is supposably not accessible enough for the ions from solution to control
the mineralization. The ferritin capsules show that proteins can sometimes be used
for biomineralizations processes different from those they perform in nature.
7.5 Fetuin
The use of fetuin, a protein suppressing precipitation of calcium phosphates in mam-
mals, to induce biomineralization seems paradoxical at first sight. A closer look
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(a) Overview (b) Capsules
(c) Close View of Capsule Shell
Figure 7.6: Mineral capsules originating from the standard synthesis route;
10 mg/mL ferritin stabilized the emulsion and induced mineral growth.
(a) shows a typical overview of a sample, (b) depicts an ensemble of
capsules and (c) is a close up view of the mineralized capsule surface.
The mineralization time was 20 days in all cases.
shows that fetuin prevents unwanted spontaneous precipitation of calcium phos-
phate by stabilizing colloidal aggregates of this substance, meaning that fetuin has
a strong binding affinity to calcium phosphate (see Theory). This binding affinity
could be useful for mineralization starting at an interface.
The results highlighted in Figure 7.7 show that induction of mineralization is indeed
possible. The resulting yields lie in a medium range (compare Yields section 5.1.1)
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(a) Overview (b) Capsules
(c) Close View of Capsule Shell
Figure 7.7: Overview and close up of capsules obtained by mineralizing a fetuin sta-
bilized emulsion following the standard protocol. (a) shows an overview
over the whole sample mineralized for 50 days, (b) displays a single
slightly deformed capsule after 50 days of mineralization and (c) shows
the surface morphology of a typical capsule wall after a mineralization
lasting 20 days. The rod-like structures on the surface are most likely E.
coli from the aqueous, non-sterile mineralization solution.
with a good capsule/bulk ratio. This means that the binding affinity used in nature
to prevent mineralization can also be used for the exact opposite: Fetuin is immobi-
lized at the interface and starts to interact with ions. This interaction leads to local
supersaturation, and the mineral starts to grow. In contrast to nature, nearly no
fetuin should be present in solution due to the frequent exchange cycles removing
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the protein present in solution. Because of this, no colloidal aggregates are formed,
thus leading to a continuous growth of the mineral. The resulting capsules are well
mineralized and similar to ferritin capsules in their structure.
Besides using fetuin for stabilization and induction of mineralization, it could also
provide an interesting opportunity to avoid the frequent changes of mineralization
solution in the standard protocol. The ability of fetuin to stabilize colloidal calcium
phosphate could be used to increase the available amount of calcium phosphate per
exchange cycle, thus decreasing the necessary exchange rate. To test this possibility,
fetuin was added to the calcium/citrate stock solution before preparing the miner-
alization solution by mixing the calcium/citrate and phosphate stock solutions (see
Experimental section 4.1 for details). The mixed solution is supersaturated and
spontaneous precipitation occurs, the precipitate is removed via filtering before the
use of solution. The fetuin being present during mixing should therefore have the
chance to create colloidal calcium phosphate being small enough to pass the fil-
ter [177,178]. The prepared fetuin-stabilized mineralization solution was applied to
emulsions stabilized with H*B or fetuin; no further exchanges were performed.
The described attempts to use stabilized colloidal calcium phosphate as supply for
mineralization were not successful. The fetuin in solution suppressed mineraliza-
tion over the whole sample, meaning that the overall amount of mineral decreased
drastically. Strong suppression of calcium phosphate mineralization is known from
the blood of mammals, the findings here are thus consistent with the natural role
of fetuin [10, 12, 177–180]. The small amounts of observed mineral were not formed
at the stabilized droplets consisting only of a protein membrane after long miner-
alization times. Instead of mineralized interfaces, very few small particles with a
morphology being less crystalline as usual were observed. The results mean that
fetuin suppresses mineralization in the whole sample if present in solution. The few
aggregates yield from not sufficiently stabilized colloidal calcium phosphate which
grew over time, consuming the available excess of reactants.
The results show that fetuin can be used in the context of biomineralization in two
different ways: When immobilized at the interface, fetuin is a good candidate to
induce mineralization. When present in solution, fetuin suppresses mineralization
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of calcium phosphate, a property that could be used to control biomineralization in
a natural way.
The findings in this chapter show that the synthesis is only in parts biomimetic:
The start of nucleation is biomimetic, and the protein guides the crystals, but the
effect of the protein vanishes quickly with increasing distance from the protein-
covered interface. In comparison, proteins in natural processes control the crystal
growth at all steps. Frequently used control mechanisms are proteins controlling
nucleation, low and high molecular substances absorbing on specific crystal faces and
a protein matrix in which mineralization takes place in limited space [2–4,39]. The
process in this thesis only uses nucleation control (the protein hydrophobin, see also
Chapter 9 about simulations) and specific adsorption (citrate), but no matrix protein
(insoluble matrix) confining the available space for mineralization. For future work,
the introduction of a matrix protein might lead to more control over the crystals in
greater distance from the interface. For the moment (without a matrix protein), the
process can best be compared to silica mineralization in diatoms. Diatoms stabilize
the interface of small oil droplets with silaffins (negatively charged peptides linked
covalently to positively charged polyamines). The silaffins induce precipitation of
silicon dioxide at the interface, so the process is comparable up to this step. In
diatoms, hierarchical structures are created by the stepwise formation of smaller
droplets in the cavity, this does not happen in the capsule mineralization process
[4, 39, 49–51].
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of Hydroxyapatite
While the last chapters concerned mainly the liquid template, the behavior of the
protein at interfaces and its influence on the growing mineral, the following chapter
deals with the direct modification of the crystalline phase itself. Its properties are
investigated using different methods to get a clearer image of the crystals making up
the capsule wall. After investigating the crystalline phase, various modifications are
performed to show the different possibilities of influencing and tuning the system.
8.1 Characterization of Crystalline Capsules1
IR and Raman spectroscopy are both suitable for solid state analysis: Both tech-
niques are non-destructive, need only a small amount of sample and are not just
sensitive to crystalline, but also to amorphous phases. Furthermore, Raman spec-
troscopy can be coupled to a microscope to gather information on clearly defined
spots of the samples.
Exemplary IR and Raman spectra of dried capsules are shown in Figure 8.1. The
bands can be identified by both measuring a commercial reference of pure HAP
(spectra not shown, see [181]) and by literature values [182–196]. A detailed assign-
ment of peaks together with all reference spectra can be found in [181]. The IR
1Parts of the following section are results from a master’s thesis [181]. The results of this section
were also partly published [116,117].
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(a) IR (b) Raman
Figure 8.1: IR and Raman spectra of a dried capsule sample based on a H*B sta-
bilized PFO/water emulsion mineralized for six weeks. The peaks are
assigned to the species, ν1, ν3 and ν4 vibrations are marked. The legend
in (a) applies for both spectra. Reproduced by permission of The Royal
Society of Chemistry [117].
spectrum shows broad peaks of HAP indicating the slight presence of protonated
phosphates. The spectrum indicates furthermore the presence of citrate in the dried
and washed sample. Raman confirms these findings by indicating the same species
as IR.
8.1.1 IR
The IR spectrum confirms HAP as the crystal structure of the shell material. Fur-
thermore, no peak of any other crystal phase is present. Besides identifying the
crystalline phase, the spectrum also shows HPO 2 –4 bands. The existence of this
band can be explained by small crystallites exhibiting large surfaces with proto-
nated phosphate surface groups, which is in good accordance with the found and
described morphologies (see all close-up views of capsules). Citrate, nitrate and
ammonia can be seen in spectra of unwashed samples (not shown, see [181]), but
only citrate remains after washing (see Figure 8.1). This shows that citrate binds
strongly to HAP and is therefore expected to influence the material growth; this hy-
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pothesis will be tested later on by using other chelating agents. The strong binding
of citrate is well known in literature [181,197,198].
The absence of the HAP-typical sharp OH band at 3572 cm−1 in the IR spectrum
is noteworthy as it could imply a carbonate substitution of OH with CO2 from
air [181,182]. This substitution was tested by adding carbonate directly to the min-
eralization solution. This addition caused no changes in the spectra, rendering a car-
bonate substitution unlikely as the main reason for the missing OH band. Another
explanation for the missing band is the interaction of proteinous carboxy groups
with the growing mineral. Different experimental results, especially the changing
structure of the shell with growing distance from the protein layer described be-
fore, suggest an interaction of protein and mineral. On the basis of the missing OH
band, this interaction could take place by the protein occupying OH positions with
its carboxy acids. This theory makes sense for the nucleation the calcium ions are
gathered around (partially) negatively charged groups and interact with them. The
interaction of proteins and ions during nucleation will also be discussed in detail
with MD-simulations and is also known for calcium phosphates with other proteins
like collagen [199–201]. However, this interaction should vanish with increasing dis-
tance from the protein-decorated surface, meaning that the interaction with carboxy
groups cannot substitute OH in the whole crystalline shell. This leads to the con-
clusion that a combination of both reasons - slight ion substitution with carbonate
originating from CO2 and interaction with the proteinous carboxy groups near the
interface - should lead to a non-existing or a small OH band hidden under the large
citrate and water peak.
Various aspects of the oil influencing the mineral morphology were already discussed
in the chapters afore, especially in chapter 6.2. IR spectra of mineralized capsules
obtained from different oil templates underline its strong influence on the mineral
morphology. Figure 8.2 shows the second derivative IR spectra to clarify these
differences. The use of silicone oil splits the single peak present in PFO samples at
1031 cm−1 into two peaks at 1028 cm−1 and 1038 cm−1. On the basis of findings from
other authors, this indicates a more amorphous and less stoichiometric structure in
the case of silicone oil [182]. This result is consistent with morphological findings of
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(a) PFO (b) Silicone Oil
Figure 8.2: Second derivative spectra of parts of IR spectra from mineralized samples
all stabilized with H*B, but using different oils as a template. The
second derivatives were chosen instead of the normal spectra to show
the underlying peaks for the local maximum. The most important peak
(see discussion) is marked with a black circle in both images. Reproduced
and adapted by permission of The Royal Society of Chemistry [117].
silicone oil capsules in early stages of mineralization and rises again the question of
the exact influence of the protein, which will be the topic of the next chapter.
8.1.2 Raman
The bands of the Raman spectrum in Figure 8.1 were already assigned together
with the IR peak identification: Raman confirms the presence of HAP (like IR also
does). Coupling Raman spectroscopy to a microscope can reveal differences between
bulk mineral and capsule material; these measurements shown in Figure 8.3 demon-
strate that both materials are the same. As a consequence, Raman spectra over the
whole sample are used for all other characterizations. Raman spectroscopy shows
also the presence of surface HPO 2 –4 at 840 cm
−1 and 880-890 cm−1 and adsorbed
citrate at 1400-1600 cm−1 and 2900-3100 cm−1; the explanation for these findings
is the same as for IR. Furthermore, Raman is an excellent method to follow the
path of mineralization by the narrowing ν2 and ν4 (marked in Figure 8.1) peaks
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Figure 8.3: Raman microscopy spectra of capsules produced from a H*B stabilized
PFO/water emulsion. The spectra were recorded using a Raman spec-
trometer coupled to a microscope enabling the separate investigation of
bulk and capsules material. Reproduced by permission of The Royal
Society of Chemistry [117].
indicating increasing crystallinity [182,183]. Like IR, Raman also measures a higher
crystallinity for PFO capsules than for silicone oil capsules; hence, the results of both
techniques are in good agreement. The findings from carbonate substitutions and
IR spectra suggested that carbonate is not intercalated into the crystal structure
to large extent. This argument is reinforced by the position of the ν1 vibration of
PO 3 –4 showing clearly that HAP is not carbonate substituted [183]. Together with
the afore described IR results, this means that interactions of protein and mineral
via the carboxy groups is probable and can reduce the intensity of IR OH bands,
while no classical substitution with inorganic carbonate takes place. Probably, a
small OH band is indeed present under the large citrate peak in the IR spectrum in
Figure 8.1. Taken together, IR and Raman should be used together to differentiate
between carbonate substitution and protein effects.
8.1.3 XRD
The standard technique for crystal characterization is XRD. After investigating
crystal growth, amorphous phases and adsorbed molecules with IR and Raman
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Figure 8.4: X-Ray diffractograms of a commercial HAP reference (synthetic,
99.999 %, Sigma Aldrich) and dried mineralized capsules from H*B sta-
bilized emulsions from silicone oil or PFO. Silicone oil emulsions were
extensively washed with n-heptane/ethanol before drying. The samples
were dried for at least 6 h at 80 ◦C. All capsules were well mineralized and
had exactly the same exchange cycles. The reference sample is rescaled
to fit the intensity of the other graphs.
spectroscopy, XRD will reveal details of the crystalline structure. Diffractograms
of different samples and a pure reference are shown in Figure 8.4. The results
show clearly that the crystalline phase is HAP regardless of the used oil. The
fact that only one crystalline phase is present does also imply that bulk mineral
and the capsules consist of the same material, which in good accordance with the
afore described results from Raman microscopy. Beyond the phase identifications,
XRD shows at first that the capsule samples have broader peaks than the reference,
meaning that the crystallites are smaller. This is in good agreement with the SEM
observations showing mainly small crystallites. The small size (in comparison to the
reference) should have no disadvantage for later applications, especially as the results
from the liquid handling robot suggest that larger crystallites are not sufficient for
the creation of mechanically stable capsules. Nevertheless, it rises the question if
the crystal bladed are completely crystalline or if parts might be amorphous. This
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aspect of crystallite sizes will be addressed later by thermal annealing of the samples.
Comparisons of the results from different oil templates reveal the large influence of
the oil (and thus the protein conformation): Peaks are much broader for silicone oil
than for PFO indicating smaller crystallites for the first one; a result being in perfect
agreement with all morphological observations described in former sections 6.2. The
possibility to change crystallinity by adapting the oil template is very promising for
applications as the crystallinity should influence the mechanical properties of the
capsules rendering controlled release possible. Future studies on the mechanical
properties of the different systems could enhance the possibilities of application.
8.2 Ion Substitution2
HAP is prone to various cationic substitutions which partly also occur in nature.
Cation substitution means that a cation (Ca 2+) in the crystal lattice of HAP is
replaced by another ion. This is only possible without changing the crystal phase
if the substituting ion has similar properties to the exchanged one; important are
especially ionic radius and charge. The overall fraction of substituted ions is also
very important as they often cause microstrain inside the crystal, rendering the
crystalline phase unstable. The smaller the fraction of exchanged ions is, the smaller
is the overall induced microstrain, hence the crystalline phase is more stable.
Induced microstrain should also change the mechanical properties of the material;
substitution is therefore a possibility to change mineral properties, which was shown
for HAP [202]. Beneath that, properties like the solubility product and the crys-
tal shape can also change by creating other energetically unstable surfaces than
for the pure crystal. Lastly, the introduced ions can provide new properties like
luminescence and thus add new functions to the material [71].
In all following sections, the amount of calcium in the mineralization solution was
partly exchanged for another ion; the total molar amount of ions is therefore the
same as in the standard sample.
2Parts of this results in this section were also published [117].
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8.2.1 Sodium
Sodium is ubiquitous in nature and thereby present in many natural materials due
to coprecipitation. HAP is not an exception, sodium is present in smaller or larger
traces in bones and teeth. Na+ has an ionic radius of 116 pm (compare: 114 pm
for Ca 2+) and thus fits perfectly into the crystal lattice [147]. Due to the different
charges, sodium induces anionic defects to compensate the missing positive charge.
Figure 8.5 shows the results from a mineralization via the standard route with 50 %
calcium being substituted with sodium. From comparison with other capsules it
becomes obvious that the presence of sodium leads to highly crystalline capsules
(explanations follow). While capsule crystallinity increases, the yield drops slightly
and the capsule/bulk ratio drops significantly. This result is unexpected, as previ-
ous similar works showed better yields in the presence of sodium, but the differences
in yield are moderate [181]. The other observed effects result from sodium. The
inclusion of other elements into the crystal structure is often thermodynamically
unfavorable. It happens nonetheless as the mineralization solution is exactly satu-
rated and the small amounts of calcium present in solution are consumed quickly
by growing crystallites. Further growth until the next exchange cycle is then only
possible by including sodium into the crystal structure via recrystallization of the
freshly formed crystal parts. A possible explanation for the high crystallinity in the
presence of sodium is a better conversion of ionic clusters from amorphous phases
into HAP [70]. A higher crystallinity of HAP capsules was also observed in other
experiments; thus, the high crystallinity is definitely an effect of sodium [181].
After substituting calcium partially with sodium in the manual process, it was also
tested for the robot process to investigate differences between these processes in
greater depth, as especially the transfer of synthesis showed crucial differences be-
tween the processes (see Synthesis chapter 5.1). Figure 8.6 shows the results from a
robot synthesis: Acceptable yields and capsule/bulk ratios were obtained, but the
capsules do not show increased crystallinity. This demonstrates the deep differences
between both processes. In the robot process, all educts are added daily as con-
centrated solution, while a daily exchange was performed in the manual process.
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(a) (b)
(c) (d)
Figure 8.5: Mineral capsules from PFO/water emulsions stabilized with H*B miner-
alized by using the standard route. Compared to the standard synthesis
route, 50 mol% of calcium are substituted with the same molar amount
of sodium. (a) shows a single capsule; (b) is a close view of the mineral-
ized shell; (c) is an overview image showing the yield. The EDX spectra
shown in (d) is taken from the surface of a well-mineralized capsule. The
gold signals originate from sputtering; carbon is not only present in the
protein, but also in the sticky tape on the sample holder.
HAP has an extremely low solubility product (5.5× 10−118 M18 [70]), so that HAP
precipitates quickly after daily addition of educts, while sodium remains soluble.
Most probably, an amorphous calcium phosphate phase precipitates first and con-
verts subsequently into HAP over time - in contrast to the manual process, where
- 121 -
8.2. ION SUBSTITUTION
(a) (b)
Figure 8.6: Mineral capsules from PFO/water emulsions stabilized with H*B min-
eralized by the liquid handling robot with daily addition of all educts.
Compared to the standard robot synthesis route, 50 mol% of calcium are
substituted with the same molar amount of sodium. (a) is an overview
image; (b) shows a single, damaged capsule.
the precipitate is removed from the mineralization solution so that the solution is
exactly saturated and enabling a slow but steady crystal growth. Obviously, this
different crystallization mechanism in the automated process yields another struc-
ture in the presence of sodium, with smaller crystallites and mechanically less stable
capsules. Possible explanations for the influence of sodium are: The adsorption of
sodium on the amorphous phases and/or on crystal faces slowing down the conver-
sion or causing an integration of large sodium quantities into the crystal structure,
or a co-precipitation into amorphous precursor phases slowing down the conversion
rate. It would be interesting for the future to perform experiments with a delayed
addition of sodium to distinguish between both suggested mechanisms.
8.2.2 Magnesium
Magnesium is widely spread in nature and many of its salts are well soluble in water.
Because of its commonness, magnesium is also present in most organism and is thus
important for many natural materials. Compared to Ca 2+ having an ionic radius of
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(a) (b)
(c) (d)
Figure 8.7: Mineral capsules from PFO/water emulsions stabilized with H*B miner-
alized by using the standard route. Compared to the standard synthesis
route, 50 mol% of calcium are substituted with the same molar amount
of magnesium. (a) is an overview image showing the yield; (b) and (c)
are close views of the shell with a partly mineralized protein shell and a
dense mineralized shell consisting of elongated crystals, respectively. The
EDX spectra shown in (d) is taken from the surface of a well-mineralized
capsule. The gold signals originate from sputtering; carbon is not only
present in the protein, but also in the sticky tape on the sample holder.
114 pm, Mg 2+ has the same charge but a much smaller ionic radius of 86 pm [147].
Hence, inclusion into the lattice is possible without introducing anionic defects, but
high internal stresses might be induced due to the difference in diameter.
- 123 -
8.2. ION SUBSTITUTION
The results of mineralization experiments in the presence of large amounts of mag-
nesium are shown in Figure 8.7. EDX spectra show the incorporation of magnesium,
and the resulting mineral structures show large differences to the standard system.
The capsule yield is in the medium range, but some capsule are only partially min-
eralized and seem to have mineralized island growing together (Figure 8.7 b), while
others are fully mineralized with slightly elongated crystallites (Figure 8.7 c) in com-
parison to the standard route. The growth in island-like patterns differs strongly
from the standard system where the protein membrane mineralizes in a more homo-
geneous way. Furthermore, the standard route yields capsules having roughly the
same state of mineralization (in terms of finished or unfinished capsules), while for
magnesium different states of mineralization are present in the same sample. The
different growth pattern and the dense final state indicate that magnesium influences
both growth and final mineral phase. These findings could be explained by the fact
that magnesium stabilizes tricalcium phosphate as it can occupy small vacancies in
this crystal structure due to its small ionic radius [70]. The stabilization of trical-
cium phosphate could lead both to a new intermediate and therefore a new pathway
for crystallization, or also to a new final phase. The later possibility is rather un-
likely based on the HAP-like morphology of crystallites, but a more detailed XRD
study of intermediates and the final structure could be interesting for the future.
Despite these open questions, the existence of partially mineralized capsules is in
good agreement with the finding that magnesium ions slow down the mineraliza-
tion of HAP, making a change in the mineralization pathway even more likely as no
island-like growth behavior is observed in the absence of magnesium [70].
8.2.3 Strontium
In most organisms, strontium is only present in traces and is non-essential. Never-
theless, strontium influences bone formation drastically as it shifts the equilibrium
of bone formation and resolution present in the human body and is thus a potential
treatment for osteoporosis [203]. The influence of strontium on the capsule forma-
tion is therefore not only scientifically interesting, but also interesting for possible
future applications, as strontium included in the capsule shell might be released
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during capsule dissolution in the target organism strengthening bone growth. The
influence of strontium on osteoporosis is surprising to a certain degree as strontium
and calcium are chemically similar, but have a serious difference in their ionic radii:
Sr 2+ is 132 pm large while Ca 2+ is smaller with only 114 pm [147].
Figure 8.8 shows the results from a mineralization in the presence of large quantities
of strontium. The yields are low and the capsule/bulk ratio is poor; nonetheless,
some intact capsules are present in the samples. The capsules have a mineral mor-
phology very similar to capsules from the standard route while EDX confirms the
presence of strontium in the capsules. Judged from the morphology, the present
mineral is still HAP, but strontium seems to influence mineral nucleation. The
low yields and the large quantities of bulk mineral suggest that strontium somehow
enables nucleation at other places than the protein. The presence of hexagonally
shaped crystals/aggregates in the bulk material (see Figure 8.8 c) strengthens this
theory, as crystals like this do not occur in any other samples. Despite this disad-
vantage, including strontium in the capsule shell could still be an interesting option
to transport osteoporosis drugs inside the capsules and use the strontium containing
capsule shell as a second drug carrier releasing its content slowly during the final
dissolution of the capsule.
8.2.4 Europium
Europium belongs to the lanthanides, a group of metals having quite similar chemical
properties. While some properties of metallic europium (e.g. atomic radius, density)
are an exception from the general trend due to the electronic configuration, Eu 3+
behaves very similar to the other lanthanides. One of the interesting properties
of Eu 3+ is its fluorescence; this could open up new fields of application. Eu 3+
has an ionic radius of 109 pm (compared to 114 pm for Ca 2+) [147]. The ion sizes
are therefore in the same range, but the higher charge of europium needs to be
compensated with cation defects.
The mineralization results in presence of europium are rather surprising. Substitu-
tions of calcium with europium exceeding 5 % inhibit capsule formation completely.
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(a) (b)
(c) (d)
Figure 8.8: Mineral capsules from PFO/water emulsions stabilized with H*B miner-
alized by using the standard route. Compared to the standard synthesis
route, 50 mol% of calcium are substituted with the same molar amount
of strontium. (a) shows a capsule agglomerate; (b) is a close view of the
shell structure; (c) is an overview picture showing the overall yield and
the unusual, hexagonal bulk structure. The EDX spectra shown in (d)
is taken from the surface of a well-mineralized capsule. The gold signals
originate from sputtering; carbon is not only present in the protein, but
also in the sticky tape on the sample holder.
But also lower concentrations of europium have already an effect on capsule forma-
tion as shown in Figure 8.9. The overall yields are low, but with a good capsule/bulk
ratio. The EDX can not detect any europium (only a part of the spectrum is shown,
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(a) (b)
(c) (d)
Figure 8.9: Mineral capsules from PFO/water emulsions stabilized with H*B miner-
alized by using the standard route. Compared to the standard synthesis
route, 1 mol% (a and b) or 5 mol% (c) of calcium are substituted with
the same molar amount of europium. (a) depicts a single capsule; (b)
and (c) show the shell structure at high magnifications. The EDX spec-
tra shown in (d) is taken from the surface of a well-mineralized capsule
with 1 % Eu 3+. The gold signals originate from sputtering; carbon is
not only present in the protein, but also in the sticky tape on the sample
holder.
no further peaks were present at higher kEV numbers) - but the mineral layer of
the capsules clearly differs from the standard shell: It seems that a first layer of
small, well-interconnected crystals is covered by another layer of larger crystallites.
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In principle, this behavior is in good agreement with the investigation of the shell
structure described in the sections before (especially in section 7.1.3) - but in the
standard capsules, the transition is gradually while it is rather sharp in these sam-
ples as two distinct morphologies are observable. Beyond this, the capsule are very
well-mineralized in general. As europium is not detected by EDX, two explanations
are possible: First, europium could influence mineralization by weak adsorption on
the crystal phases. During SEM sample preparation, europium is washed off and
consequently not detected. Second, europium could influence the nucleation be-
havior together with the protein. This would imply that the influence of Eu 3+ on
the crystals vanishes directly after nucleation - which would explain a sharp change
in crystallization behavior as soon as recrystallization or formation of new nuclei
occurs during crystal growth. As EDX investigates only the top layers, the under-
lying layers are not analyzed. It should also be kept in mind that europium is used
only in small quantities and might therefore be below the detection limit of roughly
1 wt % [87]. This explanation is more likely as literature reports that intercalation of
europium into HAP is possible [71]. The samples were tested for fluorescence using
a fluorescence microscope, but without any positive results.
8.2.5 Terbium
Terbium is very similar to europium in terms of size and chemical properties of the
ions. The ion size of Tb 3+ is 106 pm (compared to 114 pm for Ca 2+) [147]. Like
europium, terbium has also interesting luminescence properties.
Like Europium, Terbium also inhibits capsule formation above substitutions of 5 %.
Figure 8.10 summarizes the results of the performed mineralizations with substi-
tutions lower than 5 %; the yields are low and the capsule/bulk ratio is moder-
ate. Interestingly, EDX does not detect terbium in the mineral structure (like for
europium), but also no europium-like growth pattern. Some mineral capsules are
present in the sample, and the surface is well-mineralized like in the case of standard
mineralization. This is rather surprising, as all elements from the lanthanides are
extremely similar in their chemical properties, especially their ions, and europium
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(a) (b)
(c) (d)
Figure 8.10: Mineral capsules from PFO/water emulsions stabilized with H*B min-
eralized by using the standard route. Compared to the standard syn-
thesis route, 1 mol% of calcium are substituted with the same molar
amount of terbium. (a) depicts a single capsule with a shell showing
buckling during drying; (b) is a intact capsule; (c) is a close view of a
well-mineralized shell. The EDX spectra shown in (d) is taken from the
surface of a well-mineralized capsule. The gold signals originate from
sputtering; carbon is not only present in the protein, but also in the
sticky tape on the sample holder.
showed different effects (see above). Again, the fact that terbium is not detected
could be a matter of the detection limit, but it could also mean that Terbium is not
included in the crystal but adsorbed on the crystal surfaces and washed of during
- 129 -
8.3. ADDITIVES FOR MINERAL GROWTH CONTROL
the SEM preparation. The different results for europium and terbium suggest that
a XRD study of the resulting capsules could be interesting to detect a inclusion of
these elements; as they contain many electrons, XRD should be very sensitive to
the inclusion of even small amounts into the crystal lattice.
8.3 Additives for Mineral Growth Control3
Various low-molecular additives - also called soluble matrix - can influence the course
of mineralization. The general concept of this influence was introduced in the The-
ory, and the following section will show the effect of different additives. Additives
are of special interest as they are cheap compared to the protein used as insoluble
matrix and stabilization agent. Another aspect that should be kept in mind is the
locally confined effect of the protein as it is immobilized at the interface - in con-
trast to the used additives, which are present in solution and thus are uniformly
distributed in the sample.
Nature uses the interplay of soluble and insoluble matrix to control biomineraliza-
tion, and both matrices are equally important to achieve this goal. The insoluble
matrix was varied in chapter 7 by trying different proteins, now the soluble matrix
will be changed with the standard insoluble matrix H*B being present in all samples
to investigate its effect.
8.3.1 Citrate
While the protein at the interface (hydrophobin H*B in the standard route) acts as
an insoluble matrix, citrate can be considered as soluble matrix present in all routes
in this thesis. The obvious function of citrate is increasing the solubility product of
HAP by complexing Ca 2+ and thereby increasing the number of introduced ions per
exchange cycle, but this is not its only function. Citrate binds selectively to ac and bc
3Parts of this results in this section were also published [117].
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crystal surfaces of HAP, thus inducing anisotropic growth along the c-axis [197,198].
This growth can be seen macroscopically by the needle-like or plate-like shape of
the crystallites of the capsule shell as seen in all samples until now (see e.g. Figure
8.11). If citrate is missing, the mineral adapts a more amorphous morphology, while
the crystals get more needle-like with increasing citrate concentration [117, 181].
The fact that citrate controls not only the overall amount of precipitated mineral,
but also the ratio of mineral capsules to bulk mineral suggests that this control of
shape is important for capsule stability, especially as the rare capsules found without
citrate show strong deformations [181]. Obviously, the radial growth of needle-like
crystals creates more stable capsules than anisotropic growth of HAP. This shows
that geometry control is important for the properties of the resulting material, and
most probably the mechanical properties of the system can be tuned by adapting
crystal geometries.
8.3.2 EDTA4
EDTA acts similar as citrate as it is also a calcium complexing agent, with the
difference that the binding constant of EDTA towards calcium is higher than for
citrate [147,197,198]. Consequently, EDTA is capable to stabilize the mineralization
solution better than citrate against spontaneous precipitation.
The influence of EDTA on the mineral morphology is shown in Figure 8.11 b. The
crystal morphology is still typical for HAP, but EDTA facilitates the growth of less
interconnected platelets. This is in good agreement with studies from other authors
showing that EDTA strongly adsorbs on the 001 surface of HAP crystals facilitating
a plate-like morphology [204]. While the capsule/bulk ratio is good for samples with
EDTA, many capsules are broken, suggesting a decreased mechanical stability. A
possible explanation for the decreased stability are the fewer interconnection of the
growing crystallites in the capsule shell.
4Parts of the following section are results from a master’s thesis [181].
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(a) Citrate (b) EDTA
Figure 8.11: Close-up views of capsule surfaces originating from the standard pro-
cess with (a) 1.25 mM citrate or (b) 1.25 mM EDTA as an additive.
Reproduced by permission of The Royal Society of Chemistry [117].
8.3.3 CTAB
The additive CTAB differs strongly from the additives used before (citrate and
EDTA). While all other additives are calcium complexing agents, CTAB is a typical
cationic surfactant. This means that the mineralization mechanism could be differ-
ent, but implies also that CTAB should be investigated both under and above the
Critical Micelle Concentration (CMC) of 1 mM [205].
In first manual experiments, CTAB turned out to change the morphology of HAP
drastically compared to the other additives. As a consequence of these promising
findings, the liquid handling robot performed syntheses with CTAB to investigate
the influence further; the results are depicted in Figure 8.12. The overall process
yield drops both in terms of number of capsules and capsule/bulk ratio being still
in a medium range. Below the CMC of CTAB, the crystals form a dense and
porous network. The shell structure is still similar to the structure emerging from
citrate, but the overall capsules have an irregular shape suggesting an inhomogeneous
shell growth mechanism. Above the CMC of CTAB, the irregularity of the capsule
surface increases, and the morphology of the crystalline phase changes completely.
The mineral phase grows in small islands consisting of amorphous-shaped parts and
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(a) CTAB below CMC (b) CTAB below CMC
(c) CTAB above CMC (d) CTAB above CMC
Figure 8.12: Capsules prepared with the standard robot route (daily addition of
all educts), but with CTAB instead of citrate. The concentrations of
CTAB are chosen to be significantly below or above the CMC (0.5 mM
for (a-b) and 2.5 mM for (c-d)). (a) and (c) show single capsules; (b)
and (d) are close views of the capsule shell.
crystal blades. The amount of intact capsules decreases, and most of the capsules
found are not completely mineralized and exhibit holes in the shell. The capsules are
most probably destroyed during the SEM preparation, but the amount of destroyed
capsules clearly indicates degraded mechanical properties in comparison the capsules
from the standard route.
The general differences in morphology between CTAB on the one hand and citrate
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and EDTA on the other hand can be explained with their adsorption behavior. Cit-
rate and EDTA bind to crystal faces with the help of calcium ions [197, 198, 204],
while CTAB binds to phosphate groups using its ammonium head group. Appar-
ently, this can lead to a stabilization of different crystal surfaces inducing a change
in morphology. The existence of micelles above CMC induces more severe changes.
The micelles could act as nucleation points by strongly binding phosphate at their
surface, creating many small particles. These particles diffuse to the interfaces, are
bound there via the Pickering-effect and continue to grow. After a sufficient waiting
time, the growing islands merge - otherwise, the shell stays perforated, as observed
for many capsules.
8.4 Inclusion of Elemental Silver5
The inclusion of silver into the capsule synthesis is an interesting aspect for further
applications due to two reasons: Firstly, silver is an antimicrobial agent adding new
properties to the material. Antimicrobial properties could not only be interesting
for drug delivery, but also to prevent decomposition of the transported substance by
bacteria in general [202, 206]. This could be important for equipping e.g. textiles.
Secondly, silver is a representative of the precious metal group, which are catalysts
for manifold reactions. The inclusion of silver is hence the first step towards mi-
croreactors: The capsule contains the catalyst which is accessible for the reactants,
but can be recovered after the reaction by filtering.
Three different ways of including silver were tested: Silver was used to stabilize the
emulsion via the Pickering-effect, silver was added directly as a fine powder during
the emulsion preparation with H*B as a stabilizing agent, or the fine powder was
pre-dispersed in a buffer and added during the preparation of the H*B stabilized
emulsion (at the same time as in route two). Out of these three possibilities, routes
two and three yield capsules, with three showing the best results depicted in Fig-
ure 8.13. The yields and capsule/bulk ratio of the third process are slightly worse
5Parts of this results in this section were also published [117].
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(a) (b)
(c) (d)
Figure 8.13: Mineral capsules from PFO/water emulsions stabilized with H*B min-
eralized by using the standard route extended by the addition of pre-
dispersed silver particles (2-3.5 µm in diameter) during the emulsion
preparation. (a) is a single intact capsule; (b) shows the shell at high
magnifications; (c) is a overview picture showing the yield. The EDX
spectra shown in (d) is taken from the surface of a well-mineralized
capsule. The gold signals originate from sputtering; carbon is not only
present in the protein, but also in the sticky tape on the sample holder.
compared to the standard route, most probably due to free silver particles in solu-
tion inducing heterogeneous bulk nucleation. Obviously, predispersing the particles
improves adsorption at the interface and enables a better removal together of the
protein. The reason for this is that larger aggregates (route two) should aggregate
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Figure 8.14: X-Ray diffractograms of samples synthesized with the addition of pre-
dispersed silver particles (2-3.5 µm) to the H*B stabilized emulsion,
followed by a mineralization according the standard route. Reference
substances are plotted together with measured data to allow phase iden-
tification. Reproduced by permission of The Royal Society of Chem-
istry [117].
and settle between the emulsion droplets, which prohibits removal and provides
mineralization nuclei adulterating good capsule/bulk ratios. However, the mineral
morphology remains unchanged, but some of the resulting capsules are perforated.
The presence of silver particles interacting with the protein could cause this change
in the shell structure.
Besides these comparable small changes, silver was incorporated successfully in the
mineral capsules, as shown by EDX in Figure 8.13 d and by XRD in Figure 8.14. In
addition to showing the inclusion of silver in general, Figure 8.14 proves also that
the presence of silver particles during mineralization does not change the mineral
phase with respect to the standard samples. The possibility to include metals to
a large extend into the capsule synthesis without changing the capsule structure
underlines the flexibility of the used approach.
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8.5 Thermal Treatment6
After the last sections dealing with possible modifications of the growing mineral, the
focus now shifts to a modification of finished capsules. The XRD characterization of
the different systems shows the existence of small crystallites by slightly broadened
peaks. A change of crystallite sizes is expected to have several effects: It should
change the shell structure as large crystals interconnect in other ways than small
crystals, and the porosity is supposed to change as larger crystallites can create
different pores. The common way to enable further crystal growth is heating the
samples to temperatures enabling crystal growth for long times. Beyond changing
the crystallite sizes, this can also induce phase transitions at sufficient temperatures,
as HAP is unstable at high temperatures above 800 ◦C [81,207]. A change in mineral
phase is expected to result in completely different properties in terms of stability,
solubility and porosity.
Two different thermal treatments were tested, each of them with a set of identical
samples mineralized for exactly the same time and under the very same conditions.
All reference capsules in this section originate from the same set of parallel samples
as the heated samples. The capsules were produced using the manual standard route
with H*B stabilized PFO/water emulsions or, for the second treatment, additionally
silicone oil/water emulsions. All heatings were performed in open crucibles with
ambient air. The first thermal treatment consisted of heating the dried capsules
slowly up to 200 ◦C for 2 h or up to 600 ◦C for 4 h. In the second treatment, more
harsh conditions were applied. The samples were pre-dried at 80 ◦C until a free-
flowing powder was obtained. Afterwards, the samples were slowly heated up to
600 ◦C or 1100 ◦C for 48 h. As the changes from the first thermal treatment are
mostly slight, the following interpretations will focus on the second treatment while
the first treatment will underline phase transitions.
6Parts of this results in this section were also published [116].
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8.5.1 Changes in Morphology
The capsules resulting from the drying process are analyzed both via SEM and XRD.
Electron microscopy is important as it shows the morphology and, more important,
the shape and state of the capsules. Hence, SEM shows whether the capsules are
suited at all to withstand such harsh conditions, which polymer capsule systems
would never survive, or not. Capsules surviving high temperatures are interesting
for all kinds of high-temperature syntheses with expensive catalysts that shall be
recovered at the end of the process. The mineral morphology is also important
for the mechanical stability and the porosity. While SEM visualizes the mineral
morphology, XRD analyzes the mineral phase. The knowledge about the mineral
phase is important as other mineral phases have a different thermodynamic stability
and other solubility products. A phase transition from HAP to another phase could
also weaken or strengthen the capsules due to the morphological changes of the
crystals and changed mechanical properties.
The SEM images of silicone oil capsules after thermal treatment are shown in Figure
8.15 and Figure 8.16. The results of thermally treated capsules made from PFO are
very similar to the ones with silicone oil (see also the XRD later in this chapter),
the latter one was chosen for the figures as the yields are remarkable and exceed the
ones of PFO. Figure 8.16 shows the influence of thermal treatment on the number
of intact capsules. Before any thermal treatment (except drying), a large number of
intact capsules is present (Figure 8.15 a). Heating the capsules to 600 ◦C destroys
some of the capsules, but most capsules survive the thermal treatment remaining
intact. Heating the sample to 1100 ◦C reduces the number of capsules drastically.
It is noteworthy that only small capsules survive this procedure, most probably as
small capsules have a higher resistance against mechanical stress (as discussed in
the Theory). Small capsules have also a large surface/volume ratio which should be
advantageous during phase transition as the crystals are less constrained and can
thus change their shape and size more easily. Still, many small capsules survive this
harsh thermal treatment over long times.
Figure 8.15 b,d and f show details on the mineral morphology of sintered capsules.
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(a) Reference (b) Reference
(c) 600 ◦C (d) 600 ◦C
(e) 1100 ◦C (f) 1100 ◦C
Figure 8.15: Overview of capsules from the sintering procedure. All samples were
prepared exactly parallel according to the standard process with silicone
oil, followed by a thermal treatment. (a) and (b) show the capsules
before sintering as a reference; (c) and (d) show a sample heated to
600 ◦C for 48 h; (e) and (f) depict a sample heated to 1100 ◦C for 48 h.
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(a) Reference
(b) 600 ◦C (c) 1100 ◦C
Figure 8.16: Overview of capsules from the sintering procedure. All samples were
prepared exactly parallel according to the standard process with silicone
oil, followed by a thermal treatment. (a) shows the capsules before
sintering as a reference; (b) shows a sample heated to 600 ◦C for 48 h;
(c) depicts a sample heated to 1100 ◦C for 48 h. It should be noted that
only small capsules survive high temperatures, which is the reason for
the unusual small capsules in (c) - great parts of the agglomerate in the
upper left corner is made up by capsules. A close-up view of the very
same sample is shown in Figure 8.15 e.
Before any thermal treatment, but after washing with a mixture of heptane/ethanol
to remove silicone oil and subsequent drying at 80 ◦C, the capsules have the same
structure as explained in former the sections (see e.g. 5.1 and 7.1.3). Heating
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Figure 8.17: Sintered capsule from an PFO/water emulsion stabilized with H*B
heated up to 900 ◦C for 1 h. The strong change in morphology compared
to the standard capsules indicates a phase transition, but the transi-
tion is incomplete due to the short sintering time (compare Figures 8.15
and 8.16). Capsules prepared from silicone oil/water emulsions show
the same transition (not shown). Reproduced with modifications by
permission of The Royal Society of Chemistry [116].
the capsules to 600 ◦C does not change the general morphology, but leads to small
changes: The capsules seem to get more crystalline, and small crystals start to grow
orthogonally away from parent crystals. Microstrains of the crystals could be a pos-
sible reason for the recrystallization, or the parent crystallite has large amorphous
parts that begin to crystallize due to the heat induced mobility of ions. While these
changes are slight, temperatures of 1100 ◦C lead to a complete change in crystal
structure. The capsules loose their blade-like morphology, and the new crystals look
more block-like and seem to be larger and smoother. This sharp change in morphol-
ogy is already an indication for a change in crystal structure. An intermediate state
of this change is shown in Figure 8.17 after short sintering times. The worm-like
and very open morphology shows that the phase transition could also be used to
change the shell structure by stopping the transition at the wanted morphology by
cooling down the sample.
Concluding, sintering the mineral capsules is possible with temperatures up to
1100 ◦C; many capsules survive this procedure. The nature of the oil is regard-
- 141 -
8.5. THERMAL TREATMENT
less for the resulting structures. At high temperatures of 1100 ◦C, a harsh change in
morphology is observed, being a first indication for a phase transition.
8.5.2 Mineral Phase Analysis
After the indications for a phase transition in the last section, XRD is the best
technique to investigate these changes. The capsule phase at room temperature is
HAP and was already discussed within this chapter. Due to this, the discussion here
will start on the basis of HAP as the initial phase.
Figure 8.18 shows the measured diffractograms of sintered samples. Each of the
samples was kept at the denoted temperature for 48 h. XRD shows clearly for
both oils that the mineral phase stays the same at 600 ◦C. The very broad peaks
indicate that the crystallite size remains small. This finding is surprising at first
glance as temperatures of 600 ◦C should induce sufficient ion mobility to enable
crystal growth; in classical sintering processes, crystals grow together to reduce
their surfaces and thus get thermodynamically more stable. The explanation can be
seen in the morphological pictures in Figure 8.15 c. The crystals begin to frazzle at
their edges and new, small crystallites begin to grow orthogonally. It seems that in
this system, recrystallization occurs due to strain in the crystals; the new crystals
grow strain-free with the help of temperature-induced ion mobility and are thus
more stable than the former crystals.
The afore mentioned drastical changes in morphology at 1100 ◦C (see Figure 8.15)
are in accordance with the observed changes in XRD (Figure 8.18). HAP vanishes at
these high temperatures, and new phases arise. The existing phases can be identified
by a database search shown in Figure 8.19; HAP transfers completely into a mixture
of α- and β-tricalcium phosphate (TCP) Ca3(PO4)2. This change in mineral phase
from HAP to TCP is in good agreement with the literature showing phase transitions
between 700 ◦C and 900 ◦C [81,207]. The phase transition of β-TCP to α-TCP was
reported at 1120 ◦C [78]. The slightly lower transition temperature in this system
leading to the formation of large amounts of α-TCP can be accounted to the possible
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(a)
(b)
Figure 8.18: XRD of capsules from the sintering procedure. All samples were pre-
pared exactly parallel according to the standard process. The mea-
sured capsules were prepared with (a) PFO or (b) silicone oil. The
diffractograms were rescaled for comparable intensities. The measured
samples are exactly the same as used for SEM images in Figure 8.15.
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Figure 8.19: XRD of the PFO samples sintered for 48 h at 1100 ◦C (as already shown
in Figure 8.18) with identified peaks. The dark blue peaks correspond
to α-tricalcium phosphate [77, 78], the violett purple peaks indicate
β-tricalcium phosphate [79,80].
existing microstrain discussed before and the small crystallites indicated by broad
XRD-peaks at room temperature. These factors could destabilize HAP leading to
a direct formation of α-TCP from HAP at high temperatures. As the cooling of
the samples happens quickly in less than an hour, the α phase partly survives the
cooling process as it can not transfer completely into β-TCP, which explains large
fraction of α-TCP. The stoichiometry of the phase transition suggests the existence
of an amorphous cophase at room temperature as a source of HPO 2 –4 or H2PO
–
4 .
This agrees well with the morphological large crystallites in SEM but broad XRD
peaks, suggesting that the apparent crystals in the SEM rather consist of a small
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Figure 8.20: TGA measurement (left axis of ordinates) of a mineralized silicone oil
emulsion stabilized with H*B. The measured sample is the very same
sample also shown in Figure 8.18 (silicone oil sample at room temper-
ature). The DSC signal (right axis of ordinates) is only a pseudo-DSC
signal: The heat flow is denoted relatively to the heat flow into a tem-
perature sensor, while it is denoted in relation to a reference crucible
in a normal DSC. The DSC signal is base line corrected. The heating
rate was 5 ◦C per minute.
crystalline core and an amorphous shell.
The phase transition observed in XRD is investigated in more detail with TGA and
DSC measurements plotted in Figure 8.20. The TGA shows a continuous weight loss
up to 600 ◦C and a small weight loss at 870 ◦C. The continuous weight loss should
be water, the large amount of stored water is another indication for the presence of
large amounts of a hydrated amorphous phase. The heat flow is measured relative
to a temperature element (and not against a reference crucible) and is thus only a
pseudo-DSC signal. The peak at 800-870 ◦C shows an endothermic reaction, which
is in perfect agreement with the phase transition observed in XRD described above
(see Figures 8.18 and 8.19) and the literature value of 700 ◦C and 900 ◦C for the
phase transition of HAP to TCP [81]. The small weight loss at 870 ◦C is also a part
of this phase transition as the OH group of HAP is lost as water with the help of
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HPO 2 –4 or H2PO
–
4 originiating from the amorphous phase.
In conclusion, a thermal treatment up to high temperatures of 1100 ◦C for long times
is possible. Many capsules survive this thermal treatment intact. While tempera-
tures up to 600 ◦C do not change the mineral phase, higher temperatures lead to a
phase transition from HAP to α- and β-TCP. This phase transition is accompanied
by heavy morphological changes. The shell gets dense during this transition and
shows sometimes large pores. If this thermal treatment is optimized, it should be
possible to produce tightly closed mineral capsules with thermal treatments.
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The last chapters showed in various ways that the used proteins control the process of
mineralization at the interface. The protein does not only induce supersaturation,
but also controls the mineral phase and morphology. Especially the finding that
the nature of the oil influences mineral morphologies in the early mineralization
stages is interesting; it implies that the protein conformation - the only thing that
should change with different oils - influences the growing mineral. Besides that, also
the more obvious result that some proteins induce mineralization while other, very
similar proteins do not needs explanation. As most syntheses in this thesis base
on hydrophobins, the following investigations will focus on the question why class I
hydrophobins do induce mineralization (like H*B, see Chapters 5.1 and 7.1) while
class II hydrophobins do not induce mineralization (like HFBII, see Chapter 7.2).
The exact behavior of proteins at interfaces is difficult to measure experimentally as
the emulsion disturbs many common techniques. CD spectra are disturbed by scat-
tering making the measurements less precise. NMR needs high amounts of material
and much effort in data evaluation to calculate the structure. XRD is not possible
because the protein does not crystallize at the interface. Consequently, simulations
are the best attempt to investigate the structure of proteins at the interface and
the influence of ions on the structure in detail. MD simulation were chosen as the
system size is large due to the size of the protein and the large amounts of solvents
which are necessary for solvation of the protein and creation of an interface.
In the course of this thesis, MD simulations are performed with the hydrophobins
EAS and HFBII. EAS is a class I hydrophobin and represents H*B (also class I)
1The content of this chapter was part of a publication [118].
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initial system
protein
water hexane
stable protein at interface
stable protein at interface
unchanged protein
at interface
protein at
interface with ions
ions
stable protein at
interface with ions
equilibration, 200 ns simulation
300 ns simulation100 ns simulation
Figure 9.1: Scheme of simulations performed within this thesis. At the beginning,
the aqueous phase containing the protein is placed next to a hexane
phase, thus creating a hexane/water interface. After 200 ns of simulation,
no further changes are observed. The simulation was continued for 100 ns
to check for further changes (right branch). In parallel, ions were added
to the aqueous phase (left branch) and simulations ran for 300 ns.
- 148 -
Chapter 9: Molecular Dynamics of Proteins
used in the synthesis. EAS is the only class I hydrophobin which structure is solved
up to now, which is why EAS is the only possible choice for simulations of class I
hydrophobins on the basis of solved structures. In principle, it would also be possible
to calculate possible structures from the protein sequence; however, this procedure is
prone to errors because it remains unclear whether the calculated structure is correct
or not. To avoid these uncertainties, the solved structure of EAS was used for class
I hydrophobins which induced mineralization in the afore described experiments. In
contrast, the class II hydrophobin HFBII did not induce any mineralization. The
structure of HFBII was solved by XRD; HFBII could hence be used directly for
simulations.
The course of simulations is depicted in Figure 9.1; this procedure was applied
to both hydrophobins in separate simulations. The initial protein structures of
EAS and HFBII were obtained from the RCSB database [8, 9, 15–17, 208]. These
obtained structures were solvated with water; afterwards, hexane was added as a
separate phase resulting in a system exhibiting a water/hexane interface with the
protein being in the middle of the water phase. In principle, silicone oil, PFO and
hexane could serve as apolar phase as all of them induce mineralization together
with hydrophobins (see Chapter 6.2). Silicone oils or perfluorinated oils are rarely
used for MD-simulations and would thus have introduced a source of errors. As a
consequence, hexane was chosen due to the available and well-tested parameters for
the used force fields. The system was equilibrated with a constrained protein to
avoid harsh conditions for the protein at the beginning of simulations. Afterwards,
the protein was allowed to change freely and the simulations were started. After a
time of 200 ns, no further changes occured. The simulation was continued for another
100 ns for later evaluations. In parallel, the structure obtained after 200 ns was used
to investigate the influence of ions. Calcium and hydrogenphosphate were added to
the aqeuous solution, and the new simulation box containing the protein after 200 ns
together with the ions was allowed to run for 300 ns. Details on the used parameters
can be found in the Methods chapter 3.12. In the following sections, the results of
the simulations will be discussed following the described course of simulations.
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9.1 EAS and HFBII at Interfaces
In the first parts of simulation, the structural changes of the hydrophobins EAS
and HFBII during adsorption at a hexane/water interface will be investigated. It is
important to keep in mind that the structures of both proteins were determined with
different methods. Liquid NMR solved the structure of EAS, meaning that the initial
structure of the protein resembles the structure in solution. In contrast, XRD solved
the structure HFBII implying that the initial structure of the protein corresponds
to the structure in solid state and thus could lead to more drastic changes at the
beginning of simulation due to solvation effects. There is no possibility to avoid
these problems because EAS is the only structure solved class I hydrophobin, and
no class II hydrophobin was structurally solved by liquid state NMR until now.
Nevertheless, using these experimentally determined structures is still less prone to
errors than a complete calculation of initial structures.
In the following section, the importance of the initial protein orientation will be
explained. Afterwards, the adsorption of the solvated protein at the interface and
the subsequent refolding will be investigated; structurally important regions will be
investigated in more detail.
9.1.1 Orientation of the Hydrophobic Patch
One of the special properties of hydrophobin making it so surface active is its hy-
drophobic patch. In contrast to many other proteins burying hydrophobic residues
in their core, some hydrophobic residues are present in a small surface area of hy-
drophobins (see Theory Chapter 2.1.3 for details). This patch renders hydrophobins
amphiphilic in their native state.
The existence of a hydrophobic patch implies that the initial protein orientation
towards the interface is important. The energetically most favorable orientation
for adsorption should be the one with the hydrophobic patch pointing towards the
hexane interface resulting in 13 hydrophobic contacts for both hydrophobins. When
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(a) EAS (b) HFBII
Figure 9.2: Root Mean Square Deviations (RMSD) of (a) EAS and (b) HFBII from
the initial backbone structure with time. The different curves within
each plot correspond to different orientations in terms of the hydropho-
bic patch. Original means that the hydrophobic patch is oriented to-
wards the interface, the other two rotations are tilted by 90◦ respective
to all three axes in a positive (Rotation 1) or negative (Rotation 2)
sense. Reproduced and adapted by permission of The Royal Society of
Chemistry [118].
this orientation is indeed the state of lowest energy for adsorption, it should also be
the most probable scenario in reality and should thus be used in the simulations.
For a verification of this hypothesis, the afore described orientation was tested in
parallel with two different orientations: The protein was tilted by 90◦ respective to
all three axes in space; one time in a positive sense (EAS: 8 polar contacts, HFBII:
7 polar contacts) and one time in a negative sense (EAS: 4 polar contacts, HFBII:
10 polar contacts). These three orientations were tested for both hydrophobins,
resulting in six different simulation boxes.
The results of the simulations were analyzed by Root Mean Square Deviation plots
(RMSD) shown in Figure 9.2. The RMSD denotes the deviation of the protein
backbone from the original structure present at 0 ns. The harsh changes at the
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(a) EAS (b) HFBII
Figure 9.3: Evolution of the radius of gyration Rg with time for different initial pro-
tein orientations. (a) shows the development for EAS and (b) for HFBII.
Original means that the hydrophobic patch is oriented towards the inter-
face, the other two rotations are tilted by 90◦ respective to all three axes
in a positive (Rotation 1) or negative (Rotation 2) sense. Reproduced
with changes by permission of The Royal Society of Chemistry [118].
beginning can be accounted to the fact that the protein is suddenly allowed to move
freely; thus, thermal fluctuations begin without necessarily disturbing the overall
protein structure. In the case of HFBII, the changes also originate from the solvation
of the protein at the beginning, as explained before. For both proteins, the original
orientation is always one of the structures with the least changes, meaning that this
orientation should indeed be the energetically most favorable one as refolding the
protein should cost energy due to the loss of structure. This view is supported by
the radius of gyration (Rg) plotted in Figure 9.3; the original orientation adapts
always small values of Rg compared to the other orientations. This means that in
reality, more hydrophobins can adsorb at the interface as space is limited and the
protein is available in excess. The adsorption of more proteins should reduce the
energy of the whole system and should thus be favored.
The RMSD and Rg curves are in good accordance with the hypothesis that the
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hydrophobic patch should point towards the apolar phase in the initial orientation
to enable the best stabilization of the system. On account of these findings, the
orientation termed original was used for all subsequent simulations.
9.1.2 Structural Changes During Adsorption
The process of adsorption can change protein structures dramatically. Many pro-
teins bury hydrophobic groups in their inner core or inside their helices to avoid
energetically unfavorable interactions with water. When the protein approaches an
interface, this situation changes: The interaction of the hydrophobic residues with
the apolar phase are now favored while the interaction of the polar residues with
the polar phase are still advantageous. It should also be kept in mind that typical
structures like α-helices and β-sheets reduce the energy of the protein; thus, the
protein tries to conserve these structures or create new ones if possible.
After the identification of the correct initial orientation (hydrophobic patch pointing
towards the apolar phase), simulations of both hydrophobins were performed for
300 ns (split into two parts for the protein without ions, see Figure 9.1) to investigate
the adsorption at an interface. The resulting RMSD is shown in Figure 9.4 a and
c. When comparing the RMSD over the whole backbone (black curve) of the two
hydrophobins, large differences attract attention: The changes differ strongly in
their magnitude between the different hydrophobins. While the backbone of HFBII
changes about 0.3 nm, EAS changes about 0.7 nm. This difference is even more
surprising as the starting point of EAS is a structure in solution while the starting
structure of HFBII was a solid state structure (see explanations before), which would
suggest the opposite trend in principle. Consequently, the differences between the
two classes of hydrophobins have to be considered as large. While HFBII has a
remarkably stable structure during the adsorption at interfaces, EAS rearranges
drastically. Both hydrophobins are in an equilibrium state after 200 ns of simulation.
A comparison with the differences between the 20 different structures of EAS shows
that the structural fluctuations of EAS in these simulations are in the range as the
fluctuations in solution [15]. The fact that this is already the case for the more
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(a) EAS (b) EAS with ions
(c) HFBII (d) HFBII with ions
Figure 9.4: RMSD of (a) pure EAS, (b) EAS with ions, (c) pure HFBII and (d)
HFBII with ions. The black curves correspond to the overall RMSD
over the whole backbone, while the colored curves correspond to sections
of the backbone separated by cysteins (to ensure good comparability
with other hydrophobins from the same class; cysteins are highlighted
in Figure 9.6). The legend in (b) applies also to (a) and the legend in
(d) applies to (c). Reproduced with changes by permission of The Royal
Society of Chemistry [118].
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unstable hydrophobin implies that the observed changes of both proteins should be
in the same range as fluctuations occuring in solution.
When looking at the changes of specific protein regions (colored curves) it turns out
that at least three regions (residues 15-25, 54-63 and 65-71) are important for the
(overall small) changes in HFBII while only one region (residues 20-44, blue curve in
Figure 9.4 a) is responsible for most of the comparable large changes in EAS. This
region exhibits a random coil structure present in both classes of hydrophobins,
but it is longer and thus more important in class I hydrophobins like EAS; due to
its lack of structure, it is often termed amorphous loop. The length and the lack
of organization in sheets or helices enables the observed flexibility causing strong
fluctuations of this region and therefore also for the whole protein.
Besides the RMSD, the development of secondary structures with time is a pow-
erful instrument to investigate structural changes of the protein. The evolution of
secondary structures calculated via the DSSP (Define Secondary Structure of Pro-
teins) algorithm is depicted in Figure 9.5 and shows large differences between both
hydrophobins. The class I hydrophobin EAS reorganizes its structure to a large
extend: two β-sheets vanish while the other three grow in size but show strong
fluctuations indicating an unstable structure. The bends and turns of the structure
fluctuate to a large extent as well. In contrast, HFBII (class II) has a remarkably
stable structure: One β-sheet vanishes while the other three β-sheets stay nearly the
same; also the α-helix is stable over the whole process of adsorption. Compared with
EAS, the fluctuations in the structural motifs of HFBII are much smaller. These
results are in good agreement with the findings from the RMSD explained above.
Besides the quantitative analysis by the means of RMSD and DSSP calculated
secondary structures, snapshots can additionally provide an optical impression of
the protein and important points of the simulations. Snapshots for both proteins
are given for the initial protein structure and the structure after 300 ns of simulation
in Figure 9.6. In this section, only the changes without added ions are discussed.
The initial structure of EAS has several β-sheets; these β-sheets show a strong
reorganization after 300 ns of simulation at the interface. The large amorphous loop
of EAS is also clearly visible on the right hand side and will be discussed in greater
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(a) EAS
(b) HFBII
Figure 9.5: Secondary structure development with time of (a) EAS and (b) HFBII
during adsorption at the hexane/water interface without any ions. The
denoted secondary structures were calculated by the DSSP algorithm
[111, 112]. The colors denote the secondary structure: white=coil,
red=β-sheet, black=β-bridge, green=bend, yellow=turn, blue=α-helix.
The different y-axis are caused by the different sizes of the simulated
hydrophobins. Reproduced with changes by permission of The Royal
Society of Chemistry [118].
detail in the next section. The initial structure of HFBII is very different from EAS:
It comprises a large α-helix and a central β-barrel composed of several β-sheets.
This structure shows only slight changes during adsorption at the interface; one
β-sheet vanishes while the α-helix stays exactly the same, and even the β-barrel
remains the greatest part of its structure.
A comparison with literature needs to be performed with caution as the basic concept
between different simulations varies strongly. The hydrophobin SC3 (see Theory
Chapter 2.1.3) is not structurally solved; thus, the initial structure for simulations
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(a) EAS (b) HFBII
(c) EAS after 300 ns (d) HFBII after 300 ns
(e) EAS after 300 ns with ions (f) HFBII after 300 ns with ions
Figure 9.6: Snapshots of the proteins at the beginning (a,b), at the end of simulations
without ions (c,d) and after the simulations with ions (e,f). The proteins
are shown in cartoon representation. The labeled cysteins were used to
create the regions for the RMSD-plots in Figure 9.4. Reproduced with
changes by permission of The Royal Society of Chemistry [118].
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dealing with this protein were only calculated [21]. Despite this different setup and
the used hydrophobin, the results are in good accordance. Like the hydrophobins
used here, SC3 also shows strong sensitivity to the initial orientation. Furthermore,
the amorphous loop of SC3 shows also strong fluctuations and is important for the
interfacial activity, which underlines importance of the amorphous loop found for
EAS in this thesis [21]. The dynamics of HFBII on solid surfaces was investigated
with comparably short time of only 5 ns using a different setup [208]. In these sim-
ulations, the backbone changed nearly twice as much as observed in the present
simulations for liquid interfaces. This could be accounted to the differences in the
simulations itself and the short times used for HFBII on solid surfaces, but it would
also make sense to state that the flexibility of the interface is important. A flexi-
ble interface of two liquids has more freedom to rearrange itself enabling favorable
interactions of the protein without the necessity for the protein to rearrange com-
pletely [208]. A study of HFBII at octane/water interfaces also exists, but as this
study uses a coarse-grain model, no structural details were obtained which are the
focus of the simulations in this work here [165]. The simulations performed here
were also controlled by CD-measurements showing that the obtained results here
should be transferable to real films [118].
In conclusion, EAS and HFBII both readily adsorb at the hexane/water interface
with structural changes. These changes were investigates with RMSD plots, DSSP
analysis of the secondary structure and snapshots. The results from all methods
match well and show slight changes in the case of HFBII (class II) which exhibits
a remarkable stable structure with a stable α-helix and several stable β-sheets. On
the contrary, EAS shows a large reorganization with parts of its β-sheets vanishing
and size changes for the other ones, leading to a structure at the interface being
different compared to the initial structure.
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9.2 EAS and HFBII at Interfaces in the Presence of
Ions
The prior section dealt with changes during protein adsorption at interfaces. In
the following sections, ions will be added to the obtained proteins adsorbed at the
interface (see overview in Figure 9.1), and the changes caused by these ions will be
investigated. Besides examining the protein structure, the behavior of the ions will
be analyzed in detail to learn more about the protein influence on mineralizations.
This means that the following section will provide explanations for the observed
trends in this thesis, especially for the fact that class II hydrophobins do not induce
mineralization while class I strongly does.
9.2.1 Structural Changes in the Presence of Ions
Both proteins (EAS and HFBII) did not change and more after 200 ns of simulation
(see Figures 9.4 and 9.5). Consequently, four Ca 2+ and four HPO 2 –4 ions were added
to the aqueous phase and a simulation of 300 ns was started for both proteins. The
inserted ions correspond to a concentration of 34.1 mM per ion (42.6 mM for Ca 2+ in
the case of EAS as one additional calcium is needed for charge compensation) which
is highly supersaturated compated to experimental conditions used in this work
(5 mM of Ca 2+ and 2.5 mM of HPO 2 –4 ); the reason for these high concentrations
is the increased interaction probability between ions and protein. This enables
the investigation of mineralization induction in the comparable short timespan of
simulations.
The effect of ions on the protein structure can be seen in the corresponding RMSD
plots in Figure 9.4 b and d. The ions induce little fluctuations for HFBII which are
even smaller than the changes during adsorption at the interface. HFBII is thus
not only stable in terms of adsorption at interfaces, but also towards higher ionic
strength. The development of Rg shown in Figure 9.7 confirms this trend as only
slight fluctuations occur while the mean value stays the same. The behavior of EAS
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(a) EAS (b) HFBII
Figure 9.7: Evolution of the radius of gyration Rg with time after the addition of
ions to the proteins relaxed at the hexane/water interface. (a) shows the
development for EAS and (b) for HFBII. Reproduced with changes by
permission of The Royal Society of Chemistry [118].
is in strong contrast to this: The RMSD plots (Figure 9.4) show a harsh change after
130 ns of interaction which is also visible in Rg (Figure 9.7). The deviations in the
backbone is in the same order of magnitude as the adsorption at the interface. The
visibility of the change in both plots implies that the protein flattens out and adopts
a larger, more widespread structure. Interestingly, the amorphous loop (residues
20-44, blue curve in Figure 9.4 b) is again responsible for these harsh changes.
These changes do not happen due to electrostatic interactions as the amorphous
loop contains only one charged residue, namely an aspartic acid. Again, the high
mobility of the amorphous loop enables these changes as it is a large region not
taking part in the formation of β-sheets.
The development in secondary structure shown in Figure 9.8 completes the trends
described in the last section. HFBII again remains unchanged, while the β-sheets of
EAS that showed already strong fluctuations during adsorptions get even less stable
(compare Figure 9.5) and another afore stable β-sheet splits up into two smaller
β-sheets. The turns and bends of EAS also exhibit strong changes.
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(a) EAS
(b) HFBII
Figure 9.8: Secondary structure development with time of (a) EAS and (b) HFBII
after the addition of ions to the protein at the hexane/water interface.
The denoted secondary structures were calculated by the DSSP algo-
rithm [111,112]. The colors denote the secondary structure: white=coil,
red=β-sheet, black=β-bridge, green=bend, yellow=turn, blue=α-helix.
The different y-axis are caused by the different sizes of the simulated
hydrophobins. Reproduced with changes by permission of The Royal
Society of Chemistry [118].
These afore described structural trends can also be seen in the snapshots in Figure
9.6. The structural elements of HFBII remain the same while EAS loses large parts
of its β-sheets and flattens out. It should be noted that only two β-sheets are
visible for EAS after the addition of ions according to the snapshot. When looking
at longer times thus taking fluctuations into account, more β-sheets are present at
some points (compare Figure 9.8).
Taken together, the results show that HFBII is stable during adsorption and subse-
quent addition of ions, while EAS is prone to structural changes during adsorption
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and also due to the addition of ions. This does also indicate that EAS interacts
stronger with the ions than HFBII.
9.2.2 Ionic Bridges
The last section showed that HFBII remained stable during the addition of ions
while EAS showed strong reorganization. One possible reason for this behavior is the
disturbance of electrostatic interactions between acidic and basic protein residues.
One way to describe these interactions is investigating the distance between the
residues; if the ions do disturb the interactions, the distance should increase after
the addition of ions.
The radial distribution function (RDF) of the acidic against basic residues for both
proteins with and without ions are plotted in Figure 9.9. The ionic interactions,
also termed ionic bridges, can be clearly seen as sharp maxima in the RDF func-
tions. Ionic bridges exist for pristine EAS with distances of 0.1331 nm, 0.2041 nm,
0.2266 nm and 0.2456 nm, while pure HFBII has no ionic bridges. While this could
be taken as an explanation for the instability of EAS towards ions (in contrast to
the stability of HFBII), the RDF in the presence of ions proves the opposite. The
addition of ions does not change the RDF significantly, showing that changes in
the ionic bridges are clearly not the reason for the structural changes of EAS. Most
probably, the different hydrophilic and hydrophobic interactions of different protein
regions are thus the reason for the different foldings, but pertubations of interfacial
properties by the protein and the ions are also discussed as a possible reason [118].
9.2.3 Order of Ions
Until now, this chapter dealt with the structural changes of proteins during adsorp-
tion and ion addition. After understanding these specific changes, this last section
will deal with understanding the influence of hydrophobins on ions and thus the
templating effect of hydrophobins in biomineralization.
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(a) EAS (b) EAS, close distances
(c) HFBII (d) HFBII, close distances
Figure 9.9: Radial Distribution Functions (RDF) of the acidic protein residues
against its basic residues for EAS (a,b) and HFBII (c,d) with and with-
out ions. g(r) corresponds to the probability of finding the corresponding
species in the distance r. The curves (b) and (d) are close-up views of
the curves (a) and (c) respectively. The curves denoted as Count in (b)
and (d) correspond to the fraction of all investigated species found in a
sphere with the distance r. Reproduced with changes by permission of
The Royal Society of Chemistry [118].
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(a) (b)
(c) (d)
Figure 9.10: Radial Distribution Functions (RDF) of both ions against the acidic (a,
c) and basic (b, d) residues for both hydrophobins. EAS is the class I
hydrophobin, and HFBII is the class II hydrophobin. g(r) corresponds
to the probability of finding the corresponding species in the distance
r. The curves denoted as Count in (b) and (d) note the fraction of all
investigated species found in a sphere with the distance r. Reproduced
with changes by permission of The Royal Society of Chemistry [118].
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Mineralization experiments in this thesis showed that the class I hydrophobin H*B
induced strong mineralization while the class II hydrophobin HFBII did not. The
first attempt to explain this behavior are the distances between charged (acidic and
basic) protein residues and the ions, which are shown in Figure 9.10. These plots
give already a first clue about the differences between the two classes and also about
the specific interaction. At first, the ions are always closer to EAS (class I) compared
to HFBII (class II). This indicates that class I hydrophobins interact strongly with
the ions while class II do not, a trend which was already hypothesized based on
the stronger structural changes of class I after ion addition and is now confirmed.
Furthermore, both proteins contain acidic and basic amino acids, and it is obvious
and logical that both ions are closer to the oppositely charged residues. Less obvious
is the fact that Ca 2+ interacts much stronger with acidic residues than HPO 2 –4 with
basic residues. The corresponding maxima in the RDF functions in Figure 9.10 a
are at 0.26 nm, 0.30 nm and 0.36 nm for both classes, and additionally at 0.48 nm,
0.55 nm for class I. The interaction of hydrophobins with ions is hence dominated
by the coulomb forces between calcium and basic residues, while the phosphate ions
are bound most probably indirectly by interacting with calcium, resulting in weaker
and broader maxima in the RDF.
After analyzing the quantitative contacts, the question arises which specific parts of
the proteins interact with the added ions. More than 150 snapshots were extracted
from each of the simulations to check whether the ions move freely in solution, are
clustered with each other or interact with the protein. This approach also enables the
identification of the specific interacting protein sites. The afore described trends are
confirmed in the snapshots by showing independently moving ions clustered with
each other for HFBII. There are only few interactions with the protein for short
times, meaning that the interaction seems to be weak compared to the thermal
energy of the ions. The ions do not prefer specific sites of the protein for their
rare interactions. In contrast, the ions interact strongly with EAS in the form of
clusters located at the protein; exemplary snapshots can be seen in Figure 9.11. The
ion clusters clearly prefer the vicinity of the charged regions 10-15 (SER-ILE-ASP-
ASP-TYR-LYS; two negative and one positive residues) and 62-66 (LYS-ASP-ASP-
VAL-THR; two negative and one positive residues) confirming both the frequent
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(a) 45 ns (b) 148 ns
Figure 9.11: Snapshots of the ion-protein interaction for EAS at (a) 45 ns and
(b) 148 ns. The protein is drawn in cartoon representation; the ions
are color-coded as blue=calcium, red=oxygen, orange=phosphorus,
white=hydrogen. Reproduced with changes by permission of The Royal
Society of Chemistry [118].
interactions found in the RDF and the indirect binding of phosphates by interactions
with calcium bound to the protein.
There is a final question that needs to be solved: Is the interaction of protein and
ions sufficient to induce periodic order in the ion clusters to induce mineralization?
The mean distances between the ions over time shown in Figure 9.12 is sufficient to
answer this question. The first important statement is that both proteins change
the mean distance in comparison to the protein-free reference and thus influence the
mineralization behavior. This agrees well with the experimental finding that some
proteins induce mineralization while others oppress it so efficiently that neither cap-
sules nor bulk mineral are formed. The second statement concerns the remarkable
differences between the two classes of hydrophobin. For HFBII (class II), the ions
quickly adopt direct contact pairs and two longer distances. For EAS (class I), the
ions show strong fluctuations for long times until 160 ns. This corresponds well to
the finding that EAS shows a sharp change in structure in RMSD (Figure 9.4) and
Rg (Figure 9.7) at 130 ns. The protein is in its final shape after this change, and
after another 30 ns, the ions also adopt their equilibrium behavior in dependence of
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(a) EAS (b) HFBII
(c) Reference
Figure 9.12: Development of mean distances between calcium ions and oxygen atoms
located in the hydrogenphosphate ions with time. (a) and (b) show the
calculated mean distances for both hydrophobins, (c) is a reference
simulated in a simulation box containing only water for short times
to clarify the influence of the protein. Reproduced with changes by
permission of The Royal Society of Chemistry [118].
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its folding. This shows clearly that the class I hydrophobin changes the ion behavior
and should thus be able to influence mineralization. The equilibrium distances of the
ions at EAS differ strongly from the distances without proteins or with HFBII; the
medium distances show a periodicity of 0.28 nm. This fits well to the ion distances in
HAP (first coordination sphere: 0.236 nm, 0.240 nm, 0.244 nm, 0.248 nm, 0.252 nm;
second coordination sphere: 0.269 nm, 0.280 nm, 0.281 nm [72]) and means that
the final crystalline structure obtained after long-time mineralization with class I
hydrophobins forms already in the nucleation clusters.
Other investigated stable Ca-O distances with ab initio calculations resulting in
distances between 0.24 nm and 0.26 nm [199]. The found periodicity of 0.28 nm for
interactions with EAS is obviously near to equilibrium, but it shows that the ion-
protein interaction is strong enough to shift the equilibrium distance and thus induce
the nucleation of HAP. Such interactions between protein and ions are also known
for other systems, in depth simulations of biomineralization have been performed
with collagen and fluoroapatite Ca5(PO4)3F (which is very similar to HAP) to inves-
tigate bone mineralization. As for the systems simulated here, collagen also induces
motifs in the ion clusters reflecting the crystalline structures of bone [48]. The pre-
organization of ions by proteins in the field of biomineralization could be a general
concept, and not just a specific effect of some mineralization proteins. The methods
used to model the interactions of collagen and fluoroaptite could also yield interest-
ing results when transfered to the hydrophobins used here as the mineralization can
be followed until later stages [48,200,201].
In the past, many authors assumed that proteins (and also other substrates used as
models such as Langmuir-Blodget monolayers of tensides) guide the crystal growth
by epitaxy, meaning that the charged residues of the protein resemble the crys-
talline structure and thus place ions correctly for crystal growth. Newer results
from monolayers and proteins point out that this assumption is most probable
wrong [40, 41, 43–47]. Langmuir-Blodget films of tensides are easy systems with
the possibility to vary distances by compression, showing for calcium carbonate
systems that not epitaxy, but rather charge density and distribution are impor-
tant [40, 43, 45–47, 209]. The ion behavior observed in this thesis seems to re-
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semble the real situation much better: Nucleation clusters form in solution and
are transformed into crystallites by interactions with the protein. This kind of
mechanism was found for many different systems by different independent working
groups [40, 45–47, 151, 161, 162]. Although this work can not explain the reason for
the creation of crystal-like distances between the ions in clusters, the fact that crys-
tal distances are created by protein interaction is in good agreement with recent
findings by other groups [43,46,151].
In conclusion, the results presented in this chapter show that the adsorption at an
oil/water interface changes the protein, but the extend of change differs in depen-
dence on the hydrophobin class: Class I changes strongly while class II remains
nearly the same. The addition of ions continues its trends as class II is not affected,
but further changes are induced for class I. This points to a strong protein-ion in-
teraction being confirmed by a closer investigation of interactions by RMSD, RDF,
Rg, DSSP and snapshots. The interactions of class I with ions induces ionic dis-
tances typical for HAP crystallites, which is in perfect agreement with the crystalline
phases found in experiments as well as with the fact that only class I proteins induce
mineralization.
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This thesis dealt with creating new biomimetic synthesis routes for the produc-
tion of hollow mineral capsules and the understanding of underlying principles. At
first, different syntheses were developed and compared. It was found that the op-
timal manual route is as follows: Perfluorooctane or silicone oil is used to create
an oil/water emulsion stabilized with the hydrophobin H*B. The excess solution of
protein is replaced by a saturated mineralization solution containing calcium, phos-
phate and citrate; the mineralization solution is exchanged daily. The found manual
route is easy to handle, offers good yields and reproducibility and can be scaled up
to an extent enabling extensive analysis with different methods (IR, Raman, XRD,
TGA, DSC). This route is optimal for quick screenings and test of new parameters.
Upscaling to a semi-automated process is possible for the production of large, ho-
mogeneous samples. Full automation offers the possibility to produce large amounts
and screen for optimal conditions at the same time. This automated synthesis route
differs in many parameters from the manual one. Several tests showed that the best
results are obtained by adding all ingredients daily as concentrated solutions at a
constant total volume and constant pH. With this route, the results are comparable
after identifying and adapting all crucial parameters. Both routes need long times
to ensure mineralization which can be shortened by the use of phosphatases together
with phosphate precursors instead of concentrated solutions added daily.
Many different oils have been tested to create stable emulsions and create mineral
capsules. Systematic measurements showed that the decrease in interfacial ten-
sion by the used protein used for stabilization is the important factor deciding over
success or failure of mineralization. Oils with different properties were used: perflu-
orinated oils are as well possible as silicone oil or hexane. This variability enables
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adjustment of the synthesis to each specific application. The size of the emulsion -
and thus the capsule size - can be changed with various well-known methods (shak-
ing, Ultra-Turrax R©, sonication). Typical size distributions for the most common
methods were analyzed.
From the plurality of proteins offered by nature, representatives of different protein
classes were chosen to investigate their abilities to stabilize emulsions and induce
mineralization. Proteins correlated with biomineralization (fetuin, ferritin) can be
used for the production of mineral capsules as well as some proteins unrelated to
biomineralization (various hydrophobins). The mineral morphology, especially the
roughness, differ slightly in dependence on the protein. Many experiments have been
performed with hydrophobins, as the hydrophobin H*B provided the best proper-
ties for mineralization (good yields and good capsule/bulk ratios, large amounts of
available protein). Interestingly, only hydrophobins of class I induced mineralization
while class II did not. The shell structure of mineral capsules with H*B was inves-
tigated in greater depth (by SEM, cryo-microtome SEM, IR, Raman and XRD),
showing the influence of the protein by forming small crystallites near to the protein
and crystals with increasing size in greater distance. The mineral formation was
influenced by the chosen oil in the early stages of mineralization, while the structure
at later stages was always the same.
The solid mineral phase was identified to be hydroxyapatite (by XRD, IR and Ra-
man). This phase is prone to cationic substitutions in nature, which are also possible
for capsules enhancing the systems tunability. The crystal shape can be controlled
with various calcium-complexing agents (Citrate, EDTA, CTAB); the chosen addi-
tive influences the mineral morphology to a large extent. The inclusion of silver
particles was successfully performed, serving as a prove of principle for including
catalytically active materials into the capsules for a possible use as microreactors.
The capsules can withstand high temperatures, and thermal treatment was shown to
induce phase transitions to α- and β tricalcium phosphate resulting in dense capsule
shells.
The behavior of the protein at interfaces was investigated by MD-simulations. These
simulations explained the ability of class I hydrophobins to induce mineralization in
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contrast to class II hydrophobins. The structural changes during adsorption were
shown to be huge for class I, and ions alter the structure even further, while the
structure of class II remains nearly unchanged. The induction of hydroxyapatite
growth was shown to be an effect of ion preorganization controlled by the class I
hydrophobin.
For the future, two fields offer further interesting questions. Firstly, the found
trends raise up new questions. It would be interesting to automize the synthesis
using all proteins that turned out to yield capsules (different hydrophobins, fetuin,
ferritin) and analyze the resulting minerals with all techniques used for H*B. By
this approach, the templating function could be understood in greater depth, which
is an important step towards the directed synthesis of protein/mineral composite
materials with tailor-made properties. In parallel, simulations of the other proteins
at interfaces could shed light on their differences and commonalities. An extension
of the simulations to protein multimers or monolayers should also yield interesting
information on the mineralization process and bring the simulations even closer to
reality. Also, investigations of the mineralization with other force fields enabling
longer time scales could build a bridge to crystallization models.
Secondly, first tests concerning drug delivery and microreactors would be interesting
for the future. Especially the latter one is promising, as this thesis shows that noble
metals can be included in the capsules and that the shell can be modified thermally
in a broad range. Besides specific questions concerning the system used in this
thesis, a transfer of the knowledge gathered in this thesis to completely different
systems would be promising as it enables to check whether the found rules are
system-specific or general rules. This is important as it enhances the knowledge
about biomineralization, which could lead to new classes of materials enabling new
applications which are not even imaginable today.
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