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Abstract
Monte Carlo simulations on discrete space-time lattices have been successful as a non-
perturbative numerical approach to particle physics. However, many important models such
as supersymmetric systems, chiral gauge theories, and finite density QCD have complex or
negative Boltzmann weights, and Monte Carlo simulations cannot be simply applied to such
models. This is called the sign problem. Although there have been many studies aiming
to reduce its difficulty, the sign problem is inseparable from the probabilistic treatment of
physical systems. This is a strong motivation to seek deterministic ways rather than Monte
Carlo schemes, and tensor network is a powerful tool to break the situation. In this thesis,
we consider applications of coarse-graining algorithms for tensor networks to particle physics.
This thesis consists of mainly three topics: new tensor network formulation for scalar bosons,
investigation on a two dimensional supersymmetric model, and application to fermions in
higher dimensions.
Scalar bosons are fundamental building blocks of many models in particle physics, but the
continuous d.o.f. do not get along with tensor networks, which are labeled by discrete indices.
To resolve the issue, we introduce a new tensor network formulation for scalar bosons, in which
the scalar fields are simply discretized using the Gaussian quadrature rule. At first glance, it
might be seen as a drastic approximation; then, using the new method, we analyze the two
dimensional φ4 theory to obtain the critical coupling constant in the continuum limit. The
resultant value agrees well with previous works, and that supports the effectiveness of our new
method.
In two dimensions, there are many interesting models in which the sign problem appears. In
this thesis, the N = 1 Wess–Zumino model, a simple supersymmetric model, is analyzed using
tensor networks. The model contains a one-component real scalar field and a two-component
Majorana spinor field. To deal with the scalar fields, the new formulation described above is
employed. In this work, before investigating the interacting cases, an application to the free
Wess–Zumino model is discussed. In the free case, the exact solution of the Witten index,
which is equivalent to the partition function with periodic boundary conditions, is known. We
show that our new formulation reproduces the analytical result.
The coarse-graining techniques for tensor networks have been used in lower dimensions.
We are aiming to apply them to four dimensional systems in future. To achieve the goal, in
this thesis, an application to fermions in higher (more than two) dimensions is discussed. We
introduce a new coarse-graining algorithm for tensor networks including Grassmann variables,
which is applicable to any dimensional system. Typical models in two and three dimensions are
numerically studied using the new algorithm, and the consistency between exact and previous
results and ours is checked.
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1Chapter 1
Introduction
1.1 Path integral formulation
In quantum mechanics, physical quantities are represented as operators, and commutation
relations of them play a central role in quantization of physical systems. After the canonical
quantization was established, Feynman developed another way of quantization, the path in-
tegral formulation [1, 2]. In classical mechanics, motions of particles are determined by the
principle of least action; when fixing starting and ending points, one can consider various paths
of particle that have a corresponding action S, and the path with the minimum action would
be realized as the motion of the particle. On the other hand, in quantum mechanics, particles
would take any arbitrary path. Then, the transition amplitude of a particle is regarded as a
superposition of them, in which each path has a phase factor eiS/ℏ. This is the essence of the
path integral formulation, and it yields the same result as the canonical quantization.
In field theories, path integral expressions of physical quantities are written as infinite
dimensional integrals, and evaluating the multiple integrals on the Euclidean discrete space-
time lattice provides a numerical and non-perturbative approach to particle physics. Once
going on to a discrete lattice, the path integral expression of a quantity becomes just a finite
dimensional integral. Taking this integral using computers, however, requires a tremendously
huge amount of effort that is proportional to an exponential of the number of the lattice sites.
Then, stochastically sampling important configurations of fields reduces the problem, so that
one can tackle the problem using an usual von Neumann type architecture.
Here, let us mention an example of the stochastic evaluation of path integrals. A successful
application is lattice QCD. QCD (quantum chromodynamics) is an SU(3) gauge theory that
describes the interaction between quarks and gluons. The theory has various striking features:
the asymptotic freedom at short distances, the confinement of quarks in low energy regime,
and the spontaneous chiral symmetry breaking that induces the bulk of hadron masses. In
high energy regime, thanks to the asymptotic freedom, QCD can be studied in perturbation
theory, but, on the other side, the growth of the coupling constant does not permit perturbative
treatments. In such a situation, Monte Carlo simulations on a discrete lattice is a powerful
tool that allows us to numerically study QCD. Putting quarks and gluons on each site and link
on a lattice, one can evaluate physical quantities in terms of path integral [3, 4]. This approach
allows many quantitative studies; for example, the hadron masses, the confinement of quarks,
and the phase transition at finite temperature are studied in the framework of lattice QCD.
Simulations of lattice QCD are valued as ab initio calculations for QCD, and many advancing
calculations are ongoing with receiving a lot of investment of computer resources.
Monte Carlo simulations, however, cannot be simply applied to certain classes of models,
e.g. QCD with finite chemical potential, supersymmetric models, and chiral gauge theories,
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on account of complex or negative Boltzmann weights. This is called the sign problem, and
the problem prevent ones from studying important subjects. For example, in QCD, a rich
phase structure is expected to exist in finite density region, and numerical investigations in
the region are awaited by theoretical/experimental researchers working on extreme conditions
such as neutron stars and the early universe. Introducing the chemical potential, however,
makes a stochastic approach failure. The problem arises from the probabilistic treatment of
physical systems, and then, as long as we are within the framework of Monte Carlo simulations,
it might be unavoidable to face the problem. In this thesis, we consider to apply the tensor
network algorithms, a deterministic approach, to models that are suffering from the sign
problem 1.
1.2 Tensor network approach
Since the Kondo problem is studied by Wilson [16], computational approaches based on the
numerical renormalization group has been developed so far [17–22]. Each of them is a real-
ization of the real-space renormalization group [23, 24], and tensor networks are new tools to
implement the real-space renormalization group. A common advantage in such approaches is
that one can take non-local correlations into account by treating local objects, tensors.
In this thesis, we discuss applications of the tensor network approach to the path integral
formulation of relativistic field theories. While Monte Carlo approaches are based on impor-
tance sampling, on tensor networks, extraction of important part from a huge d.o.f. is achieved
by coarse-graining of tensor networks, which allows us to simultaneously obtain high accuracy
and reasonable computational complexity. The simplest form of coarse-graining algorithm for
tensor networks is the tensor renormalization group (TRG), which was proposed by Levin and
Nave in ref. [25]. In the pioneering work, the TRG was firstly applied to the two dimensional
Ising model. After that, the Grassmann version of the TRG and the suitable formulations for
gauge theories are reported so far [26–45]. Now, using the TRG, two dimensional fermions and
gauge fields are nicely dealt with 2. Apart from the path integral formulation discussed in this
thesis, Hamiltonian based approaches also show remarkable developments; for the detail, see
early works that treated lattice gauge theories [48–51] and a recent review given in ref. [52] 3.
Figures 1.1 and 1.2 show the basic concept of the TRG. In model dependent ways, the
partition function or physical quantities can be represented as a tensor network, in which
tensors are placed at lattice sites sharing the bonds with each other. Then, one can obtain
the target quantity by contracting every tensor index on the network. In a large space-
time lattice, however, the contraction requires a huge amount of computation; this is the
reason why the coarse-graining algorithm is needed. By performing a coarse-graining of the
network and finally contracting the indices of a small (effective) tensor network, one obtains
an approximated value of the target quantity. In the TRG, the huge amount of d.o.f. are
compressed by using the singular value decomposition (SVD). The SVD is known to yield the
best low rank approximation of a matrix, and this ensures the accuracy of the TRG. Concrete
explanations of both making tensor networks and coarse-graining algorithms are given in the
following chapters.
1 Also in the framework of Monte Carlo simulations, there are several approaches aiming to avoid the
difficulty of the sign problem: e.g. the complex Langevin method [5–9] and the Lefschetz-thimble
method [10–15].
2 Besides the applications to physical models, other aspects of the TRG approach have been studied; e.g.
an analytical aspect is studied in ref. [46], and a relationship to machine learning is discussed in ref. [47].
3 A practical review on such approaches is given in ref. [53].
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Fig. 1.1 Another representation of original d.o.f. Generally one can obtain a network of
tensors (blue circles in the RHS) by expanding the Boltzmann weight in model dependent
ways. In spin systems, the spins (s) are interpreted into tensor indices (i, j, k, l, . . .). The
details for spin and fermion systems are given in chap. 2.
Fig. 1.2 Conceptual description of coarse-graining of a tensor network. One can make an
effective tensor network in the similar concept to the block spin transformation. In each
step of coarse-graining, one truncates the bond dimensions to keep the size of tensors. In
final form, the tensor indices (i, j) run from 1 to a certain bond dimension. The truncated
bond dimension determines the accuracy of the TRG. If the model is represented by a
square lattice tensor network, the procedure of TRG does not depend on the detail of
theory.
This thesis consists of mainly three topics: new tensor network formulation for scalar bosons,
investigation on a two dimensional supersymmetric model, and application to fermions in
higher dimensions. After reviewing the basics in chap. 2, each topic is discussed in each
chapter. Here let us briefly describe an awareness of the issues.
■Scalar bosons Scalar fields are the most basic components in many models, and an appli-
cation of the TRG to the two dimensional φ4 theory was firstly considered by Shimizu [54].
When considering scalar fields, however, the continuous d.o.f. prevent one from building the
tensor network representation with discrete indices. Extracting discrete tensor indices from
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the continuous scalar fields is not a trivial task. Although Shimizu opened a path to construct
a tensor network formulation for scalar bosons, his method suffers from the loss of significance
through its numerical procedure. In response to this fact, in this thesis, we present a new
tensor network formulation for scalar bosons with an application to the φ4 model.
■Supersymmetric systems A big goal in the context of lattice gauge theories is four dimen-
sional QCD with finite chemical potential. Besides the goal, there are many interesting models
also in lower dimensions. Studies of such models using tensor networks show great advances;
e.g. Shimizu–Kuramashi have seriously studied the phase structure and the critical property
of the Schwinger model with θ term [43–45], and Kawauchi–Takeda have provided a detailed
analysis of the CP(1) model motivated by a verification of the Haldane conjecture and resolu-
tion of the strong CP problem [40, 55–59]. Another interesting subject is the supersymmetry.
In modern physics, supersymmetries play important roles in extensions of the standard model
and in other theoretical developments. In Monte Carlo simulations on a lattice, however,
the severe sign problem often appears. In this thesis, to provide a new way to study super-
symmetric models, we deal with a simple supersymmetric system, the two dimensional N = 1
Wess–Zumino model, using the TRG approach. As a preparation for tackling nontrivial effects,
we construct a tensor network formulation of the model. The model contains a one-component
scalar field and a two-component Majorana spinor field. To build a tensor network for the
scalar field, we use the new formulation mentioned above. To verify the formulation, we com-
pute the Witten index, which is equivalent to the partition function with periodic boundary
conditions, and compare it to an analytical result.
■Towards higher dimensions Following the emergence of the TRG, more efficient coarse-
graining techniques have been invented in refs. [60–66]. In particular, the tensor network
renormalization (TNR) [61] gives a fundamental point of view, and the loop-TNR [64] also
achieves the lower computational complexity. These methods aim to exactly deal with short
range correlations (or entanglement) on the network and can be regarded as advanced renor-
malization group methods than the normal TRG, which is just a local approximation. Using
these methods, two dimensional models would be studied with high precision. For three dimen-
sions or higher, the higher order TRG (HOTRG) was proposed in ref. [67]. While the TRG is
based on the SVD, the HOTRG is based on the higher order SVD, and the HOTRG is applica-
ble to any dimensional system in principle. In the context of particle physics, four dimensional
models are often of interest, and one of our aim in this study is to explore four dimensional
QCD at finite density. As a step towards four dimensional QCD, we make a coarse-graining
algorithm for higher dimensional fermion systems. To deal with tensor networks including
Grassmann variables, we present a Grassmann version of the HOTRG.
1.3 Outline of thesis
In chap. 2, after constructing the tensor network representation for simple models, a classical
spin model and a free Dirac fermion system, we introduce coarse-graining algorithms for
tensor networks. We begin with the simplest algorithm, the TRG, and the HOTRG and the
Grassmann version of normal TRG follows.
In chap. 3, we present a new tensor network formulation for scalar bosons with an application
to the φ4 model. In our new formulation, the scalar fields are simply discretized using the
Gaussian quadrature rule. To check the efficiency of the approximation, we compute the
critical coupling constant in the φ4 model and compare the result with previous works. The
magnitudes of errors from two types of approximations, the discretization of field and the
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truncation of tensor indices, are also evaluated.
In chap. 4, we consider an application of the tensor network method to supersymmetric
systems. As discussed in the chapter, models with spontaneous supersymmetry breaking
generally suffer from the serious sign problem. To investigate such models in future, we
formulate the tensor network representation for the two dimensional N = 1 Wess–Zumino
model, which contains a one-component real scalar field and a two-component Majorana spinor
field. To deal with the scalar fields, we use the Gaussian quadrature rule, which is introduced
in chap. 3, and, for the Majorana fermion part, we adopt the method given in refs. [28, 43]
while adjusting them to the Majorana case. Before moving on to interacting cases, in the
chapter, we study a non-interacting case. In this case, the Witten index is known to be 1 for
positive masses, and numerically checking this is our goal in the chapter.
In chap. 5, we present a new coarse-graining algorithm for relativistic fermions in higher
dimensions. The new algorithm is an extension of the HOTRG. In the chapter, we show
numerical results of the free energy and the fermion number density for some models, and
compare the results with previous and exact ones.
In appendix A, we summarize notations and conventions used through this thesis.
In appendix B, we discuss the Gaussian quadrature rule, a key ingredient of chap. 3 (and
chap. 4).
In appendix C, we discuss a combination of the HOTRG and a Monte Carlo technique.
The main purpose in the appendix is to reduce the computational complexity of the HOTRG.
Although our final goal is four dimensional systems, in the appendix, we put our focus on
a two dimensional classical model to give a concrete example. Feasibility of applications in
higher dimensions are also discussed.
6Chapter 2
Tensor network representation and
coarse-graining algorithms
In this chapter, after constructing tensor network representations of two simple models: the
Ising model and the free fermion system in two dimensions, we introduce coarse-graining
algorithms for tensor networks. While the coarse-graining algorithms do not depend on the
detail of the theory, building tensor networks needs model dependent treatments. Through
first half of this chapter, the reader will see that a common concept of building tensor networks
is to find discrete d.o.f.
2.1 Tensor network representation
2.1.1 Partition function of classical spin system
The Ising model [68, 69] is a mathematical model of ferromagnetism. The model has a phase
transition in two dimensions and over; for an intuitive explanation of the existence of phase
transition, consult the Peierls argument [70]. Despite the simplicity of the model, it has
the essence of cooperative phenomena. Another striking feature is that the model in two
dimensions is exactly solvable [71], and the model is often used as a practice table of new
numerical methods. Then, let us first discuss the tensor network representation of the two
dimensional Ising model.
The basic procedure to make a tensor network representation of the partition function is
1. Expansion of Boltzmann factor using discrete indices,
2. Integration (summation) out of old (physical) d.o.f.,
regardless of the detail of theory. Tensor network representation is not unique, and there are
several ways to define a tensor. In this subsection, we introduce two ways of making tensor
network representation.
In the first way, tensors will be defined on each lattice site. The partition function of the
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with the inverse temperature β, where n and sn represent the lattice coordinate and the
spin variable at n, respectively. µˆ is the unit vector along the µˆ-direction.
∑
{s} means the
summation over all spin configurations, and n in the product runs over all lattice sites. The
local Boltzmann factor can be trivially expanded:
eβsnsn+µˆ = coshβsnsn+µˆ + sinhβsnsn+µˆ
= coshβ (1 + snsn+µˆ tanhβ) , (2.2)












































. Since the hopping factors of s have been decomposed,




= 2δ(i+j+k+l) mod 2,0, (2.5)
















δ(xn+tn+xn−1ˆ+tn−2ˆ) mod 2,0, (2.7)
which consists of the new indices stem from the site n, can be regarded as a tensor that lies
on n. Then we explicitly define the tensor by





δ(i+j+k+l) mod 2,0, (2.8)







This is a tensor network representation of Z. Now, one can obtain the value of Z by taking
contraction of all indices on each link.
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By defining the exponential function as a tensor, eq. (2.10) is also a tensor network represen-
tation of Z. In this case tensors are placed on the centers of plaquettes.
Equations (2.9) and (2.10) are different expressions of the partition function; however, note
that both of them are derived without any approximation and that both represents the same
thing.
2.1.2 Expectation value of spin
As in the case of the partition function, one can construct a tensor network representation of










µ=1 snsn+µˆ . (2.11)
Z is already expressed as a tensor network, and here we consider the tensor network repre-









µ=1 snsn+µˆ . (2.12)
As shown in later sections, Z and Z1 are independently computed, and finally one divides Z1
by Z to obtain 〈sn˜〉.
The basic procedure is the same as the partition function case. The only difference between
Z and Z1 is the existence of sn˜. This affects only the elements of tensor while the structure
of the network is kept. In short, the tensor at n˜ is defined by





δ(i+j+k+l+1) mod 2,0. (2.13)
Note that the insertion of sn˜ changes the elements of tensor only at n˜. Then, the tensor








where T is the same as in eq. (2.8). The network in eq. (2.14) is not uniform; a tensor whose
elements are different from those of T is placed on n˜. We call it an impurity tensor. The
tensor network representation of Z1, which has an impurity tensor, needs a special treatment
in coarse-graining steps. We discuss this point in sec. 2.2.2.
The correlators can also be expressed as nonuniform tensor networks, and the coarse-graining
procedure for them is also known [72, 73]. In this thesis, however, we only treat the tensor
network representation of the partition function and an expectation value of a single spin or
field.
Chapter 2 Tensor network representation and coarse-graining algorithms 9
2.1.3 Partition function of pure fermion system
In this subsection, we construct a tensor network representation for a two dimensional Dirac
fermion system. The interactions are not considered here; that is, we make a tensor for the
free Dirac fermions. To put the fermion system on a discrete space-time lattice, we adopt the
Wilson type discretization [74] 1, and the Lagrangian density of the lattice system is given by
Ln = ψ¯n (Dψ)n (2.15)
with the Wilson–Dirac operator




{(1 + γµ) δn,m+µˆ + (1− γµ) δn,m−µˆ} , (2.16)
where ψ and m are a two-component spinor field: ψ = (ψ1, ψ2)
T
and the mass, respectively.








dψ¯1(2)ψ¯1(2) = 1. (2.17)
Other Grassmann variables introduced later also obey these rules.
The basic procedure of making a tensor network representation is common with the spin
systems in previous subsections. Then, we expand the Boltzmann weight and integrate out the
old d.o.f., the spinor fields; however, we need special treatments for the Grassmann variables
in this case. Here, we assume the periodic boundary conditions in all directions.
First, we fix the representation of gamma matrices to











Then, the hopping terms in eq. (2.15) are written down by





























ψn−2ˆ = 2ψ¯n,1ψn−2ˆ,1, (2.21)





ψn+2ˆ = 2ψ¯n,2ψn+2ˆ,2, (2.22)
1 The naive discretization of space-time causes a doubling of fermion species; this is called the fermion
doubling problem. When a fermion action has translation invariance, chiral symmetry, Hermitian prop-
erty, bilinear form, and locality, this problem must occur [75, 76]. The Wilson fermion avoid this problem
by explicitly breaking the chiral symmetry. Although other approaches to maintain the symmetry have
been developed so far [77–82], from the viewpoint of computational complexity, the Wilson fermion is
often preferred. In this thesis, we exclusively use the Wilson fermion.
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where the second indices of the fermion fields denote the spinor components. Note that the
hopping terms along the 2ˆ-direction are diagonal in the spinor space while that along the




(ψn,1 + ψn,2) , χn,2 =
1√
2














Using them, one can rewrite the hopping terms along the 1ˆ-direction as simple forms:
ψ¯n (1 + γ1)ψn−1ˆ = 2χ¯n,1χn−1ˆ,1, (2.25)
ψ¯n (1− γ1)ψn+1ˆ = 2χ¯n,2χn+1ˆ,2. (2.26)
This is just an another representation of the same objects but would be helpful for reading.





n Ln . (2.27)
In the similar way to the Ising case, tensor indices arise from the hopping factors in the






























Note that each expansion is binomial because of the nilpotency of the fermion fields. Now the
new indices x and t have arisen at each link, and they are candidates of tensor indices.
Next, we integrate out the old d.o.f. However, the anti-commutation relations of Grassmann
variables prevent us from naively taking the integral of them: when moving a measure to the
corresponding Grassmann variable, numerous sign factors will arise in response to commuta-
tions of the measure and other Grassmann variables on different sites. Then, we decompose the
hopping factors in eq. (2.27) into Grassmann even structures so that we can freely move them
on the lattice. For that purpose, we introduce new Grassmann variables to make Grassmann
























where the capital Greek letters denote arbitrary Grassmann numbers. Using them, the hop-
ping factors can be decomposed into Grassmann-even pairs while new hopping factors of new
Grassmann variables emerges. This is a key point for treating Grassmann variables on a tensor
network; namely, we have to repeat replacing the old Grassmann variables to new ones. A
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similar operation is done in coarse-graining steps, which is explained later in this chapter (and
chap. 5).
Introducing new Grassmann variables in the manner of eqs. (2.29) and (2.30), the old




























2. Now one can immediately obtain a tensor




















Note that the indices have two components, e.g. i = (i1, i2), as in eq. (2.28); this structure
reflect the fact that the original spinor fields have two components. The definition of the

















































From the definition in eq. (2.34), one finds an important feature of TF: the tensor element
TFijkl takes a nonzero value only when
(i1 + i2 + j1 + j2 + k1 + k2 + l1 + l2) mod 2 = 0 (2.35)
holds. This is a consequence of the definition of the Grassmann integral in eq. (2.17) and
the nilpotency of Grassmann variables. Although TF does not depend on the coordinate, the
Grassmann part G depends on the coordinate n since the Grassmann variables on the network
are independent with each other.
The key ingredients of the tensor network representation of fermion systems are multi-
component indices of tensor and the presence of Grassmann variables on the network. When
2 The hopping factors of new Grassmann variables (η, η¯, ξ, ξ¯) can be placed anywhere on the lattice as
long as the uniform structure is retained.
3 To obtain the elements of TF, one has to evaluate the RHS of eq. (2.34) for all combinations of indices.
This might be regarded as a sort problem. Given a configuration of indices, one has to reorder the
Grassmann numbers in the RHS of eq. (2.34) to take integrals. An important thing is to count the
number of swaps; if it is odd, one multiplies the result by a factor (−1).
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considering the coarse-graining of tensor networks with Grassmann variables, one has to take
special treatments for them, and this point is discussed in sec. 2.4 following the coarse-graining
procedures for normal tensors whose components are just numbers. For higher dimensional
fermion systems, a new algorithm is introduced in chap. 5. It is an extension of the higher
order TRG, whose detail is given in sec. 2.3.
2.2 Tensor renormalization group
2.2.1 Coarse-graining of uniform tensor networks
Tensor renormalization group (TRG) is the real-space renormalization technique for tensor
networks. The purpose of the TRG is to effectively compute the partition functions and
physical quantities that are represented as tensor networks. Contracting all tensor indices on
a network requires extraordinary amount of computational resources and is impossible for a
large space-time volume. Then, reduction of the number of tensors in an analogous way to
the block spin transformation is a natural idea. There are several ways to reduce tensors. The
first one, which was proposed by Levin and Nave in ref. [25], is an algorithm based on a simple
application of the singular value decomposition (SVD).
In this subsection we describe the coarse-graining algorithm for a uniform tensor network.
Here we assume that the bond dimension of tensors are initially D while D = 2 in the case
of the Ising model, whose tensor network representation is given in eq. (2.9). We also assume
that the periodic boundary conditions are imposed in all directions.
A graphical explanation of the coarse-graining step is given in fig. 2.1. First, by using the

























where M [13] and M [24] (D2 ×D2 matrices) are obtained by arranging the indices of T , σ[13]
and σ[24] are the singular values in the descending order: σ1 ≥ σ2 ≥ · · · ≥ σD2 ≥ 0, and S[1],
S[2], S[3], S[4] are unitary matrices. By truncating the summation of the new index m, one





















The SVD is a lower rank approximation of a matrix that minimizes the Frobenius norm
of the difference between the original and the approximated matrices. Namely, the SVD
4 Of course one can arbitrarily choose the truncation order of the new index. Here, however, we take it
as D for simplicity; then, the bond dimension of the tensor does not change through the coarse-graining
step.
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Fig. 2.1 Coarse-graining step for uniform tensor network. Circles represent tensors, and
closed indices are contracted. A local block on the network is taken into account here.
In the first step, every rank-four tensor is decomposed into two rank-three tensors. By
contracting the four rank-three tensors, a new rank-four tensor is obtained in the second







|T − T approx.|F , (2.40)
where | · |F denotes the Frobenius norm and T approx. is a lower rank approximation of T . In





and the optimal L and R, which minimizes eq. (2.40), are obtained by the SVD. This is known
as the Eckart–Young theorem [83]. Indeed, the SVD is only the approximation in the TRG
procedure, and, in this sense, eq. (2.40) can be regarded as the cost function of the TRG. In
other words, the Eckart–Young theorem ensures the accuracy of the TRG. Note that the SVD
is not an approximation of the global network but just an approximation of the local tensor.
To perform a coarse-graining of tensor networks more precisely, one has to consider more
global cost functions unlike eq. (2.40). For example, in the tensor network renormalization
(TNR) [61] and the loop-TNR [64], more global quantities are used as cost functions. In such
newer methods, the entanglement or short range correlations are properly dealt with, and
that leads to more precise numerical results. However, in this thesis, we use only the local
optimizations, the TRG and the higher order TRG described in sec. 2.3.























The number of tensors on the network is now reduced by 1/2, and the bond dimension of
T new is the same as that of T , D. Repeating this procedure, one obtains a small tensor
network, in which one can take the contraction of all tensor indices. Assuming that the initial
tensor network consists of 2N × 2N tensors with a natural number N , one can reduce the
number of tensors from 2N × 2N to 1 by repeating the above procedure 2N times. Then,





T (2N) denotes the tensor coarse-grained 2N times 5.
5 Actually one does not have to take the coarse-graining procedure 2N times; taking coarse-graining
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After a coarse-graining step, the network rotate by 45 degrees. Then there is an option
how to define the new unit vectors. One possible way is to define them by 1ˆ⋆ = 1ˆ + 2ˆ and
2ˆ⋆ = 1ˆ− 2ˆ, where 1ˆ (2ˆ) and 1ˆ⋆ (2ˆ⋆) are the unit vector along the 1ˆ- (2ˆ-)direction and that on
the coarse-grained lattice, respectively. Using this definition, the orientation of the network is
recovered after every two coarse-graining steps: 1ˆ⋆⋆ = 1ˆ⋆+ 2ˆ⋆ = 2 · 1ˆ and 2ˆ⋆⋆ = 1ˆ⋆− 2ˆ⋆ = 2 · 2ˆ.
One might notice that the coarse-grained lattice is not isotropic and the boundary conditions
are not the same as original ones. This strange situation also will be recovered after the next
coarse-graining step. Thus, it is useful to regard two coarse-graining steps as a single iteration
step.
Here we mention the computational costs. As shown above, the coarse-graining step consists
of the SVD and the contraction of tensor indices. Since the cost of the numerical SVD for
square matrices is proportional to the third power of the matrix dimension, the computational
efforts required for the SVD in eqs. (2.38) and (2.39) are in proportion to D6. The complexity
of direct evaluation of eq. (2.42) is proportional to D8, but it can be shown that the cost is
reduced to O (D6) by arranging the order of multiplications of rank-three tensors. Thus, the
computational complexity of a TRG step is O (D6). Since the TRG is a coarse-graining of
space-time, one can attain a large space-time volume by simply iterating the same local block-
ing procedures. Then, volume dependence of the computational cost is logarithmic. Namely,
the computational cost of the TRG is proportional to D6 × lnVol. This weak dependence on
the volume is common in the coarse-graining approaches and is a big advantage for taking the
thermodynamic limit.
2.2.2 Treatment of impurity tensors
Now let us turn to the coarse-graining for tensor networks with impurity tensors (for original
and detailed discussions, see refs. [54, 72, 73]). As will be seen, an important point for this
case is that the number of impurity tensors does not increase more than four (the impurity
tensors are located in four corners of a plaquette) even if the coarse-graining step is repeated
many times. Thus we consider a coarse-graining procedure for a tensor network with four
impurity tensors as shown in fig. 2.2 (left), where the impurity tensors are represented as the
red, orange, yellow, and green circles while the normal tensors are given by blue ones. In the
first step, the rank-four tensors are decomposed into rank-three tensors. An important point is
that the rank-three impurity tensors form a closed loop (the middle panel in fig. 2.2). Thanks
to this structure, after taking the contraction, one obtains a network which again contains
four impurity tensors as shown in the right panel in fig. 2.2. In this way, one can suppress the
spread of the impurity tensors.
Now one can see that, by coarse-graining a tensor network including a single impurity tensor
as in eq. (2.14), one obtains a network with two neighboring impurity tensors. Moreover, a
network including two impurity tensors is coarse-grained to give a network with three impurity
tensors located in three corners of a plaquette. In this way, the number of impurity tensors
increases in a stepwise way and reach four. After that, as shown above, the number of impurity
tensors does not change anymore.
2 (N − 1) times and contracting four tensors are sufficient in the view point of computational cost.
Exactly contracting four tensors with periodic boundary conditions requires a computational cost that
is in proportion to D6, which is equivalent to that of a single coarse-graining step. The complexity of a
single coarse-graining step will be clear later in this subsection.
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Fig. 2.2 Coarse-graining of tensor network with four impurity tensors. The red, orange,
yellow, and green circles denote the impurity tensors, and the normal tensors are shown
by the blue ones. Note that the color, i.e. the impurity tensor, is inherited in both
decomposition and contraction processes. A key point is that the number of impurity
tensors does not change through the coarse-graining step.
2.3 Higher order tensor renormalization group
2.3.1 Coarse-graining by higher order singular value decomposition
The TRG described in the previous section is an algorithm for two dimensional systems. For
three dimensions or higher, the higher order TRG (HOTRG) was proposed in ref. [67]. While
the TRG is based on the SVD, the HOTRG is based on the higher order SVD (HOSVD) [84].
The HOTRG is a coarse-graining algorithm that reduces the number of tensors for each
direction in turn. In this subsection we show the detail of a coarse-graining step for 1ˆ-direction
in a two dimensional system.






where t+ = t1 ⊗ t′1 and t− = t2 ⊗ t′2 (see fig. 2.3). Hereafter we consider to approximate M
using the HOSVD.
The HOSVD can be regarded as a generalization of the SVD for matrices. The exact













where UR, UU, UL, UD are unitary matrices. In the summation, the indices run over the
ranges 6. S is called the core tensor and satisfies the following properties:
6 Note that the dimensions of each index of M is not the same; then, for the simplicity, we sometimes
omit to show the ranges of summation as long as the indices fully run over the ranges. We take this
policy through this thesis.
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Fig. 2.3 Two neighboring tensors along the 1ˆ-direction are multiplied to make M . As-
signment of indices in eq. (2.43) is also shown.
1. all orthogonality of sub-tensors∑
i,k,l
SijklSij′kl = 0 for j ̸= j′. (2.45)
2. pseudo-diagonality
|S:j::|F ≥ |S:j′::|F for j < j′, (2.46)
where |S:j::|F is the Frobenius norm of the sub-tensor S:j::.
While the SVD is the best low rank approximation of a matrix, the HOSVD does not nec-
essarily reproduce the optimal solution. Even in this case, an algorithmic way to make the
optimal solution is proposed by Lathauwer et al. in ref. [85].
Since, in the HOSVD, new indices are generated independently in each direction, one can
treat any direction specially. If one wants to truncate the bond dimension of M , it can be























The number of tensors are reduced by 1/2, and the dimension of indices along the 2ˆ-direction,
t+(−), is truncated by Dcut. While we use Dcut as the bond dimension of the coarse-grained
tensor in this section, one can take Dcut = D as in the preceding section for simplicity. Note
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Fig. 2.4 Coarse-graining procedure based on the HOSVD. In the first step, one takes
a product of two tensors to make M , and M is approximately decomposed using the
HOSVD as in eq. (2.47). Finally, by multiplying M˜ and UU, one obtains a new tensor.
that the bond dimension along the 1ˆ-direction remains being D, and after taking the coarse-
graining along the 2ˆ-direction, it also becomes Dcut. Figure 2.4 shows the coarse-graining
procedure described above.
Since the combined tensor M has a bit more global information than T , the HOTRG leads
to more precise approximation than that of the TRG 7. Figure 2.5 (adapted from ref. [67])
shows relative errors of the free energy of the two dimensional Ising model computed by several
coarse-graining methods. In the figure, the bond dimension is fixed to 24. To compare the
numerical results with exact ones, the thermodynamic limit is effectively taken by repeating
the coarse-graining steps many times. Although the TRG reproduces the exact solution with
high precision, the HOTRG result is more precise than that of the TRG. On the criticality






), the accuracy of both the TRG and the HOTRG get worse. This is
because the hierarchy of the singular values (eigenvalues in the case of the HOTRG; see the
later part of this section) becomes milder near the criticality. Then, the data compression falls
into failure.
2.3.2 Practical algorithm
Indeed, it is known that one does not have to exactly take the HOSVD to perform the HOTRG.
To give a reduced version of the algorithm, we first show that the approximation using the















7 In ref. [86], the property of the HOTRG is studied from the viewpoint of the corner double line (CDL)
picture. The CDL tensor is used for discussing short range correlations on tensor networks and was
firstly given in ref. [60]. Newer coarse-graining algorithms such as the TNR [61] and the loop-TNR [64]
are known to be able to properly deal with the CDL tensor.
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Fig. 2.5 Adapted from ref. [67]. Relative errors of the free energy of the two dimensional
Ising model computed by several coarse-graining methods. The bond dimension of tensors
is fixed to 24. The SRG and the HOSRG are algorithms that take the environment into






















































































































































































In this case, the HOSVD in the third line is exact; however, the range of j is finally truncated
since the range of m is restricted up to Dcut. Then these two ways of approximation yields
the same result, and one can insert UUUU† into the network instead of exactly taking the
HOSVD.
Of course one can use UD instead of UU if it leads to more precise approximation. To









Namely, one adopts UU if ϵU < ϵD; otherwise one adopts UD. Although ϵU and ϵD are defined
by using the core tensor, they can also be computed without taking the HOSVD. This point
will be clear soon.
Next, we show that the unitary matrix UU(D) can be obtained by the eigenvalue decompo-







































































UUix |S:x::|2F UU†xj . (2.56)
Note that we used the all orthogonality in eq. (2.45). Since the eigenvalues are unique,
eq. (2.56) means the eigenvalue decomposition of M+; in other words, one can obtain UU





UDik |S:::k|2F UD†kj . (2.57)
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Now one does not need to exactly take the HOSVD to perform the HOTRG. In the following,
we introduce an algorithm that is implicitly based on the HOSVD.
First, we make two positive semi-definite matrices M+ and M− defined by eqs. (2.54)
and (2.55). To make the matrices, one can avoid having the huge tensor M in eq. (2.43) by





























where i = i1 ⊗ i2 and j = j1 ⊗ j2. Each parenthesized part and resulting M+(−) have four
indices, and then the memory requirement for this computation is O (D4). Compared to
O (D6) that is required when naively having M in eq. (2.43), this reduction is significant in
the viewpoint of both memory and time complexity.










The unitary matrix U+(−) is equivalent to UU(D) and is used to perform the coarse-graining;
we will truncate the dimension of new indices after inserting the unitary matrices into the






where the eigenvalues are in descending order 8. Note that the eigenvalues λ+k and λ
−
k are
equivalent to the squared Frobenius norms of sub-tensors |S:k::|2F and |S:::k|2F, respectively,
and thus ϵ+(−) is equivalent to ϵU(D) defined in eqs. (2.52) and (2.53). The larger ϵ± is, the
more the information is thrown, so that we choose U+ if ϵ+ < ϵ−; otherwise U− is chosen for
the following steps. Now we define the coarse-grained tensor T new by inserting the unitary





where the bond dimension of new indices are restricted as 1 ≤ t+, t− ≤ Dcut. As shown in
fig. 2.6, the number of tensors is reduced by 1/2, and by iterating this procedure one can
obtain a network consists of few tensors. Since the HOTRG is an anisotropic procedure,
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Fig. 2.6 HOTRG implicitly using the HOSVD.
Since directly evaluating eq. (2.62) requires a lot of computational effort that is in proportion
to D8 9, one needs another way described in fig. 2.7 to reduce the cost. Instead of taking the
















where the indices of U (∗) is clearly shown. By taking the contraction in parentheses in advance,
the RHS in eq. (2.63) can be evaluated as a multiplication of D2×D3- and D3×D2-matrices,
and then the computational time is reduced from O (D8) to O (D7). Indeed, the hardest
computation in the HOTRG is this matrix-matrix multiplication regardless of the space-time
dimension 10. In d-dimensions, the computational time of this part is proportional to D4d−1
(D4·2−1 = D7 in two dimensional case).
The HOTRG can be trivially extended to any dimensional system; e.g. a three dimensional
case is shown in fig. 2.8. As the space-time dimension increases, the number of unitary matrices
to be used in coarse-graining steps also increases.
As in the case of the TRG, tensor networks with impurity tensors can be treated within the
framework of the HOTRG. Treatment of impurity tensors in the HOTRG and a calculation
method for higher order moments are discussed in ref. [87].
2.4 Grassmann tensor renormalization group
In this section, we describe the coarse-graining algorithm for tensor networks including Grass-
mann variables. We basically follow ref. [28], in which a pure fermionic model (the Thirring
model) is dealt with.
As given in sec. 2.1.3, the partition function of a system with fermions usually takes the
9 Here we assume that Dcut = D for the simplicity, and in the following this relation holds as long as
there is no need to distinguish them.
10 Actually, one does not have to store D2 ×D3- and D3 ×D2-matrices on a memory. There is another
trick to suppress the memory cost up to O (D4) (O (D2d) in d-dimensional case). However, we skip the
detail here.
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Fig. 2.7 Another interpretation of the RHS in eq. (2.62). Indices of new tensor
(x+, t+, x−, t−) and dummy indices (t1, t2, t′1, t
′
2) are also shown. To make the corre-
spondence between the LHS of this figure and the RHS of eq. (2.62), i and j should be
read as i = t1 ⊗ t′1 and j = t2 ⊗ t′2.








where G is defined by eq. (2.33) with two-component tensor indices, e.g. i = (i1, i2). In this
section, we consider a more general case; we deal with the combined system of fermions and
bosons. In this case, tensors are labeled by three-component indices: i = (i1, i2, ib), where we
call i1 and i2 fermion indices and ib a boson index. In the similar way to the pure fermion
case, the fermion indices run from 0 to 1, and let us assume that the dimension of the boson
ones is initially D. Then, T in eq. (2.64) has (2× 2×D)4 elements. Even in this case, the
Grassmann part G depends only on the fermion indices; in other words, the definition of G is
given by the RHS of eq. (2.33) even when G has boson indices. Even in the presence of bosons,
the tensor element Tijkl takes a nonzero value only when the summation of fermion indices
are even (see around eq. (2.35)). Hereafter we deal with tensors with the three-component
indices. If one wants to know the algorithm for pure fermion systems, one immediately finds
it by putting D = 1.
As in the case of the normal TRG given in sec. 2.2.1, the coarse-graining of tensor networks
with Grassmann variables mainly consists of two steps: decomposition of tensors and contrac-
tion of decomposed components. In the case with fermions, one has to take the integral of
Grassmann variables in the contraction step. The decomposition of the normal tensor T in
eq. (2.64) is done using the SVD as in the normal TRG.
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where M[13] is a matrix that is labeled by integrated indices of T :
M[13](ij)(kl) = Tijkl. (2.66)
While in sec. 2.2.1 the truncated bond dimension is fixed to D, in eq. (2.65), it is denoted by
Dcut. Actually, the size of tensor is retained through a coarse-graining if we take Dcut = 2D.
This is due to the reduction of Grassmann variables through the coarse-graining step, and is
explained in the last of this section. As in the case of T , the Grassmann part G has to be




















































and the new index mf is defined by
mf = (i1 + i2 + j1 + j2) mod 2 = (k1 + k2 + l1 + l2) mod 2. (2.70)
Note that each parenthesized factor in the RHS of eq. (2.67) is Grassmann-even; one can show
this by using eq. (2.70). This feature will play an important role in the contraction step. Now,
the tensor T G has been decomposed into two parts, and they are connected via the new index
m = (mf ,mb). Even in the presence of the Grassmann variables, this structure is the same as
the normal TRG in sec. 2.2.1.
In eq. (2.67), the new symbol n⋆ has been introduced; it denotes the new coordinate on the
coarse-grained square lattice. Then, we introduce new unit vectors 1ˆ⋆ = 1ˆ + 2ˆ and 2ˆ⋆ = 1ˆ− 2ˆ
in order to keep the structure of the network. This choice is the same as that of the normal
TRG as described in the later paragraph of sec. 2.2.1. The correspondence between the old
coordinate n and the new one n⋆ is shown in fig. 2.9.
We take the decomposition described above at all even lattice sites, and, for odd lattice
sites, we take another form of decomposition. For example, at the site n+ 2ˆ, which is next to









M[24](li)(jk) = (−1)l1+l2 Tijkl. (2.72)
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Fig. 2.9 Old and new lattice coordinates n and n⋆. The blue circles represent the tensors
in the RHS of eq. (2.64), and the red ones represent the decomposed tensors. The old
tensor indices xn, tn, xn+2ˆ, tn+1ˆ and new ones xn⋆ , tn⋆ , xn⋆−1ˆ⋆ , tn⋆−2ˆ⋆ are also shown (see
eqs. (2.64) and (2.80)).
The minus sign in eq. (2.72) has arisen when reordering the Grassmann measures; this is a
necessary step to decompose the Grassmann part. We arrange the ordering of the Grassmann








































































































and the definition of the new index mf is given by
mf = (l1 + l2 + i1 + i2) mod 2 = (j1 + j2 + k1 + k2) mod 2. (2.77)
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Now one can define the coarse-grained tensor labeled by new indices as



































· δ(xn+2ˆ,1+xn+2ˆ,2+tn+1ˆ,1+tn+1ˆ,2) mod 2,xn⋆,f δ(tn+1ˆ,1+tn+1ˆ,2+xn,1+xn,2) mod 2,tn⋆,f
· δ(xn,1+xn,2+tn,1+tn,2) mod 2,xn⋆−1ˆ⋆,f δ(tn,1+tn,2+xn+2ˆ,1+xn+2ˆ,2) mod 2,tn⋆−2ˆ⋆,f ,
(2.78)
where the constraints in eqs. (2.70) and (2.77) have been explicitly imposed as the Kronecker
deltas. Note that, from the constraints, the element T newijkl takes a nonzero value only when
(if + jf + kf + lf) mod 2 = 0. (2.79)










where the definition of the coarse-grained Grassmann part G⋆ is given by
G⋆n,ijkl = dηifn dξjfn dη¯kfn dξ¯lfn
(
η¯n+1ˆ⋆ηn
)if (ξ¯n+2ˆ⋆ξn)jf . (2.81)
Old tensor indices and Grassmann variables have vanished, and the tensors on the coarse-
grained lattice share the new indices with each other. Note that we have avoided the emergence
of sign factors by decomposing the Grassmann part into Grassmann-even factors in eqs. (2.67)
and (2.74).
The tensor indices now have two components, e.g. i = (if , ib), and the fermion index if
and the boson index ib run from 0 to 1 and from 1 to Dcut, respectively. Then, if one define
Dcut = 2D, the memory size to store the tensor is unchanged through the coarse-graining
step. The number of fermion indices and Grassmann variables are reduced from those on the
original network in eq. (2.64). This reduction occurs only at the first coarse-graining step
described in this section, and, in the second and following coarse-graining steps, the structure
of fermion indices and G⋆ is unchanged.
The structure of the coarse-grained tensor network is much the same as the original one.
Thanks to the similarity of the initial tensor and the resulting one, the procedure described in
this section can be simply iterated by setting the product of eqs. (2.78) and (2.81) as an initial
tensor for the next coarse-graining step. An important change is the reduction of fermion
components, so, for the following coarse-graining steps, one has to set xn,2 and tn,2 to 0 for all
n. As in the case of the normal TRG, the boundary conditions on the coarse-grained lattice
are not the same as original ones, and, when considering the anti-periodic boundary condition,
the situation is more complicated (see ref. [28]). The anisotropy of the coarse-grained lattice
and the broken boundary conditions are recovered through the next coarse-graining step, and




Tensor network formulation for scalar
bosons and study of two dimensional φ4
theory
3.1 Background
The fundamental step to construct a tensor network representation is generating discrete
indices; however, in scalar field theories, the physical d.o.f. are real or complex numbers and
are essentially not discrete. This fact makes the numerical treatment difficult. In the first
implementation in ref. [54], the Boltzmann factor is decomposed using orthonormal functions
to produce tensor indices, but the method suffers from unavoidable loss of significance through
its numerical procedure. In this chapter, we introduce a new tensor network formulation for
scalar bosons in which the scalar fields are simply discretized 1. At first glance, it might be
seen as a drastic approximation; then we analyze the two dimensional φ4 theory to check the
efficiency of the new method.
The real φ4 theory is a scalar field theory which has only the self quartic interaction term,
and it is regarded as the simplest interacting model. Despite the simplicity, the model plays
important roles in particle physics, and there are non trivial features surrounding the model.
One of the biggest feature of it is the spontaneous Z2 symmetry breaking [93] while continuous
symmetry as in the complex φ4 theory cannot be spontaneously broken in two dimensions [94,
95]. The symmetry breaking is closely related to the phase transition, and one of our aim in
this chapter is to precisely analyze a critical phenomenon of this model.
This model displays the different behaviors depending on its dimension. In five dimensions or
higher, it goes to the free theory in the continuum limit [96], and this property, the triviality
of the φ4 theory, is believed to hold also in four dimensions 2. By contrast, the two and
three dimensional φ4 theory in the continuum limit has finite coupling constant, and many
numerical computations have been done to determine the nontrivial coupling constant. In two
dimensions, many numerical results have been reported 3, and recently precise computations
have been developing using celebrated algorithms such as the cluster algorithm [98, 99] and
the worm algorithm [100, 101]. From this background, computation of the critical coupling
1 Simple discretization of scalar fields has already been attempted to make transfer matrices [88–92]. In
this chapter, we show a way to express the partition function and physical quantities on a square lattice
as tensor networks.
2 For numerical verification of the triviality in the four dimensional φ4 theory, see ref. [97] for example.
3 The references are summarized in a table of sec. 3.4 along with the values.
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can be regarded as a benchmark test for numerical algorithms.
In this chapter, we compute the dimensionless coupling in the model using the tensor renor-
malization group (TRG). The TRG is a coarse-graining procedure for space-time, and this
feature is useful for taking the thermodynamics limit; the computational time of the TRG is
in proportion to the logarithm of space-time volume. This is a big advantage compared to
Monte Carlo simulations, whose computational time is proportional to the space-time volume.
Taking this advantage, we explore the continuum limit of the theory and try to precisely de-
termine the value of the critical coupling. The detail strategy of our computation is given in
sec. 3.4.2.
In the tensor network analysis, there is a systematic error that is inherent in such a trun-
cation approach. We also show the way to determine the systematic error in the TRG and
provide a reasonable error band for our final result. Finally, our result is compared to those
of previous Monte Carlo and other numerical schemes.
This chapter is organized as follows. We first present the definition of the φ4 model in
sec. 3.2. In sec. 3.3, we prepare a tensor network representation for the target quantity while
introducing a new method to extract discrete indices from the continuous d.o.f. In sec. 3.4,
we show our strategy to take the continuum limit and the numerical results along with the
extrapolation procedure to the continuum limit. The systematic errors of our new method is
also discussed in the section. Section 3.5 is devoted to summary of this chapter.
This chapter is based on our published work [102].
3.2 Two dimensional lattice φ4 theory


















with the bare mass µ0 and the bare coupling λ. φ denotes one-component real scalar field:
φ ∈ R. This model is obviously invariant under the Z2 transformation (φ → −φ); however,
this symmetry can be dynamically broken in the context of quantum theory. Then, the
expectation value of the scalar field is regarded as an order parameter; 〈φ〉 = 0 corresponds to
the symmetric phase, and if it takes a nonzero value, the system is in the broken symmetry
phase.
As a non-perturbative method, the lattice formulation is useful to study such dynamics.
Thus, from here let us work on the square lattice with periodic boundary conditions. Since µ20
and λ have a positive mass dimension, the dimensionless form of the parameters are introduced
as
µˆ20 = a
2µ20, λˆ = a
2λ (3.2)
with the lattice spacing a. In the following we omit the hat for simplicity; otherwise one can
think that the lattice units a = 1 is used. After the preparation, the two dimensional lattice



















where n is the lattice coordinate and νˆ denotes the unit vector along the νˆ-axis. In the
summation
∑
n, n runs over all lattice sites.
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In two dimensional scalar theories, the one-loop self energy is the only divergent diagram, so
that one has to perform the renormalization for only the mass parameter 4. Although there is a
freedom of the choice of renormalization condition, in this study, we take the renormalization
by normal ordering the field as in ref. [93]. The normal ordering technique for scalar field
theories is closely discussed in ref. [103], and the application to the φ4 theory is in ref. [93]. In
this section, we just take the well known results to define the renormalized mass used in the
following sections 5.
The only thing we have to deal with is the interaction term since the normal ordering of















where N { · } denotes the normal ordering and N {φ2} = φ2 + const. A (µ2) is the divergent













Here we use the fact that the commutator between the positive and the negative frequency part
of the field yields the Feynman propagator: once we decompose φ (x) into φ+ (x) and φ− (x),

























µ2 − 3λA (µ2))φ2 + λ
4
φ4 (3.6)





; in other words, the renormalized mass squared µ2 is defined by





In the following part of this chapter, we compute the renormalized mass from this definition








µ2 + 4 sin2 (pik1/L) + 4 sin
2 (pik2/L)
(3.8)
with the lattice volume V = L×L. Since eq. (3.7) is a nonlinear equation with respect to µ2,
one has to numerically solve it for given µ20 and λ to obtain the renormalized mass squared.
There are multiple ways to do that, and, in this chapter, we simply solve eq. (3.7) using the
Newton’s method.
4 The coupling constant λ is free of the renormalization since there is no corresponding divergent diagram
in two dimensional scalar theories.
5 In the next paragraph, the symbol φ is used as an operator.
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3.3 Tensor network formulation for two dimensional lattice φ4
theory
Our final goal in this chapter is to evaluate the dimensionless critical coupling of the φ4 theory.
For that purpose, we need to compute physical quantities. In this section, we show how to
obtain the tensor network representation of the partition function and the expectation value
of the scalar field while introducing a new method. Before discussing the new one, we also
describe another method introduced by Shimizu in ref. [54].




























Note that, in eq.(3.10), the external field h is introduced while it is absent in eq. (3.3). As
will be seen later, the external field plays some roles to extract a nonzero expectation value of
the scalar field in the thermodynamic limit.
In general, a key step to make a tensor network representation is generating discrete variables
that turn out to be indices of tensors. In the case of the scalar field theory, however, the field
is inherently continuous and non-compact. Thus, at first glance, it is a nontrivial task to make
a tensor network representation for the scalar field theory. In the following, we present two
ways to construct a tensor network for scalar field theories. As a first step, by making use of
the fact that the action has only the nearest neighbor interactions, we rewrite the Boltzmann






f (φn, φn+νˆ) (3.11)
with

























3.3.1 Tensor network representation based on orthonormal function expansion
f is a compact operator, and there are discrete spectra that converge to zero. Then, if one
can take the decomposition of f as
f (φ1, φ2) =
∞∑
i=1
ui (φ1) sivi (φ2) (3.13)
Chapter 3 New formulation for scalar bosons and study of φ4 theory 30






dφui (φ)uj (φ) vk (φ) vl (φ) , (3.14)
where one has to truncate the range of i, j, k, l to define a finite bond dimension of the tensor.
f in eq. (3.13) is, however, not a matrix and cannot be simply decomposed numerically.
In ref. [54], Shimizu proposed a way to approximately take the decomposition in eq. (3.13)
using orthonormal expansion of f . Let us assume that f can be expanded using orthonormal
functions as
f (φ1, φ2) ≈
K∑
i,j=1
[f ]ij ξˆi (φ1) ξˆj (φ2) , (3.15)
where {ξˆ} is a set of orthonormal functions and satisfies∫ ∞
−∞
dφξˆi (φ) ξˆj (φ) = δij for i, j = 1, 2, . . . ,K. (3.16)
Then, f is expressed using a K × K matrix [f ], and one can numerically take the singular







where u˜, v˜, and s˜ are unitary matrices and the singular values, respectively. Finally, we
approximately obtain the spectral decomposition of the original f in eq. (3.13) by taking








v˜†ij ξˆj (φ) , (3.20)
where we assume that the singular values are in descending order: s˜1 ≥ s˜2 ≥ · · · ≥ s˜K ≥ 0.
Thus, as long as there is a set of orthonormal functions that accurately meet eq. (3.15) and
the spectra rapidly converge, we can define a tensor in this way.
Above discussion involves the assumption that the proper orthonormal functions exist. Find-
ing them is, however, generally not an easy task. In ref. [54], Shimizu makes orthonormal
functions via piecewise functions defined by
ξk (φ) =

((K + 1) /2W ) (φ−Xk−1) for Xk−1 ≤ φ ≤ Xk,




Xk = −W + 2W
K + 1
k, (3.22)
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where W and K are free parameters that are tuned to make the piecewise approximation of
f accurate. Indeed, {ξ} is not a set of orthonormal functions, and they do not satisfy the
orthogonality condition:∫ ∞
−∞
dφξi (φ) ξj (φ) = Iij for i, j = 1, 2, . . . ,K (3.23)




(I−1/2)ijξj (φ) for i = 1, 2, . . . ,K, (3.24)
where I−1/2 is the inverse square root matrix of I. {ξˆ} defined by eq. (3.24) obviously satisfy
the orthonormality condition in eq. (3.16). After the orthonormal functions are obtained, the




dφ1dφ2f (φ1, φ2) ξˆi (φ1) ξˆj (φ2) . (3.25)
Now all required peaces are complete, and one can construct a tensor network representation
for the scalar theory.
This approach, however, contains a process to numerically make the inverse square root
matrix I−1/2, and, at this point, numerical error grows. Generally one can make the square
root matrix by decomposing I−1 and rooting the eigenvalues. Through this process one cannot
avoid the loss of significance. Then, the double precision computations are spoiled here. To
preserve the precision, in the next subsection, we introduce a new method that includes a
simple discretization scheme for scalar fields.
3.3.2 New method based on Gaussian quadrature rule
The non-compactness of the scalar field φ prevent us from making a tensor network represen-
tation by extracting discrete indices from f (φ1, φ2). In this subsection, we introduce a new
method to simply discretize the field φ. In contrast to the method described in sec. 3.3.1, in
which the local Boltzmann factor f is approximately expanded, in this subsection we put our
focus on directly discretizing the integral of φ. The integrals in the path integral formulation
will be discretized at each site.
To introduce the discretization of integral, we begin with a weighted integral of a single




dyW (y) g (y) , (3.26)
where W is a weight function. Here we assume that the integral is well-defined. Let us
approximate above integral as a discrete summation. A simple, but powerful, way to discretize
such a weighted integral is the Gaussian quadrature rule 6. For example, if W takes the form
W (y) = e−y
2




wig (xi) , (3.27)
6 For the detail of the Gaussian quadrature rule, see appendix B.
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where xi and wi are the i-th root of the order K Hermite polynomial and corresponding
weight, respectively. When g is a polynomial function of degree 2K − 1 or less, the Gaussian
quadrature reproduces the exact value. Even if not, if g is well approximated by a polynomial
function of degree 2K − 1 or less, the quadrature rule will be an accurate approximation.
There are several ways to approximate the integral corresponding to the form of the weight
function W . The form of the weight functions and suitable quadrature rules are summarized
in appendix B. In our case, it would be legitimate to use the Gauss–Hermite quadrature since
the mass term plays the role of the weight function that is proportional to e−φ
2
. However,
our target, the integrand in the path integral formulation, is not a polynomial function, and
we have to numerically check the convergence of the approximation.























. Note that the discrete form obviously depends on the degree
of the Hermite polynomial K, and, in the large K limit, Z (K) is expected to converge to Z.
The convergence of Z (K) to a certain value is numerically checked in sec. 3.4.1.
With this discretization, the local factors are now regarded as a K×K matrices, and it can
be numerically decomposed by the singular values 7:






where σ is the singular values, which is assumed to be in descending order: σ1 ≥ σ2 ≥ · · · ≥





























By using this representation, one can obtain an approximate value of the partition function
by taking the contraction of tensor indices.
Here, we mention a practical issue on making the tensor. Since we expect that in the large
K limit Z (K) converges to Z, it is better to have large K. On the other hand, it requires
more memory and computational time. A solution to this issue is to truncate the summation












7 Since f is a symmetric matrix, one can also carry out the Takagi factorization instead of the SVD to
construct a tensor network representation.
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Note that the range of summations is changed from that in eq. (3.30). Of course, this reduction
keeps an accuracy only when the hierarchy of the singular values is sharp. In the next section
we investigate the hierarchy of the singular values, and, as a result, we observe the clear
hierarchy structure. Thus, it is legitimate to use this reduction, and we use the reduced tensor
network in the following.
Even after reducing the summation range of the tensor, it is still very hard to carry out
all tensor contractions. In such a circumstance, it is useful to take a coarse-graining of the
tensor network, e.g. the TRG algorithm proposed by Levin and Nave [25]. In this study we
use the simplest version, the TRG, although some variations have been developed so far. A
key ingredient of the TRG algorithm is using the SVD to reduce the d.o.f. on the network. In
this chapter, we take the truncation order of the SVD to be equivalent to that of the initial
tensor, D. For the detailed description of the TRG algorithm, see chap. 2.




for a lattice site n˜. Because of the translation invariance, 〈φn˜〉 takes the same value for any










and its tensor network representation can be obtained in the same way as the partition func-
tion: the discretization of the scalar fields, the SVD of the local factors, and making tensors by
integrating (summation) out the scalar fields. In the end, the tensor network representation




















Because of the presence of φn˜ in the integrand of eq. (3.34), Z1 (K) contains the impurity
tensor T˜ (K) at the site n˜. As in the case of the partition function, for a practical purpose,














When considering the coarse-graining of tensor networks with the impurity, one needs a little
ingenuity, and the detail is given in sec. 2.2.2. Note that the expectation value 〈φ〉 is directly
obtained by dividing Z1 (K) by Z (K), which are independently computed, and this will lead
to better precision compared to taking the numerical differentiation of the free energy with
respect to h.
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3.4 Numerical results
In this section, after discussing the systematic errors in the tensor network, first we describe a
whole strategy of our analysis to obtain the dimensionless critical coupling. Then, we present
numerical results of individual steps: the thermodynamic limit, extracting the susceptibility,
determination of the critical mass, and taking continuum limit of the dimensionless critical
coupling.
3.4.1 Methods
To show the efficiency of the truncation of initial bond dimension in eqs. (3.32) and (3.37),
we show the singular values of the SVD in eq. (3.29). Figure 3.1 shows the hierarchy of the
singular values. Here, we fix K to 256 that is large enough as seen in the later paragraphs.
If the hierarchy of singular values is sharp, one can think that the modification of the range
of summation effectively works. Although the hierarchy of the singular values gets milder
with decreasing λ, the singular values roughly within a window 1 ≤ i ≤ 64, 10−14 ≤ σi/σ1 ≤
1. Then, even near the criticality, we can conclude that the initial truncation of the bond





























Fig. 3.1 Singular values in eq. (3.29), which is used to define the initial tensor in
eqs. (3.31) and (3.36).
As shown in sec. 3.3, we discretize the scalar fields using the Gauss–Hermite quadrature
in order to construct the tensor network formulation, and, in other words, we introduce an
approximation into the partition function or physical quantities at that point. The approx-
imation is characterized by the degree of the Hermite polynomial, K. Here we discuss the
systematic error of the approximation, namely K-dependence of the expectation value of the
field. In chap. 4, we check also the K-dependence of the free energy in the free boson system
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(with the Wilson term), and the reader can refer to the chapter for more discussion. In an
ideal situation that the integrand consists of a damping factor and a polynomial function up
to a degree of 2K − 1, the Gauss–Hermite quadrature becomes exact. Unfortunately in our
case, however, the integrand cannot be interpreted as such an ideal one. Then we have to
check that K-dependence disappears in the sufficiently large K region.
Figure 3.2 shows the K-dependence of the expectation value of the field 〈φ〉. The K-
dependence is not observed for K ∈ [64, 256] while that of D is relatively large. Thus, we can
conclude that fixing K to 256 is sufficient, and the main source of systematic errors is the



















Fig. 3.2 K-dependence of the expectation value of the field 〈φ〉 at µ20 = −0.1006174,
λ = 0.05, h = 10−12, and V = 1024× 1024.
Here we also show the D-dependence of lnZ and 〈φ〉 in figs. 3.3 and 3.4. Although the free
energy shows a good convergence, our target quantity, 〈φ〉, is relatively not stable. However,
in the large D region (D ∈ [32, 64]), the results seem to be in a fluctuation region, and we set
the range of D to [32, 64] in this section.
3.4.2 Strategy
As declared in the previous section, we use the tensor network method to evaluate the partition
function and 〈φ〉. One of important features of the method is that the computational cost is in
proportional to the logarithm of space-time volume; thus, one can easily attain an extremely
large volume compared to the Monte Carlo methods. In such a case, one can simply apply
the power law in the thermodynamic limit to determine the critical mass and the exponent.
This is one of important point of our analysis using the tensor network method.
First, let us see how to obtain the susceptibility at h = 0 from the direct output of the
tensor network method, 〈φ〉, at h ̸= 0. As mentioned before, in a relatively simple way, we can
take the thermodynamic limit of 〈φ〉h at nonzero h. In the symmetric phase, where 〈φ〉h=0 = 0













Fig. 3.3 D-dependence of lnZ at µ20 = −0.1006174, λ = 0.05, h = 10−12, K = 256, and














Fig. 3.4 D-dependence of 〈φ〉 at µ20 = −0.1006174, λ = 0.05, h = 10−12, K = 256, and
V = 1024× 1024.
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The next step is to obtain the information of criticality from the susceptibility. For that
purpose, we use a fitting form based on the power low in the thermodynamic limit 9
χ = A
∣∣µ20,c − µ20∣∣−γ (3.39)
with parameters A, the critical (bare) mass squared µ20,c, and the critical exponent γ. The two
dimensional φ4 theory is believed to belong to the two dimensional Ising universality class,
and the exact value of the critical exponent is known as γIsing = 7/4 = 1.75 [71]. In sec. 3.4.4,
we use this fact to assess the validity of our analysis.
With the procedure given above, one can obtain µ20,c (λ) for a given λ
10. After renormalizing
the mass via eq. (3.7), one obtains a dimensionless critical coupling λ/µ2c (λ), where µ
2
c is the
critical value of the renormalized mass square. By repeating this procedure for several values










Here we put a remark about systematic errors of the tensor network method. Although the
method is free of statistical errors, there are three main sources of systematic errors for the
scalar field theory: the discretization of the scalar field, the truncation in the initial tensor,
the coarse-graining steps. As discussed in the previous subsection, we can conclude that the
discretization error is negligible, and the main source of the systematic error is the truncation
of the bond dimension. Then, in order to estimate the systematic error associated with the
bond dimension D, we investigate the D-dependence of λ/µ2c (λ) for a given λ; for sufficiently
large D, a fluctuation of the ratio is observed as will be seen in the following subsection, and
we define its systematic error by using an amplitude of the fluctuation.
3.4.3 Thermodynamic limit and extraction of susceptibility
In fig. 3.5 we show 〈φ〉h /h as a function of L for several values of h with µ20 = −0.1006174,
λ = 0.05, and D = 32. From the figure, one sees that the ratio becomes a constant in the
extremely large volume region L ≥ 106; thus such region can be effectively considered as in
the thermodynamic limit.
Figure 3.6 shows h-dependence of 〈φ〉h /h in the thermodynamic limit for the same pa-
rameter set (µ20, λ, and D) given above. One can see that for sufficiently small h ≤ 10−11
the ratio seems to behaves as a constant. In fig. 3.7, the closer look of fig. 3.6 is shown,
and there 〈φ〉h /h seems to lie on a quadratic function. Since 〈φ〉h is an odd function of h,
8 One might also obtain the susceptibility by numerically differentiating the free energy twice with respect
to h, but it will suffer from a loss of significant digits. Our method in eq. (3.38), however, can avoid such
a problem, and this is the main reason why we prepare 〈φ〉 as a direct output.
9 Here we ignore the scaling corrections.
10 In this context, the critical mass is regarded as a function of λ. To emphasize this we do not hide the
argument λ if necessary. Note that the critical mass also depends on the bond dimension D as shown in
sec. 3.4.4, but we extract the D-independent ones to take the continuum limit as discussed in the last of
the section.
11 As in eq. (3.2), if we write the lattice spacing explicitly, the continuum limit corresponds to a2λ→ 0.
























at µ20 = −0.1006174,
λ = 0.05, D = 32.
it behaves as 〈φ〉h = c1h + c3h3 + · · · with coefficients ci (i = 1, 3, . . .), and the ratio does
〈φ〉h /h = c1 + c3h2 + · · · . This is the reason why fig. 3.7 shows the quadratic behavior.
Then, we simply fit them by a quadratic function to extract χ, and its error is defined by the
difference between the obtained value of the susceptibility and 〈φ〉h /h at h = 10−11 12.
Here, we show the plot only for a particular choice of parameters (µ20 = −0.1006174, λ =
0.05, and D = 32), and, for the other parameter sets, we set up a proper range of the volume
and the external field as well. Thus, our data of the susceptibility presented in the following
are in the thermodynamic limit and at the zero external field.
3.4.4 Critical coupling
Here, let us extract the bare critical mass µ20,c from the susceptibility using eq. (3.39). For
convenience, we deform the formula as
χ−1/1.75 = A′
∣∣µ20,c − µ20∣∣γ/1.75 . (3.41)
Ideally, when γ is close to γIsing = 1.75, the data points (µ
2
0, χ
−1/1.75) will be placed on a
straight line. Figure 3.8 shows the deformed susceptibility as a function of µ20 at λ = 0.05 and
D = 32. The critical mass is determined by fitting the deformed susceptibility using eq. (3.41)
with µ20,c and A
′ as free parameters and fixed γ = γIsing.
By repeating the same procedure for 0.005 ≤ λ ≤ 0.1 and 32 ≤ D ≤ 64, we obtain
µ0,c for another value of λ, which are summarized in table 3.1. In the table, we also show
12 This error of the susceptibility will propagate to the next analysis, and, in the end, it will become that of
λ/µ2c (λ) at finite λ. The propagated error, however, is very small compared to a fluctuation originated
from D-dependence and almost does not affect on the final continuum result.
















Fig. 3.6 〈φ〉h /h as a function of h for µ20 = −0.1006174, λ = 0.05, D = 32 in the
















Fig. 3.7 Closer look on 〈φ〉h /h in fig. 3.6.















Fig. 3.8 The deformed susceptibility as a function of µ20 at λ = 0.05 and D = 32.
the dimensionless critical coupling λ/µ2c (λ), where the mass parameter is renormalized using
eq. (3.7). Since χ2/d.o.f. ≤ 1 for all λ and D, we can confirm the legitimity of the linear fitting
in fig. 3.8, and fixing γ = γIsing seems to be a reasonable assumption.
Table 3.1: Bare critical mass µ20,c, renormalized critical coupling λ/µ
2
c , and χ
2/d.o.f. of the linear
fitting described in the main body of the text for given λ and D. Errors are originated from that of
the susceptibility as explained in sec. 3.4.3.




0.1 32 −0.184163558(16) 10.5143879(52) 0.0019
0.1 36 −0.184317627(22) 10.5628049(70) 0.021
0.1 40 −0.184352147(32) 10.573692(10) 0.0015
0.1 44 −0.184356707(34) 10.575132(10) 0.0049
0.1 46 −0.184357220(35) 10.575293(11) 0.0031
0.1 48 −0.184323247(40) 10.564577(12) 0.0017
0.1 52 −0.184305955(40) 10.559127(12) 0.044
0.1 56 −0.184344222(33) 10.571191(10) 0.037
0.05 32 −0.1006180444(70) 10.6517781(44) 0.0072
0.05 36 −0.100671024(11) 10.6856832(74) 0.087
0.05 38 −0.100737125(13) 10.7281795(89) 0.08
0.05 40 −0.100758319(14) 10.7418512(95) 0.0051
0.05 42 −0.1007510328(81) 10.7371484(52) 0.87
0.05 44 −0.100729217(17) 10.723084(11) 0.17
0.05 48 −0.100714173(18) 10.713399(11) 0.015
0.05 52 −0.100694733(14) 10.7009008(96) 0.35
0.05 54 −0.100702523(54) 10.705907(35) 0.018
0.05 56 −0.100708214(17) 10.709566(11) 0.02
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0.05 60 −0.100714918(53) 10.713879(34) 0.8
0.05 64 −0.100733523(19) 10.725858(12) 0.0078
0.0312 32 −0.066355403(12) 10.698476(12) 0.25
0.0312 36 −0.066424884(14) 10.770365(14) 0.55
0.0312 40 −0.066451867(14) 10.798450(15) 0.57
0.0312 44 −0.066469304(10) 10.816649(10) 0.11
0.0312 48 −0.066440457(12) 10.786563(13) 0.082
0.0312 52 −0.0664157556(89) 10.7608852(92) 0.16
0.0312 56 −0.066434790(23) 10.780665(24) 0.76
0.01 32 −0.0239502718(48) 10.575644(15) 0.33
0.01 36 −0.0240350323(49) 10.848845(16) 0.49
0.01 40 −0.0240490620(57) 10.894934(18) 0.26
0.01 44 −0.0240668834(51) 10.953841(16) 0.84
0.01 48 −0.0240397741(63) 10.864395(20) 0.0051
0.01 52 −0.024025540(25) 10.817802(84) 0.0081
0.01 56 −0.0240288600(74) 10.828648(24) 0.42
0.005 36 −0.0128280765(46) 10.735394(29) 0.4
0.005 40 −0.0128621903(37) 10.958938(25) 0.15
0.005 42 −0.0128734615(84) 11.034101(56) 0.012
0.005 44 −0.0128536408(33) 10.902359(21) 0.49
0.005 48 −0.0128508376(42) 10.883889(27) 0.37
0.005 52 −0.012841211(17) 10.82077(11) 0.013
0.005 56 −0.0128303006(66) 10.749790(43) 0.28
0.005 60 −0.0128349426(48) 10.779915(31) 0.0065
Figure 3.9 shows the bond dimension dependence of λ/µ2c at λ = 0.05. In the large D region,
λ/µ2c exhibits an oscillating behavior. Such a behavior was also observed in both Ising and
Potts model on the cubic lattice [104]. We use the fluctuation to estimate the systematic error
of λ/µ2c as shown in fig. 3.9; half of the difference between the maximum and the minimum
value of λ/µ2c in the shared area is adopted as the error. As a central value, we simply quote
an average between the maximum and minimum values. We do the same procedure for the
other values of λ. Note that in fig. 3.9 it is hard to see the error bar of each data point, which
is originated from that of the susceptibility; thus this error is negligible compared to the error
due to the fluctuation induced by changing D. Although we expect that the error reduces
when increasing the bond dimension, we restrict ourselves to D ≤ 64 in this study.
3.4.5 Continuum limit
Finally, by combining the results at all λ values, let us take the continuum limit (λ→ 0) of the
dimensionless critical coupling. As shown in fig. 3.10, in the range of λ ≤ 0.05, λ/µ2c (λ) shows
a monotonic behavior; thus we simply perform a linear extrapolation that gives a reasonable






where the central value is taken from the linear fit, and the error is due to the finite D.

















Fig. 3.9 D-dependence of λ/µ2c at λ = 0.05. The error estimated from the fluctuation

















-3.9(1.3) λ + 10.913(56)
Fig. 3.10 Extrapolation of λ/µ2c (λ) to the continuum limit λ → 0. The line shows a
linear extrapolation with χ2/d.o.f. ≈ 0.026.
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Figure 3.11 shows a comparison between the recent Monte Carlo results in refs. [105–108]
and ours in the small λ region. Although the smallest value of λ = 0.005 is firstly reached by
our current work, the error bar is relatively larger compared to the latest Monte Carlo result
around λ ≈ 0.01. Note that, around λ = 0.0312, there are four data points of independent
papers; thus one can roughly compare their values. As a result, the values of Schaich and
Loinaz [105], Bronzin et al. [108], and ours are roughly consistent with each other while that
of Bosetti et al. [107] is relatively far away from the three results. Table 3.2 compiles the













Schaich and Loinaz: cluster (2009)
Wozar and Wipf: with SLAC derivative (2012)
Bosetti et al.: worm (2015)
Bronzin et al.: worm with gradient flow (2018)
This work
Fig. 3.11 Comparison of the continuum extrapolations of the critical coupling λ/µ2c
given in recent Monte Carlo studies (Schaich and Loinaz [105], Wozar and Wipf [106],
Bosetti et al. [107], and Bronzin et al. [108]) and this work. At λ = 0, data points are
horizontally shifted to ensure the visibility. Note that the results by Wozar and Wipf
cannot be compared at nonzero λ since they used the SLAC derivative for scalar bosons,
but, in the continuum limit (λ = 0), their results are consistent with naively discretized
ones within errors.
Table 3.2: The continuum results of the dimensionless critical coupling for previous works and ours.
Method Result Year and Reference
TRG with GH quadrature 10.913(56) 2018, this work
MC worm with gradient flow 11.058(4) 2018, [108]
Borel resummation 11.228(14) 2018, [109]
NLO Hamiltonian truncation 11.04(12) 2017, [110, 111]
DLCH-FS 4.40(12) 2016, [112]
Borel summability 11.00(4) 2015, [113]
MC worm 11.15(6)(3) 2015, [107]
Hamiltonian truncation 11.88(56) 2015, [114]
Uniform MPS 11.064(20) 2013, [115]
MC with SLAC derivative 10.92(13) 2012, [106]
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MC cluster 10.80.10.05 2009, [105]
DMRG 9.9816(16) 2004, [116]
GEP and oscillator rep. 10.21 2002, [117]
Random phase approximation 7.2 2002, [118]
QSE diagonalization 10 2000, [119]
Diffusion MC 10.0(0.8)(0.4) 1999, [120]
Spherical field theory 10.05 1998, [121]
Discretized light-front 7.325, 7.71 1998, [122]
Gaussian effective potential 10.272 1995, [123]
Connected Green’s function 9.784 1995, [123]
Continuum light-front 9.91 1993, [124]
Non-Gaussian variational 6.88 1989, [125]
Discretized light-front 7.316, 5.500 1987–1988, [126, 127]
Coupled cluster expansion (3.80, 8.60) 1987, [128]
Gaussian effective potential 10.211 1977, [93]
3.5 Chapter summary
In this chapter, by using the TRG algorithm together with the new tensor network formulation,
we evaluate the dimensionless critical coupling of the two dimensional φ4 theory and carry






Our continuum value is roughly consistent with the previous results. Although the result of the
tensor network method does not have statistical errors, , compared to the recent high precision
results, our final result has relatively larger error that is due to the finite bond dimension.
To reduce the systematic error, one needs to increase the bond dimension more, but it
requires more computational time and memory complexity. Moreover, it is known that the
TRG algorithm suffers from the growth of systematic errors around the critical point. In such
a situation, as an alternative coarse-graining procedure, the tensor network renormalization
(TNR) [61] and the loop-TNR [64] would be useful to obtain more precise results. These
methods, in principle, can be used in any model irrespective of the details of theory as long
as the system is defined on a square lattice. Therefore, in future, it is interesting to apply
these methods to the φ4 theory, and we expect that the accuracy of the dimensionless critical




Tensor network study of two dimensional
N = 1 Wess–Zumino model
4.1 Background
Supersymmetries play necessary roles in modern theoretical physics [129–132]. In supersym-
metric theories, numerical simulations on a lattice are often needed to study non-perturbative
aspects of them. However, the lattice supersymmetric theories generally have the sign problem,
and Monte Carlo simulations cannot be simply applied. The theories that display supersym-
metry breaking are characterized by the vanishing Witten index [133], and in such models
the sign problem is particularly serious. In this chapter, we study the two dimensional lattice
N = 1 Wess–Zumino model using the tensor network approach. In the model a Majorana
fermion interacts with a real scalar boson via the Yukawa term [134, 135]. With a certain form
of the superpotential, the model is under a double-well potential, and the supersymmetry can
be spontaneously broken. Then, in the case, serious sign problem occurs.
In the analyses of supersymmetric models on a lattice, a big concern is that the lattice
regularization often breaks the supersymmetry. In the two dimensional N = 1 Wess–Zumino
model, it is known that the supersymmetry breaking is restored in the continuum limit when
using the appropriate lattice action [136]. The action used in ref. [136] has the Wilson terms
in both fermion and boson parts, and the supersymmetry in the free limit is ensured. In the
low dimensional (N = 1 and N = 2) Wess–Zumino model, some numerical analyses have been
already attempted [106, 137–144]. In this study, we investigate the model using the tensor
network method to develop a new approach to supersymmetric systems.
The N = 1 Wess–Zumino model is a model with fermions and bosons. In this chapter, we
first give a tensor network representation of the partition function of the lattice model that is
applicable to any superpotential case. For the fermion part, we use the known procedure for
the Dirac fermions discussed in sec. 2.1.3 with some adjustments for the Majorana case. The
boson part is treated using our new formulation introduced in chap. 3, in which the scalar
fields are simply discretized. Because of the presence of fermion part, the resulting tensor
network formulation has Grassmann variables on the network. Then we use the Grassmann
TRG described in sec. 2.4. Although our formulation is applicable to interacting cases, in this
chapter, we put our focus on the non-interacting Wess–Zumino model in order to check our
new formulation.
This chapter is organized as follows. In sec. 4.2, we first give the definition of the target
model with fixing notations. In sec. 4.3, tensor network representation of the fermion and
the boson parts are made individually, and then a tensor network representation of the whole
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partition function is constructed using the individual parts. In sec. 4.4, the numerical results
are presented, and they are compared to the exact solutions. Section 4.5 is devoted to summary
and outlook.
This chapter is based on our published work [145].
■Witten index Before entering the main part, let us introduce the Witten index, an important
object when considering the supersymmetry breaking [133]. In supersymmetric systems, the
vacuum energy is exactly zero; in other words, vanishment of the vacuum energy is a necessary
and sufficient condition under which the supersymmetry holds. Then, counting the number
of zero energy states would provide some insight. The Witten index
∆ = nE=0B − nE=0F (4.1)
is regarded as an indicator of supersymmetry breaking, where nE=0B(F) is the number of zero
energy bosonic (fermionic) states. The bosonic and the fermionic states are defined via the
supercharge Q, the generator of supersymmetry transformation, which satisfies Q2 = H (H is
the Hamiltonian). Of course a system might have several supercharges; however in this section
it is sufficient to work with any one of them, and we call it Q. Obviously Q |E = 0〉 = 0, where
|E = 0〉 is the zero energy state, since 〈E = 0 |H |E = 0〉 = |Q |E = 0〉|2 = 0. From this, one
can conclude the following. First, if Q acts on a nonzero energy state |b〉, it must not leads to
zero, and let us call the result |f〉:
Q |b〉 =
√
E |f〉 , (4.2)




should hold. Then, if we regard |b〉 as a bosonic state, |f〉 is a fermionic state, and one can
state that a bosonic (fermionic) state with a nonzero energy have a fermionic (bosonic) pair
state with the same energy. On the other hand, zero energy bosonic and fermionic states do
not have to make pair.
Summarizing above, a necessary condition of supersymmetry breaking is obtained; i.e. if
the supersymmetry is broken, ∆ = 0. Note that this is not a sufficient condition but only a
necessary condition.
• When ∆ ̸= 0, nE=0B ̸= 0 or nE=0F ̸= 0 must holds, and because they are zero energy
states (and they are obviously the vacuum), the supersymmetry is preserved.
• When ∆ = 0, they are two possible situations: 1) nE=0B = nE=0F = 0 and the supersym-
metry is broken, 2) nE=0B = n
E=0
F ̸= 0 and the supersymmetry is preserved.
Now one can redefine the Witten index by nB − nF, where nB(F) is the number of bosonic
(fermionic) states (not only the zero energy states), and this is equivalent to eq. (4.1) since the
number of nonzero energy bosonic and fermionic states chancel each other. This redefinition
is useful to consider the Witten index more formally; it can be expressed as the expectation
value of the fermion number operator (−1)F, which commutes with bosonic operators, anti-
commutes with fermionic operators, and satisfies
(−1)F |b〉 = |b〉 , (−1)F |f〉 = − |f〉 . (4.4)
In the Euclidean path integral formulation, an expectation value of a Grassmann even op-
erator is expressed as an integral over all configuration space with the periodic boundary
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condition for bosons and the anti-periodic boundary condition for fermions. Since the fermion
number operator is a fermionic (Grassmann odd) operator, its path integral representation
is given by the integral with the periodic boundary conditions for both bosons and fermions.
Then, the Witten index is equivalent to the partition function with periodic boundary con-
ditions, and one finds the origin of the serious sign problem in models with supersymmetry
breaking; when supersymmetry can be spontaneously broken, the partition function is zero,
and there have to be positive and negative contributions from the Boltzmann weight. This is
exactly the sign problem.
In sec. 4.4, the Witten index of the non-interacting Wess–Zumino model is computed using
the Grassmann TRG. In the free case, the supersymmetry is not broken, and the Witten index
takes a nonzero value. Numerically checking this property is a goal of this chapter. Although
the supersymmetry is not broken in the non-interacting case, the sign problem appears also in
this case. This is because the fermion Pfaffian flips its sign depending on the field configuration.
This point will be clear in the next section.
4.2 Two dimensional N = 1 Wess–Zumino model
4.2.1 Continuum theory
The two dimensional N = 1 Wess–Zumino model is the simplest supersymmetric field the-
ory with a one-component real scalar field φ and a two-component Majorana field ψ. The



















where γµ is the gamma matrix, which obeys
{γµ, γν} = 2δµν , γµ = γ†µ. (4.6)
ψ and γµ have spinor indices which run from 1 to 2; however they are abbreviated as long
as there are no ambiguities. W (φ) is an arbitrary function of the scalar field that is called
the superpotential, and it is the source of the Yukawa- and φn-interactions. W ′ (φ) (W ′′ (φ))
denotes the first differential of W (φ) (W ′ (φ)) with respect to φ. The specific form of W (φ)
used in our computation is given in the following subsection.
The spinor field ψ satisfies the Majorana condition
ψ¯ = −ψTC−1, (4.7)
where C is the charge conjugation matrix:
CT = −C, C† = C−1, C−1γµC = −γTµ . (4.8)
For any specific form of W (φ), the continuum action in eq. (4.5) is invariant under
δφ (x) = ϵ¯ψ (x) , (4.9)
δψ (x) = (γµ∂µφ (x)−W ′ (φ (x))) ϵ, (4.10)
where ϵ is a two-component Grassmann number and ϵ¯ satisfies the Majorana condition in
eq. (4.7). This is a transformation between fermions and bosons and called supersymmetry
transformation.
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4.2.2 Lattice theory
Let us introduce the N = 1 Wess–Zumino model on a square lattice. The forward, backward,




µ, are defined by
∂µφn = φn+µˆ − φn, (4.11)







where µˆ denotes the unit vector along the µˆ-direction. With the lattice spacing a, the all fields
and parameters in the action are made dimensionless. Here, we use the lattice units a = 1,
and the periodic boundary conditions in all directions are assumed.







































+W ′′ (φn) δnm. (4.15)
r is a nonzero real parameter, and we call it the Wilson parameter. In the summation
∑
n, n
runs over all lattice sites. In later sections we consider the fermion part and the boson part





















Note that, in the kinetic term of φ, the symmetric difference is used instead of the forward
difference while, in naive boson actions, the forward one is usually adopted. Another important
change is that the Wilson term is included in the boson sector. In this chapter, we call the
bosons that have the Wilson term the Wilson bosons. The boson action in eq. (4.16) has
the next-nearest-neighbor interactions, and they lead to difficulties when building the tensor
network representation. This point is discussed in the next section.





and then the lattice action in eq. (4.14) is invariant under the supersymmetry transformation

















This invariance holds even on a lattice thanks to the inclusion of the Wilson term into the
boson part of action; namely, it is important that SB takes the similar structure to the fermion
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the supersymmetry in the free case is not guaranteed on a lattice. Whether we adopt the
Wilson boson or not, in the presence of interactions, the supersymmetry is broken owing
to the violation of the Leibniz rule on a lattice 1. In the two dimensional N = 1 Wess–
Zumino model, however, it is perturbatively proven that the supersymmetry is restored in the
continuum limit as long as the Wilson boson is adopted [136].


















Here dψn,α is a measure that is corresponds to ψn,α (α = 1, 2). When we consider a set of I
Grassmann variables {ξi} and corresponding measures {dξi}, they satisfy anti-commutation
relations
{ξi, ξj} = {ξi,dξj} = {dξi,dξj} = 0 for i, j = 1, 2, . . . , I, (4.24)
and the integral of Grassmann variables is defined by∫
dξi1 = 0,
∫
dξiξi = 1 for i = 1, 2, . . . , I. (4.25)
Thus one can conclude that the operations of integration and differentiation of Grassmann
numbers are identical.
In the free case, the boson part and the fermion part are decoupled from each other. Then














sign {m (m+ 4r)}
ZB,exact
, (4.27)
where pµ = 2pin/Nµ (n = 0, 1, 2, . . . , Nµ − 1) and the product is taken for all possible mo-
menta [147]. Since the first term and the second term in the square root in eq. (4.26) can
simultaneously vanish for certain combinations of p1 and p2, ZB,exact =∞ and ZF,exact = 0 for
m = 0,−2r,−4r with an even Nµ. Now the Witten index, which is equivalent to the partition
function in a finite volume with periodic boundary conditions, is given by
Zexact = sign {m (m+ 4r)} . (4.28)
1 There is a no-go theorem that states that it is impossible to construct any difference operator and
product rule on a lattice with translation invariance, locality, and Leibniz rule [146].
2 Note that the normalization constant for measures of scalar fields are imposed while in chap. 2 it is not.
This is necessary to reproduce the integer Witten index.
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In sec. 4.4 we numerically reproduce this using the tensor network method.
After integrating out the fermion field, the partition function is written as
Z =
∫
Dφe−SBPf (C∗D) , (4.29)
where the Pfaffian of a 2I × 2I anti-symmetric matrix A is defined by
Pf(A) =
∫
dξ1dξ2 · · · dξ2Ie−(1/2)ξiAijξj (4.30)
for a set of Grassmann variables {ξi} and corresponding measures {dξi}. The sign of the
Pfaffian Pf (C∗D) flips depending on the scalar field in the presence of interactions, and this
is the nature of the sign problem in this model. In the next section we construct a tensor
network representation of the Pfaffian and the scalar boson part independently.
4.3 Tensor network representation of partition function
4.3.1 Fermion Pfaffian





n ψ¯nDψn , (4.31)
which is expressed as the Pfaffian after integrating out the fermion field as in eq. (4.29). The
basic idea of constructing tensors for the Dirac case is described in sec. 2.1.3. We follow the
procedure adjusting it to the Majorana case.
In this chapter, we use the following form of γµ and C:
















where σi is the Pauli matrix. Of course other expressions of γµ and C can be adopted, and
if so, the resulting tensor elements would change while the structure of network remains the











































(ψn,2 − ψn,1) (4.36)
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are introduced. They are introduced just for simplicity. Note that the third term in the RHS
of eq. (4.34) vanishes with r = 1 since the projection operator (1± γµ) /2 arises in eq. (4.15);
however, in this section we do not fix r to a certain value and consider the tensor network
representation for general r.









































New (two-component) indices x and t are introduced at each link. Because of the nilpotency
of the Grassmann variables, they obviously take only 0 and 1, and they will turn out to be
tensor indices. Now what we have to do is the integration out of the old d.o.f., the spinor field
ψ; however, in eq. (4.37) ψ and ψ¯ at different sites are mixed, and a number of sign factors
arise when shuﬄing them. Then we introduce the new Grassmann variables and separate the
hopping factors into Grassmann even factors. As done in sec. 2.1.3, one can straightforwardly










where Ψ and Φ are different Grassmann variables, and the new Grassmann variable Θ and
Θ¯ (and their measures) are introduced. In the RHS of eq. (4.38), all parenthesized factors
are Grassmann even, and first two factors have Grassmann variables only on n + µˆ and n,
respectively. Even though the new hopping factor Θ¯n+µˆΘn is generated, old hopping factors
are successfully separated to the corresponding sites. By using this identity to each individual
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with
Gn,ijkl =dηi1n dζi2n dξj1n dχj2n dη¯k1n dζ¯k2n dξ¯l1n dχ¯l2n
· (η¯n+1ˆηn)i1 (ζ¯n+1ˆζn)i2 (ξ¯n+2ˆξn)j1 (χ¯n+2ˆχn)j2 . (4.41)
Note that the definition of G is slightly different from that in sec. 2.1.3. Despite the difference,
the coarse-graining of network can be performed in completely the same way as in sec. 2.4, and,
after a coarse-graining step, one finds that the reduced form of the Grassmann part is exactly
the same as eq. (2.81). The Grassmann variables ηn and η¯n do not have any relationship to
each other; i.e. they are individual Grassmann variables. The indices xn and tn are binary
two-component indices: xn = (xn,1, xn,2) and tn = (tn,1, tn,2) (see eq. (4.37) for their origin).
The new Grassmann variables and corresponding measures satisfy the same anti-commutation

















with single-component Grassmann numbers Ψ, Φ, Ψ˜ = (Φ + Ψ) /
√
2, Φ˜ = (Φ−Ψ) /√2. By
integrating out Ψ and Φ, one obtains the tensor elements. The important condition holds
also in the Majorana case: the tensor element TF (φ)ijkl takes a nonzero value only when the
summation of fermion indices i1 + i2 + j1 + j2 + k1 + k2 + l1 + l2 is an even number.
Note that the second components of indices disappear with r = 1, and the Grassmann



























In eq. (4.43) each tensor index has only single component.
4.3.2 Boson partition function




is constructed. The boson part of the lattice action SB is given in eq. (4.16). In contrast to
the fermion case, there is no exact tensor network representation for scalar bosons. Because of
the continuity of the physical d.o.f., one has to introduce an approximation when constructing
a tensor labeled by discrete indices. Moreover, in our case, SB has next-nearest-neighbor
interactions that arise from the square of the Wilson term. A simple way to avoid this problem
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is to convert SB into a nearest-neighbor form by introducing auxiliary fields as described
later. To obtain a discrete form of the partition function, we employ a new method using the
Gaussian quadrature rule introduced in chap. 3 (and the detail of the quadrature rule is given
in appendix B). After these prescriptions, the discretized form of eq. (4.45) will be expressed
as a tensor network.
Since the method introduced in chap. 3 does not depend on the details of theory, let us





∫ Dϕmeans ∫∞−∞∏n dϕn,1dϕn,2 · · · dϕn,N . We assume that S˜B (ϕ) has only the nearest-
neighbor interactions and ϕn is a N -component real field. In the following, we will show that
eq. (4.45) is expressed as eq. (4.46) with N = 3.
The boson part of the action in eq. (4.16) can be transformed into a nearest-neighbor form













n − (rW ′ (φn) + αGn + βHn)
(
φn+1ˆ + φn−1ˆ − 2φn
)
− (rW ′ (φn) + αGn − βHn)
(
φn+2ˆ + φn−2ˆ − 2φn
) }
(4.48)
with SB,naive given in eq. (4.20) and α =
√
(1− 2r2)/2, β = 1/√2. Note that α is real when
|r| ≤ 1/√2, but it becomes a pure imaginary parameter when |r| > 1/√2. The measures
of Gn and Hn are given in exactly the same way as that of φn in eq. (4.22). Indeed, G is
decoupled from the other fields with r = ±1/√2, and we find that the introducing a single
auxiliary field H is sufficient to convert the action into a nearest-neighbor form. This is a
reason why we introduce auxiliary fields in this manner. S˜B has only the on-site term and the
nearest-neighbor interactions that are invariant under the PT-transformation
φn, Hn, Gn → φ−n, H−n, G−n. (4.49)
Defining a three-component field by












we find that eq. (4.47) is equivalent to eq. (4.46) with N = 3.
Here we try to derive a tensor network representation of the general form (4.46). Before
that, let us see the hopping structure of the local Boltzmann factor, which will be important
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where Lµ is symmetric in the sense that Lµ (ϕ,ϕ
′) = Lµ (ϕ′, ϕ). This is a consequence of
the PT-invariance of the action 3. All hopping terms along the µˆ-direction are included into
Lµ (ϕn, ϕn+µˆ). Indeed, this decomposition is not unique since the positions of the on-site
interactions and some constants are one’s choice. For our case, we find
Lµ (ϕn, ϕm) =
1
2

















rW ′ (φn) + αGn + (−1)δµ2 βHn
− rW ′ (φm)− αGm − (−1)δµ2 βHm
)
(φm − φn) . (4.52)
Note that βHn and βHm swap the signs depending on the direction µ.











This structure is exactly the same as the case in chap. 3, and we can take the same way to con-
struct a tensor network representation. The only difference is the number of the components
of scalar field: the model in chap. 3 corresponds to N = 1 case, and that in this chapter does
to N = 3 case. In this situation, however, we straightforwardly apply the Gaussian quadrature
rule as in the previous chapter. That is to say, we simply discretize the integrals in eq. (4.47)




















with N -component index χ = (χ1, χ2, . . . , χN ) and
W (N)χ = wχ1e
x2χ1 · wχ2ex
2
χ2 · · · · · wχN ex
2
χN , (4.56)
X(N)χ = (xχ1 , xχ2 , . . . , xχN ) , (4.57)










· · ·∑Kχn,N=1. Then the local factors
can be regarded as KN ×KN matrices and decomposed by singular values numerically:






























by the PT-transformation, and the PT-invariance of








. Thus the symmetric Lµ can be always defined
by Lµ (ϕ,ϕ′) = (Kµ (ϕ,ϕ′) +Kµ (ϕ′, ϕ)) /2.
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where ρ and σ are the singular values and O, P , Q, R are unitary matrices. Let us define a






















The bond dimension of TB (K) is K
N . This huge bond dimension is initially truncated in
the actual computations as in the case of sec. 3.3.2. The truncated form is introduced in the
beginning of sec. 4.4.
4.3.3 Total partition function
We have seen the tensor network representation of the fermion part and the boson part in-
dividually. By combining these results, we can also express the total partition function as a
tensor network.
Before introducing the tensor network representation of the total partition function, we de-
fine three-component indices xn, tn. xn is defined by xn = (xn,1, xn,2, xn,b), where (xn,1, xn,2)
and xn,b are indices of the fermion part and the boson part, respectively. tn is also defined
by tn = (tn,1, tn,2, tn,b), and they are considered to be on each link on the lattice. Then, the
dimension of xn and tn is 2 × 2 ×KN . The tensor that form the total partition function is
labeled by the three-component indices.
Now, tensor network representation of the total partition function is obtained by replacing
e−SB(φ) in eq. (4.45) to e−SB(φ)ZF (φ) and taking the same procedure for the boson part.







T (K)xntnxn−1ˆtn−2ˆ Gn,xntnxn−1ˆtn−2ˆ (4.63)













lχTF (xχ1) , (4.64)














. TF is the tensor for the fermion part
defined in eq. (4.42). Note that TF only depends on φ, and here we assume that φ is the
first component of N -component field ϕ (see eq. (4.50)). The total partition function is now
written by an uniform tensor network with Grassmann variables.
Through this section, we have built a tensor network representation for a general superpo-
tential putting the focus on the hopping structure of the action. Insertions of local interaction
terms do not change the formulation but rather the elements of tensor. In the next section,
we numerically check that Z (K) indeed reproduces the exact solution.
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4.4 Numerical results
The partition function of the lattice N = 1 Wess–Zumino model is represented as a tensor
network. In this section, we verify the expression in the non-interacting case given by the
superpotential in eq. (4.17). We show the partition function as a function of mass with three
lattice sizes V = 2× 2, 8× 8, 32× 32. The periodic boundary conditions in all directions are
assumed for both fermions and bosons. In actual computations, we fix the Wilson parameter
r to 1/
√
2 to reduce the computational complexity. With this choice, the auxiliary field G is
decoupled as discussed in the previous section.
4.4.1 Some details and preparation for actual computations
In secs. 4.4.2 and 4.4.3, we individually compute ZF and ZB by using the (Grassmann) TRG.
In sec. 4.4.4, the Witten index, which is equivalent to the partition function Z, is computed
using the Grassmann TRG. To compare a numerical result XTRG with the exact solution




Since in this section we fix r to 1/
√


















with two-component index χ = (χ1, χ2). The local factor in this case is defined by

























(Hn −Hm) (φn − φm)}. (4.67)
The tensor network representation is obtained via the SVD of K2 ×K2 matrices:












where κ and τ are the singular values and S, T , U , V are unitary matrices. Using these
components, one can define the tensor network representation of ZB (K) and Z (K) in the
























lχTF (xχ1) . (4.71)
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As in chap. 3, to reduce the computational time and memory complexity, we use initially
































In this section, we define the bond dimension of coarse-grained tensors by Dcut. We simply
take Dinit = Dcut for the pure boson system in sec. 4.4.3 and Dinit = Dcut/2 for the combined
system of fermions and bosons in sec. 4.4.4 since, under these choices, the size of tensor does
not change after taking the coarse-graining steps (see sec. 2.4 for the detail).
4.4.2 Free Majorana–Wilson fermion
In fig. 4.1 the logarithm of the absolute value of fermion Pfaffian is shown. They are shown as
functions of m with V = 2× 2 (top), 8× 8 (center), 32× 32 (bottom). The green, blue, and
yellow symbols represent the results for three bond dimensions Dcut = 8, 12, 16, respectively.
The solid and open symbols means the positive and negative sign of the Pfaffian, respectively.
The purple curves represent the exact solutions given by eq. (4.27). Three negative peaks
at m = 0, −√2, −2√2 correspond to the fermion zero modes, and the sign of the Pfaffian
is negative for −2√2 < m < 0. In the top panel of fig. 4.1, the green symbols (Dcut = 8)
are deviated from the exact line especially around m = −√2, and wrong signs are observed
in the region. The TRG results become accurate as Dcut increases, and the yellow symbols
(Dcut = 16) agree with the exact line well.
In fig. 4.2 the relative errors of ln |ZF| are shown, and above observations are clearly seen.
The errors almost monotonically decrease with increasing Dcut regardless of the volume. Thus,
we can conclude that the Pfaffian is correctly reproduced using the tensor network formulation
and the Grassmann TRG with small errors O (10−3) even in larger volumes.
Note that the TRG results reproduce the exact solution around the double precision for
Dcut = 16 and V = 2 × 2. This is because the maximal bond dimension of coarse-grained
tensors on V = 2×2 lattice is 16; in other words, taking Dcut = 16 means the exact contraction
of the tensor network. This feature is only found in the pure fermion case. In the boson case,
the tensor network representation is initially not exact; i.e. there are unavoidable discretization
error. Furthermore, we initially truncate the bond dimension of the tensor as described in the
previous subsection.
4.4.3 Free Wilson boson
The discrete version of the boson partition function is defined by ZB (K) in eq. (4.61), where
K is the number of the discrete points. In this section we compute the partition function for
m > 0 since the Gauss–Hermite quadrature does not effectively work for m ≤ 0. This point
will be discussed in the following.
In fig. 4.3, the logarithms of ZB (K) are shown with fixedK = 64, and, in fig. 4.4, the relative
errors of them are shown. In the large m region, one can observe the consistency between
the TRG results and the exact solutions regardless of the lattice volume and Dcut. The Dcut



















































Fig. 4.1 ln |ZF| of free Majorana-Wilson fermions as functions of m with r = 1/
√
2 and
V = 2 × 2 (top), 8 × 8 (center), 32 × 32 (bottom). The solid (open) symbols represent
the positive (negative) sign of the Pfaffian.











































Fig. 4.2 Relative errors of ln |ZF| against m with V = 2 × 2 (top), 8 × 8 (center),
32×32 (bottom). The solid (open) symbols represent the positive (negative) signs of the
Pfaffian.
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dependence of the relative error is shown in fig. 4.5. The TRG results obviously improve as
Dcut increases. This is an expected behavior; the TRG results exponentially improve because
the singular values of the tensor decays exponentially. Therefore the truncation error gets
exponentially smaller as Dcut increases in the viewpoint of local approximation. Since the
partition function consists of the local tensors, its errors likely show such behavior as well.
The errors clearly grow aroundm = 0. This is because the damping factors in fµ are weaken


































The damping factors have an effect with the damping rate m2 when m > 0, but they do
not when −4√2 < m < 0 on the line φ = −φ′. Then, the Gaussian quadrature does not
work for −4√2 < m < 0 since the presence of the damping factors is the prerequisites for
the quadrature rule. Even with damping factors, one has to raise K as m, the effect of the
damping factors, decreases. This structure hides in the initial tensor via the singular values
in eqs. (4.68) and (4.69). In the small m region, the singular values have milder hierarchies
as shown in fig. 4.6. Then we can conclude that one has to raise K and Dcut as possible to
maintain the accuracy in the small m region. This tendency might go away in the presence of
the φ4 interaction term in the action since it gives the strong damping factor in fµ
4.
Figure 4.7 shows the K-dependence of the relative errors. To put a focus on the discretiza-
tion effect brought from finite K, we set the bond dimension of the tensor as maximum K2,
and the lattice size V is set to 2× 2, in where we can carry out a full contraction of the tensor
network; i.e. we do not introduce any approximation Z (K) in this case. On account of the
computational complexity, the value of K is restricted up to 10. The figure shows the clear
improvement of the accuracy along with increasing K. Then, if K is sufficiently large, the
target quantity is well reproduced by using the simple discretization rule for the fields.
4.4.4 Witten index of the non-interacting case
In fig. 4.8, the Witten index of the free N = 1 Wess–Zumino model is shown, and, in fig. 4.9,
the relative errors are shown. The superpotential of the non-interacting case is given by
eq. (4.17). In the non-interacting case, the fermion and the boson are decoupled from each
other as discussed in sec. 4.2.2; i.e. the Witten index in this case is obtained by just taking
the product of the fermion and the boson part of partition function. In this section, however,
we deal with the model as a combined system of fermions and bosons, and the Witten index
is computed as a single tensor network. In the combined system of fermions and bosons, since
there are Grassmann variables on the network, we have to use the Grassmann TRG to compute
the Witten index. The TRG results tend to converge to the exact value (see eq. (4.28)) with
increasing Dcut. The obtained values with Dcut = 64 (yellow symbols) are near 1 compared
to those with Dcut = 32 (green symbols).
Thus, eq. (4.63) is a correct tensor network representation of the partition function for
the two dimensional lattice N = 1 Wess–Zumino model. Z = 1 is correctly reproduced
4 As shown in sec. 3.4, the presence of φ4 interaction term gives fast damping, and ensures the clear
hierarchy of singular values of the local Boltzmann factor.






















































Fig. 4.3 Free energies of free Wilson bosons as functions m with r = 1/
√
2 and V =
2×2 (top), 8×8 (center), 32×32 (bottom). The degree of the Gauss–Hermite quadrature
is fixed to K = 64.









































Fig. 4.4 Relative errors of free energies against m with V = 2× 2 (top), 8× 8 (center),
and 32× 32 (bottom). The degree of the Gauss–Hermite quadrature is fixed to K = 64.
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Fig. 4.6 Hierarchy of the singular values in eq. (4.68) for several masses and K = 64.
although ZF and ZB are extremely large and extremely small, for large space-time volume,
respectively. It is somewhat surprising that the tensor network approach reproduces the O (1)




value with m = 1 and V = 32 × 32 as shown in fig. 4.1. Then we can conclude that the
Gaussian quadrature and the TRG are very promising approach to study more complicated
supersymmetric theories that are suffering from the sign problem in Monte Carlo schemes.
4.5 Chapter summary
We have shown that the two dimensional lattice N = 1 Wess–Zumino model is expressed as
a tensor network. The known technique of making a tensor network representation for the














Fig. 4.7 K-dependence of the relative errors of the free energy on V = 2× 2 lattice.
Dirac fermion is adjusted to the Majorana case. For the boson part, we used a new method in
which the integrals of scalar fields are simply discretized. In our formulation, the discretization
scheme is not limited to the Gauss–Hermite quadrature, and one can adopt any one of discrete
summation formula. However, in the presence of the mass term of the action, it seems to be
legitimate to use the Gauss–Hermite quadrature. We have also checked the new formulation
in the non-interacting case by computing the Witten index and comparing the result to the
exact solution. Our results reproduce the exact ones with large Dcut, the truncated bond
dimension of tensors.
The next target we are tackling now is the interacting supersymmetric model in which
the spontaneous supersymmetry breaking occurs. In that case we will compute correlation
functions by using the tensor network. Before studying the physical effects, we have to show
that the artificial effects caused by the lattice discretization vanishes in the continuum limit
beyond the arguments of the perturbation theory. We will compute the expectation value of
the action, the supersymmetric Ward–Takahashi identity, and the mass spectra of fermions
and bosons to show it. After that we study the phase structure of the model under the
double-well potential.
In this study, we have only treated the Wilson type discretization for fermions and bosons;
however, one can also use another way such as the domain wall discretization. In that case,
partition functions or Green’s functions are represented as three dimensional tensor networks.
For such higher dimensional case, the higher order TRG was introduced in ref. [67], and the
Grassmann version of it was also proposed in ref. [148] (see chap. 5). One can in principle go in
this direction; however, the computational cost might be severe. Then further improvements
of the algorithm will be needed to achieve the accurate computation in higher dimensions.
Finally, we emphasize that the methodology of constructing the tensor network does not
depend on the detail of superpotential; that is, one can use the new formulation for any
interacting case. Since the model considered in this chapter consists of various building blocks:
the scalar boson, the Majorana fermion, and their interactions including the Yukawa- and the
φ4-interactions, we expect that our formulation will be useful in TRG studies of other models.











































Fig. 4.8 The Witten index of the model as a function of m on V = 2 × 2 (top), 8 ×
8 (center), 32× 32 (bottom) lattices.

































Fig. 4.9 Relative errors of the Witten index as a function of m on V = 2 × 2 (top),
8× 8 (center), 32× 32 (bottom) lattices.
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Chapter 5
Approach to fermions in higher
dimensions
5.1 Background
One of our final targets is four dimensional QCD, a relativistic field theory of quarks and
gluons. The tensor network analyses of gauge theories have been already attempted in e.g.
refs. [29, 42, 43], and the higher order tensor renormalization group (HOTRG) for systems
without fermions was already formulated as discussed in chap. 2. Thus, the final missing
piece to deal with four dimensional QCD is a treatment of fermions in higher dimensional sys-
tems. In this chapter, we introduce a new HOTRG algorithm applicable to any dimensional
fermion system; we call the new algorithm Grassmann HOTRG (GHOTRG). As an exam-
ple, we explain some details of GHOTRG in two dimensions. Although both computational
time and memory complexity become extremely demanding in four dimensions or higher, the
computational complexity of GHOTRG is a constant multiple of that of the normal HOTRG.
This chapter is organized as follows. In sec. 5.2, we explain GHOTRG algorithm in a two
dimensional fermion system with putting a focus on the Grassmann variables on the network.
In sec. 5.3, numerical results and comparison between them and the exact or previous ones
are shown. Summary and discussion are given in sec. 5.4.
This chapter is based on our published work [148].
5.2 Grassmann higher order tensor renormalization group
In this section, after reviewing the normal HOTRG, we introduce GHOTRG in two dimensions.
One of the key ingredients of fermion tensor networks is the multi-component tensor indices,
and, in this section, the normal HOTRG algorithm is reviewed while adjusting the notation to
the fermion case. As in the case of the normal HOTRG, three dimensional version of GHOTRG
can be straightforwardly obtained. The anti-periodic boundary condition for fermion fields
are also discussed in this section. In the following, lattice units a = 1 are used.
5.2.1 Model and notation
The Euclidean Lagrangian density of the two dimensional free Wilson fermion is given by
Ln = ψ¯n (Dψ)n (5.1)
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with





eµδν,2 (1− γν) δn,m−νˆ + e−µδν,2 (1 + γν) δn,m+νˆ
}
, (5.2)
where n = (n1, n2) denote the lattice coordinate (n1, n2 ∈ N), the Dirac fermion fields ψ,
ψ¯ have two spinor components, and m and µ are the mass and the chemical potential, re-
spectively. Even in the presence of chemical potential, one can take exactly the same way as
that in sec. 2.1.3 to make a tensor network representation. Although we deal with the free
theory here, interactions can be straightforwardly introduced (see ref. [43] for gauge interac-
tions, ref. [28] for the four fermion interaction, and chap. 4 for the Yukawa interaction). By

























in where the original spinor fields ψ and ψ¯ have been integrated out while an another set of
Grassmann variables ηn,i, η¯n,i, ξn,i, ξ¯n,i (i = 1, 2) has been introduced. The new Grassmann







dξ¯n,iξ¯n,i = 1 for i = 1, 2. (5.5)
Figure 5.1 (left) shows a local block of the tensor network with the assignment of indices;
we use x and t as indices along the 1ˆ- and the 2ˆ-directions, respectively. In eq. (5.3), T has
normal numbers as elements, and, in this chapter, we call T bosonic part of the tensor. The
elements of the bosonic part are explicitly given in refs. [28, 43] for the Schwinger model
and the Thirring model, respectively. The indices of tensor have two components, and one
reads them as xn = (xn,1, xn,2) and tn = (tn,1, tn,2). This is because the original Grassmann
variables in the model, ψ and ψ¯, had two components, and then each component of the indices
runs from 0 to 1. Thus, if we clearly show all components of the indices, the tensor is labeled
by 2× 4 indices:
Tijkl = T(i1,i2)(j1,j2)(k1,k2)(l1,l2). (5.6)
As discussed in sec. 2.1.3, the elements of the bosonic part take nontrivial values only when
(i1 + i2 + j1 + j2 + k1 + k2 + l1 + l2) mod 2 = 0 (5.7)
holds; otherwise the elements are zero.
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5.2.2 HOTRG for bosonic part
In this subsection, coarse-graining procedure of the bosonic part is explained. Since, in the
HOTRG, each direction is treated in turn, we put our focus on the coarse-graining along the
1ˆ-direction here. This is a brief review of the normal HOTRG [67], and our aim here is to
discuss the HOTRG for tensors with multi-component indices.
First, we define a new tensor M by contracting two bosonic tensors located next to each










where the integrated indices are defined by t+n = tn ⊗ tn+1ˆ and t−n = tn−2ˆ ⊗ tn+1ˆ−2ˆ. Then,























where the new index generated here will be regarded as second component of a new tensor
index as will be clearly shown later. In the same way, one obtains U− and λ− from M−, and





where Dcut will be the dimension of truncated bonds. ϵ
± corresponds to the amount of
truncation error and are used to select an unitary matrix that leads to better precision; that
is to say, if ϵ+ < ϵ−, then U+ is adopted and vice versa. Now one can define the bosonic part
of new tensor by using the unitary matrix chosen above (let us call it U) and by restricting





In the presence of Grassmann variables, this part is to be modified to incorporate sign factors
arisen from the coarse-graining of them. This point will be discussed soon.
Here, we introduce the new coordinate n⋆ on the coarse-grained lattice using old one labeled
by n. The correspondence between n and n⋆ is shown in fig. 5.2. Using the relationship, the
tensor indices are changed as follows:
T new,bxn+1ˆtn⋆,bxn−1ˆtn⋆−2ˆ,b → T
new,b
xn⋆ tn⋆,bxn⋆−1ˆ⋆ tn⋆−2ˆ,b
→ T new,bxntn,bxn−1ˆ⋆ tn−2ˆ,b . (5.14)
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Fig. 5.1 Coarse-graining along the 1ˆ-direction.
In the last step, n⋆ has been renamed to n since we no longer need to distinguish them. On
the other hand, 1ˆ⋆ = 1ˆ + 1ˆ is remains the same to distinguish the difference between the unit
vectors; the lengths of 1ˆ⋆ is twice longer than that of 2ˆ.
Fig. 5.2 Correspondence between n and n⋆.
After performing the coarse-graining along the 1ˆ- and the 2ˆ-directions, the partition function










once the coarse-grained form of the Grassmann part G⋆ will be successfully defined in the next
section. Note that T ⋆ is the tensor after coarse-grained along the 1ˆ- and the 2ˆ-directions, and
that the lattice spacing has been doubled; i.e. the new unit vectors are defined by 1ˆ⋆ = 1ˆ + 1ˆ
and 2ˆ⋆ = 2ˆ + 2ˆ.
5.2.3 Coarse-graining of the Grassmann part
In this section, the coarse-graining of the Grassmann part is discussed. Our aim here is
to perform a coarse-graining of the Grassmann parts of tensors that are placed next to each
other along the 1ˆ-direction: Gn,xntnxn−1ˆtn−2ˆ and Gn+1ˆ,xn+1ˆtn+1ˆxntn+1ˆ−2ˆ , and to obtain a coarse-
grained Grassmann part consists of new Grassmann variables.
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Note that the Grassmann part of each tensor can freely move around on the network without
involving sign factors since the tensor indices satisfy eq. (5.7); i.e. each G itself is Grassmann-











since the associated measures are contained in eq. (5.16). This integration corresponds to the













































The sign factors have arisen along with the interchange of Grassmann variables in the local
block of the network. This is tolerable since the interchange of Grassmann variables are closed
on the block; i.e. there are no interchanges across the blocks.
The next step is to integrate out the old Grassmann variables ξ in the hopping factors











immediately integrate them out since there are already the corresponding measures, and then








































where the additional sign factors have arisen when breaking the hopping factors of ξ. On the













are no corresponding measures in eq. (5.18).
This mismatch is resolved by noting that the required measures are obtained by shifting a
site to the 2ˆ-direction; i.e. n → n + 2ˆ. In other words, the required measures exist at the
neighboring site, n+2ˆ. For later use, we arrange the ordering of the Grassmann variables and







































Now one can execute the integral by moving the measures to the corresponding block. How-












one has to take care of numerous sign factors. In order to avoid them, we introduce a new
index and a new set of single-component Grassmann variables that obviously satisfy∫ (
dξn⋆−2ˆdξ¯n⋆ ξ¯n⋆ξn⋆−2ˆ
)tn⋆−2ˆ,f = 1. (5.21)
The new index tn⋆−2ˆ,f , which takes 0 and 1, is defined by
tn⋆−2ˆ,f =
(
tn−2ˆ,1 + tn−2ˆ,2 + tn+1ˆ−2ˆ,1 + tn+1ˆ−2ˆ,2
)
mod 2. (5.22)














must be Grassmann-even, and one can now freely move it. By inserting eq. (5.21) into the
proper position in eq. (5.19) and moving the bunch of Grassmann measures in eq. (5.23) as
























· δ(tn,1+tn,2+tn+1ˆ,1+tn+1ˆ,2) mod 2,tn⋆,f , (5.24)
where the hopping factors of the new Grassmann variables also have been shifted by n⋆ →
n⋆ + 2ˆ. New tensor indices now satisfy the new constraints(∑
i





mod 2 = 0 for all n. (5.25)
This constraint is just a consequence of eqs. (5.7) and (5.22). From a practical point of view,





i xn−1ˆ,i+tn⋆−2ˆ,f ) mod 2,0 (5.26)
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Fig. 5.3 Shift of Grassmann measures.
to the new tensor.
As mentioned around eq. (5.13), the sign factor in eq. (5.24) has to be incorporated into









· (−1)xn,1(xn,1+xn,2)+tn,2(tn,1+tn,2)+tn+1ˆ,2(tn+1ˆ,1+tn+1ˆ,2) . (5.27)
This is needed to make the Grassmann part keep possessing only the Grassmann variables.
Indeed, one can include the phase factors when contracting M and U to make T new as in
eq. (5.27) or include them when making M in eq. (5.8). We observe that the latter leads to
a slightly better approximation, and, in sec. 5.3, we show the results in the latter case. For




δ(i1+i2+jf+k1+k2+lf ) mod 2,0, (5.28)
where the indices j, l in the LHS should be read as j = (jf , jb) and l = (lf , lb) while i and k
are the same as before: i = (i1, i2), k = (k1, k2).
Following the same rule in fig. 5.2, the Grassmann part of the new tensor in eq. (5.24) is
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The ordering of Grassmann variables and the assignment of indices are consistent with those
of the initial tensor in eq. (5.4).
By combining the result of the bosonic part and the Grassmann part, one can express the



























Note that the lengths of 1ˆ⋆ and that of 2ˆ are different at this time. This structure of tensor
is similar to that of the initial tensor in eq. (5.4). Actually, by replacing tn,1 → tn,f , tn,2 → 0,
and ξn,1 → ξn (a single-component) for the tensor in eq. (5.4), one obtains eq. (5.30).
The coarse-graining along the 2ˆ-direction can be done as follows. First, let us interchange





































Then, one finds that the coarse-graining step along the 2ˆ-direction is already obtained; one
can just apply the same coarse-graining procedure as the 1ˆ-direction to the flipped tensor.
Finally, the partition function is expressed as eq. (5.15) with the coarse-grained Grassmann
part
G⋆n,ijkl = dηifn dξjfn dη¯kfn dξ¯lfn
(
η¯n+1ˆ⋆ηn
)if (ξ¯n+2ˆ⋆ξn)jf , (5.32)
where all tensor indices are read as e.g. i = (if , ib). Now the scale of the 2ˆ-direction is equal to
that of the 1ˆ-direction. We define an iteration as the coarse-graining for both directions. Then
eq. (5.32) is recognized as the coarse-grained Grassmann part after the first iteration, and it
is also the Grassmann part of the initial tensor for the second iteration. Indeed, it turns out
that the structure of the Grassmann part in eq. (5.32) is kept from the second iteration. The
Chapter 5 Approach to fermions in higher dimensions 75
coarse-graining procedure from the second iteration can be obtained by replacing the second
components of the tensor indices to zero in this section; i.e. one only has to replace
xn,2 → 0, tn,2 → 0 for all n. (5.33)
The GHOTRG algorithm presented here can be trivially extended to any dimensional system
although we do not show the details of a coarse-graining step for higher dimensional systems
here.
5.2.4 Anti-periodic boundary condition
The anti-periodic boundary condition is imposed as the sign factor (−1) which arises when a
fermion line passes across the boundary in the 2ˆ-direction. Thus, on the tensor network, one
can realize the anti-periodic boundary condition by introducing a boundary matrix B into
each link along the 2ˆ-direction:
Tijkl → Tijkl′Bl′l, (5.34)
Bt′ntn−2ˆ =
{
(−1)t′n,1+t′n,2 δt′n,tn−2ˆ if n2 = 0,
δt′n,tn−2ˆ otherwise.
(5.35)
Figure 5.4 shows the graphical representation of the insertion of B. Note that the insertion
affects only the tensors adjacent to the boundary.
Fig. 5.4 Insertion of the matrices B into the network. Dotted line represents the bound-
ary in the 2ˆ-direction. This does not affect the bulk of the network while the boundary
is changed.
Even in the presence of B, coarse-graining along the 2ˆ-direction is quite simple. There are
no difficulties for the coarse-graining as long as the number of lattice sites along the 2ˆ-direction
is even. Then the coarse-graining can be performed while avoiding the boundary as shown in
fig. 5.5.
The coarse-graining step along the 1ˆ-direction is also straightforward while one has to take
care of the additional sign factors that emerge from B. The coarse-graining step with the
boundary is shown in fig. 5.6. Because of the insertion of B, a sign factor
(−1)tn−2ˆ,1+tn−2ˆ,2+tn+1ˆ−2ˆ,1+tn+1ˆ−2ˆ,2 (5.36)
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emerges near the boundary. From the definition of the new index tn⋆−2ˆ,f in eq. (5.22), the
sign factor is rewritten as
(−1)tn−2ˆ,1+tn−2ˆ,2+tn+1ˆ−2ˆ,1+tn+1ˆ−2ˆ,2 = (−1)(tn−2ˆ,1+tn−2ˆ,2+tn+1ˆ−2ˆ,1+tn+1ˆ−2ˆ,2) mod 2
= (−1)tn⋆−2ˆ,f . (5.37)
Then we define a new boundary matrix B⋆ for the next coarse-graining step:
B⋆t′ntn−2ˆ =
{
(−1)t′n,f δt′n,tn−2ˆ if n2 = 0,
δt′n,tn−2ˆ otherwise.
(5.38)
Note that the definition of B is slightly changed from eq. (5.36), and, from the second iteration,
this structure is kept. In this way, the boundary condition does not affect the coarse-graining
procedures for the tensor TG, and the coarse-graining for the boundary matrix can be taken
into account independently of TG. In other words, the effect of B appears only in the con-
traction step to finally compute the partition function after the coarse-graining steps.
Fig. 5.5 Coarse-graining step along the 2ˆ-direction with the boundary matrix. Dotted
line represents the boundary in the 2ˆ-direction. One can easily perform the coarse-
graining step as long as the number of lattice sites along the 2ˆ-direction is even.
5.3 Numerical results
5.3.1 Error and hierarchy of eigenvalues
In this section we show the numerical results obtained by using the GHOTRG. First we
exclusively deal with the massless free Wilson fermion. Figure 5.7 shows the free energies as
functions of the chemical potential µ on the 2× 2 space-time lattice. When Dcut is maximal
(= 16), the GHOTRG result agrees with the analytical result up to the machine precision 1.
On the other hand, with smaller Dcut, the difference between the GHOTRG and the exact
result becomes larger especially for µ < 1.0.
1 On 2× 2 space-time lattice, which reduces to 1× 1 lattice after a single iteration of the GHOTRG, the
maximal bond dimension of the coarse-grained tensor is 16 since the initial bond dimension of the tensor
is 2× 2 = 4; the bond dimension of the tensor can grow twice by a single coarse-graining step.
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Fig. 5.6 Coarse-graining step along the 1ˆ-direction with the boundary matrix. Dotted
line represents the boundary in the 2ˆ-direction. When the coarse-graining involves the
boundary matrix B, the additional sign factors that emerge from the boundary matrices
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Exact solution
Fig. 5.7 Free energy of massless free Wilson fermions as a function of µ on 2× 2 lattice.
Figure 5.8 shows the relative error of the GHOTRG result lnZ (Dcut) defined by
δ =
lnZexact − lnZ (Dcut)
|lnZexact| . (5.39)
For larger Dcut, the error rapidly converges as expected. In the figure, we observe that the
error becomes larger for µ ≈ 0.0 while it is small for µ ≈ 2.0. This tendency is seen for all
Dcut < 16. In order to qualitatively understand this behavior, let us investigate the hierarchy
of eigenvalues of M± in eq. (5.9) 2. Figure 5.9 shows the eigenvalues for µ = 0.0 and µ = 2.0.
2 Strictly speaking, in this section, we include the phase factors from the Grassmann part into M±.
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Fig. 5.8 Relative error of free energy for massless free Wilson fermions as a function of
µ on 2× 2 lattice.
At µ = 0.0 the hierarchy is milder than that at µ = 2.0. From this, we confirm the strong
correlation between the error of the free energy and the hierarchy of eigenvalues; a lower
compression in the coarse-graining procedure leads to a larger error of the physical quantity.
Figure 5.10 shows the relative errors with a larger space-time volume 32 × 32. The error
tends to be larger around µ = 1.0. In fig. 5.11 the eigenvalues of M± are also shown. The
hierarchy of eigenvalues is quite milder at µ = 1.0 than that at µ = 2.0. This behavior is quite
similar to that of GTRG, the Grassmann version of the two dimensional (normal) TRG [28].
5.3.2 Fermion number density of two dimensional Thirring model







where V denotes the lattice volume, is shown for the lattice Thirring model, whose tensor
network representation is given in ref. [28]. In the exact massless free case, the analytical
results are well reproduced by using the GHOTRG with Dcut = 32. The approximation,
however, gets worse around µ = 1.0. In the large µ region, the fermion number density
reaches the saturation density. In the presence of the interaction (g ̸= 0), the Silver Blaze
phenomenon seems to appear around the small µ region, where the fermion number density
is constantly zero while there is an onset at µ ̸= 0. In the interacting case, there are not
analytical results; however these behaviors were already seen in ref. [28], in which the GTRG
is employed.
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Fig. 5.9 Hierarchy of eigenvalues of M± for µ = 0.0 and µ = 2.0 in the massless free
system. The bond dimension is fixed to Dcut = 16. An anisotropic coarse-graining along
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Fig. 5.10 Relative error of the free energy for massless free Wilson fermions as a function
of µ on 32× 32 lattice.
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Fig. 5.11 Hierarchy of eigenvalues at µ = 1.0 and µ = 2.0 in the massless free system.
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Saturation density
Fig. 5.12 Fermion number density for the lattice Thirring model. In the massless free
case, the analytical results are also shown. The lattice volume is fixed to 32× 32.
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5.3.3 Test in three dimensions
We apply the GHOTRG to the three dimensional massless free Wilson fermion and compute
the free energy. Even on the 2 × 2 × 2 space-time lattice, the computational complexity is
very severe to carry out the full Dcut computation in three dimensions
3. Then we have to
compromise to carry out the computation on an anisotropic, 2 × 1 × 1, lattice to verify the
algorithm and the code. We perform the coarse-graining step from 2× 1× 1 to 1× 1× 1 with
several Dcut, and the results are shown in fig. 5.13. With the full bond dimension Dcut = 16 in
this case, our result is consistent with the exact solutions within the machine precision. Even
with smaller Dcut < 16, the accuracy is reasonable, and the relative error rapidly converges
with increasing Dcut. Since the initial tensor in three dimensions has complex elements
4, the
free energy might become complex with smaller Dcut < 16. Even in the case that we obtain














GHOTRG: Dcut=  8GHOTRG: Dcut=10GHOTRG: Dcut=12GHOTRG: Dcut=14GHOTRG: Dcut=16
Exact solution
Fig. 5.13 Free energy of three dimensional massless free Wilson fermions as a function
of µ on 2×1×1 lattice. Although, in the presence of truncation errors, the results might
take complex values, the real parts of them are shown here.
5.4 Chapter summary
In this chapter we have formulated Grassmann version of the HOTRG algorithm and applied it
to the free fermion systems and the lattice Thirring model. The obtained results are consistent
with exact or previous ones, and we can conclude that the GHOTRG is a correct algorithm.
3 In ref. [149] the larger volume systems in three dimensions are dealt with, and there are also numerical
results of Green’s function.
4 For the explicit definition of the tensor network for three dimensional fermions, see ref. [148].
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In two dimensional massless free case, the eigenvalues with very poor hierarchy are observed
at µ = 1, and the accuracy of the GHOTRG gets worse around the point. From this, the
situation of accuracy of the GHOTRG is similar to that of the GTRG (see ref. [28]).
The new algorithm can be straightforwardly extended to three dimensions or more. Then,
one can in principle deal with any dimensional system with fermions by using it. It is, however,
still difficult to directly approach four dimensional systems on account of the computational
complexity. This is not peculiar to the GHOTRG but common with the normal HOTRG, and,
to approach four or higher dimensional systems using the (G)HOTRG, further developments
of the algorithm are awaited.
We hope that our new formulation is a starting point towards the four dimensional inter-
esting model, say lattice QCD. In lower, two or three, dimensions, there are also interesting
models suffering from the sign problem such as supersymmetric systems and chiral gauge the-
ories. We are now able to approach such models; the 2+1 dimensional systems are interesting
and reasonable in the viewpoint of the computational complexity.
The bottleneck of the HOTRG is the contraction of tensors, whose computational complexity
is in proportion to D4d−1cut with the dimensionality d. This cost could be reduced by introducing
a random algorithm into the contraction step. Many random algorithms have been proposed
in Hamiltonian based approaches [150–154], and the tensor network Monte Carlo method
introduced in refs. [155, 156] may be applicable to the HOTRG. In appendix C, we introduce




In this work, coarse-graining algorithms for tensor networks are applied to two dimensional
models with a new formulation for scalar bosons, and a new algorithm suitable for three and
higher dimensional fermion systems is proposed.
■Scalar bosons In chap. 3, after we introduce a new formulation for scalar bosons, the critical
coupling constant of the two dimensional φ4 theory is computed using the new formulation





= 10.913(56) with the bare coupling
λ and the renormalized critical mass squared µ2c . The result is consistent with recent works
by Monte Carlo simulations and other schemes although the TRG accuracy is known to get
worse near the criticality.
In the new formulation, integrals of scalar field in the path integral are replaced by dis-
crete summations using the Gaussian quadrature rule. In compared to the previous method
proposed by Shimizu in ref. [54], our new method can avoid the loss of significant digits.
In the detail analysis, the thermodynamic limit, which is essentially needed in studying
critical phenomena, is taken into account. The coarse-graining of space-time allows us to
effectively take the thermodynamic limit in a direct way: just repeating iterations. In the
TRG methods, the computational complexity is proportional to the logarithm of space-time
volume, and, in this study, this advantage is fully taken.
Systematic errors that come from the discretization of scalar field and the truncation of
tensor bonds are seriously discussed. As a result, the error from the discretization is smaller
than that of bond truncation for tensors as long as we deal with the two dimensional φ4 theory
using the simplest version of the TRG. This encourages further analyses using improved coarse-
graining algorithms, e.g. the TNR [61] and the loop-TNR [64]. By using such methods with
our new formulation, more precise computation of the critical coupling constant would be
achieved.
■Supersymmetric systems In chap. 4, we discuss an application of the TRG to the two di-
mensional N = 1 Wess–Zumino model. In this work, before making a detailed analysis of
interacting theory, we put our focus on the non-interacting case to verify our new formulation.
To make a tensor network representation of the model, we apply our new formulation for
scalar bosons to the case with multi-component scalar fields, and, in the fermion part, known
techniques are adjusted to the Majorana case. For both of them, we do not fix the detail of
the superpotential. Then, one can easily adopt the techniques in chap. 4 for other models.
One will find that the essence of making tensor network representation is the treatment of
hopping structures in the theory, and this is the reason why the detail of the theory does not
matter to tensor network structures; i.e. the important thing is the kinetic term, and on-site
interactions just changes tensor elements.
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The tensor network formulation and the Grassmann TRG well reproduce the analytical
solutions of the partition functions for free Majorana–Wilson fermion, free Wilson boson, and
the combined system of them. Namely, the Witten index of the free Wess–Zumino model is
well reproduced using our formulation.
Now, the interacting case or more complicated systems are within the range. In the inter-
acting Wess–Zumino model, explicit breaking of the Z2 symmetry owing to the insertion of the
Wilson term into the boson part has to be seriously considered. Before discussing the physical
effects, restoration of the symmetry has to be numerically confirmed in the continuum limit.
■Towards higher dimensions In chap. 5, we propose the Grassmann version of the HOTRG to
open a path to four dimensional QCD. Using the new algorithm, we computed some quantities
for two dimensional free/interacting theories and three dimensional free theory. Obtained
results are consistent with previous and exact results, and this ensures the correctness of the
new algorithm.
The relationship between the hierarchy of eigenvalues and the systematic error is also dis-
cussed. As in the case of the normal TRG and HOTRG, the hierarchy seems to get milder
near the criticality, and this property is observed also in the cross-over region. This result is
consistent with the previous study of the same model in ref. [28].
Using the new algorithm one can deal with any dimensional fermion system in principle.
Compared to the normal HOTRG, special treatments for the Grassmann variables affects
the computational complexity as a constant factor; in other words, the computational time
and memory requirement of the Grassmann HOTRG is basically the same as that of the
normal HOTRG. However, the computational complexity becomes extremely demanding in
four dimensions or over. Then, further improvements of the algorithm are awaited.
Possible ways to reduce the costs are the projective truncation approach in ref. [157] and
Monte Carlo approach discussed in appendix C. In appendix C, we combine a Monte Carlo
multiplication technique with the HOTRG.
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■Symbols Definitions of symbols (field φ, partition function Z, tensor T , and so on) are not
inherited over the chapters. They would be defined at the first time when they appear in each
chapter.
■Space-time lattice Lattice coordinates are labeled by integers; for example, in two dimen-
sions, a lattice coordinate nmeans (n1, n2) with n1, n2 = 0, 1, .... When the coordinates appear
in summations or products, they run over all lattice sites. To represent a site that is next to
n along the µˆ-direction, we use the expression n + µˆ; namely µˆ is the unit vector along the
µˆ-direction. In lattice systems, periodic boundary conditions are imposed in all directions in
almost all chapters. Only the exception is chap. 5; in the chapter, the anti-periodic boundary
condition in the 2ˆ-direction is discussed.
■Lattice units As long as there is no need to remind it, we regard that the lattice units a = 1
are used with the lattice spacing a.
■Difference operators The forward, backward, and symmetric difference operators, ∂µ, ∂∗µ,
and ∂Sµ, are defined by
∂µφn = φn+µˆ − φn, (A.1)







where φn denote the field at the site n. The backward and the symmetric difference operators
are used only in chap. 4.
■Contraction of tensors We basically do not use the Einstein’s summation convention and do
not omit the ranges of summation. When many indices appear in a equation and they take
independent ranges, however, we omit to show the ranges for the visibility. If the ranges are
not shown, the corresponding indices are to be considered to fully run.
■Grassmann numbers When we consider a set of I Grassmann numbers {ξi} and correspond-
ing measures {dξi}, they satisfy anti-commutation relations
{ξi, ξj} = {ξi,dξj} = {dξi,dξj} = 0 for i, j = 1, 2, . . . , I. (A.4)
Note that the Grassmann numbers have the nilpotency: ξ2i = 0. The integral of Grassmann
numbers is defined by∫
dξi1 = 0,
∫
dξiξi = 1 for i = 1, 2, . . . , I. (A.5)
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Thus one can conclude that the operations of integration and differentiation for Grassmann
numbers are identical.


















Using them, the γ matrices and the charge conjugation matrix C are expressed as

























This appendix is based on ref. [158]. For comprehensive definitions, see ref. [159].
B.1 General form
Given a weight function W (x) and an interval [a, b], if polynomial functions p0, p1,... satisfy∫ b
a
dxW (x) pi (x) pj (x) = γiδij , (B.1)
the sequence is called an orthogonal polynomial sequence. Here, {γi} are constants depending
on {pi (x)}. Assuming that the roots of pK (x) (K ≥ 1), x1, x2, ..., xK , are in (a, b), the factor
theorem tells us that
pK (x) = αK (x− x1) (x− x2) · · · (x− xK) , (B.2)
where αK is the leading coefficient of pK (x). Then, given a function f (x), a Lagrange







(x− xi) p′K (xi)
(B.3)
with p′K (x) = (d/dx) pK (x). Our aim in this section is to approximate a weighted integral of
f (x) ∫ b
a
dxW (x) f (x) (B.4)
using the Lagrange polynomial, and to derive a discrete summation formula.
Before moving on to the main part of the derivation, we modify eq. (B.3). A key identity is
the Christoffel–Darboux formula [160, 161] for {pi (x)}
K∑
i=0





pK+1 (x) pK (y)− pK (x) pK+1 (y)
x− y . (B.5)










p′K+1 (x) pK (x)− p′K (x) pK+1 (x)
)
. (B.6)
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p′K (xi) pK−1 (xi) . (B.7)
By defining a new symbol wi as the inverse of eq. (B.7) and using eq. (B.5), the Lagrange







pj (x) pj (xi)
γj
 . (B.8)
Now, one can immediately derive the Gaussian quadrature rule from a weighted integral of
the interpolation polynomial LK (x)
∫ b
a










dxW (x) pj (x)
) . (B.9)
Because of the orthogonality condition of {pi (x)}, the parenthesized part of eq. (B.9) turns
out to be ∫ b
a









and thus the factor in the square bracket of eq. (B.9) becomes 1. Finally, one obtains a simple
summation form ∫ b
a
dxW (x)LK (x) =
K∑
i=1
wif (xi) . (B.11)
This is the Gaussian quadrature rule.
One finds that this numerical quadrature rule gives the exact solution when the integrand
is a polynomial function of order 2K − 1 or less. Let us define such a polynomial function
by g (x). The function can be represented using the polynomial function pK (x) and other
polynomial functions of order K − 1, u (x), v (x):
g (x) = pK (x)u (x) + v (x) . (B.12)
In this form, since a condition
g (xi) = v (xi) (B.13)
always holds for the roots of pK (x): xi (1 ≤ i ≤ K), v (x) is an interpolation polynomial of
g (x). Then, the weighted integral of g (x) turns out to be∫ b
a
dxW (x) g (x) =
∫ b
a
dxW (x) pK (x)u (x) +
∫ b
a




wig (xi) . (B.14)
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Here, we have used the fact that an arbitrary polynomial of order K is expressed as a linear
combination of {pi (x)} (0 ≤ i ≤ K): u (x) =
∑K−1
i=0 cipi (x) with coefficients {ci}. Form
this expression and the orthogonality condition in eq. (B.1), the first term in the first line of
eq. (B.14) vanishes. The second term, as already proven in this section, yields the Gaussian
quadrature form of g (x). Equation (B.14) does not contain approximations at all; thus the
discrete summation reproduces the exact value of the weighted integral of g (x).
We can call wi the weight of the quadrature rule, and they (and xi) are determined once the
explicit form of W (x) is given. The shape of the weight function and associated polynomials
are summarized in tab. B.1.
Table B.1 Weight functions and associated polynomials
W (x) range associated polynomial function
1 [−1, 1] Legendre polynomial
(1− x)α (1 + x)β with α, β > −1 (−1, 1) Jacobi polynomial
1/
√
1− x2 (−1, 1) Chebyshev polynomial (first kind)√
1− x2 [−1, 1] Chebyshev polynomial (second kind)




In this thesis, our aim to adopt the Gaussian quadrature is to replace each integral in the
path integral formulation with discrete summation. In this situation, the target function takes
a form like exp{−d1φ2 − d2φ4} with the scalar field φ and coefficient d1(2), and the range of
integration for scalar fields is (−∞,∞). The first and the second term in the exponential
represent the mass term and the interaction term, respectively. Then, a numerical quadrature
rule that is suitable for us would be the Gauss–Hermite quadrature since the mass term plays
a role of the associated weight function (see the table). Of course, for example, the Gauss–
Legendre quadrature also can be applied with an adjustment of integration range (see next
section); however, in this thesis, we exclusively use the Gauss–Hermite quadrature to replace
the path integral with summations.
In the main body of this thesis, the target function is multi-variable functions, and they
are not even polynomial functions; so the convergence of the Gaussian quadrature has to be
numerically checked. As a result, the systematic error coming from the discretization of fields
are small enough than that from other ingredients. See the numerical sections of chaps. 3
and 4 for the detail discussions.
B.2 Gauss–Legendre quadrature
For practical purposes, we give a way to obtain the values of xi and wi for the Gauss–Legendre
quadrature, which is the most known case and associated with W (x) = 1. First, we present
some definitions for the Legendre polynomial {qi (x)}. Assuming that q0 (x) is normalized to
1, the Legendre polynomial is defined by the recurrence relation:
q0 (x) = 1, (B.15)
q1 (x) = x, (B.16)
(K + 1) qK+1 (x) = (2K + 1)xqK (x)−KqK−1 (x) . (B.17)
From this definition, a general term of the Legendre polynomial is obtained recursively, and
its roots can be calculated in numerical ways. For later use, we give another form of the
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recurrence equation: (
1− x2) q′K (x) = −KxqK (x) +KqK−1 (x) . (B.18)
For the Legendre polynomial, the orthogonality condition and the leading coefficients are also
given explicitly: ∫ 1
−1







2 (x− x1) (x− x2) · · · (x− xK) . (B.20)
Using eqs. (B.18)–(B.20), one can derive an expression of the weight of the Gauss–Legendre








Note that, in the Gauss–Legendre quadrature, the interval of integration is fixed to [−1, 1].
Then, to adapt the quadrature rule to an integral in an arbitrary interval [a, b], one has to






























Higher order tensor renormalization group
using Monte Carlo multiplication
We introduce a variation of the HOTRG. In the new method, the computational complexity
of the HOTRG is reduced by using Monte Carlo multiplication of tensors. Although our
main purpose is to approach higher dimensions, in this appendix, we put our focus on a two
dimensional system as a concrete example.
C.1 Background
Using the HOTRG [67], one can in principle deal with any dimensional system in terms of
tensor networks. However, the computational cost of the HOTRG strongly depends on the
dimensionality: in d-dimensional systems, the computational time and the memory require-
ment are proportional to D4d−1 and D2d with the bond dimension of tensors D, respectively.
On account of the fact, the actual computations have been limited within three dimensions or
less. Although, in three dimensions, the precise results were provided for spin systems [104],
more complicated or higher dimensional systems have not yet been well studied.
To reduce the computational complexity, one possible approach is Monte Carlo approxi-
mation. Mainly in Hamiltonian based frameworks, Monte Carlo techniques have been devel-
oped so far (for the matrix product states (MPS) [162], the projected entangled-pair states
(PEPS) [163], the tree tensor network (TTS) [164], and the multi-scale entanglement renor-
malization ansatz (MERA) [21, 22, 165], see refs. [150–154]), and newer methods given in
refs [155, 156] could be applied to the HOTRG. In their methods, however, the computational
complexity is in proportion to space-time volume. This might weaken the advantage of the
coarse-graining approach: the logarithmic dependency of computational complexity on the
volume. Then, in this appendix, we propose another way. We reduce the computational com-
plexity of the HOTRG by using the Monte Carlo multiplication technique given in ref. [166].
In that paper, a simple Monte Carlo algorithm for matrix multiplication was proposed with
a bound of statistical errors. The error, whose detailed definition is given in the following
section, has turned out to behave well depending on the number of Monte Carlo trials; the
error is reduced by 1/
√
2 when one raises the number of Monte Carlo trials twice. Taking
this advantage, we propose a variation of the HOTRG algorithm, and statistical errors and
prospects for future applications are discussed. Although our aim is to approach three dimen-
sions or higher, in this appendix, we focus on the two dimensional Ising model to test the new
algorithm.
This appendix is organized as follows. In sec. C.2 we introduce a new algorithm after a
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brief review of the Monte Carlo multiplication for matrices proposed in ref. [166]. Numerical
results for the two dimensional Ising model is shown in sec. C.3. Section C.4 is devoted to
summary and outlook.
C.2 Two dimensional HOTRG with Monte Carlo multiplication of
tensors
In this section, we explain the Monte Carlo matrix multiplication algorithm proposed in
ref. [166] and its application to the HOTRG. The original procedure of the HOTRG is given
in chap. 2, and, in this appendix, we inherit the notation from the chapter. Through this
appendix we put our focus on a two dimensional case and simply assume that the target











where D is the bond dimension of the tensor. n and m denote the lattice coordinates, and in
the products they run over all lattice sites. In this appendix, we also assume that the periodic
boundary conditions are imposed in all directions. Specific definitions and derivations of
tensor are given in the main body of this thesis; see chap. 2 for the Ising model and a Dirac
fermion system, chap. 3 for scalar bosons, and chap. 4 for the Majorana fermions and combined
systems of fermions and (multi-component) scalars. For gauge theories, refs. [29, 42, 43] would
be useful for readers. Although in this appendix we assume that the target system does not
contain Grassmann variables, an extension to fermion systems will be straightforward.
C.2.1 Monte Carlo multiplication of matrices
In this subsection, we review the Monte Carlo approach to reduce the cost of matrix-matrix
multiplication proposed in ref. [166]. In the paper, two algorithms were proposed, and, in
this appendix, we use a basic one that aim to minimize the Frobenius norm of the difference
between the original and the approximated matrix. In this subsection, we simply consider a





The purpose of the algorithm is to make a reduced matrices of original ones, A and B.
Let us call the reduced ones C and R and assume that their dimensions are M × DMC and
DMC×N , respectively 1. Once the probability to pick a index l, let us call it pl (1 ≤ l ≤ K), is
given, the Monte Carlo multiplication algorithm processes as follows. First, one picks a index
lt ∈ { 1, . . . ,K } with the probability plt and repeats it for 1 ≤ t ≤ DMC independently and







1 DMC can take any natural number. Ideally DMC has to be smaller than K to reduce the cost.
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for 1 ≤ i ≤M , 1 ≤ j ≤ N , 1 ≤ t ≤ DMC.























for 1 ≤ l ≤ K, the Frobenius norm of AB − CR is proven to behave as







where | · |F denotes the Frobenius norm. The RHS of eq. (C.6) depends on only the number of
Monte Carlo trials DMC and the sizes of original matrices
2. Then, assuming that the tensors
are properly normalized, this Monte Carlo algorithm has a potential to effectively reduce the
cost of the HOTRG regardless of the bond dimension of tensor and the space-time dimension.
C.2.2 HOTRG with Monte Carlo multiplication of tensors





where U is an unitary matrix obtained by the HOSVD and i = t1 ⊗ t′1, j = t2 ⊗ t′2. By












Now, one can straightforwardly apply the Monte Carlo multiplication to eq. (C.8). Then, an





where X˜ and Y˜ are reduced matrices of X and Y , respectively, and the elements of them
are obtained in exactly the same manner as eqs. (C.3) and (C.4). Here, as in the previous
subsection, DMC denotes the number of Monte Carlo trials.
An approximation introduced in eq. (C.9) gives a bound of the difference between T new and
TMC:
∣∣T new − TMC∣∣
F
; that is to say, we have introduced an approximation of an approxima-
tion. The systematic error from the HOTRG and the statistical error from the Monte Carlo
approximation are controlled by D and DMC, respectively. To keep the total approximation
accurate, one has to take sufficiently large value for both D and DMC.
2 We call DMC a the number of Monte Carlo trials since DMC denotes the number of vectors that are
randomly chosen.
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In d-dimensions, for givenD andDMC, the computational complexity of the normal HOTRG
is proportional to D4d−1, and that of the Monte Carlo version is proportional to D2d ×






D2d−1/DMC > 1. Note that the higher the space-time dimension is, the greater the advantage
of this algorithm will be gained. Here, we assume that the resultant accuracy brought from
the same DMC is not affected by space-time dimension. This is a consequence of eq. (C.6),
which tells that the expectation value of the error depends only on the number of Monte Carlo
trials and the size of matrices. Then, if the matrices are properly normalized, the error bound
depends on only DMC. This property is numerically verified in the next section.
C.3 Numerical results
In this section, we check the properties of the new algorithm focusing on two dimensional
Ising model. The partition function of the model can be exactly represented as eq. (C.1) with
D = 2. For the Ising model, this formulation can be derived in a quite straightforward way
(see chap. 2 for the detail).
Using the Monte Carlo algorithm once, one obtains a realization value of the partition
function, and of course it has a statistical error. In this section, to check the statistical error,
we repeatedly compute the partition function N times. Then, the standard deviation (SD) of










where Xi is the i-th realization value of X, and X¯ denotes the mean value.
C.3.1 Matrix size dependence of error
Before moving on to the physical model, we perform a test of matrix-matrix multiplication.
Here we consider multiplications of random valued D × D matrices A and B, and they are
approximated by multiplications of D ×DMC and DMC ×D matrices C and R.
To check the matrix size dependence of the statistical error, we show the mean values of
|AB − CR|F in fig. C.1. The error bars show the SD. Here we create the matrices A, B using
uniform random elements in [0, 1] with fixed dimensions of rows and columns D = 4, 16, 64,
256, 1024, 4096. The horizontal axis denotes the product of the Frobenius norms of A and B,
and, because of the randomness, |A|F |B|F in the horizontal axis is also a mean value 3. In the
figure, to check whether the normalization of matrices affects the degree of error, results for
normalized matrices are also shown. Here normalization constants are simply defined by the
Frobenius norms of matrices. There is a clear relationship between the size of matrices and the
error, but, if the matrices are normalized, the degrees of error does not depend on the matrix
size. In fig. C.2, DMC-dependence of the error for normalized A and B is checked. If one
increases DMC 4 times, the error reduces by 1/2. Then, we have numerically confirmed that
the error |AB − CR|F is proportional to |A|F |B|F /
√
DMC, and that it depends only on DMC
when A and B are normalized. This is a great advantage when considering the application to
the HOTRG; if we properly normalize tensors as a prescription, the error will depend only on
3 Error bars of |A|F |B|F are small and not shown.
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Fig. C.1 The Frobenius norm of the difference between AB and CR with DMC = 4096.
N = 100. To normalize the matrices, the Frobenius norms of themselves are used.
C.3.2 Distribution of probability
Hereafter we show some results for the two dimensional Ising model.
Figures C.3–C.8 show distributions of probabilities in eq. (C.5) for some temperatures
around the criticality Tc, T = Tc, 1.1Tc, 0.99Tc. Cumulative distributions are also shown.
Here, D and DMC are fixed to 24 and 1048576, respectively. One can observe some peaks
of probability (jumps of cumulative distribution) regardless of parameters and the number of
iterations. Then, some dominant vectors that are chosen with high probabilities always exist.
This feature ensures the effect of the Monte Carlo method, and, as long as dealing with the
Ising model, one can expect that the Monte Carlo method works well. Of course the model
dependence has to be considered; namely, the probabilities would depend on the structures of
coarse-grained tensors.
On the criticality, the hierarchy of probability is weakened when the number of iterations
increases. This property unfortunately means that the result of the Monte Carlo method will
spread relatively on the criticality. Then, to check the feasibility on the criticality, in the
following subsection, we show the results at Tc.
C.3.3 Free energy density
In fig. C.9, realization values of the free energy density are shown, and fig. C.10 shows the
histogram of fig. C.9. In both figures, the result of the normal HOTRG is shown as the green
line. Since the error from the Monte Carlo approximation accumulate through the coarse-




















Fig. C.2 The Frobenius norm of the difference between AB and CR with two choices of
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Fig. C.3 Probability and cumulative distribution. T = Tc, D = 24, DMC = 1048576, 2-iterated.
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Fig. C.5 Probability and cumulative distribution. T = 1.1Tc, D = 24, DMC = 1048576, 2-iterated.
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Fig. C.7 Probability and cumulative distribution. T = 0.99Tc, D = 24, DMC = 1048576, 2-iterated.
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Fig. C.8 Probability and cumulative distribution. T = 0.99Tc, D = 24, DMC = 1048576,
10-iterated.
graining steps, final result of the partition function or physical quantities would be affected
by an error that is proportional to the number of coarse-graining iterations. However, from
the figure, the Monte Carlo method well reproduces the partition function computed by the
normal HOTRG for a given parameter set.
Figure C.11 shows the DMC-dependence of mean value of the free energy density with fixed
N = 100. The error bars denote the SD. The normal HOTRG result is also shown. For the
two dimensional Ising model, one knows the exact solution of the free energy in the infinite
volume limit, but we show only the normal HOTRG result since the difference between the
normal HOTRG result and the exact solution is not visible in this resolution. Here, we change
DMC from 64 to 1048576. In the figure, one can see the good property of the Monte Carlo
method; i.e. the mean values lie on the HOTRG line, and, if one raises DMC by four times,
the error reduces by 1/2.
C.4 Chapter summary
Using Monte Carlo multiplication of tensors, we can reduce the computational complexity of
the HOTRG. In this appendix, we have numerically checked properties of the new method.
The numerical results behave well depending on the number of Monte Carlo trials.
An important result is that the error depends only on DMC as long as the matrices are
normalized. From this, we can expect that the space-time dimension does not matter to the
error. To confirm this, further studies in three dimensions or higher is needed. Of course, the
probabilities in the Monte Carlo method is affected by the structures of tensor; i.e. the effect
of this method will have model dependence. This point has to be also checked numerically.
Note that the new method is trivially parallelizable: if one wants to parallelize the evaluation
of the RHS in eq. (C.9) using multiple nodes, one spreads DMC vectors to the nodes, and after














Fig. C.9 Free energy density. T = Tc, D = 24, DMC = 16384, on 2
20 × 220 lattice. The
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lnZ
Fig. C.10 Histogram of fig. C.9. T = Tc, D = 24, DMC = 16384, on 2
20 × 220 lattice.
The result of the normal HOTRG is also shown as the green line.



































Fig. C.11 Free energy density. T = Tc, D = 24, on 2
20 × 220 lattice, N = 100. The
result of the normal HOTRG is also shown as the green line.
the multiplications finish in each node, one completes the computation just summing up the
results together in the primary node.
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