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Abstract
We determine all spacetime flows which lead to a Hamiltonian dynam-
ics in the space of general relativistic initial data sets with asymptoti-
cally Kerr-de Sitter ends. The corresponding Hamiltonians are calculated.
Some implications for black-hole thermodynamics are pointed out.
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1 Introduction
There is growing astrophysical evidence that spacetimes with positive cosmo-
logical constant provide physically correct models for cosmology. Large fam-
ilies of such non-compact, vacuum, general-relativistic models have been con-
structed (see [15, 16, 19, 20, 22, 23, 41] and references therein). In particular we
have now large classes of initial data sets with one or more ends of cylindrical
type, in which the metric becomes periodic when one recedes to infinity along
half-cylinders. This then raises the question, how to define the total mass, or
energy, of such configurations. We have answered this question for asymptot-
ically Schwarzschild-de Sitter metrics in [12] using a Hamiltonian formalism,
and the aim of this paper is to generalize the analysis there to metrics with
asymptotically Kerr-de Sitter ends.
Consider, thus, the variational identity associated with the motion of a
hypersurface in a vacuum space-time in the direction of a vector field X, Equa-
tion (2.3) below. The requirement of convergence of the volume integral there,
when the boundary recedes to infinity on an asymptotically periodic end, leads
to the requirement that the Lie derivative of the metric in the direction of X
approaches zero asymptotically, at least in an integral sense. Barring the case
where X is everywhere spacelike at large distances, one expects that this will
only happen for metrics which are asymptotic to Kerr-de Sitter metrics. Hence
our interest in asymptotically Kerr-de Sitter metrics. We note that a large fam-
ily of non-trivial vacuum spacetimes which are exactly Kerr-de Sitter outside
the domain of dependence of a compact set has been constructed in [23].
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Now, in the coordinate system of (3.1) below, all Killing vectors of Kerr-de
Sitter metrics with rotation parameter a 6= 0 take the form
X = χ∂t + β∂ϕ , (1.1)
where χ and β do not depend upon the spacetime coordinates, but might depend
upon the solution at hand.
The vector field ∂ϕ is singled-out by the requirement that all its orbits are
2π-periodic. Not unexpectedly, we check that the spacetime flow of ∂ϕ generates
a Hamiltonian flow on the space of metrics. The corresponding Hamiltonian is
usually interpreted as the total angular momentum of the solution.
In the case where the rotation parameter a of the metric vanishes, the vector
∂t is singled-out as the unique, up to a multiplicative constant, Killing vector
field orthogonal everywhere to ∂ϕ. We showed in [12] that the spacetime flow of
∂t generates a Hamiltonian dynamical system in the space of gravitational ini-
tial data with asymptotically Schwarzschild-de Sitter ends, with the associated
Hamiltonian equal to the mass parameter m.
When a 6= 0, there does not seem an obvious choice for a second preferred
Killing vector. A natural question arises, which of the Killing vector fields of
the form (1.1) generate a Hamiltonian dynamical system on the space of asymp-
totically Kerr-de Sitter vacuum metrics. We give an exhaustive description of
such vector fields in Theorem 5.1 below. This is the main result of this work.
The result requires a detailed analysis of the variational identities arising in
this context, to be found in Section 2 which occupies a significant part of this
paper. We believe this analysis has interest on its own.
Much to our surprise, the vector field ∂t of the coordinates of (3.1) is
not associated with a Hamiltonian flow. However, we show that the vector
field
√
1 + a2Λ/3∂t is, the corresponding Hamiltonian being equal to m(1 +
a2Λ/3)−3/2. Some further explicit examples of interest of Hamiltonian flows
are given.
As such, the simplest asymptotically Kerr-de Sitter spacetime is the Kerr-de
Sitter spacetime itself. The variational identities that result from a Hamilto-
nian analysis are then known in the literature under the name of “black hole
thermodynamics”. The ambiguity in the choice of the energy, equivalently, in
the choice of the Hamiltonian vector field, leads to ambiguities in the definition
of thermodynamical variables. Here we point out that in the Kerr-de Sitter
spacetimes one can define preferred Killing vector fields X by requiring that X
is tangent to some bifurcate Killing horizon, and has surface gravity equal to
one there. (This enables one to define e.g. the rotation velocities of the remain-
ing horizons with respect to the selected one.) It turns out that these vector
fields are Hamiltonian, with Hamiltonian equal the area of the selected horizon.
The choice of “total energy” as the value of the associated Hamiltonian, leads
to a set of geometrically unique thermodynamical identities.
We note the recent analysis of [30], where thermodynamical instabilities are
tied to instabilities of associated black string solutions. We believe that our
analysis provides a good starting point for similar considerations for solutions
with a positive cosmological constant, and hope to be able to address this issue
in a near future.
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We refer the reader to [1, 4–6, 39] and references therein for alternative ap-
proaches to a definition of mass in the presence of a positive cosmological con-
stant. In Appendix F we shortly discuss a definition using conformal Killing-
Yano tensors. We note that in space-times with a non-zero cosmological con-
stant the Komar integral does not provide a surface-independent integrand ex-
cept for the angular-momentum of hypersurfaces asymptotically invariant under
rotations.
2 The variational formula
We wish to define a Hamiltonian dynamical system on a set of Lorentzian
metrics on an (3 + 1)-dimensional manifold M , assuming the existence of a
spacelike hypersurface S ⊂ M on which the metric asymptotes to a Kerr-de
Sitter metric as one recedes to infinity along an end of S . This is a special
case of a more general construction which can be done in all space-dimensions
n ≥ 2 and proceeds as follows: Given a Lorentzian metric g on M we choose
an n-dimensional manifold Σ and a one-parameter family of embeddings
R× Σ ∋ (t,x) 7→ ψ(t,x) ∈ M . (2.1)
Note that while for all t ∈ R the maps Σ ∋ x 7→ ψ(t,x) ∈ M are assumed to be
embeddings of Σ, we do not assume that the whole map (2.1) is an embedding.
Thus, the hypersurfaces
St := {ψ(t,x) , x ∈ Σ}
do not need to form a foliation, they are allowed to cross each other, etc.
We emphasise that the maps ψ can depend upon the metric g under con-
sideration. Indeed, this will be the case in our main application here, namely
the description of a family of Hamiltonian dynamical systems in the space of
asymptotically Kerr-de Sitter metrics.
To continue, we choose a compact volume V ⊂ Σ with a smooth boundary
∂V . The equations will be analysed on V before taking an exhaustion of Σ and
passing to the limit. We set
V = ψ(0, V ) .
Along each hypersurface St we define a spacetime vector field X by the
formula
X := ψ∗∂t . (2.2)
Note that this defines a vector field on a neighbourhood of S := S0 if ψ is
a diffeomorphism near {0} × Σ but, in general, we will only have a spacetime
vector field defined along St for each t.
2.1 Adapted coordinates
In [33] it was assumed that X is actually a vector field on M , which is moreover
supposed to be timelike and non-vanishing. Then, the spacetime domain
Ω := ∪t{GXt (V )} ⊂ M
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was considered, where by {GXt } we denote the (local) group of diffeomorphisms
generated by the field X. The boundary defined as ∂Ω := ∪t{GXt (∂V )} was,
therefore, a smooth timelike submanifold, with V := Ω ∩ S . Let (xk), k =
1, . . . , n, be a coordinate system on Σ. In [33] local coordinates yµ on M were
chosen so that
St = {y0 = t}, and yi(ψ(t,x)) = xi(x),
whence X = ∂0. Using this particular coordinate system, the following vari-
ational formula has been proved in [33] in dimension 3 + 1, for a Lorentzian
metric interacting with a matter field ϕ:
0 =
1
2γ
∫
V
(
P˙ klδgkl − g˙klδP kl
)
+
∫
V
(p˙δϕ − ϕ˙δp) + 1
γ
∫
∂V
(λ˙δα − α˙δλ)
+
1
2γ
∫
∂V
(2νδQ − 2νAδQA + νQABδgAB) +
∫
∂V
pδϕ (2.3)
with γ = 8π when n = 3 (see, e.g., [12, Appendix D] for other dimensions).
Here, gkl and P
kl describe gravitational Cauchy data on V , i.e. the pull-back to
V of the metric induced by the space-time metric on V and of the ADM mo-
mentum, respectively, whereas ϕ and p represent symbolically the corresponding
Cauchy data for the matter fields, if any. “Dot” stands for the time derivative
∂t. As explained in detail below or in [33], the Q’s describe various components
of the extrinsic curvature of the world tube ∂Ω, whereas ν, νA, and gAB en-
code the metric induced on ∂Ω using an ((n − 1) + 1) decomposition. Finally,
λ =
√
det gAB is the volume form on ∂V whereas α denotes the hyperbolic angle
between S and ∂Ω. For a Hamiltonian flow the second line of (2.3) equals the
variation of the Hamiltonian, which is at the origin of the occurrence of the γ
factors in the formula.
As such, in [28] the formula was generalized to the case when X is spacelike.
Next, in [24] the field was allowed to be null-like. Finally, it has been pointed
out in [12] that the formula remains true for vacuum metrics, possibly with a
cosmological constant, in any space-dimension n ≥ 2, with a constant γ which
depends upon dimension.
Our first aim is to remove the coordinate condition X = ∂0, and the hypoth-
esis that X is a vector field on M , and allow for non vanishing variation δXµ of
the field X. The latter is motivated by the fact, that imposing coordinate con-
ditions leads typically to vector fields X which depend upon the configuration
of the field, so varying the latter necessarily requires varying the former. This
issue will indeed have to be addressed in our analysis below of asymptotically
Kerr-de Sitter spacetimes.
Now, on each Vt := {t}×V we have a non-degenerate n-dimensional metric g
and the ADM momentum P , defined via the ψ-pull-back of the corresponding
objects from ψ({t} × V ) ∈ M . Given a coordinate system (xk) on V , we
denote components of g and P , together with their derivatives with respect to
the parameter t, as gkl, P
kl, g˙kl and P˙
kl, respectively. On each boundary ∂Vt
we have the induced (n− 1)-metric, which we describe by its components gAB .
For computational purposes it is useful to choose the last coordinate xn in such
a way that it is constant on ∂V , and then the collection (xA), A = 1, . . . , n− 1,
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Figure 2.1: The tangent space at ∂V .
provides a coordinate chart on the boundary. By λ :=
√
det gAB we denote the
(n− 1)-volume density on the boundary.
At each point of ∂V we decompose the field X into the part tangent to ∂V ,
which we denote by X‖ = νA∂A, and the part X⊥, orthogonal to ∂V . We have,
therefore, X = X⊥ +X‖ and we define
ν := ±
√
|(X⊥|X⊥)| ,
where the + sign is taken if X is timelike and “−” if X is spacelike. At points
at which X⊥ is non-zero and not null we define the unit vector N := 1νX
⊥, so
that there we have:
X = νN+ νA∂A . (2.4)
We will use the same symbols νA and ν for the corresponding pull-backs to ∂V .
To define the remaining objects appearing in (2.3), on ∂V consider the
two-dimensional tangent plane in TM orthogonal to T∂V (the plane may be
identified with the two-dimensional Minkowski space) and use the following
four normalized vectors: N, M – orthogonal to N, m – tangent to S , di-
rected outwards and, finally, n – orthogonal to m, directed in the future. See
Figure 2.1.
By “α” we denote the “hyperbolic angle” between N and n, defined as
follows:
α =
{
arsinh(N |m) for X⊥ timelike,
sgn(N |m)arcosh(N |m) for X⊥ spacelike. (2.5)
Of course, the definition is meaningful only for non-vanishing ν, which is the
case if we assume that X⊥ is everywhere timelike, or everywhere spacelike non-
vanishing everywhere. The hypothesis that ν has no zeros is needed for the
derivation of the elegant formula (2.3). However, we stress that this hypothesis
will not be needed in our main results below.
In order to define the remaining objects Q, QA and Q
AB we consider the
hypersurface ∂Ω = {GXt (∂V )} ⊂ M , parameterized by coordinates (xa) =
(x0, xA) = (t, xA), and the ADM version Qab of its extrinsic curvature:
Qab :=
√
|det gcd| (Lgˆab − Lab) , (2.6)
Lab := − 1√
gnn
Γnab = −
1√
gnn
Anab , (2.7)
where gˆab is the n-dimensional inverse with respect to the induced metric gab
on ∂Ω, with L = Labgab.
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Assuming again that ν has no zeros, we set:
Q = νQ00 ,
QA = Q
0
A = Q
0agaA ,
QAB =
1
ν
˜˜gACQCD ˜˜g
DB =
1
ν
(
QAB +Q0AνB +Q0BνA +Q00νAνB
)
,
where we use (n− 1)-dimensional inverse ˜˜gAB of the metric gAB on ∂V .
We can also reformulate these definitions in terms of the extrinsic curvature
of ∂V , namely: the torsion covector
ℓA := (∇AN |M) , (2.8)
and the extrinsic curvature tensor in direction of M
kAB ≡ kAB(M) := (∇A∂B |M) , (2.9)
and its trace
k = ˜˜gABkAB . (2.10)
Equivalently, for any pair (Y,Z) of vector fields tangent to ∂V it holds that
k(Y,Z) = (∇Y Z|M). We have
Q = λk , (2.11)
QA = λℓA , (2.12)
QAB = λ
(
kAB − ˜˜gABk + ˜˜gABs
)
, (2.13)
where by s we denote the following “acceleration scalar”
s = (∇NN |M) = −(M |∇NM) . (2.14)
This completes the list of geometric objects used in (2.3).
In Appendix C we prove the following:1
Theorem 2.1 Formula (2.3) is valid for V which are either spacelike every-
where or timelike everywhere, for any vector field X defined along V such that
X is nowhere vanishing and everywhere transverse to the image V of V in
spacetime. The vector field X is allowed to depend upon the metric and its
derivatives (hence with non-vanishing variation δXµ) provided that V is kept
fixed in spacetime.
1More precisely, in Appendix C we prove the second part of our theorem, namely that the
vector field X is allowed to depend upon the field configuration without changing (2.3). The
first part of the theorem is implicit in the considerations in [33], and follows explicitly from
the remaining analysis in the current work in any case.
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2.2 General case
As made clear in Theorem 2.1, the analysis of (2.3) so far assumed that the
field X is a) a spacetime vector field b) which is metric-independent and c)
is transverse to V with X⊥ spacelike or timelike. However, in our analysis of
asymptotically Kerr-de Sitter metrics we need to allow vector fields X which
depend upon the metric, which might vanish and/or change type, and in fact
hypersurfaces V which might be either spacelike everywhere or timelike every-
where. We will remove all these unwanted conditions. This forces us to revisit
the calculations leading to (2.3) for general vectors X.
The essential difference between our final formula below and that in [33] is,
that here the geometric quantities appearing on ∂V are not necessarily those
associated with a hypersurface obtained by flowing ∂V along X, as this set will
not form a hypersurface in general, but those associated with a hypersurface
{yn = 0} obtained by choosing some coordinate system near V in which V =
{y0 = 0}, ∂V ⊂ {yn = 0}. When X is everywhere transverse to V , we can
choose coordinates so that X = ∂/∂y0, in which case all objects appearing in
this section coincide with those of [33], as described in Section 2.1. However,
transversality will not be assumed in this section.
We emphasise that even in the transverse case we do not need to make
the choice X = ∂/∂y0 (or X proportional to ∂/∂y0, which leads to the same
geometric objects). There is indeed a freedom here, which is equivalent to the
choice of the vector field ∂/∂y0 at the boundary ∂V . Every such choice will
lead to the variational formula (2.35) below, with different geometric quantities
appearing there at ∂V for two not-everywhere-colinear-at-∂V choices of ∂/∂y0.
A natural possibility is to choose ∂/∂y0 to be normal to V , but other choices
might be more convenient depending upon the problem at hand.
In any case, we stress once again that the index 0 does not indicate the
variable t associated with Hamiltonian flow, but an auxiliary coordinate y0.
To continue, consider the Lagrangian for vacuum Einstein’s equations with
a cosmological constant Λ:
L =
1
16π
√
|g|(R+ 2Λ) = πµνRµν + Λ
8π
√
|g| , (2.15)
where Rµν = R
λ
µλν is expressed in terms of a metric and a symmetric connec-
tion Γλµν . The multiplicative coefficient 1/16π is physically motivated only in
dimension 3 + 1, using units where G = 1. Following [33] we define
πµν := 116π
√|g| gµν .
Consider a one-parameter family of field configurations λ 7→ (gµν(λ),Γλµν(λ))
and define a “variation” δ as the operation
δ :=
d
dλ
∣∣∣∣
λ=0
,
thus δg = dgdλ |λ=0, etc. The following identity can be easily verified:
δL = Rµνδπ
µν +
Λ
8π
δ
√
|g|+ πµνδRµν
8
= − 1
16π
(Gµν −
√
|g|Λgµν)︸ ︷︷ ︸
=:E µν
δgµν −
(∇κP µνκλ )︸ ︷︷ ︸
=:E µν
λ
δΓλµν + ∂κ
(
P µνκλ δΓ
λ
µν
)
= E µνδgµν −
(∇κP µνκλ ) δΓλµν + ∂κ (P µνκλ δΓλµν) , (2.16)
where
P µνκλ = δ
κ
λπ
µν − δ(µλ πν)κ . (2.17)
Due to the identity (2.16), the (vacuum) Euler-Lagrange equations,
0 = E µν :=
δL
δgµν
= − 1
16π
(
Gµν −
√
|g|Λgµν
)
(2.18)
are equivalent to
δL = ∂κ
(
P µνκλ δΓ
λ
µν
)
. (2.19)
To simplify notation we set
Aλµν := Γ
λ
µν − δλ(µΓκν)κ , (2.20)
which enables us to rewrite identity (2.16) in yet another, equivalent form.
δL− E µνδgµν − E µνλ δΓλµν = ∂λ
(
πµνδAλµν
)
. (2.21)
This equation holds regardless of whether or not the metric g satisfies itself the
vacuum field equations or the connection fulfills the metricity condition.
Now, each field configuration λ 7→ g(λ) comes with its own family of maps
(λ, t) 7→ ψλ(t, ·)
as at the beginning of Section 2, where each ψλ(t, ·) : Σ 7→ M is an embedding
of Σ ⊃ V into the associated spacetime M . Let
λ 7→ X(λ) := (ψλ)∗∂t
be the one-parameter family of spacetime vector fields defined along ψλ({t}×Σ)
associated with ψλ. At given t, the field X(λ) can be extended to a smooth
vector field defined in a spacetime neighborhood of ψλ({t} × V ) in many ways.
If the ψλ’s are local diffeormorphisms near {t} × Σ, then ψ∗λ∂t defines directly
such a vector field, and we will make this choice. Otherwise we choose any
smooth extension; one of the important outcomes of our calculations below is
to show that the result does not depend upon this choice.
To derive the “Hamilton-type” variational identity, (2.27) below, we rewrite
the Lie derivative of the connection,
LXΓ
λ
µν = ∇µ∇νXλ −XσRλνµσ , (2.22)
in terms of A (compare [33, 34])
πµνLXA
α
µν = P
µνκ
λ LXΓ
λ
µν
= (δαλπ
µν − δµλπαν)(∇µ∇νXλ −XσRλ νµσ)
=
√
|g|
16π
{
∇µ(∇µXα −∇αXµ) + 2RασXσ
}
=
1
16π
{
∂µ
[√
|g|(∇µXα −∇αXµ)
]
+ 2
√
|g|RασXσ
}
. (2.23)
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This leads to the identity
−δ
(
πµνLXA
λ
µν −XλL
)
= (LXπ
µν)δAλµν − (LXAλµν)δπµν
+∂σ
[
XλπµνδAσµν −XσπµνδAλµν
]
(2.24)
+LδXλ + πµν [LX , δ]A
λ
µν +X
λ
E
µνδgµν ,
keeping in mind that we allow X to depend upon the field configuration, and
where we do not assume that the vacuum Einstein equations are satisfied. How-
ever, we have assumed that the connection Γ is metric; equivalently, the field
E αβγ defined in (2.16) vanishes. Using (2.23), we find
πµνLXA
λ
µν −XλL+XλE µνδgµν = XλE µνδgµν+
1
16π
{
∂µ
[√
|g|(∇µXλ −∇λXµ)
]
+ (2
√
|g|RλσXσ − 16πXλL︸ ︷︷ ︸
=−32πXσEλσ
)
}
. (2.25)
Recall that
δX =
dX
dλ
|λ=0 .
The identity [LX , δ] = −LδX enables one to rewrite the last line in (2.24) as
follows:
LδXλ − πµνLδXAλµν =
− 1
16π
{
∂µ
[√
|g|(∇µδXλ −∇λδXµ)
]
− 32πEλσδXσ
}
. (2.26)
We conclude that for solutions of the field equations the term LXπ
µνδAλµν −
LXA
λ
µνδπ
µν in (2.24) is the divergence of a bivector density:
(LXA
λ
µν)δπ
µν − (LXπµν)δAλµν = −2XσδEλσ +XλEµνδgµν
+
1
16π
∂µ
{
δ[
√
|g|(∇µXλ −∇λXµ)]
}
+ ∂σ
[
XλπµνδAσµν −XσπµνδAλµν
]
− 1
16π
∂µ
[√
|g|(∇µδXλ −∇λδXµ)
]
. (2.27)
Let (y0, yi) be local coordinates near V = ψ0({0} × V ) ≡ ψ({0} × V ) so
that y0 is constant on V . The yµ’s here will always be local coordinates on M ,
with ∂µ ≡ ∂/∂yµ, while (t, xi) will always denote local coordinates on R×Σ. In
particular we emphasise that ∂0 = ∂/∂y
0 will not be equal to ∂/∂t in general.
From now on we assume that V is spacelike everywhere or timelike ev-
erywhere; equivalently, π00 is nowhere vanishing on V . As such, studies of
Hamiltonian dynamics assume that V is spacelike. However, for the analysis
in Section 4 the variational identities that we are about to derive will also be
needed for V ’s which are timelike.
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In coordinates such that V ⊂ {y0 = const}, the integral of the left-hand
side of (2.27) over the n-dimensional manifold V reads∫
V
[
(LXA
λ
µν)δπ
µν − (LXπµν)δAλµν
]
dΣλ
=
∫
V
[
(LXA
0
µν)δπ
µν − (LXπµν)δA0µν
]
dny . (2.28)
We wish to rewrite this formula in terms of the usual initial data on V . For
this, set
X = X0
∂
∂y0
+ Y ,
where Y := Xk
∂
∂yk
is tangent to V .
Let f be some field on spacetime. We shall denote by LXf the usual
Lie-derivative operator on a manifold, and by LXf the restriction of LXf to
V . Note that LY F coincides with LY F for vector fields Y tangent to V and
geometric fields F on V , and both notations will be used interchangeably in
such cases. See Appendix B for some explicit expressions.
We have the following:
Theorem 2.2 1. Suppose that X = X0∂0 on V , then:∫
V
(
LXgklδP kl − LXP klδgkl
)
+ 2
∫
∂V
(LXαδλ− LXλδα)
−
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB)
= 16π
∫
V
X0
(−2δE00 + Eµνδgµν) , (2.29)
where
LX0∂0gkl := X0∂0gkl +Nk∂lX0 +Nl∂kX0 , (2.30)
LX0∂0P kl := X0∂0P kl +N
√
g
(
DkDlX0 − g˜kl∆X0
)
+
{√
g
(
g˜lrDkN + g˜krDlN − 2g˜klDrN
)
+ P klN r − P krN l − P lrNk
}
∂rX
0 , (2.31)
LX0∂0λ := X0∂0λ+ λνA∂AX0 , (2.32)
LX0∂0α := X0∂0α−
Ng˜nk√
|g˜nn|∂kX
0 . (2.33)
2. Suppose that X0 = 0 ⇔ X = Xi∂i =: Y on V , then:∫
V
(
LY gklδP kl − LY P klδgkl
)
=
∫
∂V
(
2Y kδPnk − Y nP klδgkl
)
− 32π
∫
V
Y iδE0i , (2.34)
where LY = LY is the usual Lie-derivative operator on V .
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Remarks 2.3 1. Adding (2.29) and (2.34), one obtains the variational for-
mula for a general vector field X = X0∂0 + Y :∫
V
(
LXgklδP kl − LXP klδgkl
)
+ 2
∫
∂V
(LX0∂0αδλ − LX0∂0λδα)
−
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB)
−
∫
∂V
(
2Y kδPnk − Y nP klδgkl
)
= 16π
∫
V
X0Eµνδgµν − 2XµδE0µ , (2.35)
with LX for gij and P ij obtained by adding LX0∂0 and LY .
2. For solutions of the field equations, (2.29) with X0 = 1 clearly coincides
with Kijowski’s formula (2.3).
3. We show in Appendix D below that (2.3) with the additional condition
that Y is transversal to ∂V (equivalently, ν has no zeros) coincides with
(2.34).
Proof: Since the proofs are quite lengthy and computationally intensive, we
start with roadmaps.
The proof of formula (2.34) proceeds as follows:
• We integrate (2.27) over V and show that the left-hand side gives (2.71).
• Using (2.50), (2.52) and (2.69), the boundary terms on the right-hand
side of (2.68) lead to the formula (2.72), which is equivalent to (2.34).
For (2.29) more work is needed:
• We integrate (2.27) over V and show that the left-hand side splits into
several terms as in (2.73). The terms proportional to X0 are given by
(2.82), while the next term is a straightforward divergence. The terms
involving ∂kX
0 are the most problematic ones, we return to them in the
last three steps of the calculation.
• The divergence terms from the right-hand side of (2.27) are collected as
a boundary integral in (2.89). The second line of this formula simplifies
to (2.90).
• An intermediate result is provided by (2.91), where all volume terms con-
taining ∂kX
0 are collected in (2.92). The proof is then complete when X0
is space-independent, as all ∂kX
0 terms vanish under this hypothesis.
• To analyze (2.92) one introduces an ADM-type parameterization of the
fields. A lengthy calculation gives (2.98).
• Using the Lie derivatives worked-out in Appendix B, one is led to (2.104).
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• All boundary terms containing ∂AX0 cancel out and we obtain our final
formula (2.29).
Let us pass now to the details of the argument. We start by recalling the
transport formula for Christoffel symbols. Letting Γ denote the connection co-
effiences in a coordinate system y, and Γˆ those transported by a diffeomorphism
ψ, it holds that
Γαβγ = Γˆ
τ
σρ
∂yα
∂ψτ
∂ψσ
∂yβ
∂ψρ
∂yγ
+
∂yα
∂ψτ
∂2ψτ
∂yγ∂yβ
, (2.36)
where we have denoted by ∂y/∂ψ the derivatives of the map inverse to ψ. Let
us denote by δψΓ
α
βγ those variations of Γ
α
βγ which arise from a family of maps
ψ(λ) such that ψ(0) is the identity. It follows from (2.36) that
δψΓ
α
βγ = δX
µ∂µΓ
α
βγ − Γσβγ
∂δXα
∂yσ
+ Γασγ
∂δXσ
∂yβ
+ Γαβσ
∂δXσ
∂yγ
+
∂2δXα
∂yγ∂yβ
, (2.37)
δψA
α
βγ = δX
µ∂µA
α
βγ −Aσβγ
∂δXα
∂yσ
+Aασγ
∂δXσ
∂yβ
+Aαβσ
∂δXσ
∂yγ
+
∂2δXα
∂yγ∂yβ
− δα(β
∂2δXσ
∂yγ)∂yσ
, (2.38)
LXA
α
βγ = X
µ∂µA
α
βγ −Aσβγ
∂Xα
∂yσ
+Aασγ
∂Xσ
∂yβ
+Aαβσ
∂Xσ
∂yγ
+
∂2Xα
∂yγ∂yβ
− δα(β
∂2Xσ
∂yγ)∂yσ
. (2.39)
Now, it should be kept in mind that in all formulae above part of the
variations of the field arise from variations of the map ψ, which is allowed to
vary. To make this clear, let us denote by δf those variations of the fields for
which ψ is the identity (here the index f stands for “fields”). We thus have
δ = δf + δψ . (2.40)
The distinction between δ and δf is somewhat arbitrary for tensor fields defined
in spacetime in a fixed coordinate system, since δψ can always be absorbed in
a redefinition of δf and vice-versa. The question arises, whether this remains
true after pull-backs to the image of ψ0(t, ·) have been taken. In order to clarify
this, let us denote by gˆij the metrics induced by gµν(λ) on the images of ψλ(t, ·)
gˆij(λ, t, ~x) = gµν(λ, ψλ(t, ~x))
∂ψµλ(t, ~x)
∂xi
∂ψνλ(t, ~x)
∂xi
.
Then, in coordinates such that y0(ψ0(0, x
k)) = 0, yi(ψ0(0, x
k)) = xi:
δf gˆij(0, ~x) :=
d
dλ
(
gµν(λ, ψλ(0, ~x))
∂ψµ0 (0, ~x)
∂xi
∂ψν0 (0, ~x)
∂xi
)
)∣∣∣∣
λ=0
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=
dgij(λ, ~x)
dλ
∣∣∣∣
λ=0
, (2.41)
δψ gˆij(0, ~x) =
d
dλ
(
gµν(0, ψλ(0, ~x))
∂ψµλ(0, ~x)
∂xi
∂ψνλ(0, ~x)
∂xj
)∣∣∣∣
λ=0
= LδXgij (2.42)
(space-components of a spacetime Lie derivative),
δgˆij(0, ~x) =
d
dλ
(
gµν(λ, ψλ(0, ~x))
∂ψµλ(0, ~x)
∂xi
∂ψνλ(0, ~x)
∂xi
)
)∣∣∣∣
λ=0
= δf gˆij(0, ~x) + δψ gˆij(0, ~x) . (2.43)
Since our variations are arbitrary, for any δψ gˆij we can redefine δf gˆij so that δgˆij
takes any desired value, and vice-versa. This remains true even if the variations
are constrained to satisfy the linearised field equations (which we do not assume
in most of our calculations, but which might be convenient for some purposes),
since δψ-variations do indeed satisfy the linearised field equations, respectively
the linearized constraint equations, when the fields being varied satisfy the full
equations, respectively the constraint equations.
From now on we will not make a distinction between gˆij and gij .
A similar argument applies to P ij. Henceforth, from now on we will not
make a distinction between δf and δ unless a significant ambiguity arises.
We continue with a preliminary result which deserves highlighting:
Proposition 2.4 The integral (2.28) depends upon the extension of X ≡ ψ∗∂t
off V only through boundary terms arising at ∂V .
Proof: We will need the constraints implied by the identities ∇kπ0k = 0 and
∇kπ00 = 0: Indeed, expressing the left-hand sides in terms of πµν and A0µν , we
obtain the following constraints:
A000 =
1
π00
(
∂kπ
0k +A0klπ
kl
)
, (2.44)
A00k = −
1
2π00
(
∂kπ
00 + 2A0klπ
0l
)
. (2.45)
To continue, we insert (2.39) into (2.28). We start by noting that all second-
order derivatives ∂µ∂νX
σ there with µ = ν = 0 cancel out. Next, all terms
involving ∂0X
0 and ∂k∂0X
0 can be collected into
(1) :=
∫
V
∂k(∂0X
0δπ0k) + ∂0X
0δ( 2A00νπ
0ν −A0µνπµν − ∂kπ0k︸ ︷︷ ︸
=0 by (2.44)
)
=
∫
∂V
∂0X
0δπ0n . (2.46)
A similar calculation using (2.45) gives the following contribution of terms in-
volving ∂0X
k in (2.28) after inserting (2.39) there:
(2) := −
∫
V
∂k
(
∂0X
kδπ00
)
= −
∫
∂V
∂0X
nδπ00 , (2.47)
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which had to be established. ✷
For further reference, we note that those terms in (2.28) which involve ∂iX
0
and its space-derivatives take the form
(3) :=
∫
V
∂kX
0
[
−∂iδπik + 2δ(πkνA00ν)−Akµνδπµν
]
+
∫
∂V
∂iX
0δπin . (2.48)
We continue with the terms which do not involve X0 and ∂0X
µ. Recall
that V is given by the equation {y0 = 0}. To avoid ambiguities, we will use
the notation
Y := Xk∂k , thus X = X
0∂0 + Y , with dy
0(Y ) = 0. (2.49)
It has been shown in [33], for variations such that the image of V in M
remains fixed (equivalently, δψ0 = 0), that we have
πµνδA0µν |δψ0=0 =
(n− 3)
16π
δ(
√
|det gmn|K)− 1
16π
gklδP
kl
+∂k
[
π00δ
(
π0k
π00
)]
; (2.50)
recall that we allow det gmn to have either sign. Here we use the usual definitions
Kkl := − 1√|g00|Γ0kl = − 1√|g00|A0kl , (2.51)
P kl :=
√
|det gmn| (Kg˜kl −Kkl) , (2.52)
where g˜kl is the n-dimensional inverse of the metric gkl induced by gµν on V .
(More precisely, the calculation in [33] has been done in dimension 3 + 1, but
the same calculation in higher dimensions leads to the formula above.) To avoid
the overburdening of notation, we will not make a distinction between the fields
on V and their pull-backs to V .
We use (2.50) as follows: Consider any differentiable family of fields t 7→
(π(t), A(t)). We first note the identity
∂tA
0
µνδπ
µν − ∂tπµνδA0µν = −∂t(πµνδA0µν) + δ(πµν∂tA0µν)
+πµν [∂t, δ]A
0
µν . (2.53)
Equation (2.50) implies
∂t(π
µνδA0µν) =
∂t
(
(n− 3)
16π
δ(
√
|det gmn|K)− 1
16π
gklδP
kl + ∂k
[
π00δ
(
π0k
π00
)])
, (2.54)
δ(πµν∂tA
0
µν) =
δ
(
(n− 3)
16π
∂t(
√
|det gmn|K)− 1
16π
gkl∂tP
kl + ∂k
[
π00∂t
(
π0k
π00
)])
. (2.55)
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Inserting this into the right-hand side of (2.53), we find
∂tA
0
µνδπ
µν − ∂tπµνδA0µν =
1
16π
(
∂tgklδP
kl − ∂tP klδgkl
)
−(n− 3)
16π
[∂t, δ](
√
|det gmn|K) + 1
16π
gkl[∂t, δ]P
kl + [δ, ∂k]
[
π00∂t
(
π0k
π00
)]
−[∂t, ∂k]
[
π00δ
(
π0k
π00
)]
+ ∂k
[
π00[∂t, δ]
(
π0k
π00
)]
−∂k
[
∂tπ
00δ
(
πk0
π00
)
− ∂t
(
πk0
π00
)
δπ00
]
. (2.56)
When ∂t = ∂y0 ≡ ∂0 and all commutators vanish, one obtains
∂0A
0
µνδπ
µν − ∂0πµνδA0µν =
1
16π
(
∂0gklδP
kl − ∂0P klδgkl
)
−∂k
[
∂0π
00δ
(
πk0
π00
)
− ∂0
(
πk0
π00
)
δπ00
]
. (2.57)
We note that for any field f , with δf := ∂λf |λ=0, it holds that
∂tδf = X
α∂α∂λf |λ=0 = ∂λ (Xα∂αf) |λ=0 − ∂λXα|λ=0 (∂αf)
= δ(∂tf)− δXα∂αf . (2.58)
While this can be used to analyze the commutator terms in (2.56), it is cal-
culationally advantageous to proceed as follows: Using (2.39) and (B.6), Ap-
pendix B, and taking an extension of Xk off V such that ∂0X
µ = 0 we have
(LYA
0
µν)δπ
µν − (LY πµν)δA0µν =
= Y i
(
∂iA
0
µνδπ
µν − ∂iπµνδA0µν
)
︸ ︷︷ ︸
∗
−∂kY kπµνδA0µν + 2∂µY kδ
(
πµνA0kν
)
︸ ︷︷ ︸
=2∂iY kδ(πiνA0kν)
−∂i∂kY kδπ0i . (2.59)
For the term ∗, we can use (2.56) with ∂t = ∂yi and with vanishing commutators:
∂iA
0
µνδπ
µν − ∂iπµνδA0µν =
1
16π
(
∂igklδP
kl − ∂iP klδgkl
)
−∂k
[
∂iπ
00δ
(
πk0
π00
)
− ∂i
(
πk0
π00
)
δπ00
]
. (2.60)
The middle term πµνδA0µν is given by (2.50). The term involving π
iνA0kν can
be rewritten as
πiνA0kν = π
ilA0kl + π
i0A0k0 =
N
√
det gmn
16π
(
gilΓ0kl + g
i0A0k0
)
= −
√
det gmn
16π
g˜ilKkl − π
i0
2π00
∂kπ
00 , (2.61)
where we have used the second line of (B.11), Appendix B:
A00k = −
1
2
∂kπ
00
π00
− Γ0kl
g0l
g00
.
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In the first line of (2.61), and elsewhere, we use the notation
Nk := −g0k/g00 , N := (−g00)−1/2 . (2.62)
Now, we add all terms depending on P kl:
1
16π
{
Y i
(
∂igklδP
kl − ∂iP klδgkl
)
− ∂kY k
(
δP − gklδP kl
)
− 2∂iY kδP il
}
=
1
16π
(
LY gklδfP kl − LY P klδfgkl
)
. (2.63)
The remaining terms gather to a full divergence,
−Y i∂k
[
∂iπ
00δ
(
πk0
π00
)
− ∂i
(
πk0
π00
)
δπ00
]
− ∂iY i∂k
[
π00δ
(
π0k
π00
)]
−∂iY kδ
(
πi0
π00
∂kπ
00
)
+ ∂i∂kY
kδ(π00N i)
= ∂k
[
∂i(Y
iπ00)︸ ︷︷ ︸
LY π00
δNk − (Y i∂iNk − ∂iY kN i)︸ ︷︷ ︸
LY Nk
δπ00
]
, (2.64)
leading to
(4) :=
1
16π
∫
V
(
LY gklδfP kl −LY P klδfgkl
)
− 1
16π
∫
∂V
(
LY
√
det gmn
N
δfN
n − LYNnδf
√
det gmn
N
)
. (2.65)
A case of interest in its own is that of vector fields X which are tangent to
V . An alternative, standard and rather more straightforward treatment of this
case is presented in Section 4.2 below. Here we show how the relevant identity
follows from the calculations above:
Proposition 2.5 Suppose that the map ψ leaves V invariant:
ψ(t,V ) ⊂ V , (2.66)
and let Y denote the generator of the flow t 7→ ψ(t, ·) on V . Then∫
V
(
LY gklδP kl − LY P klδgkl
)
=
∫
∂V
(
2Y kδPnk − Y nP klδgkl
)
− 32π
∫
V
XiδE0i . (2.67)
Proof: We return to (2.27) with λ = 0, which we repeat here for the conve-
nience of the reader
(LXA
λ
µν)δπ
µν − (LXπµν)δAλµν = −2XσδEλσ +XλEµνδgµν
+
1
16π
∂µ
{
δ[
√
|g|(∇µXλ −∇λXµ)]
}
+ ∂σ
[
XλπµνδAσµν −XσπµνδAλµν
]
− 1
16π
∂µ
[√
|g|(∇µδXλ −∇λδXµ)
]
. (2.68)
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Integrating over V , the last term above leads to the following boundary inte-
grand:
1
16π
[√
|g|(∇nX0 −∇0Xn)
]
=
1
16π
[√
|g|(gnµg0ν − gnνg0µ)∂µ(gνλXλ)
]
= −
√
|det gkl|
16πN
(
2NXiKni − ∂0Xn +N iDiXn −XiDiNn
)
. (2.69)
Here, and elsewhere, D denotes the covariant derivative operator of the space-
metric gij . Now, we have seen that∫
V
[
(LXAλµν)δπµν − (LXπµν)δAλµν
]
dΣλ = (1) + (2) + (3) + (4) , (2.70)
where (1) has been defined in (2.46), (2) in (2.47), (3) in (2.48) and (4) in
(2.65). Let us take an extension X of the vector field Y (which is tangent to V
and defined so far only on V ) such that X0 ≡ 0. Then (1) and (3) vanish by
(2.46) and (2.48). From (2.47) and (2.65) one finds∫
V
(LXA0µν)δfπµν − (LXπµν)δfA0µν
= (2) +
1
16π
∫
V
(
LXgklδfP kl − LXP klδfgkl
)
− 1
16π
∫
∂V
[
LX
√
det gmn
N
δNn − LXNnδ
√
det gmn
N
]
. (2.71)
Using (2.50) and (2.69) to rewrite the right-hand side of (2.68), with some work
(2.71) can be rewritten as
16π
∫
∂V
− ∂0Xnδπ00︸ ︷︷ ︸
=(2)
+
∫
V
(
LXgklδP kl − LXP klδgkl
)
=
∫
∂V
{
2δ(PniX
i)−XnP klδgkl
}
+
∫
∂V
∂i
[√
det gkl
N
(
XiδNn −XnδN i)]︸ ︷︷ ︸
=0
+
∫
∂V
[
∂0X
nδ
√
det gkl
N
− 2PniδXi
]
− 32π
∫
V
XiδE0i . (2.72)
The first term in the first line cancels out the first term in the last line, providing
the required result. ✷
Our considerations so far have taken care of all the terms involving Xi and
∂0X
µ. We continue with the analysis of the remaining terms, with the aim of
proving (2.29). For all practical purposes, the calculations are the same as if
we wanted to analyze the variational identity (2.27) for vector fields such as
Xi ≡ 0 ≡ ∂0Xµ, and so we proceed accordingly. Equation (2.27) specialised to
this case reads
(LXA
0
µν)δπ
µν − (LXπµν)δA0µν =
X0
[
(∂0A
0
µν)δπ
µν − (∂0πµν)δA0µν
]
+ ∂l(∂µX
0δπµl)
+∂kX
0
[
πµνδAkµν + δ(π
kµΓ0µ0 − π0µΓkµ0)
]
. (2.73)
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In order to analyze the first term on the right-hand side above we use (2.57).
Integrating over V gives∫
V
X0
(
∂0A
0
µνδπ
µν − ∂0πµνδA0µν
)
=
1
16π
∫
V
X0
(
∂0gklδP
kl − ∂0P klδgkl
)
+
∫
V
∂kX
0
[
∂0π
00δ
(
πk0
π00
)
− ∂0
(
πk0
π00
)
δπ00
]
−
∫
∂V
X0
[
∂0π
00δ
(
πn0
π00
)
− ∂0
(
πn0
π00
)
δπ00
]
. (2.74)
To analyze the boundary term in (2.74), we start with the identity
π00δ
(
πn0
π00
)
+ πnnδ
(
πn0
πnn
)
= 2
√
|π00πnn| δ π
n0√
|π00πnn| . (2.75)
Writing
q :=
πn0√
|π00πnn| =
gn0√
|g00gnn| , (2.76)
and assuming that sgn π00 sgnπnn = −1, one finds
2
√
|π00πnn| = 2
16π
√
|g|
√
|g00gnn| = 1
8π
√
det gAB√
1 + q2
. (2.77)
We will write
λ :=
√
det gAB (2.78)
for the pull-back to ∂V of the (n−1)-dimensional volume density on the bound-
ary ∂V . In this notation we have
π00δ
(
πn0
π00
)
+ πnnδ
(
πn0
πnn
)
=
λ
8π
δq√
1 + q2
=
λ
8π
δα , (2.79)
where α := arcsinh (q) is the hyperbolic angle between the vector orthogonal
to the hypersurface ψ({t} × V ) and the world-tube {yn = const} (e.g., α = 0
corresponds to the situation where the vector ψ∗∂t is tangent to the tube).
When sgnπ00 sgnπnn = 1, instead of (2.77) and (2.79) we get
2
√
|π00πnn| = 2
16π
√
|g|
√
|g00gnn| = 1
8π
√
det gAB√
1− q2
, (2.80)
and
π00δ
(
πn0
π00
)
+ πnnδ
(
πn0
πnn
)
=
λ
8π
δq√
1− q2
=
λ
8π
δα , (2.81)
where now q = sinα.
This, and a calculation identical to the one leading to (2.53) imply that the
boundary integral in (2.74) takes the form:∫
∂V
X0
[
∂0π
nnδ
(
πn0
πnn
)
− ∂0
(
πn0
πnn
)
δπnn +
1
8π
(∂0αδλ − ∂0λδα)
]
.
19
Finally, we obtain∫
V
X0
(
∂0A
0
µνδπ
µν − ∂0πµνδA0µν
)
=
1
16π
∫
V
X0
(
∂0gklδP
kl − ∂0P klδgkl
)
+
1
8π
∫
∂V
X0(∂0αδλ− ∂0λδα)
+
∫
V
∂kX
0
[
∂0π
00δ
(
πk0
π00
)
− ∂0
(
πk0
π00
)
δπ00
]
+
∫
∂V
X0
[
∂0π
nnδ
(
πn0
πnn
)
− ∂0
(
πn0
πnn
)
δπnn
]
. (2.82)
We continue with an analysis of the boundary term with Xi set to zero:
X0πµνδAnµν −XnπµνδA0µν = X0πµνδAnµν . (2.83)
Let us exchange the role of yn and y0. Identities (2.44) and (2.45) become
constraints on the boundary of the world-tube T×∂V , where T is the time-axis:
Annn =
1
πnn
(
∂aπ
na +Anabπ
ab
)
, (2.84)
Anna = −
1
2πnn
(
∂aπ
nn + 2Anabπ
nb
)
, (2.85)
and a, b = 0, 1, 2, . . . , n− 1. They imply
πµνδAnµν = π
abδAnab + 2π
naδAnna + π
nnδAnnn
=
(n− 3)
16π
δ(
√
|det gcd|L)− 1
16π
gabδQ
ab + ∂a
[
πnnδ
(
πna
πnn
)]
, (2.86)
where Qab and L have been defined in (2.6). Equation (2.86) gives∫
∂V
X0πµνδAnµν
=
(n− 3)
16π
∫
∂V
X0δ(
√
|det gcd|L)− 1
16π
∫
∂V
X0gabδQ
ab +
∫
∂V
X0∂a
[
πnnδ
(
πna
πnn
)]
=
(n− 3)
16π
∫
∂V
X0δ(|
√
det gcd|L)− 1
16π
∫
∂V
X0gabδQ
ab +
∫
∂V
X0∂A
[
πnnδ
(
πnA
πnn
)]
+
∫
∂V
X0
[
∂0π
nnδ
(
πn0
πnn
)
− ∂0
(
πn0
πnn
)
δπnn
]
+
∫
∂V
X0δ
[
πnn∂0
(
πn0
πnn
)]
.(2.87)
We turn attention now to the Komar-type boundary terms in (2.27):
1
16π
δ
[√
|g|(∇nX0 −∇0Xn)
]
− 1
16π
√
|g|(∇nδX0 −∇0δXn)
= X0δ
(
πnµΓ0µ0 − π0µΓnµ0
)
+ ∂µX
0δπnµ .
It holds that
πnµΓ0µ0 − π0µΓnµ0 =
1
8π
√
|det gcd|gˆa0La0 − πnn∂0
(
πn0
πnn
)
. (2.88)
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The last boundary term in (2.87) cancels the corresponding term in the
above formula when we add them together:∫
∂V
X0πµνδAnµν +X
0δ
(
πnµΓ0µ0 − π0µΓnµ0
)
+ ∂µX
0δπnµ︸ ︷︷ ︸
=(1)+ ∂V −term from (3) , cf. (2.46) and (2.48)
=
(n− 3)
16π
∫
∂V
X0δ(
√
|det gcd|L)− 1
16π
∫
∂V
X0gabδQ
ab +
1
8π
∫
∂V
X0δ
[√
|det gcd|gˆa0La0
]
+
∫
∂V
∂µX
0δπnµ +
∫
∂V
X0∂A
[
πnnδ
(
πnA
πnn
)]
+
∫
∂V
X0
[
∂0π
nnδ
(
πn0
πnn
)
− ∂0
(
πn0
πnn
)
δπnn
]
. (2.89)
Now, a rather lengthy calculation shows that
1
8π
δ
[√
|det gcd|(gˆa0La0+1
2
(n− 3)L)
]
− 1
16π
gabδQ
ab
=
1
16π
(2νδQ − 2νAδQA + νQABδgAB) , (2.90)
which enables one to rewrite the second line of (2.89) as
1
16π
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB) .
Formulae (2.82) and (2.89) give the following intermediate result:∫
V
X0
(
∂0gklδP
kl − ∂0P klδgkl
)
+ 2
∫
∂V
X0(∂0αδλ− ∂0λδα)
−
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB) +
∫
V
(∗∗)× ∂kX0
= −
∫
∂V
∂AX
0
[
πnnδ
(
πnA
πnn
)]
+ 16π
∫
V
X0
(−2δE00 + Eµνδgµν) , (2.91)
where the expression (**) is given by
(∗∗)
16π
= πµνδAkµν︸ ︷︷ ︸
=:(a)/(16π)
+δ(πkµΓ0µ0 − π0µΓkµ0︸ ︷︷ ︸
:=
√
|det gij |(b)/(16π)
) + ∂0π
00δ
(
πk0
π00
)
− ∂0
(
πk0
π00
)
δπ00︸ ︷︷ ︸
=:(c)/(16π)
.
(2.92)
This is precisely the multiplicative factor of ∂kX
0 in the sum of volume terms
in (2.48) and (2.82).
Equation (2.91) ends the proof of (2.29) when X0 = const, because then
∂kX
0 vanishes, while the first term in the last line of (2.91) integrates to zero.
To calculate (∗∗), we will need the usual ADM formulae (B.1) for an (n+1)
splitting, together with
Γ0k0 = ∂k logN −
N l
N
Klk , Γ
0
00 = ∂0 logN +N
k∂k logN − N
lNk
N
Klk
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(recall that Kkl = −NΓ0kl = 12N (DlNk +DkNl − ∂0gkl)). Furthermore,
Γkij = Γ˜
k
ij+
Nk
N
Kij , Γ
k
0j = DjN
k −NKkj + N
k
N
(
N lKlj −DjN
)
.
Using the above, we find
(b) = NgkµΓ0µ0 −Ng0µΓkµ0 = 2DkN +
1
N
(
g˜klN˙l −DlNkN l −NlDkN l
)
= 2DkN +
1
N
N˙k − 2NlK lk , (2.93)
(c) = ∂0(
√
det gmn
N
)δNk − N˙kδ(
√
det gmn
N
) . (2.94)
To calculate (a), the following intermediate results are useful:
Ak00 = Γ
k
00 = g˜
klN˙l −NlDkN l︸ ︷︷ ︸
N˙k+NlDlNk−2NNlKlk
+NDkN +
Nk
N
(
N iN jKij − N˙ −N lDlN
)
(2.95)
Ak0j = Γ
k
0j −
1
2
δkj Γ
λ
0λ = Γ
k
0j −
1
2
δkj Γ
l
0l −
1
2
δkj Γ
0
00
Ak0j = DjN
k −NKkj + N
k
N
(N lKlj −DjN)− 1
2
δkj
(
∂0 logN +DlN
l −NK
)
(2.96)
Akij = Γ
k
ij − δk(jΓλi)λ = Γkij − δk(jΓli)l − δk(jΓ0i)0
= Γ˜kij − δk(j Γ˜li)l − δk(j∂i) logN+
Nk
N
Kij (2.97)
We pass now to
∂kX
0 (a)
16π
= ∂kX
0πµνδAkµν = ∂kX
0
(
π00δAk00 + 2π
0jδAk0j + π
ijδAkij
)
.
Using the above, one can first notice that (∗∗) does not contain ∂0N or ∂0Nk.
After some further work we obtain:
(∗∗) = N√g
(
g˜ij − N
iN j
N2
)
δ
(
Γ˜kij − δk(iΓ˜lj)l
)
+ 2DkNδ
√
g +
√
gDiNδg˜
ki +
+
√
g
N2
DiN(N
kδN i −N iδNk)−√gKδNk
+
√
g
N
[
N iδDiN
k −DiNkδN i −Nkδ(DiN i) +DiN iδNk
]
+
√
gNkδK − 2N jδ(√gKkj ) +
√
gg˜jiδ(NkKij) . (2.98)
Those terms in (2.98) which depend on the shift vector Nk but do not involve
Kij may be simplified as follows:
−√gN
iN j
N
δ
(
Γ˜kij − δk(iΓ˜lj)l
)
+
√
g
N2
DiN(N
kδN i −N iδNk)+
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+√
g
N
[
N iδDiN
k −DiNkδN i −Nkδ(DiN i) +DiN iδNk
]
=
= ∂i
(√
g
N iδNk
N
−√gN
kδN i
N
)
.
After multiplying by ∂kX
0 one obtains a full divergence:
∂kX
0∂i
(√
g
N iδNk
N
−√gN
kδN i
N
)
= ∂k
[
X0∂i
(√
g
N iδNk
N
−√gN
kδN i
N
)]
. (2.99)
We continue with all terms in (2.98) that involve Kij :
√
gNkδK−√gKδNk−2N jδ(√gKkj )+
√
gg˜jiδ(NkKij) = 2N
jδPj
k−NkP ijδgij .
(2.100)
Now, using (B.2) and (B.14), Appendix B, one finds
LXgklδP kl − LXP klδgkl
= X0[∂0gklδP
kl − ∂0P klδgkl]
+DkX
0
[
2NlδP
kl − (NkP ij −N jP ik −N iP jk)δgij
]
︸ ︷︷ ︸
(∗)
−DrX0
[√
g
(
g˜lrDkN + g˜krDlN − 2g˜klDrN
)]
δgkl
−N√g
(
∇k∇lX0 − g˜kl∆X0
)
δgkl . (2.101)
We thus see that the right-hand side of (2.100) corresponds precisely to the
(∗)-part of LXgklδP kl − LXP klδgkl:
∂kX
0
[
2N jδPj
k −NkP ijδgij
]
= (∗) .
Using
∂kX
0
√
det gmng˜
ijδ
(
Γ˜kij − δk(iΓ˜lj)l
)
= DlX0
√
det gmng˜
ij(Djδgli −Dlδgij) =
−∂l
[√
det gmn
(
DlX0g˜ijδgij +DkX
0δg˜kl
)]
+
√
det gmn
(
g˜klDiDiX
0 −DlDkX0
)
δgkl ,
all the terms in (∗∗)DkX0 which involve DN and DDX0, and which we denote
by (∗ ∗ ∗), take the form
(∗ ∗ ∗) = DkX0
[
N
√
gg˜ijδ
(
Γ˜kij − δk(iΓ˜lj)l
)
+ 2DkNδ
√
g +
√
gDiNδg˜
ki
]
= −∂l
[
N
√
g
(
DlX0g˜ijδgij +DkX
0δg˜kl
)]
+2DkX
0(2DkNδ
√
g +
√
gDiNδg˜
ki)
+N
√
g
(
g˜klDiDiX
0 −DkDlX0
)
δgkl . (2.102)
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Comparing with the last two lines of (2.101), we see that (∗ ∗ ∗) differs from
the desired expression by a divergence term. Further, all the volume terms in
(2.29) have at this stage been accounted for. Now, this divergence term leads
to one more boundary integral, with integrand equal to
−N√g
(
DnX0g˜ijδgij +DkX
0δg˜kn
)
= −N√gDkX0
(
g˜ij g˜nk − g˜ik g˜jn
)
δgij
= −2N
(√
g˜nnDnX
0 +DCX
0 g˜
nC
√
g˜nn
)
δλ
+Nλ˜˜gAC∂CX
0
(
g˜nB√
g˜nn
δgAB +
√
g˜nnδgnA
)
︸ ︷︷ ︸
−√g˜nngABδ
(
g˜nB
g˜nn
)
. (2.103)
The before-last line above will be part of LXα.
Adding all the results above, and using the formula for LXλ (see (B.5),
Appendix B)) we end up with the following identity when X = X0∂0:
∫
V
(
LXgklδP kl −LXP klδgkl
)
+ 2
∫
∂V
(LXαδλ− LXλδα + λνA∂AX0δα)
=
∫
∂V
∂AX
0
[
Nλ
√
g˜nnδ
(
g˜nA
g˜nn
)
+
√
g
(
NAδNn
N
− N
nδNA
N
)]
+
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB) + 16π
∫
∂V
X0∂A
[
πnnδ
(
πnA
πnn
)]
+16π
∫
V
X0
(−2δE00 + Eµνδgµν) . (2.104)
Using the identity
NA = νA +Nn
(
g˜nA
g˜nn
)
,
one finds∫
∂V
∂AX
0
[
Nλ
√
g˜nnδ
(
g˜nA
g˜nn
)
+
√
g
(
NAδNn
N
− N
nδNA
N
)
− 2λνAδα
]
=
∫
∂V
∂AX
0N
√
ggnnδ
(
gnA
gnn
)
= −16π
∫
∂V
X0∂A
[
πnnδ
(
πnA
πnn
)]
.
This, together with some obvious cancelations of boundary terms in (2.104)
ends the proof of (2.29). ✷
3 The Kerr-de Sitter metrics
We wish to analyse (2.3) for metrics defined on a half-cylinder [0,∞)×S2 which
asymptote to a periodic spacelike hypersurface in a maximal extension of the
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Kerr-de Sitter metric. (The reader is referred to [9], or [18] and references
therein, for a discussion of maximal extensions.) Locally, in Boyer-Lindquist
coordinates [9, p. 102], the metric takes the form
g = ρ2
(
1
∆r
dr2 +
1
∆θ
dθ2
)
+
sin2(θ)∆θ
ρ2Ξ2
(
adt− (r2 + a2)dϕ)2
− ∆r
ρ2Ξ2
(
dt− a sin2(θ) dϕ)2 , (3.1)
where
ρ2 = r2 + a2 cos2(θ) , (3.2)
∆r = (r
2 + a2)
(
1− Λ
3
r2
)
− 2mr , (3.3)
∆θ = 1 +
a2Λ
3
cos2(θ) , (3.4)
Ξ = 1 +
a2Λ
3
, (3.5)
with t ∈ R, r ∈ R, and θ, ϕ being the standard coordinates parameterizing the
sphere.
Above we have used the standard notation (t, r, θ, ϕ) for the Boyer-Lindquist
coordinates. This leads to a conflict of notation, as in all our considerations so
far t was a parameter along the Hamiltonian flow. The Boyer-Lindquist coor-
dinate t would correspond to the coordinate y0 in our previous considerations
in cases in which the initial data surface is given by {t = 0}. Note, however,
that such coordinates can work at most in regions where ∂t is spacelike, so the
identification of the Boyer-Lindquist coordinate t with y0 is also to be avoided.
Our explicit calculations will be done for a boundary surface ∂V taken to be
one of the coordinate-surfaces {t = const r = const}, before passing with the
boundary to infinity.
Throughout we will assume Λ > 0 and a 6= 0; the case a = 0 has been
covered in [12], while the case Λ < 0 is briefly discussed in Appendix E.
We will keep away from zeros of ρ, where the geometry is singular, and ignore
the trivial coordinate singularities sin(θ) = 0. Recall that the metric (3.1) can
be smoothly extended across the zeros of ∆r, which become Killing horizons in
the extended spacetime. Note that under our assumptions ∆r has at least two
and up to four distinct real zeros. A projection diagram for a natural maximal
analytic extension in the case of four distinct real zeros is shown in Figure 3.1,
see [18] for the remaining cases. The figure illustrates clearly that KdS space-
times with the corresponding range of parameters contain complete periodic
spacelike hypersurfaces. Inspection of the remaining diagrams in [18] shows that
complete periodic spacelike hypersurfaces meeting an infinite number of Killing
horizons exist only when ∆r has four distinct real zeros. In the remaining cases
there exist asymptotically cylindrical complete spacelike hypersurfaces which
interect only one or two horizons.
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Figure 3.1: A projection diagram for the Kerr-Newman - de Sitter metric with
four distinct zeros of ∆r, from [18]. The pattern continues indefinitely in all
directions.
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When m = 0, an explicit coordinate transformation bringing the metric to
the usual de Sitter form can be found in [9, p. 102], see (E.2) below, compare [2,
29, 40].
In what follows the following formula will be useful:
λ :=
√
det gAB =
sin(θ)√
∆θΞ
√
∆θ(r2 + a2)2 − a2∆r sin2(θ) . (3.6)
4 Hamiltonian flows for asymptotically Kerr-de Sit-
ter metrics
Recall (2.35), which we rewrite as∫
V
(
LXgklδP kl −LXP klδgkl
)
+ 2
∫
∂V
(LX0∂0αδλ − LX0∂0λδα)
+16π
∫
V
X0Eµνδgµν − 2XµδE0µ
=
∫
∂V
X0(2νδQ − 2νAδQA + νQABδgAB) +
∫
∂V
(
2Y kδPnk − Y nP klδgkl
)
=: θb(S,X) . (4.1)
The subscript ”b” stands for “boundary”.
Given a compact spacelike surface S and a spacetime vector field X defined
along S, θb(S,X) is thus the “non-dynamical” boundary term from our vari-
ational identity. θb can be thought of as a one-form on the space of vacuum
initial data.
As such, we consider the collection of vacuum initial data which approach
Kerr-de Sitter initial data in an asymptotically periodic end, together with
first derivatives. (A large class of such initial data has been constructed in
[15, 20, 23].) Our aim is to calculate θb for such metrics.
Now, the value of the integral defining θb(S,X) approaches the value of the
same integral calculated in an exact Kerr-de Sitter metric when S is moved
to infinity along the end. So, the problem of calculating θb for asymptotically
Kerr-de Sitter metrics is reduced to one of calculating this integral for exact
Kerr-de Sitter metrics.
In spite of various attempts, we have not been able to carry out a direct
calculation of θb(S,X) for the metric (3.1) on a general surface t = const,
r = const′. However, one can proceed as follows:
Equation (4.1) shows that, for all metric variations within the family of
exact Kerr-de Sitter or Kerr-anti de Sitter metrics, and for all Killing vectors
X of those metrics we have
θb(S,X) = θb(S
′,X), (4.2)
whenever there exists a spacelike or timelike hypersurface V so that ∂V =
S ∪ S′.
In particular, if S is a sphere
Sτ,ρ := {t = τ, r = ρ}
27
in a region where the slices {t = const} are timelike or spacelike, we obtain
∂r(θb(St,r,X)) = 0. (4.3)
Since the Kerr-de Sitter metric is t-independent, it obviously holds that
∂t(θb(St,r,X)) = 0. (4.4)
We conclude that we can choose any convenient value of t and r to calculate
θb(St,r,X) within each of the regions, where (t, r, θ, ϕ) form a coordinate system.
Although this is not immediately apparent, it is the case that the integrand de-
pends smoothly upon the metric when approaching the Killing horizons, hence
surfaces lying on the boundaries of the relevant regions can also be used to
calculate θb(St,r,X). So, in fact, to determine θb(St,r,X) it suffices to calculate
the integral at a bifurcation surface ∆r = 0. This simplifies the calculations
enough to make them tractable.
The reader should keep in mind that when seeking a primitive for θb on bi-
furcation spheres, variations δm and δa have to be accompanied with a variation
δr of r so that δ∆r = 0.
4.1 “Energy”
As such, the condition ∆r = 0 implies that ν = 0 and Q = 0; recall that ν
θ = 0
everywhere in our coordinates. Denoting by
∫
∆r=0
the limit limǫ→0
∫
∆r=ǫ
, we
find∫
∆r=0
−2νAδQA =
∫
∆r=0
−2νϕδQϕ = 2a
r2 + a2
∫
∆r=0
δQϕ =
16πa
r2 + a2
δ
(ma
Ξ2
)
,
∫
∆r=0
νQABδgAB =
∂r∆r
Ξ(r2 + a2)
δ
(
4π(r2 + a2)
Ξ
)
.
To obtain the above, the following formulae are useful:
νϕ = −a
(
a2 + r2
)
∆θ −∆r
(a2 + r2)2∆θ − a2 sin2(θ)∆r
=∆r=0 −
a
a2 + r2
, (4.5)
Qϕ =
ma sin3(θ)
Ξ2ρ4
[
(r2 − a2)ρ2 + 2r2(r2 + a2)] , (4.6)
ν =
1√
|gˆ00|
=
√
∆r∆θρ
Ξ
√
(a2 + r2)2∆θ − a2 sin2(θ)∆r
, (4.7)
νQABδgAB = QCD ˜˜g
CA ˜˜gDBδgAB = −QCDδ˜˜gCD
= −νλ (LgAB − LAB) δ˜˜gAB
= νλ
(
L ˜˜g
AB
δgAB + LABδ˜˜g
AB
)
= νλ
(
1
ρ2
∂r(
√
∆rρ)× 1
λ2
δ(λ2) +
√
∆r
2ρ
∂rgABδ˜˜g
AB
)
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= ν
(
2
ρ2
∂r(
√
∆rρ)δλ+
λ
√
∆r
2ρ
∂rgABδ˜˜g
AB
)
(4.8)
=
∆r=0
2
√
∆r
Ξ (a2 + r2)
∂r(
√
∆r)δλ , (4.9)
√
∆r∂r(
√
∆r) =
1
2
∂r∆r = r −m− rΛ
3
(2r2 + a2) ,
λ =
sin(θ)√
∆θΞ
√
∆θ(r2 + a2)2 − a2∆r sin2(θ) =∆r=0
sin(θ)
Ξ
(r2 + a2) . (4.10)
We also note
J := − 1
8π
∫
S2
P rϕ =
1
8π
∫
S2
Qϕ =
ma
Ξ2
, (4.11)
where the last equality can be used to simplify the calculation of the term∫
∆r=0
δQϕ.
From δ∆r = 0 we get
1
2∂r∆rδr = rδm − (1 − Λ3 r2)aδa. Finally, we are led
to ∫
∆r=0
2νδQ − 2νAδQA + νQABδgAB
= 16π
a
r2 + a2
δ
ma
Ξ2
+ 4π
∂r∆r
Ξ(r2 + a2)
δ
(
r2 + a2
Ξ
)
=
16π√
Ξ
δ
( m
Ξ3/2
)
. (4.12)
The last equality is not completely obvious, and its proof proceeds as follows:
a
r2 + a2
δ
ma
Ξ2
+
1
4
∂r∆r
Ξ(r2 + a2)
δ
(
r2 + a2
Ξ
)
=
a
r2 + a2
δ
ma
Ξ2
+
1
2
∂r∆r
Ξ2(r2 + a2)
(rδr + aδa) +
1
4
∂r∆r
Ξ
δ
1
Ξ
=
1
Ξ2
δm− rΛ
3Ξ2
aδa+
1
Ξ
[
2ma2
r2 + a2
+
1
2
(r −m)− rΛ
6
(2r2 + a2)
]
δ
1
Ξ
= δ
(m
Ξ2
)
+
(
r − Λ
3
r3 − 2mr
2
r2 + a2︸ ︷︷ ︸
r∆r
r2+a2
−1
2
m
)
1
Ξ
δ
1
Ξ
, (4.13)
where the following identity is useful:
− Λ
3Ξ2
aδa =
1
2
δ
1
Ξ
.
Equation (4.12) is equivalent to the statement:
Proposition 4.1 The flow generated by the vector field
X =
√
Ξ∂t
is Hamiltonian, with Hamiltonian HX given by
E := H√Ξ∂t =
m
Ξ3/2
. (4.14)
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4.2 Angular momentum
There is a standard calculation which shows that θb(St,r, ∂ϕ) is, up to a multi-
plicative factor, the variation of total angular momentum, which we reproduce
here for completeness; compare Proposition 2.5. For this, let X be any vector
field tangent to V . The divergence theorem and the vacuum vector constraint
equation DkP
ki = 0 give2
−J := 1
γ
∫
∂V
P ijX
jdSi =
1
γ
∫
V
P ijDiXj =
1
2γ
∫
V
P ijLXgij . (4.15)
Hence, if X does not depend upon the metric and is further tangent to ∂V ,
−δJ = 1
2γ
∫
V
δP ijLXgij + P
ij
LXδgij
=
1
2γ
∫
V
δP ijLXgij + LX(P
ijδgij)︸ ︷︷ ︸
Dk(XkP ijδgij)
−LXP ijδgij
=
1
2γ
∫
V
δP ijLXgij −LXP ijδgij)
+
1
2γ
∫
∂V
P ijδgij X
kdSk︸ ︷︷ ︸
0
, (4.16)
providing the usual Hamiltonian formula for angular momentum:
−δJ = 1
2γ
∫
V
∂gij
∂ϕ
δP ij − ∂P
ij
∂ϕ
δgij .
Comparing with (4.1), we obtain an alternative proof of Proposition 2.5 for
vector fields tangent to S:
θb(St,r, ∂ϕ) = −2γδJ . (4.17)
When X remains tangent to V but is allowed to depend on the metric, there
arises a supplementary term
1
2γ
∫
V
P ijLδXgij =
1
γ
∫
∂V
P ijδX
jdSi . (4.18)
We see that whenever δX is a Killing vector (which is the case in our consider-
ations here), or when δX vanishes at ∂V , the integral (4.18) vanishes.
From (4.11) we obtain
θb(St,r, ∂ϕ) = −2γδJ = −16πδ
(ma
Ξ2
)
. (4.19)
2The minus sign in (4.15) has been intriguing to us. In this context it is helpful to realize
that in a field theory where the energy density is given by T00, energy-conservation in its usual
form requires the momentum density to be defined as −T0i. A simple consistency check is
provided by a massless scalar field of the form φ = f(x− vt), where the minus sign is needed
to have the field momentum positively directed along the velocity vector. Compare [7].
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4.3 The Henneaux-Teitelboim vector field
In [29], in the closely related case of negative cosmological constant, the authors
consider the vector field
XHT := ∂t +
Λa
3Ξ
∂ϕ . (4.20)
The volume part of the variational formula (2.3) is linear in X, which gives
θb(St,r,XHT ) = θb(St,r, ∂t) +
Λa
3Ξ
θb(St,r, ∂ϕ) . (4.21)
Hence,
θb(St,r,XHT ) = 16π
[
1
Ξ1/2
δ
( m
Ξ3/2
)
− Λa
3Ξ
δ
(ma
Ξ2
)]
=
16π
Ξ
δ
(m
Ξ2
)
. (4.22)
We see that XHT is not Hamiltonian.
On the other hand, (4.22) and our remaining considerations so far show
that:
Proposition 4.2 The vector field
X = ΞXHT ≡ Ξ∂t + Λa
3
∂ϕ (4.23)
generates a Hamiltonian flow on the space of metrics, with Hamiltonian HX
given by
HΞXHT =
m
Ξ2
. (4.24)
4.4 Kerr-Schild coordinates
In [9, p.102] it is emphasized that the Kerr-de Sitter metric is asymptotically de
Sitter as it tends to the de Sitter metric in the limit as r goes to infinity. One way
of making this precise is to invoke the Kerr-Schild coordinates, with a de Sitter
background metric. Following [2, 26] we use the coordinate transformation
dτ =
1
Ξ
dt+
2mr(
1− r2Λ3
)
∆r
dr ,
dφ = dϕ− aΛ
3Ξ
dt+
2mr a
(r2 + a2)∆r
dr (4.25)
to obtain
g = gdS +
2mr
ρ2
(kµdx
µ)2 , (4.26)
with
gdS = −
(
1− r2Λ3
)
∆θ
Ξ
dτ2 +
ρ2(
1− r2Λ3
)
(r2 + a2)
dr2 +
ρ2
∆θ
dθ2
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+
(r2 + a2) sin2(θ)
Ξ
dφ2 , (4.27)
kµdx
µ =
∆θ
Ξ
dτ +
ρ2(
1− r2Λ3
)
(r2 + a2)
dr − a sin
2(θ)
Ξ
dφ . (4.28)
The metric gdS is the de Sitter metric in unusual coordinates, which can be
verified by using [9, 26] to find the transformation
R2 =
r2∆θ + a
2 sin2(θ)
Ξ
,
R2 sin2(Θ) =
r2 + a2
Ξ
sin2(θ) ,
T = τ ,
Φ = φ
between (4.28) and the de Sitter metric in static coordinates:
gdS = −(1− ΛR
2
3
)dT 2 +
1
1− ΛR23
dR2 +R2
(
dΘ2 + sin2(Θ)dΦ2
)
. (4.29)
The vector kµ∂µ is null both for g and gdS .
According to the above, the natural “time-evolution” Killing vector XKS in
the Kerr-Schild setting is
XKS ≡ ∂τ = Ξ∂t + aΛ
3
∂ϕ . (4.30)
This coincides with the vector field (4.23), with the associated Hamiltonian
given by (4.24). We can also calculate directly:
θb(St,r,XKS) = Ξθb(St,r, ∂t) +
Λa
3
θb(St,r, ∂ϕ)
= 16π
[
Ξ1/2δ
( m
Ξ3/2
)
− Λa
3
δ
(ma
Ξ2
)]
= 16πδ
(m
Ξ2
)
. (4.31)
5 All Killing vector fields generating Hamiltonian
flows
We have seen that the “energy functional”
E :=
m
Ξ3/2
generates the flow of the vector field
√
Ξ∂t, while the “angular momentum
functional”
J :=
ma
Ξ2
generates the flow of −∂ϕ. This allows us to prove the following:
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Theorem 5.1 A vector field X defined along an initial data hypersurface S
which asymptotes to a Kerr-de Sitter Killing vector field as one recedes to in-
finity along an asymptotically KdS end,
X → χ
√
Ξ∂t + β∂ϕ , (5.1)
where χ and β are allowed to depend upon J and E, but not upon coordinates,
generates a Hamiltonian flow on the space of initial data sets with one asymp-
totically Kerr-de Sitter end if and only if
∂χ
∂J
+
∂β
∂E
= 0 . (5.2)
If (5.2) holds, the Hamiltonian HX = HX(E, J) generating the flow of initial
data associated to X is the unique, up to a constant, solution of the equations
∂EHX = χ , ∂JHX = −β . (5.3)
Proof: Let us denote by VR ⊂ S a family of domains with smooth bound-
aries SR such that SR is homologous to spheres of constant t and r in the
asymptotically KdS region of S , with ∪RVR = S .
Let X1 denote any vector field which asymptotes to
√
Ξ∂t, and let X2 denote
any vector field which asymptotes to ∂ϕ. Then the vector field
X3 := X − χX1 − βX2
asymptotes to zero.
We have seen that, for all vacuum variations of asymptotically KdS initial
data it holds that
lim
R→∞
χ
∫
VR
(
LX1gklδP kl − LX1P klδgkl
)
+ 2 lim
R→∞
χ
∫
SR
(LX01∂0αδλ − LX01∂0λδα)︸ ︷︷ ︸
0
= lim
R→∞
χθb(SR,X1) = χdE , (5.4)
lim
R→∞
β
∫
VR
(
LX2gklδP kl − LX2P klδgkl
)
+ 2 lim
R→∞
β
∫
SR
(LX02∂0αδλ − LX02∂0λδα)︸ ︷︷ ︸
0
= lim
R→∞
βθb(SR,X2) = −βdJ . (5.5)
lim
R→∞
∫
VR
(
LX3gklδP kl − LX3P klδgkl
)
+ 2 lim
R→∞
∫
SR
(LX03∂0αδλ− LX03∂0λδα)︸ ︷︷ ︸
0
= lim
R→∞
θb(SR,X3) = 0 . (5.6)
(In the first two equations, the boundary integrals involving α and λ vanish
because ∂t and ∂ϕ are asymptotic Killing vectors; in the last equation, all
boundary integrals vanish because X3 asymptotes to zero.) It easily follows
that
χδE − βδJ = lim
R→∞
∫
VR
(
LXgklδP kl − LXP klδgkl
)
(5.7)
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The left-hand side will be equal to δHX , for some function HX = HX(E, J), if
and only if (5.2) holds. ✷
The theorem implies that neither the field ∂t, nor the Henneaux-Teitelboim
field XHT , generate Hamiltonian flows on the space of metrics.
A corollary of Theorem 5.1 is that every Killing vector field of the Kerr-de
Sitter metric can be rescaled by an m– and a–dependent factor so that the
rescaled field is Hamiltonian. Indeed, consider a vector field of the form (5.1)
which does not satisfy (5.2). Then the vector field
γ(χ
√
Ξ∂/∂t+ β∂/∂ϕ) (5.8)
will be Hamiltonian if and only if γ is a solution of the ODE(
χ
∂
∂J
+ β
∂
∂E
+
∂χ
∂J
+
∂β
∂E
)
γ = 0 . (5.9)
This equation can always be solved locally using the method of characteristics.
Note that many such rescalings exist: Suppose that X has been rescaled
so that γX has a Hamiltonian HγX . Then for any function f the vector field
f ′(HγX)γX is Hamiltonian, with Hamiltonian
Hf ′γX = f(HγX) .
As an example, we note that the vector field
∂t − Λa
3Ξ
∂ϕ=“XKS with a replaced by its negative”
is not Hamiltonian. But the Killing vector field
1√
2Ξ− 1
(
∂t − Λa
3Ξ
∂ϕ
)
is,
with Hamiltonian
m
Ξ2
√
2Ξ− 1. Similarly m
Ξ2
(
∂t − Λa
3Ξ
∂ϕ
)
is, with Hamiltonian
m2
2Ξ2
(2Ξ − 1).
Further examples of Hamiltonian vector fields include
∂a
∂M
XKS − ∂a
∂J
∂ϕ = − J
M2
XKS − 1
M
∂ϕ , (5.10)
generated by H = a ≡ J/M , and
∂m
∂M
XKS − ∂m
∂J
∂ϕ = Ξ
[(
1− ΛJ
2
M2
)
XKS − 2ΛJ
3M
∂ϕ
]
, (5.11)
generated by H = m ≡M [1 + ΛJ2/(3M2)]2.
6 Black hole thermodynamics
“Black hole thermodynamics” can be thought of as considerations based on
variational identities involving global invariants such as mass and angular mo-
mentum and local invariants associated to event horizons. In stationary space-
times with a preferred “stationary” Killing vector, say X˚ , and a Killing horizon,
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one proceeds as follows: One defines the total energy E as the Hamiltonian as-
sociated to the flow generated by X˚. If X˚ is tangent to the generators of a
horizon with compact cross-sections, a rather general calculation shows that
δE =
κ
8π
δA , (6.1)
where A is the area of the section of the horizon, and κ is the surface gravity.
If, however, X˚ is not tangent to the generators, then there must exist another
Killing vector X tangent to the generators. In spacetime dimension four, mild
supplementary conditions guarantee that one can find a linear combination, say
η = ∂ϕ, of X˚ and X which has 2π periodic orbits:
X˚ = X − Ωη . (6.2)
Note that a specific normalisation of X, determined by X˚, has been chosen in
(6.2). Equation (6.1) is now replaced by
δE =
κ
8π
δA+ΩδJ . (6.3)
As already discussed in e.g. [25], a basic problem with this program for
Kerr-de Sitter spacetimes is the choice of the Killing vector X˚ above. Let us
illustrate this with some examples.
6.1 ∂t
Suppose, first, that we decide to use the ∂t-vector field of the Boyer-Lindquist
coordinates as the preferred Killing vector field X˚. As we have seen that this
Killing vector is not Hamiltonian, the prescription cannot be applied. This last
problem can be fixed by taking instead X˚ =
√
Ξ∂t, which is associated with the
Hamiltonian mΞ−3/2. We will return to this choice in Section 6.3.
6.2 ∂T
Yet another choice, which is directly Hamiltonian without the need to do any
rescalings, is the Kerr-Schild vector field XKS of (4.23), and let us therefore
investigate this choice in detail.
First, some general considerations are in order. In maximally extended
Kerr-de Sitter spacetimes, the Killing horizons are located at
∆r ≡ (r2 + a2)
(
1− Λ
3
r2
)
− 2mr = 0 .
Let r∗ be a root of this equation, then it is easily seen from (3.1) that the Killing
vector field
X∗ = Ξ
(
∂t +
a
a2 + r2∗
∂ϕ
)
= XKS +
(
aΞ
a2 + r2∗
− aΛ
3
)
∂ϕ = ∂T +
a
(
3− Λr2∗
)
3 (a2 + r2∗)︸ ︷︷ ︸
=:Ω∗
∂ϕ
= XKS +
(2mar∗)
(a2 + r2∗)
2︸ ︷︷ ︸
Ω∗
∂ϕ (6.4)
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is tangent to the generators of the corresponding Killing horizon. (In the last
equality above the equation satisfied by r∗ has been used.)
We have seen that the Hamiltonian mass MH associated with XKS is
MH =
m
Ξ2
, (6.5)
and that the total angular momentum J is
J =
ma
Ξ2
=MHa . (6.6)
Using (3.6), the area A∗ of the horizon is
A∗ = 2π
∫ π
0
λ|r=r∗ dθ =
2π(r2∗ + a2)
Ξ
∫ π
0
sin(θ) dθ =
4π(r2∗ + a2)
Ξ
. (6.7)
As such, the surface gravity κ∗ of a Killing horizon H∗ can be defined
through the formula
∂µ(X
αXα)|H∗ = −2κ∗Xµ . (6.8)
A convenient procedure to calculate κ∗ proceeds as follows: let b be any one-
form which extends smoothly across the horizon and such that b(X) = 1. Then
κ∗ can be obtained as the value at the horizon of minus one half of the left-hand
side of (6.8):
κ∗ = −1
2
b(∇(XαXα))|H∗ . (6.9)
Note that the left-hand side is independent of the choice of b, and so is therefore
the right-hand side.
Recall [9] that an extension of the Kerr-de Sitter metric (3.1) across a Killing
horizon can be obtained by introducing new coordinates
dvˆ = dt+ Ξ
r2 + a2
∆r
dr , (6.10)
dϕˆ = dϕ+ Ξ
a
∆r
dr . (6.11)
Hence the one form
b =
1
Ξ
dt+
r2 + a2
∆r
dr
extends smoothly across the Killing horizon H∗ and satisfies b(X∗) = 1. Thus
κ∗ = − lim
r→r∗
(r2 + a2)
2∆r
grµ∂µ(g(X∗,X∗))
= − lim
r→r∗
(r2 + a2)
2∆r
grr∂r(g(X∗,X∗))
=
∂r∆r
2(r2 + a2)
∣∣∣∣
r=r∗
. (6.12)
Here we have used
grr =
∆r
r2 + a2 cos2 θ
,
g(X∗,X∗) = −
∆r
(
r2∗ + a2 cos2 θ
)
(a2 + r2∗)
2 +O((r − r∗)2) . (6.13)
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We claim that we have, consistently with what has been said above,(
1− Λ
3
r2
)
a
r2 + a2︸ ︷︷ ︸
Ω∗
δ
ma
Ξ2︸ ︷︷ ︸
δJ
+
1
4
∂r∆r
(r2 + a2)︸ ︷︷ ︸
κ∗/2
δ
(
r2 + a2
Ξ
)
︸ ︷︷ ︸
A∗/4π
= δ
(m
Ξ2
)
︸ ︷︷ ︸
δMH
, (6.14)
where r = r∗. Indeed, our variational identities lead to (compare [8, 27, 36–38])
δMH =
1
8π
κ∗δA+Ω∗δJ . (6.15)
To prove (6.14), we rewrite (4.12) in the form
a
√
Ξ
r2 + a2
δ
ma
Ξ2
+
1
4
∂r∆r√
Ξ(r2 + a2)
δ
(
r2 + a2
Ξ
)
= δ
( m
Ξ3/2
)
. (6.16)
Dividing by
√
Ξ, we are lead to
a
r2 + a2
δ
ma
Ξ2
+
1
4
∂r∆r
Ξ(r2 + a2)
δ
(
r2 + a2
Ξ
)
= δ
(m
Ξ2
)
+
m
2Ξ3
δΞ . (6.17)
Inserting the identity
m
2Ξ3
δΞ =
Λ
3
m
Ξ3
aδa =
Λ
3
[
r2
a
r2 + a2
δ
ma
Ξ2
− a2 ∂r∆r
4Ξ(r2 + a2)
δ
(
r2 + a2
Ξ
)]
(6.18)
into (6.17) one obtains (6.14).
6.3
√
Ξ∂t
The dynamics associated with the vector field
√
Ξ∂t of Proposition 4.1 is gen-
erated by the Hamiltonian
MˆH := mΞ
−3/2 .
We have the decomposition
√
Ξ∂t =
√
Ξ
(
∂t +
a
a2 + r2∗
∂ϕ
)
− a
√
Ξ
a2 + r2∗︸ ︷︷ ︸
=:Ωˆ∗
∂ϕ = Ξ
−1/2X∗︸ ︷︷ ︸
=:Xˆ∗
−Ωˆ∗∂ϕ , (6.19)
where Xˆ∗ is tangent to the generators of H∗. The surface gravity of Xˆ∗ is
κˆ∗ = Ξ−1/2κ∗, with κ∗ given by (6.12). By inspection of (6.16) one obtains:
δMˆH =
1
8π
κˆ∗δA+ Ωˆ∗δJ . (6.20)
37
6.4 κ−1∗ X∗
We have seen so far two sets of variational identities of thermodynamical type
which are satisfied in Kerr-de Sitter spacetimes, and one can clearly produce
an infinite collection of such identities by considering all possible Hamiltonian
dynamical systems associated with all Hamiltonian asymptotic Killing vectors
of Theorem 5.1. It is thus natural to raise the question, whether any such
identities are singled-out by the geometry. It turns out that this is indeed the
case, and can be seen as follows:
Recall that the equation ∆r = 0 can have up to four distinct roots, and that
there are always at least two distinct zeros when no naked singularities occur.
Further, there is always a negative simple root. Consider, then, a Kerr-de
Sitter spacetime with a a2Λ < 3, and choose a non-degenerate Killing horizon
H∗ = {r = r∗}. There exists precisely one preferred Killing vector associated
with this horizon, namely the unique Killing vector which is tangent to H∗ and
has surface gravity equal to one:
X˜∗ := κ−1∗ X∗ =
2(r2∗ + a2)Ξ
∂r∆r|r=r∗
(
∂t +
a
a2 + r2∗
∂ϕ
)
, (6.21)
where X∗ has been given in (6.4), and we have used (6.12).
It turns out that X˜∗ is Hamiltonian. To see this, we rewrite (6.15) as
δ
(
A∗
8π
)
=
1
κ∗
(δMH − Ω∗δJ) . (6.22)
This means that the Hamiltonian A∗/8π generates the vector field
1
κ∗
(XKS +Ω∗∂ϕ) = κ−1∗ X∗ .
Equivalently, the flow of κ−1∗ X∗ is generated by
M˜H :=
A∗
8π
=
r2∗ + a2
2Ξ
. (6.23)
Consider, then, two Killing horizons with areas Aa and generating Killing
vectors Xa. Suppose that A1 is non-degenerate and normaliseX1 to unit surface
gravity. We will denote by Ω21 the relative angular velocity of the second
horizon with respect to the first one:
X1 =
2Ξ
∂r∆r|r=r1
((r21 + a
2)∂t + a∂ϕ) ,
X2 =
2Ξ
∂r∆r|r=r2
((r22 + a
2)∂t + a∂ϕ) ,
X1 =
(r21 + a
2)∂r∆r|r=r2
(r22 + a
2)∂r∆r|r=r1︸ ︷︷ ︸
=:κ21
X2 +
2aΞ(r22 − r21)
(r22 + a
2)∂r∆r|r=r1︸ ︷︷ ︸
−Ω21
∂ϕ . (6.24)
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We then have the variational identity
δ
(
A1
8π
)
=
κ21
8π
δA2 +Ω21δJ
=
κ2
8πκ1
δA2 +
Ω2 − Ω1
κ1
δJ , (6.25)
with κi given by (6.12), and Ωi given by the last line of (6.4).
For Schwarzschild-de Sitter spacetime, the areas A∗ are determined by r2∗,
and we note the following relation between the roots of the polynomial ∆r|a=0
r21 + r1r2 + r
2
2 =
3
Λ
=: ℓ2 (6.26)
which allows one to express explicitly A1 as a function of A2.
In the general case a 6= 0, (6.7) can be rewritten as
A∗ = 4πℓ2
M2r2∗ + J2
M2ℓ2 + J2
; recall that M = Ξ−2m and J =Ma, ℓ2 = 3Λ−1.
(6.27)
This can be solved for r∗ as a function of A∗, M and J :
r2∗ =
(ℓ2M2 + J2)A∗ − 4πℓ2J2
4πℓ2M2
. (6.28)
Rewriting the equation ∆r = 0 as
(r2 + a2)2
(
1− Λ
3
r2
)2
− 4m2r2 = 0 (6.29)
one obtains, dropping stars:
z2(1− z)2 − 4zµ2 − 4j2(z − 1) = 0 , (6.30)
where
z := A/(4πℓ2), µ := ℓ−1M , and j = ℓ−2J . (6.31)
Let za, a = 1, 2, be two distinct roots of (6.30). Eliminating µ between the
resulting equations, one finds the relation
z1z2
(
1− 2z1 − 2z2 + z1z2 + z21 + z22
)
= 4j2 . (6.32)
This can be explicitly solved for z2(z1), but the resulting formulae are not very
illuminating. A detailed analysis of the resulting equations will be presented
elsewhere.
A Notations
We summarize some of our notations, which largely follow [33] with, however,
some exceptions:
The coordinates yµ are always local coordinates on the spacetime M . In
Section 2 the coordinates (t, ~x) are local coordinates on R × Σ. However, t
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denotes a Boyer-Lindquist time coordinate when discussing Kerr-de Sitter and
asymptotically Kerr-de Sitter metrics.
The coordinate y0 is constant on V := ψ0(V ).
The symbol g˜ij , with i, j ∈ {1, . . . , n}, denotes the n-dimensional inverse of
the metric gij induced on the level sets of ψt(V ). Strictly speaking, we have a
one-parameter family of metrics gij(t), but we will not use this notation. We
use the symbol D to denote the covariant derivative operator of gij .
The coordinate yn is constant on ∂V .
The symbol gˆab, with a, b ∈ {0, 1, . . . , n − 1}, denotes the n-dimensional
inverse of the metric gab induced on the level sets of y
n.
The symbol ˜˜gAB, with A,B ∈ {1, . . . , n−1}, denotes the (n−1)-dimensional
inverse of the metric gAB induced on ∂V .
B Lie derivatives of geometric fields on V
The aim of this appendix is to derive the derivative operators which are obtained
by restricting the Lie derivative of spacetime objects to a non-characteristic
hypersurface. For composite objects such that α or λ, the method is to use
systematically the chain-rule together with the spacetime expression for the
Lie derivative of the relevant components of the metric. We use the ADM
decomposition of the metric:
gkl = g˜kl − N lNkN2 , g0k = Nk, g0k = N
k
N2 , N
2 = − 1g00 , g00 = NkNk −N2. (B.1)
Here, as elsewhere, we let X = X0∂0 + Y , with Y = X
i∂i. We will use the
symbol LX to denote the restriction to the hypersurface {y0 = const} of the
spacetime Lie derivative operator, while LY is the usual Lie derivative operator
on the level sets of the function y0, viewed as an n-dimensional manifold of its
own.
B.1 The induced metric
We start with the following straightforward formulae:
LXgkl = X0∂0gkl +Nk∂lX0 +Nl∂kX0 + LY gkl , (B.2)
LX g˜kl = −g˜kig˜ljLXgij = X0∂0g˜kl −NkDlX0 −N lDkX0 + LY g˜kl. (B.3)
B.2 The volume density λ
We pass now to
λ2 = det gAB = det gµν
(
g00gnn − g0ng0n) ,
which can equivalently be written as
(−g00gnn + g0ng0n)1/2 = λ
N
√
g
=
√|g˜nn|
N
.
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The definition of the Lie derivative
LXg
µν = Xλ∂λg
µν − ∂αXµgαν − ∂αXνgµα
together with
LX
√
|det gαβ | = ∂µ
(
Xµ
√
|det gαβ |
)
(B.4)
gives the following for X of the form X = X0∂0:
LXλ = X0∂0λ+
(
NA − g˜
nA
g˜nn
Nn
)
λ∂AX
0 = X0∂0λ+ λν
A∂AX
0 . (B.5)
For further reference we have
LXπ
µν = ∂λ
(
Xλπµν
)
− ∂αXµπαν − ∂αXνπµα . (B.6)
B.3 The angle α
Using the definition (2.76) of q and (B.3), we get
2
q
LXq = 2
g0n
LXg0n − 1
g00
LXg00 − 1
gnn
LXgnn ,
which gives, again for X = X0∂0,
LXq = X0∂0q − g˜
nk√
|g00gnn|∂kX
0 , (B.7)
and finally for q = sinhα we have the following:
LXα = X0∂0α− g˜
nk∂kX
0
coshα
√
|g00gnn| = X
0∂0α− Ng˜
nk√|g˜nn|∂kX0 . (B.8)
B.4 The ADM momentum
The definition (2.52) of P kl can be rewritten as follows:
P kl :=
√
det gmn (Kg˜
kl −Kkl)
=
1√
|g00|
√
det gmn Γ
0
mn
(
g˜mk g˜nl − g˜mng˜kl
)
=
√
|det gαβ | Γ0mn
(
g˜mk g˜nl − g˜mng˜kl
)
= Kmn
(
g˜mkg˜nl − g˜mng˜kl
)
(B.9)
(summation over spatial indices m,n only), where we have defined the purely
spatial tensor density
Kmn :=
√
|det gαβ| Γ0mn ≡ −
√
det gmnKmn .
Now, when X has no zeros, P˙ kl can be defined as a derivative with respect
to time, as calculated in a coordinate system in which X = ∂t. This definition
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implies the Leibniz rule. Applying it to (B.9), we express P˙ kl in terms of “dots”
acting on Γλµν and gµν , i.e. in terms of Lie derivatives of the metric and of the
connection. To obtain the general formula, valid for any vector field, we use
(2.22) to obtain
LXΓ
λ
µν = ∇µ∇νXλ −XσRλνµσ
= ∂µ∂νX
λ + Γλµσ∂νX
σ + Γλνσ∂µX
σ − Γσµν∂σXλ +Xσ∂σΓλµν ,
LXΓ0kl = ∂k∂lX0 + Γ0kn∂lXn + Γ0k0∂lX0 + Γ0ln∂kXn + Γ0l0∂kX0
−Γ0kl∂0X0 − Γnkl∂nX0 +Xσ∂σΓ0kl . (B.10)
Recall that A0k0 = Γ
0
k0 − 12Γλkλ. Using the constraints (2.44)
A00k = −
1
2π00
(
∂kπ
00 + 2A0klπ
0l
)
= −1
2
∂k
(
g00
√|det gαβ|)
g00
√|det gαβ | − Γ0kl
g0l
g00
= −1
2
∂k
√|det gαβ |√|det gαβ | −
1
2
∂kg
00
g00
− Γ0kl
g0l
g00
, (B.11)
together with the formula
Γλkλ =
∂k
√|det gαβ |√|det gαβ | (B.12)
we find
Γ0k0 = −
1
2
∂kg
00
g00
− Γ0kl
g0l
g00
.
The identity
gm0Γ
0
kl + gmnΓ
n
kl = Γnkl = gmnΓ˜
n
kl
implies
Γnkl = Γ˜
n
kl − g˜mngm0Γ0kl = Γ˜nkl +
gn0
g00
Γ0kl , (B.13)
where Γ˜nkl describes the spatial connection on hypersurfaces {t = const}. In-
serting (B.13) and (B.12) into (B.10) we obtain
LXΓ0mn = DmDnX0 +Xσ∂σΓ0mn + Γ0mk∂nXk + Γ0nk∂mXk − Γ0mn∂0X0
−g
0k
g00
(
Γ0mn∂kX
0 + Γ0mk∂nX
0 + Γ0nk∂mX
0
)
− 1
2g00
(
∂mg
00∂nX
0 + ∂ng
00∂mX
0
)
,
where D denotes the covariant derivative in each hypersurface {y0 = const.}
separately. Using now (B.4), we are led to
LXKmn = LX
(√
|det gαβ | Γ0mn
)
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= Γ0mnX
σ∂σ
(√
|det gαβ |
)
+
√
|det gαβ| LXΓ0mn
= X0∂0Kmn +
√
|det gαβ | DmDnX0
+∂k
(
XkKmn
)
+Kmk∂nXk +Knk∂mXk
−g
0k
g00
(Kmn∂kX0 +Kmk∂nX0 +Knk∂mX0)
−
√|det gαβ|
2g00
(
∂mg
00∂nX
0 + ∂ng
00∂mX
0
)
.
Using ADM notation, we have
√|det gαβ | = N√|det gmn| and
LXKmn = X0∂0Kmn +N
√
|det gmn| DmDnX0 + L ~XKmn
+Nk
(Kmn∂kX0 +Kmk∂nX0 +Knk∂mX0)
+
√
|det gmn|
(
∂mN∂nX
0 + ∂nN∂mX
0
)
.
On the other hand,
LX
(
g˜mk g˜nl − g˜mng˜kl
)
= g˜nlLX g˜mk + g˜mkLX g˜nl − g˜klLX g˜mn − g˜mnLX g˜kl .
Consequently
LX
(
g˜mkg˜nl − g˜mng˜kl
)
= X0∂0
(
g˜mk g˜nl − g˜mng˜kl
)
+ L ~X
(
g˜mk g˜nl − g˜mng˜kl
)
−
{
g˜mk
(
Nng˜lr +N lg˜nr
)
+ g˜nl
(
Nmg˜kr +Nkg˜mr
)
−g˜mn
(
Nkg˜lr +N lg˜kr
)
− g˜kl (Nmg˜nr +Nng˜mr)
}
∂rX
0 .
Finally, we obtain:
LXP kl = LX
{
Kmn
(
g˜mk g˜nl − g˜mng˜kl
)}
= X0∂0P
kl + L ~XP kl +N
√
|det gmn|
(
DkDlX0 − g˜kl∆X0
)
+N r
(
P kl∂rX
0 +KkrDlX0 +Kl rDkX0 − 2g˜klKmr∂mX0
)
+
√
|det gmn|
(
DkNDlX0 +DlNDkX0 − 2g˜klDmN∂mX0
)
−
{
Kkn
(
Nng˜lr +N lg˜nr
)
+Klm
(
Nmg˜kr +Nkg˜mr
)
−Knn
(
Nkg˜lr +N lg˜kr
)
− g˜kl (2NmKrm)
}
∂rX
0 .
After obvious cancelations we obtain the desired formula:
LXP kl = X0∂0P kl + L ~XP kl +N
√
|det gmn|
(
DkDlX0 − g˜kl∆X0
)
+
{√
|det gmn|
(
g˜lrDkN + g˜krDlN − 2g˜klDrN
)
+ P klN r − P krN l − P lrNk
}
∂rX
0 . (B.14)
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C Stationarity with respect to variations of the field
X
One of the consequences of Theorem 2.2 is, that variations of X enter formula
(2.3) with vanishing coefficients. In this appendix we give an alternative proof
of this, under the supplementary assumptions that X is a space-time vector
field, which is everywhere transverse to V , with ν without zeros, and assuming
variations of the map ψ which leave V invariant.
Given a field X on M which is transversal with respect to a hypersurface
V , and give a variation field δX, we choose an arbitrary 1-parameter family
X(λ) of (transversal) vector fields such that X(0) = X, fulfilling:
δX =
∂
∂λ
∣∣∣∣
λ=0
X(λ) . (C.1)
A possible contribution of the variation of X to the right-hand side of formula
(2.3) is linear with respect to δX. We denote it by A(δX).
Let GX(λ)t be the local flow generated by X(λ). We set
R× V ∋ (t, x) 7→ φλ(t, x) = GX(λ)t (x) . (C.2)
Next, given a field configuration g on M , we define a 1-parameter family g(λ)
of metric tensors as
g(λ) := (φ∗λ)
−1g ⇐⇒ φ∗λg(λ) = φ∗0g(0) = g . (C.3)
This means that in local coordinates (t, xi) in a neighborhood of V as in (C.2),
the metric coefficients gµν(λ) of g(λ) do not depend upon λ:
gµν(λ) = gµν .
So, from the point of view of the manifold
R× Σ ⊃ R× V ≈ R× V
and the above coordinate system on it, the resulting variations satisfy
δgµν ≡ δψgµν = ∂
∂λ
∣∣∣∣
λ=0
gµν(λ) ≡ 0 ,
and, therefore, all the terms in the right-hand side of formula (2.3) vanish.
Now, it has been shown in [33] that (2.3) is coordinate invariant. This
implies that the right-hand side of (2.3) vanishes when calculated in any co-
ordinates (xα) on M , not necessarily the ones adapted to the flow of X(λ) as
above. Observe that by (C.3) we have
δg =
∂
∂λ
∣∣∣∣
λ=0
g(λ) =
∂
∂λ
∣∣∣∣
λ=0
(
φ−1λ
)∗
g = −LZg ,
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where the Lie derivative LZg of the metric g is calculated with respect to the
field
Z(t, x) :=
∂
∂λ
∣∣∣∣
λ=0
φλ(t, x) .
Hence, the sum of all contributions of δψgµν to the right-hand side of (2.3) is
canceled by the contribution A(δX) of δX. In other words: A(δX) is equal to
the contribution of δg = LZg.
In fact, this last contribution vanishes identically. To show this, observe
that Z vanishes identically on V because φλ(0, x) = x for every x ∈ V . This
implies that variations of all the Cauchy data, i.e. δgkl, δP
kl and, therefore, also
δλ and δgAB , together with Cauchy data of matter fields: δϕ and δp, vanish
identically. The only non-vanishing contribution could, therefore, come from
δQ, δQA and δα. Hence, the total contribution of these fields, according to
(2.3), is equal to:
A(δX) = 1
γ
∫
∂V
(
λ˙δα+ νδQ− νAδQA
)
. (C.4)
These quantities obey, however, the following identities:
δQ = −1
ν
(
λ˙− ∂A(λνA)
)
δα , (C.5)
QA + P
n
A = −λ∂Aα , (C.6)
δQA = −λ∂Aδα (C.7)
(see Equations (7.11)-(7.13) in [33]). Inserting (C.5) and (C.7) into (C.4) and
integrating by parts they cancel each other, so that A(δX) = 0.
For further reference, we note the following formulae for the variation of the
remaining fields involved:
δgAB = 0 ,
δg00 = δ(X|X) = 2(X|δX) = −2νδν + 2νAδνA ,
δg0A = δ(X|∂A) = gABδνB .
Moreover, using the invariance of Q = νQ00 and QA = Q
0
A, we have:
0 = δ
(
νQ00
)
= Q00δν + νδQ00 ,
0 = δQ0A = δ
(
Q00g0A +Q
0BgBA
)
,
whence,
δQ00 = −1
ν
Q00δν ,
δQ0B = −˜˜gBA (g0AδQ00 +Q00δg0A) = Q00
(
1
ν
νBδν − δνB
)
.
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D Spacelike vectors in adapted coordinates
In this appendix we show that the variational formula (2.3) for vector fields X
tangent to the initial data surface coincides with (2.34). For simplicity, and
consistency with [33] we assume variations that satisfy the linearized constraint
equations.
Using (2.90), one can define a Hamiltonian by performing a Legendre trans-
formation which leads to the so-called “purely metric” formula (9.1) in Ki-
jowski’s paper [33]:
−δH = 1
16π
∫
V
(
P˙ klδgkl − g˙klδP kl
)
+
1
8π
∫
∂V
(λ˙δα − α˙δλ)
+
1
16π
∫
∂V
Qabδgab , (D.1)
where
H = − 1
8π
∫
∂V
Q00 = −
1
8π
∫
∂V
[√
|det gcd|(gˆa0La0+1
2
(n− 3)L)
]
. (D.2)
For the purpose of the calculation here, it is convenient to change the nota-
tion so far as follows: Instead of P kl we write P klV , and instead of Q
ab we write
P abT . This notation emphasises the fact that those fields describe the “ADM
momentum” of the surface V , respectively the “world tube” T obtained by
flowing ∂V along the vector field X:
T := {GXt (x)|x ∈ ∂V } .
In the case of current interest, where X is tangent to V both surfaces coincide,
hence so do the corresponding ADM momenta.
In this notation, (D.1) takes the form
1
8π
δ
∫
∂V
PT 00 =
1
16π
∫
V
(
P˙ klV δgkl − g˙klδP klV
)
+
1
8π
∫
∂V
(λ˙δα− α˙δλ)
+
1
16π
∫
∂V
P abT δgab . (D.3)
So far the variation δX of X was assumed to be zero, and we used adapted
coordinates so that X = ∂0. The reader is warned that ∂0 has nothing to do
with a time coordinate in space-time, but is related to a parameter along the
flow of X. Now, we want to rewrite the formula in a way which allows variations
of X. For this purpose observe that the upper index 0 in (D.3) describes the
transversal, or “normal” (with respect to ∂V ) direction, which we denote by n,
whereas the lower index 0 describes the direction of the field X. Hence:
PT 00 = PT
n
kX
k .
This leads to an associated rewriting of (D.3):
1
8π
∫
∂V
XkδPT nk =
1
16π
∫
V
(
P˙ klV δgkl − g˙klδP klV
)
+
1
8π
∫
∂V
(λ˙δα − α˙δλ)
+
1
16π
∫
∂V
XnP klT δgkl . (D.4)
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Observe, now, that for X tangent to V we have α ≡ 0 (see formula (2.5)).
Using further P klT = P
kl
V , we are led to
1
16π
∫
∂V
2XkδPV
n
k −XnP klV δgkl =
1
16π
∫
V
(
P˙ klV δgkl − g˙klδP klV
)
, (D.5)
where a “dot” denotes the Lie derivative with respect to X. This is a partic-
ular case, with V = T , of formula (2.3), and coincides with (2.34) within the
collection of solutions of field equations, as desired.
For further reference, we note that in fact we also have the pointwise iden-
tity:
2νδQ − 2νAδQA + νQABδgAB = 2XkδPV nk −XnP klV δgkl . (D.6)
which is equivalent to (2.90) when X is tangent to V .
E Negative Λ
There exists a clear prescription how to calculate the Hamiltonian mass of a
family of metrics asymptotic to a fixed background metric [10]. This is the case
for Kerr-anti de Sitter metrics with negative cosmological constant, which are
all asymptotic to the anti de Sitter metric [13, 14, 21, 29]. We emphasise that
this the key difference between Λ < 0 and Λ > 0, as considered in this work:
there is no single metric to which the Kerr de Sitter metrics converge as one
recedes to infinity along asymptotically periodic ends of initial data sets.
More precisely, we use the standard form of the background anti de Sitter
metric,
b = −
(
1 +
R2
ℓ2
)
dT 2 +
(
1 +
R2
ℓ2
)−1
dR2 +R2
(
dΘ2 + sin2Θ dΦ2
)
(E.1)
where, as usual, ℓ2 = −3/Λ. We consider the space of initial data sets for the
vacuum Einstein equations which along S := {T = 0} approach the initial data
for b as R tends to infinity at a rate made precise in (E.11) below. We wish to
check whether the Kerr-de Sitter metrics can be put in the relevant form, and
calculate their Hamiltonian mass.
In this appendix we apply this prescription to the Kerr-anti de Sitter met-
rics. As such, for such metrics the mass is not a global invariant anymore, but
the component of a linear functional on the set of KIDs for the anti-de Sit-
ter metrics [11, 17], which transforms as a Lorentz covector under asymptotic
isometries of the anti de Siter background. We will ignore the remaining com-
ponents of the functional and consider only the “energy component”, since the
transformation properties of the associated object are well understood.
When Λ < 0 and Ξ > 0 (as needed for non-singular rotating black holes with
negative cosmological constant [14, 29]), to calculate the Hamiltonian mass we
need to find the leading order behaviour of the metric and compare it to anti
de Sitter. For this one needs first to transform the Boyer-Lindquist form of the
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metric to a new coordinate system defined by (see, e.g., [2])
T =
t
Ξ
,
R2 =
1
Ξ
(
r2∆θ + a
2 sin2(θ)
)
,
R cos(Θ) = r cos(θ) ,
Φ = ϕ− a Λ
3Ξ
t , (E.2)
Under (E.2) we have, with expansions for large R,
gTT = Ξ
2gtt +
2ΞaΛ
3
gtϕ +
a2Λ2
9
gϕϕ
=
ΛR2
3
− 1 + 72
√
6m
R (a2Λ− a2Λcos(2Θ) + 6)5/2
+O(R−2) , (E.3)
gTΦ = Ξgtϕ +
aΛ
3
gϕϕ
= − 72
(√
6am sin2(Θ)
)
R (a2Λ− a2Λcos(2Θ) + 6)5/2
+O(R−2) , (E.4)
gRR = − 3
ΛR2
− 9
Λ2R4
+
108
√
6m
Λ2R5 (a2Λ− a2Λcos(2Θ) + 6)3/2
+O(R−6) , (E.5)
gRΘ =
216
√
6a2m sin(2Θ)
ΛR4 (a2Λ− a2Λcos(2Θ) + 6)5/2
+O(R−5) , (E.6)
gΘΘ = R
2 +
108
√
6a4m sin2(2Θ)
R3 (a2Λ− a2Λcos(2Θ) + 6)7/2
+O(R−4) , (E.7)
gΦΦ = R
2 sin2(Θ)
+
72
√
6a2m sin4(Θ)
R (a2Λ− a2Λcos(2Θ) + 6)5/2
+O(R−2) . (E.8)
To calculate the Hamiltonian mass of the Kerr-anti de Sitter metrics we can
use the results of [21]: For this, let b = bµνdx
µdxν denote the anti de Sitter
metric in the coordinate system (4.29). Let eaˆ, aˆ ∈ {0, 1, 2, 3} be the following
ON frame for b,
e0ˆ =
1√
1 + R
2
ℓ2
∂T , e1ˆ =
√
1 +
R2
ℓ2
∂R , e2ˆ =
1
R
∂Θ , e3ˆ =
1
R sinΘ
∂Φ . (E.9)
Define
eµν := gµν − bµν , (E.10)
and let eaˆbˆ denote the components of eµν in the coframe dual to {eaˆ}. If there
exists ǫ > 0 such that
eaˆbˆ = O(R−3/2−ǫ) , ecˆ(eaˆbˆ) = O(R−3/2−ǫ) , (E.11)
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then the Hamiltonian mass MH of a hypersurface {t = τ} equals [21, Equa-
tion (5.22)]
MH = lim
R→∞
R3
16πℓ2
∫
Sτ,R
(R∂Re
AˆAˆ − 2e1ˆ1ˆ)d2S
= lim
R→∞
R3
16πℓ2
∫
Sτ,R
(−R∂ReAˆAˆ + 2e1ˆ1ˆ)d2S (E.12)
(summation over Aˆ).
One finds
e1ˆ1ˆ = (1 +
R2
ℓ2
)(gRR − bRR)
= − 36
(√
6m
)
R3
(
Λ (a2Λ− a2Λcos(2Θ) + 6)3/2
) +O(R−4) , (E.13)
e1ˆ2ˆ = O(R
−4) , (E.14)
e2ˆ2ˆ =
1
R2
(gΘΘ − bΘΘ)
=
108
√
6a4m sin2(2Θ)
R5 (a2Λ− a2Λcos(2Θ) + 6)7/2
+O(R−6) , (E.15)
e3ˆ3ˆ =
1
R2 sin2(Θ)
(gΦΦ − bΦΦ)
=
72
√
6a2m sin2(Θ)
R3 (a2Λ− a2Λcos(2Θ) + 6)5/2
+O(R−4) , (E.16)
e0ˆ0ˆ = −
216
(√
6m
)
R3
(
Λ (a2Λ− a2Λcos(2Θ) + 6)5/2
) +O(R−4) , (E.17)
e0ˆ3ˆ = −
216
(√
2am sin3(Θ)
)
R
(√−Λ (a2Λ− a2Λcos(2Θ) + 6)5/2) +O(R−2) , (E.18)
with vanishing remaining components. The fall-off requirements are therefore
satisfied, and we obtain a mass integrand
−36
(√
6m
(
a2(−Λ) + a2Λcos(2Θ) + 12))
R3
(
Λ (a2Λ− a2Λcos(2Θ) + 6)5/2
) +O(R−4)
which integrates over S2 to
MH =
9m
(a2Λ+ 3)2
=
m
Ξ2
. (E.19)
F Conformal Yano-Killing tensors
In four-dimensional spacetimes admitting non-trivial conformal Yano-Killing
(CYK) tensors Yαβ, or asymptotic CYK tensors, global invariants can be de-
fined by integrating YαβC
αβγδ over two-dimensional submanifolds (cf., e.g.,
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[31, 32]and references therein). In Kerr-de Sitter spacetime [35] a solution of
the CYK equations is given by
Y := r sin θdθ ∧ [(r2 + a2)dφ− adt]+ a cos θdr ∧ (dt− a sin2 θdφ) . (F.1)
The Hodge dual of Y is also a CYK tensor:
∗Y = a cos θ sin θdθ ∧ [(r2 + a2) dφ− adt]+ rdr ∧ (a sin2 θdφ− dt) . (F.2)
According to [3, p. 17], these two tensors form a basis of the set of solutions.
As discussed extensively above, there is no unique choice of a preferred Killing
vector X which can be used to define mass. Similarly, when we define the mass
via CYK tensor, we have a freedom to multiply Y by any function of m and
a, and there does not seem to be a preferred choice for asymptotically KdS
metrics.
The Weyl tensor for KdS depends on the cosmological constant Λ in a
non-trivial way. Surprisingly enough, the CYK–Weyl contractions F (C, Y ) :=
Y λκCµνλκ and F (C, ∗Y ) := ∗Y λκCµνλκ do not depend on Λ, which results in
the following closed two-forms:
F (C, Y ) =
4m
ρ4
{
[r2 − a2 cos2 θ] sin θdθ ∧ [(r2 + a2)dϕ− adt]
+ 2ar cos θdr ∧ [a sin2 θdθ − dt]} , (F.3)
F (C, ∗Y ) = 4m
ρ4
{
2ar sin θ cos θdθ ∧ [adt− (r2 + a2)dϕ]
+ [r2 − a2 cos2 θ]dr ∧ (a sin2 θdϕ− dt)} , (F.4)
where3 ρ2 = r2 + a2 cos2 θ. Integration of (F.3) over a sphere r = const.
and t = const. gives
1
16π
∫
S
F (C, Y ) = m, (F.5)
while a similar integral for (F.4) vanishes.
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