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Universidade Federal do Paraná
Marcos Cesar Santos
Modelo Geral de Busca Aleatória Markoviana:
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“Nenhum vento sopra a favor de quem não sabe para onde ir.”
Sêneca.
Resumo
Consideramos o problema geral de busca aleatória Markoviana onde um forrageador
procura alvos aleatoriamente distribúıdos e separados pela distância caracteŕıstica λ, em
um ambiente de busca n-dimensional. A estratégia de busca é governada por uma heuŕıs-
tica arbitrária e o forrageador além de não ter conhecimento das propriedades ambientais,
só detecta alvos dentro de um raio de visão rv ao longo da trajetória de busca. Nesta
tese propomos uma formulação matemática geral para busca aleatória, assumindo um
processo estocástico composto, no qual as variáveis relevantes são a distância percorrida
e a quantidade de passos executados pelo forrageador entre dois eventos de detecção. Tal
construção permite-nos definir diversas grandezas importantes para caracterizar o pro-
blema (i) a eficiência estat́ıstica; (ii) o balanço energético; (iii) a taxa ĺıquida de ganho
energético e sua densidade; além da (iv) probabilidade de morte, caso o ganho energético
não seja suficiente para manter o processo. No caso limite de busca determińıstica, em
que basicamente o número de passos entre alvos é igual a 1, temos a solução exata para
espaços de busca tipo Weibull. Para a busca aleatória, o número de passos entre dois
eventos de detecção é arbitrário e dependente da heuŕıstica. Para este caso, desenvolve-
mos um algoritmo que fornece aproximações via simulações computacionais e permite o
tratamento semi-anaĺıtico do problema. Estratégias de Lévy, para os quais os passos do
forrageador são sorteados através de distribuições tipo Leis de Potência, são discutidas em
detalhes. Finalmente, um modelo baseado em simulações numéricas e ajustes anaĺıticos é
usado para descrever busca em grupo, onde seguidores devem manter-se próximos de um
ĺıder. Se regras dinâmicas espećıficas são adotadas para garantir a integridade estrutural
do grupo, evitando assim a dispersão de seus membros, é posśıvel usar uma dinâmica su-
perdifusiva para os seguidores. Isto permite otimizar a busca aleatória e ao mesmo tempo
manter a coesão do grupo.
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Abstract
We consider the general problem of Markovian random search, in which a searcher
looks for targets randomly distributed and separated by an average distance λ in a n-
dimensional environment. The search strategy is ruled by arbitrary heuristics and the
searcher does not have knowledge about the environment features. Also, it only can de-
tect targets within a vision radius rv along the search trajectory. Given such context, in
this Thesis we address the following aspects. The development of a general mathema-
tical framework for random search, assuming stochastic processes for which the relevant
variables are, respectively, the traveled distance and the number of steps taken by the
searcher between detection events. Such construction allow us to define different impor-
tant quantities characterizing the problem, namely: (i) an statistical efficiency; (ii) the
net energy; (iii) the energetic gain rate and its corresponding density; and (iv) the death
probability, in the case the energy is not enough to sustain the process. In the limiting
situation of deterministic search, basically when the number of steps between targets is
equal to 1, we present an exact solution for Weibull search spaces. For an actual random
search, where the number of steps is arbitrary and dependent on the specific heuristics, we
propose a computation algorithm which gives proper approximations and allows to treat
the problem semi-analytically. Moreover, Lévy strategies, where the searcher steps are
drawn from power law-like distributions, are discussed in details. Finally, a model based
on numerical simulations and analytical fittings is used to describe collective search, in
which Followers must try to be close to a specific Leader. If proper rules to maintain the
group are considered, it is possible to use a superdiffusive dynamics as the group strategy.
This leads to an optimal random search, yet allowing to hold the group together.
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2.6 (a) Diagrama X × Y da trajetória de caminhada de apenas um forragea-
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idênticos de tamanho a = 0.01, partindo da origem. Obtida via simulação
computacional com N = 2000 e 2000 caminhantes independentes. O histo-
grama, fR̊(R,N) corresponde a equação (2.108) proposta por Lord Rayleigh
em 1905 como solução para o modelo de Pearson. . . . . . . . . . . . . . . 39
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dimensional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.9 Ilustração de um ambiente de busca em duas dimensões contendo uma
densidade ρ de alvos posicionados aleatoriamente segundo uma distribui-
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2.12 Os ćırculos fechados representam alvos. (a) Caso unidimensional com con-
dição de contorno de absorção. O ambiente consiste de um segmento [0,M ]
(b) Caso β-dimensional destrutivo. O ćırculo aberto central representa um
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−2.2. (b) A
distribuição f̂ℓ̊(ℓ/λa) ajustada como (ℓ/λa)
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5.8 (a) A velocidade de deriva numérica ao longo do eixo-x, 〈|X −X0|/n〉/λa
como uma função de L/λa. A seta indica a região de transição, onde há
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versão incremental do modelo coletivo de Pareto truncado com comporta-
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Mx̊(s) função geradora de momentos da VA x̊ 13
Mx̊1+x̊2+...+x̊n(s) função geradora de momentos de x̊1+ x̊2+ . . .+ x̊n 15
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v




 espaço amostral ou espaço de eventos elementares 7–11, 14, 16, 18,
38, 139
A σ-álgebra (ver a definição 2.1.2 na página 6) 7–11
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2.4 Processos Estocásticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Classificação dos Processos Estocásticos . . . . . . . . . . . . . . . 16
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6.4 Modelos de Caminhada Aleatória Coletiva . . . . . . . . . . . . . . . . . . 118
6.4.1 Modelo Coletivo Browniano com o Comportamento do ĺıder Brow-
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Procurar objetos sem qualquer informação prévia sobre sua localização é uma ati-
vidade simples e muito comum nas mais diferentes situações. Envolve indeterminação,
tomada de decisões (muitas vezes automáticas) e procedimentos de busca. Chamando
isto tudo de estratégia, parece ser claro que algumas estratégias serão mais eficientes que
outras, dependendo do exato ambiente (espaço) de busca. Assim, dada esta breve descri-
ção coloquial (porém objetiva) de uma busca, bem como dos fatores que a compõem, não
é de estranhar que idéias f́ısicas e matemáticas possam ajudar a escolher qual estratégia
seguir em cada situação particular. Na verdade, hoje em dia o assunto é uma área de ativa
pesquisa dentro de Mecânica Estat́ıstica, Teoria de Probabilidades e Estat́ıstica Aplicada.
Desta forma, a presente tese de doutorado tem como foco discutir alguns aspectos rele-
vantes deste problema geral tão comum a nós todos e extremamente recorrente cada vez
que perdemos nossas chaves da casa ou do carro.
A seguir, iremos contextualizar os três principais tópicos analisados ao longo do tra-
balho, rapidamente descrevendo nossos própositos ao abordar cada um deles.
Processos de busca aleatória Markoviana constituem fenômenos complexos [2–5], que
como mencionado, vêm encontrado aplicações em diversas áreas do conhecimento [4–
12]. Em particular, são de grande importância no âmbito biológico. Neste contexto, os
processos de busca aplicam-se à modelagem da dinâmica de seres vivos buscando abrigo,
parceiros, ou alimento [4, 5, 13–17], na atividade chamada de forrageamento animal.
Através de inúmeros estudos emṕıricos, por exemplo, de chacais (Canis adustus [18]),
macacos-aranha (Ateles geoffroyi) [19] e predadores marinhos [20, 21], determinou-se que
os mesmos movem-se em seu ambiente ao longo de trajetórias aparentemente erráticas à
procura de presas. Tais trajetórias podem ser bem descritas como caminhadas de Lévy
[22] (ver próximo caṕıtulo). Assim, entender as propriedades estat́ısticas gerais de tais
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trajetórias podem nos dar importante informação de como os animais se comportam, e
como agem para tentar melhorar suas chances de encontrar o que procuram.
De fato, na busca de descrever de forma apropriada comportamento animal (e posśıveis
implicações evolutivas), a segunda metade do século XX viu um aumento notável no
interesse em modelos de forrageamento ótimo [23]. Estes modelos baseiam-se na hipótese,
experimentalmente motivada [14, 15, 24], de que animais utilizam estratégias de buscas
que otimizam o desempenho na detecção de alimento. Exemplos são o da dieta ideal,
primeiramente testado por John Goss-Custard, que descreve o comportamento de um
forrageador que encontra diferentes tipos de presas e deve escolher qual atacar [25–29], ou
de seleção de caminhos, descrevendo a melhor dinâmica de um forrageamento quando as
presas então concentradas em pequenos aglomerados com distâncias consideráveis entre
eles [4–9, 30–32]. Mais recentemente, dados emṕıricos [14, 15] descrevendo forrageamento
animal [4, 19, 22, 33] sugerem que existe uma tendência de divergência da variância na
distribuição de deslocamentos dos mesmos durante o processo de busca.
Tal descoberta mostrou que há uma forte ligação entre o problema de busca aleató-
ria e diversos fenômenos superdifusivos. De forma geral, processos com difusão anômala
superdifusiva são caracterizados por deslocamentos quadráticos médios, que para tem-
pos suficientemente longos, crescem de acordo com tα com α > 1 [34, 35]. Em particular,
parte deles também são associados com caminhadas e vôos de Lévy [36, 37], cujas distribui-
ções das variáveis relevantes apresentam invariância de escala. Na verdade, em processos
estocásticos como caminhadas aleatórias, existem diferentes razões que conduzem à ob-
servação de superdifusão e distribuições com caudas longas dadas por Leis de Potência.
Como ilustração, podemos mencionar: (i) evolução governada pela equação de Fokker-
Planck fracional [10, 38]; (ii) sistemas dicotômicos, nos quais dois tipos de escalas podem
ser identificadas, microscópica e macroscópica [39]; (iii) existência de correlações entre os
eventos relacionados às variáveis relevantes [35]; (iv) processos multiplicativamente ale-
atórios, na presença de condições de contorno [40, 41]. Finalmente, mencionamos que a
distribuição de Lévy também é observada em situações tais como a diversidade de espé-
cies em Ecologia evolucionária [42–44] como mecanismos de proteção para evitar eras de
extinção em cenários de baixa disponibilidade de recursos energéticos [45].
Assim, nossa primeira proposta é desenvolver uma descrição matemática geral para
o problema de busca aleatória, através de uma construção anaĺıtica que incorpore especi-
ficidades do ambiente de busca e que assuma Leis de Potência (distribuições de Pareto)
para as quantidades relevantes que definem a dinâmica do buscador. Nos Caṕıtulos 3 e 4
discutimos as estratégias ótimas de acordo com tal formalismo.
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Os sistemas citados acima são basicamente processos aleatórios. Porém, o processo
de busca também pode ter limites parcialmente determińısticos, descritos por caminha-
das determińısticas [46–53] (aqui o parcial é usado para salientar que o ambiente é ainda
constitúıdo de alvos aleatoriamente distribúıdos, assim não conhecidos a priori). Nestes
casos, as regras dinâmicas de locomoção do forrageador não são baseadas em densida-
des de probabilidade. Em vez disso, são condições claras e não amb́ıguas que regem o
movimento, conduzindo a uma dinâmica de movimento determińıstica [53]. Caminhadas
determińısticas normalmente apresentam as dificuldades técnicas comuns a sistemas dinâ-
micos não lineares [46–48] e podem dar origem a processos superdifusivos [53]. Trata-se de
uma classe relativamente nova de modelos conhecidos em teoria de otimização como o “O
Problema do Turista” [46–48]. Em contraste com os exemplos anteriormente menciona-
dos, de caminhadas puramente aleatórias, para caminhadas determińısticas não existem
condições gerais que indiquem quando a evolução gera uma distribuição Lei de Potência
para as variáveis dinâmicas.
Neste trabalho estudaremos uma situação, que embora não sendo geral (e não podendo
o ser devido à última observação acima), ilustra quando pode haver a emergência de Leis
de Potência em buscas determińısticas. Iremos mostrar como regras de “seguir o alvo
mais próximo”, aplicadas a geometrias particulares, podem gerar Leis de Potência para
a distribuição dos passos do buscador. Isto acontecendo mesmo com a distribuição dos
alvos sendo do tipo Poisson. As análises com relação a este exemplo são apresentados no
Caṕıtulo 5 da tese.
Talvez, a situação mais desafiante em busca aleatória é determinar em quais situações
a tarefa pode ser realizada de forma eficiente, mas em grupo. O problema não é tão simples
como possa parecer, pois não basta “apenas” otimizar o processo para cada indiv́ıduo. O
grupo precisa ser mantido, ou seja, não podemos permitir que a difusão leve a separações
espaciais tão grandes de tal forma a fragmentar o mesmo. Portanto, este é um t́ıpico
problema de muitos corpos com v́ınculos, notóriamente dif́ıcil de tratar em f́ısica. Porém,
dado o grande número de animais que vivem em grupos, o estudo de busca coletiva [54]
têm grande importância em ecologia e, portanto, sendo de grande interesse.
Na situação mais simples (e não a única posśıvel), temos um ĺıder (a quem os demais
devem tentar permanecer próximos) e diversos seguidores buscando coletivamente alvos
aleatoriamente distribúıdos e compartilhando os benef́ıcios de proteção do bando e ganho
energético proveniente dos alvos detectados. De fato, o estabelecimento de um bando pode
ser vantajoso devido a muitas razões, tais como o intercâmbio de informações e aumento
geral na capacidade coletiva de encontrar alvos [55]. A flexibilidade t́ıpica de Bandos
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auto-organizados [56] pode ser também muito útil quando o ambiente de busca está em
constante mudança [57]. Para situações cŕıticas, por exemplo, à beira da fome [45], a
cooperação pode tornar-se um ingrediente fundamental para evitar extinção. Obviamente
um bando não tem como única finalidade a busca coletiva, assim sua formação pode
envolver mecanismos complexos [54, 58, 59], que ainda não são totalmente compreendidos.
Aqui abordaremos o problema de otimização de busca coletiva para um bando como
descrito acima, ou seja, constitúıdo de um ĺıder e de Seguidores. Discutiremos quando o
processo como um todo pode se beneficiar de estratégias de Lévy, e ainda manter a sua
integridade coletiva, evitando uma dispersão que possa fragmentá-lo. Para tal, mostrare-
mos que regras dinâmicas extras precisam ser impostas, além daquelas usuais da própria
busca. Finalmente observamos que existem muitos casos nos quais a busca coletiva ocorre
com todos os elementos tendo exatamente o mesmo papel, não havendo ĺıder [60, 61].
No entanto, também é comum o desenvolvimento de uma estrutura hierárquica, em que
o bando define um ĺıder que orientará a busca [58]. Na verdade, um grande conjunto
de evidências emṕıricas para muitas espécies animais [62–64] mostram que indiv́ıduos
isolados podem tomar decisões por todo o bando (às vezes chamado de comportamento
“despótico”). Ainda mais interessante, experiências com um tipo particular de primata du-
rante o forrageamento [65] mostram o surgimento natural de uma relação ĺıder-seguidores.
Aprofundamos esta discussão no Caṕıtulo 6.
Podemos finalmente resumir a organização da presente tese como se segue. No Caṕı-
tulo 2 apresentamos uma revisão completa, baseada nas referências [66, 67] dos conceitos
básicos necessários para se desenvolver uma teoria de busca aleatória. No Caṕıtulo 3
discutimos a estruturação básica (inédita na literatura) de uma descrição matemática
geral do problema. No Caṕıtulo 4 estendemos o alcance dos resultados para ambientes
multi-dimensionais e abordamos diferentes aspectos da teoria desenvolvida. No Caṕıtulo
5 simulamos um sistema que apresenta um limite determińıstico simples de se obter (e
cuja motivação emṕırica é a dinâmica de forrageamento de primatas). Nossa construção
formal dos Caṕıtulos anteriores é então testada neste caso. No Caṕıtulo 6 discutimos a
busca coletiva, considerando diferentes modelos de v́ınculo ao bando e determinando exa-
tamente aqueles que possibilitam otimização do processo via estratégias de Lévy, mas não
levando à fragmentação do grupo. Finalmente, no Caṕıtulo 7 apresentamos considerações
gerais finais e listamos posśıveis continuações para os trabalhos aqui desenvolvidos. A
notação e os śımbolos matemáticos usados neste trabalho estão descritos na página xix.
Apresentamos um breve glossário na página 158 e a lista de siglas na página xvi. Na
página WEB [68] disponibilizamos v́ıdeos ilustrativos de simulações computacionais.
Capı́tulo 2
Conceitos Básicos em Busca Aleatória
2.1 Fundamentação Teórica
Neste caṕıtulo abordamos o problema da busca aleatória generalizada [4–9] no con-
texto da teoria de processos estocásticos Markovianos [69] e, portanto, fundamentado na
teoria de probabilidades [70]. Nesta seção apresentamos os conceitos básicos da teoria
de probabilidades (baseada na seção 8.2.1 de [71]) e processos estocásticos, desenvolvi-
dos ao longo do século XX. Começamos definindo os processos estocásticos e seguimos
demonstrando um dos principais teoremas da teoria de probabilidades, conhecido como
teorema do limite central (TLC) e algumas das suas generalizações mais importantes [72].
Na sequência apresentamos, de forma geral, as distribuições notáveis, Binomial, de Pois-
son, Johann Carl Friedrich Gaussiana e distribuição de Lévy, que estão certamente entre
as distribuições mais frequentemente observadas na natureza. Munidos destas informa-
ções preliminares, passamos à teoria de caminhadas aleatórias A. A. Markovianas [73] e
suas aplicações em algumas áreas do conhecimento como F́ısica [74–76], Economia [77] e
Biologia [19, 22, 33].
2.1.1 Probabilidade
Embora as ideias sobre probabilidade sejam muito antigas, o desenvolvimento da
teoria da probabilidade como disciplina cient́ıfica, começou realmente em 1654, quando
B. Pascal (1623-1662) e P. de Fermat (1601-1665) analisaram jogos simples de acaso
em uma correspondência publicada pela primeira vez em 1679. Nesse meio tempo, o
conceitos básicos da teoria da probabilidade foram claramente definidos e utilizados por
C. Huygens (1629-1695) em seu tratado“De Ratiociniis em AleaLudo”publicado em 1657.
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No ińıcio do século XVIII, J. Bernoulli (1654-1705) provou a lei dos grandes números,
ao passo que A. de Moivre (1667-1754) estabeleceu uma primeira versão do teorema do
limite central. No ińıcio do século XIX, contribuições importantes, essencialmente sobre
teoremas de limite, foram feitas por P. S. M. de Laplace (1749-1827), J. C. F. Gauss
(1777-1855) e S. D. Poisson (1781-1840). Estes resultados foram estendidos no final do
século XIX e ińıcio do século XX por P. L. Chebyshev (1821-1894), A. A. Markov (1856-
1922) e A. M. Lyapunov (1857-1918). A axiomatização da teoria começou com as obras
de F. Bernstein (1878-1956), R. von Mises (1883-1953) e E. Borel (1871-1956), mas a
formulação com base na noção de medida, que tornou-se geralmente aceita, foi dada por
A. N. Kolmogorov (1903-1987) em 1933.
De acordo com A. N. Kolmogorov [78], um espaço de probabilidade é uma tripla
ordenada (
,A, P ), onde 
 é o espaço amostral ou espaço de eventos elementares, A é o
conjunto de todos os eventos ( σ-álgebra ) e P é a medida de probabilidade definida em
A.
Definição 2.1.1. O complementar do evento B, denotado por Bc, é o evento que ocorre
quando B não ocorre, ou seja,
Bc = {x ∈ 
|x /∈ B}
Definição 2.1.2 (σ-álgebra). Uma classe de todos os subconjuntos de 
, representada
por A, é denominada uma σ-álgebra se satisfaz as seguintes propriedades:
1. 
 ∈ A;
2. Se B ∈ A, então Bc ∈ A;




Exemplo 2.1. Considere o espaço amostral 
 = {1, 2, 3}.
(a) O conjunto A1 = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} é uma σ-álgebra
de 
.
(b)O conjuntoA2 = {∅, {1}, {1, 3}, {2, 3}, {1, 2, 3}} não é uma σ-álgebra pois {1, 3}c =
{2} /∈ A2.
(c) O conjunto A3 = {∅, {3}, {1, 2}, {1, 2, 3}} é uma σ−álgebra de 
.
Definição 2.1.3 (Definição axiomática de probabilidade). Uma função P , definida na
σ-álgebra A de subconjuntos de 
 e com valores em [0, 1], é uma probabilidade se satisfaz
os Axiomas de Kolmogorov :
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1. P (
) = 1;
2. Para todo subconjunto B ∈ A, P (B) ≥ 0;










Com os axiomas de Kolmogorov pode-se demonstrar com rigor matemático, diversas
propriedades de probabilidade apresentadas a seguir.
2.1.2 Principais Propriedades da Teoria de Probabilidades
Apresentaremos nesta seção algumas das propriedades de probabilidade que decorrem
diretamente ou quase diretamente dos axiomas da definição 2.1.3.
Considere os eventos B,Bi e C em (
,A, P ).
1. Denotando por ∅ o evento imposśıvel, temos que P (∅) = 0;
2. Bc é o complementar do evento B, então P (Bc) = 1− P (B);
3. Sejam B e C dois eventos de 
, P (C) = P (C ∩ B) + P (C ∩ Bc);
4. Sejam B e C dois eventos de 
 tais que B ⊂ C, tem-se que P (B) ≤ P (C);
5. Regra da adição de probabilidades P (B ∪ C) = P (B) + P (C)− P (B ∩ C);









Definição 2.1.4 (Função frequência). Considere um espaço amostral 
 com N eventos
simples. Seja A o evento de 
 composto de n eventos simples. A frequência de A, que
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2.1.3 Probabilidade Condicional
Definição 2.1.5 (Probabilidade condicional). Considere os eventos B e C em (
,A, P ).
Sendo P (C) > 0, a probabilidade condicional de B dado que ocorreu C, é dada por
P (B|C) = P (B ∩ C)
P (C)
, (2.1)
caso P (C) = 0, definimos P (B|C) = P (B).
Propriedades 2.1.1 (Regra do produto de probabilidades). Para os eventosB1, B2, . . . , Bn
em (






> 0, a regra do produto de probabilidades, é dada por
P (B1 ∩ B2 . . . ∩Bn) = P (B1)P (B2|B1) . . . P (Bn|B1 ∩ B2 . . . ∩ Bn−1). (2.2)
Definição 2.1.6 (Partição). Os eventos A1, A2, . . . , An formam uma partição do espaço
amostral 
 se:
1. Ai 6= ∅, i = 1, 2, . . . n;






Teorema 2.1.1 (Lei da probabilidade total). Suponha que os eventos C1, C2, . . . , Cn em
(
,A, P ) formam uma partição de 
 e todos tem probabilidade positiva, então, para




P (Ci)P (B|Ci). (2.3)
Prova: Observe que P (Ci)P (B|Ci) = P (B∩Ci), pela regra do produto de probabilidades.
Também, para i = 1, 2, . . . , n os eventos B∩Ci são disjuntos. Então
n∑
i=1
P (Ci)P (B|Ci) =
n∑
i=1














= P (B) uma vez que a união dos
Ci’s é 
.
Teorema 2.1.2 (Teorema de Bayes). Suponha que os eventos C1, C2, . . . , Cn em (
,A, P )
formam uma partição de 
 e todos tem probabilidade positiva. Seja B um evento qualquer
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Prova: A demonstração é imediata aplicando 2.3 em 2.1.
Encerramos esta seção definindo o conceito de independência de dois eventos B e C:
a ocorrência do evento C não altera a probabilidade atribúıda ao evento B.
Definição 2.1.7 (Independência). Os eventos B e C em (
,A, P ) são independentes se
P (B|C) = P (B), (2.5)
e decorre de (2.1) que
P (B ∩ C) = P (B)P (C). (2.6)
2.2 Variáveis Aleatórias
Definição 2.2.1 (Variáveis aleatórias (VA)). Considere (
,A, P ), chamamos de variável
aleatória qualquer função x̊ : 
 → R tal que
x̊−1(I) = {w ∈ 
 |̊x(w) ∈ I} ∈ A, (2.7)
para todo intervalo I ∈ R. Em outras palavras, x̊ é VA se sua imagem inversa para
intervalos I ∈ R pertence à σ-álgebra A.
As VAs que assumem valores em conjuntos enumeráveis são denominadas VAs dis-
cretas e aquelas que assumem valores em um intervalo da reta real são denominadas VAs
cont́ınuas.
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2.2.1 Distribuição de Probabilidade de VAs
Função Distribuição de VAs Cont́ınuas
Definição 2.2.2 (Função distribuição de probabilidade (FD)). Seja x̊ uma VA cont́ınua
em (
,A, P ), sua função de distribuição é definida por
Fx̊(x) = P ( x̊ ∈ (−∞, x ] ) = P (̊x ≤ x), com x ∈ R. (2.8)
Uma FD de uma VA cont́ınua x̊ em (
,A, P ) obedece as seguintes propriedades:
1. lim
x→−∞
F (x) = 0 e lim
x→∞
F (x) = 1;
2. F é cont́ınua à direita, ou seja, lim
x→a+
F (x) = F (a);
3. F é não decrescente, isto é, F (x) ≤ F (y) sempre que x ≤ y, ∀x, y ∈ R.
Densidade de VAs Discretas
Definição 2.2.3 (Função massa de probabilidade (FMP)). Seja x̊ uma VA com valores
inteiros x1, x2, . . . para i = 1, 2, . . . temos
P (̊x = xi) = P [w ∈ 
 | x̊(w) = xi ]. (2.9)
A FMP de uma VA x̊ em (
,A, P ) satisfaz:




P (xi) = 1.
Com a soma percorrendo todos os posśıveis valores assumidos por x̊.
2.2.2 Densidade de Probabilidade de VAs
Definição 2.2.4 (Função Densidade de probabilidade (FDP)). A FDP de uma VA con-
t́ınua, x̊, é uma função fx̊(x) ≥ 0, tal que
∫ ∞
−∞
fx̊(x)dx = 1. (2.10)
2.2. Variáveis Aleatórias 11
A probabilidade de uma VA x̊ pertencer a um intervalo (a, b] é dada por P (a < x̊ ≤ b) =
∫ b
a
fx̊(x)dx, ou seja, é obtida através da integral da FDP neste intervalo. Assim,
P (a < x̊ ≤ b) =
∫ b
a
fx̊(x)dx = F (b)− F (a). (2.11)
Definição 2.2.5 (Função caracteŕıstica). A função caracteŕıstica de uma VA cont́ınua,
x̊, é a transformada de Fourier da FDP de x̊, ou seja
ϕ(s) = F {fx̊(x)} (2.12)
2.2.3 Esperança, Variância e Momentos
Definição 2.2.6 (Esperança de VAs discretas). A esperança matemática (ou valor espe-
rado) de uma VA discreta x̊ que assume os valores xi, com as respectivas probabilidades
P [̊x = xi], para i = 1, 2, . . . é dada por
E(̊x) = 〈̊x〉 =
∞∑
i=1
xiP (̊x = xi). (2.13)
Definição 2.2.7 (Esperança de VAs cont́ınuas). A esperança matemática de uma VA





Se as esperanças das VAs x̊ e ẙ existem, então existe a esperança de x̊ + ẙ e, se c é
uma constante, tem-se
E(̊x+ ẙ) = E(̊x) + E(ẙ),
E(cx̊) = cE(̊x). (2.15)
Definição 2.2.8 (Variância, σ2(̊x)). A variância de uma VA x̊, denotada por σ2(̊x) ou
por Var(̊x), é definida por
σ2(̊x) = E(̊x− E(̊x))2. (2.16)
Pelas propriedades (2.15) podemos reescrever a equação (2.16) por
σ2(̊x) = E(̊x2)− (E(̊x))2 . (2.17)
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Definição 2.2.9 (Desvio padrão, σ(̊x)). O desvio padrão de uma VA x̊ é a raiz quadrada
da variância, denotada por σ(̊x).
Definição 2.2.10 (Momento de ordem k, mk (̊x)). A esperança de x̊
k é denominada
momento de ordem k da VA x̊ para k = 1, 2, 3, . . .
Para uma VA discreta x̊ temos




xkiP (̊x = xi). (2.18)
Para uma VA cont́ınua x̊ com densidade de probabilidade f(x), temos





Vimos, nas definições 2.2.2 e 2.2.3 que a toda VA está associada sua distribuição de proba-
bilidade. Vamos associar a x̊ uma outra função, chamada função geradora de momentos.
Definição 2.2.11 (Função geradora de momentos, Mx̊(s)). A função geradora de mo-
mentos da VA x̊, denotada por Mx̊(s), é definida por
Mx̊(s) = E(e
sx̊), (2.20)
para todo s ∈ (−∞,∞), em que a esperança seja finita.




esxiP (̊x = xi). (2.21)
Para VAs cont́ınuas, a função geradora de momentos está totalmente determinada pela
transformada de Laplace da FDP avaliada em x = −s, ou seja L{f(x)}, assim




Os momentos são caracteŕısticas importantes de distribuições de probabilidades e de
acordo com o teorema de Hausdorff (F. Hausdorff, [79]) uma função de distribuição pode
ser caracterizada por seus momentos. Um contraexemplo apresentado por C. C. Heyd é
a distribuição Log-Normal, [70]. Felizmente distribuições importantes em aplicações estão
cobertas pelo teorema de Hausdorff assim, para os propósitos mais comuns, o conheci-
mento dos momentos, quando eles existem, equivale ao conhecimento da distribuição de
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probabilidade, no sentido de que eles revelam todas as propriedades da distribuição. Os
momentos de uma VA podem ser determinados pelos coeficientes da série de MacLaurin
da função geradora de momentos.
2.3 Variáveis Aleatórias Multidimensionais
Definição 2.3.1 (Função de densidade de probabilidade conjunta). Uma função fx̊,̊y(x, y),
não negativa, definida para as VAs {x̊, ẙ : x, y ∈ R e 
 → −∞ ≤ x, y ≤ ∞}, satisfazendo
a condição ∫ ∞
−∞
fx̊,̊y(x, y)dxdy = 1,
é denominada uma função de densidade de probabilidade da VA bidimensional cont́ınua
(̊x, ẙ) se para todo subconjunto B de pontos do R2 tivermos




Definição 2.3.2 (Função massa de probabilidade conjunta). A função de massa do par
de VAs discretas (̊x, ẙ) é dada por





P (̊x = xi, ẙ = yj). (2.24)
Definição 2.3.3 (Função de distribuição conjunta). A função de distribuição do par de
VAs cont́ınuas (̊x, ẙ), que será denotada por Fx̊,̊y(x, y), é dada por






Definição 2.3.4 (Função massa de probabilidade marginal). Seja (̊x, ẙ) VA bidimensional
discreta, a função massa de probabilidade de x̊ é obtida calculando-se para i = 1, 2, . . . , n
Fx̊(x, y) = P (̊x = xi, ẙ) =
m∑
j=1
P (̊x = xi, ẙ = yj). (2.26)
Definição 2.3.5 (Função de distribuição de probabilidade marginal). Seja (̊x, ẙ) VA bidi-
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mensional cont́ınua, a função de distribuição de probabilidade de x̊ é obtida calculando-se




e a FD marginal de ẙ é obtida de modo análogo. Para j = 1, 2, . . . m
Fẙ(x, y) = P (̊x, ẙ = yj) =
n∑
i=1
P (̊x = xi, ẙ = yj), (2.28)




Definição 2.3.6 (Independência de VAs multidimensionais). As VAs discretas x̊1, x̊2, . . . , x̊n
são ditas independentes se para todos os valores x1, x2, . . . , xn tivermos
P (̊x1 = x1, x̊2 = x2, . . . , x̊n = xn) = P (̊x1 = x1)P (̊x2 = x2) · · ·P (̊xn = xn). (2.30)
Definição 2.3.7. Para VAs cont́ınuas temos que
fx̊,̊y(x, y) = fx̊(x)fẙ(y). (2.31)
Definição 2.3.8. As VAs x̊ e ẙ, com função de distribuição Fx̊,̊y(x, y), são independentes
se, e somente se,
Fx̊,̊y(x, y) = Fx̊(x)Fẙ(y), (2.32)
onde Fx̊(x) e Fẙ(y) são as funções marginais de x̊ e de ẙ.
Definição 2.3.9. Se as VAs x̊ e ẙ, são independentes, tem-se
E(̊xẙ) = E(̊x) E(ẙ). (2.33)
Definição 2.3.10. Sejam x̊1, x̊2, . . . , x̊n VAs independentes cujas funções geradoras de
momentos são denotadas por φx̊i , para i = 1, 2, . . . , n. A função geradora de momentos
de x̊1 + x̊2 + . . .+ x̊n que designaremos por Mx̊1+x̊2+...+x̊n(s) satisfaz, para todo s:
Mx̊1+x̊2+...+x̊n(s) = Mx̊1(s)Mx̊2(s) · · ·Mx̊n(s). (2.34)
2.3.1 Probabilidade Condicional Multidimensional
Uma definição formal de probabilidade condicional é necessária a fim de permitir
definir e classificar os processos estocásticos neste trabalho. Vamos usar a notação de
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Risken [76].
Se considerarmos somente as realizações de r variáveis aleatórias ẙ1, . . . , ẙr, onde as úl-
timas r−1 variáveis aleatórias assumem os valores fixos ẙ2 = x2, . . . , ẙr = xr, obtemos uma
certa densidade de probabilidade para a primeira VA chamada densidade de probabilidade
condicional, escrita como P (x1|x2, . . . , xr). A probabilidade Wr(x1, . . . , xr)dx1 . . . dxr, da
VA ẙi (i = 1, . . . , r) estar no intervalo xi ≤ ẙi ≤ xi+dxi é a probabilidade P (x1|x2, . . . xr)dx1
da primeira variável estar no intervalo x1 ≤ ẙ1 ≤ x1 + dx1 e das outras variáveis assumi-
rem valores ẙi = xi (i = 2, . . . , r) vezes a probabilidade Wr−1(x2, . . . , xr)dx2 . . . dxr das
últimas r − 1 variáveis estarem no intervalo xi ≤ ẙi ≤ xi + dxi(i = 2, . . . , r), ou seja,
Wr(x1, . . . , xr) = P (x1|x2, . . . xr)Wr−1(x2, . . . , xr). (2.35)
Como Wr−1 segue de Wr (detalhes em [76], seção 2.3.2 página 30) podemos expressar
a densidade de probabilidade condicional em termos de Wr
P (x1|x2, . . . xr) =
Wr(x1, . . . , xr)
Wr−1(x2, . . . , xr)
,
P (x1|x2, . . . xr) =
Wr(x1, . . . , xr)∫
Wr(x1, . . . , xr)dx1
. (2.36)
2.4 Processos Estocásticos
Em teoria de probabilidade, um processo estocástico (ou processo aleatório) é a con-
trapartida de um processo determińıstico. Fixada uma condição inicial, o sistema poderá
evoluir por inúmeros caminhos. Todos os caminhos são posśıveis, (dadas certas restrições
inerentes ao sistema) mas alguns podem ser mais prováveis que outros. Esta indeter-
minação é introduzida pelas distribuições de probabilidade que governam a evolução do
processo. Um processo estocástico (definição extráıda de [80]) define-se como segue.
Definição 2.4.1. Um processo estocástico é uma famı́lia de variáveis aleatórias
{X(t, x) : t ∈ T, x ∈ 
 },
definidas em um espaço de probabilidade, indexado por um parâmetro t, onde t varia
no conjunto T e x é uma variável aleatória, ou seja, é uma função definida num espaço
amostral 
.
Para um t = t0 fixo, X(t0, x) = Xt0(x) é uma variável aleatória denotada por x̊t0 já
que x varia no espaço amostral 
. Por outro lado, fixando x = x0, X(t; x0) = Xx0(t) é uma
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função que só depende de t, e é chamada de uma realização do processo. é claro que se t
e x são fixos, X(t, x) é um número real. Para facilitar a notação, X(t) será usado daqui
por diante para denotar um processo estocástico. O conjunto T é chamado de espaço
de parâmetro. Os valores assumidos por X(t) são chamados de estados, e o conjunto de
todos os posśıveis estados é chamado de espaço de estados do processo estocástico e é
denotado por E. Se o conjunto T é discreto, então o processo estocástico é dito ser de
tempo discreto, nesse caso ele também pode ser chamado de uma sequência aleatória. Se
T é cont́ınuo, então o processo é dito ser de tempo cont́ınuo. Se E é discreto, então o
processo é dito ser um processo de estados discretos, e pode ser chamado também de uma
cadeia. Se E é cont́ınuo, então o processo é dito ser de espaço cont́ınuo.
2.4.1 Classificação dos Processos Estocásticos
Podemos definir a densidade de probabilidade condicional de uma VA ẙ no instante tn
com a condição da VA no instante tn−1 < tn assumir o valor xn−1, no instante tn−2 < tn−1
assumir o valor xn−2, e assim sucessivamente, até finalmente no instante t1 < t2 assumir
o valor x1 tal que
P (xn, tn|xn−1, tn−1, . . . , x1, t1) = 〈δ(xn − ẙ(tn))〉 |ẙ(tn−1)=xn−1,...,̊y(t1)=x1 ,
(tn > tn−1 > . . . > t1). (2.37)
De acordo com a equação (2.36) podemos expressar a densidade de probabilidade
condicional em termos de Wr
P (xn, tn|xn−1, tn−1, . . . , x1, t1) =
Wn(xn, tn, . . . , x1, t1)
Wn−1(xn−1, tn−1, . . . , x1, t1)
,
P (xn, tn|xn−1, tn−1, . . . , x1, t1) =
Wn(xn, tn, . . . , x1, t1)∫
Wn(xn, tn, . . . , x1, t1)dxn
. (2.38)
Classificamos assim os processos estocásticos descritos pela VA ẙ segundoM. C. Wang
e G. E. Uhlenbeck [69] como segue:
 Processo Puramente Aleatório: chamamos um processo de puramente aleatório,
se a densidade de probabilidade condicional Pn(n ≥ 2 arbitrário) não depender dos
valores xi = ẙ(ti)(i < n) da VA nos instantes prévios ti < tn.
P (xn, tn|xn−1, tn−1, . . . , x1, t1) = P (xn, tn). (2.39)
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 Processo Markoviano: para um processo Markoviano, a densidade de probabili-
dade condicional depende apenas do valor da VA ẙ(tn−1) = xn−1 no último instante
e não depende de ẙ(tn−2) = xn−2 e demais valores.
P (xn, tn|xn−1, tn−1, . . . , x1, t1) = P (xn, tn|xn−1, tn−1). (2.40)
 Processo Geral: o processo é dito geral quando a densidade de probabilidade
condicional depende dos valores da VA nos dois últimos ou mais instantes.
2.4.2 Processo de Lévy
Na teoria da probabilidade, um processo de Lévy é qualquer processo estocástico de
tempo cont́ınuo que começa em zero e possui incrementos independentes e estacionários1.
Definição 2.4.2. Um processo estocástico {X(t, x) : t ∈ T, x ∈ 
 } é dito ser um
processo de Lévy se,
1. x̊0 = 0 ;
2. Incrementos independentes: para qualquer 0 ≤ t1 < t2 < · · · < tn < ∞, x̊t2 −
x̊t1 , x̊t3 − x̊t2 , . . . , x̊tn − x̊tn−1 são independentes;
3. Incrementos estacionários: para qualquer s < t , x̊t − xs é igual em distribuição a
x̊t−s .
Usamos a notação da definição 2.4.1 de forma que x̊t0 = X(t = t0, x) é uma variável
aleatória.
2.4.3 Processo Estocástico Composto
Um processo composto é um processo estocástico de tempo cont́ınuo com saltos. Os
saltos acontecem aleatoriamente, por algum processo, e o tamanho dos saltos também é
aleatório com uma distribuição de probabilidade especificada. Um processo composto é





1A expressão incrementos independentes e estacionários para uma variável aleatória é análoga a ex-
pressão independentes e identicamente distribúıdos para variáveis aleatórias.
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onde { N̊(t) : t ≥ 0 } é um processo estocástico arbitrário e { x̊i : i ≥ 1 } são variáveis
aleatórias independentes, identicamente distribúıdas e com função de densidade fx̊(x),
que são também independentes de { N̊(t) : t ≥ 0 }.
Usando esperança condicional [Ey(ẙ) ≡ EN(E(ẙ|N̊))], o valor esperado do processo
pode ser calculado como segue
〈ẙ(t)〉 = EN(E( ẙ(t) | N̊(t) ) )
〈ẙ(t)〉 = EN(N(t)〈̊x〉 )
〈ẙ(t)〉 = 〈N̊(t)〉〈̊x〉, (2.41)
onde usamos E(ẙ(t)|N̊(t)) =∑N̊(t)i=1 〈̊xi〉 = N̊(t)〈̊x〉 para obter a segunda linha.
Fazendo uso similar da lei da variância total [Vary(ẙ) ≡ EN(Var(ẙ|N))+VarN(E(ẙ|N̊))],
a variância do processo composto pode ser obtida como
Var(ẙ(t)) = EN( Var(ẙ(t)|N(t)) ) + VarN(E(ẙ(t)|N̊(t)) )
Var(ẙ(t)) = EN( N̊(t) Var(̊x) ) + VarN( N̊(t)〈̊x〉 )
Var(ẙ(t)) = Var(̊x)〈N̊(t)〉+ 〈̊x〉2 Var(N̊(t)). (2.42)
onde usamos Var(ẙ(t)|N̊(t)) = ∑N̊(t)i=1 Var(̊xi) = N̊(t) Var(̊x) e mais uma vez usamos







fN̊(Ni) expandimos o polinômio e soma-
mos termo a termo como segue
























= 〈̊x〉2〈N̊2〉 − 2〈̊x〉2〈N̊〉2 + 〈̊x〉2〈N̊〉2






As equações (2.41) e (2.42) fornecem o valor esperado e a variância do processo esto-
cástico se conhecermos valor esperado e a variância de x̊ e N̊(t)
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2.5 Alguns Processos Estocásticos em F́ısica
2.5.1 Einstein e o Movimento Browniano
Em 1905, Albert Einstein publicou seu artigo seminal sobre movimento Browniano, no
qual estudou a difusão de uma part́ıcula cuja trajetória é governada pelas colisões com as
moléculas de um fluido, figura 2.1. O foco do trabalho era determinar uma expressão para
o movimento das moléculas do fluido que servisse para calcular o número de Avogadro.
A expressão determinada por Einstein foi D = (RT/NA)(1/6r), onde R é a constante dos
gases, T é a temperatura, NA é o número de Avogadro, e r é o raio da molécula. Medindo
D e conhecendo os outros parâmetros, calcula-se NA. Podemos reescrever a equação de
forma mais geral
D = µKBT, (2.43)
onde KB é a constante de Boltzmann e µ = µd/F é a mobilidade definida como a veloci-
dade de deriva µd induzida por uma dada força F . A lei de força para o problema tratado
por Einstein é mv̇ = F − αv, onde α é um coeficiente de atrito. A equação diferencial














onde σ2 é a variância da distribuição de deslocamentos da part́ıcula, τ o tempo decorrido
entre duas colisões. A conexão entre (2.43) e (2.45) pode ser estabelecida considerando-se
um processo estocástico de Bernoulli unidimensional (seção 2.10.2) com a probabilidade
da part́ıcula espalhar para direita após a colisão ser P (̊x = +a) = q e para esquerda ser
P (̊x = −a) = p = 1− q, definindo-se ainda velocidade de deriva como
v = 〈̊x〉/τ = a(q − p)/τ. (2.46)





2.5. Alguns Processos Estocásticos em F́ısica 20
Figura 2.1: Difusão de uma part́ıcula cuja trajetória é governada pelas colisões com as
moléculas de ar da atmosfera.
Assumindo agora os desvios proporcionais à força F , temos q − p = a
2KBT
F , (neste















e então definindo a mobilidade como µ = v/F , encontramos a relação de Einstein esta-
belecida em (2.43).
2.5.2 Teoria de Langevin
Três anos após a publicação do artigo de Einstein, [74] seguiu-se o desenvolvimento
da teoria do movimento Browniano com Langevin. Este publicou um trabalho [75] enfa-
tizando que a part́ıcula descrita no modelo de Einstein não experimentava deslocamentos
independentes. A part́ıcula tende a preservar uma componente do momento após as coli-
sões com as moléculas do ar devido à sua inércia. Visando introduzir o efeito das colisões
aleatórias, escreveu a lei de força para a part́ıcula como
mv̇ = F − αv +mΓ(t), (2.50)
2.5. Alguns Processos Estocásticos em F́ısica 21
onde α é um coeficiente de atrito e Γ(t) um rúıdo Browniano –rúıdo branco– que satisfaz
〈Γ(t)〉 = 0,
〈Γ(t)Γ(t′)〉 = qδ(t− t′). (2.51)
A equação acima é comparável a uma versão cont́ınua de caminhada aleatória com passos
independentes e identicamente distribúıdoss (IIDs) e q é equivalente a 2Dv configurando
um processo de Ornstein-Uhlenbeck para a velocidade. Na equação (2.50) o termo asso-
ciado ao rúıdo não é multiplicado por v então a equação reduz-se a equação diferencial
estocástica de Wiener-Îto quando F = 0, ou seja, dv = −γvdt+√Dv dz, onde γ = α/m.



















onde v̄(t) = v0 exp(−γt) e σv(t)2 = Dv(1− exp(2γt))/γ.
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2.5.3 Equação de Fokker-Planck
A maneira usual de obter a FDP de um processo estocástico é resolver a equação de













onde D(2)(x) > 0 é o coeficiente de difusão e D(1)(x) é o coeficiente de deriva. Estes
























i > 0 é o vetor de deriva e D
(2)
i,j é o tensor de difusão.
A equação de Fokker-Planck pode ser resolvida por vários métodos, tais como: mé-
todos de simulação; transformação da equação de Fokker-Planck em uma equação de
Schrödinger ; integração numérica e soluções anaĺıticas para alguns potenciais. Para uma
revisão completa, consulte [76].
2.6 Processos Estocásticos em Biologia: Teoria de
Forrageamento
A teoria de forrageamento,“Foraging Theory”, é um ramo da ecologia comportamental
que estuda as estratégias de busca de alimentos executada por animais em seus ambientes
nativos. A teoria considera o comportamento de busca com relação ao custo-benef́ıcio
obtido a partir de diferentes opções de procura, presumindo que as opções que maximi-
zam os benef́ıcios –por exemplo, ganho energético decorrente da ingestão de alimento–
e minimizam os custos –por exemplo, desgaste energético devido a caminhada em busca
de alimento, que implica na redução da reserva de gordura e perda de peso– favorecem o
animal e maximizam a função de avaliação ou “fitness”,2 num contexto de seleção natural.
Robert MacArthur e Eric Pianka (e em um trabalho independente de J. M. Emlen em
1966) propuseram pela primeira vez uma teoria de forrageamento ótimo. Existem hoje,
muitas versões de forrageamento ótimo relevantes em situações distintas. Algumas são:
2A função de avaliação é o critério utilizado para decidir que espécies prosperam e sobrevivem no
contexto da seleção natural.
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 O modelo da dieta ideal, primeiramente testado por John Goss-Custard, que des-
creve o comportamento de um forrageador que encontra diferentes tipos de presas
e deve escolher qual atacar;
 Modelo de seleção de caminhos, descrevendo a dinâmica de um forrageador cujas
presas estão concentradas em pequenos aglomerados com distâncias consideráveis
entre eles;
 Modelo de ponto central, onde o forrageador precisa retornar a um local particular
a fim de consumir sua presa.
Existe uma grande quantidade de resultados experimentais dispońıveis [14, 15] des-
crevendo a dinâmica da busca de alimento realizada por animais. Trabalhos recentes
[4, 19, 22, 33] sugerem que a distribuição de deslocamentos durante o forrageamento é
bem aproximada por distribuições de cauda longa “Long Tail Distribution”, nas quais a
probabilidade de percorrer grandes distâncias, sem eventos de reorientação, não é des-
preźıvel. Esta verificação emṕırica sugere a divergência do segundo momento da distri-
buição de deslocamentos e qualifica as distribuições de Lévy como a escolha adequada
para ajustar estes resultados experimentais. Na seção 2.12.1 discutiremos um modelo de
forrageamento.
2.7 Algumas Distribuições Notáveis
No apêndice B detalhamos todas as distribuições relevantes para este trabalho, tam-
bém discutimos como obter o estimador de máxima verosimilhança (EMV) e expressão
adequada para o gerador de números aleatórios (GNA). Nesta seção apresentaremos as
distribuições Binomial, de Poisson, Gaussiana e Lévy pois são certamente as mais fre-
quentemente observadas na natureza, figura 2.2 de cada distribuição. Nas seções 2.8 e
2.9 veremos que o TLC e o teorema do limite central generalizado (TLCG) ajudam a en-
tender e justificar a onipresença destas distribuições em matemática e em sistemas reais.
Como exemplo, considere repetidas tentativas independentes onde apenas dois resultados
podem ser alcançados. Este experimento convencionalmente chamado de tentativas de
Bernoulli (“Bernoulli Trials”) em homenagem a Jacob Bernoulli (1654-1705), conduz à
distribuição Binomial - como mostraremos a seguir. Se o número de tentativas for elevado,
então a probabilidade de k sucessos em n tentativas pode ser aproximada pela distribui-
ção de Poisson. A distribuição Binomial e a distribuição de Poisson aproximam-se da
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px (1− p)n−x. FDP Poisson, fx̊(x) = λ
x e−λ
x!
. FDP Pareto, fx̊(x) = x
−α+1 (va-
riância infinita). As distribuições aqui mostradas, certamente são as mais frequentemente
observadas na natureza. Note que as distribuições Gaussiana e binomial se sobrepõem
porque plotamos a Gaussiana com média µ = np e variância σ2 = np(1− p), que corres-
pondem à média e variância da distribuição Binomial. A distribuição de Poisson aparece
com média e variância λ = np. (b) Gráfico da figura (a) na escala Log-Log. Parâmetros:
n = 50, p = 0, 3, λ = np = 15, µ = np = 15, σ =
√
np(1− p) = 3, 24, xmin = 1 e α = 1.
distribuição normal quando o número de tentativas é suficientemente grande. O mesmo é
o caso da distribuição de Lévy, mas nos sistemas onde eventos raros são não despreźıveis.
2.7.1 Distribuição Binomial
Considere um experimento booleano onde apenas dois resultados, sucesso e fracasso,
podem ser obtidos, respectivamente com probabilidades p e q, satisfazendo p + q = 1.
Após n tentativas é posśıvel obter sequências combinando fracassos e sucessos, em ordem
diversa. Como as tentativas são independentes, a probabilidade de qualquer sequência
particular de k sucessos e (n− k) fracassos é o produto das probabilidades pk(1− p)n−k.
Aqui usamos, q = 1− p e (n− k), respectivamente como a probabilidade e a quantidade





, multiplicada pela probabilidade
de se obter cada sequência, pk(1 − p)n−k, fornece a distribuição de probabilidade de se






pk (1− p)n−k. (2.59)
Esta é a chamada distribuição Binomial. Note que a distribuição tem pico nas pro-
ximidades de np, que é uma quantidade importante na distribuição Binomial. De fato,
a média da distribuição é µ = np e sua variância é σ2 = np(1 − p) fornecendo o desvio
padrão σ =
√
np(1− p). Mostramos o gráfico da distribuição na figura 2.2.
2.7. Algumas Distribuições Notáveis 25
2.7.2 Distribuição de Poisson
A distribuição de Poisson pode ser deduzida como um limite da distribuição Binomial
(portanto, com n tendendo a infinito e p tendendo a 0, de modo que np = λ = constante)
ou derivada diretamente em diferentes processos reais. Como exemplo interessante, men-
cionamos o experimento onde queremos medir a probabilidade de detectar k̊ fótons em





, (k ∈ N) (2.60)
que é a distribuição de Poisson (ver figura 2.2). Uma caracteŕıstica interessante da dis-
tribuição de Poisson é o fato de possuir média λ = np igual a sua variância σ2 = np.
2.7.3 Distribuição Gaussiana
Essa distribuição aparece em diversos fenômenos na natureza, e em particular em pro-
cessos relacionados à difusão normal ou Browniana. A razão da presença praticamente
universal da distribuição Gaussiana se deve ao fato de emergir naturalmente como uma
distribuição limite para processos aleatórios, como consequência do TLC (ver a seção
2.8.1). Sendo invariante por agregação de variáveis aleatórias, a distribuição Gaussiana é
estável. O TLC explica assim porque distribuições com segundo momento finito conver-
gem gradualmente para a distribuição estável Gaussiana. A distribuição Gaussiana (ver
figura 2.2) é caracterizada por dois parâmetros: média µ e o desvio padrão σ. Uma VA















que é usualmente tomada como a distribuição Gaussiana padrão, quando a VA x̊ tem
média nula e desvio padrão unitário (µ = 0 e σ = 1). Embora os valores |x| < σ da
parte central da distribuição possuam maior probabilidade de ocorrência, são as caudas
das distribuições que fornecem informações relativas aos valores extremos.
2.7.4 Distribuição de Lévy
Existem muitos processos na natureza que são regidos por distribuições de Lévy, como
o ritmo card́ıaco de indiv́ıduos saudáveis ou a foto-condutividade em semicondutores amor-
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fos [77]. Para variáveis independentes e identicamente distribúıdas e sob condições que se-
rão descritas na seção 2.9, podemos encarar a distribuição de Lévy fr̊(r) = L(r;µ, a, α,B)
como solução da equação de Bachelier 3 (2.81) que governa os processos Markovianos. Sua
função caracteŕıstica ϕs̊(s) = L(s;µ, a, α,B) é












, se α 6= 1
iµs − a|s|
(
1 − iB s|s| 2π log |s|
)
, se α = 1
, (2.62)
onde a ≥ 0, µ é real, −1 ≤ B ≤ 1 é o terceiro cumulante –“skewness”– e 0 < α ≤ 2
–“peakedness”. Estamos interessados na distribuições de Lévy simétrica (B = 0) e com
média nula (µ = 0), reduzindo a equação (2.62) a
L(s; a, α) = exp (−a|s|α ) . (2.63)
Os casos especiais importantes da distribuições de Lévy surgem com α = 1, 2
L(s; a, 2) = exp (−a|s|2 ) FDP Gaussiana generalizada (α = 2),
L(s; a, 1) = exp (−a|s| ) FDP Cauchy-Lorentz (α = 1).
(2.64)
A representação no espaço ordinário é obtida via transformada inversa de Fourier da
equação (2.62)





eis·rL(s;µ, a, α,B) dsβ. (2.65)
2.7.5 Expansões da Distribuição de Lévy para (r ≫ 1) e (r ≪ 1)
A fim de obter a distribuição de Lévy em uma dimensão r ≡ x, vamos substituir a
função caracteŕıstica (2.63) em (2.65) e calcular a transformada inversa de Fourier no
limite x≫ 1. Como L(x; a, α) é simétrica (e par) podemos explorar a simetria usando a
transformada inversa de cossenos de Fourier, obtendo





exp(− a sα) cos(sx) ds. (2.66)
Agora, integrando por partes, encontramos







sα−1 exp(− a sα) ds, (2.67)
3discutiremos a equação de Bachelier na seção 2.9.1
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fazendo a mudança de variável z = sx, dz = xds










tomando o limite x→∞




zα−1 sin(z) dz. (2.69)
Finalmente, a solução da integral é expressa em termos da função de Euler, Γ(α) sin(πα
2
),
fornecendo o limite assintótico (x≫ 1)






Assim vemos que para valores grandes de x, a distribuição de Lévy comporta-se como
lei de potência, com expoente 1+α. Verificamos também que o segundo momento diverge
para processos com 0 < α < 2.
Para obter o comportamento da distribuição de Lévy quando x ≪ 1, considere a
equação (2.66) com a expansão de Taylor para cos(sx)











usando a mudança de variável z = asα e dz = aαsα−1ds


















Estamos interessados apenas em avaliar esta equação quando x≪ 1 e vamos portanto
desprezar termos de ordem superior a zero, logo




























ou seja, para x≪ 1 a distribuição cresce à medida que α→ 0.
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2.7.6 Distribuição Lei de Potência
Leis de potência podem ser definidas sobre variáveis cont́ınuas, governadas por nú-
meros reais, ou discretas, quando a variável aleatória assume apenas valores discretos,
normalmente inteiros positivos. Seja x̊ uma variável aleatória com distribuição Lei de
Potência. Sua FDP, fx̊(x), é tal que fx̊(x)dx = P (x ≤ x̊ < x+ dx), então
fx̊(x) = Cx
−α. (FDP Lei de Potência) (2.75)
onde x é o valor observado e C é a constante de normalização. Claramente, esta densidade
diverge quando x→ 0 e a equação (2.75) não pode ser válida para todos os valores x ≥ 0 e
deve possuir algum truncamento inferior. Denotaremos este truncamento por xmin. Dado








, (x ∈ R), (FDP Pareto). (2.76)
No caso discreto, x podemos tomar somente um conjunto discreto de valores. Neste
trabalho consideraremos somente os casos de valores inteiros com FDP da forma fx̊(x) =
P (̊x = x) = Cx−α. Novamente esta distribuição diverge em zero, então devemos impor











é a função Zeta generalizada. Em muitos casos é útil considerar também a FD, denotada
por Fx̊(x) e definida como Fx̊(x) = P (̊x ≥ x), tanto no caso discreto quanto no cont́ınuo.
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2.7.7 Distribuição de Pareto Truncada
A distribuição de Pareto truncada (neste trabalho também chamaremos de distribui-
ção de Pareto Mantegna-Stanley) corresponde à distribuição de Pareto, vista na seção
anterior, desprezando-se a cauda longa, x > b. A FDP segue da equação (2.75), normali-









se, a ≤ x ≤ b,
0 caso contrário.
(FDP Pareto Truncada) (2.78)
Com α sempre positivo, pois α ≤ 0 fornece distribuições não normalizáveis, inaceitáveis
no contexto da teoria de probabilidade.





α− 1 . (2.79)
Neste ponto observamos que a esperança da distribuição de Pareto diverge para α =
1, mas isto não ocorre aqui na distribuição de Pareto truncada. A singularidade em
α = 1 foi removida e substitúıda por uma indeterminação. Usando regra de L’Hôpital,
vemos que 〈̊x〉 assume valores bem definidos em todos os pontos onde a distribuição de
Pareto é singular. Não poderia ser diferente, já que toda distribuição truncada deve exibir
esperança bem definida.





(aα − bα) (b2aα − a2bα)
α− 2 −




finita mesmo para α = 1 ou α = 2.
2.8 Teorema do Limite Central
O TLC é um alicerce da teoria de probabilidade e de fundamental importância em
Mecânica Estat́ıstica. Intuitivamente, este teorema garante que a soma de N variáveis
independentes, quando N → ∞, tende a uma certa lei (a qual comporta-se como um
atrator no espaço das distribuições). Quando a distribuição de variáveis independentes
tem variância finita, o atrator para a soma será a distribuição Gaussiana [70] (ver uma
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demonstração na seção 2.8.1). O TLC explica a frequente ocorrência da distribuição
normal na natureza. Sua primeira manifestação em matemática foi devida à Abraham de
Abraham de Moivre em 1733, seguido independentemente por Pierre-Simon de Laplace
em 1774. A distribuição foi redescoberta por Robert Adrian em 1808 e então finalmente
por Carl Friedrich Gauss em sua famosa teoria de erros [81]. Um resultado central é
a distribuição Binomial aproximar-se da distribuição Gaussiana para N → ∞, após
ser apropriadamente centralizada e reescalonada (esta propriedade pode ser facilmente
verificada na figura 2.2). Isto pode ser considerado como a primeira manifestação histórica
do TLC e é frequentemente referenciado como teorema de Moivre-Laplace. Uma breve
revisão histórica sobre o tema pode ser vista em [82].
2.8.1 Demonstração Multidimensional do TLC
Nesta seção apresentamos uma demonstração simples, apropriada ao contexto de ca-
minhada aleatória, originalmente apresentada por Chris H. Rycroft e Martin Z. Bazant
[83]. É uma demonstração multidimensional do TLC. Uma derivação mais rigorosa pode
ser encontrada em [70].
Considere uma caminhada aleatória com N passos de tamanho |r|, independentes
e identicamente distribúıdos segundo f̊r(r), onde r é um vetor com métrica Euclidiana
em β-dimensões (neste trabalho r, R e s, S denotam vetores em Rβ) Desejamos avaliar
fR̊(R;N), que é a FDP associada à probabilidade de encontrar o caminhante na posição
R após N passos. Para deslocamentos IID, a FDP de posição final satisfaz a recursão
fR̊(R;N + 1) =
∫
f̊r(r)fR̊(R− r;N)drβ. (2.81)
Esta é a equação de Bachelier –homenagem ao matemático francês, Louis Jean-
Baptiste Alphonse Bachelier (1870-1946)–, onde β é a dimensão espacial (β = 1 recupera
o caso unidimensional comumente visto em demonstrações do TLC). A premissa chave é a
independência dos passos (independência condicional), a qual permite a probabilidade de
uma transição de R− r para R no N-ésimo passo ser obtida pelo produto das probabilida-
des independentes, como indica (2.81). Note ainda que supomos a posição futura –́ındice
(N+1)– dependente apenas da posição atual –́ındice N– e não de toda a trajetória. Estas
duas propriedades sintetizadas pela expressão independência condicional são as condições
necessárias e suficientes para caracterizar este sistema como um processo Markoviano.
Partindo da equação (2.81) e sob o argumento de fR̊(R;N) variar em escalas muito
maiores que um r t́ıpico, quando N → ∞, expandimos fR̊(R − r;N) em série de Taylor
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para obter




fR̊(R;N)− r · ∇fR̊(R;N) +
1
2
r · ∇∇fR̊(R;N) · r+ . . .
]
dr,










+ . . . ,
fR̊(R;N + 1) = fR̊(R;N) +
〈r · r〉
2β
∇2fR̊(R;N) + . . . . (2.82)
O termo de primeira ordem anula-se sob o argumento isotrópico (o valor esperado de
f̊r(r) é zero, pois assumimos que r seja identicamente distribúıdo em todas as direções).
Assumimos ainda que os passos são tomados em intervalos de tempo ∆t e definimos o
tempo como t = N∆t, obtendo





∇2fR̊(R;N) + . . . . (2.83)
Com N → ∞, a distribuição limite pR̊(R; t), definida por fR̊(R;N) = pR̊(R;N∆t),
satisfaz a equação de difusão
∂pR̊(R; t)
∂t
= D∇2pR̊(R; t), (2.84)
comD = 〈̊r2〉 /2β∆t. Como a caminhada começa na origem, a condição inicial é pR̊(R; 0) =










eiS·R ρ̊S(S; t) dS
β. (2.86)




= −D|S|2ρ̊S(S; t), (2.87)
cuja solução é
ρ̊S(S; t) = exp(−D|S|2t)ρ̊S(S; 0) = e−D|S|
2t. (2.88)
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Este é o limite de fR̊(R;N) para valores elevados de N , numa caminhada isotrópica
em β dimensões. A FDP para a posição tende para uma distribuição Gaussiana (ou distri-
buição normal) cuja largura depende apenas da variância dos deslocamentos individuais
–variância de f̊r(r). A derivação prevê o mesmo limite assintótico para qualquer FDP
bastando que 〈̊r2〉 exista.
Para caminhadas isotrópicas, podemos facilmente calcular a FDP da distância |R| a
partir da origem multiplicando (2.90) pela área da casca hiperesférica definida por |R|
fR̊(|R|;N) = γβ |R|β−1fR̊(R;N), (2.91)
onde γβ é a área da hipersuperf́ıcie da hiperesfera unitária em β dimensões (γ1 = 1, γ2 =
2π, γ3 = 4π, . . .). Isto conclui a demonstração. Na seção seguinte mostramos as proprie-
dades de difusão dos processos que satisfazem (ou não) o TLC.
2.8.2 Difusão Normal e Superdifusão
Como o TLC demonstrado na seção 2.8.1 sugere, as propriedades estat́ısticas da ca-
minhada aleatória tendem para uma distribuição universal após um número elevado de
passos. No caso da FDP da posição final fR̊(R;N), o resultado para caminhadas isotró-
picas constitui-se em uma generalização do TLC para soma de variáveis independentes
e identicamente distribúıdas. Desde que o segundo momento 〈r2〉 exista para a distri-
buição de deslocamentos, f̊r(r), a forma assintótica de fR̊(R;N) será dada pela equação
(2.90). Como consequência do TLC a variância da posição R̊N , após N ≫ 1 passos, é
proporcional à variância dos deslocamentos r
Var(|R̊N |) = N Var(|̊r|), (2.92)
válido para deslocamentos independentes e identicamente distribúıdos. Este resultado
caracteriza a chamada difusão normal
〈|R̊N |〉 ∝
√
〈̊r2〉N ∝ N1/2. (2.93)























Figura 2.3: Processos onde 〈|R̊N |〉 ∝ Nυ com υ = 1/2 evoluem com difusão normal e
satisfazem o TLC. Com υ 6= 1/2 diz-se que o processo possui difusão anômala, sendo
que υ < 1/2 caracteriza subdifusão e υ > 1/2 caracteriza superdifusão. (a) Trajetória
de um caminhante Browniano que se move com distribuição de deslocamentos f̊r(r) ∼
exp(−|r|) –variância finita– em uma caminhada isotrópica ilustrando a difusão normal.
(b) Trajetória de um caminhante anômalo que se move com distribuição de deslocamentos
f̊r(r) ∼ |r|−2 –variância infinita– em uma caminhada isotrópica ilustrando a superdifusão.
Em ambos os casos a caminhada consiste de 2000 passos independentes começando na
origem. Compare as escala e note como o processo super difusivo afasta-se da origem mais
rapidamente que no caso com difusão normal.
Sempre que 〈|R̊N |〉 ∝ Nυ com υ 6= 1/2 diz-se que o processo evolui com difusão
anômala, sendo que υ < 1/2 caracteriza sub difusão e υ > 1/2 caracteriza superdifusão.
A figura 2.3 exemplifica as duas situações no caso de caminhadas aleatórias (ver seção
2.10).
Nas situações onde as premissas do TLC não são satisfeitas podemos verificar que a
distribuição assintótica para a posição final não converge para uma Gaussiana. Quando
a variância da distribuição de deslocamentos, f̊r(r), diverge, o atrator é a distribuição de
Lévy [70] em conformidade com o TLCG (ver a seção 2.9). Outra forma de violar o TLC
é estabelecer correlação entre os saltos ou interação entre os caminhantes de modo que
〈|R̊N |〉 ∝ Nυ se dará com υ 6= 1/2. Nestes casos o limite assintótico é mais abrupto e
conduz a várias generalizações da equação da difusão.
2.9 TLC Generalizado
Existem algumas extensões do TLC, quando a variância é finita (primeiro e segundo
momentos finitos), que relaxam a condição de eventos independentes e identicamente dis-
tribúıdos, permitindo a presença de certos tipos de correlação fraca entre os eventos, a
exemplo da condição de Lindeberg e da condição de Lyapunov. Outra generalização muito
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importante do TLC é aquela que permite distribuições com variância infinita. Publicada
em 1927 pelo matemático francês, Paul Pierre Lévy (1886-1971) [72], esta extensão es-
tabelece que a soma dos valores independentes e identicamente distribúıdos da variável
aleatória r̊, que não possui o segundo momento –eventualmente também não possui o
primeiro momento– e comportamento assintótico f̊r(r;α) ∼ 1|r|α+1 , para |r| ≫ 1, é atráıda
para a distribuição de Lévy, L(r;α) [70], com mesmo parâmetro α da distribuição de
deslocamentos f̊r(r;α). Este teorema é conhecido como TLCG.
2.9.1 Demonstração Multidimensional do TLCG
Obviamente, o método apresentado na seção 2.8.1 não engloba processos onde f̊r(r)
possui variância infinita (superdifusão). Assim, precisamos de uma argumentação dife-
rente [70, 83] para resolver a equação de Bachelier
fR̊(R;N + 1) =
∫
f̊r(r)fR̊(R− r;N)dr. (2.94)
Como a equação de Bachelier é uma convolução, temos
fR̊(R;N) = f̊r(r;N) ∗ fR̊(R;N − 1), (2.95)
onde “ * ” denota convolução. Note que fR̊(R;N − 1) é por si mesmo o resultado de uma
convolução e então podemos escrever fR̊(R;N) em termos de todos os passos anteriores
(1 · · ·N) e da FDP da posição inicial fR̊(R; 0), tal que
fR̊(R;N) = f̊r(r; 1) ∗ f̊r(r; 2) ∗ f̊r(r; 3) ∗ · · · ∗ f̊r(r;N) ∗ fR̊(R; 0). (2.96)
Assumindo que a caminhada se inicia na origem, logo fR̊(R; 0) = δ(R), usando o
teorema da convolução e lembrando que ϕ denota a função caracteŕıstica de f , temos
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Esta é uma solução exata, apesar da integral não poder ser resolvida analiticamente em
termos de funções elementares exceto em alguns poucos casos. Porém, estamos geralmente
interessados no limite de tempos longos, N → ∞, onde a integral pode ser aproximada
via análise assintótica. Uma demonstração formal do TLCG (que é bastante técnica) foge
ao escopo deste trabalho e pode ser encontrada em [70].
2.10 Caminhada Aleatória
2.10.1 História e Origens
Referências intuitivas a caminhadas aleatórias decorrentes de observações emṕıricas
têm sido feitas há séculos. Em 1827 Robert Brown, botânico inglês, publicou suas obser-
vações a respeito dos movimentos irregulares de pequenos grãos de pólen em um ĺıquido.
Blaise Pascal, Pierre de Fermat e Jacob Bernoulli trataram problemas adjacentes ainda
no século XVI porém, a teoria se estabeleceu no ińıcio do século XX com a publicação de
trabalhos que ressaltaram caminhadas aleatórias como processos estocásticos.
O termo “random-walk” foi originalmente proposto por Karl Pearson em 1905 [73,
83] e posteriormente adotado como nomenclatura padrão. Em uma carta à Nature, ele
apresentou um modelo simples para descrever a infestação de mosquitos numa floresta.
A cada incremento de tempo, um único mosquito move-se uma distância fixa a, em uma
direção aleatoriamente escolhida. Pearson queria saber qual a distribuição de mosquitos
após muitos voos terem sido executados. A carta foi respondida por Lord Rayleigh, que
já havia resolvido uma forma mais geral deste problema em 1880, no contexto de ondas
de som em meios heterogêneos (ver a seção 2.10.3).
Primeiramente a teoria de caminhada aleatória foi também desenvolvida por Louis
Bachelier em sua notável tese de doutoramento, “La Théorie de la Spéculation”publicada
em 1900 [84]. Bachelier propôs a caminhada aleatória como um modelo fundamental
para séries temporais em economia. Suas ideias básicas permanecem como base para a
moderna teoria de finanças. Aparentemente Bachelier foi o primeiro a perceber a conexão
entre caminhadas aleatórias discretas e a equação de difusão no cont́ınuo.
Curiosamente, em 1905, no mesmo ano da carta de Pearson à revista Nature –consulte
a seção 2.10.3– Albert Einstein publicou seu artigo seminal sobre movimento Browniano,
no qual estudou a difusão de uma part́ıcula, cuja trajetória é governada pelas colisões
da part́ıcula com as moléculas do fluido. O objetivo era determinar uma expressão que
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Figura 2.4: Distância percorrida X̊N(p) em uma caminhada aleatória unidimensional
com passos unitários idênticos, partindo da origem, obtida via simulação computacional
com N = 200. Note que representamos a caminhada ao longo do eixo x e que p é a
probabilidade de ocorrer um salto no sentido negativo do eixo x e 1−p a probabilidade de
haver um salto no sentido positivo. A figura com p = 0.1 mostra uma deriva para o sentido
positivo, analogamente com p = 0.9, a deriva ocorre para o sentido negativo. Ambos os
casos são anisotrópicos devido ao alto grau de correlação entre os deslocamentos.
servisse para calcular o número de Avogadro por meio de medidas do coeficiente de difusão.
2.10.2 Caminhada Aleatória Unidimensional (β = 1)
Considere uma caminhada com N passos de mesmo tamanho a, executada ao longo
de uma linha [1, 85]. Seja p a probabilidade de um passo ser dado para a esquerda, e
q a probabilidade do passo ser para a direita. Assuma também n1 o número de passos
tomados para a direita e n2 o número de passos para a esquerda. As quantidades p, q,
n1, n2 e N se relacionam por
p+ q = 1,
n1 + n2 = N. (2.99)
Note que a segunda equação conecta as duas VAs fixando n2 para cada valor assumido











maneiras de tomar n1 passos para a direita e n2 para a esquerda.
A probabilidade de obter uma sequência particular de n1 e n2 passos é p






n1! (N − n1)!
pn1(1− p)N−n1 , (2.100)
onde n! é o fatorial de n. Note que a equação acima é simplesmente a distribuição
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Binomial, discutida na seção 2.7.1, portanto, o número médio de passos para a direita é
〈̊n1〉 = pN, (2.101)
e o número médio de passos tomados para a esquerda é 〈̊n2〉 = N−〈̊n1〉 = N(1−p) = qN .




Agora considere a distância X̊N {X̊, X ∈ N e 
 → −N ≤ X ≤ N} percorrida após
um dado número de passos,
X̊N = n̊1 − n̊2 = 2̊n1 −N, (2.103)
como sendo a distância ĺıquida percorrida em uma certa direção. As figuras 2.4 mostram
X̊N(p) para N = 200 e dois valores de p, 0.1 e 0.9. Claramente observamos a tendência
de andar em uma certa direção de acordo com o valor de p.
Para uma caminhada aleatória com p = 0.5, (ver a figura 2.5) a probabilidade
fX̊(X,N, p) de atravessar certa distancia X̊N após N passos aparece na tabela-2.1. Nesta
tabela as linhas subsequentes são obtidas pela adição de metade do valor de cada célula
em uma dada linha para cada uma das duas células diagonalmente abaixo. De fato, isto
é simplesmente o triângulo de Pascal preenchido intercaladamente com zeros e com cada















fornecendo µ1 = 0, µ2 = N , µ3 = 0 e µ4 = N(3N − 2). O valor esperado da distância





Esta soma pode ser feita simbolicamente, considerando-se separadamente os casos com N
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Figura 2.5: Distância percorrida X̊N(p) em uma caminhada aleatória unidimensional com
passos unitários idênticos, partindo da origem, obtida via simulação computacional com
N = 200. Lembre-se que p é a probabilidade de ocorrer um salto no sentido negativo
do eixo da caminhada e (1 − p) a probabilidade de haver um salto no sentido positivo.
A caminhada isotrópica se verifica com p = 0.5 de modo a obter saltos identicamente
distribúıdos. Neste caso, para tempos dilatados N ≫ 1, observamos flutuação de X̊N(p)
em torno da origem. Também mostramos a FMP, fX̊(X,N, p), para uma caminhada
aleatória unidimensional com passos unitários idênticos, partindo da origem, obtida via
simulação computacional com N = 1500 e p = 0.5 –caso isotrópico.






Tabela 2.1: Nesta tabela as linhas subsequentes são obtidas pela adição de metade do
valor de cada célula em uma dada linha para cada uma das duas células diagonalmente
abaixo. De fato, isto é simplesmente o triângulo de Pascal preenchido intercaladamente
com zeros e com cada linha multiplicada por um fator 1/2. Os valores dos coeficientes são
dados pela equação (2.104). Note que os valores da tabela acima sugerem uma distribuição
normal [1] e, de fato, é o que obtemos como mostra a figura 2.5.
X̊N ⇒
⇓ N -5 -4 -3 -2 -1 0 1 2 3 4 5
0 1
1 1/2 0 1/2
2 1/4 0 2/4 0 1/4
3 1/8 0 3/8 0 3/8 0 1/8
4 1/16 0 4/16 0 6/16 0 4/16 0 1/16
5 1/32 0 5/32 0 10/32 0 10/32 0 5/32 0 1/32
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Figura 2.6: (a) Diagrama X × Y da trajetória de caminhada de apenas um forrageador.
(b) Diagrama X × Y da trajetória de caminhada de 2000 forrageadores independen-
tes. (c) Histograma, fR̊(R,N) mostrando a probabilidade de encontrarmos o caminhante
afastado da origem por uma distância |R| após N passos, para uma caminhada aleatória
bidimensional com passos idênticos de tamanho a = 0.01, partindo da origem. Obtida
via simulação computacional com N = 2000 e 2000 caminhantes independentes. O his-
tograma, fR̊(R,N) corresponde a equação (2.108) proposta por Lord Rayleigh em 1905
como solução para o modelo de Pearson.
2.10.3 Caminhada Aleatória bidimensional (β = 2)
Como vimos na seção 2.10.1, o modelo de Pearson [73, 83], figura 2.6, enviado à Na-
ture, propunha-se a descrever a infestação de mosquitos numa floresta. A cada incremento
de tempo, um único mosquito move-se uma distância fixa a, em uma direção aleatoria-
mente escolhida. Pearson queria saber qual a distribuição de mosquitos após muitos voos
terem sido executados. A carta foi respondida por Lord Rayleigh, que já havia resolvido
uma forma mais geral deste problema em 1880, no contexto de ondas de som em meios
heterogêneos. Um modelo de ondas de som se propagando por um material pode ser
pensado como a soma de vetores de onda com k constante e fase aleatória. Ondas so-
noras em materiais possuem vetor de onda aproximadamente constante e suas direções
são alteradas por espalhadores dentro do material. Com o objetivo de encontrar a função
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Figura 2.7: (a) Diagrama X × Y da trajetória de caminhada de apenas um forrageador.
(b) DiagramaX×Y da trajetória de caminhada de 2000 forrageadores independentes. (c)
Histograma, fR̊(R,N) mostrando a probabilidade de encontrarmos o caminhante afastado
da origem por uma distância |R| após N passos. Trata-se de uma versão super difusiva do
modelo de Pearson, com os deslocamentos, r̊, independentes e identicamente distribúıdos
segundo a lei de potência f̊r(r) ∼ |r|−2 –variância infinita–. Novamente simulamos a
caminhada, partindo da origem, com N = 2000 passos e 2000 caminhantes independentes.
Observamos que fN(R) ∼ L(R;α) com o parâmetro, α → 1, –distribuição de Cauchy-
Lorentz, ver a equação (2.64)– em concordância com o TLCG.
densidade de probabilidade de uma onda de som após muitas interações, Lord Rayleigh
considerou fR̊(R;N) = P [R̊ = R;N ] como a probabilidade de atravessar a distância entre











∼ N , o que é t́ıpico de fenômenos de difusão.
Encontramos a solução anaĺıtica para este problema na seção 2.8.1, onde demonstra-
mos o TLC em um espaço β-dimensional onde o caminhante se move segundo a distribui-
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ção de deslocamentos f̊r(r) e obtemos como atrator a distribuição Gaussiana (2.91). No
problema de Pearson, em duas dimensões d = 2, f̊r(r) = δ(|r| − a) e 〈r2〉 = a2, reduzindo






Este resultado concorda com a solução (2.108) encontrada por Lord Rayleigh já que
considerou deslocamentos unitários a = 1. O problema proposto por Pearson e resolvido
por Lord Rayleigh pode ser, hoje em dia, facilmente tratado via simulação computacional.
Fizemos isso e o resultado para uma caminhada de Pearson –isto é, uma caminhada
aleatória bidimensional com passos idênticos de tamanho a = 0.01, partindo da origem
com N = 2000– pode ser vista na figura 2.6. A FMP fR̊(R,N) mostrando a probabilidade
de encontrarmos o caminhante afastado da origem por uma distância |R| após N passos,
corresponde à equação (2.108), proposta por Lord Rayleigh.
Consideramos também um versão super difusiva do modelo de Pearson onde os ca-
minhantes (mosquitos) executam voos identicamente distribúıdos com deslocamentos r̊
segundo a lei de potência f̊r(r) ∼ r−2 –variância infinita–. Novamente simulamos a
caminhada, partindo da origem com N = 2000 passos de 2000 caminhantes indepen-
dentes, como mostra a figura 2.7. Desta vez a FDP obtida no histograma, fN(R) da
posição R após N passos, não corresponde a um atrator Gaussiano. Em vez disso ve-
mos fN(R) ∼ L(R;α) com o parâmetro α → 1 –distribuição de Cauchy-Lorentz, ver a
equação (2.64)– em concordância com o TLCG que prevê a distribuição de Lévy como
atrator para soma de varáveis independentes e identicamente distribúıdas por f̊r(r) com
comportamento assintótico, |r| ≫ 1, escalando com |r|−1−α.
2.11 Sistemas Discretos
2.11.1 Primeira Visita e Probabilidade de Retorno
A probabilidade P (β) de um caminhante retornar a um śıtio [87] durante uma cami-
nhada discreta (ver a figura 2.8), num ambiente β-dimensional, é P (β) = 1 para 1 ≤ β ≤ 2
indicando que todo o espaço está acesśıvel e será visitado para tempos suficientemente
longos. Já em espaços com β > 2, a probabilidade de retorno é menor do que a unidade,
como demonstrado por Pólya em 1921.
Para dimensões superiores [88–91], Watson em 1939, McCrea e Whipple em 1940,










Figura 2.8: Caminhada discreta começando na origem e seguindo com 1000 passos idên-
ticos em direções discretas e identicamente distribúıdas num ambiente bidimensional.
Domb em 1954 e Glasser e Zucker em 1977 mostraram que
P (3) = 1− 1
u(3)












(3− cos x− cos y − cos z) = 1.5163860592. (2.111)
Formas anaĺıticas para β > 3 não são conhecidas, mas Montroll em 1956 [92] mostrou
que para β < 3












I0(z) é a função de Bessel modificada de primeira ordem. De acordo com Montroll
em 1956, Flajolet e Finch em 2003, a equação (2.113) pode ser avaliada numericamente
[92–94], fornecendo os resultados para P (β ≥ 3), mostrados na tabela-2.2
Tabela 2.2: Valores numéricos para P (β ≥ 3) de um caminhante retornar a um śıtio
durante uma caminhada discreta em ambientes com dimensão β ≥ 3.
β 3 4 5 6 7 8
P (β) 0.340537 0.193206 0.135178 0.104715 0.0858449 0.0729126
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2.12 Processo de Busca
Um processo de busca (PB), combina uma caminhada aleatória com um processo es-
tocástico que determina como passos são dados e um procedimento de detecção de alvos.
Definiremos o PB mais formalmente no próximo caṕıtulo. Na próxima seção revisaremos
um processo de busca particularmente interessante aos nossos propósitos, que chamaremos
de Modelo de Viswanathan.
2.12.1 Modelo de Viswanathan
Entre os anos de 1996 e 2004, G. M. Viswanathan e colaboradores desenvolveram
um modelo de busca aleatória [4–9] proposto originalmente por Viswanathan em 1996
[4]. Trata-se de uma aproximação de campo médio que consolidou-se na literatura e
estabeleceu-se como modelo mais relevante atualmente dispońıvel.
Nosso interesse no modelo de Viswanathan vai muito além da ilustração de um pro-
cesso de busca biológicamente motivado. O propósito principal desta discussão é introduzir
o modelo de Viswanathan como modelo de referência que permita a comparação com a
eficiência energética exata obtida no modelo anaĺıtico, que apresentaremos nos próximos
caṕıtulos. Outro propósito é a implementação de um modelo de busca coletiva onde o
comportamento de cada forrageador, participante da busca coletiva, inspira-se no modelo
de Viswanathan.
Um processo de busca é constitúıdo por um ambiente de busca e uma heuŕıstica que
governa a dinâmica do processo. Iniciaremos a revisão do modelo de Viswanathan descre-
vendo as propriedades do ambiente e dos alvos que ele encerra. Em seguida passaremos à
apresentação da heuŕıstica que orienta o forrageador. Concluiremos está seção discutindo
a eficiência energética do processo e o balanço energético do forrageador.
2.12.2 Ambientes de Busca
Na busca biológica, os animais estão sujeitos a inúmeros v́ınculos impostos pela natu-
reza, como limites determinados por acidentes geográficos ou por fronteiras com territórios
de vizinhos concorrentes, além de variantes causadas pelo clima que pode afetar drastica-
mente a distribuição e a disponibilidade de alimentos –alvos da busca. Em sistemas tecno-
lógicos como busca em bancos de dados, os dispositivos de indexação podem ser limitados
ou até mesmo nem existir e o ambiente pode ser dinâmico, modificando aleatoriamente a





Figura 2.9: Ilustração de um ambiente de busca em duas dimensões contendo uma den-
sidade ρ de alvos posicionados aleatoriamente segundo uma distribuição homogênea, ga-
rantindo que todo o espaço de busca seja igualmente preenchido (na média sobre várias
configurações) resultando num espaçamento médio t́ıpico entre alvos dado por λ. O am-
biente pode ter qualquer dimensão e supomos que os alvos podem ser de três tipos:
destrut́ıveis (ξ = 1), não-destrut́ıveis (ξ = 2) ou regenerativos (1 < ξ < 2). Assumimos
que as propriedades ambientais são controladas pelos parâmetros λ e ξ, que determinam
o ambiente de busca.
disposição dos alvos –como na “Internet”. Certamente, em primeira aproximação, vamos
nos limitar ao caso mais simples onde o ambiente é estático e a distribuição de alvos é
homogênea.
Definimos o ambiente de busca como o espaço cartesiano β-dimensional contendo uma
distribuição homogênea de alvos espalhados aleatoriamente. Os alvos são caracterizados
por suas propriedades regenerativas sintetizadas no parâmetro ξ, de tal forma que, com
ξ = 1, os alvos são voláteis (destrut́ıveis) indicando que cada alvo só pode ser visitado
e consumido uma vez. Assim ao ser detectado, o alvo será completamente destrúıdo
tornando-se indispońıvel à visitas futuras. Com ξ = 2, o ambiente corresponde ao caso
não-destrutivo onde os alvos podem ser visitado inúmeras vezes, permanecendo acesśıveis
a visitas futuras. Nos casos intermediários, 1 < ξ < 2, obtemos o ambiente regenerativo,
figura 2.9, e neste caso podemos considerar intuitivamente que todo alvo encontrado é
destrúıdo tornando-se inacesśıvel por um certo tempo τ , até que aconteça sua auto rege-
neração. Decorrido o tempo de regeneração, o alvo estará novamente dispońıvel e voltará
a ser detectável exatamente na mesma posição onde foi detectado e destrúıdo anterior-
mente pelo forrageador. O parâmetro ξ = 1 corresponde ao limite τ →∞, enquanto que,
ξ = 2, corresponde a τ → 0. Simulações computacionais justificam a conexão entre ξ e τ .
Não importando qual seja o ambiente de busca, ele sempre encerra uma densidade de






e estamos interessados em como a concentração de alvos afeta o desempenho na busca. A
densidade de alvos é definida como a quantidade de alvos n por unidade de hipervolume
Vβ , onde o ı́ndice β é a dimensão espacial. Em uma dimensão os alvos encontram-se
distribúıdos ao longo de uma cadeia de comprimento V1 ∝ M , em duas dimensões, sobre
uma área V2 ∝ M2, e assim por diante, conduzindo à Vβ ∝ Mβ , onde M é o diâmetro
caracteŕıstico do ambiente. Por meio da densidade de alvos definimos λ, o livre caminho




Aqui rv é o alcance visual do forrageador e seu papel será melhor definido na seção
seguinte. Adiantamos que os parâmetros λ e rv serão de grande importância nas seções
futuras onde a razão λ/rv será utilizada como uma espécie de parâmetro de mobilidade
do forrageador indicando (em unidades do alcance visual) quanto é preciso caminhar em
média antes de um alvo estar viśıvel.
Nesta seção estabelecemos, em resumo, que o ambiente de busca se materializa num
espaço β-dimensional tendo uma densidade ρ de alvos distribúıdos homogeneamente, resul-
tando num continuo de alvos separados pela distância relativa média λ. Os alvos apresen-
tam propriedades de regeneração controladas pelo parâmetro ξ. Finalmente, o ambiente
estará completamente determinado ao fixarmos os valores dos parâmetros 0 < λ < ∞ e
1 ≤ ξ ≤ 2. Veremos como estes parâmetros afetam o desempenho da busca.
2.12.3 Heuŕıstica Levyniana
A heuŕıstica4 determina a técnica ou estratégia que orienta o processo de busca.
Quanto maior a habilidade cognitiva do forrageador ou quanto maior o conhecimento
das propriedades do ambiente de busca, maior será o refinamento e a complexidade da
heuŕıstica. Considere como exemplo a busca de um registro particular em um banco de
dados. Este processo de busca pode ser muito facilitado se os dados estiverem arma-
zenados segundo alguma regra de ordenamento (ordem alfabética, numérica, etc.). No
4A palavra heuŕıstica deriva da palavra grega heuŕısko, literalmente “descubro” ou “acho” [95]. Define-
se procedimento heuŕıstico como um método de aproximação das soluções dos problemas que não segue
um percurso claro, mas se baseia na intuição e nas circunstâncias a fim de gerar conhecimento novo. É
o oposto do procedimento algoŕıtmico.
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Figura 2.10: Ilustração da trajetória de busca com o forrageador inspecionando a área
delimitada pelas linhas pontilhadas, o ćırculo demarca o alcance visual em cada evento de
reorientação, onde uma nova direção de voo será escolhida isotropicamente e uma nova
distância de voo será sorteada aleatoriamente segundo a equação (2.116).
caso biológico, habilidades de memória podem permitir que o forrageador lembre-se das
fontes de alimento mais produtivas, evitando caminhadas desnecessárias. De modo geral,
ńıveis elevados de cognição podem conduzir à percepção de aspectos decisivos do ambi-
ente de busca e fornecer pistas a respeito de onde procurar alimento. A fim de manter
o modelo tão genérico quanto posśıvel, não vamos presumir o conhecimento de qualquer
particularidade do ambiente, que possa permitir o refinamento da heuŕıstica a ser esco-
lhida. Assim, nesta primeira abordagem, a busca não é orientada por qualquer habilidade
cognitiva como memória ou processamento das informações ambientais5, isto corresponde
a assumir que a heuŕıstica estará determinada por dois fatores:
1. o tipo de caminhada aleatória realizada pelo forrageador, que é determinado pela
distribuição de deslocamentos fx̊(x), definido abaixo pela equação (2.116);
2. a maneira como o forrageador inspeciona o ambiente à procura dos alvos, ver a figura
2.10, no modelo proposto (ver a seção 2.13), isto será determinado exclusivamente
pelo alcance visual rv. Considere como exemplo o caso biológico, onde a interação
com os alvos é feita por meio dos sentidos do animal (visão, olfato, etc.) e em
sistemas tecnológicos, a interação com os alvos se dá pela inspeção direta ao acessar
cada um dos registros. Aqui assumiremos apenas que o forrageador detecta apenas
alvos que estiverem dentro do raio de visão rv em torno da posição do forrageador.
5Para mais informações sobre processos de busca cognitiva sugerimos a referência [96].




Figura 2.11: Ilustração da caminhada de Lévy governada pela distribuição de passos defi-
nida na equação (2.116). Os três exemplos mostram caminhadas percorrendo a distância
total de 1000 unidades, note como µ, o expoente da lei de potência afeta a frequência
dos deslocamentos com tamanho muito superior à média. No limite µ → 1, observa-se
superdifusão enquanto µ→ 3, recupera o comportamento Browniano.
Definimos a heuŕıstica no processo de busca aleatória apenas pelas caracteŕısticas dos
deslocamentos do forrageador durante sua caminhada aleatória e sua interação com os
alvos via alcance visual rv. Fixamos o tipo da caminhada aleatória simplesmente defi-
nindo fx̊(x), a distribuição dos deslocamentos xj do forrageador. Fazemos isto de modo
a alcançar o comportamento anômalo de Lévy (superdifusão) e o comportamento Brow-
niano (difusão normal) variando um simples parâmetro. Uma alternativa é considerar a
lei de potência [36, 37, 97–99]
fx̊(x) ∼ x−µ, (2.116)
conhecida como distribuição de Lévy generalizada, onde o parâmetro µ = α+1 pode ser
ajustado a fim de se obter a dinâmica difusiva (µ ≥ 3) ou a dinâmica super difusiva (1 <
µ < 3) e a distribuição possui a propriedade de auto-afinidade, fx̊(λxj) ∼ λ−µfx̊(xj). A
variância da distribuição de Lévy diverge para 1 < µ ≤ 2, isto corresponde ao movimento
com super difusão anômala [36, 97]. O forrageador se move com velocidade constante
unitária v = xj/tj = 1, portanto, deslocar-se a distância xj consome uma unidade de
tempo cuja magnitude é [tj] ≡ [xj] (aqui [∗] denota o operador que extrai a magnitude
adimensional da grandeza *) [24, 100]. Esta distribuição também pode ser vista associada
a difusão em sistemas caóticos e modelos de tempo cont́ınuo [2, 101]. Pretendemos apenas
confrontar a heuŕıstica Browniana com a de Lévy a fim de saber qual maximiza a função de
avaliação generalizada –ver seção 2.13. Por isso, a prinćıpio, não exploraremos a correlação
entre os saltos, considerando uma caminhada isotrópica onde os deslocamentos ocorrem
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com a mesma probabilidade em todas as direções. Portanto, os xj são independentes
e identicamente distribúıdos. A direção de voo 0 < θ < 2π, será escolhida de forma
aleatória e isotrópica, sem privilegiar qualquer direção particular. Isto pode ser feito
apenas arbitrando que P (θ), a distribuição de direções de voo, é constante em relação a
θ. Ver na figura 2.11 (página 47) algumas trajetórias de busca para vários valores de µ.
2.12.4 Vantagens das Estratégias Levynianas
Uma questão interessante é entender de que forma a caminhada de Lévy pode fa-
vorecer o forrageador superando em eficiência energética as caminhadas Gaussianas ou
de Poisson. As razões que justificam as observações emṕıricas, de caminhadas de Lévy
no forrageamento biológico nunca foram totalmente compreendidas, mas alguns trabalhos
têm oferecido algumas pistas. Levandowsky e colaboradores [14, 15] sugeriram que a razão
pela qual microrganismos executam caminhadas de Lévy em ambientes tridimensionais é
o fato da probabilidade de retorno ser menor que a da caminhada Browniana independen-
temente do valor de µ [24]. Uma explicação relacionada, apresentada por Shlesinger [24],
sugere que o forrageador pode preferir a caminhada de Lévy por aumentar o número de
novos alvos visitados correspondendo à maior ergodicidade das trajetórias de busca na ca-
minhada de Lévy superando a ergodicidade da difusão normal dos processos Brownianos
[102–105]. A divergência de um grupo de forrageadores, inicialmente próximos executando
caminhadas de Lévy, também é mais rápida evitando a competição pelos recursos (alvos).
A estratégia de Lévy também é uma boa solução para o problema de n estações de radar
rastreando m alvos [106].
2.13 Eficiência Energética do Processo de Busca
Nas seções anteriores 2.12.2 e 2.12.3 definimos o processo de busca fixando as propri-
edades do ambiente de busca 0 < λ <∞ e 1 ≤ ξ ≤ 2 e a estratégia de busca, governada
pela distribuição de deslocamentos do forrageador dada pela equação (2.116) onde os pa-
râmetros 1 < µ ≤ 3 e 0 < rv < ∞ determinam a heuŕıstica. Resta ainda definir η, a
função de avaliação generalizada capaz de qualificar o desempenho de cada estratégia de
busca µ, num dado ambiente caracterizado por λ e ξ fixos. Vamos manter em mente que
o comportamento de η(µ, rv, λ, ξ) deve crescer em função de B, o benef́ıcio generalizado
obtido pela busca, e diminuir em virtude de C, o custo generalizado gerado pelo desgaste
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envolvido na busca. Assim temos de forma simples
η(µ, rv, λ, ξ) ≡
B(µ, rv, λ, ξ, . . .)
C(µ, rv, λ, ξ, . . .)
. (2.117)
Certamente B(µ, rv, λ, ξ, . . .) e C(µ, rv, λ, ξ, . . .) podem ser funções complexas depen-
dentes de inúmeras variáveis, particulares a cada sistema, mas em favor da generalidade
vamos tratá-los da forma mais simples e genérica posśıvel. Como os alvos são o objeto
da busca é natural supor que os benef́ıcios aumentam com o aumento de ν, o número de
alvos encontrados durante uma busca. Por isso, vamos admitir em primeira aproximação
que B ∝ ν. Quanto ao custo, vamos supor que seja proporcional à distância generalizada
média 〈L̊ν〉, percorrida para encontrar os ν alvos. Com isso a função de avaliação assume
a forma






onde 〈ℓ̊〉 = 〈L̊ν〉
ν
, é a distância média percorrida entre dois alvos sucessivos, detectados
pelo forrageador. Podemos ver que η(µ, rv, λ, ξ), é inversamente proporcional à distância
percorrida e que tanto 〈L̊ν〉 como 〈ℓ̊〉 dependem das grandezas que caracterizam a busca, µ,
rv, λ e ξ. Vamos eliminar a dependência em ν pois não fazê-lo implicaria em avaliar o limite
assintótico de η, quando ν →∞. Fazemos algo equivalente, simplesmente redefinindo 〈ℓ̊〉,
pela estimativa
〈ℓ̊〉 = Ns 〈̊x〉 , (2.119)
onde Ns, é a estimativa do número de saltos necessários para percorrer a distância entre
dois alvos sucessivos detectados e 〈̊x〉 =
∫∞
−∞ x p(x) dx, é o passo médio da caminhada
(primeiro momento da distribuição de deslocamento do forrageador na equação (2.116)),
fornecendo




Esta função de avaliação foi proposta em 1999, por G. M. Viswanathan e colaboradores
[4, 5].
A integral do passo médio não precisa ser avaliada em todo espaço, pois os desloca-
mentos são estritamente positivos, além disso vamos proibir deslocamentos menores que
rv pois não fazê-lo equivaleria a realizar a busca dentro da área já inspecionada visual-
mente conduzindo ao comportamento artificial de caminhada com infindáveis passos de
tamanho insignificante, que só fazem o forrageador oscilar dentro da área visualmente
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(a) Caso 1D, Ns
0 x M
M − x
(b) Caso β-dimensional destrutivo, Nd
λλ x




Figura 2.12: Os ćırculos fechados representam alvos. (a) Caso unidimensional com
condição de contorno de absorção. O ambiente consiste de um segmento [0,M ] (b) Caso β-
dimensional destrutivo. O ćırculo aberto central representa um alvo previamente visitado,
consumido e destrúıdo. (c) Caso β-dimensional não-destrutivo. O ćırculo fechado central












onde o denominador é um fator de normalização requerido para área unitária e a segunda
integral do numerador é espécie de aproximação de campo médio que se fundamenta
no argumento da não provável execução de saltos muito maiores que λ, já que este é o
espaçamento t́ıpico entre os alvos. Em última analise, esta aproximação corresponde a
um truncamento na distribuição de deslocamentos do forrageador proibindo, xj > λ o que
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2.13.1 Quantidade de Saltos entre Eventos Sucessivos de De-
tecção de Alvos
Caso Unidimensional, Ns
A forma funcional de Ns, foi calculada por S. Buldyrev em [107] e é definida num
contexto da busca unidimensional admitindo que a caminhada de Lévy começa numa
posição arbitrária x, dentro do intervalo [0,M ], com condição de contorno de absorção
(ver a referência [108] onde problemas similares foram tratados). O número médio de








onde a constante C não depende de x, nem de M . Na caminhada Browniana (µ > 3),
recupera-se o resultado Ns = x(M − x)r−2v . A estimativa do número de saltos entre dois
eventos de deteção de alvos, para ambientes com dimensão superior (d > 1) foi aproximada
pela equação (2.123) assumindo-se que a origem vista na figura 2.12 (a) está na posição
do alvo previamente visitado (alvo central nas figuras 2.12 (a) e (C))
Caso β-dimensional Destrutivo, Nd
Considere o caso destrutivo (ver a figura 2.12 (b)), em que todo alvo detectado é
destrúıdo tornando-se inacesśıvel a visitas futuras. Esta situação corresponde à equação
(2.123) para o caso onde considera-se que o forrageador inicia a caminhada na posição do
alvo previamente destrúıdo, o qual encontra-se afastado dos alvos vizinhos pela distância
média λ, conduzindo a x ≈ λ e M − x ≈ λ, assim Nd, o número médio de passos entre







Caso β-dimensional Não-destrutivo, Nn
Para o caso não-destrutivo (ver a figura 2.12 (c) na página 50), também com distribui-
ção esparsa de alvos, a equação (2.124) superestima o número de passos entre dois alvos
sucessivos em razão do ambiente não destrutivo permitir que os alvos sejam revisitados
inúmeras vezes. Em termos da equação (2.123), esta situação corresponde ao caso onde

























Figura 2.13: Produto entre o livre caminho médio λ e a eficiência η versus µ o expoente
de Lévy que define a estratégia de busca para o modelo anaĺıtico em duas dimensões.
(a) Caso não-destrutivo (b) caso destrutivo. Densidade de alvos ρ = 10−4, alcance visual
rv = 1, λ/rv = 5000.
o forrageador parte das proximidades da posição do último alvo visitado, mais precisa-
mente a uma distância rv do alvo e, o próximo alvo da vizinhança encontra-se afastado
pela distância λ, conduzindo à x = rv e M − x = λ, portanto Nn, o número de passos








com 1 < µ < 3. Note que para (λ≫ rv), temos (Nd ≫ Nn).
Eficiência Energética do caso β-dimensional Não-destrutivo
Para o caso não-destrutivo (ver figura 2.13 (a)) a eficiência máxima do processo é
obtida levando as equações (2.125) e (2.122) em (2.120) e derivando com relação a µ. A
a eficiência ótima é
µopt = 2− δ, (2.126)
onde δ ∼ 1/[ln(λ/rv)]2. Portanto, na ausência de conhecimento prévio a respeito da
distribuição dos alvos, e quando λ/rv assume valores grandes, a estratégia ótima de busca
configura-se com µopt ≈ 2.
No problema não destrutivo os śıtios são preservados e isto permite que as estratégias
Brownianas, µ → 3, caracterizadas por pequenos voos altamente frequentes, recebam o
benef́ıcio de encontrar sucessivas vezes o mesmo śıtio, visto que os voos longos ocorrem com
frequência despreźıvel. Esta aparente vantagem apresenta uma contrapartida prejudicial.
Devido à distribuição esparsa de śıtios o forrageador pode levar muito tempo e caminhar
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grandes distâncias em pequenos e infindáveis saltos até que seja capaz de encontrar outro
śıtio, isto faz com que o número de voos N aumente, diminuindo assim a eficiência η.
Para as estratégias superdifusivas, µ→ 1, os voos são extremamente longos e portanto é
muito provável que o forrageador encontre um śıtio durante um voo, contudo, apesar de
encontrar os śıtios com certa facilidade as distância percorridas entre dois śıtios sucessivos
são gigantescas e isto naturalmente afeta a eficiência de forma negativa. Nos limites onde
µ → 1 e µ → 3, a curva da eficiência assume valores mı́nimos como discutido. Portanto,
entre os mı́nimos deve haver um máximo. A eficiência máxima ocorre quando µ ≈ 2,
como mostra a figura 2.13 (a), e isto deve-se a uma estratégia que combina de forma mais
equilibrada as frequências dos voos longos e curtos, conseguindo assim encontrar muitos
śıtios a um baixo custo (em distância percorrida).
Eficiência Energética do caso β-dimensional Destrutivo
Para (1 < µ < 3), o expoente (µ− 1), corresponde à dimensão fractal do conjunto de
alvos visitados [24]. A equação (2.124) não depende de x e M , que são as variáveis do
problema unidimensional. Em vez disso introduzimos o parâmetro λ, que é bem definido
em qualquer dimensão pelas equações (2.114) e (2.115). A situação de interesse prático
se configura quando a distribuição de alvos é esparsa (λ≫ rv), substituindo nas equações
(2.123) e (2.122) levando em (2.120) verificamos que η não assume máximos e os menores
valores de µ conduzem ao forrageamento mais eficiente, como mostra a figura 2.13 (b).
Note que µ → 1 + ǫ, com ǫ → 0+. No problema destrutivo os śıtios são eliminados após
serem visitados uma única vez, isto torna o forrageamento nas proximidade do regime
Browniano, µ → 3, pouco eficiente devido seu caráter redundante que torna muito pro-
vável retornar a um mesmo local repetidas vezes. Quando µ→ 1, o caráter superdifusivo
das trajetórias torna menos relevante o fato dos śıtios se destrúırem pois o forrageador
diverge rapidamente, sem permanecer muito tempo nas proximidade de qualquer alvo
destrúıdo. Isto justifica o resultado obtido onde a eficiência não possui valor µ máximo,
mas aumenta à medida que µ→ 1, como mostra a figura 2.13 (b).
Generalização de Ns para os casos Destrutivo e Não-Destrutivo























Figura 2.14: Produto entre o livre caminho médio λ e a eficiência η versus µ o expoente de
Lévy que define a estratégia de busca. As curvas mostram a eficiência para vários valores
de ξ, que controla as propriedades regenerativas do ambiente. Por definição, dois valores
tem significado ξ = 2 corresponde ao caso não destrutivo e ξ = 1, à dinâmica destrutiva.
Para valores (1 < ξ < 2) observamos transição suave entre a dinâmica destrutiva e não
destrutiva. Aqui temos densidade ρ = 10−4, rv = 1, λ/rv = 5000.
Por definição ξ está restrito aos valores 1 (no caso destrutivo) ou 2 (no caso não
destrutivo), porém podemos assumir valores intermediários (1 < ξ < 2) como mostra a
figura 2.14. Tal intervalo parametriza os alvos regenerativos onde τ = τ(ǫ) apesar desta
função não ter uma forma simples.
As equações (2.120), (2.122) e (2.127) fornecem uma aproximação estat́ıstica que per-
mite comparar a eficiência da busca Browniana e da busca de Lévy ao variar o parâmetro
µ fixando rv, λ e ξ, permitindo plotar curvas η(µ) versus µ, que mostram o desempenho
das estratégias de busca em cada ambiente, como mostra figura 2.13 e a figura 2.14.
2.13.2 Eficiência Energética sob Condições Ideais
Em concentrações elevadas λ/rv ≈ 1, o ambiente de busca aproxima-se do limite de
saturação de alvos, indicando que não é mais necessário caminhar para detectar o alvo
mais próximo nas vizinhanças, já que o alvo está imediatamente viśıvel. Podemos verificar
esse regime considerando que para λ/rv ≤ 1, temos
〈̊x〉 ≈ λ e Ns ≈ 1. (2.128)
Levando (2.128) em (2.120), η torna-se invariante com relação à estratégia µ. As curvas
de eficiência para vários valores de concentração de alvos são mostradas na figura 2.15.
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Figura 2.15: Produto entre a eficiência η e o livre caminho médio λ versus µ em uma
dimensão para vários valores de λ, obtido a partir das equações (1) e (2) com rv = 1 para
o caso não destrutivo. Densidade ρ = 10−4, rv = 1.
2.13.3 Balanço Energético de Raposo-Viswanathan
Frequentemente a busca ocorre vinculada a algum tipo de balanço energético que im-
pede o forrageador de prosseguir caso não seja capaz de reabastecer suas reservas. No
contexto em que o modelo anaĺıtico foi constrúıdo precisamos redefinir a função de avali-
ação η, a fim de considerar adequadamente o desgaste energético e para isto introduzimos
f(〈ℓ̊〉), uma função de desgaste ou custo, arbitrária, associada à distância média percorrida
entre dois alvos sucessivos. Esta função está condicionada apenas a ser monotônicamente
crescente. A energia total ĺıquida por unidade de distância percorrida durante um pro-
cesso de busca é 〈Ω̊〉 ≈ 〈∆E̊〉/〈ℓ̊t〉, onde ∆E̊ é a energia total ganha ou perdida, durante
uma busca que percorreu a distância total média 〈ℓ̊t〉. Podemos aproximar 〈ℓ̊t〉 = ν〈ℓ̊〉,
onde ν denota o número de alvos visitados e 〈ℓ̊〉 a distância média percorrida entre dois
alvos detectados. A energia média ĺıquida, 〈∆E̊〉, obtida pelo forrageador ao encontrar
alvos pode ser similarmente escrita como 〈∆E̊〉 = ν〈∆E̊alvo〉, com 〈∆E̊alvo〉 = ǫ−f(〈ℓ̊〉)
sendo a energia ĺıquida média por alvo encontrado e ǫ a energia bruta ganha por alvo
detectado e consumido. Neste ponto introduzimos o v́ınculo natural E̊ = E̊ + 〈∆E̊〉 > 0,
refletindo o fato de que a reserva energética E̊ do forrageador deve se manter positiva,
como condição de sobrevivência. Assim
〈Ω̊〉 ≈ 〈∆E̊alvo〉
〈ℓ̊〉
= (ǫ− f(〈ℓ̊〉)) η̊, (2.129)
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onde η̊ é a eficiência energética definida na seção 2.13. A maximização de Ω̊ implica em
F (η̊) dη̊
dµ
= 0, com F (η̊) = ǫ− f − η̊df/dη̊. Os posśıveis extremos de Ω̊ implicam ou nos
extremos de η̊ ou nos zeros de F . Evocando a condição 〈∆E̊alvo〉 = ǫ − f(〈ℓ̊〉)) > 0 e
observando que df/dη̊ < 0, pois f é uma função crescente de 〈ℓ̊〉 = 1/η̊, temos F > 0 e
os extremos de ηE coincidem com os de η. Finalmente como d
2η/dµ2 < 0 os extremos
são máximos de eficiência energética. Apesar da introdução de uma função arbitrária de
custo não afetar os valores de µopt, ela pode limitar significativamente os valores µ que
satisfazem a condição 〈∆E̊〉 > 0.
Capı́tulo 3
Formulação Matemática geral do Processo de
Busca Aleatória: Aplicações em 1D
Neste caṕıtulo propomos um modelo anaĺıtico de busca Markoviana. O mérito desta
contribuição consiste no fato de ser uma formulação exata. Desconhecemos a existência de
qualquer descrição desta natureza, até a presente data. As abordagens descritas na lite-
ratura usualmente tratam o problema via simulações computacionais ou aproximações de
campo médio. Este caṕıtulo está estruturado como segue: iniciamos apresentando nosso
modelo de busca aleatória e discutindo a construção de todas as grandezas relevantes e de
suas densidades de probabilidade. Ilustramos a teoria considerando um processo de busca
determińıstico unidimensional e finalizamos descrevendo a aproximação de campo médio
e o algoritmo computacional para simular o sistema e aproximar soluções numericamente.
3.1 Considerações Iniciais
A compreensão de alguns conceitos deste caṕıtulo envolvem considerações gerais, mas
já discutidas na revisão bibliográfica. Assim aqui podemos passar diretamente à descrição
do modelo. Recomendamos ao leitor não familiarizado com a teoria de probabilidade e
processos estocásticos consultar o caṕıtulo 2, especialmente as seções 2.1, 2.2, 2.4, 2.4.2,
2.4.3 e 2.12. Alternativamente as referências [4–9, 67] podem ser relevantes, como curso
introdutório.
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3.2 Definição do Modelo
Nosso modelo é definido como um processo estocástico composto1 cuja métrica ℓ̊ –
solução do problema– é completamente determinada pelo ambiente de busca Θ e pela
heuŕıstica de busca Ξ. Neste trabalho, os ambientes de busca podem ser fundamental-
mente descritos pela distribuição de espaçamento entre os alvos. Denotamos esta distância
pela variável aleatória ẘ que tem FDP fẘ(w). O processo de busca constitui-se em cami-
nhadas aleatórias com duração de N̊ passos entre dois eventos sucessivos de detecção de
alvos. O tamanho do passo da caminhada é denotado pela VA x̊ que tem FDP fx̊(x). Es-
tas são as principais variáveis do modelo e cada uma delas será apropriadamente definida
nas próximas seções.
3.2.1 Ambiente de Busca
Definição 3.2.1 (ambiente de busca (AB)). Variedade topológica β-dimensional que com-
porta uma distribuição arbitrária de alvos. As propriedades topológicas do ambiente bem
como as propriedades que caracterizam os alvos são descritas pelo vetor de parâmetros
abaixo
Θ ≡ {θ1, θ2, ..., θn}. (Ambiente) (3.1)
No exemplo 3.1 ilustraremos um ambiente de busca unidimensional. No caṕıtulo 4
definiremos ambientes multidimensionais, que chamaremos de ambientes Weibull. Todos
os ambientes considerados neste trabalho podem ser interpretados como variantesWeibull.
No ińıcio de cada caṕıtulo definiremos detalhadamente a construção do ambiente a ser
discutido. Na seção 2.12.2, da revisão bibliográfica, já discutimos um ambiente de busca.
3.2.2 Heuŕıstica
Definição 3.2.2 (Heuŕıstica). Estratégia de busca. Trata-se de um conjunto de diretri-
zes e regras dinâmicas que governam o comportamento do forrageador. A heuŕıstica é
parametrizada de forma que fica completamente definida pelo vetor de parâmetros
Ξ ≡ {ξ1, ξ2, ..., ξn}. (Heuŕıstica) (3.2)
Em favor da generalidade e robustez do modelo, impomos que a heuŕıstica de busca
1Discutimos o processo estocástico composto na seção 2.4.3.
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seja determinada pela estratégia de caminhada2 e pela distância mı́nima de interação entre
o forrageador e os alvos. Segue que o vetor de parâmetros, Ξ, será composto por rv –raio
de interação entre o forrageador e os alvos– e pelos parâmetros que definem fx̊(x) –FDP do
passo da caminhada aleatória. Como exemplo, considere uma caminhada aleatória onde
o tamanho do passo do forrageador é fixado por uma densidade gaussiana, com média µ
e desvio padrão σ. Neste caso a heuŕıstica terá o vetor de parâmetros, Ξ ≡ {rv, µ, σ}.
Nossas simulações assumem a FDP de Pareto truncada como distribuição do tamanho
do passo da caminhada aleatória3. Portanto, o vetor de parâmetros da heuŕıstica será
Ξ ≡ {rv, α, xmin, xmax}. (Heuŕıstica de Pareto) (3.3)
Na exemplo 3.2, ilustraremos nosso modelo considerando um PB determińıstico. Neste
caso, a caminhada aleatória não é governada pela heuŕıstica de Pareto e sim pela heuŕıstica
ideal. Esta heuŕıstica conduz à caminhadas determińısticas com eficiência máxima e tem
grande apelo didático e valor ilustrativo, pois pode ser tratada anaĺıticamente exempli-
ficando o formalismo aqui desenvolvido. No caṕıtulo 4 discutiremos um sistema real
–empiricamente motivado pelo forrageamento de primatas– governado por uma heuŕıstica
ideal.
Definição 3.2.3 (Caminhada Aleatória). O forrageador caminhará deslocando-se em
passos de comprimento x̊ : x ∈ R+ e 






(FDP da Caminhada Aleatória) (3.4)
onde α é o parâmetro de cauda, xmin e xmax são os truncamentos à direita e à esquerda.
3.2.3 Nosso Modelo de Busca Aleatória
Definição 3.2.4 (Processo de Busca). Dados, o ambiente de busca Θ e a heuŕıstica Ξ,
considere o espaço de probabilidade (
,A, P ). Seja x̊ : x ∈ R+ e 
 → xmin ≤ x ≤ xmax
uma VA cont́ınua e seja {N̊(t ≥ 0) : t ∈ T , N ∈ N e 
 → 0 ≤ N <∞} um processo
estocástico. Definimos a métrica do nosso modelo como o processo estocástico composto,
2Introduzimos a caminhada aleatória, na definição 3.2.3. Ver a revisão completa, na seção 2.10
3Os parâmetros {α, xmin, xmax} definem a distribuição de Pareto truncada. Consultar a seção 2.7.7.
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{ℓ̊(t ≥ 0) : t ∈ T, ℓ ∈ R e 




x̊j(Ξ), (Métrica do PB) (3.5)
onde ℓ̊ corresponde a distância percorrida pelo forrageador entre dois eventos sucessivos de





(ℓ). Neste trabalho a VA x̊ depende apenas da heuŕıstica e corresponde
ao passo da caminhada aleatória da definição 3.2.3. A caminhada aleatória possui função
caracteŕıstica ϕx̊(s) e FDP, fx̊(x). O processo estocástico N̊(t), corresponde ao número
de passos executados entre dois eventos de detecção, sua FMP é denotada por fN̊(N)
dependente da heuŕıstica e do ambiente.
3.2.4 Informações Requeridas pelo Modelo (“Inputs”)
Ao modelar um PB o ambiente, Θ, a heuŕıstica, Ξ, e a caminhada aleatória, x̊, são
empiricamente motivados e fixados de forma relativamente simples. Por outro lado, N̊ , a
quantidade de passos entre dois eventos de detecção, não pode ser expressa anaĺıticamente
de forma simples. Podemos resumir os elementos do modelo como segue
Θ = {θ1, θ2, ..., θn} (Ambiente)
Ξ = {ξ1, ξ2, ..., ξn} (Heuŕıstica)
fx̊(x; Ξ) = Lei de Pareto Truncada (FDP da Caminhada Aleatória)
fN̊(N ; Θ,Ξ) = Indeterminada. (FDP da Quantidade de Passos)
Observação 3.2.1: O resumo acima engloba uma gama considerável de processos de busca
aleatória. Neste ponto chamamos a atenção para as heuŕıstica que produzem busca ideal.
Estes processos determińısticos constituem uma classe particularmente tratável pelo nosso
modelo. Nestes casos a caminhada aleatória é induzida ou determinada pela distribuição
de alvos, conduzindo a fx̊(x) = fẘ(w). A FDP da quantidade de passos é definida por
fN̊(N) = δN 1. Definiremos a busca ideal na seção 4.1.
3.2.5 Informação Obtida com o Modelo (“Output”)
Nosso modelo fornece a métrica do processo de busca, equação (3.5), que é o objeto
mais importante e informativo para a discussão das propriedades dinâmicas do sistema.
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Uma vez conhecida a métrica definimos diversas grandezas relevantes como funções
particulares da métrica. A eficiência energética, η̊, o balanço energético, E̊, o ganho ener-
gético ĺıquido por alvo detectado, E̊, e a taxa ganho energético ĺıquido por alvo detectado,
Ω̊, são alguns exemplos de funções derivadas da métrica. Discutiremos cada uma destas
grandezas e a obtenção das suas densidades de probabilidade nas seções subsequentes.
Nosso objetivo imediato é obter, anaĺıticamente, a densidade de probabilidade da
métrica, f
ℓ̊
(ℓ). Faremos isto na próxima seção. Nas seções 3.7, 3.8 e 3.9 discutiremos
soluções alternativas e métodos de aproximação.
3.3 Métrica do Processo de Busca, ℓ̊
3.3.1 Densidade de Probabilidade da Métrica
Em um processo estocástico composto a FDP da métrica, f
ℓ̊













onde o operador F−1 denota a transformada inversa de Fourier. Se o processo estocástico
composto tem N̊(t) independente de x̊, a função caracteŕıstica, ϕ
ℓ̊
(s), pode ser expressa
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onde identificamos fx̊(ℓ) = F−1 {ϕx̊(s)} no primeiro termo do somatório.
Para determinarmos a equação acima, devemos conhecer a FMP fN̊(N) e a função
caracteŕıstica ϕx̊(s). Neste ponto, observamos que, para os nossos propósitos, arbitramos
a forma funcional da FDP de x̊. Nossas simulações assumem a FDP de Pareto truncada
como distribuição do tamanho do passo da caminhada aleatória. Portanto fx̊(x) está de-
terminada pela equação (3.4). Sempre seremos capazes de obter sua função caracteŕıstica,
ϕx̊(s). Porém, ainda nos resta determinar fN̊(N) e isto é uma tarefa complexa. Como
mostra a equação (3.5), N̊ depende da heuŕıstica e do ambiente. Qualquer conclusão
a respeito da forma funcional de fN̊(N) estará restrita ao ambiente e a heuŕıstica onde
a investigação for realizada. Com estas observações em mente, fica claro que não será
posśıvel evoluir ou simplificar a equação (3.8) enquanto não especificarmos um ambiente,
pois somente assim fN̊(N) poderá ser determinada. Não percamos de vista que é muito
improvável obter uma forma funcional exata para fN̊(N) que seja válida para ambientes
e heuŕıstica arbitrárias. Na prática só podemos conhecer casos particulares da FMP de
N̊ por meio de simulações computacionais ou formas exatas para ambientes e heuŕıstica
espećıficas.
3.3.2 Valor Esperado e Variância da Métrica
O valor esperado da métrica é a esperança do processo estocástico composto –ver a
seção 2.4.3, equação (2.41)– e pode ser calculado sem a necessidade da FDP da métrica.
Usando-se esperança condicional temos, 〈ℓ̊〉 = 〈〈ℓ̊|N̊〉〉 = 〈N̊ 〈̊x〉〉, portanto
〈ℓ̊〉 = 〈N̊〉〈̊x〉. (3.10)
Este resultado tem importância central. Usaremos o valor esperado da métrica para obter
aproximações de campo médio de todas as variáveis relevantes, faremos isto na seção 3.8.
Dando sequência, calculamos a variância da métrica –consultar a seção 2.4.3, equação
(2.42)– fazendo uso similar da lei da variância total, var(ℓ̊) = 〈var(ℓ̊|N̊)〉 + var(〈ℓ̊|N̊〉) =
〈N̊ var(̊x)〉+ var(N̊ 〈̊x〉), portanto temos
var(ℓ̊) = var(̊x)〈N̊〉+ 〈̊x〉2 var(N̊). (3.11)
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Nesta seção obtivemos a densidade de probabilidade, esperança e variância da métrica
do PB, expressas respectivamente pelas equações (3.8), (3.10) e (3.11). Estas são as propri-
edades estat́ısticas da métrica relevantes ao contexto deste trabalho. Nas seções seguintes
introduziremos diversas grandezas de interesse, definidas como funções da métrica. Nosso
próximo objetivo é a obtenção da FDP da eficiência energética, fη̊(η).
Exemplo 3.1. Dado um ambiente Θ ≡ {β, r, λ, λ0, τ}, ou seja, um ambiente unidimen-
sional (β = 1) que encerra um cont́ınuo de alvos adimensionais (r = 0) e indestrut́ıveis4
(τ → 0), espaçados pela distância t́ıpica λ ≥ λ0. Considere um PB determińıstico,
governado pela heuŕıstica ideal5, na qual o forrageador salta visitando alvos imediata-
mente vizinhos a cada salto, (N = 1). Neste caso, a FDP da caminhada aleatória, fx̊(x),
corresponde à distribuição de espaçamento entre os alvos, fẘ(w). Em uma dimensão,











, normalizada no intervalo λ0 ≤ w ≤ ∞. Usando fx̊(x) = fẘ(w),
queremos determinar (a) a densidade da métrica, f
ℓ̊
(ℓ) e (b) o valor esperado da métrica,
〈ℓ̊〉.
Solução: (a) A densidade da métrica segue do somatório (3.9), truncado em N = 1, ou
f
ℓ̊
(ℓ) = fN̊(1) fx̊(ℓ).
Na busca ideal temos N = 1, portanto a massa de probabilidade apropriada é a
delta de Kronecker fN̊(N) = δN 1. Verificamos imediatamente que fN̊(1) = 1. Segue do
enunciado que fx̊(x) = fẘ(x), então devemos usar fx̊(ℓ) = fẘ(ℓ) na equação acima. A













. (λ0 ≤ ℓ ≤ ∞)
O gráfico da FDP da métrica, pode ser visto na figura 3.1 (a).
(b) Quando a FDP da métrica é desconhecida, podemos calcular o valor esperado
da métrica via equação (3.10). Neste exemplo, conhecemos a densidade da métrica e
4Todo alvo, detectado e consumido, regenera-se, na mesma posição, após um tempo τ . Na aproximação
de alvos indestrut́ıveis temos (τ → 0). Neste caso o alvo poderá ser revisitado indefinidamente.
5No caṕıtulo 4 definiremos formalmente a busca ideal em ambientes β-dimensionais. Os resultados
deste exemplo serão reobtidos como caso particular quando β = 1.
3.4. Eficiência Energética do Processo de Busca, η̊ 64









(a) F.D.P da Métrica na B.I. 1D









(b) F.D.P da Eficiência na B.I. 1D
Figura 3.1: Processo de busca ideal unidimensional. (a) Densidade da métrica, fℓ̊(ℓ),
discutida no exemplo 3.1. (b) Densidade da eficiência energética, fη̊(η), discutida no
exemplo 3.2.














〈ℓ̊〉 = λ+ λ0.










e 〈ℓ̊〉 = λ. Esta escolha seria inconveniente pois conduziria a divergência
da eficiência energética, em ℓ = 0, como veremos na próxima seção.
3.4 Eficiência Energética do Processo de Busca, η̊
Definição 3.4.1 (Eficiência do PB). A eficiência energética do PB, denotada por {η̊(t ≥
0) : t ∈ T, η ∈ R e 
 → ηmin ≤ η < ηmax}, com FDP a ser determinada, fη̊(η), define-se
pelo rećıproco da métrica do PB da definição 3.2.4, como segue
η̊(t,Θ,Ξ) ≡ 1
ℓ̊(t,Θ,Ξ)
, (Eficiência Energética do PB) (3.12)
Na seção 3.2.4 definimos a métrica {ℓ̊ : ℓ ∈ R+ e 
 → ℓmin ≤ ℓ ≤ ℓmax}, com
ℓmin = λ0 e ℓmax =∞. (3.13)
onde λ0 corresponde ao menor espaçamento permitido entre dois alvos arbitrários. Esta
condição se faz necessária para evitarmos divergências e singularidades em (3.12).
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A equação (3.12) conecta os limites da métrica e da eficiência, impondo um escopo
semelhante para a eficiência {η̊ : η ∈ R+ e 
 → ηmin ≤ η ≤ ηmax}, da seguinte forma
ηmin = 1/ℓmax e ηmax = 1/ℓmin. (3.14)





(ℓ) respectivamente a FD e a FDP de ℓ̊. Sejam, Fη̊(η) e fη̊(η)
respectivamente a FD e a FDP de η̊. A FD de η̊ segue da probabilidade de observarmos















Observe que η assume valores partindo de ηmin até ηmax correspondendo ao intervalo de
integração [ℓmin, ℓmax] de ℓ̊.





Levando a equação (3.15) na equação (3.16) e lembrando que F
ℓ̊
(1/ηmin) = 1, obtemos a












































. Levando o resultado na equação (3.18), obtemos a densidade de probabi-


















dado em (3.8). A equação acima é a FDP rećıproca, uma densidade espon-
taneamente normalizada que pode ser obtida imediatamente da FDP da métrica. Este
resultado encontra-se detalhadamente derivado na seção A.1 do apêndice A.
3.4.2 Valor Esperado da Eficiência Energética


























Exemplo 3.2. Aqui queremos usar a FDP da métrica obtida no exemplo 3.1 para calcular:
(a) a densidade da eficiência, fη̊(η) e (b) o valor esperado da eficiência, 〈η̊〉.
































O gráfico da densidade da eficiência energética, pode ser visto na figura 3.1 (b).
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onde Γ denota a função Gama Incompleta, Γ(a, x) =
∫∞
x
ta−1e−tdt. Repare que 〈η̊〉 escala
inversamente com o espaçamento t́ıpico entre alvos, λ. Isto é consistente com a definição
η̊ = 1/ℓ̊. Na busca ideal a métrica é fixada pelo espaçamento entre alvos, temos ℓ̊ ≡ ẘ.
Lembre-se que, no exemplo 3.1, obtivemos 〈ℓ̊〉 = λ+ λ0. Este resultado, juntamente com
resultado do item (b) nos impele a questionar se uma aproximação do tipo, 〈η̊〉 ≈ 1/〈ℓ̊〉,
seria aceitável. Trataremos esta questão na seção 3.8 e veremos que esta aproximação
–aproximação de campo médio– pode oferecer ótimos resultados sob certas condições.
3.5 Balanço Energético do Processo de Busca, E̊
Vamos utilizar o balanço energético proposto por E. P. Raposo e colaboradores em
2003 [6]. Este conceito encontra-se detalhadamente descrito na seção 2.13.3. Desta dis-
cussão seguem imediatamente as definições do balanço energético, E̊, ganho energético
ĺıquido por alvo detectado, E̊ e taxa de ĺıquida de ganho energético por alvo detectado,
Ω̊, respectivamente definidos como segue:
Definição 3.5.1 (Balanço energético). A reserva energética E̊ > 0 de um forrageador é
definida como
E̊ ≡ E0 +∆E̊, (Balanço Energético do PB) (3.21)
onde E0 é a reserva energética inicial do forrageador e ∆E̊ = νE̊ é a variação da reserva
energética após a detecção de ν alvos.
Definição 3.5.2 (Energia Ĺıquida). O custo ou ganho energético envolvido na detecção
de cada alvo, denotado por E̊, é a energia ĺıquida resultante da busca e consumo de um
alvo detectado. E̊ é definida como segue
E̊ ≡ ǫ− f(ℓ̊), (Ganho Ĺıquido por Alvo) (3.22)
onde introduzimos ǫ, a energia bruta ganha por alvo detectado –consumido– e f(ℓ̊), uma
função de desgaste ou custo, arbitrária, associada à distância média percorrida entre dois
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alvos sucessivos.
Definição 3.5.3 (Ganho por Unidade de Deslocamento). O custo ou ganho energético
por alvo detectado e por unidade de distância percorrida é definido como
Ω̊ ≡ E̊
ℓ̊
= [ǫ− f(ℓ̊)] η̊, (Taxa Ĺıquida de Ganho por Alvo) (3.23)
3.6 Balanço Energético na Aproximação de Desgaste
Linear (ADL)
Em particular podemos assumir que a função de desgaste, f(ℓ̊) é proporcional a dis-
tância percorrida, 〈ℓ̊〉, da seguinte forma,
f(ℓ̊) = Ω0 ℓ̊, (Desgaste Linear) (3.24)
onde Ω0 é a energia mı́nima consumida pelo forrageador por unidade de deslocamento.
Trata-se de um parâmetro metabólico que depende exclusivamente do forrageador e sem
qualquer dependência com relação ao ambiente. O ambiente fornece energia para o




, (Taxa de Ganho Ambiental) (3.25)
limitado ao intervalo 0 < Ωw < Ωw
max. Aqui Ωw
max é determinado pelo espaçamento
mı́nimo entre alvos, λ0. Usando a notação de eventos cŕıticos denotaremos a taxa máxima
por duas estrelas Ω⋆⋆, assim
Ω⋆⋆ ≡ Ωwmax =
ǫ
λ0
. (Taxa Cŕıtica de Ganho Ambiental). (3.26)
Valores t́ıpicos de Ω̊w podem ser obtidos considerando-se o valor esperado de Ω̊w, que por
sua vez, escala aproximadamente6 com
ǫ
〈ẘ〉 . Portanto
Ω⋆ ≡ 〈Ω̊w〉 ≈
ǫ
〈ẘ〉 . (Taxa Média de Ganho Ambiental) (3.27)
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Ω⋆ e Ω⋆⋆ são valores cŕıticos que limitam transições de fase no balanço energético e na
probabilidade de sobrevivência. As estrelas são usualmente utilizadas para denotar cri-
ticalidade, por exemplo estabilidade, equiĺıbrio ou transições de fase. O v́ınculo natural
impõe que o forrageador consuma energia a uma taxa menor que a taxa média Ω⋆ oferecida
pelo ambiente, portanto,
Ω0 ≥ Ω⋆⋆, (Garantia de Morte) (3.28)
Ω0 < Ω
⋆. (Condição de Sobrevivência) (3.29)
Na aproximação de desgaste linear (ADL), 3.24, a condição acima é uma garantia mı́nima
de sobrevivência. No caso de violações da condição de sobrevivência, interpretamos que
o forrageador não terá –em média– energia para alcançar os alvos vizinhos sem esgotar a
energia ǫ ganha com o consumo do alvo previamente visitado. Neste caso, há grande taxa
de mortalidade pois o ambiente é incapaz de sustentar, a longo prazo, um forrageador com
taxa metabólica Ω0 > Ω
⋆. A situação é ainda pior quando Ω0 > Ω
⋆⋆, a morte inevitável
acontecerá depois de alguns passos, após esgotar sua reserva inicial de energia.
O balanço energético, E̊, e a taxa de ĺıquida de ganho energético por alvo detectado,
Ω̊, ficam respectivamente definidos, na aproximação de desgaste linear, como segue
E̊ = E0 + ν ǫ − ν Ω0 ℓ̊, (Balanço Energético na ADL) (3.30)
Ω̊ = −Ω0 + ǫ η̊. (Taxa Ĺıquida de Ganho na ADL) (3.31)
O balanço energético está definido nos limites EMin ≤ E̊ ≤ EMax, onde
EMin = 0 e EMax = E0 + ν ǫ − ν Ω0 λ0. (3.32)
Similarmente a taxa ĺıquida de ganho energético está limitada ao intervalo ΩMin ≤ Ω̊ ≤
ΩMax, onde
ΩMin = −Ω0 e ΩMax = −Ω0 + Ω⋆⋆. (3.33)
Podemos ver que E̊ é estritamente positivo –condição de vida– enquanto Ω̊ pode assumir
valores negativos. O tamanho do intervalo de Ω̊ é, por definição, ΩMax − ΩMin = Ω⋆⋆.
Veremos que a probabilidade associada a região negativa de Ω̊ corresponde a probabilidade
de morte enquanto a região positiva está associada à probabilidade de sobrevivência.
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3.6.1 Densidades de Probabilidade na ADL
Observe que nas equações (3.30) e (3.31) E0, ν, ǫ e Ω0 são constantes. Portanto E̊ é
uma transformação linear de ℓ̊. Similarmente, Ω̊ é uma transformação linear de η̊. Logo
a FDP de E̊ é determinada pela FDP de ℓ̊ e a FDP de Ω̊ pela FDP de η̊. Precisamos
apenas levar as equações





































Note que ambas as densidades são determinadas pela FDP da métrica. As constantes IE
e IΩ correspondem à integração sobre todo o intevalo de definição das variáves, E e Ω.
Como estas variáves são definidas pelas transformações lineares acima, podemos adiantar
que IE escala com νΩ0 enquanto IΩ escala com ǫ.
3.6.2 Valores Esperados na ADL
Conhecidas as densidades de probabilidade podemos calcular o valor esperado do
balanço energético, 〈E̊〉, ganho energético ĺıquido por alvo detectado, 〈E̊〉, e taxa ganho
energético ĺıquido por alvo detectado, 〈Ω̊〉. Essas grandezas ficam então respectivamente
definidas, na aproximação de desgaste linear, como segue
〈E̊〉 = E0 + ν 〈E̊〉, (Esperança do Balanço Energético) (3.38)
〈E̊〉 = ǫ − Ω0 〈ℓ̊〉, (Esperança do Ganho Ĺıquido) (3.39)
〈Ω̊〉 = −Ω0 + ǫ 〈η̊〉, (Esperança da Taxa de Ganho) (3.40)
Exemplo 3.3. Nas condições do exemplo 3.1, seja ǫ a energia bruta obtida por alvo
consumido e Ω⋆ = ǫ/〈ℓ̊〉 a taxa média de energia fornecida pelo ambiente. Considere três
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forrageadores com as respectivas taxas metabólicas Ω0 = {0.5Ω⋆, 1.0Ω⋆, 1.5Ω⋆}. Assuma
que os forrageadores são capazes de absorver e estocar energia, proveniente do consumo
dos alvos, até o limite Esat = 50ǫ. Assumimos ainda que os forrageadores iniciam a busca
com a energia E0 = 20ǫ. (a) Queremos deduzir a expressão geral para 〈E̊(ν)〉, o valor
esperado da energia do forrageador em função de ν, Ω0 e Ω
⋆. Também mostrar 〈E̊(ν)〉
para os três forrageadores e ilustrar graficamente os resultados. (b) Deduzir a expressão
para o número de alvos visitados pelo forrageador antes de esgotar sua reserva de energia
(E = 0). (c) Deduzir a expressão para o número de alvos visitados pelo forrageador antes
de atingir a saturação energética e esgotar sua reserva de energia (E = Esat).
Solução: (a) Levando o ganho ĺıquido, equação (3.39), no balanço energético (3.38) po-
demos colocar 〈ℓ̊〉 em evidência e utilizar a condição de sobrevivência (3.27) para eliminar
ǫ. Obtemos
〈E̊(ν)〉 = E0 + ν 〈ℓ̊〉 (Ω⋆ − Ω0). (3.41)
Vemos pela equação acima que a energia do forrageador aumentará ao longo da caminhada
somente quando Ω0 < Ω
⋆. Temos o gráfico da equação (3.41) para os três forrageadores
na figura 3.2 (a).
Para o primeiro forrageador, (Ω0 = 0.5Ω
⋆), logo com Ω0 < Ω
⋆, o mesmo sobreviverá.
Na busca ideal podemos usar Ω⋆ = ǫ/〈ẘ〉 = ǫ/〈ℓ̊〉, pois a equação (4.4) no teorema 4.1.1
garante que os dois valores esperados são idênticos. Assim obtemos




Para o segundo forrageador,(Ω0 = Ω
⋆), temos
〈E̊(ν)〉 = E0.
Vemos que o valor esperado da reserva energética do forrageador permanece inalterado.
Repare que se a energia inicial E0 for nula o forrageador violará a condição de sobrevi-
vência. No exemplo 3.4 calcularemos a probabilidade de sobrevivência e a probabilidade
residual de morte para este forrageador.
Para o terceiro forrageador, (Ω0 = 1.5Ω
⋆), temos
〈E̊(ν)〉 = E0 −
ν ǫ
2
O valor esperado da reserva energética do forrageador decresce com o número de passos
ν. Este forrageador morrerá após νMorte passos. Calcularemos νMorte a seguir.
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(b)
Figura 3.2: Processo de busca de três forrageadores com as respectivas taxas metabólicas
Ω0 = {0.5Ω⋆, 1.0Ω⋆, 1.5Ω⋆}. (a) Valor esperado do balanço energético, 〈E̊(ν)〉, discutidos
no exemplo 3.3. (b) Densidade da taxa de ganho ĺıquido, fΩ̊(Ω), discutida no exemplo
3.4. A área hachurada cinza corresponde à probabilidade residual de morte, PRM , do
forrageador.
(b) O número de alvos visitados pelo forrageador antes de esgotar sua reserva de
energia é obtido pela raiz da equação 〈E̊(ν)〉 = 0. Resolvendo para ν temos
νMorte = −
E0
〈ℓ̊〉 (Ω⋆ − Ω0)
. (3.42)
(c) O número de alvos o visitados pelo forrageador antes de esgotar sua reserva de energia
é obtido pela raiz da equação 〈E̊(ν)〉 = Esat. Resolvendo para ν temos
νsat =
Esat − E0
〈ℓ̊〉 (Ω⋆ − Ω0)
. (3.43)
Substituindo Ω0 = {0.5Ω⋆, 1.0Ω⋆, 1.5Ω⋆} e usando Ω⋆ = ǫ/〈ℓ̊〉 para eliminar 〈ℓ̊〉, as equa-
ções acima podem ser avaliadas para cada forrageador. O forrageador (Ω0 = 0.5Ω
⋆) execu-
tará 60 passos antes de atingir seu limite de saturação energética, enquanto o forrageador
(Ω0 = 1.5Ω
⋆) morrerá após visitar 40 alvos. Para o forrageador (Ω0 = Ω
⋆) o número
de eventos de detecção pode ser arbitrariamente grande. Os resultados para os três
forrageadores estão resumidos na figura 3.2 (a).
3.6.3 Probabilidade de Sobrevivência e Morte na ADL
A probabilidade de morte pode ser entendida como a probabilidade do forrageador
defrontar-se com um evento que impossibilite sua subsequente evolução, definido como
segue.
Definição 3.6.1 (Evento Mortal). Um evento mortal se verifica quando o forrageador
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visita um alvo cujo vizinho mais próximo encontra-se a uma distância maior do que o
forrageador poderia cobrir sem esgotar sua reserva energética.
Integrando a densidade de probabilidade da taxa ĺıquida de ganho energético, f
Ω̊
(Ω),
podemos estimar a probabilidade de sobrevivência e morte do forrageador. A integração
no intervalo Ω > 0 fornece a probabilidade de sobrevivência enquanto a integração sobre
o intervalo Ω ≤ 0 fornece a probabilidade de morte.
Probabilidade de Morte, PM
Definição 3.6.2 (Probabilidade de Morte). A área associada ao intervalo negativo de Ω
corresponde à probabilidade de ocorrência de um evento mortal, ou seja, probabilidade
de morte. De (3.33) vemos que este intervalo começa em Ω0 e termina no menor valor
entre zero e ΩMax, isto é, Min ( 0, ΩMax). Podemos definir a probabilidade de morte como
segue
PM ≡







com ΩMin e ΩMax dados em (3.33). Usamos o teorema fundamental do cálculo, avaliando
a FD F
Ω̊
(Ω) nos limites de integração. Note que F
Ω̊
(ΩMin) = 0, pois Ω não é definido
em valores menores que ΩMin.
Probabilidade de Sobrevivência, PS
O caráter booleano –vida ou morte– do balanço energético sugere que devemos de-
finir a probabilidade de sobrevivência através da probabilidade de morte e da condição
de conservação da probabilidade total, ou seja PS = 1 − PM . Não há problemas em
proceder desta forma, mas podemos calcular a probabilidade de sobrevivência de forma
independente, dispensando a necessidade de calcular a probabilidade de morte.
Definição 3.6.3 (Probabilidade de Sobrevivência). A área associada ao intervalo positivo
de Ω corresponde a probabilidade de evitar um evento mortal, ou seja, a probabilidade
de sobrevivência. De (3.33) vemos que este intervalo começa em zero e termina no maior
valor entre zero e ΩMax, isto é, Max ( 0, ΩMax). Podemos definir a probabilidade de
sobrevivência como segue
PS ≡




(Ω)dΩ, (Ω0 < Ω
⋆⋆) (3.45)
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ou usando a FD F
Ω̊
(Ω)
PS ≡ FΩ̊(Max ( 0, Ω̊RMax ) − FΩ̊( 0 ) = 1− PM (3.46)
com ΩMax dado em (3.33). Aqui usamos FΩ̊
(Max ( 0, ΩMax ) = 1, pois corresponde a
integração sobre todo o intervalo. Além disso a probabilidade de sobrevivência só faz
sentido quando temos ΩMax > 0, neste caso identificamos FΩ̊
(Min(0,ΩMax) ) = FΩ̊
( 0 )
como a probabilidade de morte obtida em (3.44).
Probabilidade Residual de Morte, PRM
Um caso particular da probabilidade de Morte ocorre quando Ω assume valores posi-
tivos, isto é, a probabilidade de sobrevivência não é nula. Mesmo quando a probabilidade
de sobrevivência tende a unidade teremos necessariamente um probabilidade de morte as-
sociada ao intervalo −Ω0 < Ω < 0. Chamamos a probabilidade associada a este intervalo
de probabilidade residual de morte, definida abaixo
Definição 3.6.4 (Probabilidade Residual de Morte). É a probabilidade mı́nima de morte,








( 0 ) = Min(PM), (Ω0 < Ω
⋆⋆) (3.47)
Com ΩMin = −Ω0 < 0, temos PRM > 0 ∀ Ω0. Conclúımos que todo forrageador estará
sujeito a uma probabilidade mı́nima de morte, mesmo que seja capaz de realizar buscas
consumindo quantidades arbitrariamente baixas de energia.
Exemplo 3.4. Nas condições do exemplo 3.1, seja ǫ a energia bruta obtida por alvo
consumido e Ω⋆ = ǫ/〈ℓ̊〉 a taxa média de energia fornecida pelo ambiente. Considere-
mos forrageadores com as respectivas taxas metabólicas Ω0 = {Ω⋆⋆,Ω⋆}. Para ambos os
forrageadores queremos obter: (a) a densidade da taxa de ganho ĺıquido, f
Ω̊
(Ω); (b) O
intervalo de definição de Ω̊. (c) O intervalo de Ω associado às probabilidades de morte e
sobrevivência. (d) A probabilidade de morte e de sobrevivência.
Solução: (a) A densidade da taxa de ganho ĺıquido, f
Ω̊
(Ω), segue de (3.35) multiplicada
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(b) O intervalo de definição de Ω segue de (3.33). Para o primeiro, forrageador
obtemos {Ω̊ : Ω ∈ [−Ω⋆⋆, 0]} pois
ΩMin = − Ω⋆⋆ e ΩMax = 0.
Para o segundo forrageador, temos {Ω̊ : Ω ∈ [−Ω⋆,−Ω⋆ + Ω⋆⋆]} pois
ΩMin = − Ω⋆ e ΩMax = − Ω⋆ + Ω⋆⋆.
(c) Para o primeiro forrageador Ω é estritamente negativo, portanto todo o intervalo
está associado à probabilidade de morte.
Quanto ao forrageador com taxa metabólica Ω⋆, o intervalo associado à probabilidade
de morte é Ω⋆ ≤ Ω ≤ 0 e o intervalo associado à probabilidade de sobrevivência é 0 <
Ω ≤ −Ω⋆ + Ω⋆⋆. Note que Ω⋆⋆ > Ω⋆, portanto trata-se de um intervalo positivo.
(d) Não é preciso efetuar qualquer cálculo para obter a probabilidade de morte do
forrageador com taxa metabólica cŕıtica, Ω⋆⋆. Como vimos no item anterior, Ω é estri-
tamente negativo para este forrageador, portanto a probabilidade de morte é PM = 1.
Obviamente a probabilidade de sobrevivência será PS = 1 − PM = 0. Veja o gráfico, na
figura 3.2 (b). A cuva pontilhada corresponde à densidade f
Ω̊
(Ω) para o forrageador com
taxa metabólica cŕıtica, Ω⋆⋆. Observe que a função está restrita ao eixo negativo de Ω.
A probabilidade de morte, PM , do forrageador com taxa metabólica Ω
⋆ é a probabili-
dade residual de morte, PRM










































, pois assumimos7 f
ℓ̊
(ℓ) = fẘ(w), logo devermos ter
〈ẘ〉 = 〈ℓ̊〉. Calculamos 〈ℓ̊〉 no exemplo 3.1. Portanto a probabilidade de morte é 36, 8%.
7Definimos o processo de busca ideal, próximo caṕıtulo. O teorema 4.1.1 assegura 〈ẘ〉 = 〈ℓ̊〉.
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(−Ω⋆ + Ω⋆⋆) − F
Ω̊
(0)
PS = 1− FΩ̊(0) = 1− 0, 367879 = 0, 632121.
Usamos F
Ω̊
(−Ω⋆ +Ω⋆⋆) = 1 pois corresponde a integração sobre todo o intervalo. Ante-
riormente calculamos F
Ω̊
(0). Portanto a probabilidade de sobrevivência é 63, 2%.
3.7 Soluções Alternativas e Métodos de Aproximação
Nosso modelo anaĺıtico permite reproduzir uma grande variedade de sistemas com
alvos não-destrut́ıveis. No entanto, para obtermos a densidade de métrica precisamos
conhecer a densidade de N̊ e em seguida calcular a transformada inversa de Fourier. Na
maioria dos casos isto é uma tarefa complexa e a transformada inversa nem sempre pode
ser obtida em termos de funções elementares. Nestes casos podemos considerar as soluções
alternativas abaixo:
 Aproximação de campo médio (ACM): corresponde a substituir a VA pelo seu
valor esperado. Faremos isto na seção 3.8;
 Aproximação via simulação computacional (ASC): implica em construir um
ambiente computacional representando todos os elementos do sistema. Simulações
computacionais permitem estimar valores esperados e FDP das grandezas de inte-
resse por meio de médias e de histogramas. Mostraremos como fazê-lo na seção
3.9;
 Aproximação semi-anaĺıtica: é a utilização de resultados experimentais, compu-
tacionais ou campo médio para obter alguma informação faltante no modelo ana-
ĺıtico. Por exemplo, podemos obter a FDP da métrica experimentalmente ou via
simulações computacionais e em seguida utilizá-la no modelo anaĺıtico. Faremos uso
deste expediente no caṕıtulo 5.
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3.8 Aproximações de Campo Médio
3.8.1 Eficiência, ηACM
Podemos ver na equação (3.9) que a FDP exata da métrica e da eficiência energética
dependem da FDP de N , que é desconhecido, exceto para alguns casos particulares. Uma



















Esta é a aproximação de campo médio. Podemos ver que sua expressão corresponde
exatamente ao resultado obtido por G. M. Viswanathan e colaboradores, como mostra a
equação (2.120).
3.8.2 Balanço Energético e Taxa de Ganho, ΩACM
A aproximação de campo médio para o balanço energético segue de (3.38) e coincide
com o resultado exato, portanto não pode ser encarada com uma aproximação. A taxa
ĺıquida de ganho segue imediatamente de (3.40) com 〈η̊〉 = ηACM , ou seja
ΩACM = −Ω0 + ǫ ηACM, (3.49)
3.9 Aproximação via Simulação Computacional (ASC)
Como vimos, obter soluções exatas para ambientes e heuŕıstica arbitrárias pode ser
uma tarefa dif́ıcil. Alternativamente podemos obter aproximações via simulações compu-
tacionais. A principal vantagem de fazê-lo é que podemos tratar, virtualmente, qualquer
ambiente ou heuŕıstica.
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3.9.1 Ambiente Computacional
Simulações implicam em armazenar, na memória do sistema, as representações do
ambiente de busca. Esta particularidade loǵıstica introduz limitações espećıficas quanto
a quantidade de alvos representados e o diâmetro do ambiente.
Definição 3.9.1 (Restrições do Ambiente Computacional). O ambiente computacional,
somente será representável quando as condições abaixo forem satisfeitas:
1. Diâmetro finito, M ;
2. Quantidade finita de alvos, Na.
As condições da definição 3.9.1 tem implicações imediatas sobre algumas grandezas,
como o espaçamento t́ıpico entre alvos8 e o truncamento do passo da caminhada aleatória.
Definição 3.9.2 (Implicações do Ambiente Computacional). As condições da definição
3.9.1 implicam em:
1. Condição de contorno. Segue inevitavelmente da condição (1) na definição 3.9.1;
2. O hiper-volume de ambientes β-dimensionais escala com Vβ ∼Mβ ;










Definição 3.9.3 (Heuŕıstica Computacional). Em condições de simulação, a heuŕıstica
de busca se materializa em conjunto de regras dinâmicas que governam as ações do forra-
geador. Vamos resumi-las como segue:
1. Condição Inicial: sorteio da posição dos alvos e escolha da posição inicial do
forrageador.
2. Caminhada: trata-se da maneira como o forrageador escolhe a orientação e com-
primento do passo da caminhada. Nas nossas simulações a direção é sorteada com
FDP constante e o comprimento do passo com FDP de Pareto truncada;
8Estamos supondo ambientes com distribuição homogênea de alvos.
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3. Busca: refere-se a forma como o forrageador inspeciona o ambiente computacional
à medida que caminha. No nosso caso o forrageador interage apenas com alvos que
estejam distanciados da trajetória de busca por uma distância inferior à distância
mı́nima de interação , rv –limite do alcance visual do forrageador;
4. Detecção de alvos: corresponde a definição do evento de detecção de alvos.
Nas nossas simulações o evento de detecção se verifica quando a distância entre
o forrageador e um alvo arbitrário é inferior à distância de mı́nima de interação, rv;
5. Recursão: a simulação deve ser recursiva de modo a permitir o calculo de médias
sobre vários eventos de detecção de alvos. Usualmente isto implica na implemen-
tação de “loops” que executam todas as regras citadas acima até que a condição de
parada seja verificada;
6. Condição de parada: a simulação termina quando verifica-se o evento definido
como condição de parada. Esta condição usualmente é definida pelo número máximo
de alvos visitados, porém diversos outros critérios podem ser usados, por exemplo :
(i) um tempo máximo de busca; (ii) uma distância máxima coberta na busca; (iii)
esgotar a reserva energética –neste caso a condição de parada é a morte; (iv) saturar
a reserva de energia –neste caso a condição de parada é atingir o limite de ganho de
peso;
3.9.3 Métrica Computacional, ℓASC
Definição 3.9.4. Para dois eventos sucessivos de detecção de alvos a distância percorrida
pelo forrageador entre o alvo j − 1 e o alvo j é denotada por lj−1, j, sua média sobre νR










j−1, j. (Métrica Computacional Média) (3.50)
Usando a função frequência, f(lj−1, j), –retorna a frequência de cada evento do seu
argumento, ver a definição 2.1.4– podemos construir histogramas normalizados, que cor-
respondem à aproximações da FDP da métrica. Faremos isto nas aproximações semi-
anaĺıticas.
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3.9.4 Eficiência Computacional Média, ηASC




, (Eficiência Computacional) (3.51)
onde lj−1, j é a métrica computacional. Assumindo simulações com condição de parada
definida pela detecção de ν alvos, podemos utilizar a definição de eficiência abaixo.
Definição 3.9.5 (Eficiência Computacional Média). Definimos a eficiência média do pro-
cesso de busca como










Para incorporar a variância associada à condição inicial tomamos a média da equação
(3.51) sobre νR réplicas aleatórias do ambiente. Onde (i) indica a i-ésima réplica do AB.
3.9.5 Balanço Energético Computacional EASC
A energia do forrageador ao detectar o j-ésimo alvo é
Ej = E0 + ν ǫ − ν Ω0 lj−1, j, (Balanço Energético Computacional) (3.53)
onde lj−1, j é a métrica computacional. Assumindo simulações com condição de parada
definida pela detecção de ν alvos, podemos utilizar a definição de eficiência abaixo.
Definição 3.9.6 (Balanço Energético Computacional). Definimos a energia média do
forrageador como a média aritmética










Para incorporar a variância associada à condição inicial tomamos a média da equação
(3.51) sobre νR réplicas aleatórias do ambiente. Onde (i) indica a i-ésima réplica do AB.
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3.9.6 Probabilidade de Morte Computacional
Definição 3.9.7. A probabilidade de morte PASCM é definida como a frequência do evento
mortal da definição 3.6.1. Ou seja
PASCM = f(Ej ≤ 0). (3.55)
A probabilidade de sobrevivência é calculada através da probabilidade de morte e da
condição de conservação da probabilidade total, ou seja PASCS = 1−PASCM . Constrúımos
um espaço amostral contendo νR ν eventos, onde temos ν passos em cada uma das νR
réplicas do ambiente.
Capı́tulo 4
Processo de Busca Ideal no Ambiente
Weibull Indestrut́ıvel
No caṕıtulo anterior introduzimos nosso modelo e formulação matemática geral, dis-
cutimos casos particulares da busca ideal em ambientes unidimensionais. Neste caṕıtulo
vamos estender os resultados anteriores para ambientes com qualquer dimensão. Inici-
almente definiremos o ambiente Weibull e descreveremos suas principais propriedades.
Derivaremos a distribuição Weibull como densidade apropriada para descrever a distân-
cia entre alvos em qualquer dimensão topológica (observamos que não encontramos esta
derivação na literatura). Estes resultados permitem-nos obter a métrica exata para um
processo determińıstico de busca ideal em ambientes β-dimensionais. Seguiremos compa-
rando a solução exata com a aproximação de campo médio. Finalmente discutiremos o
balanço energético e a probabilidade de sobrevivência. Seguiremos a notação do caṕıtulo
anterior.
4.1 Processo de Busca Ideal
4.1.1 Definição da Busca Ideal
Definição 4.1.1 (Busca Ideal). A busca ideal tem lugar quando o forrageador consegue
o melhor desempenho posśıvel. Entenda-se por melhor desempenho posśıvel detectar um
alvo a cada passo (N = 1). O forrageador caminha realizando movimentos baĺısticos,
visitando o alvo imediatamente vizinho. A FDP dos deslocamentos do forrageador, fx̊(x),
corresponde a FDP da distância entre alvos, fẘ(x). Na busca ideal as condições abaixo
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devem ser satisfeitas
N = 1, (4.1)
fx̊(x) = fẘ(x). (4.2)
4.1.2 Propriedades da Busca Ideal
Lema 4.1.1 (FMP de N̊ na Busca ideal (BI)). Segue da definição 4.1.1 que na busca
ideal a massa de probabilidade adequada para N̊ é a delta de Kronecker
fN̊(N) = δN 1. (4.3)





1 se, N = 1,
0 se, N 6= 1.




As condições introduzidas pelas equações acima correspondem justamente à definição da
função delta de Kronecker. Portanto a equação (4.3) é a FMP procurada. Isto conclui a
prova.
Teorema 4.1.1 (FDP da métrica na Busca Ideal). Na busca ideal, a FDP da métrica
corresponde à FDP dos alvos –primeiros vizinhos– como segue
fℓ̊(ℓ) = fẘ(ℓ). (4.4)
Prova: Levando as equações (4.1) e (4.2) em (3.9) somente o primeiro termo da série
restará
fℓ̊(ℓ) = fN̊(1) fẘ(ℓ).
Pela equação (4.3) sabemos que, a massa de probabilidade é fN̊(1) = 1. A partir disto,
obtemos o resultado, pois a equação final é (4.4).
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4.2 O Ambiente de Busca Weibull
4.2.1 Considerações sobre os Espaços Multidimensionais
No ambiente Weibull o espaçamento entre alvos, ẘ, escala com λ. A FDP de ẘ
é bem definida em qualquer dimensão β. Antes de seguir à obtenção desta distribuição
precisamos introduzir o conceito de hipervolume e estimar o espaçamento médio, λa, entre
Na alvos aleatoriamente distribúıdos em um hipervolume Vβ.
Hipervolume é a generalização do conceito de volume, formalmente é definido via
tensor métrico ou por uma métrica apropriada. Aqui definiremos utilizando a Norma.
Definição 4.2.1 (Hipervolume). Seja Z ⊆ Rβ , um conjunto limitado no espaço Euclidi-
ano. A coleção de pontos z ∈ Rβ que pertencem ao conjunto Z satisfazem {z : |z| ≤ w}.
O menor hipervolume, Vβ, em um espaço β-dimensional, capaz de conter Z é
Vβ = γ(β)w













No espaço ordinário, β = {1, 2, 3}, temos γ(β) = {2, π, 4π/3}.
Definição 4.2.2 (Espaçamento Médio Multidimensional). O espaçamento médio, λa,








λa = [ γ(β) ]
1/β λ, (4.8)






Suprimos γ(β) e expressamos o número de alvos em função da distância entre alvos,
w, e da distancia t́ıpica entre alvos, λ.
4.2. O Ambiente de Busca Weibull 85
(1D)
(2D) (3D)
Figura 4.1: Ilustrações do ambiente Weibull para as três dimensões espaciais ordinárias,
β = {1, 2, 3}, λ0 = 0 e λ = 1/5.
4.2.2 Definição do AB Weibull
Definição 4.2.3 (Ambiente de Busca Weibull). Variedade topológica β-dimensional en-
cerrando uma distribuição arbitrária de alvos adimensionais. O ambiente é descrito pelo
vetor de parâmetros
Θ ≡ {β, r, λ, λ0, τ} (Ambiente Weibull) (4.10)
Trata-se de um ambiente cont́ınuo, com dimensão β. Os alvos são adimensionais (r = 0),
indestrut́ıveis1 (τ → 0) e espaçados pela distância t́ıpica λ ≥ λ0 ≥ 0.
4.2.3 Densidade do Espaçamento entre Primeiros Vizinhos
Aparentemente P. Hertz, em 1909 [109], foi o primeiro a tentar descrever a FDP
da distância entre primeiros vizinhos em uma configuração aleatória de alvos. Em 1943
S. Chandrasekhar [110] derivou a lei de distribuição para primeiros vizinhos (LDPV) em
ambientes tridimensionais. Aqui, vamos generalizar o resultado de Hertz-Chandrasekhar
estendendo a LDPV para ambientes β-dimensionais.
1Todo alvo detectado e consumido regenera-se na mesma posição, após um tempo τ . Na aproximação
de alvos indestrut́ıveis temos (τ → 0). Neste caso o alvo poderá ser revisitado indefinidamente.
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Figura 4.2: (a) Distribuição Weibull para as três dimensões espaciais, conforme equação
(4.12)
”
isto é, FDP do espaçamento entre alvos –primeiros vizinhos– no ambiente Weibull.
(b) Gráfico da figura (a) na escala Log-Log. Parâmetros: β = {1, 2, 3}, λ0 = 0 e λ = 10.
Definição 4.2.4 (Lei de Hertz-Chandrasekhar Multidimensional). A FDP que descreve












, (LDPV Multidimensional) (4.11)
com Na e Vβ, definidos anteriormente. A equação acima assume que a probabilidade de
um alvo arbitrário estar a uma distância ẘ de seu primeiro vizinho é a probabilidade
–fator entre colchetes– de não haver um alvo dentro de um hipervolume Vβ, centrado
no alvo considerado, multiplicado pela probabilidade de haver um alvo na casca esférica
encerrada pelo hipervolume.
Estabelecemos que a FDP da distância entre primeiros vizinhos, no ambiente Weibull,
deve satisfazer a LDPV. Derivando-se a LDPV multidimensional elimina-se a integral, re-
sultando em uma equação diferencial ordinária em fẘ(w). Além disso, quando w → 0
a região de integração na equação (4.11) anula-se. Neste caso a probabilidade entre col-
chetes é máxima e igual a 1. A equação resultante constitui uma condição de contorno
apropriada. Usaremos estes argumentos na demonstração do teorema a seguir, que pro-
vavelmente, constitui o resultado mais importante deste caṕıtulo.
Teorema 4.2.1 (FDP do Ambiente Weibull). A FDP Weibull satisfaz a LDPV multi-
















. (FDP Weibull) (4.12)
onde Iw é a constante de normalização obtida pela integração sobre o intervalo de definição,
{ẘ : 0 ≤ w <∞}. Ver o gráfico da distribuição Weibull na figura 4.2.
Prova: Derivando a equação (4.5) podemos expressar a probabilidade de haver um alvo
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= − fẘ(w), (4.13)








, quando w → 0. (4.14)
A solução geral é

























Um demonstração alternativa consiste em derivar a FD Weibull em vez de sua FDP.
Prova: O resultado particular de Hertz-Chandrasekhar, em três dimensões, conduz a uma






Reconhecendo dFẘ(w) = fẘ(w)dw = e
−NadNa na equação acima, podemos integrar a






a dN ′a = 1− e−Na .
Usando a equação (4.9), obtemos







Esta é a FD Weibull. CQD. Isto conclui a demonstração do teorema 4.2.1.
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4.2.4 Distâncias Notáveis no Ambiente Weibull
Algumas distâncias t́ıpicas entre alvos desempenham papel importante na aproxima-
ção de campo médio e na determinação do escopo das grandezas de interesse. Antes de
discutir estas distâncias t́ıpicas precisamos renormalizar a densidade Weibull no intervalo
λ0 ≤ w ≤ ∞. Esta medida previne problemas de divergência das grandezas derivadas da
métrica, como a eficiência energética por exemplo.
Renormalização de fẘ(w) no intervalo λ0 ≤ w ≤ ∞
A distribuição vista na equação (4.12), tem Iw = 1, pois está normalizada no intervalo
0 ≤ w < ∞. Este intervalo é problemático. Permitir w = 0 implica em aceitar ℓ = 0,
que por sua vez, conduz à divergência de η̊. Note que estaŕıamos permitindo visitar
alvos sucessivos com deslocamento nulo do forrageador. Para evitar este inconveniente
impomos λ0 como a distância mı́nima entre alvos e renormalizamos a distribuição no




































Passemos agora a definição das distâncias notáveis. Usaremos estas constantes fre-
quentemente para normalizar as grandezas relevante e para resolver a escala em gráficos.
Definição 4.2.5 (Distâncias T́ıpicas entre Alvos). As distâncias mais relevantes, escritas
em função de λ, são
λ0 = Min(ẘ), (Distância Mı́nima) (4.17)
λ1 = 〈ẘ〉, (Primeiro Vizinho, eq. (4.16)) (4.18)
λa = [ γ(β) ]
1/β λ. (Vizinho Médio, eqs. (4.7) e (4.8)) (4.19)
Usando γ(β) dado em (4.6) vemos que para as dimensões ordinárias β = {1, 2, 3}, temos
λ1/λa = {0.55, 0.504647, 0.554468}. Portanto, para β ≤ 3 podemos usar a aproximação
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(b) F.D.P. da Métrica
1
1
Figura 4.3: (a) FDP da métrica da busca ideal em ambientes Weibull. A figura mostra
fη̊(η) para as três dimensões espaciais, conforme equação (4.20). (b) Gráfico da figura
(a) na escala Log-Log. Parâmetros: β = {1, 2, 3}, λ0 = 1 e λ = 10λ0.

























Isto conclui nossa discussão sobre o espaçamento entre alvos no AB Weibull.
Passemos agora à aplicação destes resultados no processo de construção da métrica do
processo de busca ideal (PBI). De posse da métrica obtemos a eficiência energética, ba-
lanço energético e probabilidade de sobrevivência no ambienteWeibull. Todo o formalismo
foi descrito no caṕıtulo anterior. Definimos a busca ideal no ińıcio deste caṕıtulo. Assim,
já foram introduzidos todos os conceitos necessários à obtenção da solução exata do PBI
no AB Weibull, permitindo-nos obter rapidamente, nas próximas seções, as densidades e
valores esperados das grandezas relevantes.
4.3 Solução Exata para o Processo de Busca Ideal no
Ambiente de Busca Weibull
4.3.1 Métrica do Processo de Busca Ideal
Nas condições da busca ideal, definida na seção 4.1, a FDP da métrica do PBI é
determinada pela densidade de espaçamento entre alvos, fẘ(w). No ambiente Weibull, a


















, (FDP da Métrica) (4.20)
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(b) F.D.P. da Eficiência
1
1
Figura 4.4: (a) FDP da eficiência energética da busca ideal em ambienteWeibull. A figura
mostra fη̊(η) para as três dimensões espaciais, conforme equação (4.22). (b) Gráfico da
figura (a) na escala Log-Log. Parâmetros: β = {1, 2, 3}, λ0 = 1 e λ = 10λ0.
onde usamos o teorema 4.1.1 na equação (4.12) com Iw dado em (4.15).
Segue ainda da definição da busca ideal –teorema 4.1.1– que a métrica herda todas
as propriedades estat́ısticas da FDP do ambiente. A equação (4.4) assegura 〈ẘ〉 = 〈ℓ̊〉.
Portanto o valor esperado da métrica é dado pela equação 4.16















. (Valor Esperado da Métrica) (4.21)
No exemplo 3.1, calculamos a densidade e o valor esperado da métrica do PBI unidi-
mensional. Assumindo β = 1 nas equações acima, vemos que os resultados do exemplo 3.1
decorrem imediatamente da densidade da métrica β-dimensional, expressa pela equação
(4.20), bem como seu valor esperado, visto na equação (4.21).
Podemos ver, na figura 4.3 (a), os gráficos da métrica para as dimensões ordinárias,
β = {1, 2, 3}. Para evidenciar as consequências do truncamento esquerdo ℓ ≥ λ0, a figura
4.3 (b) mostra a escala Log-Log das curvas vistas em (a).
4.3.2 Eficiência Energética Exata do PBI, ηBI
Densidade Exata da Eficiência Energética, fη̊(ηBI)
A densidade da eficiência energética segue da aplicação da métrica, (4.20), na definição
da FDP da eficiência, (3.19).
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Figura 4.5: (a) Valor esperado da eficiência energética da busca ideal em ambiente Wei-
bull. A figura mostra 〈η̊BI〉 para as três dimensões espaciais, conforme equação (4.25).
(b) Gráfico da figura (a) na escala Log-Log. Parâmetros: β = {1, 2, 3}, λ0 = 1.












Em geral as FD permitem avaliar facilmente as integrais da densidade por meio do teorema
fundamental do cálculo. Podemos calcular a probabilidade, Pη1 η2 , de um processo de busca




fη̊(η) dη, = Fη̊(η2)− Fη̊(η1). (4.24)
Valor Esperado da Eficiência Energética, 〈η̊BI〉
Uma vez conhecida a densidade podemos calcular o valor esperado de eficiência ener-



















Na figura 4.5 mostramos o valor esperado da eficiência energética da busca ideal no
AB Weibull para as três dimensões espaciais. O gráfico mostra que 〈η̊BI〉 diminui com
o aumento da dimensão espacial β. Além disso, o caso unidimensional torna-se mais
eficiente, frente aos casos com β > 1 a medida que o espaçamento t́ıpico λ cresce frente
ao espaçamento mı́nimo λ0 (na região λ ≥ 3λ0 ).
Sabemos que a distância média entre primeiros vizinhos, 〈w〉, é máxima quando β = 1
e mı́nima quando β = 2. Sabemos ainda que 〈w〉 cresce com β > 2, tendendo ao valor
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esperado do caso unidimensional quando β → ∞. Como a eficiência é o rećıproco da
métrica, isto nos deixa uma questão interessante, se 〈w〉 é máximo em β = 1, por que o
caso unidimensional é o mais eficiente? Além disso, por que a eficiência do processo de
busca unidimensional melhora com aumento de λ?
As duas perguntas podem ser respondidas com o mesmo argumento. A razão desta
aparente contradição está na densidade da métrica unidimensional. Observamos na figura
4.3. O caso β = 1 é o único onde a probabilidade de ocorrência do espaçamento mı́nimo
ℓ = λ0 = 1 é maior que a probabilidade associada ao espaçamento t́ıpico ℓ = λ = 10λ0.
Note-se que, apenas no caso unidimensional a probabilidade cresce a medida que ℓ→ λ0,
enquanto nos casos β > 1 o pico de probabilidade encontra-se nas proximidades de ℓ =
λ = 10λ0. A resposta às nossas perguntas está resumida então na observação 4.3.1.
Observação 4.3.1: No caso unidimensional, a probabilidade de saltar a distância mı́nima
entre dois alvos é expressivamente maior do que nos casos β > 1. Isto deve-se à FDP
da métrica unidimensional –Poisson-Exponencial– que é decrescente em todo o intervalo.
Portanto, o valor esperado da métrica é superestimado, deslocando-se para a esquerda.

























































Figura 4.6: (a) Comparativo entre a eficiência unidimensional exata, 〈η̊BI〉 (curva sólida),
expansão de Taylor em segunda ordem, Tn=2(〈η̊BI〉) (curva tracejada) e a aproximação de
campo médio corrigida, ηACMBI = λ
a−1
0 (aλ)
−a (curva pontilhada). (b) Gráfico da figura (a)
na escala Log-Log. Parâmetros: β = 1, λ0 = 1 e λ = 10λ0.
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Figura 4.7: Nas figuras de (a) até (f) mostramos o comparativo entre a eficiência exata,
〈η̊BI〉 (curva sólida), expansão de Taylor em segunda ordem, Tn=2(〈η̊BI〉) (curva tracejada)
e a aproximação de campo médio, ηACMBI (curva pontilhada). (a) e (b) AB unidimensional
(β = 1). (c) e (d) AB bidimensional (β = 2). (e) e (f) AB tridimensional (β = 3). Na
coluna direita, das figuras de (a) até (f) vemos versões Log-Log dos gráficos à esquerda.
As figuras (g) e (h) mostram a razão, denotada por Γβ,λ,λ0 , entre a eficiência exata,
〈η̊BI〉, e a aproximação de campo médio, ηACMBI , eq. (4.27). (g) Γβ,λ,λ0 contra λ. (h)
Γβ,λ,λ0 contra β.
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4.3.3 Eficiência Energética na ACM do PBI, ηACMBI
A eficiência energética, avaliada na aproximação de campo médio, segue da aplicação
do valor esperado da métrica, (4.21), diretamente na definição de eficiência. Da equação



















4.3.4 Comparativo 〈η̊BI〉 versus ηACMBI
Vamos checar se (4.26) fornece o comportamento assintótico da eficiência energética
exata, 〈η̊BI〉, da equação (4.25).
Na figura 4.7, de (a) até (f), mostramos o comparativo entre a eficiência exata, 〈η̊BI〉
(curva sólida), expansão de Taylor em segunda ordem, Tn=2(〈η̊BI〉) (curva tracejada) e a
aproximação de campo médio, ηACMBI (curva pontilhada). As figura (a) e (b) correspondem
ao AB unidimensional (β = 1). (c) e (d) mostram o caso bidimensional (β = 2). Nas
figuras (e) e (f) temos o caso tridimensional (β = 3).































Quando β, λ→∞ a exponencial aproxima-se da unidade e as funções Gama conver-
gem para Γ(1, 0) = 1, portanto lim
β,λ→∞
Γβ,λ,λ0 = 1. Nas figuras 4.7 (g) e (h) mostramos
que Γβ,λ,λ0 tende a unidade mesmo para valores pequenos de β e λ.
Em duas e três dimensões verificamos ótima concordância entre os resultados. No
caso unidimensional –veja as figuras 4.7 (a) e (b)– vemos que a aproximação de campo
médio falha. Esta discrepância é, mais uma vez, explicada pela observação 4.3.1. A média
superestimada conduz à divergência. Podemos reavaliar a aproximação de campo médio




a = 3/4. Mostramos os resultados na figura 4.6 e podemos verificar a concordância.
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(b) F.D.P. do Balanco Energético
1
Figura 4.8: (a) Densidade do balanço energético na ADL para a busca ideal no AB
Weibull. (b) Gráfico da figura (a) na escala Log-Log. Parâmetros: β = {1, 2, 3}, λ0 = 1
e λ = 10λ0.
4.4 Balanço Energético na ADL
4.4.1 FD e FDP na ADL



















λ (Ω + Ω0)
)β]
. (4.29)
As FDP fE̊(E) e fΩ̊(Ω) seguem das derivadas das FD acima, ou diretamente das













λ (Ω + Ω0)
)β+1
FΩ̊(Ω). (4.31)
Não devemos perder de vista que as distribuições acima são aplicáveis somente no
intervalo de definição das variáveis E̊ e de Ω̊, respectivamente dados em (3.32) e (3.33).
Fora destes intervalos as distribuições anulam-se. Mostramos os gráficos da FDP do
balanço energético na figura 4.8 e a FDP da taxa ĺıquida de ganho energético na figura
4.9.
Os valores esperados seguem das equações (3.38), (3.39) e (3.40) com 〈ℓ〉 e 〈η〉 dados,
respectivamente, em (4.21) e (4.25).
4.4. Balanço Energético na ADL 96

































(a) F.D.P. do Ganho Ĺıquido
1
1
Figura 4.9: (a) Densidade da taxa ĺıquida de ganho energético na ADL para a busca ideal
no AB Weibull. (b) Gráfico da figura (a) na escala Log-Log. Parâmetros: β = {1, 2, 3},
λ0 = 1, λ = 5λ0, ǫ = λ/[λ], Ω0 = Ω
⋆ = ǫ/λ1.
No item (a) do exemplo 3.3 obtivemos 〈E̊(ν)〉, o valor esperado da energia do forra-
geador após detectar ν alvos, como
〈E̊(ν)〉 = E0 + ν 〈ℓ̊〉 (Ω⋆ − Ω0).
Utilizando o valor esperado da métrica do PBI no ambiente Weibull vamos estender
o resultado para ambientes β-dimensionais. Segue de (4.21) que
















Para qualquer dimensão, observamos resultados qualitativamente idênticos aos ilus-
trados no exemplo 3.3, figura 3.2 (a).
4.4.2 Ganho ou Perda Energética?
Dado um ambiente Weibull, Θ ≡ {β, r, λ, λ0, τ}, com alvos que fornecem energia
bruta ǫ, e probabilidade PE̊<E0 de observarmos a redução da reserva energética de um
forrageador, com taxa metabólica Ω0, durante um PBI corresponde a área limitada pelo




fE̊(E)dE = FE̊(E0)− FE̊(0) = FE̊(E0), (4.33)
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onde usamos FE̊(0) = 0 pois E̊ é definido sobre o intervalo estritamente positivo. Usando
a FD em (4.28) encontramos PE̊<E0(β, λ0, λ,Ω0) expresso via















fE̊(E)dE = FE̊(Emax)− FE̊(E0) = 1 − FE̊(E0). (4.35)
Este é o resultado esperado e segue da conservação da probabilidade total.
Exemplo 4.1. Dado um ambiente Θ ≡ {β, r, λ, λ0, τ, ǫ}, consideramos o PBI e va-
mos discutir a probabilidade de perda/ganho energético de um forrageador, com taxa
metabólica: (a) Ω0 = Ω
∗∗ e (b) Ω0 = Ω
∗.
Solução: (a) Para o forrageador com Ω0 = Ω
∗∗ = ǫ/λ0 a equação (4.34) fornece











Portanto a probabilidade de redução da reserva energética é de 100%.
(b) Para o forrageador com Ω0 = Ω
∗ = ǫ/λ1, a equação (4.34) fornece











usamos λ1 ≥ λ0, que garante o argumento negativo na exponencial.
Neste caso podemos obter probabilidade não-nulas de ganho energético. Neste exem-
plo conclúımos, novamente, que Ω0 < Ω
∗ é uma condição para sobrevivência e Ω0 ≥ Ω∗∗
é uma garantia de morte.
4.4.3 Probabilidade de Sobrevivência e Morte na ADL
Conhecemos a FD da taxa ĺıquida de ganho, FΩ̊(Ω). Usando as definições 3.6.2 e
3.6.3 expressas em termos de FΩ̊(Ω) calculamos imediatamente a probabilidade de morte
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e sobrevivência respectivamente via PM = FΩ̊(Ω) e PS = 1− PM .
PM = FΩ̊(Min(0,ΩMax) ),
PS = 1 − FΩ̊(Min(0,ΩMax) ). (4.36)
com ΩMin e ΩMax dados em (3.33) e FΩ̊(Ω) dado em (4.29).
Garantia de Morte, (Ω0 ≥ Ω⋆⋆)
Neste caso, temos Min(0,ΩMax) = ΩMax ≤ 0, portanto Ω não estará definido sobre
o intervalo positivo. A integração sobre o intervalo negativo é necessariamente igual a 1,
pois corresponde à integração sobre todo o intevalo de definição de Ω. Com isto em mente
e aplicando a conservação da probabilidade, obtemos
PM = FΩ̊(ΩMax) = 1,
PS = 1− FΩ̊(ΩMax) = 0. (4.37)
Esperança de Sobrevivência da Busca Ideal no Ambiente de Busca Weibull,
(Ω0 < Ω
⋆⋆)
Neste caso, temos Min(0,ΩMax) = 0, portanto Ω estará definido sobre o intervalo
positivo e negativo. As probabilidades de morte e sobrevivência são











PS = 1− FΩ̊(0). (4.39)
Note que para Ω0 = Ω
⋆⋆ = ǫ/λ0 o argumento da exponencial se anula, resultando
em garantia de morte PM = 1. Repare ainda que Ω0 < Ω
⋆⋆ garante que FΩ̊(0) será
uma exponencial com argumento negativo, portanto, quanto menor a taxa metabólica
Ω0, mais negativo o argumento e menor a probabilidade de morte. Como já hav́ıamos
adiantado no capitulo anterior, conclúımos que a probabilidade de morte só pode ser nula
para um forrageador com taxa metabólica nula. Estas conclusões são as mesmas obtidas
no exemplo 4.1, pois a equação (4.38) fornece o mesmo resultado obtido em (4.34).
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Coeficiente de Adaptação
Uma espécie com taxa metabólica Ω0 estará adaptada ao AB quando a probabilidade
de sobrevivência for maior do que probabilidade de morte. Portanto, o coeficiente de

















Temos CA = 0 para Ω0 = Ω
⋆⋆. Espécies adaptadas ao ambiente Weibull –na ADL–
deverão satisfazer a condição de adaptação CA ≥ 1. Vamos expressar esta condição em











Para todo β temos λ ≈ 〈w〉. Notamos que a condição acima é semelhante à condição
de sobrevivência definida em (3.29).
4.5 Considerações Finais e Conclusão
Nosso modelo de busca aleatória descreve sistemas determińısticos (basicamente quando
N = 1) como casos particulares. Um caso particularmente relevante é a busca ideal, que
conduz à maximização da eficiência energética. Introduzimos o conceito de processo de
busca ideal visando usá-lo como limite de busca aleatória. Definimos AB multidimensi-
onais e mostramos que a FDP do espaçamento entre alvos adimensionais é descrita pela
distribuição Weibull. Em seguida descrevemos as propriedades dos AB Weibull. Mostra-
mos que, nas condições do PBI, o teorema 4.1.1 fornece a densidade exata da métrica,
expressa em termos da densidade do espaçamentos entre alvos do AB. Utilizando a mé-
trica, aplicamos o formalismo do caṕıtulo anterior para obter a densidade da eficiência
energética e o balanço energético.
Capı́tulo 5
Processo de Busca Ideal no Ambiente
Weibull Destrutivo: Simulação
Empiricamente Fundamentada na Busca
Determińıstica Observada entre Primatas
(Ateles geoffroyi)
Neste caṕıtulo simulamos um sistema que se aproxima de um ambiente ecológico real
e que satisfaz as condições, vistas na definição 4.1.1, de um processo de busca ideal. Es-
tudamos as questões gerais anteriores para uma caminhada determińıstica. O processo de
busca tem lugar em ambiente de busca Weibull com alvos destrutivos que, uma vez de-
tectados e consumidos, tornam-se indispońıveis para visitas futuras. Nosso foco é estudar
como a métrica é afetada por perturbações na topologia ambiental, por isso, variamos as
dimensões do ambiente retangular fechado (A/L×L), de modo a produzir uma variedade
de ambientes com dimensão topológica 1 ≤ β ≤ 2. Como esperado, a métrica do processo
de busca apresenta escalas caracteŕısticas em uma (L→ 0) e duas (A/L ∼ L) dimensões.
No entanto, encontramos invariância de escala para uma geometria intermediária, quando
o ambiente é uma faixa estreita. Este resultado é geometricamente induzido por um me-
canismo dinâmico de armadilhas, conduzindo a uma distribuição de Lei de Potência para
o tamanho dos passos. Este fenômeno foi primeiramente reportado por um experimento
de campo realizado no Santuário de Otoch Ma’ax Yetel Kooh, na área de floresta ao redor
do lago Punta Laguna, na Peńınsula de Yucatan, México. Os resultados aqui discutidos
estendem a análise previamente publicada em [96].
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5.1 Considerações Iniciais
5.1.1 Notação
Neste caṕıtulo utilizaremos simulações computacionais. Denotaremos os estimado-
res de densidades de probabilidade –histogramas gerados na aproximação via simulação
computacional– com um acento circunflexo. Desta forma, o estimador da FDP da mé-
trica fℓ̊(ℓ) e da FDP dos alvos fẘ(w) são, respectivamente f̂ℓ̊(ℓ) e f̂ẘ(w). Denotaremos
os estimadores dos valores esperados com o supraescrito (ASC) ou pela notação de média
aritmética. Assim, o estimador de 〈ℓ〉 e 〈w〉 são representados por w e ℓ.
5.2 O Experimento
Os dados foram coletados na área de floresta ao redor do lago Punta Laguna (2×0, 75
km), na Peńınsula de Yucatan, México (20°380’ N, 87°380’ W, 14 m de altitude). Esta
região é caracterizada por um clima sazonalmente seco, tropical, com temperatura média
anual de cerca de 25°C e precipitação média anual de cerca de 1500 mm, dos quais 70% se
concentra entre maio e outubro. O fragmento florestal principal, perto do lago, consiste
de 60ha de floresta semi verde. Este, por sua vez, é cercado por uma floresta de sucessão
secundária sobre 30 − 40 anos de idade em uma área de 5, 367ha que recentemente foi
declarada como uma área protegida, o Santuário de Otoch Ma’ax Yetel Kooh, na área de
floresta ao redor do lago Punta Laguna.
Macacos-aranha usam ambos os tipos de vegetação, apesar de gastar mais de 70% do
seu tempo diário e todas as noites na floresta intermediária [111]. Trilhas foram cortadas
em todo o fragmento de floresta intermediária e por uma parte da floresta sucessional.
Nessas trilhas, árvores e outros marcos foram usados para fazer mapas precisos da área.
Condições de visibilidade são muito boas, especialmente quando os macacos utilizam as
copas em alturas de 5 a 25 m. Mais detalhes sobre o local de estudo, incluindo a compo-
sição de árvore e uma densidade de espécies importantes de árvores, pode ser encontrada
em [111].
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5.3 Ambiente Computacional
Consideramos o modelo de caminhada determinista que foi originalmente apresentado
em [33], para descrever a locomoção dos macacos-aranha durante o forrageamento [19, 22,
111]. Definimos uma região retangular da área A e comprimento L1 = L e L2 = A/L
ao longo da direção vertical (eixo-y) e horizontal (eixo-x), respectivamente. Dentro deste
domı́nio, um total de Na pontos alvos são inicialmente distribúıdos aleatoriamente. A
configuração da região de busca está representada esquematicamente na figura 5.1 (a).
Em todas as simulações, definimos Na = 2.5 × 107 e A = 1. Nestes experimentos as
fontes de alimentos são destrúıdas ao serem consumidas sugerindo um ambiente destrutivo.
Aproximaremos este ambiente utilizando AB Weibull destrutivos.
5.3.1 Definição do AB Weibull Destrutivo
Definição 5.3.1 (Ambiente de Busca Weibull). Variedade topológica β-dimensional en-
cerrando uma distribuição arbitrária de alvos adimensionais. O ambiente é descrito pelo
vetor de parâmetros
Θ ≡ {β, r, λ, λ0, τ} (Ambiente Weibull) (5.1)
Trata-se de um ambiente cont́ınuo, com dimensão β. Os alvos são adimensionais (r = 0),
destrut́ıveis (τ → ∞) –pois o tempo de regeneração de um alvo previamente consumido
é arbitrariamente grande– e espaçados pela distância t́ıpica λ ≥ λ0 ≥ 0.
5.3.2 Parâmetros dos AB 1D, 2D e Transição (βD)
Na figura 5.2 (a) apresentamos a distribuição f̂ẘ(w/w) da separação das distâncias
wj para as três seguintes situações: O limite 2D com L/λa ≈ 4978.56 (L = 1 e λa =
2.00861× 10−4), o limite 1D com L/λa ≈ 9.99474× 10−3 (L = 2× 10−5 e λa = 2.00105×
10−3) e na região de transição com L/λa ≈ 4.21598 (L = 8.82 × 10−4 e λa = 2.09204 ×
10−4). As distribuições esperadas, Poisson-Exponencial f̂ẘ(w/w) = exp[w/w] e aWeibull-
Gaussiana f̂ẘ(w/w) = (π/2)(w/w) exp[−πw2/(4w2)], são recuperadas nos casos 1D e 2D.
























Figura 5.1: (a) Esquematização do AB. Os quadrados pequenos representam os alvos
aleatoriamente distribúıdos. (b) λa em função de L/λa. Para L/λa ≫ 1 (regime 2D),
λa é a constante 1/
√
N , enquanto que para L/λa ≪ 1 (1D), λa segue como 1/(NL). O
cruzamento tem lugar para L/λa em torno da unidade. Os parâmetros que definem os



















































(b) F.D.P. da Métrica
Figura 5.2: (a) Densidades da métrica na ASC, determinadas pela FDP da distâncias
entre alvos mais próximos f̂ℓ̊(ℓ) = f̂x̊(x/λ0), para três valores de L/λa correspondentes
aos casos 2D (cruz), 1D (triângulo), e região de transição (diamante). Estes valores
foram definidos na seção 5.3.2, como segue: o limite 2D com L/λa ≈ 4978.56 (L = 1
e λa = 2.00861 × 10−4), o limite 1D com L/λa ≈ 9.99474 × 10−3 (L = 2 × 10−5 e
λa = 2.00105 × 10−3) e na transição, βD, L/λa ≈ 4.21598 (L = 8.82 × 10−4 e λa =
2.09204 × 10−4). Note que a curva intermediária (regime de transição) está próximo do
caso 2D. (b) FDP normalizadas do tamanho do passo da caminhada f̂x̊(x/λa) –aqui no
PBI, corresponde à métrica– para os mesmos parâmetros que na figura (a). Os triângulos
(cruz) representam o limite 1D (2D). As curvas mostram os ajustes 1.3 exp[−0.92ℓ/λa]
(tracejado) e 3.1(ℓ/λa)
−5.3 (cont́ınua). Observe que as curvas do regime 1D (triângulos)
são idênticas nas figuras (a) e (b). Este resultado motivou a proposição 5.5.1.
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5.3.3 Propriedades Ambientais
Inicialmente o AB Weibull destrutivo é idêntico ao ambiente da definição 4.2.3, discu-
tido no caṕıtulo anterior. À medida que o processo de busca evolui o forrageador detecta
e consome alvos, fragmentando o ambiente e alterando a distância entre alvos para β > 1.
Como discutimos na seção 3.9.1, o ambiente computacional está sujeito à limitações
espećıficas quanto a quantidade de alvos representados e o diâmetro do ambiente. Isto
tem implicação sobre algumas grandezas, como o espaçamento t́ıpico entre alvos1 e o
truncamento do passo da caminhada aleatória.
Propriedades 5.3.1 (Ambiente Computacional). O ambiente computacional, usado na
simulação tem as propriedades abaixo:
1. Ambiente de busca retangular com área unitária, A = 1. Largura L e comprimento
A/L;
2. Quantidade finita de alvos, Na. Varia em função da densidade de alvos considerada;
3. Condição de contorno de paredes ŕıgidas;
4. Truncamento do passo da caminhada aleatória não é necessário no processo de busca
ideal;






6. As distâncias notáveis da definição 4.2.5 são válidas para o AB inicial;
7. O valor esperado da separação entre primeiros vizinhos, 〈w〉, é estimado via





Como L pode ser tomado no intervalo [0, 1], temos dois casos limites. Quando
L = O(1) o processo de busca ideal tem lugar num espaço 2D. O espaçamento mé-
dio segue da equação (4.7), λa =
√
1/Na. Por outro lado, como L → 0 o domı́nio é 1D
e λa = 1/(LNa). O cruzamento entre estes dois regimes é encontrado pela variação L.
A figura 5.1 (b) mostra λa calculado numericamente como uma função de L/λa. Os dois
comportamentos limites são claramente vistos e separados por uma passagem emergente
em torno de L/λa ≈ 1. A seguir, vamos usar L/λa como o parâmetro principal do modelo.
1Estamos supondo ambientes com distribuição homogênea de alvos.
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5.4 Heuŕıstica Computacional
Definição 5.4.1 (Heuŕıstica Computacional). Descrevemos a heuŕıstica de busca utili-
zada na simulação, baseada na seção 3.9.2. As regras dinâmicas são:
1. Condição Inicial: Constrúımos um ambiente Weibull sorteando aleatoriamente a
posição dos alvos. Em seguida, sorteamos a posição inicial do forrageador, sobre um
dos alvos;
2. Caminhada-busca: um vez posicionado sobre um alvo inicial, o forrageador passa
diretamente para o alvo dispońıvel mais próximo;
3. Detecção de alvos: o forrageador não volta a qualquer śıtio visitado anteriormente,
a busca é destrutiva, ou seja, o número total de śıtios diminui à medida que são
encontrados ao longo da caminhada;
4. Recursão: a regra (2), caminhada-busca, é repetida recursivamente até que a
condição de parada seja verificada;
5. Condição de parada: O evento que determina o fim da simulação é a detecção de
ν = 105 alvos;
6. Réplicas do AB: As densidades de probabilidade e valores esperados são aproxi-
mados por histogramas e médias obtidas pela média aritmética dos resultados de
νR = 10
3 réplicas do AB.
A figura 5.3 ilustra uma trajetória de busca governada pela heuŕıstica descrita acima.
O AB ilustrado corresponde ao caso da transição descrito na seção 5.3.2.
Figura 5.3: No regime de transição, o AB é uma faixa estreita. Neste caso o forrageador
move-se em média para uma direção, quando a trajetória de busca se auto-intercepta, o
forrageador é forçado a executar um salto muito longo para retornar à direção original de
caminhada.
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5.5 Discussão e Análise dos Resultados
5.5.1 Parâmetros T́ıpicos
Consideramos ambientes com área A = 1, encerrando distribuições homogêneas de
Na = 2.5 × 107 alvos aleatoriamente posicionados. A simulação do processo de busca
termina quando 103 < ν < 106 alvos são visitados. Repetimos o processo de busca
sobre 102 < νR < 10
3 réplicas do AB para calcular valores médios e histogramas, que
correspondem a valores esperados e densidades de probabilidades na aproximação via
simulação computacional.
5.5.2 Métrica do Processo de Busca Ideal na Aproximação via
Simulação Computacional
Revisitamos um modelo determińıstico originalmente proposto em [33, 111]. Os resul-
tados aqui discutidos estendem a análise previamente publicada em [96]. Trata-se de um
processo de busca ideal destrutivo onde a topologia ambiental muda, de uma para duas di-
mensões. Como reportado em [33], para certas condições topológicas, muito particulares,
este tipo de dinâmica surpreendentemente revela uma métrica superdifusiva, com FDP
Lei de Potência. Aqui vamos revelar os mecanismos que conduzem ao tal comportamento,
mostrando que a transição associada a determinadas topologias do ambiente deve-se a um
efeito de espiralamento –proposição 5.5.2. As consequências deste fenômeno assemelham-
se a um ponto cŕıtico em termodinâmica, mesmo que não haja nenhuma transição de fase
no sistema real (porém este aspecto não será discutido em detalhes no presente trabalho).
A figura 5.2 (a) mostra a FDP do espaçamento inicial entre alvos, f̂ẘ(w). A figura 5.2
(b) mostra a densidade da métrica na aproximação via simulação computacional –obtida
em uma caminhada de ν passos– para três valores de L/λa correspondente aos casos
2D (cruz), 1D (triângulo), e região de transição (diamante). Estes valores encontram-se
definidos na seção 5.3.2.
Comparativo das curvas 1D (triângulo), nas figuras 5.2 (a) e (b)
Observação 5.5.1: Métrica 1D. Aparentemente o processo de busca ideal no AB Weibull
destrutivo unidimensional não é influenciado pela natureza destrutiva dos alvos. No pro-
cesso de busca ideal o forrageador caminha saltando até o vizinho mais próximo. Quando
β = 1 observamos uma situação muito particular. Na condição inicial, se o forrageador
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estiver sobre um alvo, cujo vizinho mais próximo esteja situado a sua direita (esquerda),
o forrageador, necessariamente, terá que caminhar para a direita (esquerda) até o fim da
simulação. Portanto, o forrageador nunca poderá revisitar a região do AB que foi modi-
ficada. Desta forma a caminhada do forrageador não é afetado pela natureza destrutiva
dos alvos.
Comparativo das curvas 2D (cruz), nas figuras 5.2 (a) e (b)
Observação 5.5.2: Métrica 2D. No caso bidimensional, f̂ℓ̊(ℓ/λa) difere marcadamente
do padrão de Weibull (isto é, uma distribuição Gaussiana ponderada) da distância mais
próxima f̂ẘ(w/w). A curva é mais larga, mas pode ser bem ajustado por uma Lei de
Potência rapidamente decrescente com expoente próximo de 5.3. Na verdade o com-
portamento é Gaussiano, baseado no teorema do limite central com segundo momento
convergente [36, 112, 113].
Comparativo das curvas transição (diamante), nas figuras 5.2 (a) e (b)
Observação 5.5.3: Métrica da transição. Na região de transição, ℓ/λa ≈ 4.21598, a
métrica claramente exibe uma cauda muito longa, como mostrado na figura 5.2. Há uma
probabilidade pequena, mas não despreźıvel, de caminhadas longas. Neste caso, aplicamos
o formalismo do apêndice B para estimar a melhor distribuição candidata para descrever
estas densidades de probabilidade. Encontramos numericamente que f̂ℓ̊(ℓ/λa) (ℓ/λa)
−µ
com µ̂ ≈ 2.2 (µ̂ ≈ 2.15 considerando apenas o intervalo 10 < ℓ/λa < 104). Assim, a dis-
tribuição tem um comportamento da Lei de Potência com segundo momento divergente,
semelhante aos processos de Lévy. Ilustramos, na figura 5.3, o fenômeno de espiralamento
–veja a proposição 5.5.2– que produz a cauda longa da métrica.
5.5.3 Métrica do Processo de Busca Ideal Unidimensional
A observação 5.5.1 sugere que o processo de busca ideal no AB Weibull destrutivo
unidimensional preserva a dinâmica do processo de busca ideal não destrutivo discutido
no caṕıtulo anterior. No caso unidimensional, a dinâmica destrutiva parece não trazer
implicações sobre a métrica e vemos exatamente a mesma dinâmica do processo de busca
ideal no AB Weibull, discutido no caṕıtulo anterior. Detalhamos estas verificações na
proposição 5.5.1









































































Figura 5.4: (a) Caso intermediário (diamante). Aqui, o ajuste é 0.23(ℓ/λa)
−2.2. (b)
A distribuição f̂ℓ̊(ℓ/λa) ajustada como (ℓ/λa)
−µ. Os parâmetros são L/λa = 2.37954 e
µ̂ = 2.3155 (triângulo aberto); L/λa = 4.21598 e µ̂ = 2.22267 (ćırculo cheio); L/λa =
9.74390 e µ̂ = 2.40229 (ćırculo aberto); L/λa = 22.1615 e µ̂ = 2.65706 (quadrado cheio);
L/λa = 38.2288 e µ̂ = 2.96385 (quadrado aberto)
Proposição 5.5.1. As propriedade dinâmicas do processo de busca ideal no ambiente
Weibull destrutivo unidimensional correspondem àquelas vistas no processo de busca
ideal no ambiente Weibull não-destrutivo. Demostramos esta afirmação, confirmando
que a métrica do caso destrutivo é idêntica à métrica do caso não-destrutivo. Nos dois











. Nos convencemos disto comparando as curvas com triângulo
nas figuras 5.2 (a) e (b). Ambas correspondem a f̂ẘ(w) do caso 1D. Assim, temos uma
verificação do teorema 4.1.1. Veja a observação 5.5.1.
Todos os resultados discutidos nos exemplos 3.1, 3.2, 3.3 e 3.4 aplicam-se aqui.
5.5.4 Métrica da Transição
Estimador da FDP da Métrica, f̂ℓ̊(ℓ/λa)
Os resultados discutidos até o momento sugerem que o passo médio da caminhada
aumenta na região de transição. De fato, dentro do intervalo de 2 < L/λa < 30, a métrica,
f̂ℓ̊(ℓ/λa), pode ser muito bem ajustada via f̂ℓ̊(ℓ/λa)
−µ com 2 < µ̂ < 3. Isso nos leva a
considerar os seguintes modelos como candidatos –veja a seção B.2– capazes de reproduzir
a distribuição de cauda dos dados: Exponencial2, Exponencial Esticada3, Log-Normal e
distribuição Pareto truncada.
2Este não é um modelo promissor mas é relevante a t́ıtulo de comparação pois seu fracasso fortalece
a hipótese da distribuição de cauda longa.
3A distribuição exponencial esticada também é conhecida como a distribuição de Weibull Cumulativa
Complementar. Notável por ser a função caracteŕıstica da distribuição de Lévy simétrica alfa-estável.
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Não podemos descartar a possibilidade de termos deixado de fora uma distribuição que
se ajuste ainda melhor aos dados, porém os modelos considerados aqui, já são apropriados
para analisar a situação. As FDPs que melhor se ajustam são: Pareto truncada, Exponen-
cial Esticada, Log-Normal e Exponencial. Listadas em ordem decrescente de qualidade de
ajuste no intervalo ℓ/λa > 10.
O procedimento, descrito no apêndice B, consiste em utilizar os EMV e a estat́ıstica
de Kolmogorov-Smirnov para validar um modelo como candidato leǵıtimo (modelo capaz
de descrever os dados) e em seguida comparar os modelos utilizando o teste da razão
de verossimilhança logaŕıtmica. Utilizamos os métodos discutidos e implementados por
A. Clauset e colaboradores [114]. Estes autores gentilmente disponibilizam os algoritmos
tratados no artigo [114], na páginaWEB [115]. Atualmente implementações em linguagem
R e Matlab estão dispońıveis.
Na tabela 5.1 mostramos o expoente µ ≡ α + 1, da Lei de Potência, para alguns
valores de L/λa. Algumas das densidade listadas na tabela podem ser vistas na figura 5.4
(b). Para fins de comparação, graficamos na figura 5.4 (a), a densidade correspondente
ao expoente µ̂ mais negativo observado.
Tabela 5.1: Expoentes da Lei de Pareto na Transição. Estimativas do expoente, µ̂, para
a métrica f̂ℓ̊(ℓ/λa) ajustada via (ℓ/λa)
−µ. Mostramos alguns AB no intervalo próximo da
região de transição, 2 < L/λa < 30.
L/λa 2.37 3.17 4.21 5.58 7.38 9.74 12.82 16.86 22.16 29.10
µ̂ 2.315 2.285 2.222 2.283 2.334 2.402 2.48 2.52 2.65 2.78
Para entender os resultados acima, retornamos a dinâmica do processo de busca de-
terminista. No limite 1D (L → 0), o forrageador tende a seguir uma linha quase reta,
com apenas algumas mudanças de direção, ocorrendo principalmente durante os primeiros
passos. Veja a figura 5.5 (c) que mostra a coordena X da posição do forrageador ao longo
do processo de busca. Por outro lado, o limite 2D (L→ 1) é caracterizado por um espaço
dispońıvel muito maior em ambas as direções. Embora a destruição dos locais visitados
anteriormente faça com que o forrageador tenda a mover-se para a frente com maior pro-
babilidade, há uma fração finita de grandes ângulos de retorno ao longo do processo de
busca. Veja a figura 5.5 (a) que mostra a coordenada X da posição do forrageador ao
longo do processo de busca. Note o comportamento isotrópico exibido pela trajetória de
busca, indicando que o forrageador oscila em torno da posição inicial. A figura figura 5.5
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Figura 5.5: Número de passos versus a projeção horizontal da posição do forrageador são
mostrados para a região no 2D (a), região de transição (b), e 1D (c). Note os passos
essencialmente longos na região de transição (b). (d) Distribuição angular dos ângulos de
retorno entre passos consecutivos. Os triângulos (1D), cruzes (2D), e diamantes (região de
transição) correspondem aos mesmos casos das figuras (a), (b) e (c). A curva pontilhada
(para os triângulos) é apenas um guia para os olhos.
(b) mostra a coordena X da posição do forrageador para o AB correspondente à transição.
Observe a quebra do regime isotrópico marcado pela tendência de se mover predominante
mente em uma direção. O resultado mais marcante são as mudanças bruscas de direção in-
dicadas pelas “ranhuras” vistas na figura. Cada um destes desvios direcionais corresponde
a um evento de espiralamento (ver a figura 5.3).
Proposição 5.5.2 (Efeito de Espiralamento). Espiralamentos se verificam quando a traje-
tória de busca se auto-intercepta. Este fenômeno é um processo dinâmico particularmente
senśıvel à distância entre as duas bordas horizontais ou equivalentemente, para os valores
de L/λa. Na verdade, para L/λa muito pequeno (1D) não há caminhos antiparalelos,
enquanto que para L/λa grande (2D) a direção vertical extra fornece “rotas de fuga” de
regiões pouco densas, impedindo grandes saltos nas regiões depauperadas. Nenhum des-
ses dois aspectos, o viés direcional no caso 1D e uma dimensão extra fornecendo muitos
caminhos de “escape”, estão presentes na região de transição. Ver a figura 5.3.
Para quantificar estes comportamentos, apresentamos na figura 5.5 (d) a distribuição
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Figura 5.6: (a) Aproximação semi-anaĺıtica da FDP da eficiência energética do processo
de busca ideal no ambiente de busca Weibull. A figura mostra f̂η̊(η) para as três expoentes
de Lévy. (b) Gráfico da figura (a) na escala Log-Log.
angular δ(θ) de ângulos entre dois passos consecutivos correspondentes aos exemplos das
figuras 5.5 (a), (b) e (c). No limite 1D, a distribuição atingiu um pico de valores de ângulos
muito pequenos, indicando que o forrageador raramente se desvia de um determinado
sentido (esquerda ou direita, definida logo após poucos passos iniciais). No limite 2D
existe um viés em direção à frente, no entanto, maiores ângulos de retorno são também
prováveis de acontecer.
5.5.5 Aproximação Semi-Anaĺıtica da Eficiência Energética






, ℓmin ≤ ℓ ≤ ℓmax,
como a métrica apropriada para descrever os dados. Usamos ℓmin/λa = 10 e ℓmax/λa =
104. Os resultados da tabela 5.1 e da figura 5.4 são consistentes com as observações de
campo do experimento [19, 22, 33, 111]. A métrica pode ser bem aproximada via leis de
potência.
Usando a métrica obtida na aproximação via simulação computacional podemos apli-
car o formalismo do capitulo 3 em um aproximação semi-anaĺıtica. A densidade da eficiên-
cia energética segue da aplicação da métrica de Pareto na definição da FDP da eficiência,
(3.19), ou
f̂η̊(η) = α η
α−1. (FDP da Eficiência Energética) (5.3)
A integração direta da densidade acima fornece a FD
f̂η̊(η) = η
α. (FD da Eficiência Energética) (5.4)


















(a) Métrica Computacional Média
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(b) Zoom da figura (a)
Figura 5.7: (a) Métrica computacional média, ℓ, em unidades de λa tomada pelo
forrageador durante a busca em função de L/λa. A região onde ℓ apresenta um pico,
indicado pela seta, é mostrado em detalhe em (b). As curvas cont́ınuas são apenas guias
para os olhos.
Quanto mais longa a cauda (α≪ 1) mais a FDP concentra-se sobre ηmin
α≪ 1, f̂η̊(η) → δ(η − ηmin) 〈η〉 → ηmin.
Por outro lado, quanto menor a cauda (α ≫ 1) maior a concentração sobre ηmax, veja a
figura 5.6,
α≫ 1, f̂η̊(η) → δ(η − ηmax) 〈η〉 → ηmax.
5.5.6 Robustez do Efeito de Espiralamento
Outra quantidade relevante é a média da métrica, ℓ/λa, mostrada na figura 5.7 (a)
como uma função de L/λa. Da figura somos levados a concluir que o comprimento de
passos na região de transição é realmente maior do que o observado nos limites de 1D e
2D. Temos um pico para ℓ/λa na região de transição, com o máximo correspondente a
L/λa ≈ 1.99 ≈ 2. Mostramos, em maior detalhe, a região correspondente à transição na
figura 5.7 (b).
O cenário acima é confirmado através da análise de duas grandezas relacionadas com a
dinâmica do processo de busca determinista. Em primeiro lugar, calcula-se a velocidade da
deriva normalizada ao longo da direção horizontal x, definida como 〈|X−X0/n|〉/λa onde
X0 é a coordenada inicial e X é a coordenada do passo n. Mostramos na figura 5.8 (a) a
velocidade de deriva como uma função de L/λa. Como esperado, anula-se no limite 2D. No
entanto, o comportamento da curva na região de transição é particularmente interessante,
como visto na figura 5.8 (b). Aqui, temos um mı́nimo local em torno L/λa = 1.7094.
Além disso, o primeiro máximo local após este mı́nimo é L/λa = 2.0368 ≈ 2, a mesma
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(b) Zoom da figura (a)
Figura 5.8: (a) A velocidade de deriva numérica ao longo do eixo-x, 〈|X − X0|/n〉/λa
como uma função de L/λa. A seta indica a região de transição, onde há um ponto de
inflexão para a deriva. (b) Aumento da região marcada em (a), mostrando um mı́nimo
local em torno de L/λa = 1.7094. As curvas cont́ınuas são apenas guias para os olhos.
posição para o máximo de ℓ/λa visto na figura 5.7 (b). Até o presente momento, não
temos uma clara explicação para tal fenômeno.






Aqui, Mvis é o número médio de alvos visitados na área de busca do forrageador e
M0 é o número total de alvos iniciais nessa área. A área de busca é definida pela região
[Xmax −Xmin] × [Ymax − Ymin], onde os subscritos “min” e “max” representam os valores
mı́nimos e máximos das coordenadas alcançados pelo forrageador durante uma caminhada
completa. Assim, χ representa uma eficiência de varredura do forrageador. Para o regime
1D, todas os alvos são encontrados ao longo do caminho, de modo que χ = 1. Por outro
lado, no regime 2D, χ assume um valor constante pequeno. A passagem de um limite para
o outro, como uma função da L/λa, é mostrada na figura 5.9(a). Novamente observamos
um mı́nimo local na região de transição, como visto no “Zoom” da figura 5.9 (b).
5.6 Considerações Finais e Conclusão
Motivado pelos resultados de estudos anteriores, investigamos em mais detalhes –
usando uma abordagem mais rigorosa aqui desenvolvida– um modelo de caminhada de-
termińıstica onde o ambiente de busca destrutiva pode ser mudada de uma geometria 2D
para uma 1D por meio do ajuste de um parâmetro de controle único, chamado, L/λa.
O movimento do forrageador é regido pela regra dinâmica do processo de busca ideal “ir
para o alvo mais próximo”. Em uma primeira análise, parece que o modelo deve levar a
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(b) Zoom da figura (a)
Figura 5.9: (a) Fração numérica de alvos visitados, χ como uma função de L/λa. (b) Au-
mento de resolução na região de transição indicada pela seta em (a). As curvas cont́ınuas
são apenas guias para os olhos.
um processo de Poisson, uma vez que a distribuição inicial dos alvos (que são destrúıdos
após visitados) é aleatória. De fato, em ambos os casos limitantes, 1D e 2D, a métrica
tem variância finita. No entanto, para alguns valores intermediários de L/λa, um pro-
cesso dinâmico não trivial com variância muito grande tem lugar, combinando um grande
número de passos relativamente pequenos com raros passos longos. Ele dá origem a uma
distribuição Levyniana em que pode ser bem aproximada por uma distribuição de Pa-
reto truncada, com expoentes caracteŕısticos, 2 < µ̂ < 3. Por exemplo, µ̂ ≈ 2.2 para o
caso mais difusivo, mostrado na figura 5.2 (a). Além disso, para valores do parâmetro
de controle neste região de transição, observamos mudanças na velocidade de deriva e na
fração de alvos visitados. Tais descobertas são interessantes uma vez que elas mostram
que distribuições Lei de Potência também podem resultar em uma dinâmica simples de
curto alcance combinados com uma restrição geométrica.
Assim, embora o presente estudo indique que o sistema está passando por um cruza-
mento entre os dois limites diferentes, a partir da discussão acima, não podemos descartar
por completo a possibilidade de uma transição dinâmica. Esta questão está atualmente
sendo investigada e será reportada no devido tempo.
Capı́tulo 6
Processos de Busca Aleatória Coletiva:
Manter a Agreagação do Grupo Usando
Estratégias de Lévy
O caráter superdifusivo das caminhadas governadas por leis de potência é sabido ga-
rantir a dispersão rápida de n forrageadores Levynianos que inicialmente estejam agrupa-
dos, [104, 105]. Então como efetuar buscas de Lévy sem fragmentar o grupo? Neste Caṕı-
tulo, abordamos os processo de busca aleatória coletiva em que um grupo de forrageadores,
guiados por um ĺıder, estão a procura de alvos aleatoriamente localizados. Em tal tarefa
há a necessidade de se manter o grupo agregado, de forma que existe uma restrição na
dinâmica de forrageamento. Aqui discutimos então quatro modelos diferentes para o
comportamento do sistema coletivo, com o ĺıder e seguidores realizando buscas gaussia-
nas e/ou de Pareto truncadas. Em ambientes com baixa densidade de alvos mostramos
que o forrageamento de Pareto é vantajoso para todo o grupo, quando comparado com
a estratégia gaussiana. Mas para isso, mostramos que certas regras extras devem ser
incorporadas na dinâmica dos forrageadores garantindo um compromisso entre manter
o grupo em conjunto e aumentar a eficiência global da busca seja cumprida. O exato
caráter dessas regras depende de detalhes espećıficos do processo de forrageamento, como
regeneração de alvos e custos de energia, [5, 6, 8, 116, 117], o que será mostrado a seguir.
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6.1 Considerações Iniciais
6.1.1 Notação
Discutimos um processo de busca aleatória bidimensional e denotamos o vetor posição
do forrageador por R = X + Y, cuja norma é x = |R|. Escolhemos a variável x pois
corresponde a notação utilizada nos Caṕıtulos anteriores para denotar o comprimento
do passo do forrageador. Usamos coordenadas cartesianas R = (X, Y ) para ilustrar
as trajetórias de busca e coordenadas polares R = (x, φ) para definir as densidades de
probabilidade. A FDP da caminhada bidimensional é a densidade conjunta fR̊(R) =
fx̊(x)fφ̊(φ). Tratamos duas classes de forrageadores (ou Buscadores). A primeira é a
do forrageador ĺıder –identificado pelo ı́ndice L– e a segunda classe, é formada pelos
seguidores –identificados pelo ı́ndice S. Denotamos a densidade da caminhada do ĺıder
via fL(R) = fL(x)fL(φ) e a dos seguidores fS(R) = fS(x)fS(φ). Similarmente, NL
e NS correspondem, respectivamente, à quantidade de passos executados pelo ĺıder e
a quantidade de seguidores (número de indiv́ıduos) presentes no bando. As grandezas
relevantes –detalhadas na seção 6.4– são: (i) a posição do i-ésimo seguidor após o j-ésimo
passo do ĺıder, denotada por Ri,j = Xi,j + Yi,j ; (ii) o centro de massa do conjunto
1 de
seguidores após o j-ésimo passo do ĺıder, RCM,j; (iii) o raio do bando após o j-ésimo passo
do ĺıder, rj; e (iv) o coeficiente de separação entre o bando e o ĺıder após o j-ésimo passo
do ĺıder, cj.
6.2 Ambiente Gerado Computacionalmente
6.2.1 Definição do Ambiente de Busca
Utilizamos as duas variedades de ambientesWeibull definidos nos Caṕıtulos anteriores.
O ambiente de busca Weibull não-destrutivo foi definido na seção 4.2.3 e o destrutivo na
seção 5.3.1
Definição 6.2.1 (Ambiente da busca aleatória coletiva).
ΘND ≡ (β, r, λ, λ0, τ → 0) (AB Weibull Não-Destrutivo) (6.1)
ΘD ≡ (β, r, λ, λ0, τ →∞) (AB Weibull Destrutivo) (6.2)
1Alguns autores usam a expressão bando em vez de conjunto ou grupo.
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Trata-se de um ambiente cont́ınuo, com dimensão β. Os alvos são adimensionais (r = 0)
e espaçados pela distância t́ıpica λ ≥ λ0 ≥ 0. No caso não não-destrutivo, os alvos
são regenerados imediatamente após serem detectados e consumidos (τ → 0). No caso
destrutivo os alvos são eliminados da simulação após serem visitados (τ →∞).
6.2.2 Propriedades Ambientais
Inicialmente o ambiente de busca Weibull destrutivo é idêntico ao ambiente não-
destrutivo, mas à medida que o processo de busca aleatória evolui, o forrageador detecta
e consome alvos, fragmentando o ambiente e assim alterando a distância entre alvos.
Como discutimos na seção 3.9.1, o ambiente (computacional) está sujeito à limitações
espećıficas quanto a quantidade de alvos representados e o diâmetro do ambiente. Isto
tem implicação sobre algumas grandezas, como o espaçamento t́ıpico entre alvos2 e o
truncamento do passo da caminhada aleatória.
Propriedades 6.2.1 (Ambiente Computacional). O ambiente computacional, usado na
simulação, tem as propriedades abaixo:
1. Ambiente de busca de geometria quadrada, com lado M ;
2. Quantidade finita de alvos, Na. Varia em função da densidade de alvos considerada;
3. Condição de contorno periódica;
4. Truncamento do passo da caminhada aleatória, xmax = M ;






6. As distâncias relevantes definidas em 4.2.5 são válidas aqui no ambiente de busca
inicial;
7. O valor esperado da separação entre primeiros vizinhos, 〈w〉, é estimado via





2Estamos supondo ambientes com distribuição homogênea de alvos.
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6.3 Heuŕıstica Computacional
Definição 6.3.1 (Heuŕıstica Computacional). Descrevemos a heuŕıstica de busca utili-
zada na simulação, seguindo de perto a seção 3.9.2. As regras dinâmicas são:
1. Condição Inicial: Constrúımos um ambiente Weibull sorteando aleatoriamente a
posição dos alvos. Em seguida, sorteamos a posição inicial do forrageador;
2. Caminhada-busca: O bando caminha de acordo com o modelo de caminhada
aleatória coletiva definido na seção 6.4.4. Cada seguidor inspeciona a área circular
de raio rv ao longo da sua trajetória de busca. Se um alvo é detectado, o forrageador
procede de acordo com a regra (3);
3. Detecção de alvos: Um alvo será detectado se estivar a uma distância inferior a
rv de um forrageador. O mesmo alvo pode ser revisitado inúmeras vezes na busca
não-destrutiva enquanto na busca destrutiva cada alvo será detectado e consumido
no máximo uma vez.
4. Recursão: a regra (2), caminhada-busca, é repetida recursivamente até que a
condição de parada seja verificada;
5. Condição de parada: O evento que determina o fim da simulação é a detecção de
ν = 105 alvos;
6. Réplicas do ambiente de busca: As densidades de probabilidade e valores es-
perados são aproximados por histogramas. Quantidades de interesse são calculadas
como médias aritméticas νR = 10
3 réplicas do ambiente de busca.
6.4 Modelos de Caminhada Aleatória Coletiva
Nesta seção definimos quatro modelos de dinâmicas coletivas, baseadas em estraté-
gias do tipo “siga-o-ĺıder”. Relembramos que, por definição, um grupo é composto pelo
ĺıder e por um número arbitrário de forrageadores, os seguidores, que são mutuamente
ligados através de um conjunto de regras dinâmicas de movimento em duas dimensões.
Mantemos os modelos tão simples quanto posśıvel, mas ainda capturando a essência do
comportamento coletivo.
Assumimos que as interações entre os membros do bando são intermediados pelo ĺıder,
de modo que as posições assumidas pelos seguidores não dependem diretamente umas das
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outras. Na verdade elas oscilam em torno da trajetória descrita pelo ĺıder. Neste sentido,
uma correlação direta de est́ımulo-resposta existe apenas entre o ĺıder e seguidores. Esta
interação determina os valores do raio médio do grupo e coeficiente de separação entre o
grupo e o ĺıder, respectivamente denotada por rj e cj.
O caráter de coesão de um grupo se verifica quando as quantidades rj e cj não aumen-
tam consideravelmente ao longo da dinâmica de busca. Também mencionamos que neste
trabalho não estamos considerando a possibilidade realista de fragmentação do grupo de-
vido à perda de contato, que ocorre, por exemplo, quando rj e cj tornam-se tão grandes
que os seguidores não conseguem “ver” o ĺıder. Assim, embora os modelos assumam que
os seguidores sempre são capazes de detectar a posição do ĺıder, não importando a dis-
tância de separação entre eles, fortes flutuações nessas quantidades –por exemplo, se rj e
cj tornam-se maiores do que a habilidade real dos seguidores de perceber o deslocamento
do ĺıder– serão indicativos de regime de fragmentação do grupo.
Primeiramente discutiremos o comportamento do ĺıder. Para a densidade da escolha
de direção de voo, fL(φ), usamos uma FDP uniforme, que resulta em caminhadas isotró-
picas. Já, para a densidade do comprimento do passo da caminhada, fL(x), usamos uma
FDP Gaussiana (modelo A) ou lei de Pareto truncada (modelos B, C e D). Neste último
caso, tem-se que para qualquer passo,
fL(x) ∼ x−µL , x0 ≤ x ≤ xmax,L e fL(x) = 0 caso contrário. (6.4)
Aqui µL = αL + 1 (ver a seção 2.7.7). O limite inferior x0 representa o comprimento do
passo mı́nimo. O comprimento do passo máximo é denotado por xmax,L (por razões que
tornam-se claras na seção 6.5, vamos definir x0 = rv, onde rv é o chamado “raio de visão”
[5]).
Vimos que no caso de um único indiv́ıduo, para 1 < µL ≤ 3 é a escolha de parâmetros
que leva a um regime eficaz [118] de caminhada superdifusiva (e truncada). Assim, faremos
tal escolha para o ĺıder também.
Passamos agora para a dinâmica dos seguidores. Para um grupo manter-se compacto,
continuamente seguindo a dinâmica de um ĺıder, os seguidores devem estar dentro de um
raio rj relativamente pequeno em torno do ĺıder durante sua evolução espacial, qualquer
que seja j. Caso contrário, se os seguidores começam a divergir da posição do ĺıder, o
caráter coletivo do processo é efetivamente perdido (um elemento de rj muito grande já
pode efetivamente dispersar o grupo).
Há muitas maneiras posśıveis de implementar regras dinâmicas de movimento que
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levam a valores finitos de rj, mas várias delas levam a baixas eficiências. Aqui tentamos
encontrar um compromisso. Nossas escolhas são descritas a seguir. Em primeiro lugar,
suponha que depois de um certo número de passos o grupo está espacialmente distribúıdo
em torno do ĺıder. Então, digamos que no j-ésimo passo, o ĺıder vai para nova posição,
seguindo as regras descritas acima. Seja φ̄i,j o ângulo que deve ser tomado pelo seguidor
i para atingir a nova posição do ĺıder. Em todos os modelos –veja a figura 6.1– o ângulo
a ser escolhido pelo seguidor i é tomado de uma FDP Gaussiana gS(φ) centrada em φ̄i,j ,
com desvio padrão σφ. Além disso, consideramos as seguintes opções para distribuição de
comprimento do passo fS(x) dos seguidores: Gaussiana (modelos A e B), com média x̄i,j e
desvio padrão σx, ou Pareto truncada xmax,F (geralmente menor do que xmax,L) (modelos
C e D). Observe que a correlação entre o comprimento e a direção dos movimentos do ĺıder
e seguidores pode ser, essencialmente, parametrizada por σφ e σx (nos casos gaussianos),
e por σφ e um par de regras extras, relacionando ao raios cj/rj e o número de passos dos
seguidores (nos casos de Lévy truncados –detalhes espećıficos a seguir). Em particular,
para uma função Gaussiana fS(x) com σφ = σx = 0, seus movimentos tornam-se idênticos,
ou seja, o grupo inteiro se desloca como um único indiv́ıduo, implicando em correlação
total; ausência de aleatoriedade na distribuição espacial dos seguidores ao redor do ĺıder:
rj = 0 para j > 1.
Definiremos agora algumas quantidades relevantes para descrever o comportamento
coletivo do ĺıder e seguidores. Para denotar o vetor posição do seguidor i após os j passos
















A distribuição espacial dos seguidores em torno do ĺıder pode ser caracterizada pelas duas
quantidades seguintes: (i) o raio médio rj da distribuição de seguidores em torno do
centro de massa, e (ii) a distância entre o centro de massa e a posição do ĺıder, ou seja, o







que fornece uma indicação da compactação do grupo. Para o coeficiente de separação,
definimos
cj = |RL,j −RCM,j|, (6.7)
que é uma medida de quanto o grupo ainda segue a tendência do ĺıder depois de j passos.















Figura 6.1: (a) Dinâmica do tipo“siga o ĺıder”em duas dimensões mostrando o ĺıder e três
seguidores. Quando o ĺıder se desloca, os seguidores movem-se de acordo com as regras
descritas no texto, a fim de manter-se agrupados de forma compacta, em torno do ĺıder.
(b) Ilustração de quantidades médias relacionadas a um “seguidor t́ıpico” e o ĺıder.
Com efeito, um comportamento coletivo forte é caracterizado por valores relativamente








onde NL é o número de passos do ĺıder.
Apesar de cada seguidor ter o seu caminho particular, precisa manter-se nas imediações
do ĺıder. Logo, comportamentos médios quantitativos podem ser inferidos a partir do
padrão coletivo. Primeiro, considere um“seguidor t́ıpico” de toda a caminhada. Seja 〈xS〉
e 〈xL〉 a média do comprimento do passo deste seguidor e do ĺıder. Além disso, denotamos
por 〈xSL〉 e 〈φSL〉 a distância média e o ângulo que o seguidor deve tomar para atingir
precisamente a posição do ĺıder após um único passo. A partir da figura 6.1 (b), temos
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que
〈r〉2 = 〈xS〉2 + 〈xSL〉2 − 2〈xS〉〈xSL〉 cos(〈φSL〉). (6.9)
Assim ao escrever










Calculando anaĺıticamente 〈xL〉 e 〈xS〉 diretamente das definições do modelo e obtendo
〈φFL〉 de simulações, podemos estimar o raio médio de distribuição dos seguidores em
torno do ĺıder.
6.4.1 Modelo Coletivo Browniano com o Comportamento do ĺı-
der Browniano (Modelo A)
Este modelo é caracterizado por uma FDP Gaussiana para o ângulo e para o compri-
mento dos passo dos seguidores, respectivamente, fS(φ), com média φ̄i,j e desvio padrão
σφ, e fS(x), com média x̄i,j e desvio padrão σx. Neste caso x̄i,j é escolhida como a distância
que deve ser tomada pelo seguidor i para precisamente atingir a posição do ĺıder depois de
j passos. Além disso, o comportamento do ĺıder é determinado pela escolha de direção de
voo uniformemente aleatória, portanto fL(φ) é constante, enquanto a densidade do passo
é uma Gaussiana fL(x) com média x̄L e desvio padrão σL. Na verdade, este é o único
modelo nesta análise em que a FDP do comprimento de passos do ĺıder é Gaussiana; nos
modelos B, C e D abaixo a função do ĺıder segue a distribuição de Pareto truncada.
Na figura 6.2 ilustramos parte da evolução da caminhada do ĺıder (com x̄L = 100 e
σL = 0) e 6 seguidores em três situações, a saber:
(a) σx = 30 e σφ = 0;
(b) σx = 0 e σφ = π/4; e
(c) σx = 30 e σφ = π/4.
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(a) σℓ = 30, σθ = 0











(b) σℓ = 0, σθ = π/4











(c) σℓ = 30, σθ = π/4
Figura 6.2: Modelo coletivo browniano com comportamento browniano do ĺıder (modelo
A). Ilustração da caminhada t́ıpica do ĺıder com 6 seguidores, usando x̄L = 100, σL = 0 e
(a) σx = 30 e σθ = 0; (b) σx = 0 e σθ = π/4; (c) σx = 30 e σθ = π/4. A circunferência
em torno do ĺıder é apenar um guia para os olhos.
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Observamos, em todos os casos, uma tendência dos seguidores de permanecerem agru-
pados em torno da posição do ĺıder, mesmo depois de um grande número de passos, com
a maior dispersão observada obviamente quando ambos σx e σφ são não nulos. Na ver-
dade, este resultado está relacionado com o pequeno desvio padrão da FDP Gaussiana ,
tanto para o ĺıder quanto para os seguidores, se comparado com o grande segundo mo-
mento das distribuições de Pareto truncadas, o que geralmente tende a fazer os seguidores
dispersarem mais facilmente com respeito ao caminho do ĺıder. Além disso, a forte con-
centração de comprimentos de passos dos seguidores em torno da média x̄i,j , faz com que
cada passo do ĺıder seja geralmente acompanhado por apenas um único passo para cada
um dos seguidores. Isto geralmente não é o caso em modelos Levynianos (ver discussão
abaixo para os modelos C e D), em que uma diferença nos expoentes µL < µS (onde o
comportamento browniano dos seguidores é µS > 3), ou a escolha de muitos comprimen-
tos distintos de corte superior (xmax,S ≪ xmax,L) implicam na necessidade de vários passos
dos seguidores a fim de acompanhar um único salto do ĺıder.
Apesar da manutenção evidente de um comportamento coletivo no modelo browniano,
verificado pela observação de pequenas alterações em rj e cj com j (claro na figura 6.2),
notamos que a escolha da FDP Gaussiana para o comprimento do passo para o ĺıder e
seus seguidores não resulta em padrões eficientes de busca coletiva no regime esparso,
por exemplo, quando os alvos são escassos. Na verdade, a figura 6.2 vemos que tudo se
passa como se o bando fosse um único organismo, apenas com o raio de visão rv maior.
Logo o resultado é semelhante ao que ocorre na busca individual [5, 119]. Como veremos
a seguir, buscas coletivas com FDP de Pareto truncada envolvendo expoentes µL < 3 e
µS < 3 sempre conduzem à maior eficiência neste regime (ver seção 6.5). Esta é a razão
pela qual o nosso foco nos próximos modelos se concentrará nas caminhadas Levynianas,
pelo menos para o ĺıder.
6.4.2 Modelo Coletivo de Pareto com o Comportamento do ĺı-
der Pareto Truncado (Modelo B)
Neste caso, a FDP de comprimento de passos do ĺıder é uma distribuição de Pareto
truncada, equação (6.4), e sua distribuição de direções de voo é uniforme, habitual. Por
outro lado, o comprimento de passos dos seguidores e os ângulos de voo são dados por
densidades Gaussianas com média x̄i,j e desvio padrão σx, em prinćıpio definidos como
no modelo A. No entanto, uma vez que x̄i,j é dado agora pela distância xSL,ij, que deve
ser tomada pelo seguidor i para alcançar o ĺıder no j-ésimo passo (e considerando que no
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Figura 6.3: Modelo Coletivo de Pareto Médio Truncado com o comportamento do ĺıder
Pareto Truncado (Modelo B), utilizando µL = 1.1, xmax,L = 10
5, rv = 1, e 10
4 passos ĺıder
(somente os primeiros 103 são mostrados): (a)Trajetória de busca da caminhada aleatória
bidimensional do ĺıder; (b) Sequência de comprimento de passos do ĺıder no j-ésimo passo;
(c) Raio do grupo, rj; e (d) Coeficiente de separação cj.
presente modelo as distâncias xSL,ij são distribuições de Pareto truncada, em contraste
com a distribuição Gaussiana observado no modelo de A) a dinâmica dos seguidores
torna-se mais difusiva que no modelo A.
As figuras 6.3-6.5 mostram, respectivamente para µL = 1.1, 2 e 3, as quantidades
xj (do ĺıder), rj e cj, bem como a trajetória da caminhada (ĺıder e NS = 32 seguidores)
como função de j e no caso bidimensional. Em todos os exemplos, consideramos 104
passos doĺıder (só os primeiros 103 são mostrados), xmax,L = 10
5, rv = 1, σx = xFL,j/20 e
σφ = π/9.
Em relação à dinâmica do ĺıder, observa-se nas figuras 6.3 (a)-(b), 6.4 (a)-(b) e 6.5 (a)-
(b) o padrão t́ıpico esperado de caminhadas de Pareto (truncada). O caso quase baĺıstico
(para µL = 1.1) mostra a presença de raros saltos grandes, embora limitada pela xmax,L,
entre muitos passos curtos. Quando o valor de µL aumenta, a probabilidade de tais saltos
grandes diminui, e um comportamento semelhante ao browniano surge [ver Figuras 6.5
(a)-(b)]. Em todos os casos a dinâmica do ĺıder é acompanhada de forma semelhante pelos
seguidores, ou seja, cada passo do ĺıder corresponde a um único passo de cada seguidor.
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Figura 6.4: O mesmo que na figura 6.3, mas para µL = 2.
O comportamento do raio médio do grupo e coeficiente de separação é mostrado nas
figuras 6.3 (c)-(d),6.4 (c)-(d) e 6.5 (c)-(d). Primeiro observa-se que cada grande salto
do ĺıder é, essencialmente, acompanhado por um forte aumento em rj e cj. Neste caso,
verificamos a dificuldade dos seguidores em manter o agrupamento em torno do ĺıder
(como indica o aumento no coeficiente de separação). Ainda podemos observar o aumento
simultâneo do raio do bando com relação ao seu centro de massa (distribuição espacial
com maior raio médio). Esta tendência é também confirmada pela análise de histogramas
de rj (figuras 6.3 (c) e 6.4 (c)), que apresenta desvio padrão muito grande (comparando,
por exemplo, os intervalos t́ıpicos de valores de rj: rj . 4× 103 para µL = 1.1 e rj . 400
para µL = 3). Para µL → 3 o raio do grupo apresenta menor desvio em torno da média,
indicando também que a influência do ĺıder em rj não é tão preponderante, em contraste
com o caso µL → 1.
O raio médio pode ser estimado, no presente modelo [7], inserindo na equação (6.11)
a expressão para o comprimento do passo médio do ĺıder. Obtemos então
〈xL〉 =
(1− µL)(x2−µLmax,L − r2−µLv )
(2− µL)(x1−µLmax,L − r1−µLv )
, (6.12)
com a aproximação 〈xS〉 ≈ 〈xL〉 justificada pelas regras do modelo. Além disso, a análise
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Figura 6.5: O mesmo que na figura 6.3, mas para µL = 3.
numérica de 〈φFL〉 fornece
〈φFL〉 = 2 +
πσφ
2
− 2eασφ , (6.13)
com o parâmetro de ajuste α = 0.316 (os outros fatores numéricos são ajustados de modo
que 〈xFL〉 = 0 para σφ = 0 – sem dispersão de ângulo em torno da linha reta para o ĺıder–
e 〈xFL〉 quase saturado perto de 1.55, quando como σφ → π).
A figura 6.6 (a) exibe o bom acordo entre os resultados de 〈r〉 vs. µL a partir de
simulações numéricas, com o uso da equação (6.8), e anaĺıtico, equações (6.11)-(6.13).
Consideramos caminhadas mais longas na figura 6.6, com o ĺıder realizando 106 passos; os
outros parâmetros são como nas figuras 6.3-6.5. Como discutido, o raio médio aumenta
consideravelmente com saltos maiores do ĺıder tornando-se mais provável (µL → 1). Em
contraste, nenhuma variação significativa em 〈r〉 é observada para o regime proximamente
gaussiano do ĺıder (µL → 3). A transição inicia-se aproximadamente em µL ≈ 1, 7. As
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figuras 6.6 (b) e 6.6 (c) serão discutidas mais a frente
































Figura 6.6: Dependência do raio médio do grupo, 〈r〉, como função do expoente de Pareto
do ĺıder µL (o ĺıder executa 10
6 passos; outros parâmetros como nas figuras 6.3-6.5.) para
diferentes modelos de busca coletiva, usando µS = 1, 1 e xmax,L=50. As linhas sólidas
representam cálculo anaĺıtico de 〈r〉 (ver texto).
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6.4.3 Modelo Coletivo de Pareto Truncado com o Comporta-
mento do ĺıder Pareto Truncado: Versão cont́ınua (Mo-
delo C)
Consideraremos agora o comprimento de passo dos ĺıderes e seguidores seguindo uma
distribuição de Pareto truncada, com valores médios dados pela equação (6.12), ou
〈xS〉 =
(1− µS)(x2−µSmax,S − r2−µSv )
(2− µS)(x1−µSmax,S − r1−µSv )
. (6.14)
Note que, µL e µS são escolhidos arbitrariamente, então as dinâmicas do ĺıder e dos
seguidores são menos correlacionados do que no modelo B. Escolhemos também o ĺıder com
saltos possivelmente muito maiores: xmax,S ≪ xmax,L. Como acima, a FDP do ângulo do
ĺıder e dos seguidores são, respectivamente, Gaussianas aleatoriamente uniformes. Nesta
versão que chamamos de cont́ınua, em cada novo salto do ĺıder as regras dinâmicas são
aplicados somente para os seguidores após a conclusão total do passo do ĺıder. Devido à
escolha xmax,F ≪ xmax,L, há uma tendência para os seguidores de serem “deixados para
atrás” pelo ĺıder a longo prazo. Para compensar tal fato, e manter o comportamento
coletivo do grupo, uma regra extra deve ser imposta sobre a dinâmica dos seguidores:
para um dado passo j do ĺıder, os seguidores devem realizar uma série de passos até que
o coeficiente de separação torne-se menor do que o raio médio do grupo, cj < rj. Em
outras palavras, os seguidores devem evoluir até que a posição do ĺıder torne-se o centro
de massa RCM,j, assim ficando dentro da circunferência de raio rj. Da figura 6.1 (b),





Notamos ainda que as grandes flutuações estat́ısticas presentes na distribuição de Pareto
truncada podem permitir que os seguidores alcancem o ĺıder executando menos passos do
que o estimado em Ns. Afim de agrupar os seguidores de uma forma compacta em torno
do ĺıder, também precisamos que a condição cj < rj seja satisfeita em uma escolha mı́nima
de 2Ns/3 passos (fator 2/3 obtido via simulação). Somente quando ambas as condições
são satisfeitas, o ĺıder pode dar seu próximo passo [(j +1)-ésimo].
O raio médio 〈r〉 como função de µL pode ser visto na figura 6.6 (b), para µS = 1.1,
xmax,L = 10
5, xmax,F = 50, rv = 1 e σφ = π/4. Nota-se que, uma vez que a distribuição
angular não está explicitamente correlacionado com a distribuição do comprimento do
passo, a equação (6.13) é apenas uma aproximação para o presente modelo. A expressão
6.4. Modelos de Caminhada Aleatória Coletiva 130
anaĺıtica para 〈r〉 é obtida substituindo-se a equação (6.15) e 〈xFL〉 ∼ Ns〈xS〉 na equação
(6.9), resultando em
〈r〉 = γ〈xS〉 tan(〈φFL〉) + β , (6.16)
onde γ e β são constantes numéricas (dependentes do comportamento espećıfico dos
seguidores), introduzidas nesta abordagem a fim de corrigir os resultados do limite σφ = 0.
Apesar de ainda observamos boa concordância entre o resultado numérico e anaĺıtico (fi-
gura 6.6 (b)), notamos que a concordância não supera o resultado verificado no modelo B,
ver figura 6.6 (a). Isto obviamente advém do conjunto mais complexo de regras envolvidos
no modelo C, dif́ıceis de modelar.
Ao comparar as figuras 6.6 (a) e (b), observamos que enquanto 〈r〉 apresenta compor-
tamento semelhante no limite browniano µL → 3, o regime baĺıstico com µL → 1 exibe
magnitudes muito diferentes 〈r〉 ≈ 2000 para o modelo B e 〈r〉 ≈ 240 para o modelo C.
Com efeito, as regras extras descritas acima atuam eficientemente no sentido de diminuir
o raio médio e os coeficientes de separação.
Por outro lado, quando os resultados são obtidos utilizando diferentes valores de µL
no presente modelo, um resultado relevante pode ser identificado (também compartilhado
pelo modelo B): os ĺıderes com comportamento de Pareto para µL . 2 tendem conside-
ravelmente a desagregar o grupo, com o aumento em 〈r〉 tornando-se pronunciado nesta
extensão. Este resultado tem consequências importantes no contexto de buscas coletivas,
discutidas na seção 6.5. Desta forma um quarto modelo será considerado a seguir.
6.4.4 Modelo Coletivo de Pareto Truncado com o Comporta-
mento do ĺıder Pareto Truncado: Versão Incremental (Mo-
delo D)
Neste último modelo consideramos uma versão simples, incremental, do modelo C
anterior, no qual se o comprimento xj do passo do ĺıder j é maior do que 〈xS〉, tal passo é
subdividido em xj/δxL partes e após o ĺıder atravessar cada uma destas partes (e não só
após a total conclusão do passo), as regras dinâmicas são aplicadas aos seguidores. Aqui,
consideramos incrementos δxL = a〈xS〉 cos(〈φFL〉) –ver figura 6.1 (b) e equação (6.15)–
com a escolha numérica a = 2/3.
Como consequência desta regra incremental, a dispersão dos seguidores em torno do
ĺıder (quantificada por rj e cj) é muito reduzida em comparação com a versão cont́ınua.
Isto pode ser visto, por exemplo, contrastado as figuras 6.6 (b) e (c), em que o valor
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(a) Eficiência do P.B.A. Não-Destrutivo











(b) Eficiência do P.B.A. Destrutivo
Figura 6.7: Eficiência normalizada, λη, versus expoente de Pareto do ĺıder µL para a
versão incremental do modelo coletivo de Pareto truncado com comportamento do ĺıder
Pareto truncada (modelo D). Os resultados são apresentados para busca (a) não-destrutiva
e (b) destrutiva, usando NS = 32 seguidores, µS = 1.1, rv = 1, xmax,L = 10
5, xmax,F =
4rvNS = 128, λ = 5000 e σθ = π/4.
máximo de 〈r〉 na versão incremental é de cerca de 30 vezes menor do que a da versão
cont́ınua.
Além disso, a redução da variação do raio médio do modelo D no intervalo 1 < µL ≤ 3
indica que, na versão incremental, a dificuldade em manter o grupo compacto em torno
do ĺıder é quase a mesma no regime baĺıstico e gaussiano.
Todos esses resultados têm grande relevância para o problema da compatibilidade
entre buscas coletivas eficientes e manutenção do caráter de grupo.
6.5 Eficiência Energética nos Modelos de Busca Co-
letiva
Consideramos agora um grupo de forrageadores (ĺıder e seguidores) procurando por
alvos com distribuição uniformemente aleatória em um espaço de busca bidimensional. Es-
tamos basicamente interessados em estudar o caso em que a densidade de alvos é baixa,
em comparação com o livre caminho médio de forrageador, λ. Na verdade, espaços de
busca muito densos conduzem ao resultado trivial em que todas as estratégias de forrage-
amento são eficientes, uma vez que um śıtio pode ser sempre encontrado nas proximidades
do forrageador [5]. Além disso, vamos considerar apenas as dinâmicas coletivas da versão
incremental do modelo de Pareto truncada D. Como visto anteriormente, os outros mo-
delos apresentam 〈r〉 muito grande. No caso real isto implicaria em desmembramento do
grupo. Logo vamos analisar somente a estratégia que mantem a estrutura do grupo.
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Na figura 6.7 mostramos a eficiência normalizada vs. µL, para os casos (a) não-destrutivo
e (b) destrutivo. Consideramos NS = 32 seguidores, com µS = 1.1, xmax,L = 10
5,
λ = 5000, rv = 1 e σθ = π/4. Cada simulação termina com a descoberta de 10
4 alvos,
também fazemos (a) 104 e (b)103 realizações.
É interessante notar na figura 6.7 que para NS = 32, o comportamento qualitativo de
η assemelha-se ao forrageamento único [9, 96] mas com o máximo de eficiência do caso não-
destrutivo deslocando-se de µL ≈ 2 (busca não-destrutiva para um único indiv́ıduo) para
µL’s menores. Em qualquer caso, as buscas brownianas (µL > 3) mostram-se bastante
ineficientes.
Uma distinção importante entre forrageamento único e coletivo surge devido à neces-
sidade inerente de manter o agrupamento no forrageamento coletivo. Com efeito, notamos
nos modelos A, B e C acima a tendência geral crescente do raio médio do grupo com µL
diminuindo, que tende a desestabilizar o comportamento coletivo, a longo prazo, para
dar origem a um conjunto de indiv́ıduos que interagem distantes demais uns dos ou-
tros. Esta restrição pode potencialmente representar um problema real sempre que for
necessário o ĺıder tornar-se muito superdifusivo. No entanto, este inconveniente pode ser
essencialmente eliminado mediante a aplicação, por exemplo, de uma estratégia dinâmica
incremental como no modelo D. Neste caso, a estratégia de busca ótima de eficiência
coletiva surge para um valor µopt,L dando um raio médio do grupo essencialmente igual
às estratégias Gaussianas (muito menos eficiente): da figura 6.6 (c), 〈r〉 ≈ 7, 1 para
µopt,L = 1.6, enquanto que 〈r〉 ≈ 6.7 para µL = 2.9. Assim, a necessidade de manter o
grupo impõe restrições ao movimento e portanto, para seguir estratégias coletivas ótimas,
o µL deve ser menor que aquele para um simples indiv́ıduo
6.6 Conclusões
Apresentamos neste trabalho quatro modelos de comportamento coletivo de um ĺıder
e seus seguidores, que compreendem tanto dinâmica Gaussiana quanto Pareto truncada.
Do ponto de vista único de manter o grupo agregado como um bando, o comportamento
coletivo de Pareto mostrou-se mais dispersivo do que um comportamento gaussiano. As-
sim, buscas coletivas em ambientes com baixas densidades de alvos podem apresentar
situações em que uma dinâmica de movimento coletivo de Pareto poderia entrar em con-
flito com a estratégia de busca ideal, com tendência para a dispersão do grupo e perda de
caráter coletivo a longo prazo. Apesar disso, mostramos em um contexto simplificado que
regras extras impostas para a dinâmica dos membros do bando pode realmente permitir
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estratégias de Pareto eficientes e busca coletiva compat́ıvel –sem extrema dispersão do
bando. A identificação de tais regras em cenários realistas (e complexos) é uma impor-
tante linha de investigação na teoria de busca aleatória. Neste sentido, mais estudos são
ainda necessários a fim de esclarecer esta questão.
Finalmente, podemos citar uma posśıvel extensão do presente trabalho, relacionada
com a escolha da liderança durante a busca aleatória. Em uma associação puramente
racional entre os diferentes elementos de um grupo, naturalmente, o ĺıder seria o membro
mais habilidoso. Este parece ser o caso [58] quando laços sociais são fracos ou inexistentes.
Por outro lado, muitas espécies de animais [62–64] definem uma estrutura hierárquica
baseadas na dominância e filiação [65]. Pode acontecer de tais ĺıderes “eleitos” não serem
os mais aptos para forrageamento. Um modelo que considera o desempenho de cada
indiv́ıduo durante a busca, as vantagens de mudar então para um novo ĺıder mais“esperto”,
mas também incluindo os custos de quebrar os laços estabelecidos, poderia ser uma forma
interessante de estudar o equiĺıbrio entre as relações sociais e os objetivos de otimização




Neste trabalho desenvolvemos uma nova construção teórica geral (inédita, portanto)
de busca Markoviana, matematicamente formulada por intermédio de processos estocás-
ticos compostos em qualquer dimensão espacial. Desta forma, um problema de busca
aleatória pode ser resolvido, ou seja, sua métrica de busca calculada, bastando-se defi-
nir de forma clara o ambiente de busca e as regras heuŕısticas que governam o processo.
Importante frisar também que a abordagem não é aproximada: uma vez conhecida a
distribuição de passos dados entre dois alvos sucessivos e a distribuição de tamanhos de
passos, a função eficiência é dada exatamente. Isto destoa dos modelos geralmente des-
critos na literatura, usualmente tratados via simulações computacionais ou aproximações
de campo médio e restritas, em sua grande maioria, aos casos 1D e 2D. Algumas exce-
ções existem, mas apenas para a análise anaĺıtica de modelos muito espećıficos (ver, por
exemplo, o número especial do Journal Physics A, 30 de outubro de 2009 ).
Porém, também precisamos mencionar que há um preço pago pela generalidade do
método aqui descrito. Via de regra, a distribuição de números de passos é uma quantidade
bastante dif́ıcil de ser obtida, principalmente quando a geometria do espaço de busca é
mais complicada. Assim, dependendo do problema espećıfico em mãos, aproximações
podem ser necessárias para, por exemplo, obter tal FDP e usá-la então na expressão da
eficiência η.
Discutimos nossa formulação principalmente no contexto de processos de busca alea-
tória em ambientesWeibull não-destrutivo em qualquer dimensão. Em particular, fixamos
a heuŕıstica por meio de caminhadas aleatórias com a FDP do comprimento de passos
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dadas por Leis de Potência. Este caso foi escolhido por ser justamente a hipótese de
Lévy, na qual em baixas densidades de alvos buscas aleatórias são otimizadas se seguirem
estratégias tipo caminhadas de Lévy.
Como um bom teste para nossa formulação matemática, discutimos o limite em que
uma busca aleatória passa a ser uma busca determińıstica, justamente quando o número
de passos entre dois alvos é igual a 1. Este caso, chamado de busca ideal, tem como forte
paralelo no mundo real a situação em que o forrageador tem alto poder cognitivo (consegue
analisar o ambiente) além de também possuir grande poder de detecção (identifica alvos
a grandes distâncias). Dentre o reino animal, isto é relativamente comum (observado
empiricamente inúmeras vezes) na dinâmica de forrageamento de primatas. Nosso modelo
reproduz com sucesso os aspectos fundamentais deste tipo de situação, testado aqui no
caso unidimensional, onde a natureza destrutiva do sistema real pode ser desprezada e
assim um modelo de busca não-destrutiva pode ser empregado.
No final deste trabalho discutimos um outro problema relevante, que é a busca por
grupos de forrageadores. Devido a sua complexidade, desenvolvemos uma descrição nu-
mérica (via simulação computacional) ao invés de tentar tratá-lo com nosso formalismo
exato. Discutimos um ponto chave que é como fazer busca eficaz, mas mantendo a coesão
do grupo. Mostramos que isto é posśıvel se regras extras (às usuais em busca de Lévy)
são assumidas. Em uma dinâmica em que incrementativamente os seguidores fazem a
busca mas tentam não perder contato com o ĺıder (a qual chamamos de estratégia D),
mostramos que superdifusão pode ser usada para aumentar a eficiência sem correr o risco
de fragmentar o grupo.
Também discutimos que em condições ótimas (do modelo D), onde um grupo de
forrageadores caminha mantendo um raio coletivo de mesma ordem que a soma dos raios
de visão individuais, o processo de busca pode ser aproximado por uma busca efetiva,
de um único indiv́ıduo com tal raio de visão ampliado. Nesta condições, observamos
resultados semelhante ao obtidos na busca de um único forrageador, apenas com uma
pequena mudança no valor do expoente ótimo. Além disso, quando este raio ótimo do
bando é da ordem da distância média entre alvos, acabamos por recuperar a dinâmica
discutida na busca ideal.
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7.2 Projetos Futuros
Obviamente, a área de busca aleatória é extremamente ampla e aqui apenas aborda-
mos alguns de seus aspectos. Mesmo assim, como deveria ser esperado de um trabalho
exploratório como este, muita coisa ainda pode ser feita. Descrevemos então a seguir
algumas possibilidades de estudos, que podem usar os presentes resultados como ponto
de partida.
 Um ponto importante, e que deveria ser abordado em desenvolvimentos futuros, é o
cálculo da função massa de probabilidade (FMP) do número de passos fN̊(N ;Θ,Ξ)
através da marginalização da densidade. De forma mais espećıfica, assumindo-se
a independência entre as variáveis ambientais e da heuŕıstica, podemos construir a
densidade conjunta
fN̊(N ;Θ,Ξ) = fN̊(N ;Θ)fN̊(N ;Ξ).
Mas como o ambiente e a heuŕıstica são respectivamente definidos pelos vetores de
parâmetros Θ = (θ1, θ2, ..., θn) e Ξ = (ξ1, ξ2, ..., ξn), a densidade conjunta torna-se
fN̊(N ;Θ,Ξ) = fN̊(N ; θ1)..., fN̊(N ; θn) fN̊(N ; ξ1)...fN̊ (N ; ξn).
Desta forma, apesar da necessidade de um certo esforço computacional, é posśıvel
calcular histogramas normalizados correspondentes a cada uma das densidades do
lado direito da equação acima. Finalmente, poderia-se tentar usar métodos de ajuste
para ter uma expressão anaĺıtica para fN̊(N ;Θ,Ξ).
 Tendo fN̊(N ;Θ,Ξ), como descrito acima por exemplo, nosso formalismo poderia
facilmente resolver o problema de busca aleatória de forma completa em qualquer
ambiente Weibull.
 Nesta tese não fizemos uma análise anaĺıtica do caso em que o ambiente tem ge-
ometrias especiais, por exemplo, em forma de faixa (estreito em uma dimensão e
largo em outra), ou com condições de contorno periódicas. Estudar quais são as
implicações no formalismo quando assumimos diferentes configurações espaciais e
condições de contorno é um aspecto interessante a ser seguido.
 No caso de busca em bandos, diferentes análises foram feitas porém, não exploramos
em detalhes a necessidade de mudar distintas regras de manter o bando quando
variamos o número de seguidores e há interação entre eles. Pode ser que regras
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que funcionem para muitos indiv́ıduos não funcionem para poucos e vice-versa. Tal
investigação seria importante.
 Finalmente, um problema totalmente aberto em Ecologia é qual o número ótimo de
indiv́ıduos num bando e o que leva um bando a fragmentar-se (por exemplo, como
em grupo de leões e de certos primatas). Modelos baseados em forrageamento ótimo
podem ser uma posśıvel resposta para tal pergunta.
Apêndice A
Funções de Variáveis Aleatórias
A.1 Densidade do Rećıproco da V.A. Positiva
Considere as variáveis aleatórias cont́ınuas z̊ e x̊, definidas como segue
x̊ : x ∈ R+ e Ω→ [xmin, xmax],
z̊ : z ∈ R+ e Ω→ [zmin, zmax].
Em x̊ : x ∈ R+,Ω→ [a, b], leia-se: “ a variável aleatória x̊ pertence ao conjunto dos núme-
ros reais (portanto é uma VA cont́ınua) e o espaço amostral 
 é o conjunto definido pelo





onde C é uma constante arbitrária. Note que a equação (A.1) conecta os limites das
variáveis, pois zmin = C/xmax e zmax = C/xmin.
Sejam Fx̊(x) e fx̊(x) a função distribuição e a função densidade de probabilidade de
x̊ e Fz̊(z) e fz̊(z) a função distribuição e a função densidade de probabilidade de z̊.










fx̊(x)dx = Fx̊(C/zmin)− Fx̊(C/z). (A.2)
Note-se que z assume valores partindo de zmin até zmax, correspondendo ao intervalo de
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integração [xmin, xmax] de x̊.





Levando a equação (A.2) na equação (A.3) e lebrando que Fx̊(C/zmin) é constante, obte-





Para avaliarmos a equação acima é mais conveniente usarmos a variável x, ou seja,



































A equação acima é a FDP rećıproca. Como vemos pode ser obtida imediatamente da
FDP da VA x̊.
Apêndice B
Leis de Potência em Dados Emṕıricos
Neste caṕıtulo discutimos as distribuições Levynianas notáveis e algumas distribuições
Brownianas relevantes. Iremos nos concentrar em dois objetivos centrais: (i) apresentar
distribuições de lei de potência usadas como modelos relevantes a este trabalho; (ii) dis-
cutir métodos estat́ısticos capazes de indicar o modelo que melhor reproduz a distribuição
de uma série de dados. Estes métodos materializam-se na forma de estimadores de pa-
râmetros e testes de hipóteses, que permitem apenas descartar um modelo em favor de
outro. Isto ainda deixa nas mãos do pesquisador a tarefa cŕıtica de construir hipóteses –
selecionar os modelos candidatos– capazes de descrever os dados. Resumimos os principais
resultados e propriedades no final deste apêndice.
Um conjunto completo de ferramentas numéricas para inferir a distribuição de uma
amostra foi publicado em 1997, por Aaron Clauset e colaboradores, no artigo intitulado
“Power-law distributions in empirical data” [114]. Neste trabalho os autores discutem
métodos clássicos e introduzem novas técnicas de estimação de parâmetros e testes de
qualidade de ajuste. Em seguida propõem um conjunto mı́nimo de condições que devem
ser satisfeitas antes de aceitar leis de potência como modelo adequado. A metodologia
proposta foi aplicada a dezenas de conjuntos de dados publicados e erroneamente identi-
ficados como Leis de Potência. Não bastando a enorme contribuição deste trabalho, os
autores gentilmente disponibilizaram implementações R e Matlab dos algoritmos discuti-
dos no artigo [115].
Antes de iniciarmos esta discussão reproduzimos, na seção-B.1, uma revisão intro-
dutória sobre o método de máxima verossimilhança encontrado em [120]. Em seguida
apresentamos, na seção-B.2, as distribuições relevantes, discutimos seus EMV e gerado-
res de números aleatórios. Adicionalmente, compilamos alguns resultados clássicos, como
funções de verossimilhança e algumas distribuições notáveis. A seção-B.2 é um resumo
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superficial de algumas idéias discutidas por Clauset e colaboradores, portanto o leitor
mais exigente deve dirigir-se ao trabalho original [114].
B.1 Método de Máxima Verossimilhança
No peŕıodo (1912-1922), o estat́ıstico Sir Ronald Aylmer Fisher (1890–1962) intro-
duziu o método de máxima verossimilhança [121], que permite estimar os parâmetros de
modelos candidatos a reproduzir a distribuição de uma população amostral. Embora o
método seja bastante antigo, foi apenas a partir dos anos oitenta, em função do desen-
volvimento dos computadores pessoais de grande potência, que começou a ser utilizado
extensivamente. Como veremos a seguir, o grande obstáculo na utilização prática do
método de máxima verossimilhança consiste na frequente incapacidade de obter-se uma
solução expĺıcita para a maioria dos problemas em questão. Neste sentido, existe a neces-
sidade de utilizar algum método de otimização numérica para a obtenção dos parâmetros
de interesse. A grande importância do método de máxima verossimilhança consiste nas
boas propriedades assintóticas dos estimadores, que são consistentes e assintóticamente
eficientes.
Uma amostra aleatória (y1, y2, ..., yn), retirada de uma população com uma FDP




isto é, a FDP conjunta é simplesmente o produto das densidades de cada uma das ob-
servações, f(y1, θ) · f(y2, θ) · ... · f(yn, θ) onde θ é um vetor de parâmetros (fixo) e yi é
uma variável aleatória. Note que, antes da retirada da amostra, cada observação é uma
variável aleatória cuja FDP é igual a FDP da população. A média e a variância de cada
observação a ser retirada são iguais à média e variância da população em questão. É neste
sentido que dizemos que na FDP conjunta, antes de retirada a amostra, θ é fixo e yi é
variável. Contudo, uma vez que tenha sido obtida uma amostra espećıfica, yi, torna-se
fixo e a FDP conjunta pode então ser reinterpretada como sendo uma função do vetor
de parâmetros θ, que se tornam variáveis. Para uma dada amostra (y1, y2, ..., yn) a FDP
conjunta vista como função do vetor de parâmetros desconhecidos θ, é denominada de
função de verossimilhança. Uma possibilidade para a resolução do problema de estima-
ção é escolher o vetor θ̂ que maximize a probabilidade de obtenção da amostra espećıfica
(y1, y2, ..., yn) que se tem em mãos. Em outras palavras, queremos o vetor θ que faz a
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probabilidade de obtermos a amostra já obtida a maior posśıvel, ou seja, temos que achar
o θ̂ que maximize a função de verossimilhança.
Temos portanto, a função de verossimilhança Λ(θ, y), onde y é fixo e θ é a variável,
e o problema consiste em obter-se o vetor θ̂ que maximiza esta função. O estimador de
máxima verossimilhança θ̂ é o vetor que faz





θ é qualquer outro estimador de θ. Do ponto de vista matemático a implementação
deste procedimento parece ser simples, pois tudo que temos a fazer é maximizar a função
de verossimilhança com respeito a θ̂ . Para tanto, basta igualar a zero as derivadas parciais
da função de verossimilhança e achar o vetor θ̂ que resolve este conjunto de equações. Na
maioria dos casos trabalharemos com o logaritmo natural da função de verossimilhança
(lnΛ) pois, maximizar o logaŕıtmo natural de uma função é, em geral, mais simples e













Note que o estimador de máxima verossimilhança (θ̂) será a solução do conjunto de
equações S(θ) = 0. Na verdade, dadas algumas condições bem gerais, é posśıvel mostrar
que θ é consistente, assintóticamente normalmente distribúıdo e tem variância [I(θ)]−1.
Este valor, [I(θ)]−1, é conhecido como o limite inferior de Cramer-Rao, pois não existe
outro estimador consistente do vetor θ que tenha variância menor. Neste sentido, o
estimador de máxima verossimilhança (θ̂) é também eficiente assintóticamente.
B.1.1 Exemplo Clássico
Estimador de Máxima Verossimilhança para a FDP Gaussiana
Vamos agora apresentar dois exemplos para facilitar a visualização do funcionamento
do método de máxima verossimilhança e da composição da matriz de informação.
Considere uma variável aleatória y com distribuição normal, média µ e variância σ2,
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e o logaritmo natural de Λ é








(yi − µ)2. (B.4)
A equação (B.4) acima é a forma mais usual de apresentação do lnΛ . Vamos agora
encontrar os estimadores de máxima verossimilhança da média (µ) e da variância (σ2)
isto é, vamos obter o vetor (µ, σ2) que maximizará a equação (B.4). Para tanto temos


















(yi − µ)2 = 0.












(yi − y)2 (B.5)
que são os estimadores de máxima verossimilhança para a média e a variância. Para
obtermos a matriz de informações I(θ) precisamos encontrar as derivadas segundas de





















A matriz de informação é formada pelas derivadas segundas do logaritmo da função de
verossimilhança avaliadas no ponto de máximo, isto é, em µ e σ2. Se multiplicarmos e
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As variância dos estimadores de máxima verossimilhança podem então ser obtidas através







Isto encerra a revisão sobre o método de máxima verossimilhança. Estamos prontos
para discutir os EMVs das leis de potência e outras distribuições relevantes.
B.2 Distribuições Candidatas, seus Estimadores de
Máxima Verossimilhança e Geradores de Núme-
ros Aleatórios
Nesta seção apresentamos algumas informações relevantes sobre as distribuições con-
sideradas neste trabalho. Nosso interesse é identificar e estimar leis de potência em dados
emṕıricos. Nas próximas seções vamos discutir o EMV clássico de Hill para determinar
o expoente da lei de Pareto, nas versões: cont́ınua, cont́ınua exponencialmente truncada
e discreta. Os e.m.v das distribuições Weibull e Yule não serão discutidos, assim como a
distribuição log-normal, mas alguns resultados notáveis serão listados no final da seção.
Vamos considerar os modelos abaixo como candidatos capazes de reproduzir a distribuição
de cauda dos dados. Em favor da clareza, as distribuições são identificadas numericamente
como segue:
B.2.1 Distribuição (1): Pareto
Distribuição Levyniana cont́ınua.
p(x) = (α− 1) aα−1 x−α, (x ≥ a), (B.7)
onde a é o truncamento inferior. Esta é a lei de potência clássica. Foi nomeada em
homenagem ao economista italiano Vilfredo Pareto, por vezes é referida como distribuição
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de Bradfordum.
O EMV para o parâmetro de escala –calculado pela primeira vez por Muniruzzaman
(1957)– é equivalente ao conhecido estimador de Hill (1975). Considere a distribuição de








onde α é o parâmetro de escala e xmin é o ińıcio do intevalo onde a lei de potência se
verifica. Dado um conjunto de dados que contém as n observações xi > a, gostaŕıamos
de saber o valor de α para o modelo de lei de potência que é mais provável ter gerado os










Os dados são, com maior chance, gerados pelo modelo com o parâmetro de escala α que
maximiza esta função. Geralmente é prefeŕıvel trabalhar com o logaŕıtmo da probabili-
dade, Λ = ln p(x|α), e que tem seu máximo no mesmo ponto, Λ = ln p(x|α), ou seja









= 0 e resolvendo para α, obtemos a estimativa de máxima verossimilhança
para o parâmetro de escala









Lembre-se que xi, i = 1, 2, ..., n são os valores observados de x tal que xi ≥ a. Esta
equação é o bem conhecido estimador de Hill, assintóticamente normal e consistente (α̂
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B.2.2 Distribuição (2): Pareto Mantegna-Stanley
Distribuição Levyniana cont́ınua, corresponde à distribuição de Pareto abruptamente
truncada no intervalo [a, b];
p(x) =
1− α
b1−α − a1−α x
−α, (a ≤ x ≤ b), (B.12)
onde a é o truncamento inferior e b o truncamento superior.
Aplicando o método de máxima verossimilhança, assim como fizemos na seção B.2.1






b1−α̂ ln b− a1−α̂ ln a
b1−α̂ − a1−α̂ −
1
1− α̂
Para maximizar a função acima precisamos calcular suas derivadas parciais. Note que
o procedimento resulta em equações transcendentais, portanto os EMVs de a, α e b só
podem ser calculados numéricamente, isto é, calculando as ráızes da equação transcenden-
tal via Newton-Rapson. Note que o EMV do parâmetro b é sistematicamente enviesado,
inconsistente e não converge assintóticamente. As dificuldades relacionadas aos EMVs
para a distribuição de Pareto Mantegna-Stanley sugerem a utilização da distribuição de
Koponen, discutida a seguir.
B.2.3 Distribuição (3): Pareto Koponen
Distribuição Levyniana cont́ınua. Corresponde à distribuição de Pareto suavemente
truncada por uma exponencial negativa
p(x) =
λα−1
Γ(1− α, λa) x
−αe−λx, (x ≥ a), (B.13)
onde a é o truncamento inferior e λ é o parâmetro de escala do truncamento superior.
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com x > a, λ > 0 e 0 < β < 1. Em português costuma ser identificada como distribuição
Exponencial esticada e também é conhecida como a distribuição de Weibull cumulativa
complementar. Notável por ser a função caracteŕıstica da distribuição de Lévy simétrica
alfa-estável. O código de Clauset [115], considerado aqui, usa a discretização Nakagawa-
Osaki.






onde a é o truncamento inferior e ζ(α, a) é a função Zeta de Riemann generalizada.
Corresponde à distribuição de Pareto discreta. Muitos autores também referem-se a ela
como distribuição Zipf.
Também pode-se derivar uma estimador para o caso mais geral seguindo um argu-
mento semelhante ao usado para a lei de potência cont́ınua. Assim, podemos escrever a
função de verossimilhança como














ln xi = 0.





















A equação (B.17) não pode ser resolvida analiticamente para determinarmos a forma
funcional de α̂, mas podemos calcular numéricamente as ráızes da equação transcendental
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(B.17). Alternativamente, pode-se maximizar diretamente a função de log-verossimilhança
em si, Eq. (B.16). A consistência e eficiência assintótica do EMV para a lei de potência
discreta está garantida –através da aplicação dos Teoremas 1 e 2 de [114].
B.2.6 Distribuição (6): Yule
Distribuição Levyniana discreta. Tem sido proposto que, ocasionalmente, a equação
(B.15) não é a melhor generalização da lei de potência para o caso discreto. Uma forma
alternativa, e muitas vezes mais conveniente, é pk = C
Γ(k)Γ(α)
Γ(k+α)








B(a, α− 1) , (B.19)
onde a é o truncamento inferior. A função beta de Legendre comporta-se como lei de
potência B(k, α) ∼ k − α para k grande. Por isto, a distribuição tem a forma assintótica
desejada. Simon [122] propôs chamar a equação (B.19) de distribuição de Yule, em ho-
menagem a Udny Yule que obteve esta distribuição como a limitante de um determinado
processo estocástico [123]. A distribuição de Yule é interessante porque somas de suas
variáveis frequentemente podem ser obtidas de forma exata enquanto somas envolvendo
a equação (B.15) só podem ser escritas em termos de funções especiais, como a função
Erro.
B.2.7 Distribuição (7): Log-Normal
Distribuição Browniana cont́ınua. X tem distribuição log-normal quando o seu loga-




















com a 6 x <∞ e a > 0. A importância desta distribuição deve-se a um resultado análogo
ao TLC: assim como uma distribuição normal aparece quando são somadas várias distri-
buições independentes, a distribuição Log-Normal aparece naturalmente como o produto
de várias distribuições independentes (sempre positivas).
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B.2.8 Distribuição (8): Exponencial






com x = a, a + 1, ...,∞, λ > 0 e a > 1. Este não é um modelo promissor quando
esperamos encontrar leis de potência, mas é relevante a t́ıtulo de comparação pois seu
fracasso, em usá-la como curva de ajuste, fortalece a hipótese da distribuição de cauda
longa, “heavy-tail distribution”.













com x = a, a+1, ...,∞, µ > 0 e a > 1. As vezes é conhecida como a lei dos acontecimentos
raros, uma vez que cada um dos n eventos (independentes) de Bernoulli (sucesso ou
fracasso) raramente ocorrem. O nome pode ser enganoso pois a contagem total de eventos
de sucesso em um processo de Poisson não precisa ser raro, se o parâmetro np não é
pequeno.
B.2.10 Procedimento de Validação
O procedimento consiste em utilizar os EMVs e a estat́ıstica de Kolmogorov-Smirnov
para validar um modelo como candidato leǵıtimo –modelo capaz de descrever os dados–
e em seguida comparar os modelos utilizando o teste da razão de verossimilhança logaŕıt-
mica.
B.3 Resumo das Distribuições Consideradas
Nesta seção resumimos, em tabelas, os principais resultados obtidos neste apêndice.
A definição das principais leis de potência usadas neste trabalho pode ser vista na tabela
B.1. Para cada distribuição p(x) = Cf(x), apresentamos a forma funcional básica f(x)
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e a constante de normalização C definida pela condição
∫∞
a
Cf(x) = 1, (caso cont́ınuo)
ou
∑∞
x=aCf(x) = 1 (caso discreto). Na tabela B.2 mostramos as FDs e FDPs, na tabela
B.3 os estimadores de máxima verossimilhança, na tabela B.4 os geradores de números
aleatórios. Na tabela B.5 mostramos as distribuições Brownianas normalizadas e na tabela
B.6 os geradores Brownianos de números aleatórios.
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Tabela B.1: Normalização das Distribuições Cont́ınuas e Discretas.
Nomeclatura da Distribuição




(α− 1)aα−1(Lei de Potência Clássica)
a 6 x <∞






a 6 x 6 b
















λ > 0, β > 0





x = a, a+ 1, ...,∞




(α− 1)Γ(a+ α− 1)
Γ(a)
(Discreta)
x = a, a+ 1, ...,∞
α > 0, a > 1
Definição das leis de potência consideradas neste trabalho. Para cada distribuição,
p(x) = Cf(x), apresentamos a forma funcional básica f(x) e a constante de normali-
zação, C definida pela condição de normalização
∫∞
a
Cf(x) = 1, para o caso cont́ınuo, ou∑∞
x=aCf(x) = 1, para o caso discreto. Fonte [114].




† ζ(α, a), é a função Zeta de Riemann.
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Tabela B.2: Representação das Leis de Potência, FDP e FD
Nomenclatura da Distribuição FDP, p(x) F.D., P (x)
1) Pareto
(α− 1) aα−1 x−α
1− aα−1x1−α(Lei de Potência Clássica)
a 6 x <∞







a 6 x 6 b















λ > 0, β > 0






x = a, a+ 1, ...,∞







x = a, a+ 1, ...,∞
α > 0, a > 1
Representação das FDP(FMP), p(x) e FD, P (x). para as leis de potência consideradas
neste trabalho. Fonte [114]. No caso das distribuições discretas – Yule e Zipf– usa-se a
nomenclatura FMP –função massa de probabilidade– em vez da usual nomenclatura FDP
que é adequada apenas para variáveis cont́ınuas.






dt, associável à função exponencial integral e a Γ(x).
‡ ζ(α, a) é a função Zeta de Riemann.






¶ B(x, α) é a função beta de Legendre.
B.3. Resumo das Distribuições Consideradas 153
Tabela B.3: Estimadores de Máxima Verossimilhança para o Parâmetro de Cauda, α.













)]−1(Lei de Potência Clássica)
a 6 x <∞





b1−α̂ ln b− a1−α̂ ln a




a 6 x 6 b
α > 1, a > 0, b > 0
3) Pareto Koponen
(Pareto Suavemente Truncada) Não trivial, consulte [114, 115]
x > a
α > 1, a > 0, λ > 0
4) Weibull
(Exponencial Esticada) Não trivial, consulte [114, 115]
x > a
λ > 0, β > 0









x = a, a+ 1, ...,∞
α > 1, a > 1
6) Yule
(Discreta)
x = a, a+ 1, ...,∞ Não trivial, consulte [114, 115]
α > 0, a > 1
Estimadores de máxima verossimilhança para o parâmetro de cauda, α, na lei de potência.
Apresentamos apenas a condição de maximização do escore eficiente S(α) ≡ ∂ ln Λ(α)
∂α
= 0,
sempre que S(α) = 0 é transcendental em α. As distribuições Pareto Koponen, Weibull e








† ζ ′(α, a) é a derivada da função Zeta de Riemann, ζ(α, a), com relação a α.
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Tabela B.4: Geradores Levynianos de Números Aleatórios.
Nomeclatura da Distribuição Números aleatórios
1) Pareto




(Lei de Potência Clássica)
a 6 x <∞
α > 1, a > 0
2) Pareto Mantegna-Stanley





a 6 x 6 b
α > 1, a > 0, b > 0
3) Pareto Koponen
(Pareto Suavemente Truncada)
x > a Consulte a legenda












λ > 0, β > 0
5) Zeta ou Zipf
(Pareto Discreta)
x = a, a+ 1, ...,∞ Não trivial, consulte [114, 115]
α > 1, a > 1
6) Yule
(Discreta)
x = a, a+ 1, ...,∞ Não trivial, consulte [114, 115]
α > 0, a > 1
Fórmulas geradoras de números aleatórios, x, retirados de distribuições cont́ınuas dada
uma fonte de números aleatórios uniforme r no intervalo 0 ≤ r < 1. Não existe expressão
fechada para o caso distribuição Zeta –Pareto Discreta, Zipf. Não existe expressão fechada
para o caso da lei de potência truncada, mas pode-se gerar um número exponencialmente
distribúıdos aleatoriamente usando a fórmula acima e então aceitar ou rejeitá-la com
probabilidade p ou (1− p), respectivamente, onde p = (x
a
)−α, e repetindo o processo até
que um número seja aceito. Fonte [114].
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Tabela B.5: Normalização das Distribuições Brownianas, Cont́ınuas e Discretas.

































x = a, a+ 1, ...,∞












x = a, a+ 1, ...,∞
µ > 0, a > 1
Definição da distribuição lei de potência e várias outras distribuições estat́ısticas comuns.
Para cada distribuição damos a forma funcional básica f(x) e a normalização constante
apropriada C tal que
∫∞
a
Cf(x) = 1 para o caso cont́ınuo ou
∑∞
x=aCf(x) = 1 para o caso
discreto. Fonte [114].
Tabela B.6: Geradores Brownianos de Números Aleatórios.
Nomeclatura da Distribuição Números aleatórios
7) Log-Normal
a 6 x <∞ x1 = eρsenθ, x2 = eρcosθ
α > 1, a > 0 ρ =
√
−2σ2 ln(1− r1), θ = 2πr2
8) Exponencial
x = a− 1
λ
ln(1− r)x > a
λ > 0, a > 1
Fórmulas para gerar números aleatórios, x, retirados de distribuições cont́ınuas e dada
uma fonte de números aleatórios uniforme r no intervalo de 0 ≤ r < 1. Note que para o
caso da log-normal, não sabemos de nenhuma forma fechada, mas as expressões dadas irão
gerar dois números independentes log-normalmente distribúıdos aleatórios x1, x2, dados
dois números uniformes r1, r2 como entrada. Fonte, [114].
Glossário
Koponen (Probabilidade e estat́ıstica) distribuição de Pa-
reto exponencialmente truncada.
147, 152–155
Mantegna-Stanley Distribuição de Pareto abruptamente truncada. 152–155
Markoviana (Probabilidade e estat́ıstica) processo estocástico
onde o estado futuro depende apenas do estado
imediatamente anterior.
v, 1, 135
Pareto (Probabilidade e estat́ıstica) distribuição de pro-
babilidade cont́ınua com dois parâmetros, formu-
lada pelo sociólogo Vilfredo Pareto, é uma distri-
buição que tem aplicações em disciplinas como a
sociologia , geof́ısica e economia plural
2, 145, 147, 152–
155
Weibull (Probabilidade e estat́ıstica) distribuição de pro-
babilidade cont́ınua. Nomenclatura em homena-
gem ao engenheiro sueco E. H. W. Weibull, que
a descreveu em detalhes, em 1951, embora tenha
sido identificada pela primeira vez Fréchet (1927)
e aplicada pela primeira vez por Rosin Rammler
(1933) para descrever a distribuição de tamanho
de part́ıculas.
v, vi, 135, 137,
145, 148, 152–155
Yule (Probabilidade e estat́ıstica) distribuição de pro-
babilidade discreta. Recebe este nome em home-
nagem Udny Yule e Herbert Simon que usou esta
distribuição para limitar a distribuição de um de-
terminado processo estocástico com um modelo





Zeta (Probabilidade e estat́ıstica) distribuição de pro-
babilidade discreta. É versão discreta da distri-
buição de Pareto.
148, 152–155
Zipf (Probabilidade e estat́ıstica) Distribuição dis-
creta, exemplo de distribuição de cauda pesada
cuja importância cresceu bastante desde meados
dos anos 1990, as vezes referido como a distribui-
ção Zeta. Possui esse nome em homenagem ao lin-
guista George Kingsley Zipf que primeiro propôs
essa distribuição comumente usado em lingúıstica,
seguros, e na modelagem de eventos raros.
148, 152–155
alvo Objetos da busca. Nesta trabalho são pontos adi-
mensionais que preenchem o ambiente e cujas pro-
priedades são descritas pelo vetor de parâmetros
do ambiente Θ, equação (3.1).
v, 3, 4, 44–50, 52–
57, 59–62, 64, 65,
68–75, 79–81, 116,
118, 119, 125, 132,
133
baĺıstico Movimento em linha reta, sem mudança de dire-
ção. Na teoria de caminhada aleatória denota os
deslocamento sem eventos de reorientação.
83
bando (Biologia) designa um grupo de animais. 3, 4, 117, 119, 125,
127, 133, 134
destrutivo (Teoria de busca) refere-se ao alvo que pode ser
detectado e consumido somente uma vez.
52, 101, 103, 105,
107–109, 133
forrageador Entidade que realiza a busca, inspeciona um am-
biente de busca à procura de alvos com ações go-
vernadas pela heuŕıstica da busca. As proprieda-
des que caracterizam o forrageador são descritas
pelo vetor de parâmetros da heuŕıstica Ξ, equação
(3.2).
v, xiii, 2, 3, 24, 44–





forrageamento (Biologia) Ação ou resultado de forragear, procu-
rar alimento.
2, 23, 24, 49, 54
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heuŕıstica Estratégia de busca do forrageador. 59–61, 63, 64, 78,
79, 135, 137
ĺıder No processo de busca coletiva, designa o forrage-
ador que lidera a a busca e determina a FDP dos
deslocamentos do centro de massa do bando.
v, 3, 4, 116, 117,
119–123, 125–128,
130–134, 136
métrica Distância percorrida pelo forrageador entre dois
eventos de detecção de alvos.
59–68, 71, 77, 78,
80, 81
não-destrutivo (Teoria de busca) refere-se ao alvo que pode ser
detectado e consumido inúmeras vezes.
45, 52, 53, 109,
117, 118, 133, 135
partição (Probabilidade e estat́ıstica) conjunto das partes
do espaço amostral satisfazendo que cada evento é
mutuamente exclusivo e a união de todos os even-
tos resulta no espaço todo (veja a definição 2.1.6).
9
seguidor No processo de busca coletiva, designa o forragea-
dor que caminha acompanhando o ĺıder do bando.
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E. P. Raposo e H. E. Stanley. Lévy Flights in Random Searches. Physica A 282, 1
(2000). doi: 10.1016/S0378-4371(00)00071-6.
[8] M. C. Santos, E. P. Raposo, G. M. Viswanathan e M. G. E. da Luz. Optimal Random
Searches of Revisitable Targets: Crossover from Superdiffusive to Ballistic Random
Walks. Europhysics Letters 67, 734 (2004). doi: 10.1209/epl/i2004-10114-9.
159
Referências Bibliográficas 160
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[33] D. Boyer, O. Miramontes, G. Ramos-Fernández, J. L. Mateos e G. Cocho. Mo-
deling the Searching Behavior of Social Monkeys. Physica A 342, 329 (2004).
doi: 10.1016/j.physa.2004.04.091.
[34] A. I. Saichev e S. G. Utkin. Random walks with intermediate anomalous-diffusion
asymptotics. J. Exp. Theor. Phys. 99, 443 (2004). doi: 10.1134/1.1800201.
[35] G. M. Viswanathan, E. P. Raposo, F. Bartumeus, J. Catalan e M. G. E. da Luz.
Necessary Criterion for Distinguishing True Superdiffusion from Correlated Rran-
dom Walk Processes. Physical Review E (Statistical, Nonlinear, and Soft Matter
Physics) 72, 1, 011111 (2005). doi: 10.1103/PhysRevE.72.011111.
[36] M. F. Shlesinger e G. M. Zaslavsky. Lévy Flights and Related Topics in Physics
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walks on an interval with absorbing boundaries. Phys. Rev. E 64, 041108 (2001).
doi: 10.1103/PhysRevE.64.041108.
[108] P. M. Drysdale e P. A. Robinson. Lévy Random Walks in Finite Systems. Phys.
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