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Abstract—This paper considers an electro-chemical based
communication model for intercellular communication in plants.
Many plants, such as Mimosa pudica (the “sensitive plant”),
employ electrochemical signals known as action potentials (APs)
for communication purposes. In this paper we present a simple
model for action potential generation. We make use of the con-
cepts from molecular communication to explain the underlying
process of information transfer in a plant. Using the information-
theoretic analysis, we compute the mutual information between
the input and output in this work. The key aim is to study
the variations in the information propagation speed for varying
number of plant cells for one simple case. Furthermore we study
the impact of the AP signal on the mutual information and
information propagation speed. We aim to explore further that
how the growth rate in plants can impact the information transfer
rate and vice versa.
I. INTRODUCTION
Recent work in biological literature suggests that electrical
and electromagnetic communication in higher organisms is
worth investigating. Action potentials (APs) are electrochem-
ical signals in biological communication systems. Though
commonly associated with the firing of neurons, APs also play
a significant role in plants. For example, Mimosa pudica, the
“sensitive plant”, closes its leaves when touched: the signal
to close the leaves is carried by an AP, as proposed by Bose
over a century ago [1]. AP signals in plant can be defined
as a sudden change or increase in the resting potential of the
cell as a result of an external stimulus [2]. Some mathematical
models for AP generation are presented in literature such as
[2], [3].
In this work we focus on the electrical AP signal generation
in plants and its impact on information propagation through
chemical molecules. In this work we present a simple general
model of an AP generation in plants. It is clear from the
models [2], [3], [4] that understanding of APs is informed by
molecular communication [5], [6], a communication paradigm
inspired by the communication between living cells [7], [8],
[9]. In this paper, we consider diffusion-based molecular
communication of signalling molecules (as a result of AP
signal) through a fluid medium. We will focus on the mutual
information where the receiver is based on chemical reactions
i.e. ligand-receptor binding. Furthermore in this paper we
compute the mutual information between the input (number
of signaling molecules) and the output number of molecules
produced by a number of receiver cells in series.
We make two main contributions. First we study the impact
of growth rate on the information propagation speed in the
system. The information propagation speed can be defined
as a measure of how fast the information propagates from
transmitting to receiving cells. To the best of our knowledge
there is a limited study about the impact of increasing length
of the chain of cells on the information propagation speed.
In this paper we use the mutual information for different
number of receiver cells in series and compute the information
propagation speed by selecting a suitable threshold. We show
that, in general, an increase in the number of cells in the
chain results in an increase in information propagation speed.
Secondly we study the impact of AP signal on the mutual
information and information propagation speed by comparing
with the case when we have no AP signal.
This paper is organized as follows. We describe the system
model in Section II. We present transmitter, action potential
generation and voxel model for propagation in subsection II-A.
Next we present the diffusion only system in subection II-B.
This is followed by the modelling of the receiver in subsection
II-C. Section III presents a model for the complete system.
The expressions for mutual information and the information
propagation speed are derived in Section III-A. Next in Section
IV we present the results for mutual information, the infor-
mation propagation speed for varying number of receivers in
series and the impact of AP signal on mutual information and
propagation speed. Section V presents the conclusion.
II. SYSTEM MODEL
In this work we consider a communication link which
consists of a sensing/transmitter cell and a number of receiver
cells in one series as shown in Figure 1. In the transmitter cell
the AP signal is generated due to an external stimulus such
as a change in temperature or electrical signal. As a result of
this stimulus the transmitter cell emits an increased number of
signalling molecules (as compared to the absence of AP signal)
which diffuse freely in the propagation medium. The increased
number of signalling molecules emitted by the transmitter cell
is proportional to the action potential signal strength. The
signalling molecules propagate through the medium to the
receiver cells where they react with the receptors to produce
output molecules. The number of output molecules in the
receiver over time is the output signal of the communication
link. Our aim is to use the mutual information of this commu-
nication link and use this to obtain the information propagation
speed.
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Fig. 1. System Model
A. Transmitter, Action Potential and Voxel Model
1) Sensing/Transmitter Cell: In a typical plant cell, there
is a potential difference across the cell membrane known as
resting potential. The generation of AP is associated with
passive fluxes of ions in the cell. As as a result of external
factors such as an electrical signal or change in temperature,
the resting potential increases to certain threshold causing ion-
channels in the outer cell membrane to open up and resulting
in a flow of ions into the cell. The typical ions are calcium
(Ca`2), chlorine (Cl´) and potassium (K`). This results in
increasing the resting potential value of the cell membrane.
The AP signal is generated when this resting potential crosses
a certain threshold value. Once this AP signal is generated
in the system it triggers the release of additional signalling
molecules from the transmitting cell.
2) Action Potential Generation: Simple Model: Let ER
represent the resting potential of the cell. The new membrane
potential Em as a result of external stimulus causing the
change in ion-concentrations is given in [2], [3] as:
Em “ gkEk ` gclEcl ` gcaEca
gk ` gcl ` gca (1)
where, gi “ Fhi
ER ´ Ei (2)
Note that for simplicity we use this equation to represent
the change in resting potential Em (of the transmitting/sensing
cell) when the ion channels are open. A detailed discussion
about the AP generation and its mathematical model will be
presented in a journal version of this work. gi represents the
electrical conductivity and Ei represents the resting potential
value for ion channel i, i.e. Ek and gk for potassium (K)
channel etc. Furthermore the term F represents Faraday’s
constant and hi, the ion flow across the membrane which is
given as:
hi “ zµPmpoφiηo ´ φoηipexpp´zµqq
1´ expp´zµq (3)
where z is ion charge. The terms φi and φo (respectively
ηi and ηo) represent the probability that ion is (respectively
not) linked to the channel inside and outside. Pm represents
Fig. 2. Propagation Medium
the maximum permeability of the cell membrane. The term µ
denotes the normalized resting potential and is given as:
µ “ EmF
RT
(4)
where R is the gas constant, and T is temperature. The term
po represents the ion-channel opening state probability. For
k1 (channel opening) and k2 (channel closing) reaction rate
constants we obtain this as:
dpo
dt
“ k1p1´ poq ´ k2ppoq (5)
The values of all these parameters are presented in Table
II. The input of the system Uptq i.e. the number of signalling
molecules emitted by the transmitter/sensing cell is given as:
Uptq 9 Em (6)
Where Em is given by Equation (1). Note that this Uptq acts
as the system input in Section III. This relation means that in
the event of an AP signal generation the transmitter emitts
higher number of molecules as compared to no AP signal.
To explain this we refer to Figure 1. Let us first assume the
case when no AP signal is generated. In this case the number
of molecules released at the cell membrane (to the neighbour
cells) will depend only on the resting potential. We assume this
as 5 molecules per second. However as the external stimulus
generates an AP signal, the number of molecules released can
increase upto 20 per second as the resting potential increases.
3) Voxel Model for Propagation: In this section we explain
the voxel model for propagation of the signalling molecules
from the sensing/transmitting cell to the receiver cell(s). The
propagation occurs through the vascular bundles connecting
different cells. We assume the medium of propagation is a
three dimensional space of dimension `Xˆ`Y ˆ`Z where each
dimension is an integral multiple of length ∆ i.e. `X “Mx∆,
`Y “ My∆ and `Z “ Mz∆. The medium is divided into
MxˆMyˆMz cubic voxels where the volume of each voxel
is ∆3 and it represents a single cell.
Figure 2 shows an example with Mx = 4, My =1 and Mz =
1. For the ease of presentation we describe this 1-dimensional
example. The transmitter and each receiver cell occupy a single
voxel. The transmitter and receiver are assumed to be located,
respectively, at the voxels with indices Tl “ 2 and Rl “ 4.
The empty circles represent signaling or input molecules
whereas the filled circles represent the output molecules.
Diffusion is modelled as molecules moving from one voxel
to a neighbouring voxel as shown by arrows in Figure 2. For
this example we have assumed that the molecules released by
the transmitter cell at voxel 2 towards voxel 3 cannot re-enter
the transmitter. The diffusion takes place at a rate of d “ D∆2
where D is diffusion coefficient. This means that within an
infinitesimal time δt, the probability that a molecule diffuses
to a neighbouring voxel is dδt. For further details see [10].
B. Diffusion-Only SubSystem
In this work we take the approach of dividing the sys-
tem into two sub-systems, i.e., diffusion-only subsystem and
reaction-only subsystem as shown in Figure 1. This section
explains how to model the diffusion only system. Let nL,i
denote the number of signaling molecules in the voxel i. In the
absence of chemical reactions, the state of the system consists
of only the number of signal molecules in each voxel i.e.
nLptq “ rnL,1ptq, nL,2ptq, nL,3ptq, nL,4ptqsT (7)
where the superscript T in Eq. (7) denotes matrix transpose.
The state of the system changes when a molecule diffuses
from voxel 1 to a neighboring voxel 2 at a diffusion rate
dnL,1. This event causes nL,1 to decrease by 1 and nL,2 to
increase by 1. We can indicate this change by using the jump
vector qd,1ptq “ r´1, 1, 0, 0, 0sT . The state of system will be
nLptq ` qd,1 after the occurrence of this diffusion event. We
also specify the corresponding jump function Wd,1pnLptqq “
dnL,1 which specifies the event rate. The molecules can escape
at rate e. Let Jd be the total number of diffusion events, then
we have Jd jump vectors qd,j and jump events Wd,jpnLptqq
where j “ 1, ..., Jd. Combining the jump vectors and jump
rate functions of all the diffusion and escape events we obtain
a matrix H for the medium as follows:
H “
»——–
´d d 0 0
d ´2d d 0
0 0 ´d´ e d
0 0 d ´d
fiffiffifl (8)
The diffusion events are stochastic and hence modeled by
using stochastic differential equation (SDE) [11] as follows:
9nLptq “
Jdÿ
j“1
qd,jWd,jpnLptqq `
Jdÿ
j“1
qd,j
b
Wd,jpnLptqqγj
` 1TUptq (9)
Note this is a form of chemical Langevin equation and is
similar to our previous works see [10]. There are three terms
on the right-hand side of Eq. (9). The first term describes
the deterministic dynamics. Since all the jump rates of all the
diffusion events are linear, this term can be written as a product
of a matrix H and the state vector nLptq.
HnLptq “
Jdÿ
j“1
qd,jWd,jpnLptqq (10)
The second term of Eq. (9) describes the stochastic dynamics.
The term γj is continuous-time Gaussian white noise with unit
power spectral density and it is needed to correctly model the
TABLE I
Rv MATRIX FOR DIFFERENT RECEIVER CIRCUITS
Receiver Rv Matrix
Receiver Reactions
„´k` k´
k` ´k´

stochastic noise in the system due to diffusion. For a more
detailed explanation, the reader can refer to [10], [12]. The
third term in Eq. (9) models the input from transmitter. Uptq
from Eq. (6) denotes the transmitter emission rate at time t.
This means, in the time interval rt, t`δtq the transmitter emits
Uptqδt signalling molecules.
C. Reaction Only Subsystem
In this section, we present the stochastic differential equa-
tion (SDE) governing the dynamics of a reaction-only sub-
system. This subsystem includes the reactions of incoming
signaling molecules (ligands) L from the transmitter with the
receptors V in receiver to produce output molecules X as
shown in Figure 1. The count of these output molecules over
time is the output signal of the system. The reactions in the
series of cells continue in the same way. However due to
lack of space we present the reactions at first receiver cell
only. Note that nL,R and nX denote, respectively, the number
of signalling molecules in the receiver voxel and the output
molecules. The scalar term nL,R differs from the vector nL
which refers to the number of signalling molecules in all the
voxels as shown in Equation (7). We use a simple receiver
model (based on lineraized form of ligand receptor binding)
which consists of following two linear chemical reactions:
LÑ X “ ´1 1 ‰T , k`nL,R (11)
X Ñ L “ 1 ´1 ‰T , k´nX (12)
Each reaction is described by its chemical formula (on
the left-hand side), and jump vector and jump rate (on the
right-hand side). The symbols k` and k´ denote the reaction
rate constants. In reaction (11) the signaling molecules react
at rate k`nL,R to produce output molecules. The change in
number of signaling and output molecules is indicated by jump
vectors. Similarly we can understand the jump vector entries
for reaction (12). We can model the reaction only system
using stochastic differential equations for different receiver
reactions. Note that the input is nL,R i.e the number of
signaling molecules in receiver. The output of this subsystem
is the number of output molecules nX . The state vector and
SDE for the reaction only system are given as:
n˜Rptq “
“
nL,Rptq nXptq
‰T
(13)
9˜nRptq “ Rvn˜Rptq `
Jd`Jrÿ
j“Jd`1
qr,j
b
Wr,jpxn˜Rptqyqγj (14)
Like the modeling of the diffusion only module we use
jump vectors qr,j and jump rates Wr,j to model the reactions
in this module. γj represents the continuous white noise. The
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Fig. 3. Effect of AP Signal
reactions are indexed from Jd ` 1 to Jd ` Jr where Jd is for
the diffusion only module and Jr represents the reactions in
the receiver. We define the matrix Rv as a 2ˆ2 matrix and its
entries depend on the reactions of signaling molecules in the
receiver as given in Table I. In the next section we combine the
diffusion only and reaction only modules to obtain a diffusion-
reaction combined system.
III. DIFFUSION-REACTION COMBINED SYSTEM
In this section, we will combine the SDE models for
the diffusion-only subsystem and the reaction-only subsystem
to form the complete system model. Note that the number
of signaling molecules nL,Rptq appears in the state vectors
nLptq and n˜Rptq of both diffusion only and receiver only
modules respectively. Therefore, the interconnection between
the diffusion-only subsystem and the output module is the
number of signaling molecules in the receiver voxel, which
is common.
To illustrate our approach in this section, as an example
consider the case when we have a single transmitter cell and
three receiver cells; see Figure 3. We compare two cases here
(a) diffusion of molecules from a transmitter to receivers in
the presence of an AP signal and (b) diffusion of molecules
in the absence of an AP signal. As shown in the Figure
the presence of an AP signal increases the input signalling
molecules and hence the output number of molecules. In
later sections we present the simulation results to compare
the mutual information and information propagation speed for
both these cases.
We will use the example in Figure 2 to explain how the
diffusion-only subsystem and the reaction only system can be
combined together. We consider the dynamics of the diffusion-
only subsystem for the example, when the receiver voxel has
the index R “ 4. The evolution of the number of signaling
molecules in the receiver voxel nL,Rptq is given by the R-th
(i.e. fourth) row of Eq. (9) i.e.:
9nL,Rptq “ dnL,3ptq ´ dnL,Rptq
`
Jdÿ
j“1
rqd,jsR
b
Wd,jpnLptqqγjloooooooooooooooomoooooooooooooooon
ξdptq
(15)
where rqd,jsR denote the R-th element of the vector qd,j . The
dynamics of the number of signaling molecules in the receiver
voxel due to the reactions in the receiver is given by the first
element of Eq. (14), which is:
9nL,Rptq “ R11nL,Rptq `R12nXptq
`
Jd`Jrÿ
j“Jd`1
rqr,js1
b
Wr,jpn˜Rptqqγjloooooooooooooooooomoooooooooooooooooon
ξrptq
(16)
where rqr,js1 denotes the first element of the vector qr,j . For
the complete system the dynamics of nL,Rptq is obtained by
combining Eqs. (15) and (16) as follows:
9nL,Rptq “dnL,3ptq ´ dnL,Rptq
`R11nL,Rptq `R12nXptq ` ξtotalptq (17)
where ξtotalptq “ ξdptq` ξrptq. We are now ready to describe
the complete model. Let nptq be the state of the complete
system and it is given by:
nptq “ “ nLptqT nXptq ‰T (18)
We use qj and Wjpnptqq to denote the jump vectors and jump
rates of the combined model. The complete system SDE is:
9nptq “ Anptq `
Jÿ
i“1
qj
b
Wjpnptqqγj ` 1TUptq (19)
where J “ Jd ` Jr, and the matrix A is defined by Anptq “řJ
i“1 qjWjpnptqq. The input Uptq depends on Em as shown
in Equation (6). The matrix A has the block structure:
A “
„
H ` 1TR1RR11 1RR12
R211
T
R R22

(20)
where H comes from the diffusion only subsystem. Similarly
the Rii terms come from the reaction only subsystem (Rv
matrix). The vector 1R is a unit vector with an 1 at the R-th
position; in particular, note that 1TRnLptq “ nL,Rptq which is
the number of signalling molecules in the receiver voxel. Note
that, the coupling between the diffusion-only subsystem and
the output module, as exemplified by Eq. (17), takes place at
the R-th row of A. Next we compute the mutual information
using the Laplace transform of expression in Eq. (19).
A. Mutual Information and Capacity
The input and output signals for the complete system
are, respectively, the production rate Uptq of the signalling
molecules in the transmitter voxel (dependent on AP signal)
and the number of output molecules nXptq in the receiver
voxel. In this section, we will derive an expression for the
mutual information between the input Uptq and output nXptq.
We begin by stating a result in [13] which states that, for two
Gaussian distribution random processes aptq and bptq, their
mutual information Ipa, bq is:
Ipa, bq “ ´1
4pi
ż 8
´8
log
ˆ
1´ |Φabpωq|
2
ΦaapωqΦbbpωq
˙
dω (21)
where Φaapωq (resp. Φbbpωq) is the power spectral density of
aptq (bptq), and Φabpωq is the cross spectral density of aptq and
bptq. In order to apply the above results to the communication
link given in Eq. (19), we need a result from [14] on the
power spectral density of systems consisting only of chemical
reactions with linear reaction rates. Following from [14] if all
the jump rates Wjpnptqq in Eq. (19) are linear in nptq, then the
power spectral density of nptq is obtained by using following:
9nptq “ Anptq `
Jÿ
i“1
qj
b
Wjpxnp8qyqγj ` 1TUptq (22)
where xnptqy denotes the mean of nptq and is the solution to
the following ordinary differential equation:
9xnptqy “ Axnptqy ` 1T c (23)
where c is the mean of input Uptq. s a result, the dynamics
of the complete system in Eq. (22) are described by a set
of linear SDE with Uptq as the input and nXptq (which is
the last element of the state vector nptq) as the output. The
input Uptq has the form Uptq “ c ` wptq where c (mean
of input) depends on Em and wptq is a zero-mean Gaussian
random process. The noise in the output nXptq is caused by
the Gaussian white noise γj’s in Eq. (22). Therefore, Eq. (22)
models a continuous-time linear time-invariant (LTI) stochastic
system subject to Gaussian input and Gaussian noise.
The power spectral density ΦXpωq of the signal nXptq can
be obtained from standard results on the output response of a
LTI system to a stationary input and is given by:
ΦXpωq “ |Ψpωq|2Φepωq ` Φηpωq (24)
where Φepωq is the power spectral density of Eptq and |Ψpωq|2
is the channel gain with Ψpωq “ Ψpsq|s“iω defined by:
xNXpsqy “ 1XxNpsqy “ 1XpsI ´Aq´11Tlooooooooomooooooooon
Ψpsq
Upsq (25)
Note that Eq. (25) can be obtained from Eq. (22) after
taking the mean and applying Laplace transform The transfer
function Ψpsq takes into account the consumption of signaling
molecules, the interaction between output molecules and the
signaling molecules, as well as the possibility that a signaling
molecule may leave or return in the receiver. For details see
[10]. The term Φηpωq denotes the stationary noise spectrum
and is given by:
Φηpωq “
Jd`Jrÿ
j“1
|1XpiωI ´Aq´1qj |2Wjpxnp8qyq (26)
where nptq denotes the state of the complete system in Eq.
(18) and xnp8qy is the mean state of system at time 8 due
to constant input c. Similarly, by using standard results on the
LTI system, the cross spectral density Ψxepωq is:
|Ψxupωq|2 “ |Ψpωq|2Φepωq2 (27)
TABLE II
PARAMETERS AND THEIR DEFAULT VALUES.
Symbols Notation and Value
ER Resting Potential = -150-170 mV
F Faraday’s constant = 9.65ˆ 104C{mol
C Membrane capacity = 10´6Fcm´2
Pm Permeability per unit area = 10´6 M cm s´1
µ ER F/ RT where T= Temperature
γ ratio of rate constants = 9.9ˆ 10´5M
φi Probability ion link - inside = cin / (cin + γ)
φo Probability ion link - outside = cout / (cout + γ)
ηi Probability ion not linked-inside = 1- φi
ηo Probability ion not linked-outside = 1- φo
cin and cout 1.28 and 1.15 respectively
z ion charge e.g. for calcium = +2.
po ion channel open-state probability
By substituting Eq. (24) and Eq. (27) into the mutual informa-
tion expression in Eq. (21), we arrive at the mutual information
IpnX , Uq between Uptq and nXptq is:
IpnX , Uq “ 1
2
ż
log
ˆ
1` |Ψpωq|
2
Φηpωq Φepωq
˙
dω (28)
The capacity or maximum mutual information of the com-
munication link can be determined by applying the water-
filling solution to Eq. (28) subject to a power constraint on
input Uptq [15].
B. Information rate vs length of cell chain
In this section we discuss how we use of the mutual
information to obtain the relationship between information
propagation speed and number of cells in the chain. First
we obtain the mutual information when we have number of
receiver cells in series. The next step is to choose a suitable
threshold value so that we can calculate the time difference
at which the mutual information curve for each case crosses
the threshold value. Next we use the following equation for
calculating the information propagation speed V (cells/sec):
V “ 1
Er∆ti,i`1s (29)
Where ∆ti,i`1 represents the time difference at which the
mutual information for each case (i.e. increasing receivers)
crosses the threshold value. E denotes the expectation opera-
tor. This technique is used to compute the propagation speed
for an increasing number of receiver cells in the chain in series.
We present the results for this approach in numerical examples
section.
IV. NUMERICAL EXAMPLES- SIMULATIONS
In this section we discuss the numerical results related to
this work. The parameters used for the generation of AP
signal are given in Table II. The magnitude of the generated
AP signal can be typically in the range of 20-80 mV. The
AP signal generation results are not included due to limited
space. We present these results in journal extension of this
paper. For this system we obtain an action potential signal of
about 60 millivolts which will trigger the release of signaling
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molecules from the transmitting cell to the receptor cell(s).
For propagation medium we assume a voxel size of ( 13µm)
3
(i.e., ∆ “ 13 µm), creating an array of 4 ˆ 1 ˆ 1 voxels
for the series configuration. The transmitter and each receiver
occupy one voxel each as mentioned in the system model in
Section II-A. We assume the diffusion coefficient D of the
medium is 1 µm2s´1. The mean emission rate c is dependent
on the AP signal which triggers release of molecules. The
aim is to compute the mutual information between the input
and output number of molecules of the complete system for
number of receivers in series and use that to study information
propagation speed for increasing number of cells.
For this paper we show the result for the case with single
sensing/transmitting cell and three receiver cells in series. In
this work we present the result where we show the impact
of AP signal on the mutual information and information
propagation speed. In Figure 4 we show that the mutual
information increases in the presence of AP signal for the
system with single transmitter and three receiver cells as
shown in Figure 3. Next by using the mutual information
and selecting a threshold value we show that the information
propagation speed increases in the presence of an AP signal
as shown in Figure 5. Another important result from Figure
5 is that the information propagation speed increases with the
increase in the number of receiver cells in series.
The results for the mutual information as well as informa-
tion propagation speed for the parallel receiver case will be
discussed in the journal extension of this paper.
V. CONCLUSION
In this paper we presented a simple model for the generation
of action potential signal in plants. We realize the information
transfer from a transmitter cell to a number of receiver cells
in series and computed the mutual information between the
input signal from transmitting cell and output signal of the
receiver cell(s). By using the values of mutual information and
selecting a threshold we obtained the information propagation
speed as a function of the number of cells in the chain. We
realize that the information propagation speed tends to increase
with an increasing number of receiver cells in series. We
further show that the presence of an AP signal leads to an
increase in mutual information and information propagation
speed for an increasing number of receiver cells.
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