This paper presents a Bayesian parameter estimation approach and identifiability analysis for a lithium-ion battery model, to determine the uniqueness, evaluate the sensitivity and quantify the uncertainty of a subset of the model parameters. The analysis was based on the single particle model with electrolyte dynamics, rigorously derived from the Doyle-Fuller-Newman model using asymptotic analysis including electrode-average terms. The Bayesian approach allows complex target distributions to be estimated, which enables a global analysis of the parameter space. The analysis focuses on the identification problem (i) locally, under a set of discrete quasi-steady states of charge, and in comparison (ii) globally with a continuous excursion of state of charge. The performance of the methodology was evaluated using synthetic data from multiple numerical simulations under diverse types of current excitation. We show that various diffusivities as well as the transference number may be estimated with small variances in the global case, but with much larger uncertainty in the local estimation case. This also has significant implications for estimation where parameters might vary as a function of state of charge or other latent variables.
INTRODUCTION
Design, estimation and control of lithium-ion batteries requires accurate prediction of performance, and physicsbased electrochemical models have been shown to provide this. The so-called single particle model (SPM) is one the simplest models of this type (Moura et al., 2017) and, despite its limitations (Chaturvedi et al., 2010) , it preserves the fundamental estimation and control challenges (Moura, 2015) of the more complex Doyle-Fuller-Newman (DFN) model (Doyle et al., 1993) . One of these challenges, addressed here, is the identification of the parameters involved in the coupled infinite-dimensional formulation of the battery internal dynamics, including mass transport, interfacial reaction kinetics and ohmic losses.
Several authors have attempted to address the battery parameter identification problem (Forman et al., 2012; Zhang et al., 2018; Chun et al., 2019) with varying results, and only a few studies in this space have begun to consider a Bayesian approach (Sethurajan et al., 2019; Lpez C et al., 2016; Ramadesigan et al., 2011) 
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aspect of Li-ion batteries is the functional dependence of the model parameters with respect to the internal states (Ding et al., 2001; Jossen, 2006; Ng et al., 2020) . Commonly, the parameter estimation problem is performed by maximum likelihood estimation (MLE), interpolating local estimates at a number of points, for instance at different states of charge (SOC), via electrochemical impedance spectroscopy (EIS) or galvanostatic intermittent titration technique (GITT) (Westerhoff et al., 2016; Ecker et al., 2015) . To quantify the uncertainty of parameters estimated with this approach, typically the Fisher information criterion is used (Santhanagopalan et al., 2007; Schmidt et al., 2010; Lin and Stefanopoulou, 2015) .
In this paper, in contrast to the standard MLE approach, we introduce a comprehensive Bayesian parameter estimation technique. This approach enables us to determine the uniqueness of the mode of the posterior parameter distribution, and to evaluate the global parameter sensitivity. In order to perform this study, the single particle model with electrolyte (SPMe) dynamics was used, and it was derived from asymptotic analysis of the Doyle-Fuller-Newman model, including electrode-average terms.
To solve the parameter estimation problem, a Monte Carlo technique was implemented and applied to synthetically generated input-output (voltage and current) data, both at a set of discrete quasi-steady states of charge, and over a continuous excursion range.
MODEL FORMULATION
We consider a single lithium-ion cell with a negative electrode thickness of L n with particles of radius R n , a separator thickness of L s , and a positive electrode thickness of L p with particles of radius R p , as displayed in Figure 1 . We also define the total thickness of the cell to be L = L n + L s + L p . 2019), we employed asymptotic methods to systematically derive a single particle model with electrolyte (SPMe) from the full DFN model. This enabled the identification of the assumptions in ad-hoc derivations of the SPMe that are appropriate vs. those that introduce unnecessary errors. The resulting model was compared to both the standard SPM, and a number of ad-hoc versions of the SPMe from the literature (Perez et al. (2016) ; Kemper and Kum (2013); ). It was found that our approach improved the accuracy with negligible additional computational cost.
We now introduce the asymptotic SPMe and highlight the key distinguishing features of the model. The concentration of lithium-ions in the electrolyte is denoted by c e and the concentrations of lithium in the negative and positive electrode particles are denoted c s,n and c s,p , respectively.
The variable x ∈ [0, L] is used to denote through-cell position and r k ∈ R k to denote the in-particle radial position. All parameters are defined in Table 1 . The single particle in the SPMe represents a theoretical electrode-averaged particle. We highlight this by using an overbar to represent an electrode-averaged quantity. With this notation, the evolution equation for the lithium concentration in the electrode-averaged particle is:
−D s,k ∂c s,k ∂r r=R k = I F anLn , k = n, − I F apLp , k = p.
In the electrolyte, the lithium-ion concentration evolves according the the porous-electrode form of the Onsager-Stefan-Maxwell equations. In the SPMe, the source/sink term representing lithium-ion exchange with the electrode active material is just that of the electrode-average lithium-ion exchange (as opposed to the full Butler-Volmer version in the DFN model). Additionally, the SPMe employs the cell-averaged diffusivity thus linearising the equations. Therefore, the lithium-ion concentration in the electrolyte is governed by:
The terminal voltage, V , of a cell is typically written as
is the open-circuit voltage, η r is the reaction overpotentials, η c is the electrolyte concentration overpotential, ∆Φ Elec is the electrolyte Ohmic losses, and ∆Φ Solid is the solid-phase Ohmic losses. In this expression, each term represents the value of that term when the electrochemical reactions occurs at one point/particle in each electrode. At this stage, ad-hoc SPMe models choose a particular point/particle at which to evaluate (3). However, this cannot be done without introducing an error larger than the other simplification errors. This is because it is not possible to determine the flux into a particular particle, because one cannot also determine the local reaction overpotential which drives the flux. Therefore, the ad-hoc models assume that the flux into the particle is equal to the average flux into all particles in that electrode, which introduces the error. Ad-hoc models also typically choose to evaluate (3) at the particles nearest to the current collectors, which can experience fluxes far from the average in each electrode.
To avoid introducing the larger errors associated with evaluating (3) at a particular point, we average across all particles in each electrode to obtain the terminal voltage in terms of electrode-averaged quantities 
where the error introduced by making this approximation is of the same order of magnitude as the error introduced by the other approximations employed in the reduction of the DFN model. In contrast, if a particular point is chosen to evaluate the voltage then the error introduced is greater in magnitude.
The remaining terms in (4a) are given by simple algebraic expressions obtained by employing the electrodeaveraged exchange current in the current equations of the DFN model instead of the Butler-Volmer expression. The electrode-averaged reaction overpotentials are given by
with the electrode-averaged exchange-current densities given by
The electrode-averaged electrolyte concentration overpotential is given by
and the electrode-averaged electrolyte Ohmic losses are given by
Finally, the electrode-averaged solid-phase Ohmic losses are given by
BAYESIAN PARAMETER ESTIMATION

Comparison with frequentist approach
The Bayesian approach to parameter estimation differs from the frequentist approach by allowing probability distributions over all possible parameter values to be calculated. Statistics such as mean, variance, etc. are then computed directly from these distributions.
By contrast, in the frequentist school, parameters are assumed fixed (but unknown) and estimators are constructed to for them, such as MLE. The variance may be quantified by calculating the Cramér-Rao lower bound (CRLB) at the MLE point. This involves taking the inverse of the Fisher information matrix (FIM), defined as the variance of the score (gradient of the log-likelihood with respect to parameters) at the optimum point. This is also equal to the expectation of the negative Hessian of the likelihood function, so that
where L = log p(y|θ) (θ scalar). Alternatively, for a functional of the parameter θ → f (θ) (θ vector), its information is given by
which provides a simple numerical evaluation method as I(f (θ)) becomes the inverse of the variance for a Gaussian likelihood function (Tangirala, 2015) . The Cramér-Rao lower bound for variance is then retrieved by inverting the FIM calculated at the maximum likelihood point,
Critically this method only applies at the MLE point and its infinitesimal neighbourhood. In the asymptotic case with enough observations, this method of estimating parameter uncertainty will converge with the Bayesian method, which performs the uncertainty estimation by calculating the variance of the posterior distribution. This is the result of the posterior parameter distribution tending to a Gaussian (Ghosh et al., 2006) . However, for the non-asymptotic case, where the posterior may be more complex, this frequentist measure may not reflect the true covariance of the parameter vector.
Bayesian approach
We wish to estimate the posterior probability distribution of the parameter vector θ conditional on the observed data y. According to Bayes' rule, this is given by
When there is no closed form solution to the posterior distribution, it can be approximated numerically. Markov Chain Monte Carlo (MCMC) methods achieve this by constructing a Markov chain which has the posterior as its stationary distribution. Following that, if point estimates of the parameter are required, they may be retrieved by evaluating properties of the posterior distribution. The type of point estimate required depends on the loss function chosen. To minimise the mean squared error over the posterior, the solution is the mean of the posterior distribution (Sarkka, 2013), namelŷ
Given a Markov chain of the parameter vector, this integral may be approximated by simply taking the arithmetic mean of its stationary state (Gilks et al., 1996) . The significant advantage of using MCMC to approximate the posterior distribution is that only the unnormalized posterior probability needs to be calculated during each iteration, meaning there is no need to estimate the denominator in (8).
For the purposes of parameter estimation, we consider the robust adaptive Metropolis-Hastings (RAMH) MCMC algorithm (Vihola, 2012) . It is an extension of the standard random walk Metropolis-Hastings recursion (Metropolis et al., 1953; Hastings, 1970) , which constructs a Markov chain by recursively drawing candidate vectors θ c from a proposal distribution conditional on the current vector θ t , q(θ c |θ t ), which is assumed symmetric, so that q(θ c |θ t ) = q(θ t |θ c ). For a random walk in parameter space, we use the proposal distribution (Sarkka, 2013)
a normal distribution with mean θ t and covariance Σ. The acceptance probability of the candidate vector θ c is then calculated by the ratio of posterior probabilities between θ c and θ t . The adaptive aspect enables the RAMH to overcome the challenge in designing the proposal distribution (i.e., matrix Σ). For efficient sampling, the design should be such that the chain convergences to its stationary state at an acceptable rate while sampling efficiently allows exploring around the stationary distribution. It has been shown that a suitable acceptance rate for this purpose for the RWMH isᾱ = 0.234 (Roberts and Rosenthal, 2001) . The RAMH algorithm attempts to achieve the chosen target acceptance rate α * by adjusting the proposal distribution covariance matrix based on previous observations as shown in Table 2 . .
Initialization:
Evaluate acceptance probability α:
Accept candidate θ c with probability α:
if α > U (0, 1) , θ c = θ t Update proposal covariance matrix: (Vihola, 2012) , where n is the iteration number and γ a parameter determining the speed of adaptation of the proposal density covariance matrix. S in the update step may be obtained by Cholesky decomposition.
NUMERICAL RESULTS
SPMe Numerical Implementation
The SPMe is relatively computationally cheap to run, but efficient numerical methods are still required to facilitate the many thousands of model runs required by the Bayesian parameter estimation approach outlined in this paper. To this end, we employed spectral collocation to discretize the spatial dimensions in the model, using Chebyshev polynomials as the basis functions and Chebyshev nodes for the collocation points, in a similar approach to that pioneered for the DFN model by (Bizeray, 2016; Bizeray et al., 2015) . This greatly reduced the number of states in the system compared to standard discretization approaches such as finite difference or finite volume.
After spatial discretization, an ODE system is obtained. To further speed up its numerical solution, (1) and (2) were converted to discrete time form using MATLAB's c2d function. These enhancements enabled a single full constant current discharge to be performed in 10 ms when using three basis functions in each particle, and eight in the electrolyte. The discrete time approach also allowed us to achieve comparable solution times for non-constant input currents.
Implementation of Bayesian approach
To explore the identifiability of the SPMe using the RAMH method, we focused on four parameters consisting of the diffusivities in both particles and the electrolyte, D n , D p , D e , and the transference number t + . In addition we estimated the variance of the output noise, σ 2 . All other parameters were considered known including the open circuit potential functions. We considered two different excitations. Firstly, we simulated the voltage response to a zero-bias multiharmonic sinusoidal excitation. The excitation had an amplitude of 8 mV with 4 harmonics, once a decade between 100 mHz and 100 Hz. This excitation was applied at 11 different equispaced SoC levels and sampled at 4000 Hz. Following that, we used a 1 mHz C/24 single harmonic sinusoidal signal with 1C DC bias to achieve a broad excursion in SoC. In each case we added independently and identically distributed (i.i.d.) measurement noise to the voltage response with variance σ 2 corresponding to a 1% two-sigma error in the amplitude of the voltage response. For the MCMC analysis, the three diffusivities D n , D p , D e were first scaled by multiplying them by 10 14 , 10 13 and 10 10 respectively, to bring them in the range [0,10]. The logarithm of the noise variance was taken in order to bring it within the same order of magnitude. The priors were chosen by
The shape and scale parameters k and s for the diffusivity priors were chosen so that the mode of the distribution was at the real value and that the 99% cumulative probability lay at a value of 100 on the new scale. For the transference number, t + , we chose α = 4 and β = 5.5 to obtain a mode of 0.4 and 80% of probability mass between 0.2 and 0.6. For the system measurement noise, a uniform distribution on an infinite interval was used.
The initial θ c for the Markov Chain was drawn at random so that p(θ c ) > 0. The initial proposal distribution covariance matrix was set as Σ 0 = 0.001I, where I is the identity. The likelihood function was chosen to be Gaussian, p(y|θ) ∼ N (f (θ) , σ 2 ), where f (θ) is given by the SPMe and y is the voltage output, giving the logarithm of the unnormalized posterior probability for θ by
where n is the sample size. The RAMH method evaluates the exponential of (11) in the recursion (Table 2) to achieve the MCMC approximation of the posterior distribution. The total number of MCMC iterations in each case was 100,000, with a 10,000 iteration burn-in period. Following that, we calculated the MMSE estimator for the posterior distribution in each case. In addition to MCMC, in each case we performed MLE and calculated the observed Fisher information to obtain the CRLB estimates for comparison. The initial guesses for MLE were random but constrained to within 10% of the true values so that the CRLBs calculated were at a local optima near the true values.
Results
Our simulations illustrate the contrast in identifiability, in the chosen parameter set, using zero bias-local excitation signals with respect to an excitation over a wide SoC excursion. Fig. 2 depicts the marginal posterior distributions for the four model parameters. It is clear that in the case of the solid state diffusivities D n and D p , the identifiability is dependent on the gradient of the respective half cell OCP at the point of excitation. This behaviour is expected (Bizeray et al., 2018) , as the two parameters affect the transient behaviour of surface Li-ion concentration on each electrode. As a result of the small gradient of the negative electrode at most SoC values, D n has poor identifiability across most of the SoC range considered. By contrast, the identifiability of the electrolyte diffusivity D e and transference number t + are less sensitive to the SoC at point of excitation.
It can be seen in Fig. 2 and 3 that the marginal posterior distribution from the excitation with wide SoC excursion is much tighter for all parameters. Moreover, it is clear that the posterior distributions approach the asymptotic case with the wide SoC excursion and the variances calculated by the Bayesian and frequentist methods converge. In contrast, for local excitations, the posterior distributions of all the diffusivities are asymmetric with a long tail. This is particularly pronounced for D n . This is due to the loss of sensitivity of the likelihood function at high diffusivity values, as the transient response becomes fast enough so as not to impact the voltage response. Also, the prior used was such that the 99 th percentile lies at 100 on the scaled parameter value, meaning that the relatively large variance of the prior weakly constrains the posterior probability distribution. For the transference number t + , the posteriors are symmetric and have low variance, making the MLE and MMSE estimates and uncertainties similar across all cases, with low variances. The estimation of the system measurement noise is very similar across local and global cases regardless of method used.
For the diffusivities, in 29 out of 33 local cases, the Cramér-Rao bound is higher than the posterior variance from MCMC. This is most obvious in the poorly identifiable cases for D n , using SoC points 3,4 and 9. There are two factors contributing to the differences in the parameter variance estimates between the frequentist and Bayesian methods. Firstly, the local curvature of likelihood does not reflect the global variance, which is clear in the case of diffusivities which have heavily asymmetric posteriors. Secondly, prior information, which is not considered by the frequentist method, serves to reduce the variance in poorly identifiable cases.
A key advantage of obtaining an approximation of the posterior distributions comes from analysing the joint posteriors as well as the marginals. In figure 3 , joint posterior distributions p(D n , D p ) and p(D e , t + ) for a subset of excitation points are illustrated. For the wide excursion case, where the marginal posteriors have variances similar to the CRLB, the joint posteriors are clearly unimodal. However, the local excitation cases, for D n , D p , it is clear that the posterior distribution implies the existence of multiple solutions, as the distribution has a poorly defined mode along the two dimensions. This effect is not captured by MLE and CRLB, which assume a unimodal distribution as a consequence of being a local measure.
CONCLUSION
We have used a Bayesian framework with MCMC methods to analyse the identifiability of a subset of parameters of the SPMe model. The two solid state diffusivities, the electrolyte diffusivity and transference number show different characteristics with respect to identifiability when zero bias multi-harmonic sinusoidal excitation at a single SoC point is applied. We showed that the local identifiabilities of the solid state diffusivities, determined by the variances of the marginal posterior distributions, depend on the respective half cell OCP gradients at the point of excitation. The electrolyte diffusivity and transference number do not display this local sensitivity. Furthermore, we demonstrated that the common frequentist approach to estimating parameter uncertainty is unreliable for local excitations around a single SoC, because the local covariance is not a good approximation of the global behaviour. However, this problem is negligible in the case where we applied a bias to a sinusoidal pulse, giving a wide excursion over a range of SoCs. In this case, the parameter and variance estimates for the Bayesian and frequentist methods converge. This has significant implications for the case where parameters are assumed to be functions of SoC. If local estimates for parameters are retrieved experimentally at many SoC points and interpolated to approximate the parameter variation as a function of SoC, there is a significant risk of mis-identifying the function, because local identifiability may be poor. Table 3 . Parameter and uncertainty estimates of the scaled variables using Bayesian and frequentist methods. θ MMSE indicates the posterior mean and σ MCMC the posterior standard deviation. For MLE, θ MLE is the point estimate and σ CRLB the standard deviation calculated from the Cramér-Rao lower bound. † scaling for σ 2 is 10 -9 for mean and σ estimates. † † The MCMC for σ 2 converged slowly. Values consistent with the local cases were reached after 40'000 iterations.
