Quadrature rules with maximal even trigonometric degree of exactness are considered. We give a brief historical survey on such quadrature rules. Special attention is given on an approach given by Turetzkii [A.H. Turetzkii, On quadrature formulae that are exact for trigonometric polynomials, East J. Approx. 11 (3) (2005) [−π , π )) with respect to some weight functions w(x). We prove that the so-called orthogonal trigonometric polynomials of semi-integer degree satisfy a five-term recurrence relation. In particular, we study some cases with symmetric weight functions. Also, we present a numerical method for constructing the corresponding quadratures of Gaussian type. Finally, we give some numerical examples. Also, we compare our method with other available methods.
Preliminaries
Let the weight function w(x) be an integrable and nonnegative function on the interval [0, 2π ), vanishing there only on a set of a measure zero. Let us denote by T n , n ∈ N 0 , the linear space of all trigonometric polynomials of degree less than or equal to n. Definition 1.1. We say that a quadrature rule of the following form 2π 0 f (x)w(x)dx = n ν=0 w ν f (x ν ) + R n (f ), where 0 ≤ x 0 < x 1 < · · · < x n < 2π , has trigonometric degree of exactness equal to d if R n (f ) = 0 for all f ∈ T d and there exists g ∈ T d+1 such that R n (g) = 0.
We are interested in quadrature rules with maximal trigonometric degree of exactness. Such quadrature rules are known as quadrature rules of Gaussian type. Maximal trigonometric degree of exactness for quadrature rule with n + 1 nodes is n.
These quadrature rules have application in numerical integration of 2π -periodic functions.
We start with a brief historical survey of available approaches for the construction of quadrature rules with maximal trigonometric degree of exactness.
The first results on quadrature rules with maximal trigonometric degree of exactness were given in the case of an even trigonometric degree of exactness n, i.e., in the case of an odd number of nodes, in 1959 by Abram Haimovich Turetzkii (see [1] ). Using his approach, nodes of quadrature rules with maximal trigonometric degree of exactness are zeros from [0, 2π ) of the so-called orthogonal trigonometric polynomial of semi-integer degree n/2 + 1/2 with respect to weight function w on [0, 2π ). Turetzkii's approach is described in detail in Section 2. Quadrature rules with the highest trigonometric degree of exactness for the Lebesgue measure, giving rise to the Trapezoidal Rule, were considered for the first time in [2, pp. 73-74] .
Also, for an even trigonometric degree of exactness n, an approach based on ideal theory (given in [3] for algebraic cubature rules) can be applied. Using this approach, to obtain nodes of wanted quadrature rules one has to construct two quasi-orthogonal trigonometric polynomials of degree n/2 + 1 (orthogonal on T n/2−1 ), and compute n + 1 common zeros of these trigonometric polynomials.
A quite different approach was given by Ivan Petrovich Mysovskikh in [4, 5] . He considered approximation of the following integrals
by a quadrature rule like n j=0 C j f (x j ), which is exact for all f ∈ T n for nonnegative integer n. His approach is based on reproducing kernel S n (a, z), where a = e ix 1 is prescribed and z = e ix . Reproducing kernel is given as follows Nodes of a quadrature rule with maximal trigonometric degree of exactness are determined by zeros of the reproducing kernel S n (a, z), given by (1.1), which is algebraic polynomial of degree n. In [4, 5] the reproducing kernel is generated in expanded form, and coefficients of this polynomial are given as the quotient of two determinants of order n + 1.
Results given by Mysovskikh have great theoretical importance, but they are not suitable for numerical calculations because it is necessary to calculate n + 2 determinants of order n + 1, and the obtained polynomials are in expanded form.
An odd trigonometric degree of exactness n was considered in [6] , where it was shown that nodes of quadrature rules with maximal trigonometric degree of exactness can be obtained as zeros of the so-called bi-orthogonal trigonometric polynomials (see also [7] ). In [8] the paper [6] is completed by introducing the corresponding technical modifications in order to have a unified notation both for the odd and even degree of exactness. In [9] a system of bi-orthogonal trigonometric polynomials in Szegő's sense [7] was considered, by applying the Gram-Schmidt orthogonalization process to the trigonometric system {sin νx, cos νx} n ν=0 . Also, a connection with orthogonal polynomials on the unit circle was given. It is known that so called n-point Szegő quadrature rules (see e.g., [10] [11] [12] [13] [14] [15] [16] ) of the form
where all weights w ν , ν = 1, . . . , n, are positive and nodes λ ν , ν = 1, . . . , n, are distinct and all lie on the unit circle, are characterized by the property that
f (e it )w(t)dt, for all f ∈ Λ −(n−1),n−1 , where w(x) is an integrable and nonnegative function on the interval [−π , π ), vanishing there only on a set of a measure zero, and Λ −(n−1),n−1 denotes the set of Laurent polynomials
it can be expressed as a trigonometric polynomial of degree at most n − 1. So, it follows that n-point Szegő quadrature rules integrate exactly all trigonometric polynomials of degree at most n − 1. The nodes of such quadrature rules are zeros of so called para-orthogonal polynomials (see [14, 12, 10, 11, 17, 8] for details).
In this paper our attention is restricted to the case of quadrature rules with an even trigonometric degree of exactness, based on Turetzkii's approach. We develop this approach as an alternative method to Szegő quadratures for the construction of the mentioned quadrature rules. We investigate trigonometric orthogonal systems and corresponding quadratures of Gaussian type. The paper is organized as follows. In the Section 2 we present Turetzkii's approach, give a useful simple modification of Turetzkii's results, as well as a representation of trigonometric polynomials of semi-integer degree in terms of self-inversive algebraic polynomials. Considerations on trigonometric orthogonal systems are presented in Section 3, including some five-term recurrence relations. Section 4 is devoted to the case with symmetric weight functions. A numerical method for constructing quadratures of Gaussian type is proposed in Section 5. Finally, in Section 6 we give some numerical examples and compare our method with other methods.
Introduction
Let the weight function w(x) be an integrable and nonnegative function on the interval [0, 2π ), vanishing there only on a set of a measure zero, and let x ν , ν = 0, 1, . . . , 2n, be distinct points in [0, 2π ). Turetzkii in [1] considered an interpolatory quadrature rule of the form
Such a quadrature rule can be obtained from the trigonometric interpolation polynomials (cf. [18, 19] )
Multiplying (2.2) with w(x) and integrating over [0, 2π ), we obtain that the weights in the quadrature rule (2.1) are given
If the nodes x ν , ν = 0, 1, . . . , 2n, are not specified in advance, one can try to find them such that the quadrature rule (2.1) is exact for all trigonometric polynomials t ∈ T 2n , i.e., such that quadrature rule (2.1) has trigonometric degree of exactness equal to 2n.
In order to formulate and prove his result, Turetzkii [1] considered the so-called trigonometric polynomials of semi-integer degree n + 1/2, i.e., trigonometric functions of the form
where c ν ,
3) is a trigonometric polynomial of semi-integer degree n + 1/2. To the contrary, every trigonometric polynomial of semi-integer degree n + 1/2 of the form (2.5) can be represented in the form (2.3) (see [1, Lemma 1] ). As it can be seen, trigonometric polynomials of semi-integer degree are defined to be from the linear span T 1/2 n of the set {cos(ν + 1/2)x, sin(ν + 1/2)x, ν = 0, 1, . . . , n}. Note that the dimension of T 1/2 n is 2n + 2, while the dimension of T n is 2n + 1, since T n is the span of the set {1, cos x, sin x, . . . , cos nx, sin nx}.
For a given trigonometric polynomial of semi-integer degree n + 1/2
every polynomial t 2n ∈ T 2n can be uniquely represented in the form
n−1 and R n ∈ T n . Using this auxiliary result [1, Lemma 2], Turetzkii [1] proved the following statement: Remark 2.1. Some particular results connected with this problem can be found in [20] (for the constant weight w(x) = 1) and [21] (for symmetric weight functions with numerical results only for the weight w(x) = 1). Also, some results for a π -periodic weight function w on (0, 4π ) can be found in [22] , with more details only for the weights w(x) = sin 2 x, w(x) = cos 2 (x) and w(x) = 1.
Remark 2.2.
It is well known that for a quadrature rule with the maximal algebraic degree of exactness (Gaussian formula), its nodes are the zeros of the corresponding orthogonal (algebraic) polynomial. In the case of a quadrature with an odd maximal trigonometric degree of exactness the nodes are zeros of orthogonal trigonometric polynomials, but for an even maximal trigonometric degree of exactness the nodes are not zeros of the orthogonal trigonometric polynomial, but zeros of the orthogonal trigonometric polynomial of semi-integer degree. Thus, in order to obtain a quadrature rule with the maximal degree in a subspace of algebraic polynomials one must consider orthogonality in the same subspace. A similar situation is with the quadrature rule with an odd maximal trigonometric degree of exactness, but in the case of an even maximal trigonometric degree of exactness one must consider the orthogonality in the subspace of trigonometric polynomials of semi-integer degree. This is not an isolated case, e.g., in a more general case of Müntz systems, the nodes of a Gaussian quadrature rule are not zeros of the corresponding orthogonal Müntz polynomial (cf. [23] ).
, it is clear that the weights w k are positive for each k = 0, 1, . . . , 2n (see [1, Theorem 2] ).
The point is that Theorem 2.1 requires that the trigonometric polynomial of a semi-integer degree A n+1/2 has to be orthogonal to every element of T 1/2 n−1 , i.e., it must be
Since the dimension of T
1/2
n−1 is 2n and A n+1/2 has 2n + 2 coefficients, it can be seen that A n+1/2 is not determined uniquely up to a multiplication constant, as in the case of algebraic polynomials. Rather, A n+1/2 has two free constants we choose those to be c n and d n . The trigonometric polynomial A n+1/2 , which is orthogonal on [0, 2π ) with respect to the weight function w(x) to every trigonometric polynomial of a semi-integer degree less than or equal to n − 1/2, with given leading coefficients c n and d n , is uniquely determined (see [1, Section 3] ). Obviously, we cannot choose c n = d n = 0, since in that case we have not a polynomial of degree n + 1/2, but n − 1/2.
For the special choices c n = 6) with the coefficients w ν , ν = 0, 1, . . . , 2n, determined by 
which is exact for any t ∈ T 2n . As we can see, only the nodes are changed from the original formula, i.e.,
If we denote the ''nodal polynomial of the semi-integer degree'' of the quadrature rule (2.7) by
, where A n+1/2 is the corresponding ''nodal polynomial of the semi-integer degree'' of the quadrature rule (2.1). Thus, it means that the substitution x := x + L into the orthogonality conditions for A n+1/2 gets the orthogonality conditions for A n+1/2 , i.e., A n+1/2 is orthogonal with respect to w(
, to all trigonometric polynomials of the semi-integer degree less than or equal to n − 1/2. Similarly, if we substitute x := x + L into the integral representation for the weights w ν , ν = 0, 1, . . . , 2n, we get exactly what is stated.
can be represented using an algebraic polynomial of degree 2n+1. Analogous statement for trigonometric polynomials from T n is proved in [24, pp. 19-20] , and statement both for T n and T
1/2 n
is proved in a uniform terminology in [8, Theorem 1.
where Q 2n+1 (z) is an algebraic polynomial of degree 2n + 1, given by
It can be easily concluded that Q 2n+1 (z) = z 2n+1 Q 2n+1 (1/z), i.e., the polynomial Q 2n+1 (z) is self-inversive (see [7] and [24, p. 16] 
) with respect to the weight function w(x) to every trigonometric polynomial of the semi-integer degree less than or equal to n − 1/2, then it has in [0, 2π ) exactly 2n + 1 distinct simple zeros (see [1, Theorem 3] ). Thus, the corresponding algebraic polynomial Q 2n+1 (z) has 2n + 1 distinct zeros on the unit circle |z| = 1.
Trigonometric orthogonal systems
We use the following notation for the expanded forms of
For a given weight function w, we introduce the inner product of the functions f and g by
Orthogonality of trigonometric polynomials of a semi-integer degree on [0, 2π ), with respect to the inner product (3.3), can be reduced to the orthogonality of nearly polynomial functions on the real line.
The following result will be needed in Section 4. 
Then, for every n ∈ N, 0 ≤ k ≤ n − 1, we have
where T ν and U ν , ν ∈ N 0 , are Chebyshev polynomials of the first and second kind, respectively.
Proof. The orthogonality relation for
If we introduce x := 2 arccos x, using representations for Chebyshev polynomials T n (x) = cos(n arccos x) and
For ν, µ ∈ N 0 , we define 
where the coefficients α
, are solutions of the following systems of linear equations
J C k−1,k−j = α (j) k I C k−j + β (j) k I k−j , J k−1,k−j = α (j) k I k−j + β (j) k I S k−j , J k−1,k−j = γ (j) k I C k−j + δ (j) k I k−j , J S k−1,k−j = γ (j) k I k−j + δ (j) k I S k−j , with α (2) 1 = β (2) 1 = γ (2) 1 = δ (2) 1 = 0.
Proof. According to the linear independence of polynomials
Multiplying both sides of this equality by w(x)A C ν+1/2 (x) and w(x)A S ν+1/2 (x) for ν = 0, 1, . . ., k − 3, and integrating over [0, 2π ), according to the orthogonality, we obtain the following homogeneous systems of linear equations α
with the unknown coefficients α
The determinants of the previous systems are equal to
In order to prove that D ν = 0, ν = 0, 1, . . . , k − 3, we need the well-known Cauchy-Schwarz-Bunjakowsky integral inequality (see [25, p. 45] 
which reduces to an equality if and only if the functions f and g are linearly dependent. According to linear independence of A C ν+1/2 (x) and A S ν+1/2 (x), we get that D ν = 0, ν = 0, 1, . . . , k − 3. Therefore, the previous homogeneous systems have only trivial solutions, i.e., α
Thus, the previous recurrence relation reduces to the following form
i.e., we obtain the recurrence relation (3.4).
Multiplying both sides of the previous recurrence relation with functions w(
and integrating on [0, 2π ), we obtain the following system of linear equations with unknown coefficients α
which also, by the same arguments, has the unique solution.
Analogously one can obtain the recurrence relation (3.5) for A S k+1/2 (x).
Lemma 3.1. For n ≥ 1, the following equations
Proof. Using the recurrence relations (3.4) and (3.5) and orthogonality conditions, we get
and, similarly I S n = J S n,n−1 . Finally,
Thus, for computations of the recurrence coefficients we need the following integrals:
n,n , and J n,n . Therefore, we denote 
be trigonometric polynomials of semi-integer degree n + 1/2, orthogonal with respect to the weight function w on [L, 2π + L), with expansions
The existence of such polynomials is proved in Corollary 2.1. If we denote the five-term recurrence coefficients for the weight w by α
, are the corresponding five-term recurrence coefficients for the weight w(x).
Proof. Using the identity
, from the proof of Corollary 2.1. we have that
ν cos ν + Finally, it is easy to see that
Remark 3.1. A five-term recurrence relation for a system of orthonormal sequence of trigonometric polynomials with respect to a finite positive Borel measure µ on [0, 2π ], with infinite points of increasing, was given in [9] . The orthogonal basis {P n (θ )} of trigonometric polynomials, i.e., a sequence satisfying P n (θ ), P m (θ ) µ = 2π 0 P n (θ )P m (θ )dµ(θ ) = k n δ n,m , where k n = 0 for all nonnegative integers n, was obtained by applying the Gram-Schmidt method to the trigonometric system {sin νx, cos νx} n ν=0 . Trigonometric polynomials P n (θ ) were normalized in such a way that the leading coefficients of these polynomials in sin nθ and cos nθ were 2 1−n and P 0 (θ ) = 1. For the corresponding orthonormal sequence {p n (θ )} there exist three sequences of coefficients {a n } n≥2 , {b n } n≥0 and {c n } n≥1 such that for n ≥ 0
with initial conditions 
Symmetric weights
In this section we consider an interesting case of symmetric weights, i.e., the case when w(x) = w(2π − x). 
Proof. If we apply the well-known Gram-Schmidt orthogonalization procedure to the basis of T with respect to the inner product (3.3), we conclude that the obtained system of orthogonal functions can be represented by two sequences of functions f ν and g ν , ν = 0, 1, . . . , n, where f ν depends only on cos-functions and g ν depends only on sin-functions, because for k, ν ∈ N 0 , we have
That system of functions, since it is unique, must be equal to the orthogonal trigonometric polynomials of semi-integer degree A = 0, for all ν ∈ {0, 1, . . . , k}, k = 0, 1, . . . , n. Hence, our system of five-term recurrence relations degenerates into two independent three-term recurrence relations, i.e.,
Thus, the recurrence relations (3.4) and (3.5) reduce to the three-term recurrence relations and trigonometric polynomials of semi-integer degree (3.1) and (3.2) reduce to
x, c
and
respectively. Now, we get an immediate result: 
The polynomials C 2n+1 (x) and S 2n (x) satisfy the following three-term recurrence relations
Proof. We apply Theorem 3.1. to the sequences A C n+1/2 and A S n+1/2 , n ∈ N, and keep in mind that those are given by the expansions (4.1) and (4.2), respectively.
By substitution x := 2 arccos x into the three-term recurrence for C 2n+1 , n ∈ N, and applying cos(2 arccos x) = 2x 2 − 1, we get what is stated. A similar proof can be done for the sequence S 2n , n ∈ N.
If the weight function w(x), x ∈ (0, 2π ), satisfies w(x) = w(2π − x), then the weight function w(x) = w(x + π ), x ∈ (−π , π ), satisfies w(x) = w(−x), x ∈ (−π , π ), i.e., the function w is an even function on its domain. Hence, using 
The polynomials C n and S n , n ∈ N, satisfy the following three term-recurrence relations
Proof. Since w(x) is an even function, from the orthogonality conditions for A C n+1/2 , we conclude that
Applying the substitution x := arccos x, we get
It is easy to see that
and then
Substituting the obtained formulae in (4.3), after some elementary transformations, we get the first assertion. The second assertion can be proved in the same way using A S n+1/2 and applying 
Numerical construction of quadrature rules of Gaussian type
In this section we present a method for constructing quadrature rules of Gaussian type. As we mentioned in Section 2, for any positive integer n, the quadrature rule of Gaussian type is the following one
where the nodes x ν , ν = 0, 1, . . . , 2n, are zeros of A n+1/2 and weights w ν are given by
We choose to use A C n+1/2 , i.e., the polynomial of semi-integer degree with leading cosine function (of course, any other A n+1/2 can be used instead). As usual, the algorithm has two parts, dealing with the computation of nodes and weights. The construction of nodes is independent from the construction of weights and to the contrary, weights can be computed only when nodes are given.
The construction of weights can be performed using formula (5.2), provided we can calculate the integral and A C n+1/2 efficiently. A calculation of the integral can be performed using the Gauss-Legendre quadrature rule provided the weight function is smooth enough and the semi-integer degree of A C n+1/2 is not so big. In practice, this degree should not excite 101/2, if the Gauss-Legendre quadrature rule is applied in double precision arithmetics. For non-smooth weight functions, problems with instabilities in (3.6) are equivalent with the instabilities for the three-term recurrence coefficients for algebraic orthogonal polynomials. Provided τ k , σ k , k = 1, . . . , N, are the nodes and weights of the Gauss-Legendre quadrature rule respectively, we have
Here we emphasize that the possibility cos(π τ k − x ν )/2 = 0 for some k ∈ {1, . . . , N} and ν ∈ {0, 1, . . . , 2n} is not an essential problem. Once {x k } N k=1 is computed, if cos(π τ k − x ν )/2 = 0 for some k ∈ {1, . . . , N} and ν ∈ {0, 1, . . . , 2n} we can always choose a Gauss-Legendre rule with N + 1 instead of N points and start again. As we can see, the computation requires the values of A C n+1/2 (x) at various points on [0, 2π ). It turns out that A C n+1/2 (x) can be computed using five-term recurrences, given in (3.4) and (3.5), in a numerically stable way, i.e., using double precision arithmetics one gets nearly double precision results.
The derivative of A C n+1/2 (x) can be computed using the same recurrence relations. Namely, differentiating the recurrence relations (3.4) and (3.5), it is easy to obtain recurrence relations for derivatives of A These coefficients can be computed using formulae (3.6), where integrals are approximated using the Gauss-Legendre quadrature rule. However, this approach still suffers from the fact that it can be used for a computation of a small number of recurrence coefficients. For examples given below we did not use this procedure; rather, we used analytical expressions for the recurrence coefficients, which we recently derived (see [26] ).
There is still another way for computing weights, based on the fact that the polynomial A n+1/2 (x)/ sin nodes, we use the Gauss-Legendre quadrature rule, and for the weights of all other quadratures in considered sequence we use previously obtained quadrature.
For constructing the nodes x ν , ν = 0, 1, . . . , 2n, we use the algebraic polynomial Q 2n+1 (z) introduced in Lemma 2.1.
According to the representation
we conclude that the zeros of Q 2n+1 (z) on the unit circle correspond to the zeros of A n+1/2 (x) on the interval [0, 2π ). Since A n+1/2 (x) has 2n + 1 distinct zeros in [0, 2π ), the algebraic polynomial Q 2n+1 (z) has 2n + 1 simple zeros on the unit circle.
Using A C n+1/2 (x), the algebraic polynomial Q 2n+1 (z) has the form
where a
. . , n − 1 (see Lemma 2.1.). At first, we determine the zeros z ν , ν = 0, 1, . . . , 2n, of the algebraic polynomial Q 2n+1 (z) by the following simultaneous iterative process
, ν = 0, 1, . . . , 2n; k = 0, 1, . . . , (5.4) where
The starting values must be mutually different, i.e., z
This iterative process converges quadratically, because it is equivalent to the Newton-Kantorovich method applied to the system of Viète formulae (cf. [27] ). ν ∈ C in general. As we know, we have (5.3) with x ∈ [0, 2π ). Since in (5.3) all functions are analytic, the relation holds true for all x ∈ C by the principle of analytic continuation (see [28] ). As we mentioned before, the values of A n+1/2 (x) can be computed accurately using the five-term recurrence relations. Thus, it holds also for the values of the polynomial Q 2n+1 . The problem is that we have to compute Q 2n+1 at z (k) ν ∈ C, i.e., we have to compute A n+1/2 at the point −i Log(z (k) ν ). It might appear that for different branches of the Log function we might get different results for Q 2n+1 (z (k) ν ). Actually, this is not the case. Namely, let z = 0, and −i Log z = −i log z + 2kπ for some k ∈ Z, where log 1 = 0. Then, for x = −i log z,
i.e., the computed value using any branch of the Log function is the same. In the case z
and we do not perform computation using A n+1/2 . Thus, we conclude
The computation of Q 2n+1 can be ill-conditioned if performed in this way, provided iterations z ν = 0, 1, . . . , 2n, of the algebraic polynomial Q 2n+1 , the zeros x ν , ν = 0, 1, . . . , 2n, of A C n+1/2 can be obtained as
All computations are performed in double precision arithmetic (16 decimal digits mantissa) in Mathematica, using the corresponding software package described in [29] .
The main problem in the previous iterative process is a choice of the starting iterations z 
Proof. This assertion follows directly from the Viète formula:
Knowing coefficients of five-term recurrence relations, for good chosen starting values in iterative process (5.4), using described procedure we obtain zeros of A C n+1/2 in O(n 2 ) floating point operations.
As we saw before, the corresponding weights (5.2) can be calculated exactly using quadrature rule of Gaussian type with
, it is easy to see that the total cost of our algorithm for construction of mentioned m = [log 2 n] + 1 quadrature rules of Gaussian type (5.1) is also O(n 2 ) operations. Finally, we address a question of the construction of quadrature rules for an even weight function w(x) = w(−x), x ∈ (−π , π ). Using Theorem 4.2, we have (5.5) and algebraic polynomials satisfy the following three-term recurrence relation
This means that we can calculate the zeros of C n , i.e., the zeros of A n+1/2 , using QR-algorithm (see [30] [31] [32] [33] ). The weights w ν , ν = 0, 1, . . . , 2n, of the quadrature rule (2.6) can be also constructed using QR-algorithm. 
Proof. The Gaussian quadrature rule for algebraic polynomials can be constructed using the three-term recurrence (5.6).
The recursion coefficients (for monic orthogonal polynomials) are given by α
ν /2 and α (2) ν /4, ν ∈ N. Using QR-algorithm we get the nodes x ν , ν = 1, . . . , n, and applying x := arccos x we get the zeros of A C n+1/2 , given by τ 2n−ν = −τ ν = − arccos x ν , ν = 0, 1, . . . , 2n − 1. Using Lemma 4.2. and Theorem 3.3. we obtain τ 2n = π .
It is well known that the weights in Gaussian quadrature rules can be constructed using Shohat formula (see [34, 35] ). In our case we have
Applying (5.5) we get
According to Corollary 2.1. the weights of the quadrature rule are not affected by the translation of the support. Using a result from [1] , the weights w ν for the weight function w(x) = w(2π − x), x ∈ [0, 2π ), are given by
for ν = 0, 1, . . . , n − 1, where we use the fact that nodes are transformed by an additive law from Corollary 2.1, and where
Combining formulae for the weights we obtain
Since this formula is symmetric, we have w ν = w 2n−ν−1 , ν = 0, 1, . . . , n − 1. Finally, it must be Completely similar arguments can be applied to prove the following result. 
Numerical examples
In this section we give two numerical examples. 
. . , 2n, can be obtained explicitly
It is easy to see that the sum of zeros x ν , ν = 0, 1, . . . , 2n, given by (6.1), is equal to (2n + 1)π .
For n > [m/2] we calculate the nodes using the iterative process (5.4). For the weights we start with a quadrature rule of
Gaussian type, such that the nodes and the weights are known explicitly, and we use the procedure described in Section 5, dealing with the construction of a sequence of quadrature rules of Gaussian type. In our numerical experiments, at first, we select the starting values x ν ∈ (0, 2π ), ν = 0, 1, . . . , 2n + 2, in such a way that the following inequalities hold
We use explicit formulae in order to get the recurrence coefficients in (3.4) and (3.5) . In numerical experiments we observe that the problem of finding starting values is more difficult for small m (e.g. m = 1, 3, 5). The simplest starting values are
(starting nodes are equidistant in (0, 2π ) and sum of them is equal to (2n + 1)π ). We have applied the iterative process • case m = 9 for 5 ≤ n ≤ 45;
• case m = 15 for 8 ≤ n ≤ 25 and for n = 30(5)85;
• case m = 75 for n ∈ {38, 39, 40} (the number of iterations is equal to 6) and for n = 45(5)100 (for all of these values n the number of iterations is 5).
But, in the case m = 1, m = 3, and m = 5, we can use the starting values (6.2) only for n < 10, n < 20, and n < 30, respectively. For bigger values of n we use zeros of A C n−1/2 in order to generate the starting iteration.
In Table 6 .1, the nodes x ν and weights w ν , ν = 0, 1, . . . , 2n, for n = 25 and w(x) = 1 + sin 15x are given. In this case we have some symmetry, since w ν = w ν+17j , j = 1, 2, ν = 0, 1, . . . , 16 , and x ν+17j = x ν + 2jπ /3, j = 1, 2, ν = 0, 1, . . . , 16 , so that only x ν , w ν , ν = 0, 1, . . . , 16, are presented in Table 6 .1. According to [1, 26] , for m ≥ 4, for all positive integers n ≤ m/2 − 1, we have A C n+1/2 (x) = cos(n + 1/2)x, and nodes x ν and weights w ν , ν = 0, 1, . . . , 2n, are given by (6.1).
For n ≥ m/2 we calculate the nodes using the iterative process (5.4). The situation with the starting iteration is similar as in Example 6.1. We tested the following cases using the starting values (6.2):
• case m = 10 for 5 ≤ n ≤ 50; • case m = 50 for n = 25(5)100 (for n = 25 the number of iterations is 6, and for n = 30(5)100 the number of iterations is 5);
• case m = 100 for n = 50(5)100 (for n = 50 and n = 55 the number of iterations is 6, and for n = 60(5)100 the number of iterations is 5).
In the case m = 4 we can use the starting values (6.2) for n ≤ 22, and in the case m = 2 we can use the starting values (6.2) only for n ≤ 2. Thus, for bigger values of n we generate the starting iteration using zeros of A C n−1/2 .
The nodes x ν and the weights w ν , ν = 0, 1, . . . , 2n, for n = 25 and w(x) = 1 + sin 50x, are presented in Tables 6.2 Finally, we compare our method with the other methods. At first, we consider Mysovskih's results given in [4, 5] . It has been already said that his theoretical results are not suitable for numerical calculations. Notice that if moments (1.2) are known, we can calculate 2π 0 f (x)w(x)dx, f ∈ T n , so in the case of an even trigonometric degree of exactness it is possible to use these moments for computation of recurrence coefficients by (3.6), since the product of two trigonometric polynomials of semi-integer degree is trigonometric polynomial.
For the case of an even trigonometric degree of exactness, using approach based on ideal theory (see [3] ), nodes can be obtained as common zeros of two quasi-orthogonal trigonometric polynomials, instead of one trigonometric polynomials of semi-integer degree, i.e., of one algebraic polynomial in our method.
Nodes of Szegő quadrature rules are eigenvalues of n × n unitary upper Hessenberg matrix H n (τ ), determined by parameter τ from unit circle and the so-called Schur parameters γ 1 , . . . , γ n−1 , and weights are determined by the square of the first component of the corresponding eigenvector of unit length (see e.g., [12, 10, 11] ). Matrix H n (τ ) is given by H n (τ ) = eigen decomposition of such kind of matrices (see [37] [38] [39] ). In [40] , it is shown that Hessenberg matrices can be compactly represented, and working with such representation, computation of eigensystem can be performed very efficiently (see [37, [39] [40] [41] [42] [43] [44] [45] [46] ). The total cost of these methods are O(n 3 ) operations, and sometimes can be reduced down to O(n 2 ) operations.
There is still another way to compute nodes of the Szego quadrature rules using five diagonal matrices presented in [15] . Our method is restricted only to quadrature rules with an odd number of nodes (an even trigonometric degree of exactness). As it was said in Remark 2.2, for the case of an even number of nodes, quadratures can be considered in similar way using trigonometric polynomials instead of trigonometric polynomials of semi-integer degree. We use recurrence relations to obtain wanted orthogonal systems in order to escape numerical non-stability which is characteristic for Gram-Schmidt method. Also, recurrence relations provide a stable way for computation of values of trigonometric polynomials of semi-integer degree in some fixed points in contrast to using expanded forms. This method is a simulation of the development of Gaussian quadrature rules for algebraic polynomials. We demonstrated how in the case of symmetric weight function the quadrature rules of Gaussian type can be constructed using orthogonal polynomials on the real line. Also, our method can be extended to the quadrature rules with multiple nodes with maximal trigonometric degree of exactness (such quadratures for constant weight function were considered in [47, 48] ).
