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Abstract 9 
DIC measurements highly depend on the intensity interpolation of images to achieve 10 
subpixel accuracies. The intensity interpolation at subpixel positions is based on the 11 
grey levels sampled at integer pixels. Therefore, the sampling rate is crucial to the 12 
interpolated intensities. The sampling rate is restricted by the camera resolution. With 13 
insufficient resolution, the interpolated intensities at subpixel positions evidently differ 14 
from the reality, and significantly degrade the measurement quality. In order to deal 15 
with this problem, we propose to use super-resolution images to improve the 16 
measurement accuracy when the camera resolution is insufficient. The concept of super-17 
resolution is using a bunch of low-resolution images of a specimen to construct a high-18 
resolution image. In this way, the interpolation error due to insufficient sampling rate 19 
can be compensated.  20 
The conversion from the low-resolution images to the high-resolution one will introduce 21 
certain error. But it can be tested that the introduced error is far less significant than the 22 
improvement. Specifically, the technique is of important value for applications with 23 
high/ultra-high speed cameras, whereof the resolution is usually much lower compared 24 
to low speed cameras. 25 
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Introduction 46 
Measurement accuracy of the Digital Image Correlation (DIC) technique is of great importance 47 
for its applications. There are a number of investigations intended to study the measurement 48 
accuracy in the past, e.g. [1-7]. The subpixel accuracy of this technique is extensively discussed 49 
in these researches.  50 
 51 
The principle of DIC is to retrieve the relationship between a deformed and a reference digital 52 
image according to the similarity of the intensities. Digital images, however, are not continuous 53 
but discrete samples of a specimen. In order to perform the correlation with subpixel accuracy, 54 
intensity interpolations are required to reconstruct the continuous sample of the specimen, so that 55 
intensities at subpixel positions can be estimated. The reconstruction, however, can never be 56 
exact, so that the obtained continuous sample is biased. In the signal processing field, this 57 
phenomenon is called aliasing. A bias in the displacement measurement is therefore introduced 58 
due to the biased reconstructed continuous sample. In this contribution, this error is named as the 59 
aliasing error. The rule of the thumb proposed by Sutton et al. [8] is also partly based on the 60 
consideration to reduce the aliasing error, which states: 61 
 62 
“For accurate matching, image plane speckles should be sampled by at least a 3 by 3 pixel array 63 
to ensure minimal oversampling and reasonable intensity pattern reconstruction via 64 
interpolation.” 65 
 66 
The aliasing error can become remarkable if the speckle size is small.  67 
 68 
In the field of signal processing, the aliasing effect can be compensated by oversampling, i.e. to 69 
keep the sampling rate much higher than the Nyquist frequency (fs>>fN=2B, B is the bandlimit of 70 
a signal). In DIC, analogically, one can use high resolution cameras to achieve the oversampling 71 
and efficiently decrease the aliasing error. Modern cameras can have very high resolutions, 72 
which makes the problem not difficult to be solved for common applications despite the elevated 73 
costs. However, in the case of high/ultra high speed imaging, the resolution of high speed 74 
cameras has a trade-off between the pixel resolution and the camera speed. Taking the high speed 75 
camera Phantom V711 as an example, the resolution is reduced to 256×256 pixels at the speed of 76 
187.2 KFPS. It is therefore worthy to find another solution to deal with the aliasing error.   77 
 78 
In this contribution, we propose to use super-resolution (SR) images to improve the measurement 79 
accuracy, and the approach is denoted as SR DIC. A SR reference image is constructed from a 80 
number of low resolution (LR) images subjected to rigid motions. Image correlation is then 81 
performed between LR deformed images and the SR reference image to measure deformation. 82 
All the interpolations are done on the SR image, so that the aliasing error can be efficiently 83 
reduced. To validate the SR DIC approach, a virtual DIC test is also presented in this article. 84 
 85 
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Procedure of SR DIC 87 
There are two kernel elements of SR DIC approach, i.e. creating a SR reference image and the 88 
correlation between images of different resolutions.  89 
 90 
Creating a SR reference image 91 
To perform a SR DIC, one captures a number of LR images at rigid motions w.r.t. a reference LR 92 
image. The rigid motions are either known, or measurable. All the LR images are then transferred 93 
to the same frame as the reference LR image according to the rigid motions, so that a virtual 94 
image with much denser pixels then a LR image is obtained. The virtual image has to be 95 
interpolated to a predefined regular mesh grid to construct a real SR reference image. The 96 
resolution of the SR image depends on the mesh grid. The procedure is schematically shown in 97 
Figure 1. 98 
 99 
Convert to the 
same frame with the 
known or measured 
displacement
Remesh to a regular 
mesh grid (Interpolation)
 100 
  101 
Figure 1: Procedure of creating a SR image. 102 
 103 
 104 
Correlation between images of different resolutions 105 
Once a SR reference image is obtained, one can measure the deformation of a deformed LR 106 
image by correlating to the SR image (Figure 2). The displacement is measured by minimizing 107 
the cost function: 108 
 109 
      
subset
LRSR yxgyxfC
2
,),,( p  (2.1) 110 
where  SRyxf p),,(  is the intensity distribution of the SR reference image,  LRyxg ,  is the 111 
intensity distribution of the LR deformed image, and p  denotes the parameters of the 112 
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implemented shape function including the displacement ),( VU  to be measured. The cost function 113 
is minimized by iterative methods, normally the Gauss-Newton method or the Levenberg–114 
Marquardt method. p  is then identified at the minimized cost function. It is noted that the 115 
measured displacement from p  is actually the displacement of the SR image w.r.t. the LR image, 116 
which is the inverse of the real deformation. This should not be confused as the inverse 117 
compositional method that is described in [8,9]. In the current stage, we keep this inverse 118 
measurement. The conversion of this inverse field to a normal field will be investigated in future 119 
studies.  120 
 121 
Correlate
Interpolation are based on the SR image 
Low Resolution
Deformed image 
g(x,y)
Super Resolution
Reference image
f[(x,y),p]
 122 
  123 
Figure 2: Correlation between images of different resolutions. 124 
 125 
 126 
 
SRyxf p),,(  is probably located at subpixel positions, where intensity interpolation has to be 127 
performed. As the interpolation is based on the SR reference image, which possesses a higher 128 
sampling rate than the LR image, the aliasing error is expected to be reduced.  129 
 130 
 131 
Temporal error and spatial error of subset-based DIC 132 
It has been discussed in [10] that the measurement error in DIC should be distinguished as the 133 
temporal error and the spatial error, both of which include a bias and a random error. The subset-134 
based DIC measures displacement for each subset individually, so that a bias and a random error 135 
are associated with this measurement of each subset. This error is denoted as the temporal 136 
measurement error. For the error of the horizontal displacement measured by a particular subset, 137 
it can be written as: 138 
    ttt UUEU    (3.1) 139 
where  tUE   is the temporal bias and  tU  is the temporal random error.  tU  is largely 140 
determined by the image noise, while  tUE   is determined by the intensity properties of this 141 
subset.  142 
 143 
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In the meanwhile, there is another measurement bias and random error, which evaluate the 144 
measurement of all the subsets in the zone of interest (ZOI): 145 
    sss UUEU    (3.2) 146 
 sUE   is the spatial bias, which is the mean value of the temporal error tU  of all the pixels, 147 
and  sU  is the spatial random error describes the variation of tU  of all the pixels.  148 
 149 
The random error is usually presented as the variance or the standard deviation of a random 150 
variable. Here we use  tUstd   and  sUstd   to describe the temporal and spatial random 151 
errors. 152 
 153 
From [10] the temporal error is calculated as: 154 
 ][][])[]([ 01 ΔIJJJU TUU
T
Ut
  (3.3) 155 
where ][ UJ  is a sub-matrix of the Jacobian matrix correspond to U , and ][
0ΔI  is a column 156 
matrix contains the intensity errors of all the pixels in a subset.  157 
 158 
The aliasing effect is included in the intensity error ][ 0ΔI . Therefore, the aliasing error is a part 159 
of the temporal error of the displacement measurement. The temporal error can thus be reduced 160 
by reducing the aliasing error, while the spatial error is also affected. 161 
 162 
 163 
A virtual DIC test 164 
A virtual DIC test is demonstrated in this section to validate the proposed method. Rigid motions 165 
of images are measured by both conventional DIC and SR DIC. The measurement results are then 166 
compared and discussed. 167 
 168 
The creation of rigid motion images and the construction of a SR reference image 169 
A speckle pattern is numerically created with the resolution of 4000×4000 pixels. The image is 170 
down-sampled to a 400×400 pixel image as the LR reference image by the image binning method 171 
[3]. With the same technique, 99 images are created at subpixel displacements in both horizontal 172 
and vertical directions ( ]9.0,0[U  pixels and ]9.0,0[V  pixels) with the step size of 0.1 pixels 173 
(Figure 3). Gaussian random noise of 2  grey levels are added to the images, which 174 
resembles common cameras for DIC tests. The speckle of the obtained LR images is evaluated by 175 
ImageJ [11], which shows that the speckle size is 9.5±3.7 pixels and the area coverage of the 176 
black patterns is 71.1%. Accordingly, the speckle pattern of the LR images fulfills the rule of the 177 
thumb. 178 
 179 
The displacements of the 99 LR images are prescribed in this test, but they are probably not 180 
known in real applications. To motivate the use of the proposed SR DIC approach for general 181 
cases,  these prescribed displacements are not applied to the construction of the SR image, but we 182 
measure the displacement by conventional DIC. The measurements are performed by the DIC 183 
package MatchID 2D [12], with the Gaussian image pre-filer and the cubic spline interpolation. 184 
The implemented parameters are listed in Table 1. The averaged displacement measurements 185 
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throughout the ZOI are considered as the displacement of the translated images. The spatial bias 186 
of the measurements is studied and shown in Figure 4, where one can observe that the 187 
measurement biases are less than 0.0015 pixels (Figure 4). It is worth to note that this error is not 188 
exceptionally low. E.g., even lower spatial biases have been reported in translation tests in [3,13] 189 
at similar conditions. With these DIC measurements, the 99 LR translated images are transformed 190 
to the frame of the LR reference image so that a virtual image is obtained. Gaussian interpolation 191 
is then performed to interpolate the virtual image to a regular mesh grid. Finally, a SR image with 192 
the resolution of 1600×1600 pixels is created. 193 
 194 
High-Resolution image 
4000*4000 pixels
…100 images
• Down-sampled to 400*400 pixels.
• Image binning method to obtain 
images with rigid motion: u=0.1~0.9 
pixels and v=0.1~0.9 pixels
• Add different random noise
DIC measurement 
for average U, V
Recreate SR image:
1600*1600 pixels
 195 
  196 
Figure 3: Procedure of the construction of the SR reference images in the virtual test. 197 
 198 
 199 
 DIC implementation parameters Specification 
Image Bit depth 8 bit 
 Noise 2 Grey levels 
Displacement Matching criterion Approximated NSSD 
 Pre-filter Gaussian σpre=1 pixel 
 Interpolation Cubic spline 
 Shape function Affine 
 Subset size 21 Pixels 
 Step size 10 pixels 
  200 
Table 1: DIC implementation parameters for measuring the displacement for the construction of the SR images. 201 
 202 
 203 
Displacement measurement 204 
9 LR images with the vertical displacement of ]9.0,0[V  are correlated with both the LR and the 205 
SR reference images. The correlation between the LR images are performed by MatchID 2D, 206 
with the same settings as shown in Table 1. For SR DIC, a code is programmed with less 207 
optimized parameters, i.e. with bi-cubic interpolation and without pre-filters, to correlate the 208 
images with different resolutions. The cost function is in the form of Equation (2.1), which is 209 
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minimized by the Gauss-Newton method. The convergence criterion is specified as the change of 210 
the parameters in p  is less than 1%. All the other settings are the same as conventional DIC with 211 
LR images.  212 
 213 
  214 
  215 
Figure 4: Spatial bias of the horizontal displacement ΔU of the 99 rigid translated images with the noise level of 2 216 
grey levels. 217 
  218 
 219 
  220 
  221 
Figure 5: Comparison between the spatial errors of the measurements from conventional DIC and SR DIC . 222 
 223 
  224 
Results and discussions 225 
Figure 5 shows the comparison between the spatial errors of the measurements from conventional 226 
DIC and SR DIC. It can be observed that the spatial bias of the SR DIC is generally larger than 227 
that of conventional DIC. This is natural as the construction of the SR reference image is based 228 
on the conventional DIC measurements, so that the spatial bias of conventional DIC is already 229 
introduced in the SR reference image. As a consequence, the spatial bias of SR DIC cannot be 230 
improved.  231 
 232 
Nevertheless, the spatial random error is significantly decreased by the SR DIC approach. The 233 
phenomenon can be explained as follows. The spatial random error is determined by the standard 234 
deviation of the temporal error. By SR DIC, the temporal error is reduced as the aliasing error is 235 
effectively compensated. Although the mean value of the temporal error, which is the spatial bias, 236 
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is not necessarily decreased, the standard deviation of it is significantly reduced. Finally the 237 
spatial random error is remarkably improved as a direct consequence.  238 
 239 
The measurement error includes both the bias and the random error. It can be observed in Figure 240 
5 that the spatial random error is much larger than the spatial bias. Therefore, it is the spatial 241 
random error which dominates the performance of DIC in this test. By using SR DIC, the spatial 242 
random error is significantly reduced while the spatial bias is slightly increased. In the end, the 243 
overall measurement error is remarkably decreased up to 50%. 244 
 245 
 246 
Conclusion 247 
In this article, a super-resolution (SR) DIC approach is presented in order to improve the 248 
measurement accuracy. By combining a number of low resolution images, a SR reference image 249 
is created, so that the sampling rate is increased. In this way, the aliasing error can be efficiently 250 
decreased, and the temporal error is therefore reduced. As such, the spatial random error, which 251 
can be presented as the standard deviation of the temporal error of all pixels, is also reduced. The 252 
SR DIC approach is validated by a virtual DIC test to measure the rigid translates. The 253 
measurement errors of conventional DIC and SR DIC are compared and discussed. It is found 254 
that compared to conventional DIC, the spatial bias of SR DIC measurements is not improved, 255 
whereas the spatial random error is significantly reduced. In all, SR DIC is capable to reduce the 256 
measurement error up to 50 % in this test. 257 
 258 
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