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Abstract. The ability to predict the chemical properties of compounds
is crucial in discovering novel materials and drugs with specific desired
characteristics. Recent significant advances in machine learning technolo-
gies have enabled automatic predictive modeling from past experimen-
tal data reported in the literature. However, these datasets are often
biased due to various reasons, such as experimental plans and publi-
cation decisions, and the prediction models trained using such biased
datasets often suffer from over-fitting to the biased distributions and
perform poorly on subsequent uses. The present study focuses on miti-
gating bias in the experimental datasets. To this purpose, we adopt two
techniques from causal inference and domain adaptation combined with
graph neural networks capable of handling molecular structures. The ex-
perimental results in four possible bias scenarios show that the inverse
propensity scoring-based method makes solid improvements, while the
domain-invariant representation learning approach fails.
1 Introduction
The ability to predict the chemical properties of compounds is crucial in dis-
covering novel materials and drugs with specific desired characteristics. To ac-
celerate the discovery process, a variety of computational approaches, includ-
ing those based on density functional theory, have been widely used; however,
they are still expensive and time-consuming. In recent decades, researchers have
turned to data-driven approaches using fast-progressing machine learning tech-
nologies [31]. This trend has been further accelerated by the remarkable devel-
opment of deep learning in recent years; in particular, graph neural networks
(GNNs) have achieved remarkable performance in predicting chemical proper-
ties via automatic feature extraction from molecular structures represented as
graphs [6,9]. Their applications have expanded to a variety of tasks, such as
molecular generation [23,46,5], molecular explanation [45,2], and analysis of
intermolecular interactions [14,39].
The construction of accurate predictive models often relies on large-scale la-
beled data sets; they are usually collections of knowledge, such as experimental
results reported on scientific papers, that are the product of tremendous sci-
entific efforts. Unsurprisingly, scientists do not sample molecules from a vast
chemical space uniformly at random nor based on their natural distribution;
rather, their decisions on experimental plans or publication of results are biased
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by physical, economic, or scientific reasons. For instance, a large proportion of
molecules are not investigated experimentally due to factors related to molecular
mechanics, such as solubility [24], weights [29], toxicity [13] and side effects, or
factors related to molecular structure such as crystals [17]. Concerns about the
cost and availability of molecules can also be reasons to exclude certain groups
of molecules. Conversely, popularity considerations based on current research
trends [15] and the experimental methods in which each lab specializes [37]
drive the selection of compounds. These propensities related to the researchers’
experience and knowledge can contribute to more efficient search and discovery
in the chemical space, but on the other hand, they influence the data in an un-
desirable way. Prediction models trained using such biased datasets often suffer
from over-fitting to the biased distributions, which leads to poor performance
on subsequent uses [18,38,3].
Despite the reported evidence on the existence of bias in scientific experi-
ments and their harmful effects, almost no attempts to address this issue have
been reported. In this study, we focus on mitigating the sources of bias in the
experimental datasets by applying two techniques from causal inference and
domain adaptation, i.e., inverse propensity scoring (IPS) [16,32] and domain-
invariant representation learning (DIRL) [8,33,43]. In the IPS approach, we first
estimate the propensity score function, which represents the probability of each
molecule to be analysed, and then estimate the chemical property prediction
model by weighting the objective function with the inverse of the propensity
score. The DIRL approach is based on more recent advancements of representa-
tion learning of deep neural networks for transfer learning and causal inference.
It consists of a feature extractor, a domain classifier, and a label predictor, where
the feature extractor extracts features that help the label predictor while discour-
aging the domain classifier, and the whole network is optimized in an end-to-end
manner. Both approaches are implemented over a GNN to handle the molecular
structures of the compounds.
In the experiments, we use the well-known large-scale dataset QM9, con-
sisting of exhaustively enumerated small-molecule structures associated with 12
fundamental chemical properties. Because it is impossible to know how a pub-
licly available dataset is truly affected by bias, we simulate four practical biased
sampling scenarios from the dataset, which introduce significant biases in the
observed molecules. Under each biased sampling scenario, we validate our pro-
posed models for predicting 12 chemical properties as 12 regression problems.
The experimental results show that the IPS approach improves the predictive
performance in all the scenarios on most of the targets with statistical signifi-
cance compared with the baseline. On the other hand, contrary to our expec-
tations, the (more modern) DIRL approach reduces predictive performance in
all of the bias scenarios. This is probably because the information that is useful
for the domain classifier is also useful for predicting chemical properties, and
is eliminated by the DIRL approach. These results provide useful insights for
future developments of the proposed methods.
In summary, the main contributions of this work are as follows:
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– We first address the problem of predicting properties of chemical compounds
under experimental biases.
– We introduce two bias mitigation techniques, IPS and DIRL, combined with
graph neural network-based chemical property prediction.
– We validate the two proposed approaches under various experimentally bi-
ased sampling scenarios, and show IPS improves the prediction performance,
whereas DIRL worsens it.
2 Problem Setting
Let us assume that we are given a training dataset Dtrain = {(Gi, yi)}Ni=1 includ-
ing N molecular graphs, where Gi ∈ G is a molecular graph (biasedly) sampled
from the universe of molecules G, and yi ∈ R is the target chemical property.
Each molecular graph Gi = (Vi, Ei, σi) ∈ G has a set of nodes (i.e., atoms) Vi,
a set of edges (i.e., bonds) Ei ⊆ Vi × Vi, and a label function σ : Vi ∪ Ei → L,
where L is the set of possible node labels (i.e., atom types such as hydrogen
and oxygen) and edge labels (i.e., bond types such as double bond and aromatic
bond).
Our goal is to obtain a prediction function f : G → R that predicts a particu-
lar target chemical property over the molecule universe G that we are interested
in. We assume we have a uniformly randomly sampled part of (or possibly the
whole) chemical universe, consisting of M molecules Dtest = {Gi}N+Mi=N+1.
The main difficulty in this problem is that the training data is constructed
from past experiments reported in the literature, and therefore is significantly
biased with respect to the uniform distribution over the chemical universe due to
decisions taken by the researchers on experimental plans or publication options.
There is no guarantee that the predictor derived from the biased training data
has high predictive performance even on the chemical universe.
Note that the Dtest can also be a biased sample; however, without loss of
generality, we just assume it is a uniformly random subset of the molecules we
are interested in.
3 Methods
We start with reviewing the GNN architecture that is the fundamental build-
ing block of our model, and then describe two bias canceling schemes, inverse
propensity scoring (IPS) and domain-invariant representation learning (DIRL);
they are combined to tackle the problem of chemical graph property prediction
under experimental biases.
3.1 Graph neural networks for chemical property prediction
Among many successful graph neural networks, we choose the message-passing
GNN architecture proposed by Gilmer et al. [9] for its generality, simplicity, and
fair performance in the chemical domain.
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A GNN takes a graph G = (V, E , σ) ∈ G as its input. In the t-th layer of the
GNN, it updates the current set of the node representation vectors {htv}v∈Vi to
{ht+1v }v∈Vi . Specifically, the representation vector of node v is updated depend-
ing on the current vectors of its neighbor nodes using the update formula
mt+1v = a
 ∑
u∈N (v)
mt
(
htv,h
t
u, σ(v, u)
) ,
ht+1v = ut
(
htv,m
t+1
v
)
,
(1)
where N (v) denotes the set of the neighbor nodes of v, while mt is a so-called
message passing function that collects the information (i.e., the representation
vectors) of the neighbors, that is a linear function of (htv,h
t
u) depending on
the edge label σ(v, u). The a is an activation function, for which we choose the
rectified linear unit (ReLU) function. The ut is the vertex update function, for
which we use the gated recurrent unit (GRU). The initial node representations
{h0v}v∈V are initialized depending on their atom types. As the message pass-
ing operation is repeatedly applied, the node representation vector gradually
incorporates information about its surrounding structure.
After being processed through T layers, the final node representations {hTv }v∈V
are obtained; they are aggregated to the graph-level representation hG using a
readout function r, that is,
hG = r
({hTv }v∈V) , (2)
where we could simply use summation followed by a linear transformation as
the readout function. However, in our implementation, we use a slightly more
complex solution, i.e., an LSTM pooling layer followed by a linear layer.
The graph-level representation hG is passed to the final layer to give the
outputs of the GNN, such as the chemical property prediction, the propensity
score, and the domain classification, as we will see later.
3.2 Bias correction using inverse propensity scoring (IPS)
If we assume there are no biases in our training dataset, the distributions of
the training dataset and the target (test) dataset are identical. This means that
minimizing the empirical mean of the loss function `, that is,
1
N
N∑
i=1
`(yi, f(Gi)), (3)
directly leads to obtaining a good prediction model that achieves a small ex-
pected loss E[`(y, g(G))] for the test data. However, in our situation where the
training dataset is sampled in a biased manner, the minimization of the standard
empirical loss results in a biased prediction model.
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One of the possible remedies to this problem is the use of a propensity
score [16] to adjust the importance weight of each training instance. The propen-
sity score pi(G) of molecular graph G is the probability that the molecule is in-
cluded in the experimental data. The loss for each molecule is inversely weighted
with the propensity score, which results in the modified objective function:
oIPS(f) =
1
N
N∑
i=1
1
pi(Gi)
`(yi, f(Gi)). (4)
With the correct propensity score function pi, the weighted loss function is un-
biased with respect to the uniform sampling from the molecular universe.
The IPS approach consists of two steps: propensity score estimation and
chemical property prediction. We first estimate the propensity score function
representing the probability of each molecule being experimented. It is estimated
from the biased training dataset and the unbiased test set (uniformly sampled
from the molecule universe). This step is usually performed by solving a two-
class probabilistic classification problem to classify the two datasets using the
logistic loss (a.k.a. the cross entropy loss). Note that the target property values
are not used for propensity modeling.
The second step estimates the chemical property prediction model with the
loss function weighted using the inverse of the propensity score. We use the
squared loss function as `, and the problem is cast as a weighted regression
problem.
The propensity score function and the chemical property prediction model
are both implemented as GNNs because they take graph-structured molecules
as their inputs.
3.3 Bias correction using domain-invariant representation learning
(DIRL)
The domain-invariant representation learning approach [8,33,43] is another op-
tion to correct sample selection biases. We adopt the best-known method pro-
posed by Ganin et al. [8], which we refer to as DIRL. It requires three compo-
nents: a feature extractor, a domain classifier, and a label predictor, denoted by
fF, fD, and fL, respectively. In contrast with IPS that has two separate GNN
models, there are two paths from the input (i.e., a molecular graph) to two out-
puts in one single model; the first path is to make chemical property predictions,
and is specified by a label predictor fL concatenated after a feature extractor
fF. The second path is for domain classification, which is specified by a domain
classifier fD concatenated after the feature extractor fF. Note that fF commonly
appears in both of the paths. The final deliverable f that we want is the com-
posite function of fF and fL, that is, f(G) = fL(fF(G)). The domain classifier
itself is not directly what we actually want for our final goal, but it helps to
extract de-biased representations of the inputs in the training phase.
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In the training phase, the first path (consisting of fF and fL) aims to predict
the target chemical property, by minimizing
oproperty(fF, fL) =
1
N
N∑
i=1
`(yi, fL(fF(Gi))), (5)
where ` is the loss function for chemical properties, namely, the squared loss
in our case. In the second path (including fF and fD), the domain classifier fD
aims to correctly classify the domain (i.e., training or test) of the input, while
the feature extractor fF aims to prevent the correct classification. Therefore,
denoting by c the loss function for domain classification (that is, the logistic loss
in our case), the objective function for the second path is given as
odomain(fF, fD) =
1
N +M
N+M∑
i=1
c(di, fD(fF(Gi))), (6)
where di indicates the domain that Gi belongs to (i.e., training or test). Note
that fD tries to minimize this objective function, while fF tries to maximize it.
The overlap between the minimization and the min-max problem is actually an
undesirable feature in the process of solving the optimization problem; especially
for the feature extractor aiming to minimize oproperty and maximize odomain.
To handle this situation simply with back-propagation, a special layer called
gradient reversal layer is often used. The gradient reversal layer denoted by
r is an identity function r(x) = x in forward calculations, but the derivative
is defined as ∂r∂x = −I. With the gradient reversal layer, the second objective
function odomain is rewritten as
odomain(fF, fD) =
1
N +M
N+M∑
i=1
c(di, fD(r(fF(Gi)))) (7)
so that the whole optimization problem becomes a pure minimization problem.
Since we optimize the whole network at once, the overall objective function
is the sum of oproperty and odomain,
oDIRL(fF, fD, fL) = o
property(fF, fL) + o
domain(fF, fD). (8)
4 Experiments
4.1 Biased sampling scenarios
Chemists consciously or unconsciously select the molecules to be used in their
experiments, depending on a variety of factors such as molecular structure, prop-
erties, cost, and popularity. Since we cannot know why the compounds reported
in the literature were selected, we simulate several possible scenarios for sampling
our training datasets.
In our experiments, we consider the following four possible biased sampling
scenarios:
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Fig. 1. Average densities of the training dataset and the test dataset. The x-axises
correspond to (a) number of atoms, (b) proportion of double/triple/aromatic bonds,
(c) value of HOMO-LUMO Gap (gap), and (d) value of mu, respectively.
Scenario 1 assumes molecules with a smaller number of atoms have higher
sampling chances, because smaller molecules are thought to be more common
and better-studied [22]. In the QM9 dataset, the number of atoms ranges
from 3 to 27.
Scenario 2 prefers molecules with smaller proportions of single bonds (i.e.,
with higher proportions of the other bond types). The spectral manifesta-
tions of chemical functional groups greatly depend on bond types within the
group [34]. For simplicity, we assume that less single-bonded molecule would
have stronger spectral manifestations.
Scenario 3 selects molecules with higher values of the HOMO-LUMO Gap,
because larger HOMO-LUMO Gap values often indicate higher stability and
lower chemical reactivity [1].
Scenario 4 assumes scientists focus on compounds with high target prop-
erty values based on their expertise and experience to conduct experiments.
Compounds with higher targets values have higher sampling chances.
4.2 Datasets
We use the chemical molecule dataset QM9 [28] as the universe G of the small
graphs. QM9 is a publicly available dataset covering 134,000 small stable organic
molecules made up of hydrogen (H), carbon (C), oxygen (O), nitrogen (N), and
fluorine (F). They are the subset of all the molecules with up to nine heavy
atoms (C, O, N, F) out of the 166 billion molecules of the GDB-17 chemical
universe [30,28]; therefore we consider the QM9 dataset as the natural universe
of molecules made of C, O, N, and F.
Each molecule in QM9 has 12 fundamental properties [28]: dipole moment
(mu), isotropic polarizability (alpha), highest occupied molecular orbital energy
(homo), lowest unoccupied molecular orbital energy (lumo), gap between homo
and lumo (gap), electronic spatial extent (r2), zero point vibrational energy
(zpve), internal energy at 0K (u0), internal energy at 298.15K (u298), enthalpy
at 298.15K (h298), free energy at 298.15K (g298), and heat capacity at 298.15K
(cv); they are used as 12 targets for 12 regression tasks.
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According to each of the four biased sampling scenarios, we sample a biased
training dataset with a size of approximately 10% of the whole QM9 dataset
(i.e., approximately 13,400 compounds). Each compound has a sampling chance
determined by the sigmoid function depending on the corresponding sampling
criteria. For example, in Scenario 1, the smallest molecules with three atoms have
the largest sampling chances, while the ones with 27 atoms have the smallest
chances. The larger the gain of the sigmoid curve becomes, the more the training
and test dataset are separated; we tune the gain so that the average sampling
probability becomes 10%.
A test dataset of the same size is then sampled uniformly at random from
the remaining molecules. We use sampling without replacement, so no graph
belongs to the training set and the test set simultaneously.
We repeat the sampling procedure 30 times to build training and test datasets
for statistical testing. Figure 1 shows the average densities of the 30 trials under
the biased sampling scenarios (for Scenario 4, only the first target among the 12
targets is shown due to the page limitation). Note that the test density of the
test dataset reflects that of the whole chemical universe.
4.3 Implementation details
GNN. We use the PyTorch Geometric Library [7] to implement the GNN mod-
els that both of our approaches are based on. Each atom is encoded as a 32-
dimensional vector depending on the atom type. The message passing function
mt depends on edge types and is 32-dimensional. The update function ut is a
gated recurrent unit with 32 internal dimensions. The readout function r is a
sequence-to-sequence layer followed by two linear layers with 32 internal dimen-
sions.
IPS. To apply the IPS approach, we require two GNN models, one for the
propensity score function and the other for chemical property prediction. In the
former, we use T = 3 GNN layers and a logistic function as the final layer
because the propensity score gives the probability that a chemical compound is
observed. We use the ADAM [20] optimizer with no weight decay and a batch
size of 64 for each iteration. We use a learning rate updating scheduler with an
initial learning rate of 1e − 5; this reduces the learning rate by a factor of 0.7
until the validation error stops reducing for five training epochs. The validation
datasets are randomly chosen to include 20% of the training set and the test set.
The optimized model that achieves the lowest validation error on the validation
dataset is applied for inferring the importance.
The chemical property prediction models also has T = 3 GNN layers, and
the other training settings are almost the same as those for the propensity score
model. The validation set is 20% of the training set. Because we have 12 target
chemical properties, we train 12 different GNN predictors.
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Fig. 2. Average MAE on chemical property u0 depending on the indicators under
four biased sampling scenarios. The x-axes correspond to (a) number of atoms, (b)
proportion of double/triple/aromatic bonds. (c) value of HOMO-LUMO Gap (gap),
and (d) value of u0, respectively.
DIRL. The network structure for the DIRL approach has two output paths:
the domain classifier and the label predictor. This structure shares the common
feature extraction layers on the input side. We set the number of the GNN layers
corresponding to the feature extractor to 3, and those for the domain classifier
and the label predictor to 3 and 2, respectively. Similar to the IPS approach, the
domain classifier has a readout function for classification (i.e., a logistic function)
and the label predictor has one for regression. Note that the feature extractor has
no readout function. As is the case with the IPS approach, we use ADAM [20]
with no weight decay as the optimizer. We also use a learning rate updating
scheduler, with an initial learning rate of 1e− 5, and reduce the learning rate by
a factor of 0.7 until the validation error stops reducing for five training epochs.
The batch size is set to 64. In contrast with IPS, the whole network is trained in
an end-to-end manner. We train 12 DA-GNNs for each of the target properties
in each trial. 20% of the training set and the test set are used as the validation
set for the domain classifier, and 20% of the training set is used for the label
predictor.
Baseline Method. As the baseline method, we use the same GNN structure
as the one for IPS, but without bias mitigation. In contrast to the IPS approach,
we use the standard average loss for the training dataset (3). The same settings
as for IPS are used except for those specific to IPS, such as the number of GNN
layers, the choices of the hyperparameters, and the training and validation sets.
Evaluation metrics. The prediction accuracy for each option is evaluated in
terms of the average mean absolute error (MAE) obtained from the 30 trials. We
also perform the paired t-test to check the statistical significance of performance
differences.
4.4 Results
Comparison of predictive performance. We show all the MAE comparison
results (in the mean and standard deviations of 30 trials) in Tables 1–4 corre-
sponding to the four simulated biased sampling scenarios. In all four tables, the
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Table 1. MAE results under Scenario 1
Baseline IPS DIRL
mu 0.250±0.016 0.239±0.012 4.5% ** 0.287±0.014 -14.5% **
alpha 0.710±0.052 0.649±0.034 8.6% ** 0.762±0.043 -7.3% **
homo 0.596±0.019 0.615±0.018 -3.2% ** 0.644±0.018 -8.0% **
lumo 0.589±0.028 0.605±0.026 -2.7% * 0.661±0.038 -12.0% **
gap 0.902±0.031 0.935±0.040 -3.6% ** 0.944±0.027 -4.6% *
r2 6.357±0.962 6.431±0.945 -1.1% 8.529±0.670 -34.1% **
zpve 0.555±0.035 0.531±0.042 4.4% ** 0.958±0.098 -72.5% **
u0 0.947±0.128 0.761±0.094 19.6% ** 1.327±0.165 -40.0% **
u298 0.901±0.119 0.687±0.098 23.7% ** 1.297±0.106 -44.0% **
h298 0.926±0.116 0.762±0.115 17.6% ** 1.473±0.214 -59.1% **
g298 0.890±0.119 0.735±0.120 17.4% ** 1.445±0.209 -62.3% **
cv 0.252±0.013 0.228±0.011 9.3% ** 0.278±0.014 -10.3% *
Table 2. MAE results under Scenario 2
Baseline IPS DIRL
mu 0.3405±0.0252 0.3038±0.0212 10.7% ** 0.3467±0.0144 -1.8%
alpha 0.8388±0.0864 0.7210±0.0450 14.0% ** 0.8729±0.0434 -4.0%
homo 0.7116±0.0268 0.7306±0.0215 -2.6% ** 0.7467±0.0377 -4.9% **
lumo 0.7374±0.0562 0.7224±0.0320 2.0% 0.8187±0.0482 -11.0% **
gap 1.1226±0.0510 1.1512±0.0585 -2.5% * 1.1356±0.0423 -1.1%
r2 7.8447±0.6044 8.1287±0.7101 -3.6% 12.310±1.5569 -56.9% **
zpve 0.6459±0.0766 0.5706±0.0523 11.6% ** 1.0141±0.1112 -57.0% **
u0 1.1785±0.2493 0.8406±0.2298 28.6% ** 1.8660±0.2740 -58.3% **
u298 1.1583±0.2475 0.8741±0.1536 24.5% ** 2.1672±0.2963 -87.1% **
h298 1.1266±0.2763 0.8551±0.1932 24.0% ** 1.9469±0.4004 -72.8% **
g298 1.2248±0.2712 0.8236±0.1626 32.7% ** 2.0564±0.3719 -67.8% **
cv 0.2770±0.0150 0.2468±0.0133 10.9% ** 0.3009±0.0168 -8.6% *
ratios in the IPS and DIRL columns indicate the improvements achieved over
the baseline, respectively. The ‘*’ symbols next to the improvements denote the
p-values reported in the paired t-test; ‘**’ means the p-value is less than 0.01,
that is, the increase/decrease is statistically significant with a 1% threshold.
Similarly, ‘*’ means that the p-value is less than 0.05, that is, the statistical
significance has a 5% threshold.
Table 1 shows the results under Scenario 1, which uses the number of atoms
as an indicator for biased sampling. The IPS approach improves the predictive
performance with statistical significance compared with the baseline method for
eight chemical properties, whereas the DIRL approach degrades the predictive
performance for all 12 chemical properties with statistical significance.
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Table 3. MAE results under Scenario 3
Baseline IPS DIRL
mu 0.3067±0.0212 0.3170±0.0267 -3.3% 0.3613±0.0241 -17.8% **
alpha 0.7875±0.0568 0.7748±0.0396 1.6% * 0.9118±0.0413 -15.7% **
homo 0.6748±0.0277 0.6862±0.0288 -1.6% 0.7224±0.0442 -7.0% *
lumo 0.8122±0.0540 0.8064±0.0459 0.7% 0.9459±0.0410 -16.4% **
gap - - - - - -
r2 6.4950±0.8817 6.3297±0.9999 2.5% * 12.070±1.1736 -85.8% **
zpve 0.6364±0.0760 0.5905±0.0572 7.2% * 0.9601±0.1002 -50.8% **
u0 0.9304±0.1047 0.8305±0.1009 10.7% ** 1.6994±0.3591 -82.6% **
u298 0.9857±0.1508 0.8363±0.1068 15.1% ** 1.6023±0.2339 -62.5% **
h298 0.9267±0.1001 0.8318±0.1290 10.2% ** 1.6712±0.2297 -80.3% **
g298 0.9510±0.1022 0.8645±0.1039 9.0% ** 1.6765±0.1783 -76.2% **
cv 0.2410±0.0122 0.2379±0.0101 1.2% * 0.2819±0.0153 -16.9% **
Table 4. MAE results under Scenario 4
Baseline IPS DIRL
mu 0.4188±0.0450 0.3820±0.0373 8.7% ** 0.4231±0.0209 -1.0%
alpha 0.8581±0.0669 0.8412±0.0528 1.9% 0.9452±0.0274 -10.1% *
homo 0.7328±0.0437 0.7274±0.0420 0.7% 0.7789±0.0569 -6.2%
lumo 0.8920±0.0461 0.8943±0.0627 -0.2% 0.9680±0.0672 -8.5% *
gap 1.1090±0.0546 1.1394±0.0588 -2.7% * 1.2268±0.0728 -10.6% **
r2 7.1315±1.0678 6.0009±0.8993 15.8% ** 11.092±1.7639 -55.5% **
zpve 0.6573±0.0407 0.6085±0.0586 7.4% ** 1.0408±0.0663 -58.3% **
u0 1.0080±0.1510 0.9191±0.1064 8.8% * 1.6332±0.2086 -62.0% **
u298 1.0389±0.1456 0.9226±0.1313 11.1% ** 1.6580±0.1620 -59.5% **
h298 1.0300±0.1391 0.9237±0.1162 10.3% ** 1.6560±0.2332 -60.7% **
g298 1.0425±0.1304 0.9448±0.1332 9.3% * 1.6450±0.1873 -57.7% **
cv 0.2478±0.0111 0.2527±0.0098 -1.9% 0.2978±0.0176 -20.1% **
Similarly, for Scenario 2 , Table 2 shows the statistically significant improve-
ments by IPS for nine chemical properties, and DIRL degrades the predictive
performance for nine chemical properties.
Table 3 shows the results under Scenario 3 which uses the HOMO-LUMO
Gap value as the indicator for biased sampling, and predicts on 11 other chemical
properties. Again, the predictive performance for eight chemical properties is
improved with statistical significance by IPS, and DIRL is detrimental to the
performance for all 11 chemical properties. Note that the result for the prediction
of the HOMO-LUMO Gap is missing in the table (denoted by ‘gap’), but it is
equivalent to the result for the HOMO-LUMO Gap in Scenario 4.
Similar results are found in Table 4 corresponding to Scenario 4, where each
of 12 chemical properties is used as the indicator for biased sampling in the
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prediction tasks for the property itself; IPS improves in eight properties, while
DIRL degrades in ten properties.
The overall results for all the scenarios indicate that the IPS approach im-
proves the performance for many properties and scenarios; especially, it is note-
worthy that the performance is statistically significantly improved for the six
properties (alpha, zvpe, u0, u298, h298, and g298) in all of the four scenarios,
which shows that IPS has solid effectiveness and promise in mitigating experi-
mental biases. On the other hand, the DIRL approach is almost harmful for all
the scenarios.
The improvements by IPS are more significant for Scenarios 1 and 2 than
Scenarios 3 and 4. The differences might be explained by the accuracy of the
propensity score model; the accuracies in the four scenarios are 81.05%, 87.49%,
76.04%, and 79.02%, respectively, which mean that the propensity scores are
more accurate in Scenarios 1 and 2.
Prediction accuracy depending on indicators for biased sampling. We
further investigate why the IPS approach successfully corrects the bias while the
DIRL approach fails, by visualizing the prediction accuracy depending on the
indicators used in the biased sampling scenarios.
Due to space limitations, we only show the predictive performance for the
chemical property u0 in Figure 2. The horizontal axes in the figure correspond
to the indicators, namely, (a) the number of atoms, (b) the proportion of dou-
ble/triple/aromatic bonds, (c) the value of the HOMO-LUMO Gap (gap), and
(d) the value of u0, respectively. The vertical axis corresponds to the average
test MAE (that is, the smaller, the more accurate).
Under Scenario 1, most of the molecules used for training have a number
of atoms ranging from 3 to 15. For molecules with 15 or more atoms, mainly
in the test data set, IPS consistently outperforms the other methods. Under
Scenario 2, most of the molecules used for training have a proportion of dou-
ble/triple/aromatic bonds higher than 0.3. Again, on those molecules with pro-
portion less than 0.3, IPS consistently performs better than the others. Similarly
in Scenarios 3 and 4, we observe the advantage of IPS for the smaller indicator
values corresponding to the test datasets.
Why does the DIRL approach fail? The DIRL approach [8] is a more
complicated and modern approach for adapting two datasets from different do-
mains with different distributions, which is known to perform better than the
IPS approach on many tasks. However, from our experimental results, it is very
surprising that the DIRL approach performs very poorly in the chemical prop-
erty prediction under the biases. We attribute some of this failure in part to
the recent discussion about transferability and disrciminability; in their words,
while the model achieves high transferability, it fails in discriminability [4]. The
DIRL approach finds a space where the molecules from the training set and the
target chemical universe are indistinguishable. However, when the information
that is useful for discriminating the two domains is also useful for predicting
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the chemical property, it is eliminated by the domain-invariant approach, which
results in poor discriminability (in other words, prediction power). For example,
in Scenario 4, the indicator for introducing the biases and the target chemical
property are strongly correlated, as is evident from the definition. Since the other
indicators are also very basic chemical properties, it would not be surprising if
the information useful for predicting them were also highly related with that for
the target chemical properties.
5 Related Work
The existence of experimental biases has been presented in the literature in the
field of chemical, physical, biological, and pharmaceutical sciences. For instance,
choices of compounds to be investigated are encouraged/discouraged by vari-
ous physical and chemical properties of compounds, for example, solubility [24],
weight [29], toxicity [13], and side effects, or by factors related to the molecular
structure such as crystals [17]. In the pharmaceutical domain, drug likeness is an
important factor for target selection, as exemplified by the “Lipinski’s rules of
five” [22]. Concerns about the cost, availability, experimental methods [37], and
research trends [15] can also be sources of bias in the selection. The present study
focuses on properties of compounds themselves, but experimental biases in their
interactions such as drug-target interactions have also been reported [44,25].
Although the existing studies report negative impacts on the performance of
predictive modeling using biased datasets [18,38,3], to the best of our knowl-
edge, there has been no attempt to mitigate the biases to improve the predictive
performance.
Recent significant developments in deep neural networks have expanded their
scope from vector data to texts and images, and even to graph-structured data.
Graph neural networks are actively being studied [12,40] and successfully applied
to chemical and physical domains [6,19,36,11,21,42,47]. We used one of the well-
known fairly general GNNs [9] in this study, but more modern architectures
have been proposed, e.g., one incorporating attention [36] and another with more
expressive power [41]. Most of the existing studies assume unbiased datasets, and
the present study is the first to address the bias mitigation problem in learning
GNNs, except for the one considering classification on a single large graph [10],
while we consider the classification of a set of small graphs.
To mitigate the biases in the experimental datasets, the present study applies
two techniques from domain adaptation and causal inference. The problems of
learning prediction models, when the distributions of the training dataset and
the test dataset are different, are called domain adaptation, covariate shift adap-
tation [27], or transfer learning [26], and have been a major topic in machine
learning. Recently, deep neural networks for domain adaptation based on the
idea of domain-invariant representation learning (DIRL) were proposed [8,35].
In this study, we combined DIRL with GNNs, but contrary to our expectations,
the approach performed quite poorly. As we discussed in the experimental sec-
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tion, some more recent approach balancing transferability and discriminability
might offer a solution to this issue [4].
The problem of biased observations is also discussed in the context of causal
inference. In this study, we applied the inverse propensity scoring (IPS) method [16],
which yields remarkable improvements in prediction performance. IPS is also
successfully applied to various applications including recommender systems [32].
The DIRL approach is also proposed in the context of causal inference [33].
6 Conclusion
We tackled the problem of applying machine learning approaches to chemical
property prediction from datasets including experimental biases. We introduced
bias mitigation methods by combining the recent developments in causal infer-
ence, domain adaptation, and graph learning, i.e., the inverse propensity scoring
(IPS) and the domain invariant representation learning (DIRL) combined with
graph neural networks (GNNs). We simulated four practical biased sampling
scenarios on the well-known QM9 dataset. The experimental results confirmed
that the IPS approach improved the performance for chemical property predic-
tion with statistical significance, while the DIRL approach was not effective in
this domain. Although the domain-invariant approach performed poorly on our
settings, our considerations on the failure of DIRL suggest there may be space
for improvement, if information for the final predictor can be somehow kept
uneliminated by the domain classifier.
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