Coxeter elements and root bases  by Kirillov, A. & Thind, J.
Journal of Algebra 344 (2011) 184–196Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Coxeter elements and root bases
A. Kirillov Jr., J. Thind ∗
Department of Mathematics, SUNY at Stony Brook, Stony Brook, NY 11794, USA
a r t i c l e i n f o a b s t r a c t
Article history:
Received 16 July 2010
Available online 4 August 2011
Communicated by J.T. Stafford
Keywords:
Representation theory
Lie theory
Let g be a Lie algebra of type A, D , E with ﬁxed Cartan subalge-
bra h, root system R and Weyl group W . We show that a choice
of Coxeter element C ∈ W gives a root basis for g. Moreover, us-
ing the results of Kirillov and Thind (2010) [KT] we show that this
root basis gives a purely combinatorial construction of g, where
root vectors correspond to vertices of a certain quiver Γ̂ , and with
respect to this basis the structure constants of the Lie bracket are
given by paths in Γ̂ . This construction is then related to the con-
structions of Ringel and Peng and Xiao.
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1. Introduction
Let Γ be a Dynkin graph of type A, D , E . Let g and Uq(g) be the corresponding Lie algebra and
quantum group respectively. By choosing an orientation Ω of Γ , one obtains a quiver
−→
Γ = (Γ,Ω).
Ringel used the category Rep(
−→
Γ ) of representations of
−→
Γ to realize n+ and Uqn+ (see [R1,R2]). Peng
and Xiao then used a related category, Db Rep(−→Γ )/T 2, to realize the whole Lie algebra g. The draw-
back of these constructions is the necessity of choosing an orientation of the Dynkin diagram.
Motivated by these results and the ideas of Ocneanu [O], the main goal of this paper is to use
a Coxeter element, and the results in [KT], to construct a root basis in the Lie algebra g and to
determine the structure constants of the Lie bracket in purely combinatorial terms.
In [KT] it was shown a choice of Coxeter element gives a bijection between R and a certain
quiver Γ̂ , which identiﬁes roots in R and vertices in Γ̂ . This bijection then identiﬁes vertices in Γ̂
with basis vectors Eα . Using this identiﬁcation and choice of basis, it is possible to determine the
structure constants of the Lie bracket from paths in Γ̂ . Thus it is possible to realize the Lie alge-
bra g completely in terms of the quiver Γ̂ . This construction is then independent of any choice of
orientation of Γ or choice of simple roots.
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The main result will now be stated. The proof of this theorem will be left to Section 4 and Sec-
tion 5. In Section 5 this construction will be related to the constructions of Ringel and Peng–Xiao.
Theorem 1.1. Let g be a Lie algebra of type A, D, E with ﬁxed Cartan subalgebra h. This gives a root system R
with Weyl group W . Fix a Coxeter element C ∈ W .
(1) The choice of a Coxeter element C gives a root basis {Eα}α∈R for g.
(2) Let 〈·,·〉 be the de-symmetrization of the bilinear form (·,·) given by
〈x, y〉 = ((1− C)−1x, y)
Then the Lie bracket is given by
[Eα, Eβ ] =
{
(−1)〈α,β〉Eα+β for α + β ∈ R
0 for α + β /∈ R and α = −β
2. Preliminaries
2.1. Notation
Let g be a simple Lie algebra of type A, D , E , and let h be a ﬁxed Cartan subalgebra. Denote by
R the root system, W the Weyl group, and Γ the Dynkin diagram associated to the pair (g,h). Thus
Γ is a Dynkin diagram of type A, D , E .
Let Π = {αi}i∈Γ denote a set of simple roots.
Since the Weyl group acts simply-transitively on sets of simple roots, there is a unique element
which takes Π to −Π . This element is called the longest element and denoted by w0.
For i ∈ Γ deﬁne i ˇ by −αi ˇ = w0(αi), where w0 ∈ W is the longest element.
A set of simple roots Π is compatible with a Coxeter element C ∈ W if there is a reduced ex-
pression C = si1 si2 · · · sir , where each simple reﬂection appears exactly once. In other words, Π is
compatible with C if lΠ(C) = r, where lΠ is the length of a reduced expression in terms of the simple
reﬂections si .
Let Uq(g) be the corresponding quantum group. It is generated by elements Ei , Fi , K
±1
i , where
i ∈ Γ . In particular, for q = 1 this gives the universal enveloping algebra U (g) of g.
2.2. The quiver Γ̂
Given the Dynkin diagram Γ of type A, D , E with Coxeter number h, construct a quiver Γ̂ ⊂
Γ × Z2h as follows:
(1) Choose a “parity” function p : Γ → Z2, so that p(i) = p( j) + 1 for i, j connected in Γ .
(2) Using p, deﬁne the vertex set of Γ̂ to be Γ̂0 = {(i,n) | p(i) + n ≡ 0 mod 2}.
(3) The arrows are given by (i,n) → ( j,n + 1) for i, j connected in Γ .
(4) Deﬁne a “twist” map τ : Γ̂ → Γ̂ by τ (i,n) = (i,n + 2).
Example 2.1. For the graph Γ = D5 the quiver Γ̂ is shown in Fig. 1. Note that this is the Auslander–
Reiten quiver of the category Db(−→Γ )/T 2 for any choice of orientation Ω . Here the Z2h direction
is vertical and the translation acts vertically, while in most of the literature the Z2h direction is
horizontal and the translation acts horizontally to the right.
A function h : Γ → Z2h such that h(i) = h( j) ± 1 for i, j connected in Γ will be called a “height
function”. Note that such a map deﬁnes an orientation on Γ by i → j if i, j are connected and
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incoming arrows at the bottom level.
h( j) = h(i) + 1. This orientation will be denoted by Ωh . A height function h also gives an embedding
of the quiver (Γ,Ωh) in Γ̂ , given by i 
→ (i,h(i)). The image of such an embedding is called a “slice”
and is denoted by Γh .
For a height function h, if i ∈ Γ is a sink or source for Ωh deﬁne a new height function sih by
sih( j) =
{
h(i) ± 2 if j = i where the sign is + for i a source, − for i a sink
h( j) if j = i
The orientation determined by sih is denoted by siΩ and is obtained by reversing all arrows at i.
Deﬁne a function 〈·,·〉Γ̂ : Γ̂ × Γ̂ → Z by setting
〈
(i,n), ( j,n)
〉
Γ̂
= δi j〈
(i,n), ( j,n + 1)〉
Γ̂
= the number of paths (i,n) → ·· · → ( j,n + 1)
= the number of edges between i, j in Γ
Then for any q = (k,m) ∈ Γ̂ use the relation
〈
q, (i,n)
〉
Γ̂
−
∑
j−i
〈
q, ( j,n + 1)〉
Γ̂
+ 〈q, (i,n + 2)〉
Γ̂
= 0
for i, j connected in Γ , to extend the deﬁnition.
It was shown in [KT, Proposition 7.4] that this function is well deﬁned.
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stands for ei − e j . The set of positive roots corresponding to Π is shaded. Recall that Γ̂ is periodic, so that arrows leaving the
top level are identiﬁed with the incoming arrows on the bottom level.
Given a Coxeter element C ∈ W , it was shown in [KT] that there is a bijection R → Γ̂ with the
following properties:
(1) It identiﬁes the Coxeter element C with the “twist” τ : Γ̂ → Γ̂ .
(2) It gives a bijection between simple systems Π , compatible with C , and height functions
h :Γ → Γ̂ .
(3) For each height function h one obtains an explicit description of the corresponding positive roots
and negative roots as disjoint connected subquivers of Γ̂ , as well as a reduced expression for the
longest element w0 in the Weyl group. The reduced expression for w0 is given as a sequence of
source to sink reﬂections taking the slice ΓhΠ to the slice Γh−Π .
(4) There is a de-symmetrization of the inner product on R , denoted by 〈·,·〉, which is analogous
to the Euler form in quiver theory. Moreover, under the bijection Φ , this form is identiﬁed
with 〈·,·〉Γ̂ in Γ̂ .
Example 2.2. For Γ = A4 with Π = {e1 − e2, e2 − e3, e3 − e4, e4 − e5} and C = s1s2s3s4 the bijection
R → Γ̂ is given in Fig. 2.
3. Braid group action
In this section the deﬁnition and relevant results of the braid group operators as deﬁned in [J] are
reviewed. For more details see [J], or [L].
Fix a system of simple roots Π . Let Ei, Fi, K
±1
i denote the corresponding generators of Uq(g).
For simple roots αi deﬁne operators Ti, T ′i on any ﬁnite dimensional module V by setting for
v ∈ Vλ:
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∑
a,b,c0;−a+c−b=m
(−1)bqb−ac E
(a)
i
[a]!
F (b)i
[b]!
E(c)i
[c]! v
T ′i (v) =
∑
a,b,c0;−a+c−b=m
(−1)bqac−b E
(a)
i
[a]!
F (b)i
[b]!
E(c)i
[c]! v
with m = (λ,αiˇ).
Then there are unique automorphisms of Uq(g), also denoted by Ti, T ′i so that for any u ∈ Uq(g)
and v ∈ V we have Ti(uv) = Ti(u)Ti(v). The operator Ti acts on weights by the reﬂection si .
The automorphisms Ti satisfy the braid relations:
Ti T j = T j Ti for (αi,α j) = 0
Ti T j T i = T j Ti T j for (αi,α j) = −1
For the automorphism Ti there are the following formulae:
Ti Ei = −Fi Ki
Ti F i = −K−1i Ei
T i E j = E j for (αi,α j) = 0
Ti E j = Ei E j − q−1E j Ei for (αi,α j) = −1
Ti F j = F j for (αi,α j) = 0
Ti F j = Fi F j − q−1F j Fi for (αi,α j) = −1
In fact, there are automorphisms Tα for any root α. As above, deﬁne Tα on a module V by setting
for v ∈ Vλ:
Ti(v) =
∑
a,b,c0;−a+c−b=m
(−1)bqb−ac E
(a)
α
[a]!
F (b)α
[b]!
E(c)α
[c]! v
T ′i (v) =
∑
a,b,c0;−a+c−b=m
(−1)bqac−b E
(a)
α
[a]!
F (b)α
[b]!
E(c)α
[c]! v
where Eα, Fα ∈ Uq(g) satisfy the Uq(sl2) relations and m = (λ,αiˇ).
Lemma 3.1. LetΦ be an automorphism of Uq(g) such that Eα = Φ(Ei) and Fα = Φ(Fi). Then Tα = ΦTiΦ−1 .
The automorphisms Tα satisfy relations similar to those of the Ti :
Tα Eα = −FαKα
Tα Fα = −K−1α Eα
Tα Eβ = Eβ for (α,β) = 0
Tα Eβ = Eα Eβ − q−1Eβ Eα for (α,β) = −1
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Tα Fβ = Fα Fβ − q−1Fβ Fα for (α,β) = −1
Since the operators Ti satisfy the braid relations it is possible to deﬁne an operator Tw for any
w ∈ W . For any reduced expression w = si1 si2 · · · sik for w ∈ W deﬁne Tw = Ti1 Ti2 · · · Tik .
The following lemma will be useful. It can be found in [J, Proposition 8.20].
Lemma 3.2. If w ∈ W is such that w(αi) ∈ R+ , then Tw(Ei) ∈ U+q . If, in addition, w(αi) = α j , then
Tw(Ei) = E j .
For the case to be considered in the following sections, this result gives the following important
corollary.
Corollary 3.3. Let w0 ∈ W be the longest element. Then Tw0 (Ei ˇ) = Ti Ei = −Fi Ki .
Proof. Let w0 = siw be a reduced expression for w0, so that Tw0 = Ti Tw . Then since
w(αi ˇ) = siw0(αi ˇ) = si(−αi) = αi
the lemma gives Tw(Ei ˇ) = Ei , and the result follows by applying Ti . 
4. Longest element and construction of root vectors
Let Π be a simple system, and let R = R+ ∪ R− be the corresponding polarization. Let w0 be the
longest element. A reduced expression w0 = si1 si2 · · · sil is said to be adapted to an orientation Ω of Γ
if ik is a source for si1 · · · sik−1Ω . In particular i1 is a source of Ω .
Lemma 4.1. Given any orientation Ω , there is a reduced expression adapted to Ω , and moreover, any two
expressions adapted to Ω are related by sis j = s j si with nij = 0.
Proof. Recall that any height function h determines an orientation Ωh and that for any orientation Ω
there is a choice of h so that Ω = Ωh . So take some h corresponding to Ω . Note that any reduced
expression adapted to Ω gives a sequence of source to sink moves taking the slice Γh to the slice Γ−h
where Γ−h is the slice corresponding to the simple roots −Π .
Let w0 = si1 · · · sil and w0 = si′1 · · · si′l be two different reduced expressions adapted to Ω . Let k be
the ﬁrst index where they differ. Write ik = i and i′k = j to simplify notation. Then there are reduced
expressions
w0 = wsiw1s jw2
w0 = ws jw ′1s jw ′2
where s j does not appear in w1 and si does not appear in w ′1. Thus i, j are both sources for wΩ and
hence nij = 0. Note that since w1 is obtained as a sequence of source to sink reﬂections, and since s j
does not appear in w1, j remains a source during this process. Hence if sk appears in w1 then k is
not adjacent to j, so that n jk = 0. Thus w1s j = s jw1, which gives:
w0 = wsiw1s jw2
= wsis jw1w2
= ws jsiw1w2
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si sk = sksi for nik = 0. Continuing in this fashion it is possible to make the expressions agree at every
index using only this relation. 
It is well known that a reduced expression w0 = si1 · · · sil , adapted to Ω , gives an ordering of
the positive roots R = {γ1, . . . , γl} by setting γk = si1 · · · sik−1(αk). Such an expression also gives root
vectors Eα , Fα for α ∈ R+ as follows:
Eγk = Ti1 · · · Tik−1(Eik ) (4.1)
Fγk = Ti1 · · · Tik−1(Fik ) (4.2)
Note that since the Ti satisfy the braid relation, Lemma 4.1 implies that the root vectors deﬁned
this way do not depend on the choice of reduced expression adapted to Ω .
Note that if γk = si1 · · · sik−1αik then γk = sγk−1 · · · sγ1αik , and the longest element can be expressed
as w0 = sγl · · · sγ1 .
Since Tγk = (Ti1 · · · Tik−1 )Tik (Ti1 · · · Tik−1 )−1, then as for reﬂections,
Ti1 · · · Tik = Tγk · · · Tγ1
so the root vectors Eγk given in Eq. (4.1) can be expressed as
Eγk = Tγk−1 · · · Tγ1 Eik (4.3)
Deﬁnition 4.2. Let Π be a set of simple roots, and Ω be an orientation of Γ and let w0 = si1 · · · sil be
a reduced expression adapted to Ω . A root basis {Eα}α∈R is said to be adapted to the pair (Π,Ω) if
for α ∈ R+ the vector Eα is given by Eq. (4.1), or equivalently by Eq. (4.3).
4.1. Change of orientation
For a reduced expression w0 = si1 si2 · · · sil , adapted to Ω , deﬁne a new reduced expression w0 =
si2 · · · sil si1 ˇ which is adapted to s1Ω . Then this gives a new enumeration of positive roots {γ ′1, . . . , γ ′l },
and a new collection of root vectors:
γ ′1 = sii (γi2), γ ′2 = si1(γi3), . . . , γl = αi1ˇ
Eγ ′ = T−1i (Esiγ ) for γ = αi1 (4.4)
4.2. Coxeter element
Now consider the case where there is a ﬁxed Coxeter element C ∈ W and hence an identiﬁcation
R → Γ̂ as in [KT]. In this case a choice of height function h is identiﬁed with a set of simple roots Π
compatible with C , and hence determines a polarization R = Rh+ ∪ Rh− . A height function also deter-
mines a reduced expression for w0 adapted to the orientation Ωh . This expression is obtained from
Γ̂ as a sequence of source to sink reﬂections which take the slice ΓhΠ to the slice Γh−Π .
Using this reduced expression, there is an associated ordering of the positive roots which gives a
completion of the partial order given by paths in Γ̂ . Note that the completion depends on the reduced
expression.
Now choose a height function h. Then using the reduced expression for w0 obtained above, it is
possible to deﬁne a collection of root vectors Eα for α ∈ Rh+ using Eq. (4.1).
Under the identiﬁcation R → Γ̂ suppose that α = (i,n), then Cα = (i,n+ 2). For j connected to i,
denote by γ j the root corresponding to vertex ( j,n + 1). The collection of roots {α,γ j,Cα} is said to
satisfy the fundamental relation in Γ̂ . Such a collection is depicted in Fig. 3.
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Lemma 4.3. Let α,γ j,C(α) ∈ Rh+ satisfy the fundamental relation in Γ̂ . Then the corresponding root vectors
satisfy:
EC(α) =
(∏
j−i
Tγ j
)
Tα(Eα) (4.5)
Proof. Let h be a ﬁxed height function and let Π = {α1, . . . ,αr} denote the corresponding set of
simple roots and si the corresponding simple reﬂections.
Let α = (i,n), γ j = ( j,n + 1), Cα = (i,n + 2) and
w0 = wsi
(∏
j−i
s j
)
siw
′
be a reduced expression adapted to Ωh .
Then
Eα = Tw Eαi and Tα = TwTαi T−1w
Eγ j = Tw Tα j Eα j and Tγ j = TwTαi Tα j T−1αi T−1w
ECα = Tw Tαi
(∏
j−i
Tα j
)
Eαi
where the product
∏
j−i is taken over all j connected to i in Γ .
On the other hand, using the ﬁrst two formulae, and comparing with the third one obtains:
(∏
j−i
Tγ j
)
Tα Eα =
∏
j−i
(
TwTαi Tα j T
−1
αi
T−1w
)
TwTαi T
−1
w Tw Eαi
= TwTαi
(∏
j−i
Tα j
)
T−1αi T
−1
w TwTαi T
−1
w Tw Eαi
= TwTαi
(∏
j−i
Tα j
)
Eαi
= ECα 
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a reduced expression w0 and a slice Γh ⊂ Γ̂ . Deﬁne a root basis as follows:
(1) For β ∈ Γh choose Eβ ∈ gβ .
(2) Since any root is of the form α = Ckβ for some k and some β , deﬁne Eα inductively using
Eq. (4.5), beginning with ECβ for β a source in Γh .
Note that for Chβ = β this procedure produces another root vector E ′β ∈ gβ .
Proposition 4.4. Let Eα, E ′α be the root vectors deﬁned above.
(1) For q = 1, E ′α = Eα , so this procedure produces a consistent root basis in g.
(2) For q = 1, E ′α = K−1α EαKα .
Corollary 4.5. Let Uqg denote the corresponding quantum group. For q = 1 there is a Z-torsor of vectors {Ekα}
for each root α that are related by Ek+nα = K−nα EkαKnα .
Proof. To simplify notation, set Eαi = Ei , Fαi = Fi , Kαi = Ki . Then using Corollary 3.3 one obtains:
E ′i = Tw0(Tw0 Ei)
= Tw0(−Fi ˇKi ˇ)
= −(Tw0 Fi ˇ)(Tw0 Ki ˇ)
= −(−K−1i Ei)(Ki)
= K−1i Ei Ki
This proves the second part, and to get the ﬁrst part set q = 1 so that Ki = 1. 
Theorem 4.6. Let h be any height function and denote the associated simple roots and orientation by Πh
and Ωh respectively.
(1) The root basis deﬁned above is adapted to the pair (Πh,Ωh).
(2) For this choice of root basis the Lie bracket is given by:
[Eα, Eβ ] =
{
(−1)〈α,β〉Eα+β for α + β ∈ R
0 for α + β /∈ R and α = −β
Proof. Let h be the height function used to construct the root basis {Eα}. By construction this basis
is adapted to the pair (Πh,Ωh). So it is enough to check that if {Eα} is adapted to (Π,Ω), and i is a
source for Ω , then {Eα} is also adapted to (siΠ, siΩ).
Suppose that {Eα} is adapted to (Π,Ω) and that i is a source. Let Π = {α1, . . . ,αr}. Then since i
is a source and w0 is adapted to Ω , the corresponding reduced expression for the longest element
has the form w0 = si si2 · · · sil . By writing γk = si1 · · · sik−1αik , the longest element can be reexpressed
as w0 = sγl · · · sγ2 sαi . (Note that since i is a source, γ1 = αi .)
Then since {Eα} is adapted it is possible to write
Eγk = Tγk−1 · · · Tγ2 Tαi Eαk
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simple reﬂections s′j = si s j si . Then the corresponding reduced expression for the longest element is
w0 = s′i2 · · · s′il si and as before if γ ′k = s′i2 · · · s′ik−1(α′ik ), then γ ′k = γk+1 for k + 1 = l and γl = −αi .
Now, if k + 1 = l then
E ′γk = Eγk+1
= Tγk · · · Tγ2 Tαi Eαik+1
= Tγk · · · Tγ2 Esiαik+1 by Eq. (4.4)
= Tγ ′k−1 · · · Tγ ′1 Eα′k
so E ′γk is given by Eq. (4.3).
If k + 1 = l, then
E ′γl = E−αi
= Tw0(Eαi ˇ )
= Tγl · · · Tγ2 Tαi (Eαi ˇ )
= T ′γl−1 · · · T ′γ1 Esiαi ˇ
= T ′γl−1 · · · T ′γ1 Eα′i ˇ
so again E ′γk is given by Eq. (4.3). Hence {Eα} is adapted to the pair (siΠ, siΩ).
The proof of the second part will follow from Corollary 5.4. 
Note that Proposition 4.4 and Proposition 4.6 prove the main result, Theorem 1.1.
Deﬁne TC = Tαi1 Tαi2 · · · Tαir , for some choice of compatible simple roots Π = {α1, . . . ,αr}, with
C = si1 si2 · · · sir . Since the Tα satisfy the braid relations, the operator does not depend on the choice
of compatible simple roots Π .
Proposition 4.7. The root vectors Eα satisfy TC Eα = ECα .
5. Ringel–Hall algebras
In this section Ringel and Peng and Xiao’s approaches to constructing the Lie algebra g from quiver
theory is reviewed. This is then related to the construction given in the previous section. For more
details on Ringel’s construction see [R1,R2,DX]. For more details on Peng and Xiao’s construction
see [PX1] and [PX2].
Let Ω be a ﬁxed orientation of Γ and denote by
−→
Γ = (Γ,Ω) the corresponding quiver. Fix K,
a ﬁnite ﬁeld of order p. Let Rep(
−→
Γ ) be the category of representations of this quiver over the ﬁeld K,
and denote by K its Grothendieck group. Denote by Ind ⊂ K the set of classes of indecomposable
objects. Then Gabriel’s theorem gives an identiﬁcation Ind → R+ between indecomposable objects
and positive roots of the corresponding root system. Moreover, if 〈·,·〉 is deﬁned on K by 〈X, Y 〉 =
dimHom(X, Y ) − dimExt1(X, Y ), then the form given by (X, Y ) = 〈X, Y 〉 + 〈Y , X〉 is identiﬁed with
the bilinear form on the root lattice. The form 〈·,·〉 is called the Euler form.
Ringel then constructed an associative algebra (Hp,∗) as follows:
(1) As a vector space Hp is spanned by [M] ∈ K.
(2) For objects M,N, L deﬁne F LM,N = |{X ⊂ L | X  M and L/X  N}|. (Since K is ﬁnite, this number
is well deﬁned.)
(3) Deﬁne an operation ∗ on Hp by the formula [M] ∗ [N] =∑[L] F LM,N [L].
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Theorem 5.1. Let (Hp,∗) be the algebra deﬁned above.
(1) For n = (nα) ∈ (Z+)R+ set Mn =⊕nαMα where Mα is the indecomposable corresponding to root α.
Then {[Mn]} is a PBW-type basis of the algebra Hp , so that all structure constants F [M],[N] are in Z[p].
Hence the Hall algebra can be considered with p as a formal parameter. After making the substitution
q = p1/2 , Hq can be identiﬁed with Uqn+ .
(2) For q = 1, this gives an isomorphism Ψ : Un+ → H1 which is given by Eα 
→ [Mα], where Mα denotes
the indecomposable representation of
−→
Γ corresponding to root α. In particular the set {[Mα]} is a root
basis for n+ .
(3) In the case q = 1, the Lie bracket [·,·] is given by [Mα,Mβ ] = (−1)〈Mα,Mβ 〉Mα+β for α + β ∈ R. Here
〈·,·〉 is the Euler form.
The polynomial F LM,N (p) appearing in part (1) of the theorem is called the “Hall polynomial”.
As mentioned before, Peng and Xiao extended the results of Ringel to obtain a description for all
of g. This construction is brieﬂy recalled here. For a more details see [PX1,PX2].
Peng and Xiao considered the “root category”, D = Db(−→Γ )/T 2, so that indecomposable objects
are in bijection with all roots. If M ∈ Rep(−→Γ ) is indecomposable, then considering this as a complex
concentrated in degree 0, M is also indecomposable in D. These objects correspond to positive roots,
while their translates, TM , correspond to negative roots. (Up to isomorphism, this is a full description
of indecomposable objects in D.) Denote by Mα the class of indecomposable corresponding to root
α ∈ R+ . Peng and Xiao then constructed a Lie algebra HD as follows:
(1) Set HD = N ⊕ H where H = K(D) and N is the free abelian group with basis {u[M]} indexed by
isomorphism classes of objects [M].
(2) Let hM = [M] ∈ K(D).
(3) Deﬁne a bilinear operation [·,·] on HD by:
(a) [H,H] = 0.
(b) [uM ,uN ] =∑[L](F LM,N (1) − F LN,M(1))uL , for N = TM , where F LM,N is the Hall polynomial.
(c) [uM ,uTM ] = hMd(M) where d(M) = dimEnd(M).
(d) [hM ,uN ] = −(M,N)DuN = −[uN ,hM ] where (·,·)D is the symmetrized Euler form on K(D).
(4) For α ∈ R+ , let hα = hM where dimMα = α.
(5) For α ∈ R+ , let Mα = [Mα] where dimMα = α.
(6) For α ∈ R+ , let M−α = −[TMα] where dimMα = α.
Theorem 5.2. Let (HD, [·,·]) be deﬁned as above.
(1) (HD, [·,·]) is a Lie algebra.
(2) The collection {Mα,M−α}α∈R+ deﬁned above is a root basis for HD .
(3) The map given by Eα 
→ Mα , Fα 
→ M−α and Hα 
→ hα for α ∈ R+ induces an isomorphism of Lie
algebras g → HD . Hence HD can be identiﬁed with the Z-form of g.
For details see [PX1, Section 4].
Recall that given a height function h, there is a corresponding set of simple roots Πh and a
polarization R = Rh+ ∪ Rh− . Let Eα be the root vectors deﬁned in Section 4. Deﬁne a triangular de-
composition g = nh− ⊕ h ⊕ nh+ by setting nh± = 〈Eα〉α∈Rh± .
A height function h also gives an orientation Ωh of Γ and hence a quiver
−→
Γ = (Γ,Ωh). As above,
denote by K the corresponding Grothendieck group, and by Ind ⊂ K the set of indecomposable classes
in K. Then there is a bijection Rh+ → Ind, given by α 
→ [Mα].
Proposition 5.3. Let h be a height function. Then the identiﬁcation Rh+ → Ind in Rep(−→Γ ) induces an isomor-
phism Unh+ → H1 given by Eα 
→ [Mα].
A. Kirillov Jr., J. Thind / Journal of Algebra 344 (2011) 184–196 195Fig. 4. Two different root bases for sl4 coming from different choices of C . The case C = (1234) is shown in the ﬁgure to the
left. The case C = (1243) is shown in the ﬁgure to the right. For each vertex in Γ̂ the corresponding root vector Eα is shown
in terms of the matrix units Eij . Recall that Γ̂ is periodic, so that arrows leaving the top level are identiﬁed with the incoming
arrows on the bottom level.
Moreover, the identiﬁcation R → Ind(D) in the root category D gives an isomorphism g − h → HD − H,
given by Eα 
→ [Mα], E−α 
→ −[TMα] for α ∈ Rh+ .
Corollary 5.4. The Lie algebra g can be realized combinatorially in terms of Γ̂ : It has root basis Eα for α ∈ Γ̂
and Lie bracket given by
[Eα, Eβ ] =
{
(−1)〈α,β〉Eα+β for α + β ∈ R
0 for α + β /∈ R and α = −β (5.1)
Proof. The only thing to be checked is that in terms of the Eα constructed in Section 4, the structure
constants of the Lie bracket are given by Eq. (5.1). For α,β ∈ R with α = −β there is a choice of
compatible simple roots Π so that α,β ∈ RΠ+ . Let h be the corresponding height function. Then by
Proposition 5.3 the identiﬁcation Unh+  H1 gives that
[Eα, Eβ ] = [Mα,Mβ ] = (−1)〈α,β〉Mα+β = (−1)〈α,β〉Eα+β 
Remark 5.5. Note that the “Euler cocylce” (−1)〈·,·〉 deﬁnes a cohomologous cocycle, and hence the
same extension, as in the construction of g given in [FLM].
Example 5.6. Consider the case Γ = A3, so that g = sl4. Let h be the diagonal matrices. Then the roots
are α = ei − e j for i = j, where ek(h) = hkk for h ∈ h. The root space corresponding to root ei − e j is
CEij , where Eij is the corresponding matrix unit. For two different choices of Coxeter element C , two
different root bases are shown in Fig. 4. In each case the Lie bracket is then given by Eq. (5.1) and the
form 〈·,·〉 can be computed explicitly in terms of Γ̂ .
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