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Coset Sum: an alternative to the tensor product in
wavelet construction
Youngmi Hur and Fang Zheng
Abstract—A multivariate biorthogonal wavelet system can be
obtained from a pair of multivariate biorthogonal refinement
masks in Multiresolution Analysis setup. Some multivariate
refinement masks may be decomposed into lower dimensional
refinement masks. Tensor product is a popular way to construct
a decomposable multivariate refinement mask from lower dimen-
sional refinement masks.
We present an alternative method, which we call coset sum,
for constructing multivariate refinement masks from univariate
refinement masks. The coset sum shares many essential features
of the tensor product that make it attractive in practice: (1) it
preserves the biorthogonality of univariate refinement masks, (2)
it preserves the accuracy number of the univariate refinement
mask, and (3) the wavelet system associated with it has fast
algorithms for computing and inverting the wavelet coefficients.
The coset sum can even provide a wavelet system with faster
algorithms in certain cases than the tensor product. These
features of the coset sum suggest that it is worthwhile to develop
and practice alternative methods to the tensor product for
constructing multivariate wavelet systems. Some experimental
results using 2-D images are presented to illustrate our findings.
Index Terms—Coset sum, fast algorithm, interpolatory mask,
refinement mask, tensor product, wavelet mask, wavelet system.
I. INTRODUCTION
One of the most common tools for constructing wavelets is
Multiresolution Analysis (MRA) [1]. In MRA, a multivariate
biorthogonal wavelet system can be obtained from a pair
of multivariate biorthogonal refinement masks. The tensor
product has been the prevailing method for deriving a pair
of multivariate biorthogonal refinement masks from a pair of
biorthogonal univariate refinement masks.
In this paper we are interested in studying the operators that
map lower dimensional refinement masks to higher dimen-
sional refinement masks. Throughout this paper, the multidi-
mensional (multi-D) refinement masks that can be decomposed
into lower dimensional refinement masks by such operators are
referred to as decomposable. One such operator is the tensor
product. The multi-D refinement masks obtained via tensor
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product are called tensor product (or separable) refinement
masks. Since the word “separable” is reserved for the tensor
product by the definition in the literature, we use the word
“decomposable” to indicate more general case than the tensor
product. It should be noted that a “nonseparable” refinement
mask only means it is not a tensor product refinement mask,
and it can still be a “decomposable” refinement mask. Tensor
product can also be used to construct multi-D wavelet masks,
which are called tensor product (or separable) wavelet masks
(cf. §II-B).
In MRA setup, construction of multi-D biorthogonal
wavelet systems can be done by two steps: (i) construction
of multi-D biorthogonal refinement masks (or refinable func-
tions); (ii) construction of multi-D wavelet masks. To construct
a nonseparable multi-D wavelet system, one can try making
the refinement masks nonseparable in step (i) or making
wavelet masks nonseparable in step (ii). Since, once a pair
of multivariate biorthogonal refinement masks are given, the
matrix extension problem of finding wavelet masks can always
be solved by using Quillen-Suslin theorem (see, for example,
[2]), the main effort so far for constructing nonseparable
wavelets has been made in step (i). However, we note that
Quillen-Suslin theorem serves only as a guide since in the
process of determining the wavelet masks, some parameters
still need to be specified.
Although there have been many methods for constructing
nonseparable multi-D wavelets [3]–[16], constructing nonsep-
arable multi-D wavelet systems is highly nontrivial. Many of
these methods work only for low spatial dimensions (2-D or
3-D) and they cannot be easily extended to other dimensions.
Others assume that the wavelets or refinable functions have
a special form (e.g. the refinable function has a box spline
factor) and cannot be easily generalized to other cases.
One of the disadvantages of the above approaches for
constructing nonseparable wavelets is that they construct a
pair of multi-D biorthogonal refinement masks essentially
from scratch, which can be quite complicated, especially for
high spatial dimensions. A simpler way to obtain multi-D
biorthogonal refinement masks is to use an operator that maps
1-D biorthogonal refinement masks to multi-D biorthogonal
decomposable refinement masks. Most of the existing non-
separable wavelet construction methods (e.g. [17]–[23]) that
use decomposable refinement masks employ operators such
as the McClellan transform for quincunx or other 2-channel
sampling lattices.
Most multi-D wavelet systems that are used in practice
nowadays are separable wavelet systems constructed by the
Copyright (c) 2012 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
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TABLE I
COMPARISON BETWEEN TENSOR PRODUCT AND COSET SUM (SPATIAL DIMENSION n ≥ 2)
Tensor product Tn (R, R˜: univariate refinement masks) Coset sum Cn (R, R˜: univariate refinement masks; R˜: interpolatory)
Tn[R] can be decomposed into the product of R Cn[R] can be decomposed into the sum of R
Tn[R] is interpolatory iff R is interpolatory Cn[R] is interpolatory iff R is interpolatory
Tn[R] and Tn[R˜] are biorthogonal iff R and R˜ are biorthogonal Cn[R] and Cn[R˜] are biorthogonal iff R and R˜ are biorthogonal
Tn[R] and R have the same accuracy number Cn[R˜] and R˜ have the same accuracy number
Tn[R] can be decomposed into non-univariate refinement masks Cn[R] can be decomposed only into univariate refinement masks
Complexity constant in associated wavelet algorithm increases with n Complexity constant in associated wavelet algorithm is independent of n
tensor product of 1-D wavelet systems. In §II-B we briefly
discuss the use of tensor product in constructing biorthogonal
wavelet systems. As we can see from there, the tensor product
construction of wavelet systems is extremely simple. This
is one of the major reasons the tensor product has been so
popular in constructing multi-D wavelets in practice. However
the separable wavelet systems have limitations: (i) they have
a strong directional bias along lines parallel to the coordinate
directions, (ii) they are not very local1.
Our goal in this paper is to present an alternative method
to the tensor product for constructing decomposable multi-D
refinement masks. We call the new method as coset sum. We
show that, under an appropriate circumstance, the coset sum
shares many attractive features of the tensor product. First, it
preserves the biorthogonality of univariate refinement masks.
Second, it preserves the accuracy number of the univariate
refinement mask. Third, it has a corresponding wavelet system
which has fast algorithms for computing and inverting the
wavelet coefficients. In fact, it turns out that these algorithms
are faster, in certain cases, than the known algorithms based
on tensor product wavelet systems.
Let us elaborate on the last point in more detail. Suppose
that we consider two wavelet systems that are constructed from
the same pair of 1-D biorthogonal refinement masks, by using
tensor product and coset sum. For the tensor product wavelet
system, the associated algorithm has complexity (α + β)nN
(cf. §II-B), where α and β are the number of nonzero co-
efficients of the 1-D lowpass filters for decomposition and
reconstruction, respectively, n is the spatial dimension, and
N is the size of an initial data to be analyzed. Thus, the
constant in the complexity bound (cf. Complexity discussion
in §IV-B for the definition) in this case is (α + β)n and it
grows linearly with the spatial dimension. On the other hand,
as we can see from §IV-B, the complexity constant of the
algorithm associated with the coset sum wavelet system we
construct in this paper has complexity constant 32α+2β, which
is smaller than (α + β)n as long as n ≥ 2. We note that the
complexity constant for the coset sum case does not increase
even if the spatial dimension increases. For more details, we
refer to §IV-B.
The main difference between the coset sum method and
1One way to measure the localness of a wavelet system is to compute the
sum of the volumes of the supports of its mother wavelets (cf. [24], [25]).
the tensor product method is that a “sum” is used in ob-
taining the coset sum multi-D refinement masks instead of
a “product” used in the tensor product refinement masks.
Another difference is that, on the contrary to the tensor product
case, the coset sum refinement mask cannot be decomposed
into non-univariate refinement masks. Table I summarizes the
comparison between the tensor product and the coset sum.
Some experimental results using 2-D images are included
to show the potential usefulness of the coset sum wavelet
systems we construct in this paper (cf. §IV-C). They show
that our wavelet systems can be potentially useful for effec-
tively approximating a certain class of images with strong
directional content. They also reveal some of the limitations
of our wavelet systems, which include the lack of rotational
symmetry [26]. For details, we refer to §IV-C.
The rest of the paper is organized as follows. In §II we
briefly overview some relevant concepts on wavelet construc-
tion. In §III we introduce the coset sum method and discuss
its properties. In §IV we also introduce a particular class of
coset sum wavelet systems, together with the associated fast
algorithms and some experimental results using our wavelet
systems. We summarize our results and present some obser-
vations in §V. Appendix contains technical details including
all the proofs of the theorems in this paper.
II. PRELIMINARIES
In this section we review some relevant concepts.
A. Refinement masks and wavelet masks
In this paper we refer to a Laurent trigonometric polynomial
as a mask, and a mask τ with τ(0) = 1 as a refinement mask.
Refinement masks can be used to obtain refinable functions
(see, for example, [27]), which can in turn be used to construct
wavelet systems [1].
Refinement masks τ and τd are biorthogonal if they satisfy
the following biorthogonal relation:∑
γ∈piΓ
(ττd)(ω + γ) = 1, ∀ω ∈ Tn := [−pi, pi]n, (1)
where Γ := {0, 1}n and the overline is used to denote the
complex conjugate. In this case, we refer to τ and τd as primal
and dual refinement masks, respectively.
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A refinement mask τ is interpolatory if the condition∑
γ∈piΓ
τ(ω + γ) = 1
holds. Thus refinement masks τ and τd are biorthogonal if and
only if ττd is interpolatory. Interpolatory masks are widely
used in subdivision schemes and wavelet constructions (for
example, see [28] and references therein).
In this paper we say that a filter h : Zn → R is associated
with a mask τ if h and τ are connected via the relation τ(ω) =
1
2n
∑
k∈Zn h(k)e
−ik·ω for ω ∈ Tn.
It is straightforward to see that τ is interpolatory if and only
if the associated filter h satisfies
h(k) =
{
1, if k = 0,
0, if k ∈ 2Zn\0, (2)
to which we refer as the interpolatory condition for the filter.
For a refinement mask τ , the number of zeros of τ at
γ ∈ piΓ′ with Γ′ := Γ\0 = {0, 1}n\0 is referred to as the
accuracy number [29]. Throughout the paper we assume that
all refinement masks have at least accuracy number one, since
almost all of the refinement masks used in practice satisfy this
condition.
We recall that the Laurent polynomials {tj , tdj : j =
1, · · · , l} are called the wavelet masks associated with a pair
of biorthogonal refinement masks (τ, τd) if they satisfy the
Mixed Unitary Extension Principle (MUEP) conditions [30]:
for every ω ∈ Tn,
τ(ω + γ)τd(ω) +
l∑
j=1
tj(ω + γ)t
d
j (ω) =
{
1, if γ = 0,
0, if γ ∈ piΓ′.
(3)
We refer to tj , j = 1, · · · , l, and tdj , j = 1, · · · , l, as primal
and dual wavelet masks, respectively. When l = 2n − 1,
the masks that satisfy the MUEP conditions can be used
to construct biorthogonal wavelet systems. We refer to such
(τ, (tj)j=1,···,2n−1) and (τd, (tdj )j=1,···,2n−1) as the combined
biorthogonal masks. A (MRA-based) biorthogonal wavelet
system is then obtained from these combined biorthogonal
masks, under some simple additional conditions [31], [32].
For a wavelet mask t, the number of zeros of t at ω = 0
is referred to as the number of (discrete) vanishing mo-
ments [33]. It is well known (see, for example, [33]) that
for the combined biorthogonal masks (τ, (tj)j=1,···,2n−1) and
(τd, (tdj )j=1,···,2n−1) whose refinement masks have at least m
accuracy, every primal wavelet mask tj and dual wavelet mask
tdj , j = 1, · · · , 2n − 1, has at least m vanishing moments.
The number of vanishing moments is closely related to the
approximation performance of the wavelet system [34].
B. Tensor product wavelet construction
We recall that the n-D tensor product (or separable) re-
finement mask from n (possibly distinct) univariate refine-
ment masks R1, R2, · · · , Rn can be written as, for ω =
(ω1, ω2, · · · , ωn) ∈ Tn,
Tn[R1, R2, · · · , Rn](ω) := R1(ω1)R2(ω2) · · ·Rn(ωn). (4)
When R = R1 = R2 = · · · = Rn, we also use the
notation Tn[R]. If we let H and h be the filters associated
with the masks R and Tn[R] respectively, they satisfy, for
k = (k1, k2, · · · , kn) ∈ Zn,
h(k) = H(k1)H(k2) · · ·H(kn).
It is well known that the n-D refinement masks constructed
using tensor product preserve many useful properties of uni-
variate refinement masks. For example, if we let R and R˜ be
univariate refinement masks, then
(i) Tn[R] is interpolatory if and only if R is interpolatory,
(ii) Tn[R] and Tn[R˜] are biorthogonal if and only if R and
R˜ are biorthogonal,
(iii) Tn[R] and R have the same accuracy number.
Now we pose the following question. Can we find another
method that satisfies all of the above properties? An affirmative
answer is provided by the coset sum, which we introduce and
study in the next section. Before introducing the coset sum,
let us review the usual approach for constructing biorthogonal
wavelet systems.
Construction of 1-D biorthogonal wavelet systems is well
understood. Given a pair of 1-D biorthogonal refinement
masks S0 and U0, one sets the wavelet masks as
S1(ω) := e
−iωU0(ω + pi), U1(ω) := e
−iωS0(ω + pi) (5)
for ω ∈ T. Then the univariate pairs (S0, S1) and (U0, U1)
satisfy the MUEP conditions (cf. (3)) [31].
On the other hand, given a pair of multivariate biorthogonal
refinement masks, constructing a multivariate biorthogonal
wavelet system is not so trivial since one needs to find 2n− 1
primal wavelet masks tj’s and 2n−1 dual wavelet masks tdj ’s.
The usual construction of multi-D biorthogonal wavelet
systems is done by the tensor product. Given a pair of 1-D
biorthogonal refinement masks S0 and U0, one sets the n-D
refinement masks as
τ := Tn[S0], τd := Tn[U0]
and the n-D wavelet masks as
tν = Tn[Sν1 , Sν2 , · · · , Sνn ], tdν = Tn[Uν1 , Uν2 , · · · , Uνn ]
for all ν = (ν1, ν2, · · · , νn) ∈ Γ′. Then the two refinement
masks τ and τd are also biorthogonal, and (τ, (tν)ν∈Γ′) and
(τd, (tdν)ν∈Γ′) satisfy the MUEP conditions (cf. (3)). Here
Γ′ = {0, 1}n\0 is used as before, and the univariate masks S1
and U1 are the ones defined in (5). The biorthogonal wavelet
systems obtained from these masks are called tensor product
(or separable) wavelet systems.
It is well known that tensor product wavelet systems have
fast algorithms for computing and inverting wavelet coeffi-
cients (see, for example, [35]), to which we refer as the
fast tensor product wavelet algorithms. These algorithms have
linear complexity O(N), where N is the size of the input
data. More precisely, if α is the number of nonzero entries of
the filter associated with S0 and β is the number of nonzero
entries of the filter associated with U0, then the algorithms
for computing and inverting the corresponding tensor product
wavelet coefficients have complexity (α + β)nN , where n
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is the spatial dimension. In particular, the constant in the
complexity bound is (α + β)n and it increases linearly as
the spatial dimension increases.
III. COSET SUM
A. Introduction to coset sum
We present an alternative method, called coset sum, to
the tensor product in wavelet construction. Instead of the
“product” in the tensor product, we propose to use a “sum”
to construct multivariate refinement masks from univariate
refinement masks.
Let R be a univariate refinement mask and let H be the
univariate filter associated with R. For ν ∈ Γ′, the map
T
n → C : ω 7→ 1
2n−1
R(ω · ν),
where ω · ν is the inner product in Rn, is an n-D Laurent
trigonometric polynomial. The normalization factor 12n−1 is
used to place R(ω · ν) in the n-D space. In terms of filters,
the above can be understood as aligning the 1-D filter H along
the ν direction:
Z
n → R : k 7→
{
H(K), if k = Kν for some K ∈ Z ,
0, otherwise
Since we want to consider all the directions in Γ′, a possible
candidate for the coset sum definition can be given as
T
n → C : ω 7→ A+ 1
2n−1
∑
ν∈Γ′
R(ω · ν).
Since we want the coset sum to map a 1-D refinement mask
to an n-D refinement mask, by plugging in ω = 0, we obtain
A = −1 + 12n−1 and get to the following definition.
Definition 1: We define the coset sum Cn that maps a 1-
D refinement mask R to an n-D refinement mask Cn[R] as
follows: for ω ∈ Tn
Cn[R](ω) := 1
2n−1
(
1− 2n−1 +
∑
ν∈Γ′
R(ω · ν)
)
,
where Γ′ = Γ\0 = {0, 1}n\0.
Remark 1. We call the refinement mask obtained by the
coset sum method as the coset sum refinement mask. The
set Γ = {0, 1}n used in the definition is a complete set of
representatives of the distinct cosets (hence the name “coset
sum”) of the quotient group Zn/2Zn. It is easy to observe
that, because n-D masks are 2pi-periodic, the set {0, 1}n used
in this paper prior to the above definition (for example, for
biorthogonality condition, interpolatory condition, definition
of accuracy number, and MUEP conditions) can be replaced,
without changing the meaning of the statements, by any other
complete set of representatives of the distinct cosets of the
quotient group Zn/2Zn as long as the set contains 0. As a
result, the set {0, 1}n used in the above coset sum definition
can be replaced by any such an alternative set. The set {0, 1}n
is chosen for the discussion in this paper (with the exception of
Example 3 below and discussions in §IV-C) because it makes
the support of the associated filter the smallest. Depending
on applications, choosing a different set of representatives can
make more sense. We emphasize that even if all the results
in our paper (including Theorem 1, 2, and the fast coset sum
wavelet algorithms in later part of the paper) are presented
using the set Γ = {0, 1}n, they will stay intact for other
choices for Γ.
Remark 2. We recall that the sum in the left-hand side of
the biorthogonality condition in (1) is taken over the set piΓ,
which can be considered as a set of coset representatives
of 2pi(12Z
n/Zn). The set of coset representatives has been
previously used in the wavelet literature, mostly in relation
with this biorthogonality condition. For example, a new algo-
rithm called a coset by coset (CBC) is proposed in [36] for
obtaining dual masks with arbitrary number of accuracy given
an interpolatory primal mask, and the coset representatives are
used in [37] for an explicit, flexible, and easy implementation
of interpolatory subdivision schemes.
The coset sum for the first few low dimensions are given
as follows:
C1[R](ω1) = R(ω1),
C2[R](ω1, ω2) = 1
2
{−1 +R(ω1) +R(ω2) +R(ω1 + ω2)} ,
C3[R](ω1, ω2, ω3) = 1
4
{−3 +R(ω1) +R(ω2) +R(ω1 + ω2)
+R(ω3) +R(ω1 + ω3) +R(ω2 + ω3) +R(ω1 + ω2 + ω3)}.
We note that the coset sum formula in the above definition
can also be written as
− 1 + 1
2n−1
∑
ν∈Γ
R(ω · ν) (6)
or
1
2n−1
(
1
2
+
∑
ν∈Γ′
(
R(ω · ν)− 1
2
))
. (7)
The filter h associated with the coset sum refinement mask
Cn[R] is connected to the univariate filter H via
h(k) =


H(K), if k = Kν for some K ∈ Z\0, ν ∈ Γ′,
2n − (2n − 1)(2−H(0)), if k = 0,
0, for all other k ∈ Zn.
(8)
If the univariate filter H associated with R is interpolatory,
the n-D filter h associated with Cn[R] is also interpolatory and
it can be expressed as
h(k) =
{
H(K), if k = Kν for some K ∈ Z, ν ∈ Γ′,
0, for all other k ∈ Zn.
In particular, the restriction of the n-D filter h to ν direction,
for each ν ∈ Γ′, is the 1-D filter H .
Now we give a few very simple examples of constructing
multi-D refinement filters from univariate refinement filters.
Example 1: n-D Haar refinement filter: the only filter that
can be obtained using either the tensor product or the
coset sum. Consider the 2-D Haar refinement filter
h(k) =
{
1, if k = (0, 0), (1, 0), (0, 1) or (1, 1),
0, otherwise.
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1 1 −→
1 1
1 1
(a) 2-D Haar by tensor product
1 1 −→ 111
1 1
1
(b) 2-D Haar by coset sum
Fig. 1. Constructions of 2-D Haar refinement filter (Tensor product and
Coset sum) (cf. Example 1)
Let H be the 1-D Haar refinement filter
H(K) =
{
1, if K = 0 or K = 1,
0, otherwise.
Then h can be obtained from H either by
(I) (Tensor Product Case) aligning the filter H along y = 0
line (x-axis) and y = 1 line (see Figure2 1(a)), or by
(II) (Coset Sum Case) aligning the filter H along y = 0
line (x-axis), x = 0 line (y-axis), and y = x line (see
Figure 1(b)).
Since the support of the 2-D tensor product refinement filter
will always be a rectangle and the support of the 2-D coset
sum refinement filter will always be the union of three line
segments in different directions, it is easy to see that, up to
the integer translation, the 2-D Haar refinement filter is the
only 2-D filter that can be obtained using either the tensor
product or the coset sum. It is straightforward to show that,
for arbitrary spatial dimension n, the n-D Haar refinement
filter is the only filter that can be obtained using either the
tensor product or the coset sum.
Example 2: Refinement filter associated with an n-D
piecewise-linear box spline. Let us consider the 2-D refine-
ment filter h associated with a 2-D piecewise-linear box spline
[38]:
h(k) =


1, if k = (0, 0),
1
2 , if k = ±(1, 0), ±(0, 1), or ±(1, 1),
0, otherwise.
Let H be the refinement filter associated with a 1-D piecewise-
linear spline:
H(K) =
{
1, if K = 0,
1
2 , if K = ±1,
0, otherwise.
Then h can be obtained from H by aligning the filter H along
y = 0 line (x-axis), x = 0 line (y-axis), and y = x line (see
Figure 2). In other words, h = C2[H ]. In fact, it is easy to see
that for the n-D refinement filter h associated with an n-D
piecewise-linear box spline, we have h = Cn[H ].
Example 3: Refinement filter supported on different di-
rected line segments. We consider n = 2 and choose the
same univariate filter H as in Example 2, but choose the 2-D
filter h differently:
h(k) =


1, if k = (0, 0),
1
2 , if k = ±(1, 2), ±(2, 1), or ±(−1, 1),
0, otherwise.
2In the figures of filters drawn in this paper, the bold-faced number is used
to represent the value of the filter at the origin.
1
2 1
1
2 −→ 111
0 12
1
2
1
2
1
2
1
2
1
2 0
Fig. 2. Construction of 2-D piecewise-linear box spline refinement filter
(Coset sum) (cf. Example 2)
1
2 1
1
2 −→ 111
0 0 0 12 0
0 12 0 0
1
2
0 0 0 0
1
2 0 0
1
2 0
0 12 0 0 0
Fig. 3. 2-D coset sum refinement filter supported on different directed line
segments (cf. Example 3)
Then h = C2[H ] with Γ chosen differently (cf. Remark 1 after
Definition 1):
Γ = {(0, 0), (2, 1), (1, 2), (−1, 1)}.
In particular, h can be obtained from H by aligning the filter
H along y = x/2 line, y = 2x line, and y = −x line
(see Figure 3). Note that the filter h is supported on the line
segments that are not parallel to the coordinate directions.
B. Properties of coset sum refinement masks
In this subsection, we study the properties of the multi-D
refinement masks obtained by the coset sum method.
The following theorem shows that the refinement masks
obtained by the coset sum share many important properties
with the tensor product refinement masks.
Theorem 1: Let Cn be the coset sum, and let R and R˜ be
univariate refinement masks.
(a) Cn[R] is interpolatory if and only if R is interpolatory.
(b) Suppose that one of R and R˜ is interpolatory. Then Cn[R]
and Cn[R˜] are biorthogonal if and only if R and R˜ are
biorthogonal.
(c) Suppose that R is interpolatory. Then Cn[R] and R have
the same accuracy number.
Proof: See Appendix A.
Below we add a few remarks on Theorem 1.
Remark on Theorem 1(b). The interpolatory condition in part
(b) cannot be omitted. To see this, we consider the univariate
refinement mask associated with Daubechies wavelet system
of order 2 [39], and let
R(ω) = R˜(ω) = cos2(
ω
2
)
(
1 +
√
3
2
+
1−√3
2
e−iω
)
, ω ∈ T.
Then R (hence R˜) is not interpolatory, and R and R˜ are
biorthogonal. However it is easy to see that C2[R] and C2[R˜]
are not biorthogonal.
Remark on Theorem 1(c). For general (not necessarily
interpolatory) R, the accuracy number of Cn[R] is at least
min{m1,m2} where m1 is the accuracy number of R and
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−
1
16
0 9
16
1 9
16
0 − 1
16
Filter associated with U4
C2 (Coset sum)
❄
0 0 0 − 1
16
0 0 − 1
16
0 0 0 0 0 0 0
0 0 0 9
16
9
16
0 0
−
1
16
0 9
16
1 9
16
0 − 1
16
0 0 9
16
9
16
0 0 0
0 0 0 0 0 0 0
−
1
16
0 0 − 1
16
0 0 0
Filter associated with C2[U4]
Fig. 4. Refinement filters associated with the masks U4 and C2[U4] in
Example 4
m2 is the order that 1 − R has a zero at the origin. This
statement can be proved using similar arguments as in the
proof of Theorem 1(c), and we omit the proof.
The Deslauriers-Dubuc mask [40] of order 2k (k ∈ N) is
defined as
U2k(ω):=cos
2k(
ω
2
)Pk(sin
2(
ω
2
)), (9)
Pk(x):=
k−1∑
j=0
(k − 1 + j)!
j!(k − 1)! x
j .
The mask U2k is interpolatory and has accuracy number 2k.
We now present a family of biorthogonal coset sum refinement
masks based on the Deslauriers-Dubuc interpolatory masks.
Example 4: A family of n-D biorthogonal coset sum
refinement masks. For each k ∈ N, we choose U2k in (9) as a
univariate interpolatory refinement mask. By Theorem 1(a)(c),
Cn[U2k] is an n-D interpolatory refinement mask with accuracy
number 2k. It is straightforward to see that for each k ∈ N,
S2k := U2k(3− 2U2k) (10)
is biorthogonal3 to U2k. By Theorem 1(b), Cn[U2k] is biorthog-
onal to Cn[S2k]. Since S2k has at least 2k accuracy and 1−S2k
has a zero of order at least 2k at the origin, by the Remark
on Theorem 1(c), Cn[S2k] has at least 2k accuracy. The filters
for the case k = n = 2 are depicted in Figure 4 and 5. Using
the standard tool in wavelet literature (see, for example, [44]
and references therein), one can show that both C2[U4] and
C2[S4] generate the refinable functions that are in L2(R2) (cf.
Figure 6).
Similar to the tensor product case, the coset sum can
actually take different univariate refinement masks. However,
since the cardinality of the set Γ′ is 2n − 1, we have 2n − 1
3Given a refinement filter, a dual refinement filter is not uniquely determined
in general. The specific choice of the dual filter of U2k as in (10) can be
obtained, for example, from Proposition 2.1 in [41]. See also Theorem 2 in
[42] for an alternative derivation based on a critical representation of the
Laplacian pyramid ([43]).
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Fig. 5. Refinement filters associated with the masks S4 and C2[S4] in
Example 4
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Fig. 6. The refinable functions associated with the coset sum refinement
masks C2[U4] (left) and C2[S4] (right) in Example 4
different directions to consider, instead of n different coordi-
nate directions for the tensor product case. In such a case the
n-D coset sum refinement can be written as
Cn[(Rν)ν∈Γ′ ](ω) := 1
2n−1
(
1− 2n−1 +
∑
ν∈Γ′
Rν(ω · ν)
)
,
(11)
where Rν , ν ∈ Γ′, are possibly distinct univariate refinement
masks for different direction ν.
Let n = n1 + n2 + · · · + nm, nj ≥ 1 for j = 1, 2, · · · ,m.
Then the tensor product refinement mask in (4) can be
written as the product of possibly non-univariate lower di-
mensional tensor product refinement masks as follows: for
ω = (ω1, ω2, · · · , ωn) ∈ Tn,
Tn[R1, · · · , Rn](ω)
= Tn1 [R1, · · · , Rn1 ](ω1, · · · , ωn1) ·
Tn2 [Rn1+1, · · · , Rn1+n2 ](ωn1+1, · · · , ωn1+n2) ·
· · · Tnm [Rn1+···+nm−1+1, · · · , Rn](ωn1+···+nm−1+1, · · · , ωn).
On the contrary, the coset sum refinement mask cannot be
written as the sum of non-univariate lower dimensional coset
sum refinement masks.
We can also consider a hybrid of the coset sum and the
tensor product : for n = n1 + n2 + · · · + nm, nj ≥ 1, j =
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Multivariate refinement masks
Tensor product
Coset sum
Decomposable
Haar
Fig. 7. The tensor product multivariate refinement masks are not the
only decomposable refinement masks. The coset sum provides a systematic
way to construct other types of decomposable refinement masks. The other
decomposable refinement masks include the ones constructed by the existing
approaches (cf. discussion in §I). The multivariate Haar refinement mask is
essentially the only mask that can be obtained by using either the tensor
product or the coset sum (cf. Example 1).
1, 2, · · · ,m,
Cn1 [R](ω1, · · · , ωn1) · Cn2 [R](ωn1+1, · · · , ωn1+n2) ·
· · · Cnm [R](ωn1+···+nm−1+1, . . . , ωn). (12)
Similar statements to the ones of Theorem 1 can be made for
the coset sum refinement mask in a generalized sense as in
(11) and for the hybrid refinement mask as in (12). We omit
the statements and the proofs as they are similar to the ones
of Theorem 1.
The diagram in Figure 7 illustrates the relation among the
tensor product, the coset sum, and the decomposable multi-
D refinement masks. We note that the type of decomposable
refinement masks that can be obtained by coset sum is different
from the one by the aforementioned existing methods [17]–
[23] since coset sum works for 2n-channel sampling lattices
(cf. §IV-B).
IV. APPLICATION: COSET SUM WAVELET SYSTEMS
In this section we introduce a special class of wavelet
systems that can be derived from coset sum refinement masks
in a very simple manner, and present their properties, including
fast algorithms, together with some experimental results.
A. Coset sum wavelet systems
Since the coset sum provides a way to construct a pair of
multivariate biorthogonal refinement masks from univariate
ones, it can be combined with any procedure for finding
wavelet masks to construct a multivariate biorthogonal wavelet
system. It is well known (for example, see [45] and Example 5
below) that for a given pair of n-D biorthogonal refinement
masks, different biorthogonal wavelet systems can be obtained
by choosing wavelet masks differently. The specific choice
we make in this paper is guided by the simplicity of the
form of the primal wavelet masks (cf. (13) and the discussion
below). Use of other criteria may result in a totally different
type of “coset sum” wavelet systems, hence discussing about
properties of coset sum wavelet systems makes sense only after
the wavelet masks are specifically chosen. Below we present
our approach for determining the wavelet masks.
Suppose that S and U are 1-D biorthogonal refinement
masks, and that U is interpolatory. Theorem 1(b) implies that
the n-D coset sum refinement masks Cn[S] and Cn[U ] are
biorthogonal. Moreover, from (7) and the assumption that U
is interpolatory, we see that the restriction of the n-D mask
Cn[U ] to ν direction, ν ∈ Γ′ = {0, 1}n\0, is given by U(ω ·ν)
for ω ∈ Tn (up to constants), which is essentially a 1-D mask.
Hence, as in the 1-D wavelet construction (cf. (5)), one can
attempt to define the multivariate wavelet masks tν , ν ∈ Γ′,
(note that we have 2n − 1 wavelet masks) of the form
tν(ω) = e
−iω·νU(ω · ν + pi), ω ∈ Tn. (13)
The next theorem shows that the above approach leads to the
construction of n-D biorthogonal wavelet systems.
Theorem 2: Suppose that S and U are 1-D biorthogonal
refinement masks, and that U is interpolatory. Define n-D
biorthogonal refinement masks as
τ := Cn[S], τd := Cn[U ],
and n-D primal wavelet masks tν , ν ∈ Γ′, as in (13).
Then there exist dual wavelet masks tdν , ν ∈ Γ′, such that
(τ, (tν)ν∈Γ′) and (τd, (tdν)ν∈Γ′) are n-D combined biorthog-
onal masks.
Proof: See Appendix B.
Remark 1. We refer to the biorthogonal wavelet system
constructed from the n-D combined biorthogonal masks in
Theorem 2 as the canonical coset sum wavelet system. As
we discussed previously, there may be many other coset sum
wavelet systems associated with the same coset sum refine-
ment masks. Throughout this paper, the word “canonical” is
suppressed when no confusion arises.
Remark 2. The exact form of the dual wavelet masks tdν , ν ∈
Γ′, of the canonical coset sum wavelet system in Theorem 2 is
not important for understanding our results in this paper, but
knowing it may be useful in some other contexts. By carefully
inspecting the proof of Theorem 2, we see that the dual wavelet
masks tdν , ν ∈ Γ′, have the form
tdν(ω) = 2
−n+1e−iω·ν(1− 2τd(ω)So(ω · ν)), ω ∈ Tn, (14)
where So := (S − S(·+ pi))/2 is the odd part of S.
Remark 3. We recall that there is a nonseparable multi-D
wavelet construction method based on the traditional lifting
scheme ([46]) proposed by J. Kovacˇevic´ and W. Sweldens
[47]. A key ingredient of their construction is a class of n-
D filters called Neville filters, which are used to build the
predict and update filters. Given suitable n-D Neville filters,
their method can construct the associated n-D biorthogonal
wavelet systems. It turns out that if the Neville filters are
extracted from the n-D biorthogonal coset sum refinement
masks, the above canonical coset sum wavelet systems can
also be obtained by their method, and our fast algorithms
associated with these wavelet systems (cf. §IV-B) can be
viewed as realization of a special case of their fast transform.
However it should be noted that the Neville filters extracted
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from the n-D biorthogonal coset sum refinement masks cannot
be obtained from [47]. Also note that other coset sum wavelet
systems besides the canonical ones cannot be constructed by
their method regardless of the choice of the Neville filters.
Canonical coset sum wavelet systems have many potentially
useful properties. The most distinctive property is that they can
be associated with fast algorithms, which is explained in detail
in the next subsection. Another (related) property is that they
can be much more local than tensor product wavelet systems.
The easiest way to see this property is probably through the
following example.
Example 5: n-D coset sum Haar wavelet systems. The
simplest choice for the univariate refinement mask is the 1-D
Haar refinement mask R(ω) = 12 +
1
2e
−iω
, ω ∈ T, which is
biorthogonal to itself and interpolatory. Let τ = τd = Cn[R]
be the n-D Haar refinement mask, which can be obtained either
by coset sum or tensor product (cf. Example 1). Then from
Theorem 2 and the remarks after it, we obtain the canonical
coset sum wavelet system whose n-D biorthogonal refinement
masks are τ and τd, and whose primal and dual wavelet masks
are, for ν ∈ Γ′ and ω ∈ Tn,
tν(ω) =
e−iω·ν − 1
2
, tdν(ω) =
e−iω·ν − τd(ω)
2n−1
.
We refer to this wavelet system as the n-D (canonical) coset
sum Haar wavelet system. Each of the wavelet masks of this
wavelet system has one vanishing moment. We note that this
wavelet system is the same as the piecewise-constant biorthog-
onal wavelet system introduced in [24] (up to constants),
which is shown to be far more local than the tensor product
Haar wavelet system, in high spatial dimensions.
Remark. We recall that orthogonality is a special case of
biorthogonality. We note that the n-D Haar refinement mask
(cf. Example 1 and 5) is orthogonal, whereas the n-D canon-
ical coset sum Haar wavelet system (cf. Example 5) is not
orthogonal. In fact, it is not possible to construct n-D canonical
coset sum wavelet system that is orthogonal. This can be seen
from the facts that the 1-D refinement mask we start with for
such a wavelet system has to be interpolatory and orthogonal,
and that there is no 1-D interpolatory orthogonal refinement
mask (in the dyadic dilation) other than the Haar one (see, for
example, [41]), whose associated n-D canonical coset sum
wavelet system is not orthogonal as we just established.
A drawback of the n-D coset sum Haar wavelet system
in the previous example is that the wavelet masks have only
one vanishing moment. In order to construct n-D biorthogonal
wavelet systems with larger number of vanishing moments,
one needs to have n-D biorthogonal refinement masks with
larger number of accuracy (cf. §II-A). In general, constructing
n-D biorthogonal refinement masks with large number of
accuracy can be cumbersome, especially when n is large, since
it involves solving a large number of linear equations. Since
coset sum can preserve the biorthogonality and the accuracy
number simultaneously, it allows one to bypass solving these
linear systems to get biorthogonal refinement masks with large
number of accuracy. Thus it is often easier to construct n-
D wavelet systems based on the coset sum than other n-D
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
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0 0 1
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0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
(a) Wavelet filter associated with the mask t1,0(ω1, ω2)
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(b) Wavelet filter associated with the mask t0,1(ω1, ω2)
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16
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0 0 0 0 0 0 − 9
16
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0 0 0 0 − 9
16
0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 1
16
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(c) Wavelet filter associated with the mask t1,1(ω1, ω2)
Fig. 8. Primal coset sum wavelet filters of Example 6 for 2-D with 4 vanishing
moments (n = k = 2)
wavelet systems, for large number of vanishing moments. The
next is an example of such coset sum wavelet systems.
Example 6: A family of n-D coset sum wavelet systems
with larger number of vanishing moments. We choose the
univariate refinement masks U2k (interpolatory) and S2k as in
(9) and (10), respectively, and apply Theorem 2. Then with
the primal wavelet masks given as
tν(ω) = e
−iω·ν sin2k(
ω · ν
2
)Pk(cos
2(
ω · ν
2
)), ν ∈ Γ′,
with Γ′ = {0, 1}n\0, there exist dual wavelet masks tdν ,
ν ∈ Γ′, such that (Cn[S2k], (tν)ν∈Γ′) and (Cn[U2k], (tdν)ν∈Γ′)
are n-D combined biorthogonal masks. It is easy to check that
each of the wavelet masks of this wavelet system has 2k van-
ishing moments. All the primal wavelet filters are supported on
the union of 2n−1 line segments along ν direction for ν ∈ Γ′.
For example, if n = 2, then Γ′ = {(1, 0), (0, 1), (1, 1)} and
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Fig. 9. The magnitude of the primal coset sum masks C2[S4], t(1,0) , t(0,1) ,
and t(1,1) in Example 6
the primal wavelet masks for the case k = 2 are given as
t(1,0)(ω1, ω2)= e
−iω1 sin4(
ω1
2
)
(
1 + 2 cos2(
ω1
2
)
)
,
t(0,1)(ω1, ω2)= e
−iω2 sin4(
ω2
2
)
(
1 + 2 cos2(
ω2
2
)
)
,
t(1,1)(ω1, ω2)= e
−i(ω1+ω2) sin4(
ω1 + ω2
2
)
·
(
1 + 2 cos2(
ω1 + ω2
2
)
)
.
The associated wavelet filters are depicted in Figure 8. The
magnitude of the primal masks C2[S4], t(1,0), t(0,1), and t(1,1)
(i.e. the magnitude of the frequency responses of the filters
associated with the primal masks) are depicted in Figure 9. The
magnitude of the corresponding tensor product primal masks
are given in Figure 10 for comparison.
Since C2[U4] and C2[S4] generate the refinable functions that
are in L2(R2) (cf. Example 4 and Figure 6), and since we have
FIR filters, the 2-D coset sum wavelet system generated from
the combined biorthogonal masks (C2[S4], t(1,0), t(0,1), t(1,1))
and (C2[U4], td(1,0), td(0,1), td(1,1)) is also in L2(R2).
It should be noted that the above properties (the space lo-
calization property discussed in Example 5, and the frequency
responses, the vanishing moments, and the smoothness–in the
sense of whether or not a wavelet system belongs to L2–
discussed in Example 6) of canonical coset sum wavelet sys-
tems may not hold true for other coset sum wavelet systems.
B. Fast coset sum wavelet algorithms
Next we show that the canonical coset sum wavelet sys-
tem can be associated with the fast algorithm with linear
complexity whose complexity constant does not grow with
the spatial dimension. When presenting and analyzing our
algorithm below, we use mostly filters instead of masks that
we have been used so far, as this approach will be more useful
in practice.
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Fig. 10. The magnitude of the primal tensor product masks that are
comparable to the masks in Figure 9
Fast Coset Sum Wavelet Algorithms. Let S and U be
biorthogonal univariate refinement masks, where U is inter-
polatory. Let G and H be the filters associated with the
refinement masks S and U , respectively. In particular, H is
interpolatory (cf. (2)).
input yJ : Zn → R
(1) Decomposition Algorithm:
aG = −2n + 2 + (2n − 1)G(0)
for j = J, J − 1, · · · , 1
for k ∈ Zn
yj−1(k)
=
1
2n
(aGyj(2k) +
∑
ν∈Γ′
∑
L∈Z\0
G(L)yj(2k+Lν)) (i)
end
for ν ∈ Γ′ and k ∈ Zn
wν,j−1(k)
=
1
2
(yj(2k+ν)−
∑
m≡1
H(m)yj(2k+(1−m)ν)) (ii)
end
end
(2) Reconstruction Algorithm:
for j = 1, · · · , J − 1, J
for k ∈ Zn
yj(2k)
= yj−1(k)− 1
2n−1
∑
ν∈Γ′
∑
L∈Z
G(2L+1)wν,j−1(k+Lν)
(iii)
end
for ν ∈ Γ′ and k ∈ Zn
yj(2k + ν)
= 2wν,j−1(k) +
∑
m≡1
H(m)yj(2k + (1−m)ν) (iv)
end
end
Given coarse coefficients yj at level j, Decomposition Algo-
rithm first computes the lower level coarse coefficients yj−1,
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and then the wavelet coefficients wν,j−1, ν ∈ Γ′ = {0, 1}n\0.
The coefficients yj−1 and wν,j−1 are obtained by filtering
(using the n-D filter g associated with the coset sum refinement
mask Cn[S] for yj−1 and the n-D filter hν associated with the
primal coset sum wavelet mask tν for wν,j−1) followed by
downsampling, as is typically done in wavelet decomposition
process (see, for example, [39]). Since the n-D mask Cn[S]
can be written in terms of 1-D mask S (cf. Definition 1),
the associated n-D filter g can be written in terms of 1-
D filter G (cf. (8)). Similarly, from the fact that the n-D
mask tν can be written in terms of 1-D mask U (cf. (13)),
the associated n-D filter hν can be written in terms of 1-D
filter H . Taking into account these observations, we get the
above simple expressions for yj−1 and wν,j−1 in Step (i)
and (ii), respectively. In Step (ii) and (iv), m ≡ 1 is
used to mean that m is congruent to 1 in modulo 2, i.e., m is
an odd integer.
Reconstruction Algorithm recovers yj from yj−1, and
wν,j−1, ν ∈ Γ′. It first recovers yj at even points (cf. Step
(iii)) and then at all other points (cf. Step (iv)). Step
(iii) is a key step in making our algorithm fast (cf. Com-
plexity discussion below). It is easy to show that the identity in
Step (iii) holds true for our canonical coset sum wavelet
system (see Appendix C for proof), but it need not be true
for other coset sum wavelet systems. Step (iv) is simply a
reverse process of Step (ii) and is possible since the only
yj values we need at this step are the values at even points,
and these are already computed in Step (iii).
For a given pair of 1-D masks S and U that generates the
canonical coset sum wavelet system, the filters H and G in
the algorithm can be computed easily. For example, for the
n-D coset sum Haar wavelet system in Example 5, both H
and G are the 1-D Haar refinement filter (cf. Example 1). For
the coset sum wavelet system in Example 6 that is generated
from S4 (cf. (10)) and U4 (cf. (9)), the filters are given as
H(K) =


1, K = 0,
9
16 , K = ±1,
− 116 , K = ±3,
0, otherwise,
G(K) =


696
512 , K = 0,
288
512 , K = ±1,
− 126512 , K = ±2,
− 32512 , K = ±3,
36
512 , K = ±4,
− 2512 , K = ±6,
0, otherwise.
We note that the above algorithms for the canonical coset
sum wavelet systems are not redundant: the number of coeffi-
cients after the decomposition algorithm is approximately the
same as the number of input samples, assuming that the filter
length of each filter involved in the algorithm is negligible
compared to the number of input samples.
Complexity. We measure complexity by counting the number
of operations needed in order to fully derive yj−1, and wν,j−1,
ν ∈ Γ′, from yj , and add the number of operations needed
for the reconstruction. Here, we count only multiplicative
operations such as multiplication and division, as counting
additive operations gives a similar result.
As in the fast tensor product wavelet algorithms discussed
in §II-B, the complexity here is linear, i.e. ∼ CN , with N
the number of nonzero entries in yJ , and C some constant
independent of yJ . We refer to this constant as the constant
in the complexity bound or simply as the complexity constant
throughout this paper.
We now estimate the complexity constant for fast coset
sum wavelet algorithms by computing the mean number of
operations per single entry in yJ . Suppose α and β are the
numbers of nonzero entries of the filters G and H , respectively.
Then, the number of operations that are needed to process the
portion of yJ that lies on the vertices of a unit cube is the
sum of
• 2n− 1 (for computing aG),
• (2n − 1)(α− 1) + n+ 1 (for Step (i)),
• 2(2n − 1)β (for Step (ii) and (iv)), and
• (2n − 1)α+12 + n− 1 (for Step (iii)).
After computing the sum, we divide it by 2n, which is the
number of vertices in the unit cube, in order to obtain the
cost per entry of performing one complete cycle of decompo-
sition/reconstruction. As a result, we get
3
2
α+ 2β
as an upper bound for the cost per entry. Therefore, the
algorithm has complexity (32α + 2β)N , and the constant in
the complexity bound in this case is 32α + 2β, which does
not increase as the spatial dimension n increases. A similar
argument is used in [25] to compute the complexity constant
for the algorithm introduced there.
Contrary to the complexity constant of the fast coset sum
wavelet algorithm that we just computed, in the tensor product
case the constant grows with the dimension (cf. §II-B). There
are a couple of components that make the coset sum wavelet
algorithm this fast. First, as we discussed in §IV-A (cf. (13)),
the wavelet masks of the coset sum wavelet system are
essentially univariate. Second, as we can see from the above
algorithms (cf. Step (iii)), the reconstruction step can be
done by completely bypassing the dual wavelet filters. This is
reminiscent of the Laplacian pyramid [43] (cf. Appendix B)
and its variant [42], which have trivial reconstruction steps
that are simply reverse processes of decomposition steps. As a
consequence, our algorithm inherits an asymmetry in the roles
of the lowpass filters from the Laplacian pyramid. Hence the
1-D lowpass filters G and H in our fast coset sum wavelet
algorithm play different roles.
Remark 1. It is well known that any (MRA-based) biorthog-
onal wavelet system (associated with FIR filters) has decom-
position and reconstruction algorithms with linear complexity
(see, for example, [1], [29], [31], [35]). In fact, as we alluded
to earlier, our fast coset sum decomposition algorithm is
nothing but this generic decomposition algorithm for the given
canonical coset sum wavelet system. However, our fast coset
sum reconstruction algorithm is fundamentally different from
this generic reconstruction algorithm: the dual coset sum
wavelet filters (cf. (14)) that are not used for our reconstruction
algorithm are used for the generic one. As a result, our
canonical coset sum wavelet system in Theorem 2 has two
different algorithms (the fast coset sum wavelet algorithm and
the generic one) and the generic algorithm is always slower
than the fast coset sum wavelet algorithm.
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Remark 2. For any biorthogonal wavelet system, multiplying
the primal part with some constant factors and dividing the
dual part with the same factors will still make a biorthog-
onal wavelet system. As the functions in these two systems
differ only by constants, it is clear that the two systems are
essentially the same and most of their properties–including the
support and the smoothness–are kept the same.
For the above fast coset sum wavelet algorithms, this means
that the decomposition step can be rewritten with explicit
normalization factors c, d > 0 as
ynewj−1 (k) = cyj−1(k), w
new
ν,j−1(k) = dwν,j−1(k)
where yj−1(k), wν,j−1(k) are defined as in Step (i)-(ii),
and that the reconstruction step can be modified accordingly:
the expressions in the right-hand side of Step (iii)-(iv)
can be rewritten in terms of
1
c
ynewj−1 (k),
1
d
wnewν,j−1(k)
in place of yj−1(k), wν,j−1(k) that are currently used. In
this sense, our original fast coset sum wavelet algorithms can
be considered as a special case when c = d = 1. These
normalizations are used throughout this paper except in §IV-C
(see the discussion below and the footnote in the subsection).
When normalization factors are used for the wavelet algo-
rithms, most properties of the algorithms are not affected. For
example, fast coset sum wavelet algorithms with normalization
factors will still have the linear complexity with the complexity
constant that is independent of n. However the use of different
normalization factors may result in different performance in
practice [48]. For example, when the algorithms are used for
nonlinear approximation with multiple levels (cf. §IV-C), the
coefficients are multiplied by constant factors and these factors
propagate recursively to other coefficients in lower levels and,
as a result, the use of normalization factors may change the
relative size of the coefficients.
Below we compare the fast tensor product wavelet algo-
rithms with the fast coset sum wavelet algorithms, both based
on the Deslauriers-Dubuc mask and its dual mask in §III-B.
Example 7: Fast tensor product wavelet algorithms vs. fast
coset sum wavelet algorithms. In this example, we compare
the algorithms for two different families of n-D wavelet sys-
tems constructed from the same univariate refinement masks
by using two different methods: (I) the tensor product and (II)
the coset sum. We consider the same univariate refinement
masks as in Example 4 and 6, i.e. U2k (interpolatory) and
S2k as in (9) and (10), respectively. It is easy to see that the
number of nonzero entries of the filter associated with S2k is
α = 8k − 3, and the number of nonzero entries of the filter
associated with U2k is β = 2k + 1.
Then complexity constant for each algorithm is given as
follows:
(I) (Tensor Product Case) From §II-B, the complexity con-
stant for the fast tensor product algorithm is (α+β)n =
(10k − 2)n, which grows linearly with the dimension.
(II) (Coset Sum Case) From the above Complexity discus-
sion, the complexity constant for the fast coset sum
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Fig. 11. Comparison of approximation power of tensor product and coset
sum for (a) original image “part of lena”: 5-level-down decomposition and
reconstruction using 3% largest coefficients. (c) The reconstructed image by
tensor product, PSNR = 25.7 dB. (d) The reconstructed image by coset
sum with Γ′ = {(1, 0), (0, 1), (1, 1)}, showing sharper edges and better
visual quality, with improved PSNR = 26.5 dB. (b) PSNR of reconstructed
images over different percentage of retained coefficients (0.5%-20%). This
experiment shows that the reconstructed images by coset sum have higher
PSNR (solid blue), hence better approximation quality than those by tensor
product (dotted red) over the range 0.5%-20% for image “part of lena”.
wavelet algorithm is 32α+2β =
3
2 (8k−3)+2(2k+1) =
16k − 52 , which does not grow with the dimension.
Therefore, remarkably, if we fix k (hence the number of
vanishing moments of the wavelet system) and increase the
dimension n, then the complexity constant stays the same for
the coset sum case, whereas it increases for the tensor product
case.
C. Experiments
In this subsection we present some experimental results of
the canonical coset sum wavelet system, in comparison with
the tensor product wavelet system. We have implemented the
fast coset sum wavelet algorithms in Matlab. The program
takes a pair of 1-D biorthogonal refinement filters as input
and works for 2-D images. We compare our Matlab program
with the standard Matlab implementation of 2-D fast tensor
product wavelet algorithms: wavedec2 (for decomposition) and
waverec2 (for reconstruction) in Wavelet Toolbox [49]. 4For
the experiments in this subsection, we use two different 2-D
4When comparing the implementation of two different wavelet systems,
it is important to use the same normalization factors as they may affect
the performance (cf. Remark 2 after Complexity discussion). Normalization
factors c = d = 2 are used for implementing our coset sum wavelet system
since these are the normalization factors used for the tensor product Matlab
implementation when seen in terms of a 2-D generalization of the related 1-D
concepts (i.e. the DC and Nyquist gains) [50].
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(a) Original image “wood45”
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Fig. 12. Comparison of approximation power of tensor product and
coset sum for (a) original image “wood45”: 5-level-down decomposition and
reconstruction using 3% largest coefficients. (c) The reconstructed image by
tensor product, with blurry recovered content and PSNR = 24.3 dB. (d) The
reconstructed image by coset sum with Γ′ = {(1, 0), (0, 1), (1, 1)}, showing
better approximation to the original image and better improved PSNR = 28.2
dB. (b) PSNR of reconstructed images over different percentage of retained
coefficients (0.5%-20%). The improvement of PSNR in this example is larger
than that in “part of lena” example due to the stronger directional content in
image “wood45”.
wavelet systems obtained from the same 1-D filters, U4 (shown
in Figure 4) and S4 (shown in Figure 5), but using two differ-
ent methods, coset sum and tensor product. For the coset sum
wavelet system, we initially choose Γ′ = {(1, 0), (0, 1), (1, 1)}
as the nonzero coset representatives. The two wavelet systems
constructed this way are discussed in Example 6, and the
complexity constants of their algorithms are compared in
Example 7.
We first compare the running time of the fast coset sum
wavelet algorithm with the fast tensor product wavelet algo-
rithm. We apply the two wavelet systems constructed as above
to test images, “part of lena”5 in Figure 11(a), and “wood45”6
in Figure 12(a), both of which have directional content along
the diagonal direction. Here, the diagonal direction, or 45◦
from the positive x-axis, is chosen because it can highlight
the benefit of our coset sum wavelet system over the tensor
product wavelet system: it is one of the directions that may
be captured well by our coset sum system since tan 45◦ = 11
and (1, 1) ∈ Γ′, while it is one of the directions that may not
be captured well by the tensor product system since it is not
a coordinate direction. Both are of size 256 × 256, and we
5 This image is obtained from the image “lena” (512× 512) in the image
repository http://links.uwaterloo.ca/Repository.html by taking its central part
(of size 256 × 256).
6 This image is obtained from the image “wood.000” (512 × 512) in the
SIPI Image Database http://sipi.usc.edu/database/database.php?volume=rotate
by rotating 45◦ clockwise, and taking its central part (of size 256× 256).
(a) Original image: “wood”
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Fig. 13. An example of image with multiple directions. Comparison of
approximation power of tensor product and coset sum for (a) original image
“wood”: 5-level-down decomposition and reconstruction using 3% largest
coefficients. (c) The reconstructed image by tensor product, PSNR = 30.4 dB.
(d) The reconstructed image by coset sum with Γ′ = {(1, 0), (0, 1), (1, 1)},
PSNR = 31.4 dB. (b) PSNR of reconstructed images over different percentage
of retained coefficients (0.5%-20%).
perform 5-level-down decomposition and reconstruction. The
running time for “part of lena” is about 0.0279 seconds (s)
on average for tensor product algorithm and about 0.0161 s
on average for coset sum algorithm, on a Mac 4G 1333MHz
laptop. The running time for “wood45” is about 0.0283 s on
average for tensor product and about 0.0162 s on average
for coset sum. We also tried several other images, both
with and without directional content, for various levels of
decomposition and reconstruction, and obtained essentially the
same results: the coset sum algorithms were faster than the
tensor product ones. These experiments confirm our theoretical
finding in the previous subsection (cf. Example 7).
We now compare the approximation power of these two
wavelet systems. For this, we first decompose a fixed image
using the two wavelet systems, then recover the image from the
M -largest decomposed coefficients (in magnitude), and finally
compare the Peak-Signal-to-Noise-Ratio (PSNR) of the two
reconstructed images. The reconstructed image with higher
PSNR indicates better approximation to the original image. For
the image “part of lena”, the reconstructed image using coset
sum system shows sharper edges along the diagonal direction
and better visual quality than those of tensor product system,
and has a slightly higher PSNR (Figure 11(a)(c)(d)). In this
experiment, we found that as long as the percentage of retained
coefficients is not too large, the coset sum system has slightly
higher PSNR (see Figure 11(b) for the range 0.5%-20%). For
higher percentage, the coset sum system showed either com-
parable or slightly worse performance. Another example using
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(a) Reconstructed “part of lena” (b) Reconstructed “wood45” (c) Reconstructed “wood”
Fig. 14. Reconstructed images by curvelet from a 5-level-down decomposition and retaining 3% largest coefficients, for original images “part of lena” (Figure
11(a)), “wood45” (Figure 12(a)) and “wood” (Figure 13(a)). Experiments are done by using the wrapping-based method ([51]) implemented in CurveLab
Toolbox ([52]) with the default parameter setting. PSNR for reconstructed images are: (a) 25.4 dB (b) 27.7 dB and (c) 30.7 dB.
the texture image “wood45” is also presented (Figure 12).
The reconstructed image using coset sum system shows even
better performance in this example in terms of PSNR, which is
probably due to its stronger directional content. Contrary to the
previous experiment with “part of lena”, in this experiment,
the coset sum system showed consistently higher PSNR for
all the percentages. From this experiment, we see that coset
sum wavelet system shows promising results when applied to
images with strong directional content that matches with the
directions of the coset sum primal wavelet filters.
We recall that the directional preference of the coset sum
primal wavelet filters can be specified by the associated coset
representatives in Γ′. If a dominant direction of the given
image does not match with the preferred directions of the
coset sum, the coset sum wavelet system may no longer
perform well. In such a case, a different set Γ′ may be
used to match the image’s direction (cf. Remark 1 after
Definition 1 in §III-A). For example, if the dominant direction
is −60◦ from the positive x-axis, then since tan(−60◦) =
−√3 ≈ 2(−1) , the coset representative (−1, 2) can be used
in place of (1, 0) in the default nonzero coset representatives
Γ′ = {(1, 0), (0, 1), (1, 1)}.
For many images, it may not be possible to match the
directions of the image with the directions of the coset sum.
In order to see how the coset sum system would perform for
these images in comparison with the tensor product system,
we apply the two systems to the test image, “wood”7 in Fig-
ure 13(a). It has 5 different directional content (25◦, 60◦, 95◦,
130◦ and 165◦ from the positive x-axis), and it is impossible
for us to choose the nonzero coset representatives that match
all the directions presented in the image. The reconstructed
image using coset sum with the default coset representatives
shows sharper edges along the directions near 45◦, such as
60◦ and 25◦, and better visual quality than those of tensor
product system, and has a slightly higher PSNR (see Figure
13(a)(c)(d)). For the directions that are significantly different
from the preferred directions of the coset sum, such as 130◦,
it does not show sharp edges anymore, but the reproduced
image using tensor product does not show sharp edges either.
7This image is produced by overlying 5 rotated versions of the image
“wood.000”, which is used to generate the image “wood45” in Figure 12(a),
and taking its central part (of size 256 × 256).
We found that the overall PSNR result of this image is similar
to that of “part of lena”: the reconstructed image by coset
sum has slightly higher PSNR as long as the percentage of
retained coefficients is not too large (see Figure 13(b) for the
range 0.5%-20%), but for higher percentage it showed either
comparable or slightly worse performance.
We notice that in the reconstructed image in Figure 13(d)
certain directions are pronounced more strongly than others
despite that the original image in Figure 13(a) does not
have that characteristic. This is due to the lack of rotational
symmetry ([26]) of the coset sum refinable functions with
the default coset representatives (cf. Figure 6 and 9(a)). A
remedy for this can be obtained by choosing a set Γ′ that gives
(roughly) equi-angled directions. For example, when n = 2, by
setting Γ′ = {(1, 1), (−4, 1), (1,−4)}, a rotational symmetry
can be roughly achieved as it gives equi-angled directions
45◦, 165◦, and 285◦ from the positive x-axis. However, in
general it is not easy to overcome the lack of rotational
symmetry of the coset sum refinable functions. For example,
if we use the above non-default choice of Γ′ for C2[S4] and
C2[U4] in Example 4, our computation shows that the refinable
function associated with C2[S4] is still in L2(R2), but the
one associated with C2[U4] is not. Therefore obtaining coset
sum refinable functions that are in L2(Rn) with rotational
symmetry may not be always possible even for the case of
n = 2.
As a passing remark, we make a brief comment on com-
parison to the curvelet system [53], which is a state-of-the-
art system for representing 2-D and 3-D data effectively
using their geometric structure. Before presenting the image
experiments using curvelets, we note that any comparison
between the curvelet system and the coset sum wavelet system
should be made with care as they are very different in nature.
For one thing, the curvelet system is not a wavelet system
constructed by using a method that works for any multi-D,
which is our main interest in this paper. Besides, the curvelet
system is highly redundant and its fast algorithm is slower
than that of the tensor product and the coset sum system.
With all these in mind, we perform the curvelet transform
to the above test images using the Matlab implementation
(fdct wrapping.m for decomposition and ifdct wrapping.m for
reconstruction) of 2-D discrete curvelets ([51]) in CurveLab
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Toolbox [52]. Even after fixing the decomposition level and
the percentage of retained coefficients, there are still some
parameters to be chosen in the curvelet codes, and the PSNR
of reconstructed images is quite sensitive to the choice of these
parameters. For reconstructed images using curvelet system
with the default parameter setting, the PSNR is either between
the PSNR of tensor product and that of coset sum (“wood45”
and “wood”), or slightly lower than the PSNR of tensor
product (“lena”) (see Figure 14). In terms of the visual quality,
the curvelet system is superior to the other two systems in both
capturing different directional content and keeping rotational
symmetry in an image (see Figure 14(c)), but it may add
some strong directional artifacts to the reconstructed image
(see Figure 14(a)(b)). We conclude that a complete comparison
between the coset sum system and the curvelet system requires
more thorough study on them.
V. SUMMARY AND OUTLOOK
In this paper we presented the coset sum as an alternative
method to the tensor product in constructing decomposable
multivariate refinement masks. The decomposable refinement
mask constructed by coset sum can be written as the sum,
instead of the product, of the univariate refinement masks.
We showed that the coset sum can provide many important
features of the tensor product, such as preserving the biorthog-
onality of the univariate refinement masks and the availability
of a wavelet system with fast algorithms.
Since the coset sum provides a way to obtain a pair of mul-
tivariate biorthogonal refinement masks, it can be combined
with any method for finding wavelet masks to construct a
(MRA-based biorthogonal) multivariate wavelet system. There
has been only limited progress in a systematic construction of
non-tensor based multivariate wavelet systems. The coset sum
adds a new opportunity to this end.
By specifying wavelet masks as described in §IV-A, we
constructed a particular class of coset sum wavelet systems
that can be associated with fast algorithms. Such algorithms
are referred to as fast coset sum wavelet algorithms.
The fast tensor product wavelet algorithm has linear com-
plexity, but the constant in the complexity bound increases
as the spatial dimension increases. On the other hand, the
constant in the (linear) complexity bound for the fast coset
sum wavelet algorithm is independent of the dimension. Thus,
when the spatial dimension is high, the coset sum wavelet
algorithm can be faster than the tensor product wavelet algo-
rithm.
Coset sum is not necessarily the only alternative to the
tensor product. Rather, despite of its limitations in processing
images, its existence with desirable features suggests that it
may be worthwhile to develop and practice alternative methods
to the tensor product for constructing multivariate wavelet
systems.
APPENDIX
A. Proof of Theorem 1
1) Proof of part (a): Suppose H and h are the filters
associated with masks R and Cn[R]. If R is interpolatory,
it is straightforward to show that Cn[R] is interpolatory. If
Cn[R] is interpolatory, by (2), h(0) = 1, and h(k) = 0 if
k ∈ 2Zn\0. Then by (8), H(0) = 1. Moreover, H(K) = 0 at
all other even points, because if H(K) 6= 0 at some even point
K ∈ 2Z\0, then h(k) = H(K) 6= 0 at k = Kν ∈ 2Zn\0,
which contradicts to that Cn[R] is interpolatory. Therefore R
is also interpolatory.
2) Proof of part (b): Without loss of generality, we may
assume R˜ is interpolatory. We want to show that, Cn[R]
and Cn[R˜] are biorthogonal if and only if R and R˜ are
biorthogonal.
Let Ro := (R−R(·+ pi))/2 and Re := (R+R(·+ pi))/2
be the odd and even parts of R, respectively, and let R˜o be
the odd part of R˜. Since R˜ is interpolatory, the even part of
R˜ is the constant 1/2. It is easy to check ∀ω1 ∈ T
Ro(ω1)R˜
o(ω1) =
1
2
− 1
2
Re(ω1)
⇐⇒ R and R˜ are biorthogonal.
Here, as before, the overline is used to denote the complex
conjugate.
We will also need the following identities:∑
γ∈piΓ
e−iν·γ =
{
2n, if ν = 0,
0, if ν ∈ Γ′. (15)
Then from the definition of the coset sum (cf. Definition 1, (6)
and (7)), biorthogonal condition (1), and the above identities
(15), we have
Cn[R] and Cn[R˜] are biorthogonal
⇐⇒
∑
γ∈piΓ
(Cn[R]Cn[R˜])(ω + γ) = 1, ∀ω ∈ Tn
⇐⇒
(
1
2n−1
)2 ∑
γ∈piΓ
(
−2n−1 +
∑
ν∈Γ
R((ω + γ) · ν)
)
·
(
1
2
+
∑
ν˜∈Γ′
(
R˜((ω + γ) · ν˜)− 1
2
))
= 1, ∀ω ∈ Tn
⇐⇒
∑
γ∈piΓ
(
1− 2n−1 +
∑
ν∈Γ′
eiγ·νRo(ω · ν) +
∑
ν∈Γ′
Re(ω · ν)
)
·
(
1
2
+
∑
ν˜∈Γ′
e−iγ·ν˜R˜o(ω · ν˜)
)
= (2n−1)2, ∀ω ∈ Tn
⇐⇒2n−1(1− 2n−1) + 2n−1
∑
ν∈Γ′
Re(ω · ν)
+2n
∑
ν∈Γ′
Ro(ω · ν)R˜o(ω · ν) = (2n−1)2, ∀ω ∈ Tn
⇐⇒Ro(ω1)R˜o(ω1) = 1
2
− 1
2
Re(ω1), ∀ω1 ∈ T.
Therefore, Cn[R] and Cn[R˜] are biorthogonal if and only if R
and R˜ are biorthogonal.
3) Proof of part (c): Let R be a univariate interpolatory
refinement mask with accuracy number m. First let us prove
the accuracy number of Cn[R] is at least m. Since R has
accuracy number m,
(DkR)(pi) = 0, ∀0 ≤ k ≤ m−1, and (DmR)(pi) 6= 0. (16)
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Furthermore, since R is interpolatory, 1−R(ω) = R(ω + pi)
holds for all ω ∈ T. Hence (Dk(1−R))(0) = (DkR)(pi) for
all k ∈ N0 := N ∪ {0}. Thus 1 −R has a zero of order m at
the origin, i.e.
R(0)=1
(DkR)(0)=0, ∀1 ≤ k ≤ m− 1 (17)
(DmR)(0) 6=0.
Now consider the n-D refinement mask Cn[R]. The accuracy
number of Cn[R] is at least one, i.e. Cn[R](γ) = 0, for all
γ ∈ piΓ′. To see this, we need the dual identities of (15):
∑
ν∈Γ
e−iν·γ =
{
2n, if γ = 0,
0, if γ ∈ piΓ′. (18)
From (18), we can read off
#{ν ∈ Γ′ : γ · ν ≡ pi (mod 2piZ)} = 2n−1, (19)
for all γ ∈ piΓ′. In particular, the left-hand side of (19) is
independent of γ. We then have for any γ ∈ piΓ′
2n−1Cn[R](γ) = −2n−1 +
∑
ν∈Γ
R(γ · ν)
=1− 2n−1 +
∑
{ν∈Γ′:γ·ν≡0}
R(γ · ν) +
∑
{ν∈Γ′:γ·ν≡pi}
R(γ · ν)
=0,
where ≡ in the second line is used to denote congruence
in modulo 2piZ, and the last equality is from the conditions
R(0) = 1, R(pi) = 0 and the identity (19). Furthermore, for
all γ ∈ piΓ′ and for all µ ∈ Nn0 with 1 ≤ µ ≤ m − 1
( µ := µ1 + · · ·+ µn)
(DµCn[R])(γ) = 1
2n−1
∑
ν∈Γ′
(Dµ[R(ω · ν)])|ω=γ
=
1
2n−1
∑
ν∈Γ′

 n∏
j=1
ν
µj
j

 (D µ R)(γ · ν) = 0,
where the last equality is from the identities (16) and (17).
Therefore the accuracy number of Cn[R] is at least m.
Next we prove the accuracy number of Cn[R] is exactly m
by contradiction. Suppose the accuracy number of Cn[R] is
m+ l with l ≥ 1. Then
(DµCn[R])(γ) = 0,
∀γ ∈ piΓ′ and ∀µ ∈ Nn0 with 0 ≤ µ ≤ m+ l − 1.
Since the univariate interpolatory R and the multivariate
interpolatory Cn[R] are connected as follows:
R(ω) = Cn[R](ω, 0, · · · , 0), ∀ω ∈ T,
we have (DkR)(pi) = D(k,0,···,0)Cn[R](pi, 0, · · · , 0) = 0 for
all 0 ≤ k ≤ m + l − 1. Hence the accuracy number of R
is at least m + l, which contradicts to the given assumption.
Therefore the accuracy number of Cn[R] has to be m.
B. Proof of Theorem 2
In this subsection we prove Theorem 2. In the proof we use
the concepts of Compression-Alignment-Prediction (CAP) and
Compression-Alignment-Modified-Prediction (CAMP) [54].
CAMP is a variant of CAP, and CAP is a generalization of the
Laplacian pyramid [43]. In particular, CAP without alignment
operator is the same as Laplacian pyramid. It is well known
that Laplacian pyramid has a trivial reconstruction algorithm of
reversing the steps in its decomposition algorithm. Both CAP
and CAMP are originally designed for the redundant wavelet
construction, and CAMP is introduced in order to achieve a
better space localization than CAP.
Given τ := Cn[S], τd := Cn[U ] with interpolatory U , and
tν(ω) := e
−iν·ωU(ω · ν + pi), ω ∈ Tn, ν ∈ Γ′, we want
to show that there exist dual wavelet masks tdν(ω) such that
(τ, (tν)ν∈Γ′) and (τd, (tdν)ν∈Γ′) satisfy the MUEP conditions
in (3).
To show this, first let us construct another pair of wavelet
masks (τν)ν∈Γ and dual wavelet masks (τdν )ν∈Γ, which we
know for sure satisfy the MUEP conditions with τ and τd.
First extend the definition of tν by defining t0:
tν(ω) :=
{
1
2(1− τ(ω)), if ν = 0,
e−iν·ωU(ω · ν + pi), if ν ∈ Γ′.
Then from [54] we know that
tν(ω) = 2
n
2
−1 · tCAMP−ν (ω), ν ∈ Γ, (20)
where tCAMPν is the CAMPlet mask in Section 2.3 of [54].
Furthermore by comparing the CAPlet masks in Lemma 2.2
of [54] with the CAMPlet masks, it is easy to see that they
are related as
tCAPν (ω)− tCAMPν (ω) =
{
0, if ν = 0,
f−ν(ω)t
CAMP
0 (ω), if ν ∈ Γ′,(21)
where fν(ω) = e−iν·ω
∑
γ∈piΓ e
−iν·γτd(ω + γ). Here it is
necessary to point out that fν is pi-periodic, i.e. fν(ω + γ) =
fν(ω), for any γ ∈ piΓ.
Now define (τν)ν∈Γ
τν(ω) := 2
n
2
−1tCAP−ν (ω), ν ∈ Γ. (22)
Then since CAP without alignment operator is the same
as Laplacian pyramid, and Laplacian pyramid has a trivial
reconstruction, we know that with
τdν (ω) :=
{
21−n, if ν = 0,
21−ne−iν·ω, if ν ∈ Γ′,
(τ, (τν)ν∈Γ) and (τd, (τdν )ν∈Γ) satisfy the MUEP conditions.
Next, we start from the MUEP conditions of (τ, (τν)ν∈Γ)
and (τd, (τdν )ν∈Γ) to find our dual wavelet masks tdν . To do
that, we need three more identities. The first one is a simple
observation that can be obtained from (20), (21) and (22):
τν(ω)− tν(ω) =
{
0, if ν = 0,
fν(ω)t0(ω), if ν ∈ Γ′. (23)
The second one can be derived from the interpolatory property
of τd and the identities (18):
τd0 (ω) +
∑
ν∈Γ′
fν(ω)τ
d
ν (ω) = 2τ
d(ω). (24)
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After defining gν(ω) := e−iν·ω
∑
γ∈piΓ e
−iν·γτ(ω + γ), the
third identity:
t0(ω) + 2
−n
∑
ν∈Γ′
tν(ω)gν(ω) = 0 (25)
can be shown from the biorthogonality between τ and τd and
the identities (18). Finally from the above identities (23), (24)
and (25), with
δγ0 :=
{
1, if γ = 0,
0, if γ ∈ piΓ′,
we get
δγ0
=τ(ω + γ)τd(ω) + τ0(ω + γ)τ
d
0 (ω) +
∑
ν∈Γ′
τν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω) + t0(ω + γ)τ
d
0 (ω)
+
∑
ν∈Γ′
fν(ω + γ)t0(ω + γ) + tν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω)
+t0(ω + γ)
(
τd0 (ω) +
∑
ν∈Γ′
fν(ω + γ)τ
d
ν (ω)
)
+
∑
ν∈Γ′
tν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω) + t0(ω + γ)2τ
d(ω) +
∑
ν∈Γ′
tν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω)
+
(
t0(ω + γ) + 2
−n
∑
ν∈Γ′
tν(ω + γ)gν(ω + γ)
)
2τd(ω)
−2−n
∑
ν∈Γ′
tν(ω + γ)gν(ω + γ)2τ
d(ω)
+
∑
ν∈Γ′
tν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω)− 21−n
∑
ν∈Γ′
tν(ω + γ)gν(ω + γ)τ
d(ω)
+
∑
ν∈Γ′
tν(ω + γ)τ
d
ν (ω)
=τ(ω + γ)τd(ω)
+
∑
ν∈Γ′
tν(ω + γ)
(−21−ngν(ω)τd(ω) + τdν (ω)) .
Therefore, by letting tdν := −21−ngντd + τdν , we find the
dual wavelet masks tdν , ν ∈ Γ′, such that (τ, (tν)ν∈Γ′) and
(τd, (tdν)ν∈Γ′) satisfy the MUEP conditions.
C. Proof of the identity in Step (iii) of the coset sum
algorithm in §IV-B
In this subsection we verify the identity in Step (iii) of
Reconstruction Algorithm in §IV-B. We use the same notation
as in the algorithm. In particular, G and H are univariate re-
finement filters associated with biorthogonal refinement masks
S and U , respectively, and H is interpolatory.
From Step (i) of the algorithm in §IV-B, we know that,
with aG = 2n − (2n − 1)(2 −G(0)),
aG yj(2k)=2
nyj−1(k)−
∑
ν∈Γ′
∑
L∈Z\0
G(L)yj(2k + Lν)
=2nyj−1(k)−
∑
ν∈Γ′
∑
L≡1
G(L)yj(2k + Lν)
−
∑
ν∈Γ′
∑
L≡0,L 6=0
G(L)yj(2k + Lν) (26)
where≡ is used to denote congruence in modulo 2Z. Since the
masks S and U are biorthogonal, from (1) and the connection
between the filter and the mask, it is easy to see that the
associated filters G and H satisfy the following condition:∑
m∈Z
G(L +m)H(m) =
{
0, if L ≡ 0, L 6= 0,
2, if L = 0.
Combining this with the fact that H is interpolatory leads to∑
m≡1
G(L +m)H(m) =
{
0−G(L), if L ≡ 0, L 6= 0,
2−G(0), if L = 0.
From this and the change of variables, we see that∑
ν∈Γ′
∑
L≡0,L 6=0
G(L)yj(2k + Lν)
=
∑
ν∈Γ′
∑
L≡0,L 6=0
(
0−
∑
m≡1
G(L +m)H(m)
)
yj(2k + Lν)
=−
∑
ν∈Γ′
∑
m≡1
∑
L≡0
G(L+m)H(m)yj(2k + Lν)
+
∑
ν∈Γ′
∑
m≡1
G(m)H(m)yj(2k)
=−
∑
ν∈Γ′
∑
m≡1
∑
n≡1
G(n)H(m)yj(2k + (n−m)ν)
+(2n − 1)(2−G(0))yj(2k)
=−
∑
ν∈Γ′
∑
L≡1
∑
m≡1
G(L)H(m)yj(2k + (L−m)ν)
+(2n − 1)(2−G(0))yj(2k)
By substituting this result to (26) and solving for yj(2k), we
obtain
yj(2k) = yj−1(k)− 1
2n−1
∑
ν∈Γ′
∑
L∈Z
G(2L+ 1)wν,j−1(k + Lν)
as desired.
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