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Compensation of Unmodeled Aircraft Dynamics in Airborne Inspection
of Linear Infrastructure Assets
Troy S. Bruggemann and Jason J. Ford
Abstract— Fixed-wing aircraft equipped with downward
pointing cameras and/or LiDAR can be used for inspecting
approximately piecewise linear assets such as oil-gas pipelines,
roads and power-lines. Automatic control of such aircraft
is important from a productivity and safety point of view
(long periods of precision manual flight at low-altitude is
not considered reasonable from a safety perspective). This
paper investigates the effect of any unwanted coupling between
guidance and autopilot loops (typically caused by unmodeled
delays in the aircraft’s response), and the specific impact
of any unwanted dynamics on the performance of aircraft
undertaking inspection of piecewise linear corridor assets (such
as powerlines). Simulation studies and experimental flight tests
are used to demonstrate the benefits of a simple compensator
in mitigating the unwanted lateral oscillatory behaviour (or
coupling) that is caused by unmodeled time constants in the
aircraft dynamics.
I. INTRODUCTION
Aircraft equipped with cameras and/or LiDAR for as-
set inspection can be used for inspecting approximately
piecewise linear assets such as oil-gas pipelines, roads,
bridges, power-lines, power generation grids, rivers, coast-
lines, canals, highways and forest fire boundaries [1], [2],
[3], [4], [5], [6], [7], [8], [9]. Aerial inspection can reduce
operational costs, reduce man power requirements, and can
ensure the timely inspection of assets that are difficult to
locate or access on the ground. However, flying at low
altitude for hours at a time above assets such as powerlines,
is a potentially dangerous task. Due to these safety concerns,
controlling the aircraft automatically to track the linear assets
has significant practical importance, and also represents a
step towards fully autonomous operation (such as might be
required in Unmanned Aerial Vehicles). As such, the possible
use of autonomous craft for low-altitude linear infrastructure
inspection applications has been well recognized by various
authors since the mid-1990’s [6], [7], [8], [9], [10], [11],
[12], [13].
A linear infrastructure asset, such as a powerline network,
is essentially a sequence of piecewise linear segments, or
corridors, that can be inspected by flying over with an aircraft
equipped with a downward facing camera and/or LiDAR
sensor (see Fig. 1). Inspecting linear infrastructure corridors
requires both flight over each linear corridor, and also flight
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between linear corridor segments (that is, precision corner-
ing and turning). Hence, aircraft control for low-altitude
inspection of piecewise linear infrastructure is fundamentally
different to enroute navigation (waypoint to waypoint) based
flying for the following reasons:
• There are often strict constraints on maximum aircraft
roll during inspection due to data capture sensor con-
straints (hence aircraft attitude must be considered in
any design);
• Aircraft dynamic constraints and the geometrical prop-
erties of the infrastructure under inspection often imply
that the infrastructure cannot be inspected in one contin-
uous capture flight. Hence, airborne inspection actually
involves periods of both inspection flight (precision
tracking above infrastructure) and non-inspection flight
ending with a precision approach (flight that precisely
positions the aircraft for the next inspection period);
• Low-altitude inspection requires a route planning pro-
cess that is able to appropriately plan both inspection
flight phases and non-inspection transition flight phases.
The first feature identified above highlights that the low-
altitude inspection task requires a precision line tracking
capability rather than the “heading hold” or “waypoint fol-
lowing” capability offered by typical aviation grade GPS
navigators and autopilots installed in most aircraft. The
other two features highlight that automated inspection flight
requires the interaction between a number of automated
behaviors.
A number of aircraft guidance law approaches have been
previously proposed for tracking lines, see [14], [15], [1] and
references within. Largely, previous approaches are inspired
by the well known proportional navigation guidance law
for missile systems [16]. However, an inspection aircraft’s
dynamics are significantly different from a roll symmetric
guided missile, and an aircraft’s turning dynamics must be
properly accounted for. Failure to properly consider the im-
pact of the slow turning dynamics within an aircraft’s closed-
loop response could lead to lateral oscillatory behavior about
the desired reference trajectory and cause poor cross-track
and heading error performance. Moreover, the infrastructure
inspection task involves additional attitude constraints that
are not present in the original proportional navigation guid-
ance problem.
This paper investigates the effect of unmodelled dynamics
on the closed-loop control performance of an aircraft inspect-
ing linear infrastructure. The first contribution of this paper
is to illustrate the negative impact of unmodelled aircraft
Fig. 1. Powerlines in a 10km by 10 km area
dynamics on inspection performance. The second contribu-
tion is to examine the benefit of a simple PD compensation
loop within a larger control design. These contributions are
illustrated by both simulation studies and flight experiments.
This paper is structured as follows: In Section II we
introduce a description of the basic approach for aircraft
control during linear infrastructure inspection. In Section
III we provide some analysis of the impact of unmodelled
dynamics on the guidance performance of inspection aircraft,
and propose a compensation technique. In Section IV exten-
sive studies are used to illustrate the benefits of the proposed
compensation technique. These benefits were confirmed in
flight test described in Section V.
II. BACKGROUND: AUTOMATIC CONTROL FOR
TRACKING LINES
This paper investigates the impact of actuator delay on
well-established tracking algorithms. Before we can describe
this impact we need to provide an overview of the standard
approach to tracking linear infrastructure.
Recently, the control structure shown in Figure 2 has been
proposed for automation of aircraft in airborne inspection of
piecewise linear infrastructure [15]. This control structure
decomposes aircraft control design into nested control func-
tions: 1) a trajectory planning loop, 2) a guidance loop, 3)
a bank turn logic function, and 4) an inner autopilot loop.
The functions of the guidance and trajectory planning loops
are somewhat intertwined, and might be considered as one
control loop in some situations. The above decomposition
is approximately sorted according to the time scales of the
dynamics handled within each loop (outer loops correspond
to slower features of the dynamics).
Apart from simplifying conceptual complexity, one key
advantage of this decomposition is that it allows the inner-
most autopilot loop to be implemented by commercially
available autopilot solutions that have are already been
certified for use the aircraft being used (in our case, certified
for a Cessna 172R). This inner part of the decomposition
also has the seemingly desirable characteristic of placing all
platform specific issues within one loop (so that the design
of the outer loops are less dependent upon platform specifics,
and these outer loops of a control design can be re-used on
different aircraft platforms). However, some of our previous
flight experiments have suggested that there might be some
coupling between the design of inner and outer loops. This
paper will investigate the strength of any platform specific
coupling between the inner autopilot/bank logic loops and
the outer guidance/trajectory planning loops.
A second important advantage of this control loop decom-
position is that relying upon already certified commercial
autopilots also simplifies the process for official certification
of the developed solution. In fact, for the last 18 months, with
appropriate approval by the regulators, we have been able
to safely conduct flight experimentation with a Cessna 172
aircraft on the basis of this type of control decomposition.
We will now briefly describe each of these loops.
A. Trajectory planning: Receding Virtual Waypoint
In this study, our aircraft will achieve the trajectory
planning aspects of infrastructure tracking using a receding
virtual waypoint (RVWP) approach, as described in [15].
A receding virtual waypoint approach is a simple implicit
trajectory planning technique in which the aircraft attempts
to track a trajectory described by the infrastructure itself
(usually specified as a point on the infrastructure some look-
ahead distance d in front of the aircraft’s current location).
This approach has the benefit of ensuring that the aircraft
will attempt to fly directly above the infrastructure, but also
allows the avoidance of discontinuities in the planned flight
path (corners where line corridor segments join) by allowing
the aircraft to naturally cut across the corners (as long as
the heading change in the infrastructure is small enough).
It is important to note that when using a RVWP approach
to describe the reference trajectory, the lateral stability of
the platform depends upon characteristics of the autopilot
response, the look ahead distance d selected, and the time
constant of the aircraft’s lateral dynamics.
B. Guidance Loop
The guidance loop of airborne platforms have been ex-
tensively studied for over 50 years in the context of missile
guidance [16]. Let x, y denote the relative displacement of
the aircraft from the RVWP (where the y-axis is aligned
with the infrastructure, and the x-axis is the lateral cross-
track error). Let r =
√
x2 + y2 denote the range, λ =
tan−1(y/x) denote the line-of-sight angle, V is aircraft
speed, and tgo = |r|/V denote the fictitious time-to-go (a
fictitious time corresponding to the time to reach the RVWP,
if this waypoint was stationary at its current location).
Our previous work identified the following Precision Guid-
ance (PG) law as quite suitable for infrastructure inspection
[15]:
ac,PG = VPG(4λ˙+ 2(λ− λ)/tgo), (1)
where ac,PG is the commanded acceleration (expressed as
feedback in λ and tgo). Here, VPG = V − ηVRVWP , where
VRVWP is the component of the RVWP’s velocity in the
body axis direction of the aircraft and η is a design factor
(here, η = 0.5 was found by trial-and-error to work well).
In the simulation studies following, this PG law is com-
pared to the following 3 alternative guidance laws:
Fig. 2. Control System Architecture for Aircraft Inspection of Linear Infrastructure.
1) The well known PN law defined through the accelera-
tion command ac,PN :
ac,PN = V Nλ˙ (2)
where N = 3 is the navigation gain [16], [17].
2) The biased PN law (BPN) proposed in [4], [14] for
the infrastructure tracking problem. The BPN law is
defined through the acceleration command ac,BPN :
ac,BPN = V Nλ˙+ L |y| sign(y) (3)
where L is a gain that needs to be tuned. It might be
noted that the BPN law (with N = 4) is similar to
the PG law but with a heading requirement implicitly
hidden in the bias term involving y.
3) Frew’s nonlinear arctan controller proposed in [1]. This
guidance law is defined by the equation,
ac,ARCTAN = V P
[
tan−1
(
x˙√
V 2IAS−x˙
)
− tan−1 (−xd )] (4)
where P is a tuned proportional gain and VIAS is the
indicated airspeed.
C. Bank Turn Logic
A detailed description of the bank turn logic is provided in
[15]. In this paper we will assume that the aircraft can select
between straight and level flight and bank-to-turn maneuvers.
Bank-to-turn maneuvers are the normal way that a fixed-
wing aircraft achieves a change of heading (or commanded
lateral acceleration) [18]. To determine a suitable bank-to-
turn maneuver we first use knowledge of the aircraft’s current
heading and simple trigonometry to convert from navigation
frame commands ac (issued by the guidance loop, either
ac,PG, ac,PN , ac,BPN or ac,ARCTAN ) into body-fixed frame
commands abc. Then we note that during a bank-to-turn
maneuver a body-fixed frame lateral acceleration abc can be
achieved by commanding the roll angle φc [14], [19]
φc = tan−1
(
abc
g
)
. (5)
This is a very common model of roll dynamics arising out
of Newton’s law of angular motions applied to the moment
forces induced by aerodynamic control surfaces [19], [18],
[22]. Many autopilots can execute the low-level controls
required to achieve a specified roll command φc (at least
within a reasonable flight envelope). Hence, bank-to-turn
maneuvers represent a simple and implementability class
of maneuvers to consider when attempting to automate an
aircraft with a standard autopilot.
It is important to note that data capture quality is depen-
dent on maneuvers conducted (or the attitude experienced) by
the aircraft, and hence we will want to avoid any unnecessary
turning or roll maneuvers.
D. Autopilot Loop
The autopilot loop is heavily dependent on platform char-
acteristics. We will assume that a commercially available
autopilot solution is used. We will assume low-level flight
stability is achieved by this autopilot. This is not a restrictive
assumption because fixed-wing single propeller aircraft are
generally designed to have stable flight characteristics, even
in the absence of feedback control (i.e. fixed-wing aircraft
are typically inherently stable).
E. Interactions between the nested loops
Our previous work did not investigate the effect of the
unmodelled delays in the aircraft’s dynamics on the closed-
loop control system performance. It is well known that
missile guidance laws exhibit sensitivity to time constants
[16], and it follows that any aircraft guidance laws related
to such methods (such as those presented above) will also
likely be sensitive to unmodelled delays in dynamics. Not
accounting for these aircraft dynamics can result in unwanted
lateral oscillations, excess cross-track and heading error
when tracking lines, which will result in reduced quality of
captured data from camera or LiDAR. These are the issues
that are investigated in this paper.
III. MODEL OF DELAYS IN AIRCRAFT RESPONSE
In this section we introduce a simple time constant model
of the aircraft delayed response to command inputs (at the
autopilot interface). We model the delay between issued roll
command from the manuever logic, and the response of the
aircraft by the following transfer function
φac
φc
=
1
1 + sT
(6)
where T is the time constant of the response, φc is roll
command input, and φac is the achieved roll command.
In the time domain with discrete time steps k, (6) can be
modelled as
φac (k) = φc(k − 1) + α [φc(k)− φc(k − 1)] (7)
where α = ∆t/(T + ∆t), and ∆t is the sample period.
In our aircraft inspection problem, we expect cross track
error and aircraft heading behaviour to be impacted by any
unmodelled time constants, flight speed V and/or look-ahead
distance d. Note that the choice of look ahead distance
d impacts the closed loop stability of the guidance loop
(long d corresponds to conservative action, whilst short d
corresponds to rapid response [15]). In the infrastructure
inspection problem, flight speed V is usually fixed at some
inspection speed specified by data capture sensor require-
ments (such as time between camera frame intervals and/or
LiDAR scan rates).
Under the assumption that (6) is a reasonable representa-
tion of the delay in the aircraft’s response, we propose that
this delay can be compensated by a simple PD compensator
to provide compensated roll command φcompc :
φ˙compc = mpφ +md˙φ (8)
where mp is proportional gain, md is derivative gain, and
φ = φac − φc is the roll tracking error. A time domain
equivalent can be written as
φcompc (k + 1) = ∆t×mpφ(k)
+md [φ(k − 1)− φ(k)] + φc(k) (9)
where ∆t is the sample period. Suitable proportional and
derivative gains, mp and md, can be determined from ex-
perimental data analysis of flight test or root locus analysis
(on the basis of achieving the best compensation for the time
constant T ).
In the following section, we use both simulation studies
and experimental flight testing to study the impact of time
constants, and our proposed compensation, on guidance law
behavior.
IV. CHARACTERIZATION OF GUIDANCE LAW BEHAVIOR
IN THE PRESENCE OF DELAYED AIRCRAFT RESPONSE.
In this section we evaluate, in simulation studies, the sen-
sitivity of the four guidance laws to different time constants.
We implemented a version of the control system architecture
(Fig. 2) in MATLAB. For the dynamics we used a full
six degree-of-freedom nonlinear semi-coupled equations of
motion model of a Navion general aviation aircraft. This
model contained rigid-body, fixed mass, uniform gravity and
nil wind assumptions [20]. The autopilot block was simulated
by implementing PID loops to command actuators (aileron,
elevator, rudder and throttle) and these PID loops were tuned
for aircraft stability in lateral and longitudinal motion for a
set airspeed of 30 m/s and altitude of 133 m, see [22] for
a description of the tuning process. The simulated autopilot
response was limited to ensure a maximum roll angle of
40 degrees, and a time constant of T was modeled on bank
commands according to (6). Each guidance law was tuned by
Fig. 3. Influence of initial distance and heading angle to fixed waypoint.
repeated experimentation within the simulation environment
before conducting the following study.
The study was performed by simulated guided flight from
point P to fixed waypoint WPn at an initial distance ahead
of dn and initial heading angle of θn, as shown in Fig.
3. The test was repeated for a number of increasing initial
distances from 125 − 1350m in 25m increments with both
initial heading θn and desired heading at the waypoint fixed
at 10◦. The intuition motivating this type of testing is that
precise guidance behavior with respect to fixed waypoint
is a prerequisite to precise tracking of a RVWP. Hence,
these sensitivity studies with respect to fixed waypoints help
characterize the guidance behavior with respect to RVWPs.
Experimental flight tests with a RVWP are presented in
Section V of this paper.
Now consider Figures 4 and 5 which illustrate the uncom-
pensated behaviour of the four guidance laws, for a look
ahead distance d of 1000 m (this look-ahead distance was
found suitable in [15]). These figures suggest that different
guidance laws are affected differently by the presence of
unmodeled time constants. However, time constant variations
impact behaviour of all guidance laws significantly (as much
as a 10 fold increase in cross track errors). Overall, the cross-
track error of heading-guided proportional laws PG and BPN
seem most susceptible to time constant error. The PN law
appears to show the least variation in cross-track performance
and offer better performance than the other guidance laws.
This superiority does not translate to heading error where
the arctan guidance law generally performs better than other
guidance laws (Fig. 5).
The susceptibility of the PG law to time constant variations
motivated us to trial a PD loop around the PG law (8),
(9), with gains chosen using root locus analysis [21] (and
experimentation) to compensate a measured time constant
T for our Cessna 172 of between 4 and 7 seconds. We
characterized this time constant by flight testing the response
of the Cessna to roll command step inputs.
To evaluate the impact of compensation, we repeat the
analysis in the previous section at an increased flight velocity
of 60 m/s. In addition to the guidance laws considered in
the previous study, we also evaluated a PD-compensated PG
law including compensation with gains mp = 2.0,md =
−4.0 (denoted PG PD). The cross-track and heading error
performance of uncompensated and PD-compensated PG
laws are shown in Fig. 6 and Fig. 7. These figures show
that the PG law with PD compensation is less susceptible to
time constant variation than the other guidance laws (in the
design target region of between 4 and 7 seconds).
Fig. 4. Cross track error in uncompensated guidance laws, with d =
1000m, V = 30m/s
Fig. 5. Heading error in uncompensated guidance laws, with d = 1000m,
V = 30m/s
To evaluate the impact of look-ahead distance, we repeated
our simulations with different values of look ahead distance
d, and different PD compensation (aircraft time constant was
fixed at T = 6s). These results are given in Table I where PG
is PG law without any PD compensation, PG PD2 includes
compensation with gains mp = 1.0,md = −2.0. This
table highlights that over a range of look-ahead distances
the PD compensation guidance laws PG PD and PG PD2
offer improved cross track and heading error performance
compared to the uncompensated PG.
Fig. 6. Cross track error in PD compensated PG law, with d = 1000m,
V = 60m/s
Fig. 7. Heading error in PD compensated PG law, with d = 1000m,
V = 60m/s
TABLE I
CROSS TRACK yd AND HEADING ERROR ∆θ WITH LOOK AHEAD d
CHANGES
Look Ahead Distance Cross Track Error Heading Error
d (m) yd (m) ∆θ (◦)
PG 500 48 5
PG 700 24 14
PG 1000 30 15
PG 1500 38 2
PG PD 500 30 9
PG PD 700 8 18
PG PD 1000 3 1
PG PD 1500 0.6 4
PG PD 2 500 30 8
PG PD 2 700 3 16
PG PD 2 1000 18 5
PG PD 2 1500 10 2
V. EXPERIMENTAL FLIGHT TESTS: PD COMPENSATION
OF THE PG LAW
We conducted flight experiments of the PG law with and
without PD compensation. Several flights were undertaken of
a Cessna 172 over length of 15 km of powerline flying at 60
m/s with guidance commands being sent to the autopilot via
its GPS roll steer interface. A survey-grade dual frequency
tightly coupled GPS/IMU was on the aircraft for recording
of aircraft state (position, velocity, roll, pitch, yaw and rates)
data at high update rate for later analysis. The pilot was in
manual control of airspeed and altitude to maintain these
as constant but the autopilot was controlling the lateral
dynamics, with our guidance approach commanding the
autopilot at a rate of 1 Hz.
Fig. 8 shows the aircraft ground track over the power-
line (black line) for the compensated PG (green line) and
uncompensated PG (red line) guidance laws. As seen the
lateral instability in cross track and heading about the line
with the uncompensated PG is greatly improved by using
the compensated PG law. This demonstrates that the effect
of adding a PD loop can be seen to significantly suppress
the impact of time constant on PG law cross track and
heading behavior. This can provide benefit in two ways
1) to reduce any lateral oscillations in straight and level
flight and 2) reduced cross track and heading error. Over
the flight shown in Fig. 8 , the average cross-track error for
the uncompensated law was 130 m, improved to 14 m for
the compensated law.
Fig. 8. Aircraft ground track over 15 km of powerline (black line) for the
compensated PG (green line) and uncompensated PG (red line) guidance
laws, showing improved cross-track and heading errors with compensated
PG law.
VI. CONCLUSIONS
This paper investigated the impact of unmodeled delays
in the aircraft’s response on the coupling between guidance
and autopilot loops and the specific impact of any unwanted
dynamics on the performance of aircraft undertaking inspec-
tion of piecewise linear corridor assets (such as powerlines).
A simple compensator was proposed to dampen the un-
wanted lateral oscillatory behaviour. Simulation studies and
experimental flight tests were conducted showing adequate
compensation of the unwanted dynamics.
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