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Abstract. This paper introduces a new approach for neural network application 
to coastal studies. The method is based on the utilization of the Hopfield neural 
network to model sea surface current movements from single TiungSAT-1 im-
age. In matching process using Hopfield neural network, identified features 
have to be mathematically compared to each other in order to build an energy 
function that will be minimized. In this context, the neuron network has been 
taken in two dimensions; raw and column in order to match between the similar 
features of surface pattern. It was required that the two features were extracted 
from the same location. The Euler method is used to minimized the energy 
function of neuron equation. The study shows that the surface current features 
such as structure morphology of water plume can be automatically detected. In 
TiungSAT-1 data, green and near-infrared bands were competent at sea surface 
current features detection with high accuracy speed of ±0.14 m/s. It can be said 
that, Hopfield neural network has highly promised feature enhancement and de-
tection in optical satellite sensor such as  TiungSAT-1 image. In conclusion, 
Hopfield neural network can be used advance computational tool for modeling 
the pattern movement of  sea surface in satellite data. 
Keywords: Hopfield neural network, Eluer method, current movement, Tiung-
SAT-1 data. 
1   Introduction 
Neural networks have been applied successfully to pattern recognition, stereo vision, 
motion analysis and object tracking problems [4]. A characteristic of neural network 
is that they may require a long training time but are relatively fast data classifier. In 
addition, the neural network approach does not require explicit modelling of the data 
from each source and have shown to approximate class-conditional probabilities for 
their entire training set in the mean-squared sense[3].  However, in those studies a 
specific dynamic model of a target system, i.e., a set of individually coupled neuron 
models, is required for each particular pattern of connectivity among neurons. There-
fore, the capabilities of these approaches are restricted since it is usually difficult to 
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find a uniform model through these methods to host all potential dynamical patterns 
underlying a biological subject[6]. According to Côté and Tatnall [4] promising tech-
nique has been used for stereo correspondence and motion understanding problems is 
based on Hopfield neural networks. In fact, the main advantages of Hopfield neural 
networks are: the matching problem is coded into any energy function; the approach 
is used to acquire a minimum of energy function and Hopfield neural networks repre-
sent actual physical constraints, heuristics or prior information of the system can be 
coded into energy function[4] and [6]. 
In this paper, we address the question of  estimating sea surface current pattern us-
ing TiungSAT-1 satellite data. This is demonstrated using neural network technique.  
Hypotheses examined are: (1) there are significant differences between the different 
bands in detecting ocean current feature patterns, (ii)  Hopfield neural network can be 
applied to single data without needing to include sequential satellite data, (iii) Hop-
field neural network can be used as procedures for eliminating inherent noises from 
TuingSAT-1 satellite data, and (iv) tidal has  major impacts on current movements in 
such water body as the Malacca Straits.  
2   Methodology 
2.1   Data Set 
The TiungSAT-1 satellite data were acquired on 17 March 2001 over the coastline of 
Penang Island, Malaysia between 100° 09’ E to 100° 16’ E and 5° 18’ N to 5° 26’ 
N(Fig.1). TiungSAT-1 is originally a synchronous orbit at 90° inclination and altitude 
of 670 km where by the nominal orbital period can be taken as 98 minutes.  Further-
more, TiungSAT-1 MSEIS satellite data is a multispectral data with Near Infra-Red 
(810-890 nm), Red(610-690 nm) and Green(510-590 nm) (Table 1) [8,9,10].   
 
Fig. 1. Study area in Penang coastal waters 
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Table 1. TiungSAT-1 Satellite Sensor Bands and Wavelengths [1] 
Band Wavelength (nm) Nominal spectral band 
1 510-590 Green 
2 610-690 Red 
3 810-890 Near-infrared 
2.2   Hopfield Neural Network  
Neural network techniques are an artificial intelligence procedure that they belong to 
expert system and knowledge–based approaches to learning [2], [15]. On the other 
hand, scientists have agreed that neural networks belong to the same classes of tech-
niques as automated pattern recognitions, stereo vision, motion analysis, and object 
tracking problems [4],[3]. In this context, scientists have defined a Hopfield model as 
a kind of neural network.  The Hopfield network has no special input or output neu-
rons  but all are both input and output, and all are connected to all others in both di-
rections (with equal weights in the two directions).  Input is applied simultaneously to 
all neurons which then output to each other and the process continues until a stable 
state is reached, which represents the network output [11]. 
According to Côté and Tatnall [4], Hopfield neural networks is considered as a 
promising method for determining a minimum of energy of function. For instance, 
motion analysis and object pattern recognitions might be coded into an energy func-
tion. Furthermore, the actual physical constraint, heuristics, or prior knowledge of 
objects and system can be coded into the energy function.  A pattern, in the context of 
the N node Hopfield neural network is an N-dimensional vectors  
),.......,( 21 nvvvV =  and ),.......,( 21 nuuuU =  from space NS }1,1{−= . A 
special subset of S  is set of exemplar },1:{ KkeE k ≤≤= where, 
),.......,,( 21 nkkkk eeee = and k  is exemplar pattern where Kk ≤≤1  . The Hop-
field net associates a vector from S with an exemplar pattern in E. In this context, the 
net partitions S  into classes whose members are in same way of exemplar pattern 
that presents the classes. For sea surface current features in the TuingSAT-1 satellite 
image )( f , let }1,1{)( −∈if t  to be represent  neuron sates, i.e. either -1 or +1, 
which serve as processing units. Each neuron has a value at time t  denotes by )(if t . 
The permanent  memory of neural set was resided  within the interconnections be-
tween its neurons which named by the strength of the synapse ( ijw ) or connection 
between two pair of neuron  )(if and )( jf , According to Nasrabadi and Choo 
[11], the design specifications for this version of Hopfield net require that 
jiij ww = and 0=iiw . Following, Zhang et al. [14], the propagation rule iτ  which 
defines how neuron sates and weight combined as input to a neuron can be described 
by 
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The Hopfield algorithm has consisted of (i) assign weights to synaptic connections, 
(ii) initialize the net with unknown pattern, (iii) iterate until convergence and continue 
features tracking (Fig.2). First step of  assign weight ijw  to synaptic connection can 
be achieved as follows: 
 
(2) 
 
 
Fig. 2. Block diagram of feature tracking by Hopfield algorithm of step 1 
 
 
In second step, the pattern that is to be quantified is introduced to the net. If  the 
vectors   ),.......,( 21 nvvvV =  and ),.......,( 21 nuuuU =  are unknown patterns 
then, set 
ivif =)(0              Ni ≤≤1,                                        (3)         
ujjf =)(0            Nj ≤≤1,                                        (4) 
Third step is involved the estimation of next sate values for the neuron in the set 
using the propagation rule and activation function F. This step can be expressed 
mathematically by given formula: 
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Repetition of second and third steps is involved as fourth step to perform quantifi-
cation  of another sea surface current pattern in TuingSAT-1 image (Fig.3). 
 
Fig. 3. Block diagram of feature tracking by Hopfield algorithm of step 2 and Hopfield neural 
network is used in the study 
 
 
Hopfield neural network could be identified current pattern features by mathemati-
cal comparing to each other in order to build an energy function. According to Côté 
and Tatnall [4] the difference function to determine the discriminations between dif-
ferent features ji ff ,  by a given formula: 
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where,
 
"L  is curvature shape of current feature, ijdis  is the distance between sea 
surface current features if  and jf , and G and H and J are constants, and  is an angle 
of orientation of local curve element θ . In addition, "dist  and "θ are the minimum 
acceptable distance and the maximum acceptable rotation angle, respectively before 
energy function. In practice, the Hopfield neural network can be quantified by an 
Euler equation [4] of motion which can be expressed a 
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where B  is the external bias on neuron i , λ  is the steepness of the function and E  
is the network energy, Wang et al.[13]; Juang [5]; Arik [2] which can be defined as  
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(8) 
Following Côté and Tatnall [4], the minimization of  energy equation 8 can be used 
for sea surface current features tracking and stereo matching. The contribution of this 
study is to determine the current velocity in single TuigSAT-1 image. Sequences of  
point-like current features are selected as candidates for sea surface current move-
ments in TiungSAT-1 image (Fig.2). The adjoining pixels of current features have to 
full the following criteria: (i) the mean energy of the current pixels must be higher 
than the mean energy of the surrounding pixels , and (ii) the number of  sea current 
pixels should to be lied between a lower and upper bound. Finally, Hopfield algorithm 
is implemented on detected features, a displacement vectors, then is estimated by 
determining  the center position of sequences of frames generated over candidate 
current feature (Fig.3). 
3   Result and Discussion 
Fig. 4 shows the results of Hopfield neural network for water plume feature in Tiung-
SAT-1 image. It is interesting to find that the Hopfield algorithm provides a details of 
water plume  structure morphology. This result  is agreed with Côté and Tatnall [4]. 
Fig. 5 shows the vector displacement which are appears closed to each other in green 
band compared to thermal band. Nevertheless, the Hopfield algorithm was tasted in 
green band and near-infrared band shows that the water vector flows are rotated 
around Penang island. Conversely, red band shows poor ability for sea current fea-
tures detection due to its rapid spectra absorption [12]. In fact, Penang Island might be 
spilt the water flow from Malacca Straits to move parallel to Penang main land coast-
line and in westward direction along Penang Island. The current flow vectors are 
produced without noise. In fact, in homogenous flow such as water plume, the pixels 
are connected continuously which generated neighbor vectors are similar. In this 
context, the correlation peak corresponds to the true water flow displacement because 
the best matches between current vectors due to their local similarity. It is also can be 
noticed that Hopfield algorithm shows current vector variations.                  
 Fig. 5 depicts the similarity of vector displacement in both bands. In fact, the blur 
band is translated into its pattern representation and introduced to Hopfield net )(if t  
is set equal to iv  , )1(, Ni ≤≤ . The input pattern was evolved through neuron 
state changes into the pattern ),.......,,(
^
2
^
1
^^
nvvvV = of the neuron states at conver-
gence. Furthermore, exemplar pattern was represented the uncorrupted image. This 
was contributed due to the change of net to an exemplar pattern. This confirms the 
study of Liang and  Wang [6].   
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Fig. 4. Output results of Hopfield algorithm for (a) green band and (b) near-infrared Band 
The maximum current flow vectors  is 0.6 m/s during its rotation around the island. 
The vectors within 0.24 m/s are appeared to move towards the island and it might be  
represented the water flow from the south of Malacca Straits. According to Maged 
and Mazlan [7] the dominant water flow in Malacca Straits in one direction towards 
the northward. Moreover, it obvious that low current velocity ranged between 0.2 to 
0.6 m/s is due to the impact of low tide. This is clear in image due to existence of high 
sediment accumulations during the acquisition time of the TuingSAT-1 data.   
 
Fig. 5. Vector displacements simulated by Hopfield neural network for (a) green band and (b) 
near-infrared band  
 
Fig. 6 shows the regression relationship between the sea surface current modeled 
by Hopfield neural network and one estimated from tidal information. The scatter 
points are more close to the regression line with r2 value of 0.989 and accuracy (root 
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Fig. 6. Regression model for simulated sea surface current by Hopfield neural network and tidal 
ground data 
 
mean square) of ±0.14 m/s. This confirms that Hopfield neural network provides 
excellent information on coastal current movements. In fact, Hopfield algorithm  
 
parameters are function on the feature size and grey level gradient which could ensure 
accurate network convergence behavior.    
4   Conclusions 
This work has demonstrated a new technique for estimating sea surface current from 
microsatellite  data such as TiungSAT-1. The new technique is based on the modifica-
tion of the Hopfield neural network parameters especially the way of estimation en-
ergy function. It is shown that blur image is corrected by utilizing Hopfield neural 
network. The study confirms that Hopfield is capable algorithm to estimate the sea 
surface current velocity from green band and near-infrared band with high accuracy of 
±0.14 m/s. It can be concluded that Hopfield neural network algorithm could be an 
excellent tool for image reconstruction and sea surface current modeling in single 
satellite data.  
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