In this paper we show the existence of solitons (travelling waves of finite energy) for a one-dimensional nonlinear equation modeling the unidirectional propagation of surface waves in the shallow water regime. We describe the Hamiltonian structure for such equation. From this structure we find the natural space for the travelling wave solutions and characterize travelling waves variationally as minimizers of an energy functional under a suitable constrain. Our approach involves the Lions's Concentration-Compactness Lemma.
Introduction
The focus of the present work is the one-dimensional dispersive equation u t + u x − αu xxx − βu xxt + γuu x = λ (uu xxx + 2u x u xx ) ,
that emerge in the study of the propagation of shallow water waves over a flat bed. This equation capture stronger nonlinear effects and accomodate wave breaking phenomena. When α, γ, λ ∈ R and β > 0, using a variational approach, we show that (1) admits in the energy space H 1 (R) travelling wave solutions u(x, t) = v(x − ct).
It is well known that the full water wave problem is described in terms of two unknowns: the free surface elevation and the potential velocity. In particular, the models for dispersive nonlinear water waves in finite depth are derived from the full water waves problem through an approximation process, under the imposition of some restrictions on the parameters that affect the propagation of gravity water waves, as the nonlinearity (amplitude parameter) and the dispersion (shallow-water parameter). A typical example is the Korteweg-de Vries (KdV) equation (see [10] ) which models shallow water waves propagation:
In this equation, the steeping effect of the nonlinearity, represented by uu x , and the effect of dispersion, represented by u xxx , are in balance with each other.
More recently, it has been noticed by Benjamin, Bona, Mahony (see [2] ) that the (KdV) equation belongs to a wider class of equations which provide an approximation of the exact water wave equations of the same accuracy as the (KdV) equation:
This equation type is called (BBM) equation. Since the (KdV) and (BBM)
type equations does not model breaking waves, several model equations were proposed to capture this phenomenon. In particular we recall the CamassaHolm (CH) equation (see [3] ):
u t + u x − u xxt + 3 2 uu x = µ(uu xxx + 2u x u xx ), that arises as a model describing the evolution of the horizontal fluid velocity at a certain depth within the regime of shallow water waves. In terms of the two fundamental parameters µ (shallowness parameter) and (amplitude parameter), the regime proper to KdV and BBM is characterized by µ << 1 and = O(µ), while the regime proper to CH corresponds to
In a recent paper, A. Constantin and D. Lannes in [5] showed that the correct generalization of the (KdV), (BBM) and (CH) equations under the scaling (2) is provided by the class of one-dimensional equations of the form
with some conditions on α, β, λ and δ. These equations capture stronger nonlinear effects than the classical nonlinear dispersive Camassa-Holm, BenjaminBona-Mahony and Korteweg-de Vries equations. In particular, they accommodate wave breaking, a fundamental phenomenon in the theory of water waves.
We will see in Section 2 that there is a set of coefficients such that β > 0 and δ = 2λ, so that the equation (3) reads
One of the main features that makes the equation (4) very interesting from the physical and mathematical view points is that has a Hamiltonian structure and is completely integrable. We see also that the equation (1) is a rescaled version of the equation (4).
For these nonlinear equations that model the evolution of water waves, it is very important to determine the existence and uniqueness of solution for the associated initial value problem, and the existence of special solutions as the travelling wave solutions. For instance, travelling waves are important in the study of dynamics of wave propagation in many applied models such as fluid dynamics, oceanography, and weather forecasting. An important application is the use of solitons (travelling waves of finite energy) as an efficient means of long-distance communication.
As is well know, one the main features of water wave models is that they come equipped with a Hamiltonian structure. Moreover, it is a fact that the natural space in which to consider the existence of solutions for water wave equations is dictated by the definition of the Hamiltonian. For our particular problem, the Hamiltonian is well defined when u ∈ H 1 (R) (see Theorem 2.5). Our goal in this paper is to show the existence of travelling wave solutions with velocity c > c 0 in H 1 (R), where c 0 is a specific positive constant. For this, we follow a variational approximation by characterizing travelling waves as minimizers of an energy functional subject to a suitable constraint. Using Lions concentration-compactness principle, we prove that any minimizing sequences converges strongly, after an appropriate translation, to a minimizer. This paper is organized as follows. In Section 2, we will see that there exists a set of coefficients α, γ, λ ∈ R and β > 0 such that the equation (1) is a simplified model for the full problem of water waves. In adittion, we describe the Hamiltonian structure for the equation (1) . From this structure, in Section 3, we find the natural space for the travelling wave solutions, and characterize travelling wave solutions for the equation (1) as multiples of the minimizers to a variational problem. In Section 4, we prove the existence of such minimizers by using the Concentration-Compactness Lemma . Throughout this work H s = H s (R) denotes the usual Sobolev space of order s and C denotes a generic constant whose value may change from instance to instance.
For one-dimensional surfaces, the water wave equations read, in nondimensionalized form,
where x → ζ(x, t) parameterizes the elevation of the free surface at time t,
} is the fluid domain delimited by the free surface and the flat bottom {z = −1}, and where φ(t, ·) (defined on Ω t ) is the velocity potential associated to the flow (this is, the two-dimensional velocity field v is given by v = (φ x , φ z ) T ). Finally, and µ are the two dimensional parameters defined as
, where h is the mean depth, a is the typical amplitude and λ the typical wavelength of the waves under consideration.
In the shallow-water scaling (µ 1), one can derive the so-called GreenNaghdi equations (see [7] for the derivation, and [1] for a rigorous justification). For one-dimensional surfaces and flat bottoms, these equations couple the free surface elevation ζ to the vertically averaged horizontal component of the velocity,
and can be written as
where O(µ 2 ) terms have been discarded.
In the work [5] , A. Constantin and D. Lannes derived asymptotical equations to the Green-Naghdi equations (5)- (6) in the scaling (2); they showed that under certain conditions on the coefficients, one can associate to the solutions of (3) a family of approximate solutions consistent with the Green-Naghdi equations in the following sense: Definition 2.1. Let µ 0 > 0, M > 0, T > 0 and P be defined as
∈P is consistent (of order s ≥ 0 and on 0, T ) with the Green-Naghdi equations (5)- (6) if for all ( , µ) ∈ P,
with (r ,µ
The following proposition shows that there is a two-parameter family of equations of the form (3) consistent with the Green-Naghdi equations. . Assuming that
There exists D > 0 such that:
the family (u ,µ , ζ ,µ ) ( ,µ)∈P , with (omitting the indexes , µ),
is consistent (of order s and on 0, T ) with the Green-Naghdi equations (5)- (6) .
In the present work we are interested in studying completely integrable equation models with Hamiltonian structure. This is the reason why we now want to consider a class of equations of the form (1), whose solution can still be used as the basis of an approximation solution of the Green-Naghdi equations (5)- (6) and thus of the water waves problem. A simple calculation shows that there is a set of coefficients such that β > 0 and δ = 2λ.
). Assuming that
is consistent (of order s and on 0, T ) with the Green-Naghdi equations (5)-(6).
Remark 2.4. We notice that the equation (1) is a rescaled version of the equation (7), by definingũ
Finally, in this section we show that the evolution equation (1) has a Hamiltonian structure.
Lemma 2.5. The nonlinear evolution equation (1) can be expressed in Hamiltonian form, i.e.
where m is the momentum defined as
and F is the Hamiltonian defined on H 1 (R) as
Proof. Since the proof follows the ideas given for other equation models (see for example Theorem 3.1 in [6] ) we only present a sketch. First, we will prove that F is well defined on H 1 (R). In fact, since the embedding
Now, we note that the equation (1) can be rewritten as
and a simple calculation shows that for every w ∈ H 1 (R),
Then we conclude that
Hence, the equation (1) takes the form
Using the fact that for any functional F we have
) we obtain that
Along the lines of a proof which shows that the Camassa-Holm equation has a bi-Hamiltonian structure (see [4] ), it is straightforward to verify that the operator
is Hamiltonian, i.e. its Lie-Poisson bracket is skew-symmetric and satisfies the Jacobi identity (see [11] ). So, the proof is complete.
Variational approach for travelling waves
In this section we characterize travelling wave solutions for the equation (1) as multiples of the minimizers to a variational problem. In fact, by a travelling wave for the equation (1) we shall mean a solution of the form
where c denote the speed of the wave. Then one see that the travelling wave profile v should satisfy the ordinary differential equation
which, upon integration, yields
where A is a constant of integration. Among all the travelling wave solutions of (1) we shall focus on solutions which have the additional property that the waves are localized and that v and its derivatives decay at infinity, that is,
Under this decay assumption the constant of integration in (11) vanishes and then the travelling wave equation takes the form
From the Lemma 2.5 we notice that the natural space (energy space) to look for travelling waves is the space H 1 (R). Thus, if we multiply the travelling wave equation (12) with a test function w ∈ H 1 (R), after integration by parts, a travelling wave solution v ∈ H 1 (R) satisfy the integral equation
Definition 3.1. We say that v ∈ H 1 (R) is a weak solution of (12) if for all w ∈ H 1 (R) the integral equation (13) holds.
Our strategy to prove the existence of a solution of (13) is to consider the following minimization problem
where the energy I c and the constrain G are functionals defined in H 1 (R) given by
We start by showing some properties of I c and G, assuming in this section that β > 0, α, γ, λ ∈ R and c 0 is defined as c 0 = 1 for α < 0 and c 0 = max{1, 2. The functional I c is nonnegative. Moreover, there are C 1 (α, β, c) < C 2 (α, β, c) such that
3. I c is finite and positive.
Proof. 1. I c is clearly well defined for v ∈ H 1 (R). Moreover, note that if v ∈ H 1 (R) then, using the fact that the embedding
is continuous, we see that there is a constant C = C(γ, λ) > 0 such that
2. This property is straightforward. We define C 1 , C 2 by
3. Note that there exists v ∈ H 1 (R) such that G(v) = 0. Then for some t we have that
On the other hand, the inequalities (17)-(18) imply that there is C > 0 such that for any v ∈ H 1 (R) with G(v) = 1, Proof. By the Lagrange Theorem there is a multiplier k such that for any w ∈ H 1 (R),
Now, a direct calculation shows that
In particular, putting w = v 0 in the equation (19), we have that
But, by using G(v 0 ) = 1 we see that k = I c . Moreover, from (19) we see that kv 0 is a nontrivial solution of the integral equation (13).
Existence of Minimizers
The existence of travelling wave solutions for (1) as a minimizer of the minimization problem (14) is based on the existence of a compact embedding (local) result and also on an important result by P. L. Lions, known as the Concentration-Compactness Principle (see [8] , [9] ). Then there is a subsequence of {ν m } (which is denoted in the same way) that satisfies only one of the following properties. V anishing. For any R > 0,
where B R (x) is the ball in R of radius R centered at x.
Dichotomy. There exist θ ∈ (0, I) such that for any τ > 0, there are R > 0 and a sequence {x m } in R with the following property: Given R > R there are nonnegative measures ν 1 m , ν 2 m such that
Compactness. There exists a sequence {x m } in R such that for any τ > 0, there is R > 0 with the property that
In order to apply this result to our case, let us assume that {v m } in H 1 (R) is a minimizing sequence for I c , then we define the positive measures {ν m } by dν m = ρ m dx, where ρ m is defined as
which correspond to the integrand of I c (v m ). From the Theorem 4.1, we see that there exists a subsequence of {ν m } (which we denote the same) that satisfies either vanishing, or dichotomy, or compactness. We will see that vanishing and dichotomy can be ruled out, and so using compactness we will establish that the minimizing sequence {v m } is compact in H 1 (R), up to translation, as a consequence of a local compact embedding result.
We will establish some technical result. The first one is related with the characterization of "vanishing sequences" in H 1 (R). dν m = 0.
Then we have that
In particular, if {v m } is a minimizing sequence for I c , then vanishing is ruled out.
Proof. Let x ∈ R, R > 0 and B R = B R (x). First, we notice that there is
Thus, since the embedding
Now, covering R by balls of radius R in such a way that each point of R is contained in at most two balls, we find that
Thus, under the assumptions of the lemma,
In a similar fashion we obtain the other result, lim n→∞ R v n (v n ) 2 = 0. As a consequence of this we see that
If we assume that {v m } m is a minimizing sequence for I c , then we have that G(v m ) = 1, but from the previous fact we reach a contradiction.
In order to rule out dichotomy, we will establish a splitting result for a sequence
, where
In addition, we define A R (x 0 ) by 
Then as m → ∞ we have that
Proof. First, we will see that
In fact, note that
Then
Similarly we have that
Consequently,
Then we obtain that
Next, we will show the item (b). We notice that
Now, it is not hard to prove that
Then, from the definition of G, we conclude as m → ∞ that
Using the previous result we have the following lemma. Proof. Assume that dichotomy occurs, then we can choose sequences τ m → 0 and R m → ∞ such that
and lim sup
Using these facts, we have that
In fact,
Using (28) 
So that
Using that φ m ≡ 1 in B Rm (x m ) we have a contradiction since Note that w m,i ∈ H 1 (R) and G(w m,i ) = 1. Hence,
Hence, |λ 1 | + |λ 2 | = 1. Using that λ 1 + λ 2 = 1 and λ i = 0 , we have that λ i > 0 and λ
But (29) gives us a contradiction, because for t ∈ R + the function f (t) = t 2 3 is strictly concave, meaning that
In other words, we have ruled out dichotomy. Now we are in position to obtain the main result in this section: the existence of a minimizer for I c . Since we ruled out vanishing and dichotomy above for a minimizing sequence of I c , then by P. L. Lion's ConcentrationCompactness Theorem, there exists a subsequence of {ν m } (which we denote the same) satisfying compactness. We will see as a consequence of local compact embedding that a minimizing sequence {v m } is compact in H 1 (R), up to translation.
Theorem 4.5. If {v m } is a minimizing sequence for (14), then there is a subsequence (which we denote the same), a sequence of points x m ∈ R, and a minimizer v 0 ∈ H 1 (R) of (14), such that the translated functions
Proof. Let {v m } be a minimizing sequence for (14). In other words, By compactness, there exists a sequence x m in R such that for a given τ > 0, there exists R > 0 with the following property,
Using this we may localize the minimizing sequence {v m } around the origin by definingρ
. Thus, we have the following localized inequality
and also that
Then by (17) we note that {ṽ m } is a bounded sequence in H 1 (R). On the other hand, sinceṽ m ∈ H 1 (U ) for any bounded open set U ⊂ R and the embedding
is compact for q ≥ 2, then there exist a subsequence of {ṽ m } (which we denote the same) and v 0 ∈ H 1 such that
and we also have that
Moreover,ṽ m → v 0 a.e. in R,ṽ m → v 0 a.e in R. Using these facts we will show that some subsequence of {ṽ m } (which we denote the same) converges strongly in H 1 (R) to a nontrivial minimizer v 0 of (14). This is,ṽ
In fact, using (31), (32) and the definition of I c we have that for τ > 0, there exists R > 0 such that for m large enough,
Then we have that Thus, there exist a subsequence of {ṽ m } such thatṽ m → v 0 in L 2 (R). Using a similar argument we prove the other part of (33). Now, using (33) and the fact that the inclusion H 1 (R) → L ∞ (R) is continuous we have that
and also
In a similar fashion we have that
Then from the definition of G we conclude that (34) holds, which implies that v 0 = 0. On the other hand, from (33), we see that Then we concluded that {ṽ m } converges to v 0 in H 1 (R) and v 0 is a minimizer for I c .
Combining the Theorem 3.3 and Theorem 4.5 we obtain the main result of this work. This is, the result of existence of travelling wave solutions for the equation (1) . 
