Abstract-Routing algorithm plays a critical role in determining the performance and reliability of a satellite network. Since the resources in satellite networks are constrained, it is a big challenge to find paths that satisfy all QoS requirements in a low cost for satellite network users. In this paper, a novel routing scheme together with two multi objective optimization routing algorithms-prior order algorithm and beehive algorithm are proposed to solve this problem in hierarchical satellite networks. Simulation results show that the proposed routing method can achieve efficient optimized in all preset QoS parameters and performs well in hierarchical satellite network.
I. INTRODUCTION
Satellite network can provide service for all kinds of users located in the air, above the offing and on various areas in the earth's surface with complex geographical structure. Divided by the orbit altitude, there are low earth orbit (LEO), medium earth orbit (MEO) and geostationary earth orbit (GEO) satellite network. Compared with these LEO, MEO or GEO single-layered satellite network, a hierarchical satellite network combined of different satellite layers can yield a much better performance [1] . Therefore, hierarchical satellite network becomes a research hotspot recently.
One of the challenges in satellite networks is the development of specialized routing schemes and algorithms. Since the resources in satellites are constrained, the routing scheme should be efficient and simple. It should reduce the computational load of the satellite. The routing algorithms should compute paths at low overhead, and satisfy all the users' QoS requirements. At the same time, congestion avoidance and load balance are also required for a good satellite network routing algorithm.
Most previous proposed routing schemes are based on routing on-board. Routing computations are done on the satellites in these schemes. For example, in [2] , the running period of the constellation is formed as finite sate automation (FSA), and routing is processed on LEO satellites. A grouping and routing protocol is developed in [3] , and the routing computations are distributed on MEO and GEO group leaders. A new multicast routing for hierarchical satellite network is proposed in [4] , the multicast routing algorithm is also run by GEO and MEO satellites. Routing scheme in these papers didn't consider the constraints of the on-board hardware. Since the topology of the satellite constellation is changing rapidly, the routing computation load of satellites will be extremely high, and may shorten the lives of the satellites. Besides, most of the existing routing algorithms designed for satellite networks are based on shortest path first (SPF) algorithm, such as [5] [6] and [7] . SPF algorithm can only find the path that has the shortest delay and can not satisfy other QoS requirements, hence may cause congestions and can not utilize the links efficiently. Although heuristic algorithms are adopted in [8] , [9] , the aim of it is to reduce the number of path handovers due to the satellite mobility. The QoS requirements such as residual bandwidth and package loss are still not considered in the algorithms. In [10] , the heuristic algorithms are adopted to solve the multi-QoS optimization problem, but those algorithms are all running on board and may cause the overload of the satellite computing components.
Since the moving of the satellite constellation can be predicted, only the real time link parameters need to be transported in the routing computation. So we propose a routing scheme that put the routing computation tasks on the terrestrial gateway. This scheme can reduce routing computing load of the satellites and can free the constrained resources in satellites greatly. Together with the routing scheme, two novel multi objective optimization [20] routing algorithms-prior order algorithm and beehive algorithm are proposed in this paper to find paths that optimized in all user QoS requirements. A hierarchical satellite network consists of low earth orbit (LEO), medium earth orbit (MEO) and geostationary earth orbit (GEO) satellite layer is used for the application of our routing scheme and routing algorithms.
The rest of the paper is organized as follows: In Section II, we introduce the satellite network architecture. The novel routing scheme for the proposed hierarchical satellite network is presented in Section III. The prior order routing algorithm and beehive routing algorithm are expatiated in Section IV. Section V evaluates the performance of the proposed routing algorithms. Finally, Section VI concludes this paper.
II. SATELLITE NETWORK ARCHITECTURE
In this paper, the hierarchical satellite network consists of three layers of satellites, namely, LEO, MEO, and GEO satellite layers. The parameters of the hierarchical satellite network are given in Tab. 1. [16, 17] . There are 7 orbits. Every orbit has 4 satellites distributed evenly. Each LEO satellite is connected with its two LEO neighbors in the same orbit and left and right neighbor LEO in the two neighbor orbits. The MEO satellites are organized into Walker constellation [18] . There are 2 orbits. Every orbit has 6 satellites distributed evenly [19] . Each MEO satellite is connected only with its two MEO neighbors in the same orbit. When MEO satellites pass the cross point, they can exchange messages to the nearest MEO satellite in its neighbor orbit. In GEO layer, three satellites distribute evenly in the geostationary orbit.
Satellites in the same layer are connected via Inter Satellite Links (ISLs), while the communication between different layers is carried by Inter Orbital Links (IOLs). The terrestrial gateways are connected to the hierarchical constellation through User Data Links (UDLs). The jth LEO satellite in the ith orbit is denoted by L ij . Similarly, the MEO satellite can be denoted as M ij . Since there is only one orbit in GEO layer, the satellite in it can be denoted as G i . The architecture of the hierarchical satellite network mentioned in Table 1 is shown in Fig. 1 .
III. SATELLITE NETWORK ROUTING SCHEME
Since the topology of satellite network is changing continuously, routing schemes are needed to fix the topology. There are mainly virtual topology scheme [3] , virtual node scheme [11] and topology dependent scheme [12] yet. In virtual topology scheme, The cycle of the satellite network is divided into n time slots:
During each time slot [ti, ti+1), the topology of the satellite network can be deemed as fixed. In virtual node scheme, the surface of the earth is divided into several regions called virtual nodes. Each node is bounded with a satellite at a time. When the satellite leaves the node, the related information such as routing table will be transferred to the next satellite that will be bounded with the virtual node. In order to cope with the dynamic topology of the presented constellation in Tab.1, virtual node scheme is adopted to handle the movement of LEO layer, and LEO satellite are formed into groups. MEO satellite which can cover the group and has the longest coverage time is chose as the group manager of the LEO group. MEO groups are formed in the same mode. Similar to the virtual topology scheme, the cycle of the presented constellation is divided into n snapshots:
The grouping of the constellation only change in time t1, t2, … , tn. The LEO and MEO groups in a snapshot are show in Fig. 2 , and the definitions of them are as follows: The grouping status of each snap shot can be precalculated in the terrestrial gateways [11] , but the topology information is not enough for a QoS routing algorithm. In order to find paths that satisfy all the QoS requirements of the users, the real time link information such as residual bandwidth and package loss ratio are needed. The real time link information is collected from LEO satellites at the beginning of each snap shot, and is reported from LEO satellite hierarchically to GEO satellite in a format of Link Measurement Report [1] .
Definition 1(Link Measurement Report): A link measurement report LMR(X) of a node X is a set of tuples The LMR(X) of LEO and MEO are computed as follows.
1) LEO satellite is connected to terrestrial gateway
Besides, L i,j,k can communicate with its group manager MEO and GEO through IOLs.
. MEO satellite is also connected to it neighbor MEOs {M i0,j0 ,…M in,jn }, n is the number of neighbor MEOs. M i,j communicates with its GEO manager and LEO group member through IOLs.
GEO collects the LMR (), and spread them to their peer GEOs and the terrestrial gateways in its coverage area. Our new routing scheme for the MLSN can be described in the following steps.
Step 1: Creation of LMR(L i,j,k ) for LEO satellites: LEO satellites measures their outgoing link status and create LMR(L i,j,k ) according to the above definition at the beginning of each snap shot.
Step
Step 3: Creation of LMR(M i,j, ) for MEO satellites: MEO satellites measures their outgoing link status and create LMR(M i,j ) according to the above definition at the beginning of each snap shot.
Step 4:
is received from its group members and LMR(M i,j, ) is created, MEO sends them to its neighbor MEOs. Through a flooding process, the LMR() of the whole MLSN will be got by each MEO satellites, which is marked with LMR whole .
Step (s, d) .
For each OD pair (s, d), the multi-QoS optimization routing problem can be described as follow:
. . 
α β γ are set according to the applications. Parameter δ is the required bandwidth of the user. It is a multi-objective optimization problem. In this paper, we convert the feasible region of this problem into a finite set, and use prior order method [13] to solve this problem.
A. Prior Order Algorithm
From the above definition, we know that given an OD pair (s, d); if P is found, ℜ will be determined. P can be found using a constraint flooding algorithm.
Constraint flooding procedure
Definition 1: Path is a variable to store the path the flooding procedure has passed. Flooding (s, path) . When all the available paths are calculated, the problem can be solved by prior order method.
The model of the prior order method is as follows: According to the definition of A i and Z i , we know that A i represents the comprehensive quality for a feasible solution X i in all the objective functions. That is to say, the more A i is, the better all the objective functions f i (X i ) will perform.
In the multi-QoS optimization problem defined in (1), since all the available paths from source node s to destination node d are calculated by Flooding (s, path), ℜ can be got accordingly. Here X 1 , X 2 , …,X u are path matrixes, each of them matches a path got by Flooding (). That is to say, u=w and X 1 , X 2 , …,X u ∈ ℜ . f 1 (X )=D﹒ X, f 2 (X )= -B﹒ X, f 3 (X )=L﹒ X, q=3. A i and Z j can be calculated using the following table. 
Sort A i when it is calculated; choose the path that has the best A i as the routing path. Paths having the sub best A i can be chose as the backup paths. When GEO satellites find that some satellites or some links don't work, the calculation of the constellation time slots will restart. The multi-QoS routing will be recalculated accordingly.
B. Beehive Algorithm
Beehive algorithm was first presented by Wedde in 2004 [14] . It is used widely in robotics and organic computing. This paper uses beehive algorithm to solve the multi-QoS routing for hierarchical satellite network presented above.
The algorithm is based on a meta routing framework similar to that of ant colony routing algorithm [15] . Honey bees are sent from the hive and evaluate the quality of each flower site. The evaluation result of each honey bee is informed by perform waggle dance on the dance floor of the hive to other honey bees. So each discovered site will be reinforced and quality flower site are exploited extensively.
In our QoS routing algorithm here, the dance floor of the hive is abstracted into a routing table in each node. And the waggle dance is realized as the evaluation function. When observed the fact that the majority of foragers exploit the food sources in the closer vicinity of their hive while a minority among them visits food sites faraway from their hive, two types of bee agents are adapted in our algorithm: short distance bee agent and long distance bee agent. Short distance bee agents collect and evaluate the paths in the neighborhood while long distance bee agents travel around the whole network to collect routing information. The principle of the Beehive QoS routing algorithm is summarized as follows:
1．The network is organized into foraging regions and foraging zones. Each foraging region has a representative node. Each node has a node specific foraging zone which consists of all nodes that short distance bee agents can reach from the node. Each non-representative node periodically sends replicas of short distance bee agent to its neighbors to refresh the routing information.
2．Replica of short distance bee agent arrives at a new node and updates routing information there, from which the replica will be flooded again to all its neighbors except the neighbor from where it arrived. This process will be repeated until the life time of the short distance bee agent has expired. If the replica of bee agent arrives at a node which had received a replica of this agent before, the newly arrived agent will be killed.
3．Replicas of long distance bee agents which have longer life time will be launched only by the representative node to their neighbors. The process is similar to 2.
4．Bee agents have higher priority than data packets when queuing for quick dissemination of routing information. When a bee agent arrives and leaves a node, the routing information are refreshed and the evaluation function of the neighbors is calculated. Each node will maintains routing information for reaching nodes in its foraging zone and for reaching the representative nodes of foraging regions. The membership of each foraging region should also be kept.
5．When a data packet is arrived at each node, the next hop is selected through probabilistic manner according to the evaluation function. This is similar to Ant colony routing algorithm and will help to balance the traffic of the network.
In beehive QoS routing algorithm designed for the presented hierarchical satellite network, The LEO groups in each time slot form foraging regions and the group leaders MEOs are selected as representative nodes of their foraging regions. The foraging zone of one node consists of all nodes 3 hops within this node. Fig. 3 shows the beehive flooding structure for the hierarchical satellite network. 
In order to make comparison with prior order routing algorithm, delay, residual bandwidth and package loss ratio are also chose as QoS requirement in beehive algorithm. q jk (1) is the delay evaluation of the path for reaching a destination k from neighbor j; q jk (2) is the residual bandwidth evaluation of the path for reaching a destination k from neighbor j; q jk (3) is the package loss ratio evaluation of the path for reaching a destination k from neighbor j. The chosen weight p jk is defined as follow: 
(1) ; (2) ; (3) (1): 
(1): 
C. SatelliteFailures
When satellites fail, the topology of constellation will change. The paths that go through the failing satellites can no longer be used. When a LEO satellite fails, its neighbor LEO satellites will report this to their MEO and GEO group managers. The MEO and GEO satellites received this report will flood the message in their layers respectively, and then all the terrestrial gateways will receive a satellite failure message SFM, broadcasted by all the MEO and GEO satellites. MEO layer and GEO layer can not have global coverage of the earth individually, MEO can only cover the high latitude area and GEO can only cover the low latitude area. If MEO or GEO satellite fail, its neighbor MEO or GEO satellite will announce each other's layer through up or down link IOL, and flood it in its own layer. When MEO and GEO layer all received the SFM, they will broadcast it through the UDL to all the terrestrial gateways. The terrestrial gateways will re-calculate the routing table that go through the failure satellites.
V. PERFORMANCE EVALUATION
The simulation is based on the constellation created in Tab. 1. Assume the network requirements distributed equally, the equally distributed 50 pairs of ground user create new call in a same possibility. The service time of the call accord with negative exponential distribution and the average time of the service are 5 minutes. The ISLs UDLs IOLs are all full-duplex link. The bandwidth of the ISL and IOL are 155 Mbps and the bandwidth of the UDL is 5Mbps. The buffer of the LEO satellite, MEO satellite and GEO satellite are 5MB, 10MB and 20MB. In the first snap shot, the topology of the LEO/MEO layer can be shown in Fig. 4 . GEO layer is not included in the figure for they are stationary compared with terrestrial gateways. The link congestion probability is compared between our multi-QoS routing algorithms and shortest path first (SPF) routing algorithm in Fig. 5 . When reach rate of new call reaches about 72*10 2 /min, the link utilization in LEO layer is very high. SPF always chooses the link that has the shortest delay, which will cause the link congestion dramatically. Multi-QoS routing also cause link congestion during the reach rate of new call is between 72*10 2 /min-78*10 2 /min, because in this period, link delay is the deterministic factor in the algorithm. After this period, the congestion and package loss ratio will become the deterministic factor in the algorithm, hence the traffic is balanced to MEO or GEO links. The multi-QoS curve is not smooth in the period of 72*10 2 /min-81*10 2 /min, for in this period, the traffic is switching from LEO layer to MEO and GEO layer. Similar phenomenon happens in package loss ratio in Fig.  6 . Between the two multi QoS routing algorithm, prior order algorithm has better performance for its lower computational cost. The chaning point in link congestion and package loss of beehive is a little bit late than prior order algorithm for the longer convergence time. The new call blocking ratio and the call switch blocking ratio are shown in Figs 7 and 8. Under the same new call arriving rate, the multi-QoS routing algorithm gets a better performance than SPF routing algorithm. That is because the multi-QoS routing algorithms have considered the residual bandwidth, which rests more bandwidth for the new calls. Multi-QoS routing algorithms can balance the load efficiently, which makes the call switch successful ratio increase. The prior order algorithm has beter performance than beehive algorithm, for the longer process time of beehive algorithm may cause call block and switch block. VI. CONCLUSION Due to the constraint computing and storage resources in satellite networks, it is important to have an efficient routing algorithm. This paper proposes a novel routing scheme for hierarchical constellation, and two multi-QoS objective optimization based routing algorithm-prior order algorithm and beehive algorithm. Compared with previous SPF routing algorithm, it can satisfy all the QoS requirements of the users. It will balance the network traffic load and avoid package loss in some degree. The algorithms are running on the terrestrial based station, and will response according to the arrival of the user applications. So it can apply the powerful computing and storage resources of the ground base station. This frees the satellite routing algorithm from the constraints of the satellite on board resources. Shown in the simulation results, our proposed routing algorithm has better performance than SPF.
