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Abstract
Labeling data for classification requires significant human effort. To reduce labeling cost,
instead of labeling every instance, a group of instances (bag) is labeled by a single bag
label. Computer algorithms are then used to infer the label for each instance in a bag, a
process referred to as instance annotation. This task is challenging due to the ambiguity
regarding the instance labels. We propose a discriminative probabilistic model for the
instance annotation problem and introduce an expectation maximization framework for
inference, based on the maximum likelihood approach. For many probabilistic approaches,
brute-force computation of the instance label posterior probability given its bag label is
exponential in the number of instances in the bag. Our key contribution is a dynamic
programming method for computing the posterior that is linear in the number of instances.
We evaluate our methods using both benchmark and real world data sets, in the domain
of bird song, image annotation, and activity recognition. In many cases, the proposed
framework outperforms, sometimes significantly, the current state-of-the-art MIML learning
methods, both in instance label prediction and bag label prediction.
Keywords: Multi-instance multi-label learning, instance annotation, expectation maxi-
mization, graphical model, dynamic programming
1. Introduction
Multiple instance multiple label (MIML) learning is a framework where learning is carried
out under label uncertainty. Conventional single instance single label (SISL) learning as-
sumes that each instance in the training data is labeled. In the MIML setting, instances
are grouped into bags and labels are provided at the bag level. For example, an image
can be viewed as a bag of segments tagged with names of objects present in the image
(e.g., ‘house’, ‘grass’, and ‘sky’) without associating individual segments with a label. In
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bird species recognition from audio recording, bags are long intervals containing multiple
syllables (instances). Intervals are labeled with list of species without providing an explicit
label for each syllable. Various problems are considered in the MIML setting including: (i)
learning a bag level label classifier and (ii) learning an instance level classifier. We refer
readers to (Zhou et al., 2012) for a detailed review of MIML methods.
A bag level label classifier can be constructed without explicitly reasoning about the
instance labels. This is the approach taken by MIMLBoost, MIMLSVM (Zhou and Zhang,
2007b), Citation-kNN, and Bayesian-kNN (Wang and Zucker, 2000). In MIMLSVM, the
training bags are first clustered using the Hausdorff distances among them. Then, each
bag is encoded with a vector of similarities to each of the cluster centers. Finally, an SVM
classifier is trained and used to predict the bag label of a new bag. A similar method using
Hausdorff distance is applied in Citation-kNN and Bayesian-kNN. The training phase of
the aforementioned methods does not provide an instance level classifier.
The focus of our paper is instance level label prediction, i.e., instance annotation (Briggs
et al., 2012; Pham et al., 2014a). Even though most MIML methods focus on bag level pre-
diction, a few of the existing methods resort to instance level classifiers as a means to obtain
bag level predictions. For example, M3MIML (Zhang and Zhou, 2008) aims at maximizing
the margin among classes where the score for each class is computed from score of bags and
the score of each bag is computed from a single score-maximizing instance in the bag. As
a result, M3MIML may not use information from many instances in each bag. A smaller
number of methods directly aim at solving the instance annotation problem. For example,
rank-loss support instance machines (SIM) (Briggs et al., 2012) considers both max score
and softmax score taking into account all of the instance scores in each bag. Probabilistic
graphical models have been proposed for the instance annotation problem in different ap-
plications. Due to the high computational complexity in the inference step, they employ
approximation techniques, such as sampling (Nguyen et al., 2013; Zha et al., 2008) and
variational inference (Yang et al., 2009). Foulds and Smyth (2011) propose a generative
model with an exact inference based on the expectation maximization framework. How-
ever, compared to discriminative methods, generative methods often achieve lower accuracy
(Vapnik, 1998; Jaakkola and Haussler, 1999).
We develop a discriminative probabilistic model with an efficient inference method that
takes into account all instances in each bag. The contributions of this paper are as follows.
First, we propose the discriminative ORed-logistic regression model for the instance anno-
tation problem. Second, we propose an expectation maximization framework to facilitate
maximum likelihood inference. Third, we introduce a computationally efficient and exact
algorithm for posterior probability calculation in the E-step. Finally, we demonstrate the
superiority of this approach over various domains such as bird song, image annotation, and
activity recognition, for both bag level prediction and instance level prediction.
2. Related work
Multi-instance multi-label learning problems have been implicitly addressed by probabilistic
graphical models. In text data processing, Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is a well-known generative topic model for processing a corpus of text documents.
The graphical model for LDA is illustrated in Figure 1(a). For each document (bag), a topic
2
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proportion θ is generated. Then, from the topic proportion, a topic y is randomly selected
and a word (instance) x is selected at random based on the topic. However, different from
the MIML setting, LDA is an unsupervised model in which words are observed but their
topics are hidden. Supervised/labeled LDA models incorporate a bag label (Mcauliffe and
Blei, 2008; Ramage et al., 2009). In supervised LDA (Mcauliffe and Blei, 2008), as shown
in Figure 1(b), the observed document label Y is generated based on the hidden topics y in
that document. From the observation (observed labels and words) parameters are estimated
using approximate maximum likelihood through variational expectation maximization. In
labeled LDA (Ramage et al., 2009), as illustrated in Figure 1(c), the topic proportion θ of
each document is generated based on the observed document label Y. For inference, labeled
LDA uses collapsed Gibbs sampling to estimate parameters.
Severalmaximum margin based methods have been considered for MIML learning. ASVM-
MIL (Yang et al., 2006) poses the support vector machine (SVM) for region-based image
annotation problem. The challenge lies in how to construct a bag level label error from in-
stance level label errors. With an assumption that there are a large number of true positive
instances in positive bags and hence a false negative at the instance level does not necessar-
ily lead to a bag error. However, a false positive at the instance level absolutely results in
a positive prediction for a negative bag. Consequently, ASVM-MIL approximates the bag
level label error by the false positive. In practice, the assumption may be violated since
there may be only one instance from the positive class in a positive bag. mi-SVM (Andrews
et al., 2002) uses a heuristic approach that alternates between updating instance level labels
constrained on bag labels and maximizing the margin among hyperplanes obtained from
the instance labels. MIMLfast (Huang et al., 2014) maximizes the margin among classes
by maximizing difference of class scores which are evaluated from bag scores. To construct
a score for each bag, MIMLfast uses only the instance which maximizes the scores. This
principle may ignore information from most instances in each bag. Another maximum mar-
gin based method that uses the max principle is M3MIML (Zhang and Zhou, 2008). SIM
(Briggs et al., 2012) uses both max principle and softmax principle where the score of each
bag is computed from all instance scores by the softmax function. Briggs et al. (2012) show
that using softmax score for SIM yields some performance improvement compared to using
max score.
Super set label learning (SSLL) or partial label learning has been considered for instance
annotation. Different from the instance annotation setting, SSLL does not consider the bag
concept. Instead, from a MIML dataset, it transforms the data so that each instance label
is replaced with the bag label. A limitation of this setting is that it cannot capture the
assumption that bag labels are union of instance labels. LSB-CMM (Liu and Dietterich,
2012) uses logistic stick breaking encoding scheme to link each instance vector to its labels.
Due to the complexity of the model, variational expectation maximization and MCMC
sampling are employed. The discriminative LSB-CMM model is presented in Figure 1(d).
For each instance x, a mixture component z is identified. From the mixture component, the
instance hidden label y is generated. Finally, the noisy superset label Y is generated from
that instance label. In the LSB-CMM model, each instance is considered independently
therefore the model does not take advantage of the union relationship among instance
labels in each bag. In addition, several SVM-based solutions have been proposed for the
3
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(c)
Figure 1: Graphical models for (a) LDA, (b) supervised LDA, (c) labeled LDA, (d) and
LSB-CMM. Square nodes denote parameters, circle nodes denote random variables. Shaded
nodes denote observed variables.
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partial label learning setting such as SVM based partial label learning (Cour et al., 2011)
and PL-SVM (Nguyen and Caruana, 2008).
In this paper, we would like to develop an instance annotation approach that addresses
some of the aforementioned challenges associated with MIML methods. We would like
to construct a probabilistic framework that uses instance class membership probability
instead of using a single score-maximizing instance. Furthermore, even though generative
models are well suited to deal with missing or small amounts of data, when the data size
is sufficiently large, generative models are outperformed by discriminative models (Vapnik,
1998; Jaakkola and Haussler, 1999; Ng and Jordan, 2001; Taskar et al., 2002). We are
motivated by this argument to develop a discriminative model for instance annotation.
Moreover, we would like to design a model sufficiently simple that allows for exact inference.
Finally, we would like to maintain the relation among instance labels in each bag.
B the number of bags in the dataset
C the number of classes in the dataset
N the total number of instances in the dataset
xbi the ith instance of the bth bag
ybi the label for the ith instance of the bth bag
nb the number of instances for the bth bag
Xb the set of instances in the bth bag
Yb the label for the bth bag
yb [yb1, yb2, . . . , ybnb ]
d the dimension of every instance xbi
XD {X1,X2, . . . ,XB}
YD {Y1,Y2, . . . ,YB}
y {y1,y2, . . . ,yB}
wc instance level weight for class c
w [w1,w2, . . . ,wC ]
Ykb
⋃k
i=1 ybi
Y
\k
b
⋃nb
i=1;i 6=k ybi
 L\c a set includes all labels in  L excluding c
Table 1: Notations used in this paper
3. Problem formulation and the proposed model
This paper considers the instance annotation problem in the MIML framework. We consider
a collection of bags and their labels {(Xb,Yb)}
B
b=1. Specifically, each Xb denotes the set of
instance feature vectors of the bth bag, xb1,xb2, . . . , and xbnb , where xbi ∈ X ⊆ R
d is the
feature vector for the ith instance in the bth bag and nb denotes the number of instances
in the bth bag. Moreover, the bag level label Yb is a subset of the set Y = {1, 2, . . . , C},
where C is the number of classes. To simplify the notation, we use (XD,YD) where XD =
{X1, . . . ,XB} and YD = {Y1, . . . ,YB} as an abbreviated notation for {(Xb,Yb)}
B
b=1. The
goal of instance annotation is to train a classifier that maps an instance in X to a single
5
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label in Y under the MIML framework i.e., given (XD,YD). Main notations used in this
paper are in Table 1.
3.1 The proposed model: ORed-logistic regression
The graphical representation of the proposed model is illustrated in Figure 2. Following the
notations of Section 3, we assume that bags X1,X2, . . . ,XB are independent and that in-
stances in each bag xb1,xb2, . . . ,xbnb are independent: p(X1,X2, . . . ,XB) =
∏B
b=1 p(Xb) =∏B
b=1
∏nb
i=1 p(xbi). Next, we model the probability relationship between ybi the label of the
ith instance in the bth bag and its feature vector xbi by a multinomial logistic regression
function as follows
p(ybi|xbi,w) =
∏C
c=1 e
I(ybi=c)w
T
c xbi∑C
c=1 e
wTc xbi
, (1)
... ... ...
... ... ...
w
y y y y y y y y y11 12 1n 21 22 2n B1 B2 Bn1 2 B
Bag 1 Bag 2 Bag B
...
x
11
x1nx12 x21 x22 x2n xB1 xB2 xBn1 2 B
Y Y2 B
Figure 2: (a) Graphical model for the proposed ORed-logistic regression model for instance
annotation. (b) A simplified version of the proposed model. Observed variables are shaded.
Square nodes denote parameters.
where wc ∈ R
d×1 is the weight for the cth class score function1 and w = [w1,w2, . . . ,wC ].
We use I(·) to denote the indicator function taking the value of 1 when its argument is true
and 0 otherwise. Note that the probability of X1,X2, . . . ,XB is not a function of w. This
property is a key to the discriminative nature of our model. Next, we assume that the label
of each bag is the union of its instance labels. Consequently, the probability of the label of
1. For simplicity, our derivations follow the linear relation wTx. In practice, we implement a generalization
to the affine model wTx+ β as in Hastie et al. (2009, p. 120) by setting w = [wT , β]T and x = [xT , 1]T .
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each bag Yb given its instance labels yb = [yb1, yb2, . . . , ybnb ] is expressed as follows
p(Yb|yb) = I(Yb =
nb⋃
j=1
ybj). (2)
Based on the aforementioned description, the proposed model has the following properties.
First, our model is a discriminative probabilistic model (Ng and Jordan, 2001) since it learns
a mapping from instance feature vectors to class labels as in (1). Second, the instance labels
in each bag are constrained by their bag label using (2). As a result, the model preserves
the MIML structure from the dataset.
3.2 Maximum Likelihood
We consider the maximum likelihood principle for inference in our model. From the formula
for conditional probability, p(YD,XD|w) = p(XD|w)p(YD|XD,w). Moreover, based on
our assumption that XD is independent of w, p(XD|w) = p(XD). Consequently, the
probability of the observation given the unknown parameters is given by
p(YD,XD|w) = p(XD)
B∏
b=1
p(Yb|Xb,w), (3)
where p(Yb|Xb,w) is obtained by marginalizing p(Yb,yb|Xb,w) over yb as follows
p(Yb|Xb,w) =
C∑
yb1=1
· · ·
C∑
ybnb=1
p(Yb,yb|Xb,w). (4)
From the conditional probability and from the graphical model that given yb the bag label
Yb is independent of Xb and w, we can rewrite (4) as
p(Yb|Xb,w) =
C∑
yb1=1
· · ·
C∑
ybnb=1
p(Yb|yb)p(yb|Xb,w)
=
C∑
yb1=1
· · ·
C∑
ybnb=1
[I(Yb =
nb⋃
j=1
ybj)
nb∏
i=1
p(ybi|xbi,w)], (5)
where the last step is obtained by substituting p(Yb|yb) from (2) and the assumption that
instances in each bag are independent. Substituting (5) back into (3) and taking the loga-
rithm, the log-likelihood function can be written as
lMIML(w) =
B∑
b=1
log(
C∑
yb1=1
· · ·
C∑
ybnb=1
[I(Yb =
nb⋃
j=1
ybj)
nb∏
i=1
p(ybi|xbi,w)]) + log p(XD). (6)
Note that log p(XD) is a constant w.r.t. w and hence does not affect the inference of w. In
comparison, inference for the single instance single label setting where instance level labels
7
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are known can be done by maximizing the following log-likelihood function (Krishnapuram
et al., 2005; Hastie et al., 2009)
lSISL(w) =
B∑
b=1
nb∑
i=1
[
C∑
c=1
I(ybi = c)w
T
c xbi − log(
C∑
c=1
ew
T
c xbi)] + log p(XD). (7)
More detailed description of training a logistic regression in the SISL setting can be found
in Minka (2003). To obtain the MIML maximum likelihood estimation of w, the log-
likelihood in (6) is maximized w.r.t. w, and the maximizing wˆ is selected, i.e., wˆ =
argmaxw lMIML(w). Maximizing the log-likelihood in (6) is difficult since to the best of
our knowledge, no closed-form efficient solution exists. Therefore, we propose an expecta-
tion maximization (EM) approach (Moon, 1996; Dempster et al., 1977) to maximize (6).
4. EM for maximum likelihood inference
Expectation maximization is a framework for indirectly maximizing the log-likelihood when
there are hidden variables (Dempster et al., 1977; Moon, 1996). In the following, we intro-
duce the EM approach (Section 4.1) and present its application to inference for the proposed
ORed-logistic regression (Ored-LR) model (Section 4.2).
4.1 Expectation maximization review
Denote the log-likelihood of the observation X given the parameter θ by l(θ) = log p(X|θ). In
EM, the hidden variable Y is introduced to develop a surrogate function to the log-likelihood
given by g(θ, θ′) = EY [log p(X ,Y|θ)|X , θ
′]. The EM framework alternates between the
computation and the maximization of the surrogate function w.r.t. θ. Specifically, the two
steps are:
• E-step: Compute g(θ, θ′) = EY [log p(X ,Y|θ)|X , θ
′]
• M-step: θ(k+1)=argmaxθ g(θ, θ
(k)).
This paper uses the Generalized EM approach (McLachlan and Krishnan, 2007) where in
the M-step, instead of finding θ(k+1) such that θ(k+1)=argmaxθ g(θ, θ
(k)), we obtain θ(k+1)
satisfying g(θ(k+1), θ(k)) ≥ g(θ(k), θ(k)). As with EM, GEM guarantees non-decreasing log-
likelihood l(θ(k)) as a function of k (McLachlan and Krishnan, 2007).
4.2 Expectation maximization for the proposed ORed-LR model
In our setting, the observed data X = {YD,XD}, the parameter θ = w, and the hidden
data Y = y = {y1,y2, . . . ,yB}. To compute the surrogate g(w,w
′), we begin with the
derivation of the complete log-likelihood. We apply the conditional rule as follows
p(YD,XD,y|w) = p(YD|y,XD,w)p(y|XD,w)p(XD|w)
= p(YD|y)[
B∏
b=1
nb∏
i=1
p(ybi|xbi,w)]p(XD).
(8)
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Then, the complete log-likelihood can be computed by taking the logarithm of (8), replacing
p(ybi|xbi,w) from (1) into (8), and reorganizing as follows
log p(YD,XD,y|w) =
B∑
b=1
nb∑
i=1
C∑
c=1
I(ybi = c)w
T
c xbi (9)
−
B∑
b=1
nb∑
i=1
log(
C∑
c=1
ew
T
c xbi) + log p(YD|y) + log p(XD).
Finally, taking the expectation of (9) w.r.t. y givenYD,XD, andw
′, we obtain the surrogate
function g(·, ·) as follows
g(w,w′) = Ey[log p(YD,XD,y|w)|YD,XD,w
′] (10)
=
B∑
b=1
nb∑
i=1
[
C∑
c=1
p(ybi = c|Yb,Xb,w
′)wTc xbi − log(
C∑
c=1
ew
T
c xbi)] + ζ,
where ζ = Ey[log p(YD|y) + log p(XD)|YD,XD,w
′] is a constant w.r.t. w. From (10), we
have the following expectation maximization iterations:
• E-step: Compute instance posterior probabilities p(ybi = c|Yb,Xb,w
(k)) for b = 1, . . . , B
and i = 1, . . . , nb.
• M-step: Find w(k+1) such that g(w(k+1),w(k)) ≥ g(w(k),w(k)), for g(·, ·) in (10).
Note that the form of the EM surrogate function in (10) is similar to the SISL log-likelihood
in (7). While the EM approach for MIML requires updating p(ybi = c|Yb,Xb,w
′), in the
SISL case the equivalent term I(ybi = c) requires no update.
4.2.1 The expectation step and our challenge
Computing p(ybi = c|Yb,Xb,w) can be done using p(ybi = c,Yb|Xb,w) and the following
conditional rule
p(ybi = c|Yb,Xb,w) =
p(ybi = c,Yb|Xb,w)∑C
c=1 p(ybi = c,Yb|Xb,w)
. (11)
The probability p(ybi = c,Yb|Xb,w) can be computed in a brute-force manner by keeping
ybi = c and marginalizing over all other instances ybj, where j ∈ {1, . . . , nb} and j 6= i, as
9
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follows
p(ybi = c,Yb|Xb,w) =
C∑
yb1=1
· · ·
C∑
yb(i−1)=1
C∑
yb(i+1)=1
· · ·
C∑
ybnb=1
p(yb1, . . . , ybi = c, . . . , ybnb ,Yb|Xb,w)
=
C∑
yb1=1
· · ·
C∑
yb(i−1)=1
C∑
yb(i+1)=1
· · ·
C∑
ybnb=1
[
p(yb1, . . . , ybi = c, . . . , ybnb |Xb,w)
× p(Yb|yb1, . . . , ybi = c, . . . , ybnb)
]
=
C∑
yb1=1
· · ·
C∑
yb(i−1)=1
C∑
yb(i+1)=1
· · ·
C∑
ybnb=1
[
p(yb1, . . . , ybi = c, . . . , ybnb |Xb,w)
× I(Yb = {c} ∪
nb⋃
j=1;j 6=i
ybj)
]
, (12)
where the last step is obtained by substituting p(Yb|yb1, . . . , ybi = c, . . . , ybnb) from (2).
From the last step in (12) and using the definition of the indicator function I(·), if c /∈ Yb
then p(ybi = c,Yb|Xb,w) = 0. Additionally, if there exists j ∈ {1, . . . , nb} and j 6= i such
that ybj /∈ Yb then I(Yb = {c} ∪
⋃nb
j=1;j 6=i ybj) = 0. As a result, we restrict the summation
in the last step in (12) from ybj ∈ {1, . . . , C} to ybj ∈ Yb, for j ∈ {1, . . . , nb} and j 6= i.
Moreover, from (12) and using the instance labels independence assumption, we obtain
p(ybi = c,Yb|Xb,w) =
∑
yb1∈Yb
· · ·
∑
yb(i−1)∈Yb
∑
yb(i+1)∈Yb
· · ·
∑
ybnb∈Yb
[
p(ybi = c|xbi,w)×
nb∏
j=1;j 6=i
p(ybj |xbj ,w)I(Yb = {c} ∪
nb⋃
j=1;j 6=i
ybj)
]
. (13)
The cost of computing prior probabilities p(ybj = l|xbj,w) for j = 1, . . . , nb and l ∈ Yb
using (1) is O(nbCd). The cost of marginalizing using (13) is O(|Yb|
nb−1). Consequently, the
computational complexity for the E-step is exponential w.r.t. the number of instances in each
bag. To overcome this challenge, we propose a computational method based on dynamic
programming to compute p(ybi = c,Yb|Xb,w) from the prior probabilities p(ybj = l|xbj,w).
For many probability models, the computational complexity cost of exact calculation of
the posterior probability necessitates approximate inference. In the following section, we
introduce a dynamic programming approach for efficient and exact calculation of (13).
4.2.2 Forward algorithm for the E-step
In this section, we solve the aforementioned E-step challenge using a dynamic programming
approach. To compute p(ybi = c,Yb|Xb,w) for all c ∈ Yb in (13), we introduce nb sets
Y1b , Y
2
b , . . . , Y
nb
b such that Y
i
b =
⋃i
j=1 ybj . Note that Y
i
b represents the sub-bag label
associated with the first i instances in bag b. Consequently, Ynbb = Yb can be computed
recursively using Yib = Y
i−1
b
⋃
ybi. We illustrate the relation between these sets using
Figure 3(b). By introducing sets Y1b ,Y
2
b , . . . ,Y
nb
b we can convert the graphical model in
Figure 3(a) to a chain model in Figure 3(b). The chain structure allows us to perform a
10
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step by step grouping of independent factors in (13) resulting in a polynomial time com-
plexity. Specifically, from the chain structure, we can dynamically compute p(Y1b |Xb,w),
p(Y2b |Xb,w), . . . , p(Y
nb−1
b |Xb,w) as illustrated in Figures 3(c), (d), and (e), respectively.
Finally, the desired probability p(ybnb = c,Yb|Xb,w) can be computed from p(Y
nb−1
b |Xb,w)
and p(ynb = c|xbn,w) as in Figure 3(f). Our forward algorithm is summarized by the fol-
lowing steps.
y
bnb
Yb
nbYb
1
y
b2
Yb
2
y
b3
Yb
3 ...
Yb
n -1
Yb
nb
y
bnb
b
y
bnb
Yb
n
b
y
b1
y
b2 yb3 ...
(a) 
(d)
(f)
y
bnb
Yb
nb
y
b1
Yb
1
y
b2
Yb
2
y
b3
Yb
3 ...
(c) 
y
bnb
Yb
nb
y
b1
Yb
1
y
b2
Yb
2
y
b3
Yb
3 ...
(b) 
y
bnb
Yb
nbYb
i
y
bi+1
Y b
i+1 ...
(e)
Figure 3: A high level idea of our solution. Note that nodes that are currently computed
on are bolded. (a) Our original model. (b) The model with new variables. (c) Compute
p(Y1b |Xb,w). (d) Compute p(Y
2
b |Xb,w). (e) Compute p(Y
i+1
b |Xb,w) with 2 ≤ i ≤ nb − 2
using equation (15). (f) Compute p(ybnb = c,Yb|Xb,w) using equation (19).
Step 1. To compute p(Ynb−1b |Xb,w), we use an incremental calculation of p(Y
i+1
b |Xb,w)
from p(Yib|Xb,w) using the following proposition. This process is also illustrated in Figures
3(c) to (e).
Proposition 1 The probability p(Yi+1b =  L|Xb,w), for any  L in the power set of Yb
excluding the empty set, can be computed using the following recursion
11
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• For i = 0:
If  L = {l}, p(Y1b =  L|Xb,w) = p(yb1 = l|xb1,w), otherwise p(Y
1
b =  L|Xb,w) = 0. (14)
• For i ≥ 1:
p(Yi+1b =  L|Xb,w) =
∑
c∈ L
p(yb(i+1) = c|xb(i+1),w)× (15)
[p(Yib =  L|Xb,w) + p(Y
i
b =  L\c|Xb,w)],
where we use  L\c to denote the set {l|l ∈  L, l 6= c}, for any  L and c ∈  L.
For a detailed proof, we refer the reader to Appendix A.
To understand the recursion in Proposition 1, we present an example of a bag with bag
labelYb = {1, 3, 4} in Figure 4. The process of computing p(Y
3
b = {1, 3}|Xb,w) is as follows:
• First, p(Y1b = {1}|Xb,w) and p(Y
1
b = {3}|Xb,w) are computed by (14) as
p(Y1b = {1}|Xb,w) = p(yb1 = 1|xb1,w),
p(Y1b = {3}|Xb,w) = p(yb1 = 3|xb1,w). (16)
Note that since Y1b only contains the label of the first instance in the bag, it cannot have
more than one label and therefore p(Y1b = {1, 3}|Xb,w) = 0.
• Second, using (16), p(Y2b = {1}|Xb,w), p(Y
2
b = {3}|Xb,w), and p(Y
2
b = {1, 3}|Xb,w) are
computed from p(Y1b = {1}|Xb,w) and p(Y
1
b = {3}|Xb,w) as
p(Y2b = {1}|Xb,w) =p(Y
1
b = {1}|Xb,w) · p(yb2 = 1|xb2,w),
p(Y2b = {3}|Xb,w) =p(Y
1
b = {3}|Xb,w) · p(yb2 = 3|xb2,w),
p(Y2b = {1, 3}|Xb,w)=p(Y
1
b = {1}|Xb,w) · p(yb2 = 3|xb2,w)
+ p(Y1b = {3}|Xb,w) · p(yb2 = 1|xb2,w). (17)
• Finally, p(Y3b = {1, 3}|Xb,w) is obtained by replacing the probabilities obtained in (17)
into (15) with i = 2 and  L = {1, 3} as follows
p(Y3b = {1, 3}|Xb,w) =p(Y
2
b = {1}|Xb,w) · p(yb3 = 3|xb3,w) (18)
+ p(Y2b = {3}|Xb,w) · p(yb3 = 1|xb3,w)
+ p(Y2b = {1, 3}|Xb,w) · [p(yb3 = 1|xb3,w) + p(yb3 = 3|xb3,w)].
Note that in Figure 4, we only compute the probabilities stored in the boxes of the ith
column, which are p(Yib =  L|Xb,w) for  L in the power set of {1, 3, 4} (excluding the
empty set), one time. The probabilities stored in the (i+ 1)th column depend only on the
probabilities stored in the ith column, as illustrated in equations (16) to (18).
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p(Y = {1,3} | X ,w)
b b
3
b
Y = {1, 3, 4}
Y
b
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b
2
Y
b
3
Y
b
n-1
b
2 -1 = 7
possible
sub-bag
labels
3
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.{1,3,4}
{3,4}
{1,4}
{4}
{1,3}
{3}
{1}
( the bth bag has 3 labels: {1,3,4} )
Figure 4: Example for dynamically computing p(Ynb−1b |Xb,w) in a bag having three la-
bels. The bolded box representing p(Y3b = {1, 3}|Xb,w) contains the probability which
is currently computed. The continuous arrows mean ‘is computed from’. For example,
p(Y3b = {1, 3}|Xb,w) is computed from p(Y
2
b = {1}|Xb,w), p(Y
2
b = {3}|Xb,w), and
p(Y2b = {1, 3}|Xb,w) using (15) with i = 2 and  L = {1, 3} as in (18). Thick arrows denote
multiple coefficients. For example, p(Y2b = {1, 3}|Xb,w) connects to p(Y
3
b = {1, 3}|Xb,w)
by a thick arrow since there are two coefficients for p(Y2b = {1, 3}|Xb,w) in (18) which are
p(yb3 = 1|xb3,w) and p(yb3 = 3|xb3,w). In contrast, there is only one coefficient for each
of p(Y2b = {1}|Xb,w) and p(Y
2
b = {3}|Xb,w) in (18) indicated by thin arrows. Shaded
boxes represent the probabilities computed to obtain p(Y3b = {1, 3}|Xb,w). Dotted boxes
represent nonzero probabilities. In contrast, non-dotted boxes indicate zero probabilities.
For instance, p(Y1b = {1, 3}|Xb,w) = 0 since Y
1
b can only contain one instance label.
The computational complexity of Step 1 can be derived as follows. Since Yi+1b ⊆ Yb
and Yi+1b contains at least one instance, there are at most 2
|Yb| − 1 possible bag labels  L
for Yi+1b in (15). Moreover, computing the probability of each bag label Y
i+1
b using (15)
involves the computation of at most 2 × |Yb| terms in the sum. As a result, the computa-
tional complexity of computing p(Yi+1b |Xb,w) from p(Y
i
b|Xb,w) is O(|Yb|2
|Yb|). To obtain
p(Ynb−1b |Xb,w), the aforementioned recursion is applied for i = 0, . . . , nb− 2 and hence the
computational complexity is O(|Yb|2
|Yb|nb).
Step 2. Next, we compute p(ybnb = c,Yb|Xb,w) for all c ∈ Yb from p(Y
nb−1
b |Xb,w) and
p(ybnb = c|xbnb ,w) using the following proposition.
Proposition 2 The probability p(ybnb = c,Yb =  L|Xb,w) for all c ∈  L can be computed
using
p(ybnb = c,Yb =  L|Xb,w) =p(ybnb = c|xbnb ,w)×
[p(Ynb−1b =  L|Xb,w) + p(Y
nb−1
b =  L\c|Xb,w)]. (19)
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For a detailed proof, we refer the reader to Appendix B.
The computational complexity required to obtain p(ybnb = c,Yb|Xb,w) for all c ∈ Yb
using Proposition 2 is O(|Yb|). Combining the computational complexity in Proposition
1 and 2, the overall computational complexity for computing p(ybnb = c,Yb|Xb,w) is
O(|Yb|2
|Yb|nb).
Step 3. Finally, we compute p(ybi = c,Yb|Xb,w), ∀i 6= nb. Note that p(ybi = c,Yb|Xb,w)
is independent of the position of the ith instance in the bth bag. Define Y
\i
b =
⋃nb
j=1;j 6=i ybj
the union of the instance label of the bth bag excluding label ybi. To compute p(ybi =
c,Yb|Xb,w), we swap the ith instance with the nbth instance. This process is depicted in
Figures 5(a) and (b). We then compute p(Y
\i
b |Xb,w) by applying Proposition 1 on the newly
ordered instances, as illustrated in Figure 5(c). Finally, the probability p(ybi = c,Yb|Xb,w)
is computed from p(Y
\i
b |Xb,w) and p(ybi = c|xbi,w) using Proposition 2, which is shown
in Figure 5(d).
The forward algorithm is presented in Algorithm 1. For each i, the computational com-
plexity for computing p(ybi = c,Yb|Xb,w) is O(|Yb|2
|Yb|nb). As a result, the computational
complexity for computing p(ybi = c,Yb|Xb,w), for 1 ≤ i ≤ nb, is O(|Yb|2
|Yb|n2b). The lim-
itation of the forward approach is that in order to compute p(ybi = c,Yb|Xb,w), we swap
the ith and nbth instances, and repeat the Step 1. Recomputing the Step 1 nb times for each
bag is inefficient. That leads us to the forward and substitution algorithm in the following
section.
y
b1
Yb
1
y
bi
Y
b
... nb\i
y
bn  -1b
Y
b
i
y
bn  b
Yb...
y
b1
Yb
1
y
Yb... nb\n 
y
bn  -1b
Yb
i
y
bi  
Yb... b
bn  b
y
b1
Yb
1
y
bi
Yb... nb\i
y
bn  -1b
Yb
i
y
bn  b
Yb...
y
bi
Yb
nb\iYb
(c)
(a)
(d)
(b)
Figure 5: Example of computing p(ybi = c,Yb|Xb,w). Nodes that are currently computed
on are bolded. (a) The original order of instances. (b) The structure after swapping the
ith and nbth instances. (c) Compute p(Y
\i
b |Xb,w) using Proposition 1. (d) Compute
p(ybi = c,Yb|Xb,w) using Proposition 2. Note that for i = nb, the process from (b) to (d)
is the same as the process described from Figures 3(b) to (f).
14
Dynamic programming for Instance Annotation in MIML Learning
Algorithm 1 Forward algorithm to compute p(ybi = c,Yb =  L|Xb,w), ∀i s.t. 1 ≤ i ≤ nb
Input:  L,Xb,Yb,w, c
for i = 1 to nb do
Step 1:
Swap {xbi, ybi} and {xbnb , ybnb};
Initialize p(Y1b =  l|Xb,w) = 0, ∀ l in the power set of  L excluding the empty set;
for l ∈  L do
p(Y1b = {l}|Xb,w) = p(yb1 = l|xb1,w);
end for
for k = 1 to nb − 2 do
for u = 1 to 2| L| − 1 do
p(Yk+1b =  L
u|Xb,w) =
∑
l∈ Lu p(yb(k+1) = l|xb(k+1),w)[p(Y
k
b =  L
u|Xb,w) +
p(Ykb =  L
u
\l|Xb,w)];
end for
end for
Step 2:
Return p(ybi = c,Yb =  L|Xb,w) = p(ybnb = c|xbnb ,w)[p(Y
nb−1
b =  L|Xb,w) +
p(Ynb−1b =  L\c|Xb,w)];
Swap {xbi, ybi} and {xbnb , ybnb};
end for
4.2.3 Forward And SubsTitution (FAST) algorithm for the E-step
Recall in the forward algorithm, to compute p(ybi = c,Yb|Xb,w), for i = 1, 2, . . . , nb − 1,
we swap the ith and nbth instances, and sequentially recompute p(Y
\i
b |Xb,w). The compu-
tational complexity for the overall process is O(|Yb|2
|Yb|n2b). In this section, we propose an
efficient method for computing p(ybi = c,Yb|Xb,w) for i = 1, 2, . . . , nb. The computational
complexity of this method is only O(|Yb|2
|Yb|nb). A conceptual illustration of the forward
and substitution algorithm is presented in Figure 6. The overview of the forward and sub-
stitution algorithm is presented as follows.
Step 1. Compute p(Ynbb |Xb,w) using Proposition 1. From Proposition 1, the computa-
tional complexity for Step 1 is O(|Yb|2
|Yb|nb).
Step 2. For each i ∈ {1, 2, . . . , nb}, efficiently compute p(Y
\i
b |Xb,w) from p(Y
nb
b |Xb,w)
using the following proposition.
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Figure 6: The forward and substitution algorithm. Nodes that are currently computed
on are bolded. (a) Compute p(Yb|Xb,w) using Proposition 1. (b) Efficiently compute
p(Y
\i
b |Xb,w) from p(Yb|Xb,w) using Proposition 3, ∀1 ≤ i ≤ nb. (c) Compute p(ybi =
c,Yb|Xb,w) using Proposition 2, ∀1 ≤ i ≤ nb.
Proposition 3 Define { L1, . . . ,  L2
|Yb|−1} as the power set of Yb excluding the empty set.
Define vectors u,v ∈ R(2
|Yb|−1)×1 such that u(m) = p(Yb =  L
m|Xb,w) and v(m) = p(Y
\i
b =
 Lm|Xb,w), for 1 ≤ m ≤ 2
|Yb| − 1. Define a matrix A ∈ R(2
|Yb|−1)×(2|Yb|−1) such that
A(r, s) =


p(ybi = c|xbi,w) if  L
s ⊂  Lrand  Lr\ Ls = {c} (20a)∑
l∈ Lr
p(ybi = l|xbi,w) if  L
s =  Lr (20b)
0 otherwise, (20c)
where 1 ≤ r, s ≤ 2|Yb|−1. Then, p(Y
\i
b |Xb,w) can be computed from p(Yb|Xb,w) by solving
u = Av.
For a proof, we refer the reader to Appendix C.
We assume that  L1,  L2, . . . ,  L2
|Yb|−1 are sorted in an ascending order of their cardinality.
Moreover, if two sets are equal in cardinality, they are sorted based on the lexicographical
order. For this order, the matrix A constructed from Proposition 3 is a lower triangular
matrix. We prove this by contradiction. Assume that A is not a lower triangular matrix
then there exist (r, s) such that r < s and A(r, s) 6= 0. From Proposition 3, if A(r, s) 6= 0
then  Ls =  Lr or  Ls ⊂  Lr which means that s ≤ r leading to a contradiction with r < s.
The structure of A for the example of Figure 4 is presented in Figure 7. Since A is lower
triangular, v can be obtained from A and u using the forward substitution method (Golub
and Van Loan, 2012) with the time complexity proportional to the number of nonzero ele-
ments in A which is O(|Yb|2
|Yb|). As a result, the computational complexity for Step 2 is
O(|Yb|2
|Yb|nb). Computing p(Y
\i
b |Xb,w) by Proposition 3 in the forward and substitution
algorithm is faster by an order of O(nb) compared to swapping the ith and nbth instances
then using Proposition 1 as in the forward algorithm.
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{1,3,4}
{3,4}
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{1,3}
{3}
{1}
p( Y   |X  , w  )p( Y    |X  , w  )
bb bb
\i 
     u                     A                v=  *
{1} {3} {1,4} {3,4} {1,3,4}{4} {1,3}
{1,4}
{1,3,4}
{3,4}
{4}
{1,3}
{3}
{1}
{1,4}
A(6,2)
A(7,7)
A(2,6)
=  *
Figure 7: Example of the lower triangular matrix A for a bag with three labels as in Figure
4. Nonzero elements in A are shaded. Sets in the power set of {1,3,4}, excluding the empty
set, are sorted in an ascending order of their cardinality. If two sets are equal in cardinality,
they are sorted based on the lexicographical order. Consequently, the sets are sorted as
{1}, {3}, {4}, {1,3}, {1,4}, {3,4}, {1,3,4} which are denoted by  L1,  L2,  L3,  L4,  L5,  L6,  L7,
respectively. For this order, A is constructed as in Proposition 3. For example, from (20a),
A(6, 2) = p(ybi = 4|xbi,w) since  L
2={3} and  L6={3,4} leading to  L2 ⊂  L6 and  L6\ L2={4}.
Moreover, from (20b), A(7, 7) =
∑
l∈{1,3,4} p(ybi = l|xbi,w) since  L
7 = {1, 3, 4}. Addition-
ally, from (20c), A(2, 6) = 0 since  L6 6⊆  L2.
Step 3. For each i ∈ {1, 2, . . . , nb}, compute p(ybi = c,Yb|Xb,w) from p(ybi = c|xbi,w) and
p(Y
\i
b |Xb,w), for all c ∈ Yb, using Proposition 2. From Proposition 2, the computational
complexity for Step 3 is O(nb|Yb|).
Combining the computational complexities in Step 1, 2, and 3, the computational com-
plexity of the forward and substitution algorithm is O(|Yb|2
|Yb|nb). A detailed description of
the forward and substitution algorithm is presented in Algorithm 2. From Section 4.2.1, the
computational complexity for obtaining the prior probabilities is O(nbCd). Consequently,
the computational complexity of the E-step implementation per bag using the forward and
substitution algorithm is O(|Yb|2
|Yb|nb + nbCd). As a result, the simple structure of our
ORed-logistic regression model allows to perform an efficient and exact inference instead of
using approximation techniques which may then degrade the accuracy.
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Algorithm 2 Forward And SubsTitution algorithm (FAST) to compute p(ybi = c,Yb =
 L|Xb,w), ∀i s.t. 1 ≤ i ≤ nb
Input:  L,Xb,Yb,w, c
Step 1:
Initialize p(Y1b =  l|Xb,w) = 0, ∀ l in the power set of  L excluding the empty set;
for l ∈  L do
p(Y1b = {l}|Xb,w) = p(yb1 = l|xb1,w);
end for
for i = 1 to nb − 1 do
for m = 1 to 2| L| − 1 do
p(Yi+1b =  L
m|Xb,w) =
∑
l∈ Lm p(yb(i+1) = l|xb(i+1),w)[p(Y
i
b =  L
m|Xb,w) + p(Y
i
b =
 Lm\l |Xb,w)];
end for
end for
Step 2:
for i = 1 to nb do
Construct the u vector in Proposition 3, from p(Yb =  L
m|Xb,w),∀1 ≤ m ≤ 2
| L| − 1;
Construct the A matrix in Proposition 3, from p(ybi|xbi,w);
Solve u = Av in order to obtain v containing p(Y
\i
b =  L
m|Xb,w),∀1 ≤ m ≤ 2
| L| − 1;
end for
Step 3:
for i = 1 to nb do
Return p(ybi = c,Yb =  L|Xb,w) = p(ybi = c|xbi,w)[p(Y
\i
b =  L|Xb,w) + p(Y
\i
b =
 L\c|Xb,w)];
end for
4.2.4 Maximization step
We use gradient ascent to increase the objective function in (10) as follows
w(k+1)c = w
(k)
c +
∂g(w,w(k))
∂wc
∣∣∣∣
w=w(k)
× η, (21)
where the first derivative of g(w,w(k)) w.r.t. wc is computed as follows
∂g(w,w(k))
∂wc
=
B∑
b=1
nb∑
i=1
[p(ybi = c|Yb,Xb,w
(k))xbi −
ew
T
c xbixbi∑C
c=1 e
wTc xbi
]
=
B∑
b=1
nb∑
i=1
[p(ybi = c|Yb,Xb,w
(k))− p(ybi = c|xbi,w)]xbi, (22)
and η in (21) is determined using the backtracking line search method (Boyd and Van-
denberghe, 2004). In each backtracking step, the surrogate function in (10) is computed
with the time complexity O(
∑B
b=1 nbCd). As a result, the computational complexity of the
maximization step is O(
∑B
b=1 nbCdM), where M is the average number of backtracking
steps.
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4.3 Kernel-based OR-ed logistic regression model
In order to deal with linearly inseparable data, we introduce the kernel extension to our
model. Kernel learning is a method that transforms the data from the original feature space
to a higher dimensional space where the data can be separated (Muller et al., 2001; Rosipal
and Trejo, 2002; Erkan and Altun, 2010). Recall the multi-class logistic regression function
from (1). Applying φ to the xbi in (1), where φ is the function transforming from feature
space to kernel space yields
p(ybi|xbi,w) =
∏C
c=1 e
I(ybi=c)w
T
c φ(xbi)∑C
c=1 e
wTc φ(xbi)
. (23)
Replacing wc =
∑B
b=1
∑nb
j=1αcbjφ(xbj) and φ(x)
Tφ(xbj) = K(x,xbj) into (23), yields
p(ybi|xbi,α) =
∏C
c=1 e
I(ybi=c)α
T
c k(xbi)∑C
c=1 e
α
T
c k(xbi)
, (24)
where k(x) is [K(x,x11),K(x,x12), . . . ,K(x,xBnB )]
T . The kernel logistic regression does
not require to compute the high dimensional φ(x). Instead, only the dot product K(·, ·) is
computed. In our paper, we consider an RBF kernel between instances x and x′ as follows
K(x,x′) = e
−‖x−x′‖
2
2
δ , (25)
where δ is a tuning parameter to control the kernel width. Note that in kernel learning,
the model parameter vector is α instead of w. Thus, wherever encountering w, replace w
by α. Specifically, to implement the kernel version of our model, the following changes are
made.
• E-step: Compute p(ybi = c|Yb,Xb,α
(k)) for b = 1, . . . , B and i = 1, . . . , nb using
Section 4.2.3. Note that p(ybi|xbi,w
(k)) is replaced by p(ybi|xbi,α
(k)) given in (24).
• M-step: Compute α(k+1) using (21) and (22). In (21), w, w(k), and w(k+1) are
replaced by α, α(k), and α(k+1), respectively. In (22), p(ybi = c|Yb,Xb,w
(k)) is
replaced by p(ybi = c|Yb,Xb,α
(k)) computed in the E-step, p(ybi|xbi,w) is replaced
by p(ybi|xbi,α) given in (24), and xbi is replaced by k(xbi).
5. Prediction
We consider both instance level label prediction and bag level label prediction.
5.1 Instance label prediction
In instance label prediction, we consider two cases: predicting instance labels without know-
ing their bag label (inductive mode) and predicting instance labels when knowing their bag
label (transductive mode). Consider the ith instance in the tth test bag. In the inductive
setting, the predicted label maximizes the instance label probability given feature vector
xti and parameter w is
yˆti = argmax
k
p(yti = k|xti,w), (26)
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where p(yti = k|xti,w) is given in (1). Note that in the absence of bag level label, yˆti
can be predicted independently using yˆti = argmaxkw
T
k xti, without the need for dynamic
programming. Therefore, the computational complexity of inductive prediction for the tth
test bag is O(ntCd).
In the transductive setting, the predicted label maximizes the joint probability of the
instance label and its bag label as follows
yˆti = argmax
k
p(yti = k,Yt|Xt,w), (27)
where p(yti = k,Yt|Xt,w) is computed as described in Section 4.2.3. As a result, the dy-
namic programming in Section 4.2.3 is used to obtain p(yti = k,Yt|Xt,w) and find yˆti. The
computational complexity of transductive prediction for the tth test bag is O(nt|Yt|2
|Yt|)+
O(nt|Yt|d).
5.2 Bag label prediction
For the tth test bag, the predicted bag label Yˆt is obtained by taking the union of its
instance labels yˆti in (26) as follows
Yˆt =
nt⋃
i=1
yˆti. (28)
6. Experiments
In this section, we evaluate and compare the proposed framework with several state-of-the-
art approaches for MIML instance annotation and bag level prediction.
6.1 General setting
Approaches. We compare the proposed approach of ORed-logistic regression model with
maximum likelihood inference for instance annotation denoted by MLR with the following
methods: SIM (Briggs et al., 2012), MIMLfast (Mfast for short) (Huang et al., 2014), and
LSB-CMM (LSB for short) (Liu and Dietterich, 2012). For bag level predicton we include a
comparison with MIMLSVM (M-SVM for short) (Zhou and Zhang, 2007b) and MIMLNN
(M-NN for short) (Zhang and Zhou, 2007a; Zhou et al., 2012).
Parameter tuning. For MLR, by observation that the objective function in (10) stabi-
lizes in around 50 expectation maximization iterations for all datasets, we fix the number
of iterations for the proposed EM framework to 50. For SIM, we tune λ over the set
{10−4, 10−5, 10−6, 10−7, 10−8, 10−9}. For Mfast, following Huang et al. (2014), we search
over the set {50, 100, 200}, {1, 5, 10}, {1, 5, 10, 15}, {10−4, 5·10−4, 10−3, 5·10−3}, {10−5, 10−6}
for parameters m, C, K, γ0, η, respectively. Additionally, to satisfy the norm constraint
in Mfast, we divide each feature vector by a constant in the set {10−2, 3 · 10−2, 10−1, 3 ·
10−1, 1, 3, 10, 30, 102 , 3 · 102, 103}. Note that in the training phase, Mfast learns a parame-
ter W which can be used to compute the score fMfast(xti, c) indicating the confidence of
instance xti having class c. However, Mfast does not predict the label yˆti for each instance
xti. It indirectly uses fMfast(xti, c) to compute fMfast(Xt, c) indicating the confidence of
the tth test bag having class c. In the experiments, we access fMfast(xti, c) and predict the
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label yˆti as yˆti = argmaxc fMfast(xti, c). For LSB, we search σ
2 over the set {10−2, 10−1,
1, 10, 102 , 103, 104, 105} as suggested by the authors. Moreover, we set the parameter α as
0.05 and set K to 5 × (the number of classes). For M-SVM, we use RBF kernel, with γ in
{0.1, 0.2, 0.4, 0.8} and the parameter ratio is searched over the set {0.2, 0.4, 0.6, 0.8, 1}.
For M-NN, we search over the set {0.2, 0.4, 0.6, 0.8, 1} for the parameter ratio, and the
parameter λ over the set {10−2, 10−1, 1, 10}.
Datasets. We compare the aforementioned approaches on six datasets: HJA birdsong,
MSCV2, Letter Frost, Letter Carroll, Voc12 (Briggs et al., 2012), and 50Salad (Stein and
McKenna, 2013). For the HJA birdsong, there are a few bags where the bag label is not
equal the union of its instance labels. Therefore, we create an additional version of the HJA
birdsong dataset namely HJA union in which the label of each bag is the union of its instance
labels. For the Letter Carroll and Letter Frost datasets, bags are created from words of two
poems, and instances of each bag are their letters which are sampled from the Letter Recog-
nition dataset (Frey and Slate, 1991) on the UCI Machine Learning repository. However,
in each of these two poems, two letters are missing. Therefore, we only consider 24 classes
in each dataset. Detailed information of all the aforementioned datasets is shown in Table 2.
Dataset
classes bags instances dimension classes per instances per
(C) (B) (N) (d) bag Yb bag nb
HJA bird 13 548 4,998 38 2.1 9.1
MSCV2 23 591 1,758 48 2.5 3.0
Letter Carroll 24 166 717 16 3.9 4.3
Letter Frost 24 144 565 16 3.6 3.9
Voc12 20 1,053 4,142 48 2.3 3.9
50Salad 6 124 2,020 57 2.3 16.3
Table 2: Statistics of datasets in our experiments
Evaluation measures. We consider different metrics for evaluation of instance annotation
and bag label prediction. For instance annotation, we consider instance level accuracy by
dividing the correctly predicted label instances by the total number of predicted instances.
For bag label prediction, we consider Hamming loss, ranking loss, average precision, one
error, and coverage as in Zhou and Zhang (2007b); Zhang and Zhou (2008); Zhou et al.
(2012); Huang et al. (2014).
6.2 Instance annotation experiments
Setting. In this section, we compare the proposed MLR approach with Mfast, SIM, and
LSB methods. We also consider the logistic regression classifier in the single instance single
label setting (SLR) in which all instance labels are provided. The accuracy of SLR is
considered as an upper bound for those of all methods. Furthermore, we consider the
dummy classifier that classifies every instance in the test dataset with the most common
class in the training dataset without using any information from the feature vectors. The
accuracy of the dummy classifier is considered as a lower bound for those of all methods. For
the inductive setting, we use 10-fold cross validation to evaluate the performance. For both
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inductive and transductive settings, there are two methods, namely post-hoc parameter
tuning, for selecting the optimal parameters: (1) using an instance level metric and (2)
using a bag level metric. Note that the proposed MLR approach is free of parameter tuning
hence we only consider these tuning schemes for baseline methods. In that way, there is no
unfair advantage for MLR from selecting the best parameter settings. The inductive results
with post-hoc tuning using instance level accuracy and bag level accuracy are presented in
Tables 3 and 4, respectively. The transductive results with post-hoc tuning using instance
level accuracy and bag level accuracy are presented in Tables 5 and 6, respectively.
Inductive results. From Tables 3 and 4, the MLR approach outperforms and in some cases
significantly outperforms other methods on the datasets considered. On MSCV2, Letter
Carroll, and Letter Frost, the results of MLR are from 7% to 12% higher than those of Mfast,
SIM, and LSB, whose performances are comparable. For HJA bird, Voc12, and 50Salad,
LSB is comparable or achieves a higher accuracy than Mfast which outperforms SIM. For
these three datasets, the proposed MLR approach outperforms LSB 3% on HJA bird and is
comparable with LSB on Voc12 and 50Salad. Furthermore, the accuracy obtained by MLR
is only 5-6% lower than that of SLR on HJA bird and MSCV2 datsets, and 1-3% on other
datasets.
Analysis. The accuracy of all methods on HJA dataset is lower than on HJA union dataset.
This is due to the violation of the union assumption in the HJA dataset. The accuracy of
SLR approach on both datasets is the same since SLR relies only on the instance labels.
MLR significantly outperforms other methods in MSCV2, Letter Carroll, and Letter Frost.
The reason is that for those datasets, the average number of classes per bag is high. By
carefully considering all possibilities for instance labels and avoiding any approximation in
inference, MLR uses all the instances effectively. In contrast, Mfast and SIM use the max or
softmax principle which may ignore useful information from most of the instances. More-
over, LSB uses an approximate inference method, MCMC sampling. In general, sampling
methods are slow to converge and due to randomness present a challenge in establishing
a stopping criteria. Furthermore, in LSB, each instance has a set of possible labels which
is the label of its bag. As a result, LSB may ignore a useful constraint, that the union
of instance labels equals their bag label, which is preserved in our dynamic programming
approach. For the Voc12 dataset, the dummy classifier works well since there exists a dom-
inant class consisting of more than 30% instances of the dataset. In Table 4, the accuracy
of MLR is similar to that in Table 3 since MLR has no tuning parameter. For LSB and
SIM, the accuracy in Table 4 is slightly smaller than in Table 3 since the tuning is per-
formed indirectly using the bag level measurement instead of directly using the instance
level accuracy. For Mfast, while we follow the parameter tuning scheme proposed in Huang
et al. (2014), we understand that post-hoc tuning benefits methods with a high number of
parameter settings. Since we consider a large number of choices (a total of 3,168) for the
parameters, the accuracy drops significantly from the scenario when we both tune and test
on instance level metric, as in Table 3, to the case when we tune on bag level metric and
test on instance level metric, as in Table 4.
Transductive results and analysis. In Tables 5 and 6, there is no standard devia-
tion reported for the transductive setting. The reason is that since bag level labels are
known in both training and test phases, approaches are trained and tested on the whole
dataset instead of dividing into 10 folds as in the inductive setting. MLR outperforms all
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Dataset HJA bird HJA union MSCV2 Carroll Frost Voc12 50Salad
MLR 69.1±4.7 72.3±3.8 54.8±4.7 67.7±5.2 71.3±7.6 43.2±3.2 76.0±5.3
Mfast 60.5±5.5 61.3±3.6 47.6±5.1 56.1±5.9 58.9±5.3 42.5±3.3 72.4±7.5
SIM 61.9±4.2 62.7±4.1 46.7±4.4 54.2±6.5 58.1±5.7 38.0±3.4 66.9±7.3
LSB 66.3±4.3 72.0±4.0 45.4±4.8 55.9±2.6 55.5±3.6 42.8±4.5 76.8±7.8
SLR 74.6±3.1 74.6±3.1 60.2±4.8 70.5±4.8 72.7±4.0 45.2±3.9 77.6±4.7
Dummy 12.1±3.4 12.1±3.4 14.5±3.7 11.2±3.7 09.3±2.4 36.1±4.1 16.7±7.7
Table 3: Accuracy results (percentage) for instance label prediction in inductive mode
for MLR, Mfast, SIM, LSB, SLR, and Dummy approaches using instance level accuracy
parameter tuning. The proposed approach and values that are statistically indistinguishable
using two-tailed paired t-tests at 95% confidence level with the optimal performances are
bolded.
Dataset HJA bird HJA union MSCV2 Carroll Frost Voc12 50Salad
MLR 69.1±4.7 72.3±3.8 54.8±4.7 67.7±5.2 71.3±7.6 43.2±3.2 76.0±5.3
Mfast 60.0±3.6 59.8±4.9 41.5±5.8 51.5±6.5 45.4±7.1 41.6±2.8 72.4±7.5
SIM 61.7±4.3 62.7±4.1 46.7±4.4 54.2±6.5 58.1±5.7 38.0±3.4 66.9±7.3
LSB 66.1±4.4 71.4±4.3 45.2±4.0 55.9±2.6 55.5±3.6 42.0±4.3 75.9±6.7
SLR 74.6±3.1 74.6±3.1 60.2±4.8 70.5±4.8 72.7±4.0 45.2±3.9 77.6±4.7
Dummy 12.1±3.4 12.1±3.4 14.5±3.7 11.2±3.7 09.3±2.4 36.1±4.1 16.7±7.7
Table 4: Accuracy results (percentage) for instance label prediction in inductive mode for
MLR, Mfast, SIM, LSB, SLR, and Dummy approaches using Hamming loss parameter
tuning. The proposed approach and values that are statistically indistinguishable using
two-tailed paired t-tests at 95% confidence level with the optimal performances are bolded.
other methods on all datasets, especially on MSCV2, Letter Carroll, and Letter Frost. For
example, on MSCV2, the accuracy of MLR is 14%, 15%, and 23% higher than those of
Mfast, SIM, and LSB, respectively. For datasets HJA union and Voc12, MLR outperforms
LSB even though they are comparable in the inductive setting with instance level tuning.
Similarly, even though SIM, LSB, and Mfast perform comparably on MSCV2 in inductive
setting, their reported accuracies are noticeably different in transductive setting.
Dataset HJA bird HJA union MSCV2 Carroll Frost Voc12 50Salad
MLR 80.8 88.0 84.9 91.5 91.5 67.9 86.8
Mfast 78.3 81.8 70.6 72.7 75.8 61.0 84.7
SIM 81.7 83.5 69.7 72.2 77.3 63.1 83.1
LSB 77.0 85.7 61.1 70.0 66.2 57.8 88.3
Dummy 51.6 56.3 38.0 25.2 27.8 50.9 46.9
Table 5: Accuracy results (percentage) for instance level prediction in transductive mode for
MLR, Mfast, SIM, LSB, and Dummy approaches using instance level accuracy parameter
tuning. The proposed approach and optimal performances are bolded.
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Dataset HJA bird HJA union MSCV2 Carroll Frost Voc12 50Salad
MLR 80.8 88.0 84.9 91.5 91.5 67.9 86.8
Mfast 77.5 80.0 65.1 67.3 70.2 58.4 84.7
SIM 81.7 83.5 69.7 71.7 76.5 63.1 82.0
LSB 75.4 81.0 59.0 68.3 65.7 54.8 87.5
Dummy 51.6 56.3 38.0 25.2 27.8 50.9 46.9
Table 6: Accuracy results (percentage) for instance level prediction in transductive mode
for MLR, Mfast, SIM, LSB, and Dummy approaches using Hamming loss parameter tuning.
The proposed approach and optimal performances are bolded.
6.3 Instance annotation accuracy vs. the number of training bags
Setting. In this section, we examine the ability of the proposed approach to effectively use
the information from all instances compared to LSB and SIM. We exclude Mfast since its
post-hoc instance level tuning accuracy is far different from its bag level tuning accuracy.
In addition, adding one parameter for the percentage of training bags leading to a larger
number of parameter settings which is already high for Mfast, and longer runtime. We
perform the experiments on HJA, MSCV2, Letter Carroll, Letter Frost, Voc12, and 50Salad
datasets. For each dataset we randomly select {1%, 2%, 5%, 10%, 20%, 50%, 90%} of the
data for training and the remaining data for testing. For each of these sampling percentage
values, we perform the experiment 10 times and report the average accuracy. The accuracy
as a function of the sampling percentage is depicted in Figure 8.
Results. From Figure 8, we observe that the accuracy for each method increases with
the number of training bags. Furthermore, in order to achieve similar accuracy, our MLR
approach uses fewer bags. This has significant implications in practice since the data labeling
process is costly. In addition, the time required for training could also be saved. For
example, in MSCV2, MLR can achieve similar level of accuracy to that of SIM and LSB
using only 17% of training data SIM and LSB use. With a small amount of data, there is
a clear gap between MLR and the ideal upper bound SLR. However, with enough training
data, the performance of MLR is close to SLR. For example, in 50Salad, at 10% of training
data, the performance of MLR is 20% less than that of SLR. However, with 90% data
for training, the gap is only 1-2%. From the figure, we could observe how efficiently each
approach uses information from instance labels. SLR achieves high accuracy even with
a small number of training bags since it is directly given instance labels. MLR achieves
a similar level of accuracy using a smaller number of bags, compared to SIM and LSB,
indicating that MLR efficiently uses information from bag labels. In SIM, the softmax
function for computing the weight of each instance in bags is heuristically defined instead
of directly coming from the objective function. As a result, SIM may not efficiently use
information from all instances. For LSB, a possible explanation for its lower accuracy
compared to that of MLR is that approximation methods including variational EM and
MCMC sampling are used to inference. Another possible explanation is that LSB does not
maintain the constraint that the union of instance labels in each bag is equal to their bag
label. We also observe that the accuracy of SIM and LSB are quite similar.
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Figure 8: Instance annotation accuracy vs. percentage of training bags for MLR, SIM, LSB,
SLR, and Dummy approaches in inductive mode
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Figure 9: Instance annotation accuracy vs. percentage of training bags for MLR and SLR
(with l2-norm regularization), SIM, LSB, and Dummy approaches on Voc12 in inductive
mode
Special case for Voc12. For small training data, if we have a high number of classes,
over-fitting problem may occur, as in Voc12. Specifically, MLR and SLR are outperformed
by the dummy classifier, whose accuracy is around 36%, since there is a dominant class
in the dataset such that more than 30% of the instances in that class. We can mitigate
these problems by adding an l2-norm regularization term to the objective function for both
MLR and SLR. LSB is less susceptible to over-fitting problem since LSB uses a parameter
σ2 for regularization which is searched over the set {10−2, 10−1, . . . , 105} as in Section 6.1.
The results are presented in Figure 9, indicating that if we use more than 5% of data for
training, SLR and MLR can obtain a higher accuracy compared to the dummy classifier.
6.4 Bag label prediction
Setting. Even though this paper focuses on instance label prediction, we also consider
examining the application of the proposed method for bag label prediction. We perform
experiments on datasets with instance level label such as HJA, MSCV2, Letter Carroll,
Letter Frost, Voc12, and 50Salad following the method described in Section 5.2. We compare
MLR with the following methods: SIM, Mfast, LSB, M-SVM, and M-NN. Moreover, we
also compare MLR with the logistic regression trained in the SISL setting (SLR) and a
dummy classifier designed to optimize the performance for each of the following evaluation
metrics: Hamming loss, ranking loss, average precision, one error, and coverage. Note
that the dummy classifier assigns the same output for any test bag. For Hamming loss,
the dummy classifier outputs a bag label consisting of all classes which appear in more
than 50% of training bags. For ranking loss, average precision, one error, and coverage,
with each class c, the dummy classifier outputs fdummy(Xt, c) = (the percentage of training
bags having class c) indicating the confidence of the test bag Xt having class c. Note that
fdummy(Xt, c) is independent of Xt. To compute ranking loss, average precision, one error,
and coverage from the confidence values, we follow Zhou et al. (2012). For MLR, SIM,
and LSB, the confidence for the bag on each class is computed as the maximal value of
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SLR MLR SIM Mfast LSB M-SVM M-NN Dummy
HJA bird
↓ hl 11.2±0.9 09.6±1.0 15.9±1.5 05.5±1.1 10.6±1.5 04.5±0.6 04.7±1.1 18.7±0.8
↓ rl 03.5±0.4 02.7±0.6 02.2±0.8 02.5±0.7 06.9±1.8 02.7±1.1 02.7±1.1 32.3±3.1
↑ ap 92.5±1.0 94.2±1.2 94.1±1.8 94.1±1.4 89.7±2.6 94.0±2.0 93.9±2.8 44.1±3.2
↓ oe 05.7±3.3 03.8±1.8 05.1±3.1 03.7±2.4 03.7±1.7 04.6±2.6 05.3±4.4 64.0±6.2
↓ co 15.2±1.6 13.9±1.6 12.4±1.6 13.4±1.6 21.7±3.6 13.2±1.6 13.4±1.3 45.9±2.7
HJA union
↓ hl 11.2±1.0 11.1±1.2 16.1±1.9 05.5±1.0 10.1±1.5 04.5±0.5 04.7±0.7 18.7±0.8
↓ rl 02.8±0.5 02.7±0.6 02.4±0.7 02.6±0.6 04.1±1.3 02.6±1.0 02.6±0.9 33.8±2.9
↑ ap 93.3±1.5 93.7±1.7 93.6±1.9 93.9±1.5 93.0±2.3 93.7±2.1 94.4±2.0 40.5±2.7
↓ oe 06.0±3.7 05.7±3.7 06.0±2.6 04.2±2.6 03.8±3.1 05.3±2.8 04.0±2.8 67.8±10.0
↓ co 12.5±1.2 12.7±1.7 11.5±1.3 12.4±1.3 15.7±2.5 12.2±1.3 12.4±1.4 45.1±2.7
MSCV2
↓ hl 07.3±1.0 07.7±1.0 08.9±0.8 09.0±0.9 07.9±0.8 07.2±1.1 06.4±0.8 13.0±0.4
↓ rl 08.7±1.5 08.7±1.6 10.5±2.2 10.7±1.6 17.0±2.8 08.1±1.6 07.3±2.0 34.2±3.5
↑ ap 73.2±5.1 73.1±4.9 70.3±3.8 69.3±4.1 65.2±4.4 74.6±5.1 78.5±5.6 40.2±3.0
↓ oe 26.6±7.4 27.1±6.1 27.1±6.6 27.9±6.8 25.4±5.9 25.1±7.7 20.3±6.2 64.0±7.7
↓ co 20.6±2.6 20.5±2.9 23.3±3.3 23.3±3.1 36.3±3.9 19.8±2.3 18.3±2.8 53.0±3.3
Letter Carroll
↓ hl 07.8±1.4 09.0±1.3 11.9±1.5 11.9±1.2 10.8±1.0 14.9±1.2 14.2±1.8 18.9±1.4
↓ rl 06.6±2.6 07.4±2.8 13.5±4.0 12.2±3.2 13.9±2.3 20.5±3.3 17.7±2.3 25.7±3.3
↑ ap 84.5±5.0 83.1±4.6 73.0±5.4 75.6±5.1 74.9±2.7 58.6±8.4 62.2±4.5 47.1±5.3
↓ oe 06.7±7.4 05.5±6.1 12.0±9.1 06.6±5.9 09.1±3.3 38.1±20.6 28.3±10.3 56.1±15.4
↓ co 28.1±5.4 29.8±5.2 39.5±5.4 36.8±4.6 41.6±4.6 44.3±2.6 41.4±3.8 48.4±4.9
Letter Frost
↓ hl 06.7±1.1 07.5±2.2 10.7±1.7 11.2±1.5 10.2±1.3 12.3±2.5 11.9±2.2 17.2±2.0
↓ rl 05.7±2.0 06.1±1.8 12.0±2.1 12.7±2.3 15.4±1.9 17.7±3.1 15.7±1.6 25.4±3.5
↑ ap 85.6±4.6 83.9±3.8 73.3±2.3 73.6±4.0 71.9±3.4 64.3±9.1 68.9±4.4 44.5±5.0
↓ oe 09.6±8.1 11.1±7.6 14.6±9.9 09.6±9.2 11.0±9.3 30.0±27.3 20.7±13.0 64.5±9.2
↓ co 24.0±4.9 24.8±6.0 34.6±5.8 37.2±6.5 42.3±6.3 41.7±3.7 39.7±4.1 49.0±3.2
Voc12
↓ hl 10.5±0.8 10.2±0.7 12.5±0.9 09.3±0.5 09.2±0.8 09.5±0.7 09.2±0.7 09.5±0.7
↓ rl 15.5±1.4 15.8±1.1 18.3±1.6 17.0±1.6 22.7±1.6 19.4±2.3 15.6±1.9 23.6±1.8
↑ ap 64.4±2.8 63.8±1.3 60.7±1.8 62.5±2.3 58.9±2.6 61.7±2.8 65.0±2.6 55.4±2.4
↓ oe 25.0±6.7 26.1±4.1 30.4±3.1 25.8±4.7 25.2±4.6 28.0±5.6 25.5±4.6 28.6±5.3
↓ co 31.9±2.2 32.6±2.3 35.5±2.8 34.1±2.9 45.0±3.0 37.8±2.6 32.2±3.4 44.9±2.5
50Salad
↓ hl 16.5±2.1 18.0±3.4 20.3±4.2 19.0±5.0 17.6±5.0 23.6±4.8 24.6±3.8 41.0±2.8
↓ rl 07.9±3.0 07.6±4.4 11.1±5.7 09.0±3.3 07.5±2.8 19.3±5.8 20.5±5.2 54.4±7.0
↑ ap 91.9±5.3 92.1±5.4 88.7±5.6 90.9±3.4 91.9±3.6 81.8±4.5 80.6±5.0 52.8±6.9
↓ oe 11.0±12.8 10.9±10.5 13.9±9.8 09.1±6.0 09.8±8.1 20.4±8.6 22.9±7.7 62.4±13.7
↓ co 27.9±4.7 27.7±5.5 31.5±5.0 29.5±5.5 28.1±4.6 37.6±3.9 37.6±4.8 61.1±4.1
Table 7: Bag level measurements (percentage) for methods on datasets with instance labels.
↓ (↑) next to a metric indicates that the performance improves when the metric is decreased
(increased). The proposed approach and values that are statistically indistinguishable using
two-tailed paired t-tests at 95% confidence level with the optimal performances are bolded.
Note that the SLR approach is only used as a reference since instance level labels are
provided in training.
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the confidence of its instances w.r.t. the class. Specifically, fMLR(Xt, c) = maxi p(yti =
c|xti,w), fLSB(Xt, c) = maxi p(yti = c|xti,w, αˆ), and fSIM(Xt, c) = maxiw
T
c xti. For
Mfast, M-SVM, and M-NN, the bag level metrics are computed as in Huang et al. (2014);
Zhou and Zhang (2007b); Zhang and Zhou (2007a), respectively. The results are reported
in Table 7.
Results. From Table 7, we observe that MLR matches or outperforms other methods in
term of each evaluation measure in almost all datasets, except for the MSCV2 where the
accuracy of MLR is lower than those of M-NN and M-SVM. The reason is that M-NN and
M-SVM consider bag level information by encoding each bag with a vector containing the
similarities of the bag with representative bags in the dataset. However, instance annotation
methods including MLR, SIM, LSB, and Mfast only focus on instance level features without
including additional bag level information. Consequently, approaches that rely on bag
level information may outperform instance level approaches on datasets where each test
bag information is helpful to predict its instance labels such as image datasets including
MSCV2. For example, we are not sure whether a single white color pixel is from the sky
or a blank paper. However, if we know that the overall image is about a scene, we would
rather predict the pixel is from the sky. Similar to the instance annotation accuracy in Table
3, our approach performance is close to the SLR version. Among the considered instance
annotation methods, MLR seems to outperform other methods in bag level measurements.
Among the bag level methods, M-NN seems to outperform M-SVM.
6.5 Kernel OR-LR
Setting. In kernel learning, we transform feature vector x to k(x) as in Section 4.3. We
refer to the setting which involves x (as in (1)) as feature learning and to the setting which
x is replaced by k(x) as kernel learning. The parameter δ in (25) is selected as follows. We
first compute the mean square distance among every pair of instances in the dataset d2.
Then, δ is computed as δ = s× d2, where s is in {0.1, 0.2, 0.5, 1, 2, 5, 10}.
We evaluate the instance level accuracy as a function of δ for SLR and MLR and report
the highest accuracy for each method. Since the dimension of w in kernel learning is higher
than in feature learning, we set the number of expectation maximization iterations to 500.
For SIM and Mfast, we add δ to the parameters used for tuning in Section 6.1. In SIM,
the number of iterations in each phase T is set to 1,000 due to the higher dimension in
kernel space. Similarly, in Mfast, the number of iterations is set to 100. Due to the new
parameter s, the large number of parameter settings, and the higher number of iterations
leading to a longer runtime compared to the feature learning case, the parameters of Mfast
are selected as follows. Since the performance of Mfast depends mainly on K (Huang et al.,
2014), K is searched over the set {1, 5, 10, 15} and m,C, γ0, η are set to 100, 10, 10
−3 , 10−5,
respectively. In this set of experiments, due to significant increase in runtime of the kernel
learning setting, we do not include LSB. The results for kernel learning of MLR, SLR, SIM,
and Mfast are reported in Table 8.
Results. From Table 8, on MSCV2, Letter Carroll, and Letter Frost, there is a significant
improvement of accuracy in kernel case compared to the feature case in both SLR and
MLR. Specifically, on kernel learning, the instance annotation accuracy of MLR is 5%, 4%,
and 3% higher on MSCV2, Letter Carroll, and Letter Frost, compared to the feature case,
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Dataset HJA bird HJA union MSCV2 Carroll Frost Voc12 50Salad
K-MLR 70.2±5.1 72.8±3.7 61.0±5.3 72.1±5.7 74.0±5.5 45.0±3.0 78.4±5.1
K-Mfast 62.1±3.0 63.8±3.9 53.7±4.9 68.6±4.5 67.0±5.1 37.7±3.6 74.2±6.6
K-SIM 63.4±3.0 63.8±3.2 51.2±6.6 65.9±3.9 64.9±7.8 42.1±4.1 71.9±6.2
K-SLR 77.6±3.6 77.6±3.6 65.1±4.1 79.5±5.2 79.5±3.5 46.6±2.5 83.7±3.5
K-Dummy 12.1±3.4 12.1±3.4 14.5±3.7 11.2±3.7 9.3±2.4 36.1±4.1 16.7±7.7
Table 8: Accuracy results (percentage) for instance label prediction in inductive mode for
kernel version of MLR, Mfast, SIM, LSB, and Dummy approaches denoted by K-MLR,
K-Mfast, K-SIM, K-SLR, and K-Dummy, respectively. The proposed approach and values
that are statistically indistinguishable using two-tailed paired t-tests at 95% confidence level
with the optimal performances are bolded.
respectively. Moreover, the accuracy of SLR is also significantly higher 5%, 9%, and 6% on
those datasets, compared to the feature case, respectively. Since the dummy classifier does
not rely on instance feature vectors, the accuracy is unchanged compared to the feature case
as presented in Table 3. In the kernel learning case, MLR outperforms Mfast which seems
to outperform SIM. We note that due to the higher number of iterations and larger size
parameters, running the kernel version of methods takes longer than the feature version.
For instance, running the kernel version of MLR on Letter Carroll takes 7 times longer than
the feature version whereas running the kernel version of SIM on Letter Carroll takes 15
times longer than the feature version.
6.6 Speed up
In this section, we study techniques to reduce the computational complexity of our approach.
The main time-consuming part of MLR is in the E-step. Table 9 shows the computational
complexity per bag for each of our E-step implementation and the sum of each factor in
that computational complexity over all bags on every dataset. Since all implementations
have an exponential term regarding the number of classes per bag 2|Yb|, speeding up is nec-
essary for datasets such as Letter Carroll or Letter Frost, where the factor
∑B
b=1 |Yb|2
|Yb|n2b
significantly dominates the factor
∑B
b=1 nbCd, as illustrated in Table 9, because of several
bags having a large number of classes.
6.6.1 Speed up using pruning
Pruning is a technique in our paper that removes bags containing a large number of classes
in the dataset. In order to prune, we sort bags based on the value of nb|Yb|2
|Yb| in an
ascending order and remove a fixed percentage of bags with these highest values from the
training set. We perform 10-fold cross validation. Assume that nb is equal for every bag,
thus a bag contains a large number of classes |Yb| would have a significantly high value of
nb|Yb|2
|Yb| proportional to the time MLR spends on the bth bag in the expectation step.
In fact, those bags are less informative, due to the label ambiguity, which increases as a
function of the size of the label set. As a result, we expect the accuracy is hardly changed
after pruning while the runtime decreases.
29
Pham, Raich, and Fern
10−1 100
100
101
102
Proportion of unpruned bags
Ti
m
e 
in
 se
co
nd
s
Letter Carroll
10−1 100
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
Proportion of unpruned bags
A
cc
ur
ac
y
Letter Carroll
10−1 100
100
101
102
Proportion of unpruned bags
Ti
m
e 
in
 se
co
nd
s
Letter Frost
10−1 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Proportion of unpruned bags
A
cc
ur
ac
y
Letter Frost
10−1 100
100
101
102
Proportion of unpruned bags
Ti
m
e 
in
 se
co
nd
s
HJA bird
10−1 100
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Proportion of unpruned bags
A
cc
ur
ac
y
HJA bird
Figure 10: Accuracy and runtime when pruning bags with largest bag label cardinality.
Dotted lines are estimated using the linear least square from the first three points starting
from the left in each time plot. The difference between the solid and dotted lines at the right
of each time plot shows how significant bags having a large number of classes contribute to
the overall runtime.
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Algorithm Forward Forward and substitution
Complexity per bag O(|Yb|2
|Yb|n2b + nbCd) O(|Yb|2
|Yb|nb + nbCd)
Dataset
∑B
b=1 |Yb|2
|Yb|n2b
∑B
b=1 nbCd
∑B
b=1 |Yb|2
|Yb|nb
∑B
b=1 nbCd
HJA bird 1,300,502 2,469,012 99,314 2,469,012
HJA union 1,105,808 2,469,012 83,584 2,469,012
MSCV2 680,112 1,940,832 105,584 1,940,832
Letter Carroll 4,825,522 275,328 499,282 275,328
Letter Frost 1,921,792 216,960 211,248 216,960
Voc12 566,464 3,976,320 79,888 3,976,320
50Salad 4,981,778 690,840 120,738 690,840
Table 9: Computational complexity in the E-step for the two implementations of MLR for
every dataset
Dataset HJA bird MSCV2 Letter Carroll Letter Frost
∑B
b=1 nb|Yb|2
|Yb|
∑B0
b=1 nb|Yb|2
|Yb|
3.3 6.6 20.3 11.6
Table 10: The ratio between the theoretical time complexity of all bags and 80% bags
To understand the intuition behind the pruning technique used for MLR in this section,
we present the following experiments on HJA, MSCV2, Letter Carroll, and Letter Frost
datasets. First, we sort the bags in term of nb|Yb|2
|Yb| in an ascending order. Then, we
select B0 bags which contain 80% of the bags with lowest values, and report the ratio
(
∑B
b=1 nb|Yb|2
|Yb|)/(
∑B0
b=1 nb|Yb|2
|Yb|) for each dataset as Table 10. From Table 10, we
could observe that the B0 selected bags only constitute to a small proportion of the sum,
which are around 1/3, 1/7, 1/20, and 1/12 for HJA, MSCV2, Letter Carroll, and Letter
Frost, respectively.
We perform the experiment on HJA, Letter Carroll, and Letter Frost. We prune {0%,
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%} the number of bags having highest value.
The accuracy and runtime as functions of the proportion of keeping bags on Letter Carroll,
Letter Frost, and HJA are reported in Figure 10.
From Figure 10, we observe a significant speed up on Letter Carroll and Letter Frost
datasets. Specifically, we can speed up the computation time in Letter Carroll and Letter
Frost by 9.2 and 5.0 times by just removing 20% of the data and the accuracy is hardly
changed. In the Letter Carroll and Letter Frost, there are few bags having 10 classes
(words have more than 10 different letters). Removing these words does not affect the
overall accuracy result. However, since the computational complexity is exponential in the
number of classes per bag, the runtime for such bags constitutes a large percentage of the
overall runtime. In the HJA dataset, the effect is less pronounced. We can maintain the
accuracy by removing 20% bags and the runtime decreases by a factor of 2. From Figure
10, for a small proportion of keeping bags, the runtime seems to decrease linearly with the
number of keeping bags. It can be explained as for those datasets, after removing a high
proportion of bags with high number of classes, the remaining bags almost have the same
number of classes. As a result, the computational complexity per bag using the forward
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and substitution algorithm from Table 9 depends on the number of instances per bag only
which is assumed to be equal. Consequently, the runtime depends linearly on the number
of keeping bags.
6.6.2 Speed up using stochastic gradient ascent
In Section 4.2, we observe that in each expectation maximization iteration, for all bags,
we need to compute the instance labels probability given their bag label which is costly in
runtime. Stochastic sampling means that, for each iteration, we sample only a few bags
then compute the instance labels probability for those bags only. Specifically, the new ex-
pectation maximization at the kth iteration is as follows:
E-step:
• Sample a subset S from B bags
• Compute p(ybi = c|Yb,Xb,w
(k)),∀b ∈ S
M-step:
w(k+1)c = w
(k)
c +
∂g˜(w,w(k))
∂wc
∣∣∣∣
w=w(k)
× η,
where
∂g˜(w,w(k))
∂wc
=
∑
b∈S
nb∑
i=1
[p(ybi = c|Yb,Xb,w
(k))− p(ybi = c|xbi,w)]xbi. (29)
Since computing instance labels probability on a subset of bags is faster with a factor linear
w.r.t. the size of the subset, we expect that the runtime will decrease proportionally. In
each iteration, the subset of bags S would change, so we expect we could cover all the bags
after few iterations, such that the accuracy does not change significantly.
The percentage of sampled bags is selected from the set {1%, 2%, 5%, 10%, 20%, 50%,
100%}. The accuracy and runtime as functions of the proportion of sampled bags of our
approach on HJA, MSCV2, and Letter Carroll are reported in Figure 11.
From Figure 11, we observe that with high percentage of sampled bags, when we decrease
the percentage of sampled bags, the runtime decreases at almost the same rate. For example,
the runtime for HJA dataset with sampling percentage of {20%, 50%, 100%} are {55, 131,
260} seconds per cross validation, respectively. The reason is that in both expectation step
and maximization step, MLR with stochastic gradient ascent only considers sampled bags.
When we decrease the percentage of sampled bags, the overall runtime of MLR decreases
at almost the same rate. In general, by sampling 20% of the number of the bags, we can
reduce the runtime by a factor of 5 while keeping the accuracy at the same level on HJA,
MSCV2, and Letter Carroll.
6.6.3 Speed up by shrinking the dictionary
In kernel learning, in order to create the kernel vector k(x), we compute the similarities of x
with all other instances (called dictionary), to obtain k(x) = [K(x,x11),K(x,x12), . . . ,K(x,
xBnB )]. Shrinking dictionary means reducing the dimension of k(x). Specifically, from the
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Figure 11: Accuracy and runtime when using stochastic gradient ascent
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Figure 12: Accuracy and runtime when changing the proportion of instances used for the
kernel vector
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data, we sample S instances xˆ1, xˆ2, . . . , xˆS , and create k(x) = [K(x, xˆ1),K(x, xˆ2), . . . ,K(x,
xˆS)]. In fact, the larger the dimension of k(x), the longer MLR takes to converge since one
dimension of the parameter α in Section 6.5 is equal to the dimension of k(x). Even
though there are a lot of instances, they may lie on a low dimensional space. As a result,
even though some instances are removed in the kernel vector, we hope that the accuracy
will only mildly change.
We select q the percentage of instances used to create the kernel vector in the set {1%,
2%, 5%, 10%, 20%, 50%, 100%}. If q ≤ 10%, we set the number of EM iterations to
50. If q > 10%, then the dimension of the kernel vector and parameter α become large.
Consequently, in order to guarantee the convergence of the proposed EM solution, we set
the number of iterations to (q/10%)∗50 = q∗500 which is proportional to q. For example, if
we use 20% of instances, we set the number of iterations to 20%×500 = 100. The accuracy
and runtime as functions of q are reported in Figure 12.
From Figure 12, on the HJA, MSCV2, and Letter Carroll datasets, we observe that
by creating the kernelized feature vectors containing the similarities with only 50% of the
number of instances in the dataset, we can still keep a similar level of accuracy when using
all instances in the datasets. Note that for q ≤ 10%, the runtime is hardly changed since
the number of expectation maximization iterations is fixed to be 50.
In summary, even though there is an exponential factor w.r.t. the number of classes per
bag in the computational complexity of the proposed MLR approach, the average number of
classes per bag is not high in reality making MLR a practical instance annotation solution.
Additionally, there are several speed up methods including pruning and sampling that help
to reduce the runtime while keeping the accuracy almost unchanged. Especially, pruning
is a technique designed for MLR that help to reduce the runtime on datasets with high
average number of classes per bag such as Letter Carroll and Letter Frost by a factor from
4 to 7 times.
7. Conclusions
This paper focuses on the instance annotation problem in multi-label multi-instance setting.
We proposed an OR-ed logistic regression model for the problem and used an expectation
maximization framework to facilitate maximum likelihood estimation of the model param-
eters. We focused on the challenge of how to efficiently compute the exact instance label
posterior probabilities given their bag level labels to keep the accuracy as high as possible.
We address this challenge by using a dynamic programming method, with the computational
complexity linear in the number of instances per bag. Experiments on different datasets
indicate that the proposed approach outperforms other state-of-the-art methods including
SIM, LSB, and Mfast, especially on MSCV2 dataset where the accuracy of the proposed
approach is around 7% higher than those of SIM, LSB, and Mfast. Our MLR approach
is not only free of parameter tuning but also achieves higher accuracy, as well as uses less
bags to get to the same accuracy level compared to other methods. In MSCV2, MLR just
requires around 17% training bags to achieve the same level of accuracy as SIM and LSB.
Experiments on bag level classification show that even though without using bag level fea-
tures, MLR is comparable to other bag level classifiers such as M-SVM and M-NN. Other
experiments show that the proposed approach can be extended well to linearly insepara-
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ble datasets using kernel learning and efficiently speeded up using pruning and sampling
techniques.
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APPENDIX A: PROOF OF PROPOSITION 1
For i = 0, from our model, p(Y1b |Xb,w) = p(yb1|Xb,w). Therefore, if  L contains only one
class l, p(Y1b =  L|Xb,w) = p(yb1 = l|xb1,w). Otherwise, p(Y
1
b =  L, |Xb,w) = 0.
For i ≥ 1, in the graphical model in Figure 3(e), by marginalizing p(Yi+1b ,Y
i
b, yb(i+1)|Xb,w)
over Yib and yb(i+1), we obtain
p(Yi+1b =  L|Xb,w) =
∑
 L
′
∑
c
p(Yi+1b =  L,Y
i
b =  L
′
, yb(i+1) = c|Xb,w). (30)
Furthermore, since in the model Yib and yb(i+1) are independent, and from the conditional
probability rule, the RHS of (30) becomes
p(Yi+1b =  L|Xb,w) =
∑
 L
′
∑
c
p(Yi+1b =  L|Y
i
b =  L
′
, yb(i+1) = c,Xb,w)×
p(Yib =  L
′
|Xb,w)p(yb(i+1) = c|Xb,w). (31)
Using the assumption that Yi+1b = Y
i
b
⋃
yb(i+1), we can rewrite the RHS of (31) as follows
p(Yi+1b =  L|Xb,w) =
∑
 L
′
∑
c
I( L =  L
′
⋃
c)p(Yib =  L
′
|Xb,w)p(yb(i+1) = c|Xb,w)
=
∑
c∈ L
p(yb(i+1) = c|Xb,w)×
[p(Yib =  L\c|Xb,w) + p(Y
i
b =  L|Xb,w)]. (32)
From our model, yb(i+1) is only depend on xb(i+1) and w, therefore we obtain
p(Yi+1b =  L|Xb,w) =
∑
c∈ L
p(yb(i+1) = c|xb(i+1),w)×
[p(Yib =  L\c|Xb,w) + p(Y
i
b =  L|Xb,w)].
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APPENDIX B: PROOF OF PROPOSITION 2
Similar to the proof for Proposition 1, by marginalizing p(Ynbb ,Y
nb−1
b , ybnb |Xb,w) over
Y
nb−1
b , we have
p(ybnb = c,Y
nb
b =  L|Xb,w) =
∑
 L
′
p(Ynbb =  L,Y
nb−1
b =  L
′
, ybnb = c|Xb,w). (33)
Since Ynb−1b and ybnb are independent, and from the conditional probability rule, the RHS
of (33) becomes
p(ybnb = c,Y
nb
b =  L|Xb,w) =
∑
 L
′
p(Ynbb =  L|Y
nb−1
b =  L
′
, ybnb = c,Xb,w)×
p(Ynb−1b =  L
′
|Xb,w)p(ybnb = c|Xb,w). (34)
Using the assumption that Ynbb = Y
nb−1
b
⋃
ybnb , and since ybnb depends on only xbnb and
w, we can rewrite the RHS of (34) as follows
p(ybnb = c,Y
nb
b =  L|Xb,w) =
∑
 L
′
I( L =  L
′
⋃
c)p(Ynb−1b =  L
′
|Xb,w)p(ybnb = c|Xb,w)
=p(ybnb = c|xbnb ,w)[p(Y
nb−1
b =  L\c|Xb,w) + p(Y
nb−1
b =  L|Xb,w)].
APPENDIX C: PROOF OF PROPOSITION 3
From (32) in the proof of Proposition 1 we obtain
p(Yb =  L|Xb,w) =
∑
 L
′
∑
c
I( L =  L
′
⋃
c)p(Y
\i
b =  L
′
|Xb,w)p(ybi = c|xbi,w). (35)
Then, from (35) and by definition of A, u, and v, we obtain the relation u = Av.
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