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Abstract 
This study describes a framework based upon body tracking devices and aimed at assisting children with motor impairments and 
aims at understanding what positive contribute it can deliver for their rehabilitation process. A case study is defined featuring two 
motor disorders that take advantage of the technological specifications, as well as the types of exercise appropriate for this 
context. The developed framework collects motricity data by asking the user to mimic the movements of a previously recorded 
exercise, and is thoroughly detailed in this paper. The results obtained evidence the data collected regarding the user performance 
denotes certain motor patterns of the disorder, making it apt to be applied as an auxiliary tool for impairments diagnosis. A few 
tracking issues indicate that the technologies selected can be applied in a real context to assist in rehabilitation sessions, but 
require additional evaluation metrics to support its conclusions. 
© 2013 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of [Organizer Name]. 
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1. Introduction 
Natural User Interfaces (NUI) have been widely used in the past few years in an ever growing range of contexts, 
including activities relying in body motion tracking, with an overall positive outcome. There are, however, a number 
of limitations NUI-based exercising games commonly witness that prevent impaired children to fully take advantage 
of their intended goals. One of the causes is the focus on users without special needs, thus contributing for an 
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inadequate interaction design for the disabled ones. Limited user input and data collection is another major drawback 
of current exercising games. 
The chance to develop a software based on NUI gives way to ground-breaking opportunities in establishing new 
standards on how people interact with a machine and broadens the number of tasks made possible with clear benefits 
over the preceding methods. This can be applied to physical rehabilitation for a more cost-effective solution to 
traditional therapy sessions, while aiding disabled children with a more stimulating and effective recovery, 
conducting to improvements in the progress results over time, as suggested by Chang et al. [1]. 
This study aimed to provide motor impaired children a system that enabled physical exercising in a stimulating 
environment and with an adequate progress pace, while respecting their disabilities. The delineated goals were: to 
select a natural interface device that enabled a child's movements to be tracked with satisfying results and apt for a 
wider range of impairments; to design and develop a framework based on the selected peripheral to collect motricity 
data, allowing the system to compute what are the child's main physical disabilities; and to deliver a case study by 
introducing an adequate set of exercises to validate the platform's effectiveness in the motor development of 
impaired children. 
2. State of the Art 
Exercising games have been around for more than three decades now. Early attempts aimed at turning 
videogames into a more active and healthy hobby by bringing new ways of interaction by incorporating more body 
motion than that of the fingers to press buttons, as with standard devices. Modern time exergames provide increased 
complexity and more user-centered approaches at exercising. Follows some of the most relevant: 
EyeToy: Kinetic: uses a proprietary webcam to track the player movements. A virtual trainer recommends the 
exercises the user should take and, by the end of each routine and each week, the performance is evaluated. When 
creating a profile, the game asks the age, weight, height and how often the user exercises, though the software does 
not authenticate this input data, despite adapting the workout intensity of the exercises [2]. 
Wii Sports: collects only minimal user information, but adjusts the difficulty of the challenges in a way similar 
to a handicap system, thus balancing the exercises to a suitable level. It also delivers statistical data regarding the 
player's progress over time and a daily “fitness age” test. Despite using three-dimensional position and orientation 
for a more thorough evaluation, most activities only track the hand holding the Wii Remote device. 
Wii Fit: asks the user to input data such as the age and height; the software is capable of measuring the weight 
and center of balance thanks to the Wii Balance Board device, an electronic balance board platform featuring four 
pressure sensors. Periodical body tests evaluate the player's BMI and balance control. Wii Fit has been successfully 
used for physiotherapy rehabilitation of both young and elderly people, most notably for body balance control [3]. 
EA Sports Active: the main focus of this software is the 30 Day Challenge mode, which proposes a set of 
customizable exercises for each day. It is also possible to set goals in terms of calories burned, hours spent doing 
exercise or number of workouts. It tracks progress over time specifically for each body zone and stimulates the 
players to achieve landmarks by imposing exercising goals. 
2.1. Gesture Devices 
For these exergames to work correctly, though, at least one gesture device is used with the ability to track a 
person's movements and determine what gestures are being performed. Follows some of the most successful modern 
day approaches: 
Webcam: there a great amount of libraries and frameworks intended for this kind of devices that feature motion 
tracking algorithms, thus enabling this kind of devices to be used for augmented reality applications or game relying 
on body motion. Another approach is possible by placing reflective markers throughout the user's body parts in 
order to enable gesture recognition libraries to track the body motion more accurately [14]. 
Kinect: besides the RGB camera, depth-based cameras such as Kinect also feature a depth sensor, consisting of 
an infrared laser and an image sensor, which captures 3D video data to calculate the depth in an image [4]. After 
computing a depth map using structured light with depth from focus and depth from stereo's parallax techniques, it 
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infers the body position using machine learning, first transforming depth image into body part image and then the 
body part image into a skeleton [5]. 
Wii Remote: contains an accelerometer for motion input that has the ability to sense acceleration along three 
axes and an optical sensor that enables the Wii system to determine where the Wii Remote is pointing to. The 
device's image sensor enables it to sense the light of infrared LEDs of a sensor bar.  This sensor bar features two 
clusters of LEDs - each of them placed near each of the bar's edges. Given that the image sensor processes the 
distance based on the light emitted by both clusters of LEDs, it makes it possible to compute the distance between 
the Wii Remote's current position and the sensor bar, thus enabling 3D positioning using triangulation. 
PS Move: instead of having a sensor emitting lights placed near the display device, this device does so by having 
a light attached to its top. A proprietary webcam tracks the position of the device in the flat 2D-image and 
determines its distance from the camera by measuring the size of the light in the captured image [6]. PS Move relies 
on a three-axis accelerometer and gyroscope to measure rotation and linear movement. 
2.2. Data Collection 
Despite the relevance of appropriately selecting a gesture device to provide motricity data, it is also crucial to 
choose a framework that is able to interpret that data. Follows some of the most relevant libraries and frameworks: 
OpenNI: intended to ease software development for 3D motion sensing devices, the OpenNI framework is an 
open source SDK that includes a set of APIs for voice, hand and body recognition. One of the aspects that greatly 
distinguish OpenNI from similar frameworks is the amount of third party middleware libraries that use the data 
provided by OpenNI to deliver specific practical applications, including tools and wrappers. 
Move.me: a server application that runs on the PS3 system. It performs the standard tracking and data collection 
of all the PS Move controllers connected to the platform and makes it available over a local network to any 
computer asking for the data, which means a PS3 and a PC must be running in the same network. 
WiimoteLib: an open source library for Windows that supports Wii Remote and Wii Balance Board devices. 
However, MotionPlus accessory compatibility was left incomplete and containing known issues, while the Wii 
Remote Plus device is totally unsupported. 
2.3. Platform Choice 
Given all the possible choices analyzed, it was concluded that combining the Kinect sensor with the ZigFu 
development kit, based upon OpenNI and NiTE frameworks, provides a set of unique and relevant benefits over any 
other possible choice, including full body tracking, Unity development, no body-attached hardware components and 
continuous support. 
3. Technology Analysis 
The Kinect device used in this project was initially released by Microsoft in 2010 and was intended to be used 
with the Xbox 360 system, though early hacking and unofficial open source drivers enabled for domestic use with a 
computer [7]. Nevertheless, Microsoft eventually released a new hardware version of the device intended to be used 
on a Windows computer, along with an SDK to be exclusively used with that version of Kinect. 
The Kinect sensor components and specifications include: an RGB camera capable of storing three channel data 
and capture at a resolution of 1280x960, 30 frames per second; an IR emitter that emits infrared light beams; a depth 
sensor intended to read the IR beams reflected back to the sensor, which are then converted into depth information 
to measure the distance between an object and the sensor to enable depth image capturing. The depth map is 
computed using structured light with depth from focus and depth from stereo's parallax techniques; a multi-array 
microphone containing multiple microphones for capturing sound, enabling to locate the sound source and obtain 
the direction of the audio waves; a 3-axis accelerometer to determine Kinect's current orientation; a viewing angle 
with a field of view (FOV) of approximately 43º vertical by 57º horizontal. 
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3.1. Joint Tracking and Accuracy 
Using a common Kinect development kit, the device enables up to twenty joints to be tracked simultaneously. 
While this proves to be a reasonable amount of joints for exercises based on gross motor skills, fine motor skills 
usually require the coordination of small muscles of specific body parts, such as the fingers, which the Kinect is 
unable to track without relinquishing full body tracking. This trade off emphasizes that Kinect specifications are not 
designed to address 1:1 precision throughout the whole body joints, but a simplified set of joints tracked with a 
satisfactory precision. 
Another limitation commonly pointed out is the lack of tracking precision when a set of objects overlap, i.e. when 
an object gets between the camera and another object. One common example of this event occurs when one arm 
passes in front of the torso and to the other side of the body, which may result in the Kinect depth sensor lacking 
relevant data about the overlapped joints and thus decreasing the tracking precision. This imposes some restrictions 
to the plethora of exercises that can be performed and requires special regard when determining what activities to 
include in the framework prototype. 
3.2. Field of View 
While the Kinect IR camera’s field of view values are on par with low to mid-range webcams, full body tracking 
is often necessary when designing motor based exercises and may require the user to keep a significant distance 
from the Kinect, depending on his height. The required distance may have to be greater when considering that 
activities such as raising the arms above the head asks for additional vertical focal length. The lack of a greater field 
of view may constrain the amount of possible types of exercise and cause frustration if certain body parts are out of 
the field of view at some point during the exercise execution. However, given that the application is addressed to 
children, the risks of vertical field of view causing a negative impact on the exercise design process are smaller. 
Performed functional tests indicate that a standard sized young child with arms raised would require about 2 meters 
from the Kinect sensor in order to be fully tracked vertically. 
3.3. Depth of Range 
Besides the field of view, the depth range is another important restriction to consider when designing exercises 
aimed at Kinect. The sensor is capable of detecting the best depth values ranging from 0.8 meters to a maximum 
distance of 4 meters. The field of view minimum distance test complements the 4 meters maximum limit to 
determine the in depth movement available to a mid-sized child consists of almost 2 meters. This provides more 
than enough tracking area space for fixed-position exercises and even exercises requiring the user to change position 
throughout the exercise. 
3.4. Unity Game Engine 
Unity3D is a widely used game engine that enables cross-platform development developed by Unity 
Technologies. Some of Unity's most interesting features include: a substantial amount of ready-made components, 
such as rendering, physics, colliders or controls; debugging support that shows variables tweaking over time and 
enables these variables (and even the scripts) to be changed while running the application; an integrated, complex 
yet comprehensive level editor UI; a wide range of supported assets formats; the ability to write code in Javascript, 
C# or Boo; and deployment to multiple desktop, web and mobile platforms. All these tools highly assist the 
developer in increasing the development speed of the projects. 
3.5. ZigFu Development Kit 
Framework that enables cross-platform development of Kinect based applications for Unity, HTML5 and Flash, 
allowing the developer to easily deploy an application to multiple platforms. The ZigFu middleware framework 
requires OpenNI version 1 or 2 and NiTE frameworks or, alternatively, the Windows SDK if a Kinect for Windows 
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device is being used. ZDK is focused on delivering a more comprehensive and complete API based upon one of 
these development kits in order to provide a set of additional features and a Unity/Kinect wrapper. 
Some of the novel features ZigFu library provides include the ability to detect certain hand gesture patterns such 
as push, directional swipe and wave. A custom update function called every frame provides full body skeleton data 
of the tracked user for that frame, including joints position and orientation and the user current position in depth, 
breadth and height. The Unity package made available by the ZigFu team comprises the framework and a set of 
sample scenes using the provided API functions, with AvatarFrontFacing being the most relevant in regard to this 
project's scope. This sample features a human shaped 3D model in a plain three dimensional environment; the avatar 
mimics the user movements as if it was a mirrored image, and computes real time joint rotations and body position 
in the 3D space. 
In some cases, joints rotation is performed based on the orientation of other joints, in order to prevent inaccurate 
tracking results. This has been experienced with the head rotation, which is always on par with the shoulders' 
orientation, preventing the avatar from rotating the head joint independently of the shoulders joints, thus resulting in 
an avatar constantly "looking forward" and unable to turn the head in a certain direction. Another limitation is the 
inability to effectively detect some arm rotations. 
4. Case Study 
An adequate approach to achieve this stage goals required a significant knowledge in fields of study that dealt 
directly with motor and cognitive impairments, such as physiotherapy, psychology and occupational therapy. This 
triggered the need to establish contact with researchers in the aforementioned scientific areas in order to obtain 
assistance in making decisions regarding the motor impairments to include in the study and what exercises were a 
standard in the rehabilitation process of children with the selected disabilities. Eventually, the researcher and 
specialist in Occupational Therapy Professor Joaquim Faias from ISTSP was reached, with previous experience in 
technological devices applied to children cognitive development. 
4.1. Targeting 
The next stage of the development process consisted of defining the framework's target from the whole spectrum 
of existing motor disabilities, as well as the set of exercises to include in the framework prototype. It enabled to 
delineate a case study which aimed at validating the framework's relevance in this context. After having 
acknowledged of the technological constraints, Professor Faias suggested spastic diplegia and hemiparesis as two 
impairments that could highly benefit of the motion tracking technology and fit into its limitations. What motivated 
this decision was the ability of these children: to interpret the movements of a mirrored avatar to a great extent - 
depending on the cognitive condition of the child; to perform full body, motricity-based exercises, even if some 
difficulties are experienced depending on the severity of their limitation; and to exercise without needing to be 
physically assisted while performing the exercise. Professor Faias selected children included in Levels I and II and 
aged between 6 and 12 years old as the most appropriate group test in this context, according to Palisano et al. [8]. 
Spastic diplegia: cerebral palsy spastic diplegia is a chronic neuromuscular condition of hypertonia and 
spasticity most prominent in the muscles of the lower extremities of the human body, though arms and face may also 
show signs of muscle stiffness, with tendon reflexes being typically hyperactive [9]. Spastic diplegic children may 
experience varying degrees of severity, from barely noticeable variation in the movement to extremely pronounced 
balance and gait motor disorder. This impairment is widely associated with scissor gait pattern, a gait abnormality 
featuring flexion of the legs at the hips and knees, and also knees or thighs crossing over, thus resulting in a walking 
similar to a scissored gait [10]. In lower severity degrees this pattern may not be very pronounced or almost 
unnoticeable. Most cases of spastic diplegia are caused by a trauma while the baby is still in the womb, and a few 
due to head injury or infection after birth; prematurity or low birthweight may also be the cause of this impairment 
[9]. The most common treatment that can be used for all spastic diplegic children is the physical therapy, which 
aims at preventing muscles from becoming unable to move due to disuse [11]. 
Hemiparesis: also known as spastic hemiplegia, hemiparesis is a one-sided weakness of the body and the most 
common movement impairment [9]. It may affect the legs, arms, hands and even facial muscles, and some of its 
71 Pedro Meleiro et al. /  Procedia Technology  13 ( 2014 )  66 – 75 
symptoms include loss of balance, and lack of coordination and movement precision, depending on the severity 
degree [12]. However, there is a particularity with hemiparesis which is related with the location of the existing 
injury in the brain. Besides affecting the motor ability, an injury on the left hemisphere of the brain (i.e., right-sided 
hemiparesis) may affect the child's ability to both speak and comprehend language; on the other hand, children with 
a right-sided hemisphere injury (i.e., left-sided hemiparesis) may denote lack of memory and attention span, as well 
as to speak excessively [12]. As with spastic diplegia, the treatment of hemiparesis relies largely upon rehabilitation 
with physiatrists and occupational therapists [12]. 
4.2. Types of Exercise 
Patients affected with any of the aforementioned forms of cerebral palsy can improve their physical condition by 
performing exercises with a specific focus, usually at occupational therapy sessions assisted by professionals. Test 
suites were performed featuring some of the most relevant exercises for children with any of these motor 
impairments and using the selected technologies. The types of exercise that had a more feasible outcome were: 
Raising the arms above the head: this exercise starts in the anatomical position, with the palms facing forward 
or backwards. During the execution, the patient is required to raise the arms above the head along the sagittal plane, 
until the upper arms are slightly above the horizontal position, forearms are vertical and the hands facing up, thus 
the arms are not intended to be fully stretched. Following this, the reverse movement is performed until the patient 
reaches the initial anatomical position, repeating the task three times. This exercise evaluates the child's ability to 
raise and lower both arms while keeping the movement coordinated and provides useful data on the expected offset 
between left and right arms' performance. 
Sequence of poses: requires the child to be able to interpret and mimic a pose. To achieve that, it was important 
to deliver an exercise that consisted of performing a sequence of poses, while providing the child the time needed to 
mirror it as correctly as possible. The goal of this fragmented exercise differs from an exercise that demands a 
continuous movement because, in this case, it is relevant that the child is able to assume each of the designed poses, 
ignoring how he performed the whole movement but considering how much time he required to achieve it. 
Side steps: the side steps exercise requires the patient to start in the anatomical position, front facing the Kinect 
as centered as possible. It requests the child to perform side steps in each direction: two side steps in one direction 
(e.g. left), then two side steps back to the center, two side steps to the opposite direction, and again back to the 
center of the visible space. The main objective of this exercise is to monitor whether the child is capable of 
performing side steps with the correct leg abduction and without flexion of the knees or hips. 
Scissors jump: requires the patient to perform a jump where both legs and arms are abducted, followed by a 
reverse movement, i.e. adduction of arms and legs, in such a way that the child returns to the initially adopted 
anatomical position. Even though this exercise is fast-paced and harder to execute in comparison to the other ones, it 
was considered to be of great relevance for the sake of having a greater variety in difficulty, in order to target 
children with lower severity degree of the impairment and obtain more significant results. 
5. Case Study 
In order to deliver the goals of this study, the final framework include features such as the ability to perform an 
exercise previously created by mimicking an avatar's movements. The outcome of this execution provides data 
about how accurate was the user performance in comparison with the original. This is achieved by calculating the 
angle resulting from the rotation matrices between the original joint and the executed joint, for each of the tracked 
body joints. 
5.1. Execution Modes 
In The previous chapter referred to a set of exercises that were relevant to include in a practical use of the 
framework, though some of them demanded a specific approach in order to be delivered. The objective of some of 
these exercises demanded that the child performed an uninterrupted and continuous movement, where it made sense 
as a whole. However, the sequence of poses exercise had a different approach, since it was relevant that the user 
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would endeavor to perform each of the poses featured in the exercise and have time to improve by their own pace. 
Taking this into consideration, two distinct ways of designing the execution of an exercise were proposed: 
Continuous execution: intended for exercises that were designed to be executed uninterruptedly and respecting a 
specific pace, with patients being demanded to perform the exercise continuously within the imposed execution 
times, as the outcome would only make sense if the timings were fully respected. The exercises based on this 
approach are: side steps, raising the arms above the head and scissors jump. 
Paused execution: this execution mode is relevant for exercises that are "fragmented" in a set of independent 
poses and where the movement between these is not relevant. Since the goal this time around is to perform static 
poses, and not a flowing movement, a different approach was designed that enabled the exercise to pause its 
execution in certain critical moments, thus providing the child with time to execute and improve the required pose. 
Sequence of poses is an example of exercise that relies upon this execution mode. 
5.2. Evaluation on Keyframes 
In Despite the decision of including two distinct ways of designing the course of an exercise, it was still required 
to come up with a mechanic that enabled to define the moments throughout the exercise where the child's 
performance was being evaluated. 
For exercises relying on a continuous execution an ongoing evaluation was first considered, as it was the simplest 
and most obvious approach. It consisted of matching the original performance with the child's performance for each 
frame. This was later dropped due to ignoring the fact that, even for an uninterrupted exercise, there were certain 
poses in the whole movement that stand out as being the key poses that the child should be able to achieve, and thus 
the performance evaluation process shifted to focus on these specific set of moments. This made clearer that 
defining keyframes throughout the exercise would better fulfill this requirement. 
For paused exercises however, the aforementioned keyframe approach was taken into consideration right from 
the beginning and eventually adopted. This was mainly due to the fragmented and static nature of the poses featured 
in the exercise, which eased the decision of an evaluation based upon selected frames. The keyframes are the 
moments in the exercise where the avatar stands still, motionless and waiting for the child to be able to perform it. 
5.3. Evaluation Metrics 
After delineating the evaluation moments during the exercise, it was mandatory to answer the question about how 
the comparison between the original and the patient performances should be done, i.e., what metrics to take into 
account in evaluating the child's performance. Being a framework based upon mimicking the movements of an 
avatar, the first approach was to obtain, for each joint, the angle resulting from the joint rotation of the original 
execution and the joint rotation of the patient execution. The angle value, in degrees, is as smaller as closer the 
patient is from achieving each of the intended joint rotations. This represents the main process of evaluating the 
child performance and is, in fact, applied to both the continuous and paused executions. 
However, there are some functional differences of the angles between execution types. While the performance 
evaluation of the continuous execution solely relies upon the resulting angles, for the paused execution it represents 
a way to monitor whether the child was able to effectively perform the pose or not; the elapsed time since the pose 
 Fig. 2 Paused execution.  Fig. 1 Continuous execution. 
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first emerged until the moment the child achieved it, stands for an additional evaluation parameter of the patient's 
performance. To complement this, some additional rules were defined: 
Weighted joints: for each keyframe, it is possible to define the weight of each of the joints, mostly useful for 
calculating average performance based upon that keyframe or throughout the whole exercise. It is expressed in 
integer value numbers, thus the higher the integer the greater the weight that joint will have. This also enables some 
joints to be ignored (attributing a joint weight equal to 0) in case they are not relevant in that keyframe, e.g., if it is 
asked that the child raises the arms, the legs' joints can be ignored as they have no influence upon what is being 
requested. 
Angles threshold: for each joint of every keyframe, an angle offset can be defined, known as the threshold, 
which corresponds to the maximum acceptable angle resulting from the original and performed joint rotations. 
Besides providing a better control regarding how well the child is performing, it is also an essential control variable 
in paused exercises, in that the motionless avatar (during a keyframe/pose) will trigger and proceed the movement 
when the resulting angles of all weighted joints (i.e., joints whose weight is greater than 0) are less than or equal to 
the respective angle threshold value. 
Comparison timeout: in order to prevent frustration for not being able to complete a certain pose keyframe in a 
paused exercise, a timeout variable was added to prevent the patient from being indefinitely stuck in the same 
moment of the exercise. This timeout value, in seconds, represents the required time for the avatar to resume the 
exercise in case the patient is not being able to perform all angles of the pose according to the defined thresholds; if 
this occurs, the angle results stored are those of the frame where the patient was able to perform it more in line with 
the original execution, based on the calculated weighted average angle, throughout the whole time span of that 
keyframe. 
Frames threshold: this behaves similarly to the comparison timeout, in that it is designed to prevent frustration 
on the patient. However, this is exclusively featured in continuous exercises and intervenes differently. During 
continuous exercises, and as a result of experimentation, is was observed that a user performs the exercise with a 
little delay in respect to the original performance. In order to prevent prejudicing an eventually significant yet 
slightly delayed execution, a frames threshold was created to enable the keyframe joint values to be iteratively 
compared with all the joint values of a given amount of frames of the child's execution following that moment. That 
is to say that it compares not only the exact same moment (i.e., the keyframe moment), but also an x number of 
frames after that, with x given by the frames threshold variable. As in the comparison timeout, the best weighted 
average angle, resulting from the comparison of the keyframe with all the spanned frames, is stored. 
6. Validation and Results 
The participants consisted of five children aged between 8 and 12 years old. According to Palisano et al. [8], all 
five participants are included in the Level I degree. Four of them had spastic diplegia, ranging from almost 
unnoticeable motor disorders to the naked eye (participants C and D), to a light severity degree disability 
(participants A and B) with visible disorder in the gait and flexion of the legs at the hips and knees, though perfectly 
able to walk without requiring further assistance. The hemiparesic child (participant E) featured a mild weakness of 
the limbs on the left side of the body. Among the participants, C and E were the highest and D the lowest. Each 
session took place at a different time and was attended by the respective child's physiotherapist and legal guardian, 
who agreed with the goals of the tests conducted. 
The tests consisted of requesting the participants to perform each of the four exercises that were previously 
addressed and detailed, in order to collect the data provided by the developed framework. The obtained results 
evidence some interesting patterns, some of them closely related with the motor limitations of each of the 
participants and the effort put in performing the exercises. Figure 3 evidences that: participant E had better results 
for both right-sided limbs; C obtained the overall best performance; and A had the overall less positive results. The 
participants B and D situations are a little bit more particular: while D's results are still notable, it is believed that his 
reduced height may have had some impact in detecting accurately at all times; despite his condition, B was one of 
the most energetic and perspicacious participants, which may have influenced the outcome positively. 
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However, a few issues observed are worth pointing out: 
x Some detection inaccuracies noticed mainly during the sequence of poses exercise, due to the complex nature 
of the proposed joints orientation. 
x Since the angles results were all being listed and displayed in the right side of the screen, sometimes the 
participants seemed not well aware which joints were performing better or worse, only having a general idea 
whether they were doing things correctly or not by retaining the overall colors balance. 
x Some difficulties in keeping track of the exercise pace during continuous execution. This was most notably 
observed during the scissors jump exercise, but also occurred in side steps. 
7. Conclusions 
The research and work delivered in this study led to the development of a framework for Kinect sensor to assist 
children with spastic diplegia and hemiparesis in their rehabilitation process. The tools provided with the framework 
enabled it to be explored in other contexts with different exercises and target-audience, due to its significant 
flexibility in providing evaluation metrics. The use of the Unity editor along with the ZigFu framework provided a 
significant range of opportunities in delivering a framework that would be consistent with the proposed goals. While 
the Kinect sensor certainly has potential to be used in the motor rehabilitation context and even further explored, 
some of its limitations cannot be overlooked, mainly the tracking feasibility issues. These limitations narrow the 
potential of it being a device fit to be more widely applied in the motor rehabilitation context, though the results 
obtained evidence that it is possible to take advantage of its unique tracking capabilities to deliver a tool that, at the 
very least, impaired children with disorders equivalent to those of the tests participants are able to benefit from. 
7.1. Future Work 
The As a future work perspective, there are some aspects in which the framework could be improved, though had 
to be left out mainly due to time restrictions. Follows some of the changes and new additions that emerged during 
the development and evaluation stages, that emerged from the team that closely collaborated in this study, but that 
was also perceived by observing the participants behavior when in contact with the application: 
x A clearer way to display the angles results during paused execution's keyframes. One of the most 
obvious issues in providing an adequate visual feedback was that at times the participants weren't well 
aware as to which of the body joints each of the angles results matched. 
x Voice instructions throughout the exercise, assisting the patient in understanding what movements to 
perform and pointing corrections to the performance during keyframes. 
x A renewed menu navigation structure with support for motion controls, in order to make it consistent 
with the remaining modules of the framework and improve in terms of usability. 
x Test the framework with an increased number of exercises and eventually broaden the spectrum of 
comprised motor disorders. 
Fig. 3. Aggregated angle results. 
75 Pedro Meleiro et al. /  Procedia Technology  13 ( 2014 )  66 – 75 
x A framework component capable of delivering a comprehensive way of representing and interpreting 
the collected user data using charts to show progress overtime. 
Microsoft has announced a new generation of Kinect Sensor devices, including a Windows version scheduled for 
a 2014 release. Although no technical specifications were provided, according to official press releases and live 
demonstrations the sensor will be capable of providing higher accuracy and precision, an expanded field of view, 
improved skeletal tracking with an increased number of joints and a new IR sensor that expands the supported 
lighting conditions [13]. This addresses nearly all the previously regarded Kinect sensor limitations. 
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