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1 Introduction
L’installation de came´ras de vide´o surveillance a connu une croissance im-
portante ces dernie`res anne´es. L’exploitation de ces came´ras re´ponds a` de nom-
breux besoins et a` diffe´rents objectifs : un objectif de suˆrete´, lorsqu’il s’agit
d’assurer l’inte´grite´ physique des personnes dans un environnement, par exem-
ple lors de la monte´e ou descente de passagers dans un train ou un me´tro, ou
pour de´tecter des incidents pouvant conduire a` des accidents en environnement
autoroutier ou urbain ; un objectif de se´curite´ et de protection des e´quipement,
par de´tection d’intrusions, de bagages abandonne´s, d’agressions et en ge´ne´ral
de tout comportement anti-social ou de vandalisme ; un objectif d’efficacite´, par
identification de tendances de flux afin de de´tecter des congestions (en milieu
routier par exemple) et les pre´venir par des moyens approprie´s – information
et recommandations aux usagers, modifications d’itine´raires, etc.
Ne´anmoins, dans une grande majorite´ des cas, les came´ras sont de simples
boites d’enregistrement, dont les donne´es ne sont exploite´es qu’a` posteriori
lorsqu’un crime a e´te´ commis. Ceci re´sulte de la volonte´ ge´ne´rale ou de raisons
le´gales (afin de prote´ger la vie prive´e), mais e´galement de facteurs techniques et
e´conomiques : les algorithmes d’analyse automatique ne sont pas suffisamment
fiables, ou les couˆts d’infrastructure lie´s a` l’emploi de tels algorithmes ou au re-
court a` des ope´rateurs de surveillance sont trop e´leve´s compte tenus du nombre
important de came´ra a` analyser. Au dela` des leur performance, un facteur im-
portant limitant l’utilisation d’algorithme concerne leur configuration lors du
de´ploiement en environnement re´el : elle est ge´ne´ralement technique, difficile,
et effectue´e par des non-spe´cialistes du domaine, c’est-a`-dire sans connaissance
vis-a`-vis des proble`mes lie´s a` la vision par ordinateur.
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Dans ce contexte, un effort important est actuellement dirige´ vers la recherche
d’algorithmes capable de de´couvrir a` partir d’observations d’une heure a` plusieurs
jours les activite´s typiques d’une sce`ne, lorsqu’elles commencent et se termi-
nent, les relations entre elles, les moments ou` elles sont le plus susceptibles de
se produire, etc. Une telle information peut eˆtre utile en elle meˆme, afin de
mieux comprendre le contenu de la sce`ne et sa dynamique, ou en pre´traitement
avant une analyse de plus haut niveau. Par exemple, l’analyse permettrait de
de´river les ve´ritables activite´s du point de vue capteur, fournir un contexte
pour d’autres taˆches (par exemple le suivi ou l’interpre´tation de donne´es) ou
de de´finir des indicateurs de situations anormales qui pourrait eˆtre exploite´s
pour se´lectionner automatiquement les vues a` pre´senter a` un ope´rateur dans
une salle de controˆle surveillant plusieurs centaines de came´ras.
Dans ce chapitre nous pre´sentons une classe re´cente d’approches allant dans
ce but. Base´es sur des mode`les dits  a` the`me  ( topic or theme models  en
anglais) par re´fe´rence a` leurs de´veloppements initiaux dans le domaine de l’-
analyse se´mantique de textes, ces approches non supervise´es ou faiblement
supervise´es permettent de de´couvrir les activite´s principales d’une sce`ne, les
cycles e´ventuels, les anomalies, par analyse des co-occurrences de mots visuels.
Ces derniers sont de´finis par quantification de caracte´ristiques simples de la
vide´o – comme la position dans l’image (et indirectement dans la sce`ne), le
mouvement apparent, des indices de taille ou de forme – qui s’extraient de
manie`re imme´diates et e´vitent de ce fait le recours au suivi des objets dans
la sce`ne, une taˆche actuellement difficile en pratique pour des environnements
encombre´s.
Le contenu du chapitre sera organise´ comme suit. Dans une premie`re partie,
nous e´tudierons tout d’abord le principaux concepts des mode`les a` the`mes au
travers de l’un de ses mode`les les plus simple : Probabilistic Latent Semantic
Analysis, PLSA. Nous montrerons ensuite dans cette meˆme partie comment
celui-ci peut-eˆtre applique´ a` la recherche d’activite´s dans des vide´os graˆce a`
la de´finition d’un vocabulaire (choix des mots et ce qu’ils repre´sentent) et de
documents approprie´s. Dans une deuxie`me partie, nous pre´senterons un mode`le
plus re´cent que nous avons propose´, et qui permet de de´couvrir des the`mes
temporels (appele´s motifs par la suite), i.e. des the`mes qui ne capturent pas
simplement la co-occurrence des mots a` un instant donne´, comme le fait PLSA,
mais aussi l’ordre dans lesquels les mots se produisent au cours du temps. Les
deux parties seront illustre´es de re´sultats visualisant les activite´s de´couvertes.
Dans une troisie`me partie, nous fournirons des exemples d’utilisation de ces
mode`les, par exemple pour la de´tection des anomalies ou la pre´diction, ainsi
que des pistes pour leur e´valuation. Le chapitre se terminera sur une discussion
des travaux actuels et des futurs travaux a` envisager dans ce domaine.
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2 Un exemple de mode`le a` the`me : PLSA
2.1 Introduction
Re´cemment, le design de mode`les probabilistiques bayesiens appele´s mode`les
a` the`mes est devenu une direction de recherche pertinente pour de´couvrir des
patterns re´currents dans des donne´es issues de toutes sortes de capteurs. Ces
mode`les proviennent a` l’origine du domaine qui traite de l’analyse automatique
de textes. Ils conside`rent un texte comme un sac-de-mots (SDM ; bag-of-words
en anglais) obtenu en comptant le nombre d’occurrence de chaque mot dans le
document, e´liminant ainsi toute information sur leur ordre d’apparition. Malgre´
cette simplification, comme les mots capturent une information se´mantique sub-
stantielle, les SDM sont une repre´sentation qui a e´te´ utilise´ avec succe`s pour
de nombreuses taˆches de l’analyse de texte, comme la classification en diffe´rent
genres ou la re´cupe´ration de texte (text retrieval). Les mode`les a` the`mes, comme
PLSA [Hof01] ou le mode`le LDA (Latent Dirichlet Allocation [BNJ03]), sont
construits a` partir des SDM, et ont e´te´ introduits pour de´couvrir les the`mes
dominants dans des collections de donne´es par analyse de la co-occurrence des
mots, une notion analogue a` la corre´lation mais qui s’applique a` des donne´es
discre`tes.
Graˆce a` leur pouvoir d’analyse, leur facilite´ d’imple´mentation, leur versa-
tilite´, et leur nature non-supervise´e, les mode`les a` the`me ont e´te´ applique´s a`
un grand de nombre de proble`mes et de modalite´s comme outil de fouille de
donne´es. En particulier, ils ont e´te´ utilise´s sous diffe´rentes formes pour de´couvrir
des activite´s humaines a` partir de vide´os de sport [NWL08] ou de surveil-
lance [WMG09], de donne´es d’acce´le´rome`tres [HFS08], ou des mesures GPS de
te´le´phones mobiles [FGP08]. Ne´anmoins, la spe´cification d’un vocabulaire et de
documents approprie´s pour la capture des activite´s d’inte´reˆts, la mode´lisation
effective des informations spatiales et temporelles, l’interpre´tation des re´sultats
et la de´tection des e´ve´nements non usuels restent des de´fis aussi bien ge´ne´raux
que pour un domaine d’application donne´.
Dans la section qui suit, nous pre´sentons plus en de´tail le mode`le PLSA, et
expliquons ensuite comment il peut-eˆtre applique´ a` des vide´os pour de´couvrir
des activite´s.
2.2 Mode`le PLSA
Le mode`le PLSA [Hof01] a e´te´ introduit comme une version probabiliste de
l’analyse se´mantique latente (LSA) pour capturer les information co-occurrentes
re´currentes dans un ensemble de donne´es discre`tes. Bien que conside´re´ comme
un mode`le non entie`rement ge´ne´ratif, la simplicite´ de son mode`le d’optimisation
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Figure 1 – Le mode`le ge´ne´ratif PLSA. Les nœux ombre´s repre´sentent des
variables observe´es, alors que les autres de´notent des variables latentes.
en fait une alternative inte´ressante vis-a`-vis des mode`les entie`rement ge´ne´ratifs
comme LDA [BNJ03].
Processus ge´ne´ratif – Le mode`le graphique est donne´ en figure 1. Pour
un ensemble de documents d, le processus de ge´ne´ration des observations (les
couples (w,d) de mots apparaissant dans les documents et formant les SDM)
est le suivant :
– tirer ale´atoirement le document d dans lequel l’observation sera ge´ne´re´e
selon une probabilite´ p(d) ;
– tirer le motif z ∼ p(z|d), ou` p(z|d) repre´sente la probabilite´ qu’occupe
le the`me z dans le document d, c’est a` dire indirectement, la probabilite´
qu’un mot w du document appartienne au the`me z ;
– tirer le mot w ∼ p(w|z), ou` p(w|z) est la probabilite´ que le mot w appa-
raisse dans le the`me z.
Comme le montre ce processus, PLSA associe a` chaque observation (w, d) une
variable latente z ∈ Z = {z1, . . . , zNz} de´finissant le the`me du mot observe´. La
probabilite´ jointe du mode`le re´sultant est alors donne´e par :
p(w, z, d) = p(d)p(z|d)p(w|z) (1)
D’un point de vue probabiliste, cela introduit une hypothe`se d’inde´pendance
conditionnelle entre les variables observe´es, a` savoir que l’apparition d’un mot
est inde´pendante du document e´tant donne´ le the`me auquel il appartient. Avec
ce mode`le, la vraisemblance des observations est donc :
p(w, d) = p(d)p(w|d) = p(d)
zNz∑
z=z1
p(z|d)p(w|z). (2)
Comme l’indique cette expression, le mode`le de´compose la distribution p(w|d)
des mots dans un document en une combinaison line´aire convexe des the`mes
p(w|z), ou` les poids p(z|d) sont fournis par la distribution des the`mes dans le
document. On a donc un mode`le de me´lange typique, a` l’image des me´langes
de gaussiennes pour des donne´es re´elles.
Infe´rence – L’estimation des parame`tres Θ (les diffe´rentes tables de proba-
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bilite´, i.e. Θ = {p(d), p(z|d), p(w|z)}) se fait typiquement suivant le principe
du maximum de vraisemblance. Plus pre´cise´ment, e´tant donne´ un ensemble de
donne´es d’entraˆınement D, la log-vraisemblance de Θ s’exprime par :
L(Θ|D) =
∑
d∈D
∑
w
n(d,w) log (p(w, d)) (3)
ou` p(w, d) est donne´e par l’e´quation 2. En pratique, compte tenu de la pre´sence
de la somme dans le logarithme, l’optimisation est conduite a` l’aide d’un algo-
rithme EM (Expectation-Maximization) ite´ratif standard dans lequel les prob-
abilite´s des variables cache´es sont estime´es puis utilise´es dans une e´tape de
maximisation des parame`tres [Hof01]. Cette proce´dure conduit a` l’estimation
des the`mes p(w|z) et des distributions des the`mes p(z|d) dans les documents
d’apprentissage.
Nouveaux documents – Dans ce cas, nous sommes seulement inte´resse´s par
l’estimation des poids p(z|d) des the`mes dans le nouveau document d. Ceux-ci
s’obtiennent en utilisant le meˆme algorithme EM que ci-dessus, mais sans mise
a` jour des the`mes p(w|z), et qui conduit simplement a` la maximisation de la
log-vraisemblance normalise´e Lnorm dans chaque document d :
Lnormd (p(z|d)) =
1
nd
∑
w
n(d,w) log
(∑
z
p(z|d)p(w|z)
)
(4)
ou` nd =
∑
w n(d,w).
2.3 PLSA applique´ aux vide´os
Le mode`le PLSA s’applique a` n’importe quel type de donne´es. En anal-
yse vide´o, nous souhaitons que les the`mes de´couverts caracte´risent les activite´s
fre´quentes de la sce`ne. En pratique la se´mantique des the`mes de´pendra essen-
tiellement de la de´finition du vocabulaire et de la manie`re dont les documents
sont construits. Dans cette section, nous pre´sentons un exemple simple de con-
struction de vocabulaire et de documents, et illustrons les re´sultats obtenus.
Vocabulaire – Celui-ci doit caracte´riser le contenu de la sce`ne, et est obtenu
par quantification de caracte´ristiques simples de la vide´o. L’exemple typique de
la litte´rature s’appuie sur deux caracte´ristiques : la position, et le mouvement.
Position. Dans les vide´os de surveillance, la plupart des activite´s sont car-
acte´ristiques de l’endroit ou` elles se produisent. De ce fait, il est inte´ressant
d’en tenir compte pour la construction du vocabulaire. La position est souvent
quantifie´e en cellules (ou blocs) de 4× 4 a` 10× 10 pixels.
Mouvement. C’est une information essentielle pour diffe´rencier les activite´s.
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Ouest Nord-Ouest Nord Nord-Est E, SE, S, SW me´lange
Figure 2 – Re-projection d’un the`me (feneˆtre de 20 secondes) sur chacune de
ses 8 orientations puis dans une version condense´e me´langeant les 8 orientations.
Les 4 orientations omises (E, SE, S, SW) ne contiennent dans cet exemple
aucune activite´.
L’estimation peut eˆtre faite de manie`re robuste (e.g., a` l’aide de l’algorithme de
Lucas-Kanade multi-re´solutions) vis-a`-vis des variations de contenu (texture),
et avec un couˆt calcul re´duit. De manie`re inte´ressante, elle est relativement
inde´pendante des conditions d’illumination. Pour eˆtre utilise´ comme mot, le
mouvement doit eˆtre quantifie´. Classiquement, la direction est juge´e plus im-
portante, et les mouvement d’amplitude suffisante sont classe´s par quantifica-
tion de leur direction en 4 ou 8 e´tiquettes.
Vocabulaire. Nous de´finissons le vocabulaire comme le produit carte´sien des
espaces position et mouvement. Ainsi, pour une image de 280×360 pixels, et en
utilisant des blocs de taille 4× 4, on aboutit a` un total de 70× 90× 8 = 50400
mots potentiels. En pratique, lors de l’apprentissage, cet ensemble peut-eˆtre
re´duit en e´liminant tout les mots qui n’apparaissent jamais ou qui repre´sentent
moins de 0.5% des observations. Au final, on obtient en ge´ne´ral de 10000 a`
20000 mots.
Documents – Ceux-ci sont simplement construits en divisant la vide´o en clips
vide´o de courtes dure´es. On obtient alors le SDM de chaque document d en
comptant le nombre de fois n(d,w) qu’il contient chaque mot w.
Exemple de the`mes de´couverts – La me´thode PLSA est illustre´e en con-
side´rant une vide´o de 1h45min de la sce`ne visible sur la figure 3. Dans ce cas,
l’activite´ d’un ve´hicule peut-eˆtre de´crit comme un ensemble de mouvements
(position et orientation) qui co-occurrent dans le clip vide´o. Chaque activite´
correspond donc a` un the`me repre´sente´ par la distribution p(w|z) des car-
acte´ristiques visuelles qui co-occurrent souvent.
Pour identifier les positions actives d’un the`me donne´, on peut, pour chaque
position c, marginaliser cette distribution par rapport a` l’ensemble des mots
Vc rattache´s a` cette position (et ayant diffe´rentes orientations de mouvement).
On obtient alors une carte d’activite´ : p(activite´ ∈ c|z) = ∑w∈Vc p(w|z). La
figure 2 illustre cette marginalisation a` l’e´chelle de l’image comple`te.
Les images de la figure 3 montrent quelques the`mes retrouve´s lorsque la
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Figure 3 – Exemples de the`mes obtenus (6 sur 75) en utilisant comme docu-
ment des clips vide´o de dure´e 1 seconde.
dure´e des clips et de 1 seconde et que l’on cherche a` retrouver Nz = 75 the`mes.
Ceux-ci correspondent effectivement aux activite´s e´le´mentaires qui peuvent se
produire en une seconde, et permet de reconstruire par combinaison line´aire
l’activite´ totale observe´e pendant une telle dure´e.
Afin de capturer des activite´s plus se´mantiques, on peut allonger la dure´e des
clips. Les re´sultats lorsque celle-ci est de 10 secondes (et Nz = 20) sont pre´sente´s
sur la figure 4. Bien que les activite´s capture´es sur cet exemple aient du sens,
on peut noter que l’information temporelle est perdue, et que la de´termination
du moment ou` une telle activite´ se produit ne sera pas aise´e.
Influence du vocabulaire – Les exemples pre´ce´dents on mis en avant l’influ-
ence de la dure´e sur les the`mes retrouve´s. On pourrait par ailleurs constater, en
visualisant l’ensemble des re´sultats l’absence de the`mes repre´sentant les stops
des voitures au carrefour. En effet, une telle information n’est capture´e par
aucun mot. Dans [VO09], ceci est pris en compte en appliquant une e´tape
de soustraction de fond. Ceci permet de cre´er des mots avec l’e´tiquette sta-
tique : ce sont les points de l’avant plan dont le mouvement estime´ est nul. On
retrouve alors apre`s application de PLSA des the`mes spe´cifiques lie´s a` cette
caracte´ristique. Notons que dans ce meˆme article, l’utilisation de mots lie´s a` la
taille des blobs obtenus par soustraction de fond permet e´galement de claire-
ment distinguer (sur une autre sce`ne) les activite´s de pie´tons de celles des
voitures, notamment sur les passages pie´tons.
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Figure 4 – Quelques the`mes obtenus (6 sur 20) en utilisant comme docu-
ment des clips vide´o de dure´e 10 secondes. PLSA permet bien de retrouver les
principales activite´s de la sce`ne. Il est a` noter que l’information temporelle est
perdue.
3 PLSM et Mode`les Temporels
Comme explique´ dans la section pre´ce´dente, les mode`les a` the`mes sim-
ples comme PLSA permettent de capturer les activite´s re´currentes d’une sce`ne
mais perdent toute information temporelle a` l’inte´rieur d’un document. Le
mode`le PLSM ( Probabilistic Sequential Motifs  en anglais) permet de pal-
lier ce proble`me et de capturer l’information temporelle dans un the`me que
l’on nomme alors  motif . D’autres mode`le essaient de mode´liser le temps
mais, contrairement a` PLSM, sont incapables d’a` la fois se´parer les activite´s
re´currentes et de trouver quand celles ci apparaissent. Cette section est de´die´e
a` la pre´sentation du mode`le PLSM.
3.1 Mode`le PLSM
Le mode`le PLSM prend en entre´e un ensemble de documents temporels
de´fini par une matrice de comptes n(w, ta, d) forme´ par une accumulation d’ob-
servations, chacune e´tant un triplet (w, ta, d). Comme illustre´ par la figure 5a,
PLSM mode´lise un document temporel comme une combinaison d’e´le´ments
latents :
– d’une part, des motifs (2 dans l’exemple) : chaque motif z est une distri-
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a) b)
Figure 5 – Processus Ge´ne´ratif – a) ge´ne´ration d’un document temporel d ;
b) mode`le graphique (les observations sont grise´es).
bution p(w, tr|z) de´finie sur le produit carte´sien du vocabulaire et d’un
axe temporel,
– d’autre part, les instants dans le document temporel ou` les motifs appa-
raissent : chaque motif z de´marre selon une table p(ts|z, d).
Processus ge´ne´ratif – Le mode`le graphique de PLSM est donne´ dans la
figure 5b. Pour un ensemble de documents temporels, le processus de ge´ne´ration
de chaque observation (w,ta,d) est le suivant :
– tirer le document d dans lequel l’observation sera ge´ne´re´e,
– tirer le motif : z ∼ p(z|d), ou` p(z|d) est la probabilite´ qu’une observation
du document d provienne d’un motif z,
– tirer un instant d’occurrence : ts ∼ p(ts|z, d), ou` p(ts|z, d) est la proba-
bilite´ qu’un motif z commence a` l’instant ts dans le document d.
– tirer un mot et un temps relatif (w, tr) ∼ p(w, tr|z) 1, ou` p(w, tr|z) est la
probabilite´ qu’un mot w apparaisse a` un temps tr dans un motif z,
– affecter ta = ts + tr (ta est totalement de´fini sachant ts et tr).
La distribution jointe sur l’ensemble des variables du mode`le peut eˆtre de´rive´e
du processus ge´ne´ratif. E´tant donne´e la relation de´terministe ta = ts + tr,
uniquement deux de ces trois variables apparaissent ge´ne´ralement dans les
e´quations. La distribution jointe pour le mode`le PLSM est la suivante :
p(w, ta, d, z, ts, tr) = p(d) p(z|d) p(ts|z, d) p(w, ta − ts|z) (5)
Infe´rence – Le but final du mode`le PLSM est d’extraire, a` partir de docu-
ments temporels, les motifs et quand ils apparaissent. Ces e´le´ments sont les
parame`tres du mode`le, note´s Θ, et compose´s de p(z|d), p(ts|z, d) et p(w, tr|z).
1. dans la figure 5b le tirage de (w,tr) est de´compose´ en un tirage de tr suivi du tirage de
w sachant tr
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L’estimateur du maximum de vraisemblance peut eˆtre obtenu en maximisant
la log-vraisemblance des donne´es observe´es (note´es D). Apre`s marginalisation
sur les variable cache´es Y = {ts, z}, la log-vraisemblance s’e´crit :
L(Θ|D) =
D∑
d=1
Nw∑
w=1
Td∑
ta=1
n(w, ta, d) log
Nz∑
z=1
Tds∑
ts=1
p(w, ta, d, z, ts, tr) (6)
Un algorithme d’espe´rance-maximisation (EM) peut eˆtre de´rive´ de l’expres-
sion de la log-vraisemblance et permet d’obtenir les parame`tres du mode`le. Les
de´tails de cette proce´dure EM sont disponibles dans [VEO10]. Pour ame´liorer
la qualite´ des re´sultats obtenus, il est possible d’inte´grer une contrainte de
parcimonie (sparsity en anglais) directement au sein de l’algorithme EM.
3.2 Motifs Extraits par PLSM
Dans cette section, nous illustrons les re´sultats obtenus par PLSM applique´s
sur des vide´os.
Cre´ation de documents temporels – Pour des raisons de couˆt de cal-
cul, PLSM n’est pas directement applique´ sur les documents pre´sente´s dans la
section 2. Pour simplifier les observations, les documents de bas niveau sont
d’abord traite´ avec PLSA en utilisant un nombre de the`mes relativement im-
portant, par exemple 75. La re´ponse de chaque the`me de PLSA a` un instant
donne´ est utilise´ comme observation pour PLSM. De cette fac¸on, la taille du
vocabulaire est re´duite de plusieurs milliers a` seulement 75. De la meˆme fac¸on,
une re´duction de la re´solution temporelle est re´alise´e : une feneˆtre d’une sec-
onde est utilise´e pour re´duire la fre´quence a` 1 observation par seconde. Au final,
pour une vide´os de une heure, la table n(w, ta, ·) serait de taille 75× 3600.
Repre´sentation des motifs – Un motif est une table donnant une probabilite´
pour chaque mot du vocabulaire a` chaque instant relatif. Les mots du vocab-
ulaire correspondent a` des the`mes PLSA et donc a` des re´gions d’activite´ dans
l’image. A` chaque instant relatif, il est donc possible de re-projeter les diffe´rents
mots du vocabulaire dans l’image. Une animation montrant successivement les
instants relatifs permet de voir le motif dans le temps. En utilisant un de´grade´
de gris, il est possible de condenser cette animation en une seule image pour la
repre´sentation sur papier. La figure 6 illustre ces diffe´rentes repre´sentations.
Exemples de Motifs Extraits par PLSM – Les figures 7 et 8 montrent
les motifs repre´sentatifs obtenus sur deux sce`nes diffe´rentes. D’une manie`re
ge´ne´rale, PLSM est a` meˆme d’extraire les activite´s principale dans les sce`nes
qui lui sont donne´es.
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Figure 6 – Diffe´rentes repre´sentations pour les motifs – a) sous forme de table ;
b) en re-projetant chaque instant relatif tr ; c) en utilisant un de´grade´ de gris
pour repre´senter le temps.
Figure 7 – Jeu de donne´ d’un carrefour avec pie´tons et voitures – ligne
supe´rieur : activite´s de ve´hicules ; seconde ligne : activite´s de pie´tons.
3.3 Applications : comptage, anormalite´, etc.
PLSM apporte une compre´hension rapide de la sce`ne les motifs graˆce aux
motifs qu’il extrait. Au dela` de cette compre´hension, il est possible d’utiliser
les motifs et leurs instants d’apparition de diffe´rentes fac¸ons. Nous montrons
dans cette section comment le mode`le peut eˆtre utilise´ pour faire d’une part du
comptage et d’autre part de la de´tection d’anormalite´. Notons qu’une fois les
motifs appris par PLSM, il est possible de fixer ces motifs et de trouver quand
ils apparaissent dans une nouvelle vide´o.
Comptage – Les motifs extraits par PLSM correspondent a` des activite´s
re´currentes de la sce`ne. Quand un motif z correspond a` un e´ve´nement donne´,
il est possible d’utiliser les instants d’apparition de ce motif pour construire
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Figure 8 – Jeu de donne´s d’un carrefour complexe avec voitures et tramways.
Les diffe´rentes activite´s de voitures et de tramways sont extraites correctement.
Figure 9 – Courbe de pre´cision/rappel pour 3 types d’e´ve´nements associe´s a`
3 motifs sur 12 minutes de vide´o.
un de´tecteur pour l’e´ve´nement correspondant. Il suffit d’appliquer un seuil-
lage sur p(ts|z, d) pour cre´er un de´tecteur d’e´ve´nement. Nous avons re´alise´ des
de´tecteurs de cette fac¸on et e´value´s sur des vide´os pour lesquelles nous avons
annote´ la ve´rite´ terrain. La figure 9 donne les courbes de pre´cision/rappel pour
3 types d’e´ve´nements. Les courbes sont obtenues en faisant varier la valeur du
seuil applique´ a` p(ts|z, d). Les re´sultats sont tre`s bons et PLSM est a` meˆme de
de´tecter les e´ve´nements fre´quents qu’il a appris. Des re´sultats e´quivalents ont
e´te´ obtenus dans le cadre de la de´tections d’e´ve´nements audio.
De´tection d’anormalite´ – PLSM capture les activite´s re´currentes et donc
les motifs repre´sentent les choses normales (courantes). Si l’on a de´ja` appris
des motifs pour une sce`ne, il est possible d’e´tudier a` quel point ces motifs sont
capables d’expliquer une nouvelle vide´os de cette sce`ne. Pour ce faire, PLSM
est utilise´ pour trouver les instants d’apparition des motifs (fixe´s) dans la nou-
velle vide´o. D’autres mesures peuvent eˆtre envisage´es (comme la vraisemblance)
mais nous utilisons ici l’erreur de reconstruction pour quantifier a` quel point la
nouvelle vide´o est explicable a` partir des motifs. L’anormalite´ base´e sur l’erreur
de reconstruction est de´finie ainsi :
abnormality(ta, d) =
∑
w
∣∣∣∣n(w, ta, d)n(d) − p(w, ta|d)
∣∣∣∣ (7)
12
Figure 10 – De´tection d’anormalite´ dans une station de me´tro
ou` : p(w, ta|d) =
∑
ts
∑
z p(ts, z|d)p(w, tr = ta − ts|z)
L’erreur de reconstruction est calcule´e a` chaque instant ta. Un seuillage per-
met de cre´er un de´tecteur d’anormalite´. La figure 10 donne une courbe d’anor-
malite´ produite par PLSM applique´ sur une paire de came´ra d’une station de
me´tro. Les pics d’anormalite´ de´passant un seuil sont illustre´s par des captures
des instants correspondants. Une partie des anormalite´s de´tecte´es sont dues
a` des groupes bougeant in habituellement (Fig. 10a et Fig. 10d). Une grande
partie sont cause´es par des trajectoires inhabituelles de personnes dues a` un
encombrement de la station (Fig. 10c ainsi que tous les autres rectangles en
trait fin sur la courbe). Une importante anormalite´ est de´tecte´es (Fig. 10e) :
une personne arrive en courant en suivant une trajectoire circulaire puis tombe
et est rejointe par un groupe qui lui vient en aide.
Il est inte´ressant de noter que PLSA (sans aspect temporel) permet de´ja`
de de´tecter de nombreuses anormalite´s quand cette de´tection ne requiert pas
de raisonnement temporel. Cette de´tection d’anormalite´s en utilisant PLSA a
e´te´ e´tudie´e en de´tail dans [VO09] ou` diffe´rentes mesures d’anormalite´s sont
compare´es comme illustre´ dans la figure 11.
Se´lection de capteur – Au dela` de la pure de´tection d’anormalite´, la mesure
d’anormalite´ peut aussi eˆtre utilise´e pour pre´-se´lectionner les capteurs (came´ras
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Figure 11 – Anormalite´ a` partir de PLSA – Six exemples d’anormalite´ dans la
sce`ne conside´re´e et courbes de pre´cision/rappel obtenues a` partir de diffe´rentes
mesures d’anormalite´s (issues de PLSA).
et microphones) a` soumettre pour interpre´tation a` un ope´rateur. En effet, la
plupart des came´ras installe´es dans un re´seau de me´tro ne peuvent eˆtre visu-
alise´es en continu faute de personnel ; une pre´-se´lection des came´ras ayant un
fort degre´ d’anormalite´ est alors tre`s avantageuse pour ame´liorer la se´curite´.
Pre´diction et statistiques – Les mode`les incorporant une information tem-
porelle comme PLSM peuvent eˆtre utilise´s pour re´aliser une pre´diction a` court
terme des activite´s observe´es : quand une activite´ est commence´e, il est possible
de supposer comment elle se finira. Une analyse statistique des apparitions des
activite´s capture´es par PLSM permet aussi de re´aliser des pre´diction a` plus
long terme. Par exemple l’utilisation d’une station de me´tro peut eˆtre e´tudie´e
et pre´dite, les mode`les a` the`mes servant ici a` extraire des descripteurs de haut
niveau (e.g., les occurrences d’une activite´ typique).
4 Conclusion
Ce chapitre a pre´sente´ les approches a` base de  sac de mots  et de
 mode`les a` the`mes . D’une manie`re ge´ne´rale, ces approches sont partic-
ulie`rement adapte´es et efficaces pour re´aliser une extraction non supervise´ des
activite´s principales contenues dans une sce`ne.
A` travers la se´lection d’un vocabulaire (pour les mots, e.g., position et
orientation du mouvement) et d’un mode`le a` the`me (e.g., PLSA, PLSM), il est
possible de capturer diffe´rentes informations dans les the`mes. En particulier,
le mode`le PLSM permet a` la fois d’extraire des the`mes-motifs contenant une
information temporelle forte, et de de´terminer quand ces motifs apparaissent.
Les the`mes, extraits de manie`re totalement non supervise´e par les approches
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pre´sente´es, permettent d’avoir un re´sume´ extreˆmement concis des activite´s
pre´sentes dans une sce`ne. Au dela` de la compre´hension de sce`nes, ce chapitre a
aussi pre´sente´ comment un mode`le tel que PLSM peut eˆtre utilise´ avec succe`s
pour le comptage d’e´ve´nements fre´quents ou la de´tection d’activite´s anormales.
De part la qualite´ des re´sultats obtenus et leurs large domaine d’application,
les mode`les a` the`mes ont un avenir certain dans le domaine de la reconnaissance
d’activite´ dans les vide´os et documents multime´dia.
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