This paper proposes the identification of patterns of behaviour of open source software (OSS) communities using factor analysis and their social network analysis (SNA) features. OSS communities can be modelled as a social network in which nodes represent the community members and arcs represent the social interactions among them, and factor analysis is able to provide the factors that explain the latent patterns of behaviour. Due to the complexity of the problem and the high number of SNA features that can be extracted, this paper proposes a genetic search of an optimum subset of indicators leading to a group of latent patterns of behaviour maximizing the explained data variance and the interpretation of factors. Obtained results illustrate the feasibility of the proposed framework to extract relevant information from a large set of data.
Introduction
The OSS projects differ greatly from commercial software development models in several aspects. For instance, commercial software companies prevent access to the source code of their products from outside developers and customers, while OSS allows source code to be freely modified and redistributed under ''open source'' licenses (Feller & Fitzgerald, 2002) . Besides, OSS projects are typically developed in a distributed and decentralized way as a difference to proprietary software, based on closed and formal structures. Precisely, one of the most distinctive characteristics of OSS projects is the fact that they are written, developed, and debugged largely by worldwide volunteers, who in most cases are connected and collaborate solely through the Internet. Therefore, the community behind the development of the project plays an essential role for the project to success (Deek & McHugh, 2008) .
Several authors have described OSS development teams as having a hierarchical or onion-like structure (Crowston & Howison, 2005) , with a central core of highly active individuals, surrounded by other layers of progressively less active individuals. One example of this is presented in the study by Ye, Nakakoji, et al. (2005) where the central core is composed of the project leaders and core members, with five outer layers containing active developers, peripheral developers, bug reporters, passive users, and stakeholders, respectively. It has been demonstrated that much of the OSS development is realized by a small percentage of individuals despite the fact that there are tens of thousands of available developers. Such concentration is called ''participation inequality'' (Kuk, 2006) , and it can be explained by the different user profiles of open source communities. Participation inequality allows the categorization of OSS community members in three groups (Mockus, Fielding, & Herbsleb, 2002; Xu, Gao, Christley, & Madey, 2005) . Core members are responsible for guiding and coordinating the development of an OSS project. They are usually involved with the project during a long period of time and have made significant contributions to the development and evolution of the system. Moderators and leaders are included in this group. Active developers are those community members that regularly make contributions to the project. Finally, peripheral developers occasionally contribute with new features to the existing system. This contribution is irregular, and the period of involvement is short and sporadic. Free riders (people who just are seeking answers without making any contributions) are also included in this group.
The social structure of OSS teams directly influences the participation and the decision-making process affecting the overall performance of the project. Therefore, an important research question is extracting the different patterns of behaviour in OSS communities. These patterns leading to successful projects are of great interest both for autonomous and sponsored communities, that share a common aim of retaining and attracting participants to their communities (West & O'mahony, 2008) . However, the structure of communities can only be derived from the participation activity of their members. For this purpose, OSS communities have been frequently modelled as a social network, being the nodes of the network the community members while the arcs represent the flow of interactions among users (Toral, Martínez-Torres, & Barrero, 2009a) . These networks are then analyzed using Social Network Analysis (SNA) techniques by obtaining a set of SNA features. For instance, previous studies have considered the size and out-degree of nodes (Valverde, Theraulaz, Gautrais, Fourcassie, & Sole, 2006) , closeness centrality (Panchal, 2009 ) and betweeness centrality (Hossain, Wu, & Chung, 2006; Toral, Martínez-Torres, Barrero, & Cortés, 2009b) , the clustering coefficient (Kwon, Oh, & Jeon, 2007; Singh, 2010) , structural holes (Okoli & Oh, 2007) or the brokerage role of nodes (Sowe, Stamelos, & Angelis, 2006; Barcellini, Détienne, & Burkhardt, 2009; Toral, Martínez Torres, & Barrero, 2010) , among other SNA features. Moreover, each of these measurements can be computed for the whole network or for several specific sub-networks like the one obtained from active developers or from the core group of the community. Due to the large number of possible SNA indicators that can be obtained, previous studies have been focused on a small number of social network features to characterize participation and obtain OSS patterns of behaviour. As a difference, in this study participation is analyzed using the whole set of SNA features that can be obtained from OSS communities. For this purpose, a genetic search of the optimum subset of indicators able of providing the main pattern of behaviour in OSS communities is proposed. Therefore, the main contribution of this paper is the possibility of dealing with all the SNA features of the social networks modelling OSS communities through an evolutionary computation technique like Genetic Algorithms.
The remainder of the paper is structured as follows. First, previous studies related to social network structures in OSS communities are reviewed in Section 2. In Section 3 the problem is formulated and the proposed approach described. Section 4 describes the Genetic Algorithm implementation. Obtained results and discussion are included in Section 5. Finally, conclusions are detailed in Section 6.
Related work
Social network theory is based on the idea that social interaction patterns reflect the behaviour of individuals (Freeman, 2004) . Therefore, the analysis of the social interactions can provide information about how individuals behave or how groups are organized. This is why social network analysis focuses on the relationships between people, instead of on characteristics of people. By mapping these relationships, network analysis helps to uncover the emergent and informal communication patterns present in an organization, which in turn can be used to explain several organizational phenomena.
A social network can be modelled as a graph with nodes representing people or groups, and links representing relationships or information flows between them. OSS communities constitute clear examples of dynamic social networks, as it is changing over time. Social networks begin when developers join a project, work with others, and form co-working relationships (Xu, Christley, & Madey, 2006) . These relationships are important because the sense of belonging to a group is encouraged through social network bonding. The aim of OSS communities is attracting and retaining people, as this will benefit the underlying software. As new members join the community, different user profiles emerge. Not all the users are interested in participating the same way. Some of them, a small percentage, intensely contribute to the development of the project, while the rest of them make regular, occasional or even no contribution at all. These variety of user profiles lead to a core/periphery structure, where the core group of developers is located at the center of the community and the rest of them far away from the center depending on their contributions. The core group members are strongly connected to each other while the periphery contains members who are usually weakly connected to each other as well as to the core members (Long & Siau, 2007) .
Mathematically, a social network can be represented as a graph G = (V, E) where V denotes a finite set of vertices and E denotes a finite set of edges such that E # V Â V. Some network analysis methods are easier to understand when graphs are conceptualized as matrices (Nooy, Mrvar, & Batagelj, 2005) as shown in Eq. (1).
In case of a valued graph, real valued weight function w(e) is defined on the set of edges, i.e., wðeÞ ¼ ExR, and the matrix is then defined as given by Eq. (2).
In the context of OSS communities, V is given by all the community members and E is given by the interactions among them. The resulting network is a directed network in the sense that edges are actually arcs from one community member to another one, and the direction of the arcs shows the flow of information between them. It is also a valued network, as it is possible multiple interaction between the same community members.
Networks can be partitioned using some discrete characteristics of vertices. For instance, several classes of vertices can be obtained using the function w(e), that is, the strength of arcs. In the case of OSS projects, these kinds of partitions should highlight the core/ periphery (C/P) structure of the community. A C/P structure divides vertices in three distinct subgroups: vertices in the core, densely connected with each other, and vertices on the periphery, which in turn can be divided in active and peripheral vertices depending on their level of interaction.
The following list summarizes the characteristics that can be computed for the whole network or each of the mentioned subnetworks as well as the main previous studies focused on them.
Size and connectivity: the size of the community is the number of members the community has and the number of arcs represent the connectivity among these community members. Both indicators has been frequently used as a measure of the successful development of a OSS project. Success in a virtual community could be manifested through the level of participation, which can be understood as the number of participants (Preece, 2001) or as the level of community activity and quantity of community work output (Hinds & Lee, 2008) . Several topological indices based on connectivity can be computed, like the Zagreb group index, the Randic connectivity index or the Platt index, all of them defined in terms of connections of nodes (Devillers & Balaban, 1999) .
Density: it is defined as the number of lines in a simple network, expressed as a proportion of the maximum possible number of lines. The main problem of this definition is that it does not take into account valued lines higher than 1 and it depends on the network size. A different measure of density is based on the idea of the degree of a node, which is the number of lines incident with it (Toral et al., 2009a) . A higher degree of nodes yields a denser network, because nodes entertain more ties. The advantage of average degree is that it is a non-size dependent measure of density. As OSS communities are directed networks, several statistical measures of the out-degree distribution can be considered. Finally, density can be measured alternatively using an egocentric point of view; the egocentric density of a node is the density of ties among its neighbours (Nooy et al., 2005) . In previous works, density has been used to study the coordination performance of OSS projects. Several studies conclude there is a negative impact of density over the quality of the project and its coordination (Hossain & Zhu, 2009; Feczak & Hossain, 2011) .
Components: A strong component is a maximal strongly connected subnetwork. A network is said to be strongly connected if each pair of vertices is connected by a path, taking into account the direction of arcs (Nooy et al., 2005) . In the context of this study, components allow the identification of connected substructures in the OSS community.
K-cores: a k-core is a sub-network in which each node has k degree in that sub-network. The core with the highest degree is the central core of the network, detecting the set of nodes where the network rests on .
Distance: it is defined as the number of steps in the shortest path that connects two vertices. Distance between members in the OSS community can affect how ideas and discussions can spread over the community. Short distances mean information only has to travel a few links to reach anybody in the network (Xu et al., 2006) .
Closeness centralization: it is an index of centrality based on the concept of distance. The closeness centrality of a node is calculated considering the total distance between one node and all other nodes, where larger distances yield lower closeness centrality scores. The closeness centralization is an index defined for the whole network, and it is calculated as the variation in the closeness centrality of vertices divided by the maximum variation in closeness centrality scores possible in a network of the same size (Toral et al., 2009b) . It has been found that closeness centralization has a positive correlation with coordination mechanism on OSS projects (Pereira & Soares, 2007; Feczak & Hossain, 2011) .
Betweenness centrality: it is a measure of centrality that rests on the idea that a person is more central if he or she is more important as an intermediary in the communication network (Nooy et al., 2005) . The centrality of a node depends on the extent to which this node is needed as a link to facilitate the connection of nodes within the network. If a geodesic is defined as the shortest path between two nodes, the betweenness centrality of a vertex is the proportion of all geodesics between pairs of other vertices that include this vertex, and betweenness centralization of the network is the variation in the betweenness centrality of vertices divided by the maximum variation in betweenness centrality scores possible in a network of the same size. It has been used to study the hierarchy and centralization in free and open source software team communications (Crowston & Howison, 2006) .
Brokerage roles: A broker is a middle node in a directed triad (a set of three vertices and the lines among them). Different types of brokerage roles can be distinguished considering mediation between members of the same or different groups. In this context of OSS communities, these groups are given by active and peripheral members. Therefore, two possibilities of mediation can be considered as shown in Fig. 1 .
The role of knowledge brokers has been highlighted in mailing lists as community facilitators, helping answer those questions knowledge seekers posted (Sowe et al., 2006) . This role has also been assigned to the core team of the OSS project, acting as intermediary between expert software developers and peripheral users and helping OSS projects to engage in a discourse and co-learning experience with their user communities .
Clustering coefficient: It measures whether first degree neighbours of a particular vertex interact with each other. Basically, clustering coefficient is a measure of local cohesiveness through the neighbour interactions of a vertex (Durugbo, 2012) . The clustering coefficient of a vertex is defined as the ratio of the number of links to the total possible number of links among its neighbours, and the clustering coefficient of a social network is the average of all the clustering coefficients of the vertices. It has been used to characterize the small-world phenomena in networks (Xu et al., 2006) . Besides, highly clustered networks provide better information propagation (Gao & Madey, 2007) .
Proximity prestige: It is defined in terms of the output domain of a node, which is the number of nodes for which there is a path to that node. Following Nooy et al. (2005) definition, the proximity prestige of a node is the proportion of all nodes in the network (excluding itself) that are in its output domain divided by the mean distance from all nodes in its output domain. Therefore, a zero value of the proximity prestige means that this node is isolated.
Formulation of the problem and proposed framework
The problem consists of finding a set of SNA indicators able to explain the different structural patterns of OSS communities. Factor Analysis is a multivariate statistical technique usually employed for the identification of latent dimensions or factors on a dataset. These factors are not directly observable and segment the dataset into relatively homogeneous segments (Rencher, 2002) . It is assumed each variable is dependent on a linear combination of the common factors, and the coefficients are known as loadings (Toral & Martínez Torres, 2009c) . Mathematically, the factor analysis model expresses each variable as a linear combination of underlying common factors f 1 , f 2 , . . . , f m , with an accompanying error term to account for that part of the variable that is unique (not in common with the other variables). For y 1 , y 2 , . . . , y p in any observation vector y, the model is as follows:
. . .
Model (3) can be written in matrix notation as in Eq. (4), where K is the factor loadings matrix.
The coefficients k ij are called loadings and serve as weights, showing how each y i individually depends on the underlying factors (Lee and Lee, 2011) . With appropriate assumptions, k ij indicates the importance of the jth factor f j to the ith variable y i and can be used in interpretation of f j . It is expected the loadings will partition the variables into groups corresponding to factors.
Ideally, the number of factors m should be substantially smaller than the problem dimension p; otherwise we have not achieved a parsimonious description of the variables as functions of a few underlying factors. In the case of exploratory factor analysis, the lack of theoretical background causes that the number of factors to be extracted is a priori unknown. Therefore, factors must be selected attending to the homogeneity of their indicators.
The main problem of using factor analysis when considering a large set of indicators is that the final result is conditioned by the number of variables included in the analysis. The described model try to fit the data in set of factors, and the inclusion of non appropriate variables may distort the obtained latent factors. However, it is not easy to decide which variables are or not appropriate, above all in those situations where the theoretical background cannot guide this process. This paper proposes a computation framework where the selection of indicators is performed using Genetic Algorithms (GA). Each element (or chromosome using typical GA notation) of the population considered by GA represent a subset of all the possible SNA indicators. Fig. 2 shows a brief scheme of the proposed framework. The developed algorithm consists of two loops. The inner loop consists of the evaluation of the fitness function for each element of the population using factor analysis. The outer loop generates a new generation using genetic operators like reproduction, crossover and mutation, using a selection based on the individual fitness of each element of the population. The framework stops working when a selected stopping criterion is reached.
Genetic algorithm implementation
Genetic Algorithms are a family of computational models inspired by evolution (Holland, 1975; Goldberg, 1989) . These algorithms encode a potential solution to specific problem on a simple chromosome-like data structure and apply genetic operators to these structures in order to preserve critical information (Martínez-Torres & Toral-Marín, 2010 ). An initial population Pi composed of N t chromosomes is considered. Goldberg (1989) studied the optimum number of chromosomes for a population according to the chromosome's length. His main conclusion was that the optimum population's size value gets higher as the chromosome's length increases. This initial population is generated randomly in order to preserve the diversity in the population and the fitness function is calculated to evaluate the goodness of each chromosome. The mechanism for generating the subsequent generations is based on the selection scheme from (l + k) evolution strategy (Michalewicz, 1996; Reina, Toral, Johnson, & Barrero, 2012) . The l best chromosomes are included directly in the next generation.
The crossover and mutation operations are responsible of generating k chromosomes of a new population. The crossover consists of using two members of a population P j to generate two new members of the next population P j+1 by crossing their genetic information. The new chromosomes contain genetic information from the predecessors. The purpose of mutation is to change the genetic information of a chromosome included in P j to generate a new chromosome of P j+1 . Fig. 3 illustrates the implemented genetic algorithm.
Chromosome encoding
A chromosome C i represent the subset of indicators that will be considered to perform factor analysis. The total number of indicators extracted for the OSS communities according to the described SNA features is 60 (see appendix). Therefore, each chromosome is a binary string of length 60 where a value of 1 means that the corresponding variable is part of the considered subset of indicators and a value of 0 means that it is excluded from this list. Notice that the space of possible solutions is formed by 2 60 = 1.1529e+018 possibilities. That means that we should perform 2 60 different factor analyses to completely explore the space of possible solutions. In this kind of problems, GA can perform a guided search of the optimum solution with lower computational cost than exploring one by one all the possibilities. The representation of chromosomes as binary strings has the advantage that this chromosomal encoding is complete and valid. Complete means that the whole space of possible solutions can be represented and valid means that all of them can be computed. The composition of a chromosome is shown in Fig. 4 .
Evaluation function
The fitness function quantifies the suitability of each chromosome as a solution. Genetic operators make selections based on individual fitness. That means that chromosomes with high fitness value have more chance of being selected, passing their genetic material (via reproduction, crossover or mutation) to the next generation. As a result, the fitness function provides the pressure for evolution towards a new generation with chromosomes of higher fitness than the previous ones. In this case, the fitness function should measure how well factor analysis can identify latent factors. However, its capacity to perform such identification depends on the following parameters:
Explained variance: It refers to the percentage of the total sample variance explained by the considered factors. Correlations between variables: It is the average of the sum of the squared correlation coefficients between indicators. Considered indicators must be correlated as the factor analysis is based on the interrelationships among variables. Interpretability of factors: A factor is well defined if it is explained by at least three variables (Rencher, 2002) . That is to say, at least three different factor loadings should be maximized for each considered factor.
As a result, the fitness function requires to be defined as a multi-objective fitness function considering the aforementioned parameters.
Explained variance and correlations among variables exert opposite effects on the evolution of GA. Explained variance makes the GA to evolve towards a minimum number of indicators, as it is easiest to explain the variance of the dataset whenever a lower number of variables are considered. As a difference, correlations among variables makes the GA to search for a higher number of variables, as this parameter is maximized by including as many variables as possible. However, the third parameter, interpretability of factors, is the most important one, because this parameter guarantees factors are well defined.
C 1 , C 2 , and C 3 coefficients in Eq. (5) are used to adjust the relative importance of the three parts of the fitness function. Obviously, the range of them is [0,1], with the restriction of C 1 + C 2 + C 3 = 1.
Stopping criteria
The population's average fitness function has been chosen as the stop criterion of the genetic algorithm. If P av,j denotes the population's average fitness function, the stopping criterion can be formulated as:
S c ! P av;jþ1 P av;j ð6Þ
Procedure of transition
The procedure used to generate a new population P j+1 from the previous population P j is as follows:
The best 20% chromosomes are copied from P j to P j+1 . This ensures that the best individuals of each population will be included in the next generation. As a consequence, the likelihood of using a good chromosome for reproduction operations gets higher. The 80% of the new chromosomes are generated by using crossover (75%) and mutation (5%) operations. This aims to favour the diversity of the chromosomes. P c denotes the probability of a chromosome C i to take part in a crossover operation and it is calculated as:
The term f f (C i ) stands for the evaluation of the fitness function for the chromosome C i . Consequently, the best chromosomes are more likely to be selected. The crossover operation is illustrated in Fig. 5 .
A one-point crossover operation has been implemented. The point of cross is denoted by p k , where 0 6 k 6 l, and l is the size of the chromosome. The value of k is randomly chosen for each crossover operation. This point divides each chromosome into two parts RG j and LG j . The two new chromosomes are then obtained swapping LG j,1 by LG j,2 .
Similarly, P m is the probability of a chromosome i to take part in a mutation operation. The purpose of mutation is to make small changes in the chromosomes. These changes consist of modifying one chromosome's bit. According to De Jong (1975) we have calculated P m as l
À1
. The mutation operation is illustrated in Fig. 6 . The position of the mutated bit is denoted by p m , where 0 6 m 6 l. The value of p m is randomly chosen for each mutation operation.
Results
The proposed approach has been applied to twelve virtual communities listed in Table 1 . They correspond to Linux Debian ports to different processor architectures. The Debian Project is an association of individuals who have made common cause to create a free operating system called Debian GNU/Linux, or simply Debian for short (Robles, Gonzalez-Barahona, & Michlmayr, 2005; Mateos-Garcia & Steinmueller, 2008) .
Each community was analyzed from the year in which each community started its activity to 2010. For each year and community, a social network based on interactions among participants has been extracted. As a result, a total of 134 social networks have been analyzed, extracting the set of data detailed in the appendix. Once this large dataset has been obtained, GA has been applied to obtain an optimum subset of indicators able to identify OSS communities profiles according to their topological participation structure. A population's size of 10000 chromosomes will be considered (Alander, 1992) . That means that the 2000 best chromosomes are directly included in the next population, 7500 chromosomes are generated by the crossover operation and 500 chromosomes are generated by the mutation operation. Factor analysis is used for evaluating each chromosome. The cost function follows the general structure defined in Eq. (5). The coefficients C 1 , C 2 and C 3 represent the relative weigh of each part of the fitness function. GA has been run for different values of the three parameters, obtaining the results shown in Table 2 . It can be observed that interpretability only reaches a value of 1 when C 3 is overweighed, while the explained variance varies depending on the value of C 1 . That is why the set of coefficients with the values C 1 = 0.1, C 2 = 0.1 and C 3 = 0.8 has been chosen (This set of value is shown in italics in Table 2 ). An interpretability of factors equal to 1 guarantees that all the latent factors are interpretable. Using this set of values, GA converged after 30 generations, with an explained variance of 70.93%, and 23 indicators grouped in four factors. Time required by genetic algorithm execution was 2873.6 s (47.89 min). This value is much smaller than the alternative option of exploring the whole solution space. According to the chosen encoding, the size of a chromosome is l = 60 bits, so the space of possible solutions is 2 l = 2 60 = 1.1529e+018. The idea of finding the optimum solution exploring all the possibilities is unattainable. The time necessary to carry out a single factor analysis is 12.9 ms. That means it would take more than 470 million years to explore the whole space of possible solutions. The genetic algorithm implementation is able to speed up the search of an optimal solution. The evolution of the genetic clustering algorithm is detailed in Fig. 7 . The initial population (generation 0) has a low fitness value, which indicates that the individuals of the population are far from the optimum. As the number of generations increase, the fitness of individuals within the population also increases, as the genetic algorithm is biased towards the survival of genetic material contained within the individuals with high fitness function values.
The optimum subset of indicators provided by GA is listed in Table 3. In particular, the indicators description and the network over which they have been calculated are detailed.
The results from factor analysis using the set of variables selected by the genetic algorithm are detailed in Table 4 . Usually, a number of factors equal to the number of eigenvalues higher than 1 is selected (Rencher, 2002) . Consequently, up to four latent factors can be distinguished as result of factor analysis.
The indicators associated to each factor are obtained from the factor loadings using a Varimax rotation. All the indicators associated in this way with the same factor are hypothesized to share a common meaning that the analyst should discover. Table 5 shows which indicators are associated to each factor and their corresponding factor loadings.
On the other hand, factor scores are used to categorize the original sample of OSS communities, which can be approximated to one of the identified latent factors. Consequently, the original sample of OSS communities can be categorized in four groups. An analysis of variance (ANOVA) has been applied to the categorization of Table 2 GA results for different values of coefficients c1, c2 and c3. the original sample in the four groups obtained form factor analysis. The aim of this analysis consists of checking the null hypothesis of equal population means. Table 6 details the F statistic, the ratio of two different estimators of population variance, which appears together with its corresponding critical level or observed significance. The results is that the null hypotheses have been rejected in all the cases with a significance value below 0.05. That means the obtained categorization from factor analysis is well defined. Table 7 details the mean value of the considered 23 indicators per each of the distinguished groups. Using this information as well as the factor loadings of Table 5 , the following websites structure patterns can be distinguished:
Factor 1: This factor considers high sized communities characterized by a high number of interactions and a clear hierarchy among its members. The core group is located on top of this hierarchy, and they are responsible of developing a brokerage role among the rest of community members like active members and free riders. Factor 1 includes those communities with the highest number of members belonging to the core group. Factor 2: Factor 2 refers to those communities with a high local connectivity. Communities following this pattern exhibit the highest average value of egocentric density and proximity prestige, which means their nodes are highly connected with their neighbours. Although these communities are not so high as those of Factor 1, they also exhibit an important size with a high number of interactions. However, the level of hierarchy is considerable lower. The role of the core group is shaded by the high activity of the rest of the community. In fact, F2 communities are the ones with the lowest number of free riders. Factor 3: Factor 3 corresponds to small and centralized networks, where active members exhibit a high involvement and the core group also performs an important brokerage role. This factor includes communities with a strong hierarchy among their members but with a flatter structure compared to F1 communities. Factor 4: Factor 4 considers the smallest communities but with a high density, which means that active members are highly interconnected. Despite of being smaller than F3 communities, they exhibit a higher average degree value. As a difference, the activity of the core group is shadowed by the active members of the community, so the hierarchy is much weaker than in F3 communities.
Obtained factors can be interpreted in terms of size and hierarchy of communities, as represented in Fig. 8 . This figure graphically visualizes the four identified patterns of behaviour of OSS communities. Size represents how many users the OSS project is able to attract. Therefore, it can be interpreted as a measurement of how successful the underlying software is. Hierarchy refers to the internal organization of the community.
A high hierarchy means that the core group exerts an meaningful influence over the rest of the community while a low hierarchy means there is not a dominant group. Fig. 9 details the position of the considered Linux Debian communities in terms of size and hierarchy. The general trend is to be located on the right part of this figure as communities try to attract as many members as possible. As a difference, they follow different strategies regarding their internal hierarchy level. In general, they tend to maintain a certain hierarchy and only one community has a clear low hierarchy level.
One of the main implications of this results is that size and hierarchy are independent dimensions, so it is not incompatible a high size with a strong hierarchy. In fact, the growth in size impels the creation of hierarchical layers. In general, projects gain stability as more or less formal hierarchies emerge. Hierarchy mainly depends on the activity of the core group team. It is their responsibility to canalize the discussion, to provide solutions o alternatives to the posted problems and to facilitate the incorporation of qualified active members as part of this core group. Hierarchy also causes a rise in the entry barriers to the core group. Outsiders only can acquire authority inside the project through the legitimate peripheral participation procedure. Therefore, hierarchy guarantees that the project is under the control of the core group of developers.
Conclusions
This paper describes a procedure for the extraction of the patterns of behaviour of open source communities using a genetic search over a large set of Social Network Analysis indicators. As a difference to previous studies, only focused on small set of SNA features, the proposed evolutionary computation technique combined with factor analysis allows to consider all the possible metrics able to characterize interactions among community members. Obtained results show four patterns of behaviour that have been extracted as latent factors from the whole data set. These patterns can be in turn classified in terms of size and hierarchy of communities. Analyzed communities can be approached to a point in a bidimensional space described by these two dimensions. In general, OSS communities tend to gain as many members as possible, and their internal organization facilitates a certain hierarchy to emerge. Hierarchy can be understood as a stabilizing factor of the community that assigns the authority to a reduced core group member. Access to the inner circle of the community can only be achieved through a process of participation and interaction with the rest of the community. 
