Coalgebras are of growing importance in theoretical computer science. To develop languages for them is significant for the speci cation and veri cation of systems modelled with them. Modal logic has proved to be suitable for this purpose. So far, most approaches have presented a language to describe only deterministic coalgebras. The present paper introduces a generalization that also covers non-deterministic systems. As a special case, we obtain the \usual" modal logic for Kripke-structures. Models for our modal language L F are F -coalgebras where the functor F is inductively constructed from constant sets and the identity functor using product, coproduct, exponentiation, and the power set functor. We de ne a language L F and show that it embeds into L F . We prove that, for image-nite coalgebras, L F is expressive enough to distinguish elements up to bisimilarity and therefore L F does so, too. Moreover, we also give a complete calculus for L F in case the constants occuring in F are nite.
Introduction
Coalgebras provide a unifying view on a large variety of dynamic systems such as transition systems, automata, data structures, and objects (cf. e.g. Jac96, Rut99] ). Therefore it has been of great interest to develop some kind of language to describe them. From the theoretical point of view, this could give means to compare these systems or existing languages for them. On the other hand, such languages could, for instance, be used to specify systems or even to verify properties of them.
In HenR95, Jac95] , equations are used to describe coalgebras. A. Corradini ( Cor97] ) introduces an equational calculus to describe coalgebras of certain polynomial functors. H. Gumm ( Gum98] ) and A. Kurz ( Kur98a] ) show that covarieties are characterized by some kind of co-equations (which constitutes a dual version of Birkho 's theorem).
In Mos99] , L. Moss rst shows how the underlying functor determines a langugage that is based on modal logic. For a large class of functors he derives languages for the corresponding coalgebas that are expressive enough to distinguish elements up to bisimilarity. A. Baltag follows these ideas in Bal99] where he presents in nitary modal languages to capture the notion of simulation and bisimulation.
A. Kurz ( Kur98b] ) rst introduces a modal language for coalgebras on certain polynomial functors that contains some nexttimeoperators and atomic propositions. He illustrates its relevance for the speci cation of systems and gives a complete axiomatization. A similar language is presented in R o 98] for a larger class of coalgebras. This approach is generalized in R o 99] where the corresponding coalgebras are models of a great variety of deterministic systems. Both articles are based on the notion of a syntax tree and also give a complete axiomatization. B. Jacobs ( Jac99] ) rst adds always-and pasttime-operators to the language. He considers coalgebas that also allow for modelling non-deterministic systems and draws a relationship to Galois algebras.
Here we deal with the same class of functors as in Jac99] which are inductively constructed from constant sets and the identity functor using product, coproduct, exponentiation, and the power set functor. Therefore the corresponding coalgebras constitute a bridge to Kripke-structures which turn out to be a special case.
We derive a modal language L F that only depends on the under-lying functor F. For the case of Kripke-structures, this language is equivalent to the \usual" modal logic. We also de ne a less expressive language L F which can be embedded into L F . This language L F is already expressive enough to distinguish elements up to bisimilarity and therefore, L F does so too.
Another section presents a complete calculus for which the whole expressiveness of L F is needed. In most of the de nitions and proofs we use a twofold induction where the outer induction runs on the structure of formulas and the inner one on the structure of the functor.
Section 1 presents basic de nitions of coalgebra theory as well as some examples in order to illustrate how coalgebras model dynamic systems. The language L F and its semantics is given in Section 2. In Section 3 we de ne the language L F and show that it embeds into L F . Moreover, we prove that for this language logical equivalence coincides with bisimilarity. Section 4 nally contains the completeness proof for a calculus that is presented there.
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Functors and Coalgebras
In this chapter we de ne polynomial functors and the corresponding coalgebras as well as some basic notions from coalgebra theory.
1.1. De nition. We call a functor F : Set ! Set polynomial if F is inductively constructed from constant functors F C : S 7 ! C (where C is some xed nonempty set), the identity functor Id : S 7 ! S, and the power set functor P(Id) : S 7 ! P(S) using nitely many times product: T 1 T 2 : S 7 ! T 1 (S) T 2 (S), coproduct: T 1 + T 2 : S 7 ! T 1 (S) + T 2 (S), exponentiation: E)T : S 7 ! (E)T(S)) (where E is some xed non-empty set), and the power set functor P(T) : S 7 ! P ? T(S) .
Throughout this article we assume F to be a xed non-empty polynomial functor. Note that the above de nition is the same as in Jac99] for a polynomial functor but does not coincide with the de nition of a polynomial functor as in Rut99, R o 98] where the power set functor is omitted. Of course, the functor P(Id) does not need to be included explicitly in De nition 1.1 because it can be constructed from the other construction principles. However, by considering this case explicitly we obtain a closer analogy to modal logic for Kripke-structures. It also seems more convenient to have the opportunity of modelling equally determinism and nondeterminism on the \ground-level". For a given set X, let B(X) denote the set of all Boolean formulas over X, i.e. Boolean formulas built from elements of X and ? using !. We also use B _ (X) to denote the set of all disjunctive formulas over X, that is to say, B _ (X) is built from elements of X using _ including the formula ?. Analogously, B^(X) denotes the set of all conjunctive formulas over X, in other words, B^(X) is built from elements of X using^including the formula >. Note that in the de nition above \ " denotes elementwise concatenation.
In order to de ne the semantics we basically need two inductions: an \outer" induction on the structure of formulas and an \inner" induction on the structure of the functor F for analyzing a modal operator. In the present paper we frequently use such a nested induction in de nitions and proofs. Note that the mappings i , e , and i in the de nition below are the corresponding projections and injections of the respective products and coproducts.
2.2. De nition. Let (S; ) be an F-coalgebra. The subset k'k S of S satisfying a formula ' 2 L F is de ned in a twofold induction.
For the outer induction, the semantics of Boolean connectives is de ned as usually. If ' 2 Mod F (L F ), we set k'k S := ?1 (k'k S F ) where, for G F and 2 Mod G (L F ), the set k k S G G(S) is de ned in an inner induction as follows: For s 2 S, we write (S; ); s ' to mean that s 2 k'k S and for G F and t 2 G(S), we write (S; ); t G to mean that t 2 k k S G . Moreover, (S; ) ' expresses that (S; ); s ' for each s 2 S and (S; ) G expresses that (S; ); t G for each t 2 G(S).
Furthermore, ' denotes that (S; ) ' for each F-coalgebra (S; ) and G means that (S; ) G for each F-coalgebra (S; ).
For polynomial functors without the power set functor, the definition of modalities is the same as in R o 99]. It is also similar to the notion of Paths(F ) de ned in Jac99] but here the de nitions di er for the cases G = F C , G = P(Id), and G = P(T). By setting A 2 Mod T (L F ) for the case G = P(T) in De nition 2.1, the resulting set Mod F 1 of unary modal operators would exactly correspond to the set Paths(F ). In this way, we can also capture the notion of invariants (cf. Jac99]): whenever we have some mod 2 Mod F 1 then a formula ' 2 L F represents an invariant w.r.t. the modal operator mod if kmod(')k S k'k S holds. 2.3. Example (1.3. continued). For F-coalgebras with F = P(Id) f0; 1g AtProp For a given a 2 , the formula 1 a 2 expresses that %(a; s) is not de ned. Now, let A 2 B(f2g) be, for instance, of the form 2 ! 2. Then the formula 1 a 1 2A('; ) is satis ed if, for all i 2 I a , we have that, whenever ' holds for all s a i;j with j 2 J a i , then also holds for all s a i;j with j 2 J a i . Note that the formulas in B + (S) given by %(s; a) do not have anything to do with the language L F since models of B + (S) are run trees whereas models of L F are F-coalgebras.
2.5. Example (1.5. continued). Let G : This is veri ed by an inner induction on the structure of F using the induction hypothesis: Mod T (L F ) .
Now, set G = F and consider ' 2 Mod F (L F ). Since h is a homo-
3 Bisimilarity and Logical Equivalence Coincide
In order to distinguish elements up to bisimilarity we do not need the full expressiveness of L F : it is su cient to have a restricted set of modal operators. Thus, we de ne a restricted language L F and show that it can be embedded into L F . Moreover, we prove that it is powerful enough to distinguish elements up to bisimilarity, i.e. logical equivalence w.r.t. L F coincides with bisimilarity. 3.1. De nition. We de ne the set Mod 3.2. De nition. Let (S; ) be an F-coalgebra. ktr(')k S = k2tr(')k S G = ktr G (2')k S G ; '] ] S G = fU S j 9u 2 U : u 2 '] ] S g = fU S j 9u 2 U : u 2 ktr(')k S g = P(S) n P(S n ktr(')k S ) = k:2(:tr('))k S G = ktr G ( ')k S G : G = T 1 T 2 : Let 2 Mod The language L F is usually less expressive than L F . For instance, let F = P(F C ) where C is a countable set. Then we cannot give a formula ' where F 0 is the functor that is constructed as F but only using the nite power set functor instead of the power set functor. An
F-coalgebra (S; ) is called image-nite if, for each s 2 S, (s) 2 F(S) is image-nite.
For the preceeding lemma we need a formula G 
that can be constructed for G F and some image-nite t 2 G(S) such that (S; ); t G G (t).
3.11. De nition. Let G F and t 2 G(S) be image-nite. We de ne the formula G (t) 2 Mod Proof. by induction on G.
Assume we have image-nite F-coalgebras (S; ) and (S 0 ; 0 ). The following lemma gives a formula G (t; t 0 ) for some G F that distinguishes elements t 2 G(S) and t 0 2 G(S 0 ) with t 6 G t 0 (cf. Def- Proof. By induction on G: G = F C : We set G (t; t 0 ) := t 2 C: G = Id : Since t 6 G t 0 (and therefore t 6 t 0 ) there exists some ' 2 L F with (S; ); t ' and (S 0 ; 0 ); t 0 3 '. We set G (t; t 0 ) := '. G = P(Id) : Assume that there is some x 2 t such that for all y i 2 t 0 := fy 1 ; : : : ; y n g we have x 6 y i . Hence we nd formulas ' i 2 L F with (S; ); x ' i and (S 0 ; 0 ); y i 3 ' i . We set G (t; t 0 ) := ( V n i=1 ' i ). In case there exists some y 2 t 0 such that for all x j 2 t = fx 1 ; : : : ; x m g we have x j 6 y we obtain formulas ' j 2 L F with (S; ); x j ' j and (S 0 ; 0 ); y 3 ' j . We put G = E)T : There exists some e 2 E with e (t) 6 T e (t 0 ) and thus we set G (t; t 0 ) := e T ? e (t); e (t 0 ) . G = P(T) : Assume that there is some x 2 t such that, for all y i 2 t 0 = fy 1 ; : : : ; y n g, we have x 6 T y i . Hence, for each 1 i n, we obtain some T (x; y i ) = mod i (' i1 ; : : : ; ' ik i ) with (S; ); x T T (x; y i ) and (S 0 ; 0 ); y i 3 T T (x; y i ): We dene G (t; t 0 ) := ? V n i=1 mod i (' 11 ; : : : ; ' nkn ). The case that there exists some y 2 t 0 such that x 6 T y for all x 2 t is treated analogously.
3.14. Proposition. Let (S; ) and (S 0 ; 0 ) be image-nite F- It is not surprising that we need to assume the coalgebras in Proposition 3.14 to be image-nite. This restriction is already needed for the analogous result in the case of Kripke-structures. 4.4. Example (1.3. continued). In case our models are Kripkestructures we deal with a functor F = P(Id) f0; 1g AtProp . In order to state the calculus`for this functor we rst derive the axioms and rules`G for the subfunctors G of F. Up to the last clause, this is exactly the complete calculus known from modal logic for Kripke-structures (cf. e.g. Gol87, Pop94] 
Conclusion
The present approach shows how to generalize both modal logic for Kripke-structures (see e.g. Gol87, Pop94]) and modal languages for coalgebras that represent deterministic systems (cf. Kur98b, R o 98]). We introduced a method that, for a given functor F, derives a language L F in order to describe the corresponding coalgebras. The modal operators used in L F seem to be rather complex since in general they might be of an arbitrary nite arity. Using a simpler language (cf. Jac99]) could possibly be of greater interest for specifying and verifying systems. But then one would have to pay the price of a reduced expressiveness: bisimilarity would probably not equal logical equivalence. For application purposes, it might be of interest to built di erent modal operators, e.g. for modelling the methods of an object by one single modal operator. The inductive structure makes that rather easy. For instance, in cases G = T 1 T 2 and G = T 1 + T 2 in De nition 2.1 then one would use the product of Mod T 1 and Mod T 2 instead of their coproduct. In a similar way, one probably could also built modal operator capturing the whole structure of F: this would then correspond to the coalgebraic logic presented in Mos99] .
It might also be of interest whether a (possibly simpler) language can distinguish elements up to similarity (cf. Bal99]) or weak bisimilarity. Another option of altering the language is to add alwaysand pasttime-operators (cf. Jac99]) in order to gain more expressiveness. Even more general, one could add arbitrary xed points to the language as done in the modal -calculus (cf. Sti96]) and possibly derive a generalization of the modal -calculus for a coalgebraic setting.
For polynomial functors without the power set functor, the language L F coincides with the language for coalgebras given in R o 99]. Underlying functors in R o 99] are so-called datafunctors, i.e. they are constructed as polynomial functors without the power set functor but also using least and greatest xed points in the functor. Thus, one can for instance describe coalgebras on streams. For the sake of simplicity, here these further construction principles for the functor are omitted. They could, however, easily be added in order to extend the present approach.
