The pure entangled state is of vital importance in the field of quantum information. The process of asymptotically extracting pure entangled states from many copies of mixed states via local operations Inform. Theory, 56, 4085 (2010)], shows that this conjecture holds when both matrices A and B are normal. In this paper, we prove that the conjecture holds when one of matrices A and B is normal and the other one is arbitrary. Our work makes solid progress towards this conjecture and thus the distillability problem.
The entanglement is a fundamental resource in the field of quantum information [1] . It is of great importance for superdense coding [2] , teleportation [3] , quantum computing [4] , and cryptography [5] , [6] . Although some mixed states can be used directly [7] , pure entangled states play an essential role in most quantum-information tasks [8] , [9] . Obviously, there is no pure state in nature due to the inevitable decoherence between the state and environment.
Therefore, asymptotically converting initially bipartite entangled mixed states into bipartite pure entangled states under local operations and classical communications (LOCC) is a key step in quantum information processing. The above-mentioned conversion is also known as entanglement distillation. It is natural to ask whether all entangled states can be distilled. It is also famously known as the distillability problem. A bound entangled state of a bipartite system is one which cannot be distilled. The phenomenon of bound entanglement lies in the centre of entanglement theory. Therefore, the distillability problem has been a main open problem in entanglement theory for a long time.
In order to describe the distillability problem explicitly, we first introduce the basic mathematical preliminaries for quantum information theory. Mathematically, any quantum state can be described by a positive semidefinite Hermitian matrix of trace one 1 , namely the density matrix or density operator [1] . If the rank of density matrix is one, then we refer to it as a pure state.
Otherwise, we call it a mixed state. For the composite system, the N -partite Hilbert space is described by the tensor space
1 The condition of trace one is required for explaining quantum states by the hypothesis of quantum physics. For conveniently treating mathematical problems in quantum information such as the distillability problem, we may omit the condition unless stated otherwise.
where each H i is a Hilbert space corresponding to the i-th system. The N -partite quantum state ρ is a positive semidefinite Hermitian operator acting on the space H 1 ⊗ H 2 ⊗ · · · ⊗ H N .
Specifically, ρ is said to be separable if it admits the following decomposition:
i , . . . , x
i , . . . , x (N )
where p i > 0 and L > 0 Otherwise, the state is said to be entangled. It is NP-hard to to check whether a given state is entangled despite of progress in the past decades [10] [11] [12] [13] .
The maximally entangled state is a bipartite pure state which can be brought by a local change of basis to the state
Here the local change of basis corresponds to the invertible local operator A 1 ⊗A 2 . The maximally entangled state can be used for transmitting qubits by means of teleportation [5] . However, there do not exist pure and maximally entangled states naturally. Therefore, the idea of asymptotically or explicitly converting mixed entangled states into maximally entangled states by using LOCC has been introduced by Bennett et al. [14] , [15] , Deutsch et al. [16] , and Gisin [17] . It has been a central topic in quantum information theory so far [18] , [19] . It is known that the entanglement distillation is equivalent to extracting maximally entangled states from mixed entangled states.
Now we can present the formal description of distillability as follows: Definition 1. ρ is said to be K-distillable or K-copy distillable if K copies of ρ can be transformed arbitrarily close to |Φ max via LOOC, that is
Otherwise, it is said to be K-undistillable or K-copy undistillable. ρ is said to be distillable if it is K-distillable for some number K. Otherwise, it is said to be undistillable or bound entangled.
Based on the above definition, in order to determine whether a given state is distillable, we need to consider all possible kinds of LOCC. This is a hopeless task in realistic situation.
Fortunately, Horodecki et al. [20] has constructed an equivalent definition of distillability. It turns the distillation problem to a precisely stated mathematical result. 
To understand the theorem, we explain the Schmidt rank and notation Γ, respectively.
First, for any pure state |φ ∈ H 1 ⊗H 2 , there exist orthonormal sets {|u 1 , |u 2 , . . . , |u R } ⊂ H 1 and {|v 1 , |v 2 , . . . , |v R } ⊂ H 2 such that
This decomposition is called the Schmidt decomposition of |φ and R is called the Schmidt rank of |φ . Next we assume that dim H 1 = M and dim H 2 = N . Denote by E ij the M × M matrix whose elements are all zero, except that the (i, j)-th entry is one. Hence, any given state ρ can be represented by ρ = i,j E ij ⊗ ρ ij , where ρ ij are operators acting on the Hilbert space H 2 .
The partial transpose of ρ is defined by
From now on, we use Theorem 2 as the definition of distillability. [29] , [33] , 2 ⊗ N NPT states [25] , and M ⊗N NPT states of rank at most max{M, N } [31] , [33] have been proven to be distillable. In Ref.
[32], the authors proved that rank-four and two-qutrit NPT bipartite states are distillable. Moreover, it has been shown in Ref. [24] that all NPT bipartite states can be locally converted into the NPT Werner states. Hence, it suffices to consider the distillability problem of Werner states on
The state is defined as
where α ∈ [−1, 1]. The following results divide the Werner states into three different cases.
Proposition 3 (D. P. DiVincenzo et al. [24] , [25] , [34] , [35] .
Hence to investigate the distillability problem, it suffices to consider case (c). We need investigate
) is K-undistillable, then the states ρ W (α),
, are K-undistillable [24] . So we only consider the distillability of ρ w (
2
). Nevertheless it is widely believed that ρ w (
) is not distillable [24] , [25] , [36] . Some equivalent formulations and evidence for the validity of the distillability problem are provided in Ref. [37] .
In this paper we investigate the 2-distillability of Werner states in
Ref. [21] that these states are two-undistillable if and only if the following conjecture holds.
Conjecture 4.
Let σ i (X) be the i-th largest singular value of X. Then
Here X d denotes the set of matrices X = A ⊗ I + I ⊗ B which satisfies the conditions Tr(A) = Tr(B) = 0, and
One can show that Conjecture 4 is a special case of the following general conjecture.
Conjecture 5.
Existing results on Conjecture's 4 and 5 can be summarized in the following three theorems.
Chen [38] ). The following five statements are equivalent:
1) Conjecture 4 (also Conjecture 5) holds.
2) Conjecture 4 (also Conjecture 5) holds when X is replaced by X , X or X † .
3) Conjecture 4 (also Conjecture 5) holds when X is replaced by any matrix locally unitarily similar to X. 
2) One of matrices A and B is normal and the other one is unitarily similar to
Theorem 8 (Ł Pankowski, M. Piani, M. Horodecki, & P. Horodecki [21] ). Conjecture 5 holds when both matrices A and B are normal.
We claim that Theorem 8 is equivalent to the following corollary. Denote
Then
Although extensively numerical tests have demonstrated the validness of Conjecture 4 and 5 (see Fig. 1 ), they have been open problems since the last progress was made in 2010 [21] .
We investigate Conjecture 5 in this paper. Our main result is as follows, and will be proven in Sections III.
Theorem 10. Conjecture 5 holds when one of matrices A, B ∈ C d×d is normal and the other one is arbitrary.
It is obvious that our work leads to significant progress on Conjecture 5 (so, also Conjecture 4), as well as towards the distillability problem. If we relax the condition on the square sum of the norms of A and B, Theorem 10 reduces to the following result. 
and let σ i (X) be the i-th largest singular value of X. Then
Actually, the upper bound in Theorem 10 is attainable. For example, Let
and
where
Hence, we have the following results.
Theorem 12.
Denote by X
d the subset of X where one of A and B is normal. Then
Corollary 13. Let X
d be the set of matrices A ⊗ I + I ⊗ B with A, B traceless and one of A and B normal. Then
The rest of the paper is organized as follows. In Section II, we will introduce some necessary mathematical notations and the background of optimization theory. In particular, we provide two useful lemmas which will be used in the proof of our main result repeatedly. In Section III, the proof of our main result is provided, that is, prove the validness of Conjecture 5 when A is normal. Finally, some concluding remarks are given in Section IV.
II. PRELIMINARIES

A. Mathematical Notations
Let us first introduce some mathematical notations. We refer to C d×d , R d×d , and H d×d as the d × d complex matrices, real matrices, and Hermitian matrices, respectively.
To be clearly, hereafter in this paper, we use the capital letters to indicate the matrices, for example, A ∈ C d×d . On the other hand, we use the bold lowercase letters to indicate the vectors, for example, a ∈ C d . In particular, throughout this paper, we use e i , i = 1, . . . , d to indicate the
is, e i is the vector whose i-th entry is one and all the others are zeros.
By convention, a i is denoted as the i-th entry of the vector a and a ij the (i, j)-th entry of the matrix A.
For any matrix A = (a ij ) ∈ C d×d , we use A F to denote the Frobenius Norm :
Another important operator for matrices is the trace operator :
In addition, we have the relation:
where A For a vector a ∈ C d , we use a to denote the Euclidean norm, that is,
Throughout this paper, we use I to denote the identity operator. In particular, I d indicates the identity operator of order d. If no other specified, the order of I should match the operations in context.
Given two matrices A = (a ij ) and B = (b ij ) in C d×d , the tensor product (Kronecker product [39] ) is defined as
For any two Hilbert spaces H 1 and H 2 , the tensor space is defied by
In addition, the direct sum A ⊕ B is defined as
for any two given square matrices.
For any matrix A, denote by λ i (A) and σ i (A) the i-th largest eigenvalue and singular value of A, respectively. For any two matrices X and Y , we say X is unitarily similar to Y , i.e., X ∼ Y , when there exists a unitary operator U such that X = U Y U † . In particular, in the composite system H 1 ⊗ H 2 , X is said to be locally unitarily similar to Y if there exist unitary operators U and V acting on H 1 and H 2 , respectively, such that
, where X and Y are the operators acting on H 1 ⊗ H 2 .
Let P denotes the set of all matrices which is locally unitarily similar to
where each B i is either an 1 × 1 or 2 × 2 matrix and
As for the singular values, there exists a well-known Weyl's inequality.
Lemma 14 (Weyl's inequality [40] ). Let A and B are two matrices in C d×d . Then
for all 1 i, j d, i + j d. In particular,
B. Supporting Lemmas in Optimization Theory
Our developments in the next section will be heavily relied on the optimization theory. Given a function f , the maximization problem with linear and quadratic constraints can be formulated
where c i ∈ R N , x ∈ R N , W ∈ R N ×N , and r ∈ R. Here f is usually called the objective function which is desired to be maximized.
In particular, the quadratic constraints in this paper always appear as the following form:
That is, W is a positive diagonal matrix. Moreover, the objective function f is always continuous differentiable and degree-2 homogeneous. Recall that, a function f (x) with x ∈ R N is degree-k
In addition, we say that a vector x is a feasible point of the optimization problem (32) if it satisfies all the constraints of the optimization problem, i.e., the linear and quadratic constraints in (32).
The set S is said to be feasible set of the optimization problem if it is the set of all feasible points. In particular, the optimal solution of the optimization problem is the one at which the objective function achieves its maximal value.
One should be noted that for a specific optimization problem, there may exist many different optimal solutions. Moreover, the optimization problem (32) can be written in the following form:
Denote by L the Lagrange function
where µ = (µ 1 , µ 2 , . . . , µ m ) ∈ R m and ν ∈ R. Then we have the well-known KKT condition for the optimization problem.
Lemma 15 (First order KKT condition [41] ). Suppose the optimization problem is defined by (32) with Lagrange function defined by (36) . If x * is a optimized solution to the problem, then there exist µ * i ∈ R and ν * ∈ R such that
that is,
The following two lemmas about the necessary conditions of the optimization problem are useful.
Lemma 16. Suppose f (x) is a degree-two homogeneous function where x ∈ R N . The optimization problem is defined as follows:
, and ω i > 0. Denote by S the feasible set of the optimization problem. Let (x * , y * ) be an optimal solution. Then
where η = max{
Lemma 17. Suppose the optimization problem is defined as follows:
homogeneous and f (x 0 ) > 0 for some feasible point x 0 . Then, the maximal value of the objective function f is achieved only when
For the sake of conciseness, we move the proofs of the above lemmas to Sections A and B, respectively.
III. PROOF OF THE MAIN RESULT
In this section, we will prove our main result Theorem 10, that is, the validity of Conjecture 5 when one of A and B is normal and the other is arbitrary. With a locally unitary similarity, we can assume that A is diagonal. Therefore, in the following development of this section we always assume that
Thus, X can be written as a direct sum
In order to prove Theorem 10, we prove the following theorem first, which can be regarded as the real version of Theorem 10.
Theorem 18. Conjecture 5 holds when
Note that the set of singular values of X consists of all the singular values of each block
Then the problem of proving Theorem 18 naturally split into two different cases:
Case 1 : the largest two singular values of X come from the same block, say a 1 I + B;
Case 2 : the largest two singular values of X come from two different blocks, say a 1 I + B and
In the following we discuss these two cases separately.
A. Case 1: the Largest Two Singular Values of X Come From the Same Block
We have the following result for this case.
Denote by φ and ψ the two unit eigenvectors (up to a phase multiplication) associated with the first and second largest eigenvalues of a 1 (B + B ) + BB , respectively. With an orthogonal similarity, we can assume that φ = e 1 and ψ = e 2 , i.e., replace B with U BU by some orthogonal operator U . Hence,
= 2a
Consider A and diag(B), they are both normal and traceless, by Corollary 9, we have
Therefore, by (51), we have
which completes our proof.
B. Case 2: the Largest Two Singular Values of X Come From Two Different Blocks
We shall consider the case when B ∈ P first, where B is the direct sum of blocks of at most dimension two. After that, we can extend this result to the general B.
Recall that if B ∈ P, then B is the direct sum of several square matrices, i.e.,
Lemma 20. Suppose X = A ⊗ I + I ⊗ B with A, B ∈ R d×d (d 4), Tr(A) = Tr(B) = 0, a 2 , . . . , a d ) and B ∈ P. If the largest two singular values of X come from two different blocks, i.e.,
Proof. Lemma 20 is proved in Appendix C.
Now we extend Lemma 20 to general B.
, and A = diag(a 1 , a 2 , . . . , a d ). If the largest two singular values of X come from two different blocks, i.e.,
Proof. Let
. Suppose φ and ψ are the unit eigenvectors associated with the largest eigenvalues of Y 1 and Y 2 , respectively. With an orthogonal similarity of B, i.e., replace B with U BU by some orthogonal operator U , we can assume that
Furthermore, applying an orthogonal similarity on B with the first two dimensions kept the same, we can further assume b 1j = 0, j 4, and b 2j = 0, j 5.
Let h = σ
Let
be the set where the parameters are not involved in the objective function h and the related linear constraints. Hence, we can replace b ij ∈ B by 0's and multiply a scalar (denoted as β)
to all the rest variables simultaneously in order to satisfy the related quadratic constraint. It is easy to see that β > 1 if some of b ij ∈ B are nonzero. In this way, the linear constraints are also satisfied and the value of function h is replaced by
since β > 1 and h is a positive degree-2 homogeneous function. We now find another feasible point such that h achieves a greater value. Hence, it suffices to assume
Note that to find the maximal value of h is equivalent to solve the following optimization problem: max h s.t.
Therefore, the original optimization problem (68) is reduced to the following one:
In particular,
It is eay to see that
Note that f (x) is degree-2 homogeneous. Therefore, according to Lemma 16, we have either
or σ 
and then B ∈ P. Hence, Lemma 21 follows directly from Lemma 20.
Theorem 18 can be proved based on Lemmas 19 and 21 as follows.
Proof of Theorem 18. X is a direct sum of d blocks. Then, the set of singular values of X consists of all the singular values of all the different blocks. By Lemma 19, the inequality (9) holds when the largest two singular values of X come from a single block. On the other hand, by Lemma 21, the inequality (9) also holds when the largest two singular values of X come from two different blocks. Hence Theorem 18 follows.
We are now ready to prove Theorem 10.
Proof of Theorem 10. Since A = diag(a 1 , a 2 , . . . , a d ) and thus
Suppose φ i are the two unit eigenvectors of Y corresponding to its largest two eigenvalues. Note that Y is the direct sum of d block matrices, its eigenvalues consist of all the eigenvalues of every block. Moreover, the eigenvectors of Y have the shapes:
where e i , i = 1, . . . , d is the natural basis in C d . In particular, we will have the two different cases up to an index permutation:
(i) φ 1 = e 1 ⊗ y 1 and φ 2 = e 1 ⊗ y 2 ;
(ii) φ 1 = e 1 ⊗ y 1 and φ 2 = e 2 ⊗ y 2 .
In case (i): we have y 1 , y 2 = 0. Hence, there exists a unitary operator U such that
In case (ii): we can find a unitary operator U 1 such that
where c 1 , c 2 ∈ C. Suppose
and let
Then U (y 1 , y 2 ) = (e 1 , e iθ 1 (r 1 e 1 + r 2 e 2 )),
where U = U 2 U 1 . Note that if x is an eigenvector of a Hermitian matrix, then e iθ x is also the eigenvector corresponding to the same eigenvalue. So, if we replace B by U BU † , then e 1 and r 1 e 1 + r 2 e 2 are the two eigenvectors of Y associated with its largest two eigenvalues and these two eigenvectors are real.
Therefore, we can denote by φ i ∈ R d 2 (i = 1, 2) the unit eigenvectors of Y associated with its largest two eigenvalues, which are real. Then
There
Since σ 2 i (X) 0, φ i ∈ R d 2 , and X 1 , X 2 ∈ R d 2 ×d 2 , we have
Moreover,
Thus, we have
Note that
which also satisfies the conditions:
Then we have by Theorem 18
which gives
Similarly,
Therefore, by (92), we have
i.e., (9) holds.
IV. CONCLUSION
We have studied Conjecture 5 related to the entanglement distillability problem, one of the fundamental problems in quantum information theory. In Refs. [21] , [38] , this conjecture is Before proving Lemma 16, the following result is needed.
where a i , x i ∈ R and b i > 0. Then for any nonzero
Proof. Denote by c = (
, and C = diag(c).
where y = Cx.
Proof of Lemma 16.
Without the loss of generality, we can assume η = ξ 1 w 1
. Then we must have
since the value ηr can be achieved at x = 0, y 1 = √ r √ w 1 and y i = 0, i 2.
We prove this lemma by contradiction.
Assume that result of Lemma 16, i.e., (40) does not hold:
By the quadratic constraint of the optimization problem (39), we must have
If
According to Lemma 22, we have
which contradicts (122).
Hence, we assume r 1 > 0. Define the function
Note that (128) guarantees the condition
Obviously, (tx * , α t y * ) also satisfy the linear constraints:
So, (tx * , α t y * ) is also a feasible point of the optimization problem (39) . Specifically,
If the coefficient β 1 is positive, then h(t) is strictly increasing with respect to t when t 0. Let
Further, we have that h(t 0 ) > h(1) = ζ. In other words, the objective function of the optimization problem (39) reaches a greater value at (tx * , α t y * ), which contradicts (120).
On the other hand, if the coefficient β 1 is non-positive, then h(t) is monotonously decreasing (maybe constant) with respect to t when t 0. We have,
where the last inequality follows from Lemma 22.
However, (134) contradicts our assumption (122).
To sum up, we can conclude that
APPENDIX B
PROOF OF LEMMA 17
Proof of Lemma 17. Suppose the feasible point (x * , y * ) is an optimal solution of the optimization problem (41) , that is,
Assume y * i , i = 1, . . . , M are not all equal. Specifically, let
Suppose y * 1 < y * 2 ( proof for y * 1 > y * 2 is the same by exchanging the symbols). Note that
Hence the following inequality holds
If we replace (y *
Hence,
In order to satisfy all the constraints of the optimization problem (41), we can multiply a positive constant β, which is larger than 1, to all the parameters. That is, replace x * by βx * and
Hence, we have
In addition, c, βx
Therefore, combine (144) and (146), we can know that (βx * , β(y * 1 + t), β(y * 2 − t), βy * 3 , . . . , βy * M ) is also a feasible point. However,
where the last inequality comes from f (x * ) f (x 0 ) > 0. This is a contradiction to (136), then the assumption (137) does not hold. Therefore, f achieves the maximal value only when y i are all equal.
APPENDIX C PROOF OF LEMMA 20
We prove Lemma 20 in this appendix.
we shall consider two different cases, say
2) σ 1 (X) = σ 1 (a 1 I + B 1 ) and σ 2 (X) = σ 1 (a 2 I + B 1 ).
We consider Case 1) first.
Proof. We have σ
Our proof completes.
We then consider Case 2). First of all, we can prove that σ 
Then σ 
If dim(B 1 ) = 2, let
Let y be the list of variables consisting of all the off-diagonal entries of B i , i 2. Next, define
It is obvious that f is positive degree-two homogeneous. In order to maximize f , it is equivalent to solve the following optimization problem:
It follows that
According to Lemma 16, we have either
or f (x) achieves the maximal value only when y = 0, i.e., B i , i 2 are all diagonal. However, f (x) is always positive, that is (160) cannot hold. Hence, our proof completes.
then σ 2 1 (X) + σ 2 2 (X) achieves the maximal value only when
Proof. We first prove (163) is necessary for maximizing σ
and 27 As in (156), we define
Similarly, we know that f (x) is a positive degree-two homogeneous function.
Then, to maximize f (x) is equivalent to solve the following optimization problem:
According to Lemma 17, f (x) achieves the maximal value only when (163) holds.
Similarly, we can prove f (x) achieves the maximal value only when Eq. 
. Let A and B be defined as in (169) and (170), respectively. If
Proof. Denote by φ ∈ R 2 and ψ ∈ R 2 the unit eigenvectors corresponding to the largest eigenvalues of (a 1 I 2 + B 1 )(a 1 I 2 + B 1 ) and (a 2 I 2 + B 1 )(a 1 I 2 + B 1 ) , respectively. With a locally orthogonal similarity, we can assume that
A simple calculation yields
If n = 0, we have
where the inequality (182b) comes from Lemma 9.
Hence, we can assume that n = 0. Next, maximize h(t) with respect to t. Solve
we have
We can further assume that n > 0, otherwise changing the signs of b 12 and b 21 by an orthogonal similarity on B. Then the value of h(t) at t = −m+ √ m 2 +n 2 n is greater than that at t =
Therefore, the maximal value of h(t) will be achieved at one of the following points:
Consider case (i): t = +∞, we have
Consider the case (ii):
. For simplicity, we still use h to indicate σ
and so
The conditions Tr(A) = Tr(B) = 0 lead to
In order to get rid off the linear constraints, apply the change of the variables:
Hence, we have 
Then to maximize σ 2 1 (X) + σ 2 2 (X) is equivalent to solve the following optimization problem:
where h(x, y, z, w, p, q) = σ
We can prove that h achieves the maximal value only when w = x. Consider the KKT condition of (197), we have
where µ is the Lagrange multiplier. It is unlikely that µ = 0 in the optimization problem (197).
In fact, the KKT condition implies that
In particular, we have 
Let ϕ = (x, y, z, w, p, q) .
Multiply ψ to the l.h.s of (203), we have
The simple calculation gives that
Note that h represents the square sum of the largest two singular values of X, it is always positive. Hence, by (212) and (213),
Therefore, by (201), (202), (209), and (214), we have
Therefore, the optimization problem (197) is equivalent to max h(x, y, z, p, q) 
In the following steps, we consider this optimization problem with different cases:
(1) pq = 0, 
That is b 12 = b 21 . B is then symmetric and thus normal.
In either case, A and B are both normal and f still represents σ 
Next, consider the case (2): p, q = 0.
Here we apply an inequality
to h(v). That is h(v) g(v) = 2(
Consider the KKT condition of the optimization problem:
We have
Since p, q = 0, and ∆ > 0, the following condition is necessary for g(v) reaching the maximal value:
Assume (230) holds. Therefore, we have
Forward,
Again, we can apply Lemma 16 to simplify the optimization problem (227). Let x = (u, y, z) , y = (p, q) , c = (0, 0, 0) , 
Hence, η = max{
To maximize g(v) is equivalent the solve the following optimization problem:
Therefore, by Lemma 16, the maximal value of g is achieved only when y = 0 (i.e., p = q = 0)
For the former case, i.e., p = q = 0, we have the result that g = h = σ 
is proved in case (1).
The latter case leads directly to max σ 
This completes our proof.
If dim(B 1 ) = 1 then Lemmas 24 implies that B is diagonal and so it is normal. Consequently, by Theorem 8, we have σ 
Now it is straightforward to have Lemma 20 by combining Lemmas 23 and 27.
