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- 1 -
RESUME 
Ce. doc.ume.nt e.xa.mi.ne. c.e.Jz.taineJ.J rné.thodeJ.J de. nuofution deJ.J pnobfèrne.J.J 
d' ondonnanc.e.rne.nt qld. 6ont -6lUte. aux .:tfl.a.va.ux du Voc.te.uJt SAUVAN -6Ufl. fu c.onc.e.ption de. 
rna.c.hineJ.J -6~rnuia.nt fe. 6onc.tionne.rne.nt du c.e.nve.a.u humain fofl.-6 de. fa Jté.-6oiution de. pno-
bfèrne.J.J ha.ute.rne.nt c.ornb~na.to~Jte.-6. 
Apnè-6 a.vo~Jt e.xpo-6 é feJ.J p~nupe.J.J c.ormrun-6 à touteJ.J c.eJ.J rna.c.hine.J.J , il 
UudLe. f' op.ti.rna.te.Wt de. fa. -6 oué.té. CYBCO e.t fe. c.ornb~nate.un optimLo ant de. fa. SNCF. Le. 
rné.c.~rne. de. c.eJ.J rna.iline.J.J eJ.Jt e.xpo-6é. 1 à fa. 6o~ -60U-6 t'angle. 
- de. fu Jté.-6 ofu.ti.on de. -6 oU-6- pnobfèrne.J.J à de.ux v~a.bfeJ.J 1 
2 - de. fa. ne.c.ornb~nw on deJ.J -6 ofu.ti.on-6 obte.nue.J.J poUf!. dé.;te..tr..rn{_ne.n une. -6 oiution du pno-
bfèrne. à N v~a.bfeJ.J ( N > 2) . 
En6~n da.n-6 une. de.Jl.Mène. pcvr.;t;_e. 1 -6ont pnue.nté.eJ.> feJ.J -6oiution-6 de. dLve.M 
pnobfèrne.-6 .:tfl.aité.-6 pa.Jt c.eJ.J rna.c.~ne.J.J e.t pM deJ.J rné.thodeJ.J fog~ue.UeJ.J .:tJta.dLtionne.UeJ.J 1 
pt.U-6 ieJ.J Jté.-6 uR..:ta:t6 obte.YLU-6 -6 ont c.ornpa.Jté.-6. 

- 3 -
INTROVUCTION 
NoU6 avon6 U.6atjé au. c.oWL6 de c.e;t;te é:t.ude, de déCJUJr..e e;t d' évaf.ue.tt 
.tv., mailinv., appe.téu " Ca.tc.u..ta.teWL6 SpéuaLLo é.6 " c.onç.u.v., dan-6 .te bu.:t de .tté.6 ou.d.tte 
.tv., p.ttob.tèmu d' o.ttdonnanc.emen-t hautement c.omb..i.na.to.UC.v., devan:t .tuqu.e.t-6 .tv., o.ttcü.na-
:teWL6 .tv., p.tU6 pe.ttf,ec..:ti..onné-6 .ttu:ten.t ..i.mpu...i.Man:t-6. Cv., mailinv., t.LtUi..6en:t u.ne mé:thode 
o.tt..i.g..i.na.te qu...i. c.on6..i..ô:te à .6..i.mu..te.tt .te f,onc.tionnemen:t du. c.e.ttveau. hu.mcU.n .toM de .ta .tté.6o-
.tu.tion d'un p.ttob.tème c.omp.texe. 
La p.ttemiè.tte pu.blic.ation .ttemon:te à 19 53 .toMqu.e .te Voc.:teu..tt SAUVAN p.tté-
.6en-ta u.ne c.ommu.n..i.c.ation .6u.Jt .te :thème : Mailine de .6..i.mu..tation du. p.ttoc.U.6U6 ..i.n.telligen:t 
[ 1 J. Le Voc.:teu..tt SAUVAN, .6péuaLLo:te de »eu..tto.tog..i.e, a ~ .t 1 hypo:thè..ôe qu.e .te c.e.ttveau. 
déc.ompo.6e u.n p.ttob.tème c.omp.texe à N c.ompo.6an.tU en .6oU6-p.ttob.tèmu à Z ou. 3 c.ompo.6an-
:tv.,, qu'il .tté.6ou.d .6..i.mu.Uanémen-t .tv., d..i.f,f,é.tten:t6 .6oU6-p.ttob.tèmv., e:t qu.'eMci:te ..i..t .ttec.om-
po.6e :tou.:tv., .tv., .6o.tu.tion6 ob:tenu.u pou..tt pa.ttveYl.bt à .ta .6o.tu.tion du. p.ttob.tlme ..i.n.U..i.a.t. 
En 1961, .te Voc.:teu..tt SAUVAN dépo.6a un p.ttemie.tt b.tteve:t [ZJ qu...i. c.ondu...i..6..i.:t 
en 196 4 à .ta c.oM:t.ttu.c.tion d'une mailine .tté-6 o.tvan-t dv., p.ttob.tèmv., à deux c.ompo.6 an.tv., 1 
pu...i.-6 d'une mailine .tté.6o.tvan:t dv., p.ttob.tèmv., à 3 c.ompo.6an.te.6 e:t d«-6tinée à c.a.tc.u..te.tt .ta 
:tJr.a.jec.:tobte optimale de bomba.ttcü.eM vo.tan.t à ba.6.6e a.tti:tu.de1 e:t enf,..i.n, en 7965 à .ta 
c.oM:t.ttu.c..:ti..o» d' u.ne mailine pou..tt de-6 p.ttob.tème-6 à 6 c.ompo.6 an.te-6. 
En 1910 1 u.n p.tto:to:type de " .6..i.mu..ta:teu..tt de mou.vemen:t6 de :tJc..aj_n.6 pou..tt 
.t' é:tu.de de p.ttob.tème-6 c.omb..i.na.tobc.e-6 f,eMov..i.cU.tte-6 " a é:té liv.tté au. Se.ttv..i.c.e de .ta Rec.he.tt-
c.he de .ta SNCF pa.tt .ta SNECMA. Ce p.tto:to:type pe.ttme;t;ta..i.:t de .tté.6ou.d.tte de-6 p.ttob.tèmv., à 6 
c.ompo.6an.te.6 mcU.6 ..i..t a du. ê:t.tte abandonné à c.aU6 e de .6 e.6 lim..i.:ta.t;.i_on.6. 
En.6u...i.:te, deux équ...i.pe-6 de .ttec.he.ttc.he 1 .t' u.ne appa.tt:te»an.t à fu SocJ..Ué 
CYBC 01 .t 1 au.:t.tte à .ta SNCF 1 .6 '..i.n6 p.UC.en:t de c.v., :t.ttavaux en vu.e de metifr..e au. po..i.nt une 
mac.h..i.ne qu<- pu...i.-6.6 e appo.lt:te.tt u.ne .6 ofution en :temp.6 .ttée.t aux p.ttob.tème-6 d' o.ttdo»nanc.emen.t 
r:lan.6 .te..ôqu.w ..i.n.te.ttv..i.en.t u.n g.ttand nomb.tte de c.ompo.6ante.6. C' e.6:t à .ta .6u...i.:te de-6 .ttec.he.tt-
c.he-6 de c.e-6 deux _équ...i.pe-6 qu.e .6e p.tac.en-t no.6 :t.ttavau.x. 
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La.J.Joué.:té. CYBCO, c.on6 .. tLtué.e. e.n 1972 da.n.-6 fe. bld: d'e.xpfodVt fu 
pJz.e.vw SAUVAN, Jz.é.a.Li..-ôe. e.n 1973 une. ma.c.hine. Jz.ûofva.n..t de.-6 pJz.obfèmu à de.ux c.ompo-
J.Ja.n..te.-6 e..t a.ppe.fé.e. " op.ti.ma..te.UJz. ", de. c.onc.e.p.ü.on be.a.uc.oup piu-6 fé.gèJr.e. que. .told:e.-6 fe.-6 
ma.c.hine.-6 pJz.é.c.é.de.mme.n..t c.on.6.tluU.tu. Ce..t op.ti.ma..te.UJz. 6ld: ..i.n6.ta.Ué pe.nda.n..t que.ique.-6 mo..i.-6 
da.n.-6 fe. Ce.n..t:Jz.e. de. Ca.fc.uf de. f' Ec.ofe. de.-6 Minu de. Sain..t-E.ti.e.n.ne., c.e. qui pVtm..i..t d'une. 
pM.t de. fe. .te.-6.te.Jz. e..t d' a.u:t!te. pM.t de. fui a.dj o..i.ndJte. une. pa.Jz..ti.e. fog..i.c.ie.lle. gJtâ.c.e. a.u 
c.oupia.ge. à un oJz.dina..te.UJz. gé.né.Jz.a.f {non -6péeia.fi-6é) en vue. de. .tJz.ai.te.Jz. du pJz.obfèmu 
a.ya.n..t de. nombJz.e.MU c.ompoJ.Ja.n..te.-6. ApJz.è-6 que. fu J.Joc.ié..té. CYBCO e.ld: Jz.e.pw f'op.ti.ma..te.UJz., 
noM a.von.-6 J.J..i.mufé. J.Jon 6onc..ti.onne.me.n..t -6UJz. oJz.dina..te.UJz. a.6..i.n de. poUMuivJz.e. no.:tJr..e. é..tude.. 
Ve. J.Jon c.ô.té., Mon6..i.e.UJz. GENETE, ingé.n.ie.M a.u Se.Jz.v..i.c.e. de. fu Re.c.he.Jz.c.he. de. 
fu SNCF pJz.ûe.n..ta. e.n 1971 une. .thè-6e. [3] -6M fa. Jz.é.a.fi-6a..ti.on d'une. ma.c.hine. J.Je.Jz.va.n..t à 
Jz.é.g ufMi-6 Vt te. .t:Jz.a.6..i.c. 0 e.Mo v..i.aiJz.e.. C e.tie. ma.c.hine. 0 ld: e.n6 uile. J.J..i.mufé.e. -6 uJz. oJz.dina..te.uJz. 
à fu SNCF e..t .te.-6.tée. -6M du pJz.obfème.-6 d' a.66e.c..ta..ti.on e..t d' oJz.donna.n.c.e.me.n..t. Va.n.-6 fe. c.a.-
dJz.e. de. n.o.t:Jz.e. é.tude., une. J.J..i.mufa..tion. du pJz.inupe. gé.néJz.a.i du 6onc..ti.onne.me.n..t de. c.e. c.a.fc.u-
fate.uJz. a. Ui Jz.éa.fi-6ée. e..t .te.-6.té.e. -6uJz. oJz.dina..te.uJz. à t'Ec.ofe. de.-6 Minu. 
Le. c.ha.pdJz.e. 1 de. c.e..t.te. .thè-6 e. a. poUJz. bu,t de. dé. Mni..Jz. fu pJLobfèmu 
d' oJz.donna.n.c.e.me.n..t e.n .te.mp-6 Jz.é.e.f, de. pJz.é.c..i-6 e.Jz. fu no.tation6, fe.-6 ûaM u de. pJz.obfème.-6 
e..t ru c.Jti.tèJz.e.-6 d' optimi-6a..ti.on c.ouJz.a.mme.n.t Jz.e.nc.on..t:Jz.é.-6. 
V.a.no un J.Je.c.ond c.ha.p..i..t:Jte., noM é..tudion6 fu pJz.inc..ipe.-6 géné.Jz.a.ux du 
c.a.fc.ufa..te.UM -6péeia.Li..-ôé-6, noM mon..t:Jz.on.-6 c.omme.n.t f'..i.dé.e. oJLig..i.na.ie. du Voc..te.uJz. SALIVAN 
a. pu pe.Jz.me..t.t:Jz.e. de. Jz.é-6 oudJte. de.-6 pJz.obfèmu d' oJz.donna.n.c.e.me.n..t e.n -6 e. Jz.a.me.na.n..t à fa. Jz.e.c.he.Jt-
c.he. d'une. .tJLa.je.c..to..i.Jz.e. op.ti.ma.fe. da.n.-6 un e.-6pa.c.e. à N dime.n.-6-é..on.-6 ( N>2 ) • 
NoU-6 .t:Jz.ouvon.-6 a.u c.ha.pdJz.e. 3 fu de.-6 c.Jtip.ü.on de. f' a.fgoJLi.thme. de. f' op.ti.-
mate.uJz. CYBCO qui pe.Jz.me..t de. Jz.uoudJte. de.-6 pJz.obfème.-6 à de.ux c.ompo-6a.n..tu. En.6ude. noM 
e.xpo-6 on.-6 fu di6 6..i.c.uf.tu Jte.nc.on..t:Jz.é.u poUJz. 6 a.iJLe. 6 onc..tionnVt f' op.ti.ma..te.uJz. da.n.-6 c.e.JL-
.tain.-6 c.a.6 de. 6-é..gUJz.e.. En Mn, noM pJz.é.-6 e.n..ton6 fe. fog..i.c.ie.f qui a. du me. c.oupfé. à ta. 
ma.c.hine. CYBCO pouJz. Jz.é.-6 o udJte. fu pJz.obfèmu à N c..ompo-6 a.n..tu. 
Le. qua..t!tième. c.ha.pdJz.é. u.t un e.xpo-6 é. de. f' a.fgoJz.i.thme. pJz.inc.ipa.f du c.om-
b..i.na..te.UJz. SNCF que. noM a.von.-6 J.J..i.mufé. -6 uJz. oJz.dina..te.UJz.. 
En0..i.n, da.n.-6 un dvr..n)_e.Jt c.ha.p..i..t:Jte. noU-6 pJz.ue.n..ton.-6 diveJl-6 Jtuui..ta;to ob.te.-
nU-6 e.n Jz.uofva.n..t c.e.Jz..tain6 pJz.obfèmu d' oJz.donna.nc.e.Me.n-t J.Je.fon fu mé.:thodu de. c.u c.a.f-
c.uia..te.UM -6pé.c.ia.fi-6u e..t J.Je.fon du mé..thodu pUJz.e.me.n.t fog..i.ue.llu. 
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1 - LES PROBLEMES V'ORVONNANCEMENT " TEMPS REEL " 
1 - 1. POSITION VU PROBLEME [ 4J 
Nous appellerons processus une succession de tâches à exécuter. 
Il y a, dans un problème d'ordonnancement, d'une part des contraintes sur l'ordre 
d'exécution des tâches de chaque processus, et d'autre part des contraintes d'ex-
clusion mutuelle entre les exécutions de diverses tâches de certains processus. 
Compte tenu de toutes ces contraintes ainsi que des contraintes de temps puisque cha-
que tâche est de durée définie à l'avance, le problème consiste à déterminer l'ordre 
et la date des débuts d'exécution de chaque tâche. Cet ordre doit être établi en fonc-
tion d'un critère que l'on cherche à minimiser. Il peut être défini comme une permu-
tation (a 1, a 2 , •••••. , an) des entiers (1, 2, •••... , n) où n est le nombre total des 
tâches pour l'ensemble des processus qui entrent dans le problème. 
Nous utiliserons comme synonymes les termes variables et processus, 
nous montrerons sur des exemples pratiques que des trains peuvent être des processus, 
de même que des pièces dont il s'agit d'ordonnancer la fabrication dans un atelier. 
Comme nous allons le voir, les problèmes d'ordonnancement se retrou-
vent dans de nombreux secteurs du monde industriel d'aujourd'hui. De leur résolution 
satisfaisante ou non dépendent souvent la bonne marche de l'entreprise et l'accrois-
sement de la productivité. Malheureusement, ils sont très difficiles à résoudre pour 
les raisons suivantes : 
-ils sont souvent très combinatoires (de nombreux processus sont en jeu), 
- les contraintes ne sont pas toujours connues avec précision, 
-le critère en fonction duquel est déterminé l'ordonnancement, est souvent choisi de 
façon subjective dans un ensemble de critères qui peuvent être contradictoires. 
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1-7-1- O~donnaneement d'atelie~ 
Il s'agit d'organiser au mieux le fonctionnement d'un atelier. Les 
processus sont ici des pièces, l'atelier est constitué de plusieurs machines, cha-
que machine doit exécuter un certain nombre de tâches, chaque tâche étant relative 
à une pièce donnée. Nous savons en outre que : 
- chaque pièce est traitée sur les différentes machines selon un ordre déterminé 
par sa gamme de fabrication, 
- la durée d'exécution de chaque tâche, constituée par le passage d'une pièce sur une 
machine, est connue avec précision à priori. 
Les contraintes de ce problème sont le plus souvent 
- une machine ne peut traiter qu'une pièce à la fois, 
- dès qu'une tâche est commencée sur une machine, elle doit être terminée avant 
qu'une nouvelle tâche ne soit entreprise sur la même machine, 
-dans certains cas, il est nécessaire d'introduire un délai de réemploi d'une ma-
chine entre deux tâches (temps nécessaire au changement d'outil par exemple). 
Le but de l'ordonnancement est de déterminer, pour chaque machine, 
l'ordre dans lequel elle doit usiner les différentes pièces. Cet ordre pourra être 
différent selon le critère en fonction duquel on cherchera la solution optimale, 
faut-il : 
-chercher à minimiser le temps global d'occupation de l'atelier, 
chercher à minimiser les retards de fabrication à la sortie de. 1' atelier, 
- etc ..... . 
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1-1-2- 0Jtdonnanc.e.me.n:t du .tJta.vaux dart).) un oJtd.i..nM.e.UJt muitipJtogJta.mmé 
Aujourd'hui, la plupart des gros ordinateurs partagent leur activité 
entre différents travaux selon diverses méthodes : 
- dans le cas d'un systime à multiprogrammation classique, les processus sont des 
travaux, plusieurs travaux qui résident en mémoire centrale sont en concurrence 
pour obtenir les services de l'unité centrale ou des périphériques. Un problème 
d'ordonnancement se pose pour déterminer l'ordre d'exécution de ces travaux. Deux 
critères différents peuvent également être utilisés pour définir cet ordonnancement: 
optimisation de l'utilisation globale des ressources ou avancement pondéré de l'en-
semble des travau~ 
-dans le cas d'un système "temps réel", chaque processus est réactivé régulièrement 
par une horloge. On dispose alors d'un certain délai pour attribuer l'unité cen-
trale au processus réactivé. L'algorithme le plus couramment utilisé est le 
"shortest deadline first", (priorité au plus court délai), qui alloue 1 'unité cen-
trale au processus dont la fin du délai est la plus rapprochée. L'intérêt de cet 
algorithme a été montré par J. Labetoulle .~5], 
dans le cas d'un système en temps partagé, l'ordonnancement des processus tient 
compte de divers critères pondérés, comme la longueur probable de la tâche qui 
démarre, son temps d'activité passée, etc 
- dans un réseau d'ordinateurs à commutation de paquets, un paquet est un processus 
et son envoi d'un commutateur à un autre est une tâche ; chaque commutateur doit 
décider très rapidement des paquets à envoyer et des lignes à utiliser. Les cri-
tères d 1 optimisation choisis sont les priori tés des paquets et le dé conges tionnement 
du réseau. 
Vu la rapidité d'un ordinateur, toutes ces décisions doivent être pri-
ses dans des temps de l'ordre du centième de seconde et quelquefois moins, ce qui 
montre la nécessité de déterminer très rapidement l'ordonnancement des tâches. 
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1-1-3- P~obièm~ de tnafrie : 
Dans le monde moderne, les problèmes de communications ~rennent chaque 
jour davantage d'importance, les individus ou les groupes d'individus ont de plus en 
plus besoin d'être souvent en contact, de se déplacer, d'échanger des idées. Or, pour 
que ces échanges aient lieu, il faut un support, une infrastructure. Pour répondre 
aux besoins sans cesse grandissants, on est tenté de multiplier les réseaux de com-
munications, ce qui est fort coûteux et conduit à une sous-utilisation des réseaux. 
On peut aussi chercher à organiser le mieux possible l'écoulement du trafic sur les 
réseaux existants, ce qui permet d'accroître les échanges sans augmenter l'infras-
tructure. 
Pour appliquer cette dernière solution, il sera indispensable de pra-
tiquer des ordonnancements. Des améliorations pourront ainsi être apportées dans des 
domaines aussi divers que la régulation du trafic routier, ferroviaire, aérien, ma-
ritime ou téléphonique. 
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1 - 2. MOTATION VANS LE CAS VU PROBLEME V'ORVONNANCEMENT V'ATELIER [6] 
Remarquons que les trois types de problèmes que nous venons d'envi-
sager peuvent se ramener assez facilement à l'ordonnancement d'atelier. En effet, 
l'usinage de pièces sur une machine obéit à des contraintes et à des critères d'op-
timisation, de la même façon que des tâches dans l'unité centrale d'un ordinateur, 
ou que des mobiles sur des portions de routes, de voies ou de couloirs aériens. Dans 
tous les cas, on dispose de ressources limitées sur lesquelles (ou à l'aide desquel-
les), il faut faire évoluer des processus. 
Pour clarifier l'exposé, nous ne parlerons désormais dans ce chapitre 
que d'ordonnancement d'atelier. L'intérêt de cette convention est de pouvoir ainsi 
aborder les problèmes d'ordonnancement de façon très concrète tout en définissant 
une notation précise. 
Nous pouvons dès lors poser le problème de la manière suivante 
" Etant données "n" pièces (ou processus) qui doivent être traitées 
sur "m" machines dans un ordre donné et sous certaines contraintes, quel est, rela-
tivement à un critère donné, l'ordre optimal dans lequel chaque machine traite l'en-
semble des pièces ? " 
Au premier abord, un problème est donc défini par un ensemble de 
données : 
- n pièces P 1 , P 2 , .•.•... , P n, 
- m machines M1, M2 , •••••• ,Mm' 
une pièce Pk et une machine Mt déterminent de façon unique une tâche désignée par 
(Pk, M~) ou plus simplement (k, l). La durée d'exécution de cette tâche est notée 
dk&• ·Chaque processus (fabrication de pièces) se compose d'un certain nombre de 
tâches dont l'ordre est déterminé à l'avance, Cet ordre constitue la gamme de la 
pièce. 
- G(i,j) C signifie que la jè~e machine de la gamme de Pi est M,. 
Conway, Maxwell et Miller [4] caractérisent chaque type de problème 
par un ensemble de valeurs selon la notation suivante 
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où 
- A est le nombre de pièces, 
- B est le nombre de machines, 
- C est le type de gammes de fabrication. On en distingue essentiel-
lement trois : 
. @: toutes les gammes sont identiques (flow-shop). Cela ne veut pas dire que les 
machines traitent nécessairement les pièces dans le même ordre • 
. @: toutes les gammes sont identiques et en outre les machines traitent les pièces 
dans le même ordre • 
. @ : les gammes sont différentes (j ob-shop). 
- D1, n2 , .••••• , Dn ensemble d'hypothèses restrictives ou contraintes 
qui caractérisent le problème d'ordonnancement. 
- E : critère à optimiser. 
Envisageons maintenant de façon plus détaillée les contraintes et les 
critères servant à définir un problème d'ordonnancement. 
-Il -
Les hypothèses restrictives ou contraintes les plus fréquemment ren-
contrées sont les suivantes 
(PI) l'ensemble (9) des pièces est connu et fixé. 
(MI) 1 'ensemble ~) des machines est connu et fixé. 
(P2) toutes les pièces sont disponibles au même instant t O. 
(M2) toutes les machines sont disponibles au même instant t = O. 
(P3) toutes les pièces restent disponibles pendant un temps infini (pas de dates 
exigées). 
(M3) toutes les machines restent disponibles pendant un temps infini (pas de grèves 
ni de pannes). 
(P4) chaque pièce est dans 1 'un des trois états suivants : attendant sa prochaine ma-
chine, en traitement sur une machine, ou ayant quitté la dernière machine de sa 
gamme. 
(M4) chaque machine est dans 1 'un des trois états suivants : attendant la prochaine 
pièce, travaillant sur une pièce ou ayant terminé sa dernière pièce. 
(PS) toutes les pièces sont différentes. 
(MS) toutes les machines sont différentes. 
(P6) toutes les pièces sont également importantes. 
(M6) toutes les machines sont également importantes. 
(P7) chaque pièce passe sur toutes les machines de sa gamme. 
(M7) chaque machine traite toutes les pièces qui lui sont assignées. 
(P8) chaque pièce occupe une seule machine à la fois. 
(M8) chaque machine traite une pièce à la fois. 
(PMI) toutes les durées d'exécution sont connues et fixées (c'est-à-dire indépendan-
tes de l'ordre dans lequel les pièces passent sur les machines ; autrement dit 
pas de durées de réemploi). 
(PM2) toute tâche commencée doit aller jusqu'à son complet achèvement sans être in-
terrompue , (non p réemp ti bi li té) • 
(PM3) les gammes de fabrication sont connues et fixées. 
(PM4) l'ordre de passage des pièces sur chaque machine est connu et fixé. 
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Certaines de ces hypothèses sont beaucoup plus importantes que d'autres. 
(PZ) et (M2) peuvent être rejetées sans que cela ne modifie de manière significative 
le problème posé et donc les méthodes susceptibles de le résoudre. Par contre (PI) 
et (Ml) sont fondamentales car elles font la distinction entre les problèmes stati-
ques (déterministes) et les problèmes dynamiques (stochastiques). 
Trois exemples de caractérisation de problèmes 
Exemple I 
n pièces doivent être fabriquées par une machine. On fait intervenir 
des durées de réemploi. Un tel problème, où l'hypothèse (PMI) n'est pas valide, sera 
décrit par 
n II 1 (PMI) 1 E 
où E est un critère d'optimalité. Ici, les hypothèses relatives aux gammes n'inter-
viennent pas puisque la gamme est un~que. 
C'est typiquement le problème du "voyageur de commerce". 
Exemple 2 
Même problème ma~s avec m machine et des gammes de type G2. On obtient 
nim@ (PMI) lE 
Cette formulation est celle du problème que nous avons désigné plus 
loin sous le nom de "trains au départ". 
Exemple 3 
n tâches, m machines. Toutes les gammes sont différentes. On rejette 
l'hypothèse (PM2) de non préemptibilité.Le critère est une optimisation de moyenne 
pondérée. 
ni ml@ (P6), (PM2) 1 E 
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1-2-2- C!U;tèJtU d' op :ti..~ ilion : 
On peut les classer en c~nq groupes principaux 
- critères basés sur les dates de j:erminaison et les temps de passage. 
- critères basés sur les dates exigées. 
- critères basés sur les notions d'en-cours et de coefficient d'utilisation. 
- critères basés sur les durées de réemploi. 
- critères multiples obtenus en combinant tout ou partie des précédents. 
1-2-2- 7- CJU:tèJtU bcv., é.6 .6 u!t lu da:tu de ;teJ11ni..naJ.-6 on e;t lu ;temp.6 de pct6.6 a.ge : 
Ck = date à laquelle la pièce Pk est disponible (date au plus tôt à partir de laquel-
le elle peut être mise en fabrication). Si l'hypothèse (P2) est admise,CK=o,VK. 
~& temps d'attente de la pièce Pk devant la machine HJ. 
m 
= L: 
e=t 
~ ~f temps d'attente total de Pk. 
m 
L: 
= &=1 
Tk = date de terminaison de Pk. 
Fk = temps total que Pk passe dans l'atelier. 
Il existe des relations élémentaires entre ces grandeurs 
(2) 
Nous pouvons maintenant définir les critères les plus fréquemment 
utilisés : 
(Cl) Minimiser le maximum des dates de terminaison ou encore le temps total d'acti-
vité de l'atelier : T 
max 
= max 
k 
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(C2) Minimiser le maximum des durées de passage 
(C3) Minimiser le maximum des temps d'attente 
F 
max 
A 
max 
=max 
k 
max 
k 
Trois critères portant sur les moyennes pondérées, le coefficient ak 
affecté à la pièce K mesure son importance, si ak = t1 Vk, l'hypothèse (P6) est res-
pectée, sinon elle est rejetée : 
(C4) Minimiser la moyenne pondérée des dates de terminaison 
(CS) Minimiser la moyenne pondérée des durées de passage 
(C6) Minimiser la moyenne pondérée des temps d'attente E 
k 
Les égalités (1) et (2) montrent que les critères (C4), (CS) ,(C6) 
sont équivalents. 
Les critères (Cl) et (C2) sont équivalents si Ck = o,Vk, ce que nous 
supposerons désormais sauf en cas de convention explicite contraire. 
1-2-2-2- CIVUè.JteA bcv., é.6 .o UJt .tu, da;tv., exigé. v., : 
Ces critères imposent le rejet de 1 'hypothèse (P3). 
fK =date exigée pour la fin d'exécution de PK. 
QK = TK - fK' retard algébrique de PK. 
SK = MAX(O,- QK)' avance réelle de PK. 
Les critères utilisés sont alors les suivants 
(C7) 
(CS) 
(C9) 
(CIO) 
(CIl) 
(Cl2) 
minimiser Qmax max {Qk} 
k 
minimiser R max {~} 
max k 
maximiser s = max {Sk} max k 
minimiser E a.k Qk 
k 
minimiser E ~~ k 
maximiser L: a.k 8k · 
k 
On a par définition 
L: 
k 
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Œe qu~ montre que (CIO) est équivalent à (C4), (CS), (C6). 
1-2-2-3- C!U:tèJtu baou .6uJt .tu notioJU d'e.n-c.oWL6 e.:t de. c.oe.66-(.cie.n:t d'u;tiwa;üon 
Il est possible de juger la qualité d'un ordonnancement par l'examen 
attentif de ce qui se passe tout au long du processus de production. On introduit : 
Np(t) 
Na(t) 
Nf(t) 
Wp(t) 
Wa(t) 
Wf(t) 
nombre de pièces terminées à l'instant t' 
nombre de pièces en attente devant une machine à l'instant t 
' 
nombre de pièces en cours de fabrication à l'instant t' 
travail exécuté, a'est-à-dire sonnne des temps d'exécution des t.âches terminées 
à l'instant t, 
travail restant à faire, sonnne de temps d'exécution des tâches restant à effec-
tuer à l'instant t, 
travail en cours, somme des temps des tâches en cours d'exécution à l'instant 
t. 
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Par définition 
Np(t) + Na(t) + Nf(t) = n 
Wp(t) + Wa(t) + Wf(t) 
Si on considère maintenant les moyennes de ces grandeurs prises sur 
l'intervalle (0, Fmax), on voit que : 
-Na+ Nf est le n1veau moyen des en-cours, 
-Np est le n1veau moyen des produits finis. 
Les critères proposés sont alors les suivants 
(Cl3) maximiser Np niveau moyen des produits finis. 
(Cl4) minimiser Na + NI ni veau moyen des en-cours. 
(Cl5) minimiser Na nombre moyen de pièces en attente. 
(Cl~) max1mser Nf nombre moyen de pièces en cours de fabrication. 
(C 17) max1mser t:1t moyenne du temps d'exécution des tâches en cours. 
(Cl8) mn1mser la somme des temps morts : rn F 
-k;t dk'. max 
k;e ~ .. 
(Cl9) maximiser le coefficient d'utilisation u = 
rn F max 
1-2-2-4- CJLUèJte.o bao é..6 .6 uJt le.o duJté.e.o de Jtéempf.o-t : 
On considère un problème à n pièces et une machine où1 à la durée d'exé-
cution de la pièce k, il faut ajouter le temps d'adaptation ou de réemploi de la ma-
chine lorsqu'elle passe d'une pièce j à la pièce k. Autrement dit, la durée d'exécu-
tion d'une tâche dépend de la séquence. Le seul critère utilisé est la minimisation 
des durées de réemploi. 
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1- 2-2- 5- C.f&i_:tèJtu multiplu : 
Ces critères sont obtenus en combinant plusieurs critères (Ci) définis 
précédeliDilent. 
1-2-2-6- Réeap~a:tion : 
Comme nous l'avons montré pour quelques-uns, certains de ces critères 
sont équivalents entre eux. Il est donc possible de les regrouper en classes que nous 
caractériserons par le critère le plus simple à formuler 
(Cl), (C2), (C16), (Cl7), (C18), (Cl9) Minimisation du maximum des durées de 
passage Fmax, 
(C3) Minimisation du maximum des temps d'attente Amax, 
(C4), (CS), (C6), (CIO) Minimisation de la moyenne pondérée des durées de passage 
L:ak Fk' 
(C7) Minimisation du maximum du retard algébrique Qmax, 
(C8) Minimisation du max~mum du retard Rmax, 
(C9) Maximisation du maximum de l'avance Smax, 
(CIl) Minimisation de la moyenne pondérée du retard L:ak ~' 
(Cl2) Maximisation de la moyenne pondérée de l'avance L:ak Sk' 
(Cl3), (Cl4) Maximisation du nombre moyen de pièces finies Np, 
(GIS) Minimisation du nombre moyen de pièces en attente Na. 
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1 - 3. LA CONTRAINTE TEMPS REEL : 
Le temps disponible, dans la pratique, pour résoudre un problème 
d'ordonnancement est très variable et dépend du problème traité. 
S'il s'agit d'organiser le programme de fabrication mensuel d'un 
atelier ou d'établir les horaires des trains pour les mois à venLr, le problème 
peut être abordé bien avant que la solution ne soit utilisée sur le terrain. Le 
temps disponible pour la recherche de cette solution n'est limité que par le coût 
de fonctionnement du programme. Il est alors possible de trouver la solution opti-
male à l'aide d'un algorithme d'optimisation classique comme la recherche en arbre 
si le nombre de solutions n'est pas trop élevé. 
Par contre dans certains cas, une solution au problème posé doit être 
trouvée presque aussitôt après avoir lancé le programme ; il s'agit surtout des cas 
où interviennent des perturbations : indisponibilité subite d'une machine dans un 
atelier, lancement en fabrication de commandes urgentes non prévues dans la plani-
fication, prise en compte de trains supplémentaires à partir d'un planning déjà 
établi, circulation momentanée des trains dans les deux sens sur une même voie, 
embouteillage à certains carrefours, etc ••. Dans tous ces problèmes, il importe de 
trouver une "solution de rechange" (un nouvel ordonnancement) suffisamment rapide-
ment afin de ne pas introduire des retards supplémentaires sur le terrain. O'est ce 
que nous appellerons l'obligation de travailler en temps réel. 
En général, les problèmes d'ordonnancement sont très combinatoires. 
Pour un problème de type n/m/~ le nombre de solutions compatibles avec les con-
rn traintes est fourni par la formule (n!) . Comme nous le remarquons sur le tableau 
suivant, ce nombre croît très rapidement avec n et m. 
n rn nombre de solutions 
5 3 1 , 7. 106 
10 3 4,8. 1019 
10 10 4 . 1063 
100 20 103160 
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Le temps de résolution d'un problème par des méthodes explorant tou-
tes les solutions est, approximativement, proportionnel au nombre de solutions pos-
sibles. Il est bien évident que, dans la plupart des cas, ce temps n'est pas compa-
tible avec la contrainte temps réel, il est donc indispensable de rechercher d'au-
tres méthodes. 
1 - 4. APPROCHES CABLEES 
Nous appellerons heuristique tout algorithme qui permet de trou-
ver assez rapidement une solution du problème qui soit compatible avec les con-
traintes et que l'on peut espérer assez proche de l'optimum sans pouvoir néanmoins 
le démontrer. 
Les méthodes à envisager pour résoudre un problème hautement combina-
toire ne peuvent être le plus souvent qu'heuristiques ; on ne peut alors qu'espérer 
obtenir en un temps raisonnable (compatible avec la contrainte temps réel) une 
"bonne solution", généralement assez proche de 1 'optimale. 
Pour accélérer encore le temps de réponse à un problème posé, des 
chercheurs ont pensé câbler certaines de ces heuristiques et construire de cette 
façon des ,"calculateurs spécialisés". C'est ce domaine de l'ordonnancement que nous 
tentons de cerner dans cette étude. 
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2 - PRINCIPE VES CALCULATEURS SPECIALISES 
POUR LES PROBLEMES COMBINATOIRES. 
2- 1. HISTORIQUE [3] : 
Un certain nombre de chercheurs ont tenté d'aborder les problèmes 
combinatoires en simulant sur des machines les comportements naturels : instinctif 
ou intelligent. Nous pouvons citer les réalisations suivantes : 
-Les tortues de GREY WALTER (1948). 
Ce sont des appareils mun~s de cellules photo-électriques commandant 
un moteur, ce qui leur permet de se diriger vers les sources lumineuses. De plus, 
ces tortues sont capables de contourner les obstacles qu'on leur présente grâce 
à l'établissement d'un circuit électrique alimentant le moteur lors du contact avec 
1' obstacle. 
- Le perceptron de ROSENBLATT. 
C'est un outil qui pouvait être utilisé en reconnaissance des formes 
car il a la propriété d'éliminer les caractères secondaires du domaine étudié pour 
n'en conserver que les composantes principales. 
- Les matrices de STEINBUCH. 
Il s'agissait de représenter sous forme matricielle et de façon extrê-
mement succinte les fonctions de généralisation, d'association et d'imagination de 
la pensée humaine. 
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Les premières études réalisées en France sur les machines capables 
de résoudre les problèmes combinatoires ont été menées autour des années 1950 par 
des neurophysiologues. Ces chercheurs ont imaginé, sous la direction du Docteur 
SAUVAN, une machine simulant le fonctionnement du cerveau humain. L'hypothèse de ba-
se est que le cerveau ne peut résoudre globalement les problèmes complexes où la so-
lution dépend des valeurs prises par un grand nombre de variables. Ceci est mis en 
évidence en considérant le nombre relativement limité des neurones du cerveau (10 20) 
et le nombre nécessaire pour mémoriser l'ensemble des permutations pour un problème 
moyennement complexe mettant en jeu 300 situations (10500 , soit 300 !). On suppose 
que le cerveau décompose un tel problème en différents sous-problèmes très simples 
traités en parallèle et que, dans une dernière phase, il combine les différentes so-
lutions partielles obtenues pour en déduire sa décision finale. C'est ce procédé qu1 
fut à l'origine des recherches qui ont conduit à la conception des deux calculateurs 
spécialisés que nous étudierons aux chapitres 3 et 4. 
2 - 2. RESOLUTION VES PROBLEMES V' ORDONNANCEMENT PAR ANALYSE SPATIALE PRINCIPE. 
L'idée fondamentale de cette étude est que la recherche de l'ordonnan-
cement optimal de N processus se ramène à la détermination du chemin le plus court 
entre deux points d'un espace à N dimensions. Pour plus de clarté, nous allons d'a-
bord exposer un problème très simple à deux processus, sa résolution peut donc être 
effectuée dans un plan. 
2-2-7- Etude d'un p~oblème à 2 p~oe~~U6 : 
Considérons le problème d'ordonnancement suivant [7] 
~-une pièce 1 doit être usinée successivement 
• pendant 2 heures sur la machine M1, 
pendant 3 heures sur la machine M2, 
- une pièce ~ doit être usinée successivement 
• pendant 3 
• pendant 
heures sur la machine M , 
1 
heure sur la machine Mz' 
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Selon la notation définie en 1-2, il s'agit d'un problème 2j2j~jFmax. 
Graphiquement, il est possible de représenter l'état d'avancement de l'usinage de 
la pièce P 1 par un point P sur l'axe des temps d'usinage de P 1. 
Usinage sur M 
:.-; .. ~ c ... , Usinage sur M2 
1 1 1 
1 : 1 
1 1 1 
D\ ! P. 1A 
••------._ ____ _. ______ ~----~--~--~·~--------~.-.-Axe des temps d'usinage de P1 0 2 3 4 5 
La position de P indique que P 1 a fini d'être usinée sur M1 et que son 
usinage sur M2 se terminera après encore une demi-heure de travail. Lorsque P sera 
en A, la pièce P 1 sera terminée. Insistons dès maintenant sur le fait que l'axe ci-
dessus représente les temps réels d'usinage de P 1, c'est-à-dire qu'il se peut très 
bien qu'au cours de la fabrication de P 1 on ait, pour une raison quelconque, décidé 
de laisser la pièce en attente pendant un certain temps et ce temps n'est pas repré-
senté sur 1 'axe. Ceci va être éclairé par la représentation simultanée de 1 'usinage· 
des deux pièces P 1 et P2 qui est faite maintenant. 
Considérons un repère orthonormé, l'axe des abscisses représentant l'u-
sinage de P 1 et l'axe des ordonnées, celui de P2. 
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Soit un point P quelconque du plan, son abscisse représente le temps 
d'usinage déjà réalisé de P 1 et son ordonnée celui de P 2• Cependant, le respect de 
la contrainte de non préemptibilité (PM2) interdit au point P de se trouver dans cer~ 
taines régions. En effet, si Pétait en P', cela signifierait que les deux pièces 
sont simultanément en cours de traitement sur la même machine M2 , ce que nous avons 
supposé irréalisable. Il existe donc dans le plan des régions interdites (hachurées 
sur la figure), de forme rectangulaire, que nous appellerons "'obstacles" ou "contrain-
tes". L'unité de temps, ici l'heure, sera appelée "pas". La réalisation de cet ordon-
nancement, c'est-à-dire l'usinage des deux pièces P 1 et P2 , peut être figurée dans le 
repère par un trajet du point P reliant l'état initial D à l'état final A, en contour-
nant les obstacles. 
Examinons deux ordonnancements (ou frajets) possibles 
- Ordonnancement 1 
. pl passe sur Ml pendant 2 heures : trajet D-+ E. 
. pl passe sur M2 pendant 3 heures et en même temps 
trajet E -+ B. 
p2 passe sur Ml pendant 3 heures 
p2 passe sur M2 pendant heure : trajet B -+ A. 
Le temps ( ou coût) de l'ordonnancement 1 ainsi construit est le nombre 
de pas du trajet figuratif : ici 6. 
- Ordonnancement 2 
. p2 passe sur Ml pendant 3 heures : trajet D -+ C. 
. p2 passe sur M2 pendant heure et en même temps 
trajet C -+ F. 
pl passe sur Ml pendant heure 
. pl passe sur Ml pendant heure puis 
sur M2 pendant 3 heures : trajet F-+ A. 
Nombre de pas ·du trajet 8. 
L'ordonnancement 1 est donc le meilleur. Sur cet exemple simple, on 
constate que la recherche de l'ordonnancement optimal est équivalente à celle du 
trajet le plus court dans un plan. 
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2-2-2- Etude d'un p~oblème à N p~oe~~U6 : 
D'un point de vue théorique, on conçoit dès lors qu'il est possible 
de résoudre un problème à N processus dans un espace N dimensionnel ; chaque axe 
représente le temps d'activité passée de l'un des N processus ; les obstacles 
(ou contraintes entre deux processus) sont figurés par des hypervolumes de base 
rectangulaire dans le plan relatif aux deux processus concernés et ont N-2 arêtes 
de longueur infinie et parallèles à chacun des autres axes. La détermination du che-
min le plus court dans un tel espace fournit la solution optimale au problème posé. 
Le câblage de cette méthode sur un calculateur spécialisé implique la 
construction physique de l'espace de recherche. Pour un problème moyennement comple-
xe de 50 processus à ordonnancer et tel que l'avancement de chacun d'eux soit discré-
tisé en 1000 pas sur son axe, l'espace d'êtude comporte (10 3) 50 = 10 150 points. Cette 
approche a du être abandonnée car elle conduirait à la construction de machines gi-
gantesques de coût prohibitif. Mais en utilisant l'analogie avec les hypothèses de 
fonctionnement du cerveau humain, une heuristique dérivée de la méthode précédente 
a été mise au point pour résoudre les problèmes d'ordonnancement à N processus 
(N > 2) • 
On se limite à la construction physique d'un plan, ce qui permet de 
trouver l'ordonnancement optimal de problèmes à deux processus. A partir d'un pro-
b 1- - . 1 . b 1 d . N (N- l) d · -erne aN processus, L est possL e e constLtuer 2 couples Lfferents de pro-
cessus. Pour chaque couple, on cherche les ordonnancements optimaux selon la repré-
sentation plane décrite en 2-2-1. Bien qu'il n'y ait aucun moyen théorique parfait 
pour déterminer un ordonnancement optimal de N processus à partir des ordonnancements 
optimaux de 2 processus, il est possible d'utiliser différents algorithmes heuristi-
ques dits "algorithmes de recoii)binaison" qui fournissent de bonnes solutions du pro-
blème à N processus grâce à l'examen attentif des N(N-l) représentations planes des 2 
couples de processus. 
Considérons un exemple avec N = 3. Soient les pièces P 1, P2 , P3 ; 
P 1 et P2 sont les pièces définies en 2-2-1 et P3 est une pièce dont l'exécution né-
cessite 7 unités de temps sur une machine M3 . Nous avons représenté cet exemple avec 
ses contraintes dans l'espace de dimension 3. D est le point représentant le début 
de l'ordonnancement, A la fin. A13 , A23 et A12 sont les projections de A sur les 3 
plans. 
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La méthode utilisée pour résoudre ce problème se décompose en 2 étapes 
Etape 1 analyse plane ou bidimensionnelle. 
On considère tous les couples de processus que l'on peut former, 
(avec N processus, il est possible de former N(~-l) couples), et pour chacun de ces 
couples on.détermine le coût du meilleur ordonnancement, pour un premier pas imposé, 
en recherchant le trajet le plus court dans le plan de chaque couple. 
Dans le plan P 1P2 , il existe 3 façons possibles pour construire le pre-
m1er pas de la trajectoire 
1 - faire usiner pl seul (point xl), 
2 - faire usiner p2 seul (point X2)' 
3 - ne rien faire (point D) ; la quatrième façon : usinage simultané de P 1 et P 2 
(point x3) est impossible (pénétration dans une contrainte). 
On détermine alors pour chacune de ces 3 façons les coûts cl, c2 et c3 
des meilleurs ordonnancements. 
Dans le plan P 1P3 , il existe 4 façons possibles pour construire le pre-
m1er pas de la trajectoire 
- faire us1.ner pl seul (point xl) ' 
2 - faire usiner P3 seul (point X4)' 
3 - ne rien faire (point D), 
4 - faire usiner simultanément pl et p3 (point x5). 
On obtient ainsi les coûts C' 1, c' 2 , c' 3 et c' 4 des meilleurs ordonnan-
cements pour chacune des 4 façons. 
D .... d 1 1 P P b t. t 1 .... t C" C" C" et C" 4. e meme, ans e p an 2 3 , on o 1.en es cous 1 , 2 , 3 
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Etape 2 recombinaison. 
En traitant les valeurs des différents coûts obtenus à l'étape 1 selon 
des méthodes heuristiques définies aux paragraphes 3-4 et 4-2, on définit un premier 
pas de la trajectoire spatiale. Soit nx5 ce premier pas, il correspond à l'usinage 
simultané de P 1 et P3 alors que P2 est en attente. 
x5 constitue alors le nouveau point de départ de l'ordonnancement. 
On retourne ensuite à l'étape 1 jusqu'à ce que la trajectoire soit com-
plètement déterminée. 
Dans l'exemple traité, les points de la trajectoire successivement 
déterminés seraient : 
. D (0,0,0) 
. xs (1,0,1) 
• y 1 (2,0,2) 
• y2 (3, 1 ,3) 
• y 3 (4,2,4) 
• y4 (5,3,5) 
. Ys (5,4,6) 
. A (5,4,7) 
Remarquons que le problème aurait pu être résolu aussi simplement si, 
au lieu de construire la trajectoire pas par pas à partir du point D, on l'avait 
construite de façon "rétrograde" à partir du point A. 
C'est d'ailleurs de cette façon que procède le "système CYBCO" décrit 
au chapitre 3. 
/ 
/ 
" 
" / 
/ 
/ 
" 
" 
/ 
/ 
/ 
1 
R~ 3 
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1 
1 
1 
1 
1 
Représentation du problème à trois dimensions 
5 
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Organigramme 
1 
Début 
1 
Donnée des N processus 
et de leurs diverses tâches 
, 
Détermination des points 
D début et A fin de l'ardon-
nancement dans 1 'espace 
de dimension N. 
Détermination dans chaque plan 
du coût du meilleur ordonnancement ... 
pour chaque premier pas possible 
1~ 
Détermination d'un pas de la 
trajectoire dans 1 'espace de dimension N 
1 
L 1 extrémité du pas que l'on vient 
de déterminer devient le nouveau point D 
Les points A et D sont-ils confondus ? jNON 1 
OUI 
• 
L'ordonnancement des N processus 
est déterminé. 
1 
FIN 
1 
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mb d 1 d ' l ~ l ~ N(N-1) Le no re e p ans ana yse est ega a --2--- . La mise en oeuvre 
de cette méthode conduit à un grand nombre d'examens de ces plans, en première 
approximation un examen est fait dans tous les plans à chaque pas (à chaque uni-
té de temps). D'où l'idée que le temps de résolution pourrait être considérablement 
réduit si on câblait l'étape d'analyse bidimensionnelle. 
Dans un premier temps, on a donc pensé pouvoir représenter dans un 
calculateur spécialisé tous les plans de projection. Si nous reprenons l'exemple 
~ ~d 1 mb d . ~ ~ . 1. 50 x 49 x (10 3) 2 1 225 109 prece ent, e no re e po~nts a mater~a ~ser est : 2 ;>! , • , 
ce qui reste considéraBle. 
C'est pourquoi, on a été conduit à ne câbler qu'un seul plan. La ma-
chine est alors capable d'effectuer n'importe quelle analyse bidimensionnelle à con-
dition qu'on lui fournisse _chaque fois les caractéristiques du couple de processus 
6 
concernés. Le nombre de points à matérialiser n'est plus que 10 • 
On a également envisagé de câbler sur cette machine l'étape de recom-
binaison des trajectoires planes. Ceci n'a pas été réalisé à l'heure actuelle pour 
des raisons que nous verrons ultérieurement. Les heuristiques de recombinaison sont 
donc pour l'instant programméessur un calculateur couplé à la machine. 
Diverses équipes de recherche se sont intéressées à la réalisation d'un 
système câblé permettant de résoudre les problèmes combinatoires sur la base de cette 
approche. 
Citons d'abord la société CYBCO, constituée en 1972, qui s'inspire des 
travaux du Docteur SAUVAN pour construire un prototype de machine bidimensionnelle 
dénonnnée " optimateur". Cette machine a été installée au Centre de Calcul de 1 'Ecole 
des Mines de Saint-Etienne et connectée à un ordinateur Télémécanique T1600 de jan-
vier à novembre 1974. Il a d'abord fallu implémenter un logiciel sur le T1600 permet-
tant de piloter "1' optimateur" et d'effectuer la recombinaison des solutions planes 
par la suite nous avons évalué les performances de ce système sur des exemples nu-
mériques. 
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D'un autre côté, la SNCF s'est intéressée à ce type de machine. En 
1971, sous la direction du Docteur SAUVAN, M. GENETE soutient une thèse de Docteur-
Ingénieur [3] portant sur l'utilisation d'une telle machine à la régulation du tra-
fic ferroviaire. Depuis cette date, un prototype SNCF dénommé combinateur optimisant 
a été simulé sur ordinateur. Nous en avons construit un modèle pour en évaluer les 
performances. 
Avant d'étudier ces deux réalisations, il est indispensable d'examiner 
leur or~g~ne commune, c'est-à-dire la méthode SAUVAN [8] et le prototype qui en a 
dérivé. Ce prototype, construit en 1966 par la SNECMA a été implanté à la SNCF en 
1970. Il a été abandonné par la suite à cause de ses limitations, mais il fut à l'o-
rigine des recherches ultérieures. 
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2 - 3. DETERMINATION VES TRAJECTOIRES PLANES OU ANALYSE BIDI~ŒNSIONNELLE PAR LA 
METHODE SAUVAN : 
2-3-1- P!c.e.mièJr.e. mé-thode. SAUVAN de. .t'an.aly.oe. b-icüme.nô-ion.n.e.lie.: 
La machine comporte un ·plan d'analyse constitué de cellules identiques 
qui propagent un signal. Examinons le mode de fonctionnement de cette machine • 
• Fonctionnement de la cellule de base : 
Les cellules sont disposées sur une grille représentant le plan. Cha-
que cellule est connectée en entrée et en sortie à toutes ses voisines. Chaque cellu-
le possède donc 8 entrées et 8 sorties. La progression des signaux est rythmée par 
une horloge qui fait travailler répétitivement toutes les cellules sur 2 temps 
er 
- 1- temps 
Chaque cellule qui n'a pas encore vu de signal examine les sorties de 
toutes ses voisines. Si l'une des sorties est un signal, elle passe à l'exécution 
du 2è~ temps. Si toutes les sorties sont nulles, la cellule attend le premier 
temps suivant. 
- 2 è!!le temps 
L'une des sorties de ses voisines étant un signal, la cellule mémorise 
le signal et le conserve pour tous les temps suivants. Elle coupe ses entrées et 
n'examinera plus les sorties de ses voisines. Elle émet un signal de sortie vers 
toutes ses voisines. 
De cette façon, un signal émis par une ou plusieurs cellules peut se 
propager progressivement à toutes les cellules du plan d'analyse en ne passant qu'une 
fois par chacune d'elles. 
Le rôle de cette propagation est de déterminer quel est le plus court 
chemin pour aller d'une ou plusieurs cellules représentant la situation de départ 
vers une ou plusieurs cellules représentant la situation but, compte tenu d'un certain 
nombre de contraintes sur la propagation. Nous avons donc trois états particuliers 
de cellules à définir 
- la cellule "contrainte", 
- la cellule "départ", 
- la cellule "but". 
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• Les différents états de la cellule 
1 - Cellule "contrainte" (ou obstacle). 
C'est une cellule qui n'examine pas les sorties de ses voisines et ne 
se laisse pas traverser par un signal. Un groupe de telles cellules définit un obs-
tacle qui doit être contourné par le signal au cours de la propagation. On pourrait 
aussi concevoir des cellules ne formant pas un obstacle infranchissable pour le si-
gnal comme celles-ci, mais le retardant en nécessitant plusieurs cycles d'horloge 
avant de le mémoriser. 
2 - Cellule "départ". 
C'est une cellule qui a mémorisé le signal avant de lancer l~horloge, 
c'est-à-dire avant de commencer la résolution du problème. 
3 - Cellule "but". 
Le principe de cette cellule est de bloquer le système sur le premier 
temps d'horloge dès qu 'ell,e est atteinte par le signal de façon à extraire les coor-
données de la cellule précédente qui vient d'atteindre la situation d'arrivée par sa 
sortie. 
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Résolution d'un problème par cette méthode 
Reprenons le problème exposé en 2-2-1. 
Usinage 
M2 
Usinage 
Ml 
0: Usinage M1 i E Jlllol"""' 
1 1 
A 
Usinage M2 ~' 
FIGURE 1 
Au point D, origine, se trouve une cellule "départ" et au point A, 
fin du problème, une cellule "but". Supposons qu'il existe aussi une cellule à 
tous les sommets des carrés marqués d'une croix. 
Comme une cellule peut émettre ou recevoir un signal de ses 8 voisines, 
le signal peut se propager le long de chaque côté et de chaque diagonale des carrés 
(figure 1). Cependant, pour tenir compte des contraintes en 2-2-1, certaines cellules 
doivent être des cellules obstacles et d'autres ne peuvent envoyer des signaux à tou-
tes leurs voisines. Sur la figure 2, nous n'avons représenté que les côtés et les 
diagonales des carrés unitaires susceptibles de transmettre le signal, la règle étant 
qu'aucun signal ne doit passer à l'intérieur des contraintes représentées sur la fi-
gure de 2-2-1. 
Usinage 
M2 
Usinage 
Ml 
1 Usinage M1 
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Usinage M.., 
"· 
FIGURE 2 
Avant le premier cycle d'horloge, le signal est présent dans la cellule 
"départ" D. Après un cycle d'horloge, toutes les cellules voisines pouvant recevoir 
le signal sont activées. Dans l'exemple présenté ici, elles sont au nombre de deux, 
ce sont celles marquées d'un Q). A la fin du second cycle, ce sont celles marquées 
d'un@qui sont activées, et ainsi de suite. Au bout de 6 cycles, la propagation 
s'arrête puisque la cellule "but" située en A a été atteinte. 
En remarquant qu'un cycle d'horloge correspond à ce que nous avons 
appelé un pas, nous constatons que cette méthode nous a permis de trouver le temps 
minimal nécessaire pour fabriquer les deux pièces du problème d'ordonnancement défini 
en 2-2-1. 
Plus généralement, appelons pour chaque pas : 
"dx" la progression du signal en abscisse, 
"dy" la progression du signal en ordonnée. 
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Remarquons que dx E {0,1} et dyE {0,1}mais que dx et dy ne sont pas 
simultânément nulles car on aurait alors un point stationnaire sur la trajectoire. 
Chaque pas a pour longueur 1. 
Si, après T cycles d'horloge (ou pas), une cellule "but" est activée, 
T représente la longueur du chemin le plus court entre une cellule "départ" et une 
cellule "but". 
Nous venons de déterminer le nombre minimal de pas nécessaires pour 
relier une cellule "but" à une cellule "départ~. Pour définir complètement un ordon-
nancement à deux processus, il nous faut non seulement la longueur du trajet dans le 
plan mais encore le trajet lui-même. Or, comme chaque cellule retient quelle est, par-
mi ses prédécesseurs, celle qui l'a excitée initialement, il est facile de retracer 
en partant du but, le chemin suivi par l'excitation qui a atteint le butenT cycles 
d'horloge. On obtient ainsi le trajet de longueur minimale joignant un départ à un 
but. 
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Organigrannne 
1 
Début 
Excitation d'une cellule 
"départ" par un signal 
r T + 0 1 
,r 
Une cellule "but" a-t-elle 
déjà été excitée ? 
OUI 
,. 
T est la longueur 
du chemin le plus court 
1 
La cellule "but" est un 
élément E du chemin 
, 
Détermination de la 
NON 
cellule E' qui a excité la cellule E 
1 E + E' 1 
• 1 E est un élément du chemin 1 
• 
T + T+l 
l 
1 
I N@ E est-elle la cellule de départ ? 1~---------J 
OUI 
1 Le chemin est déterminé 
• r FIN 1 
l 
-J 
l 
chaque cellule non excitée 
mais ayant au moins une de 
ses voisines excitée est 
elle-même excitée si aucun 
obstacle ne l'en empêche. 
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• Complexité de la machine et temps de calcul : 
La machine que l'on vient de décrire peut travailler sur une grille 
2 de pxp points. Elle nécessite alors p cellules. Le temps de calcul e du plus court 
chemin est de l'ordre de p : 8 = ~ (p). C'est ce qui fait l'avantage de cette métho-
de par rapport à une méthode logicielle qui nécessiterait un temps de calcul 
8'= ~ (p 2) mais ceci il est vrai, avec une seule unité de calcul au lieu de p2 unités 
autonomes • 
• Justification de la dénomination de "mémoire active" : 
2 On voit maintenant que chacune des p cellules comporte à la fois des 
possibilités autonomes de stockage d'informations et d'envoi de signaux. D'où l'o-
rigine du vocable "mémoire active" fréquemment attribué à ce type de machines. 
Introduction des obstacles et lecture du plus court chemin : 
Pour qu'une telle machine puisse traiter différents problèmes de plus 
court chemin, il faut que toutes ses cellules soient identiques et capables de toutes 
les fonctions. La machine doit être équipée d'une "logique d'affichage" qui permet 
de "programmer" les problèmes. Cette logique est calquée sur la structure matricielle 
de la machine et comporte un système d'adressage en X et Y. 
2-3-2- Etude du p~ototype SNECMA : 
Devant le coût élevé du réseau cellulaire de la méthode SAUVAN, la 
SNECMA a préféré réaliser un système plus simple à partir des hypothèses suivantes 
Supposons qu'il y ait un obstacle connexe dans le plan où nous cher-
chons le .chemin le plus court entre~ point de départ et un point d'arrivée. Sup-
posons de plus que cet obstacle possède la propriété de convexité diagonale que nous 
définirons plus loin. 
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Alors le chemin le plus court passe : 
-soit entièrement au-dessus de l'obstacle unique, 
-soit entièrement au-dessous de l'obstacle. 
Extrémité 
Obstacle 
Origine 
Suivons maintenant le fonctionnement du prototype sur la figure ci-
dessus. Démarrant à l'origine, le "mobile" s'en va en diagonale jusqu'au point B 
où il doit prendre la décision de passer au-dessus ou au-dessous de l'obstacle. 
Supposons d'abord que le mobile choisisse le chemin supérieur. On le 
fait alors avancer en diagonale jusqu'à ce qu'il rencontre l'obstacle (auquel cas 
on le fait avancer verticalement) ou jusqu'à ce qu'il arrive sur la verticale ou 
sur l'horizontale de l'extrémité (auquel cas on le fait aller droit à l'extrémité). 
On trouve alors la longueur du chemin : 8. 
De même, on examine le chemin inférieur, et on trouve la longueur 10 
dans l'exemple de la figure. 
On en déduit que le chemin le plus court passe au-dessus de l'obstacle 
et a pour longueur 8. 
La propriété de convexité diagonale empêche l'arrivée dans une impasse. 
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Considérons, par exemple, l'obstacle suivant 
8 
La continuation en diagonale à partir de B amène le mobile à un endroit 
où il est bloqué, car tout retour en arrière est impossible. L'hypothèse de convexité 
diagonale supprime cette éventualité en interdisant à un obstacle d'avoir un point 
anguleux rentrant du type de X dans la figure ci-dessous. 
Le prototype mémoire active de la SNECMA résoud, moyennant les restric-
tions indiquées, le calcul de la longueur du chemin le plus court dans un plan en 
un temps proportionnel à cette longueur. En réalité, ce prototype peut traiter des 
problèmes de 6 variables au maximum. Il est composé de 15 centres comme celui décrit 
ci-dessus, fonctionnant en parallèle et permettant d'étudier simultanément toutes 
les combinaisons 2 à 2 des 6 variables. 
Exemple de calcul : 
La méthode précédente va être illustrée par un exemple de régulation 
de trafic ferroviaire [9]. 
On considère une voie unique avec évitements M2 et M4 (fig a), inter-
calés sur trois segments de parcours M1, M3 et M5 , et on suppose que, pour des rai-
sons de longueur, de tracé, de stationnements éventuels, les trains P 1 et P2 qui les 
parcourent ont des marches différentes. 
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Ml M2 M3 M4 Ms 
-
~ 
pl 
___... ~ ~ 
~ ~ .,..__ p2 
a - Schéma de la ligne 
A 
D 
b- Plan d'analyse 
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P 1 suit la ligne dans le sens M1, M2, M3, M4, MS. Les temps de parcours sont res-
pectivement S, 1, 3, 1, 4. P2 la suit dans le sens inverse avec des temps 3, 1, 4, 
2, s. 
Il est possible, comme nous l'avons vu, figure b, de représenter ces 
marches sur les axes d'un repère orthonormé. Les contraintes d'interdiction de coha-
bitation des deux trains sur les segments M1, M3 et MS conduisent à construire trois 
obstacles rectangulaires dans le plan d'analyse. 
On suppose que le critère à optimiser est le temps séparant le premier 
départ de la dernière arrivée. En terme d'analyse bidimensionnelle, cela revient à 
trouver le chemin le plus court reliant les points D et A. 
Il est alors aisé d'effectuer la recherche de la trajectoire optimale. 
Il y a deux manières d'aller de D à A qui correspondent de toute évidence aux croi-
sements en M2 et M4 • 
de 16 
Dans le premier cas (croisement en M2 trajectoire 1) la longueur est 
dans le deuxième (croisement en M4 trajectoire 2) elle est de 20. 
Cet exemple simple montre que la méthode proposée permet de trouver 
une trajectoire optimale et de connaître sa longueur. Il existe d'autres trajectoi-
res optimales au lieu d'immobiliser P 1 en M2, on peut le faire stationner pendant 
la même durée à 'son point de départ (trajectoire 3). 
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3 - ETUVE VU CALCULATEUR - CYBCO -
Le calculateur CYBCO, ou optimateur, a été conçu pour traiter des 
problèmes d'ordonnancement en temps réel. Un prototype a été installé en janvier 
I974 dans le Centre de Calcul de l'Ecole Nationale Supérieure des Mines de Saint-
Etienne, il a été coupl~ à un ordinateur Télémécanique TI600 pour être testé sur 
des problèmes concrets. 
Le prototype de la SNECMA dont le principe était de faire progresser 
des signaux dans toutes les directions d'un réseau formé de cellules identiques ne 
permettait pas de traiter des problèmes dépassant 6 processus à ordonnancer. Il 
apparaissait nécessaire de concevoir une machine plus perfo~mante, c'est ce qu'a 
essayé de-faire CYBCO avec l'optimateur. 
3- I. ALGORITHME CYBCO DE L'OPTIMATEUR : 
Pour des raisons de coût et d'efficacité, un algorithme d'analyse 
bidimensionnelle ne doit être câblé que s'il présente les caractéristiques sui-
vantes : 
-nombre peu élevé de cellules nécessaires à l'analyse bidimensionnelle, 
- obtention très rapide des caractéristiques des trajectoires planes utilisées 
pour la recombinaison. 
L'algorithme de l'optimateur a été inventé par Jean Ledieu [IO] 
et adapté par Philippe Eschenbrenner [II]. Nous verrons en 3-I-I que son pr1nc1pe 
consiste à calculer les retards minimaux dus aux obstacles dans chaque plan de 
projection grâce à la déformation d'un front d'onde. 
Nous montrerons que dans l'algorithme CYBCO, ce front d'onde est 
simplement simulé, ce qui permet de réduire considérablement le nombre de cellules 
nécessaires et ainsi de diminuer le coût de réalisation du calculateur. 
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3-1-1- Vé6onmation plane du 6nont d'onde : 
Comme nous l'avons vu en 2-3, la longueur du chemin minimal dans un 
plan entre deux points D et A est égale au nombre de cycles d'horloge nécessaires 
pour qu'un signal issu de D parvienne jusqu'en A. Supposons d'abord qu'il n'y a pas 
de contraintes dans le plan, c'est-à-dire que toutes les cellules sont des cellules 
actives : éas de la figure 1. 
A 1 'instant 0, le signal a excité la cellule "départ" D, 
-à l'instant 1, le signal a excité toutes les cellules voisines, notées 1, de celles 
précédemment excitées, 
à l'instant 2, le signal a excité les cellule~notées 2, voisines de celles précé-
demment excitées, et ainsi de suite jusqu'à ce qu'une cellule "but" soit excitée. 
Nous appellerons "front d'onde" à l'instant T, l'ensemble des cellules 
qui ont été excitées au cours de cet instant T. 'En l'absence de toute contrainte, 
ce front d'onde est carré, quel que soit l'instant T considéré (figure 1), nous 
1' appellerons "front d'onde non perturbé" (noté NP). 
y ... ~ 
7 7 7 7 7 7 7 7 ..... 
6 6 6 6 6 6 6 7 
5 5 5 5 5 5 6 7 
4 4 4 4 4 5 6 7 
3 3 3 3 4 5 6 7 
2 2 2 3 4 ; 6 7 
1 1 2 3 4 5 6 7 
D .r-r-o 1 2 3 4 5 6 7 
""A 
( front d' 
non pertu 
onde 
rbé NP 
" , 
x 
Figure 1 déplacement d'un front d'onde non perturbé NP. 
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Si maintenant nous introduisons une contrainte dans le plan d'analyse, 
c'est-à-dire deS' cellules obstacles (figure 2), la propagation de l'onde n'est plus 
possible en certains points du réseau, et le front d'onde résultant présente une 
allure différente dite perturbée P. 
y Il" 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
10 10 10 10 10 10 10 10 JO 1 1 
9 9 9 9 9 9 9 9 10 1 1 
8 8 8 8 8 8 8 9 10 1 1 
7 7 7 7 7 7 8 9 10 1 1 
6 6 6 6 6 7 8 9 10 1 1 
5 5 5 5 6 7 8 9 10 Al 1 
4 4 4 10 10 
3 3 3 contraintes 9 9 
2 2 2 8 9 
1 1 2 3 4 5 6 7 8 9 
r [\0 1 2 3 4 5 6 7 8 9 
D 
Figure 2 perturbation du front d'onde par une contrainte. 
.. 
1 1 1 1 
JO Il 
10 1 1 
10 1 1 
JO 1 1 
JO Il 
lfront d' 
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Nous avons représenté sur la figure 3, simultanément le front d'onde 
non perturbé et le front d'onde perturbé introduit par la contrainte. 
~v 
11 
1.0 
9 
8 
7 
6 
5 
4 
3 
2 
, 
Do 1 2 
Figure 3 
v 
A 
CONTRAINTE 
3 4 5 6 7 8 9 10 11 
fronts d'onde perturbé et non perturbé. 
VNP (front non per-turbé) 
vP< front perturbé) 
x 
L'écart, en cycles d'horloge, entre ces deux fronts d'onde représente 
le retard dû à la contrainte et est à la base du calcul des longueurs des trajectoires 
optimales. Avant d'aborder ce calcul, montrons comment déterminer graphiquement le 
front d'onde lorsqu'il rencontre une ou plusieurs contraintes. 
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3-1-2- Véte~nation du 6~ont d'onde p~é : 
La détermination du front d'onde perturbé se fait graphiquement dans 
le quadrant opposé à celui de l'analyse. Appelons H et B les points haut et bas de 
la contrainte, ces points définissent la bande minimale parallèle à la diagonale 
principale telle que la contrainte y soit incluse en totalité (figure 4). 
y~~ 
H A 
/ 
v CONTRAINTE 
/ 8 
/ / D v x 
-
NP 
p 
Figure 4 détermination graphique de la perturbation du front d'onde. 
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Dans le cas où il n'y a qu'une seule contrainte, il suffit d'effectuer 
sur les deux demi-axes négatifs la projection diagonale des points haut et bas de la 
contrainte considérée. Les deux points ainsi obtenus permettent de construire un 
rectangle de déformation (figure 4) qui est égal à l'écart existant entre les fronts 
d'onde perturbé et non perturbé (figure 3). 
Notons que certaines contraintes peuvent ne pas perturber le front 
d'onde. Ce sont celles qui sont telles que les projections diagonales de leurs 
points haut et bas soient situées sur la même droite (figure 5). 
Figure 5 
y 
IHif'--N p 
..__p 
x 
contrainte non perturbante, les fronts d'onde perturbé et non perturbé 
sont confondus. 
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Si le nombre de contraintes du plan est supérieur à 1, il suffit de 
les projeter l'une après l'autre sur le front d'onde perturbé induit par les pré-
cédentes. Aussi, dans le cas de la figure 6, la projection de la contrainte 1 dé-
finit une première perturbation. La contrainte 2 est à son tour projetée sur cette 
perturbation, ce qui détermine un nouveau front d'onde perturbé, et ainsi de suite 
jusqu'à épuisement des contraintes. Ceci pose le problème de l'ordre dans lequel 
les contraintes doivent être projetées : cet ordre a en effet une influence sur la 
forme du front résultant. Ce problème n'est pas abordé ici, il le sera en 3-2. 
Dans le cas de figure présenté, l'ordre correct est celui de la nu-
t t mero a ~on. y 
9 10 11 12 
8 9 
7 / / 
/ 2 ~ 4 6 
v 5 ~ / 
A 4 1/ / / / 
3 ~ v 1 / v 3 
~ v 2 / / 
~ / 1 2 ~ v / 0 1 / / 4 5 6 L 8 9 10 
v ~ x 
---~ 
/ 
NP 
1 
,-
p 
Figure 6 Perturbation du front d'onde par plusieurs contraintes. 
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Sur la figure 7 enfin nous avons représenté un cas où la prise en 
compte d'une contrainte supplémentaire ne modifie pas le front d'onde. 
y 
3 
1 
2 
x 
~-P 
Figure 7 la contrainte 2 ne modifie pas un front déjà perturbé. 
3-1-3- Calcul dell .tonguelJJLô dell :tM..je.c.:toJ.Jtell : 
Considérons la figure 1 représentant le déplacement d'un front d'onde 
dans un plan non perturbé. Appelons TNP(M) le nombre de cycles d'horloge nécessaires 
pour atteindre un point M quelconque du plan, de coordonnées x et y, TNP(M) est égal 
à la plus grande des valeurs x et y : 
TNP(M) = SUP (x,y) 
A l'aide des figures 3 et 4, nous avons vu comment retrouver graphique-
ment le front d'onde perturbé. Appelons DELTA (A) le retard au point A du front d'on-
de perturbé par une ou plusieurs contraintes. Si L est la longueur de la portion de 
la diagonale passant p.ar A et comprise entre les fronts d'onde perturbé et non per-
turbé (figure 8), DELTA (A) = L//2 
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' 
12 ~5 1715 
11 ~ A"' 14 
10 v 13 
9 v 2/ 12 8 v 11 
7 v v v 10 
JI v v 9 
5 v v IV 8 
v / IV 7 3 L 6 
2 1/ v 5 
v v 4 
ELTAX (AV: Do 1 1;{ L 4 5 6 7 8 9 10 11 
/ ~ -- x > y > :<( 
v 1~ NP / 
p 
Figure 8 calcul des retards DELTA(A), DELTAX(A), DELTAY(A). 
Posons 
- TNP(A), temps mis par le front d'onde non perturbé pour atteindre A. 
- Tp(A) , temps mis par le front d'onde perturbé pour atteindre A. 
Le retard DELTA(A) s'écrit 
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Pour trouver Tp(A), temps mis par le front d'onde perturbé pour attein-
dre A ou longueur du trajet le plus court entre D et A, il suffit donc d'ajouter à 
la plus grande des coordonnées xA et yA de A dans le plan d'analyse, le retard 
DELTA (A). 
Organigramme 
Tp(A) = TNP(A) + DELTA (A) 
or ~p(A) = SUP(xA' yA) , donc : 
Dans le cas de la figure 8, cette longueur est 
SUP(11, 12)+3 15 
L'ordinateur envoie à l'optimateur 
- les différents obstacles, 
- les coordonnées du point 
d'arrivée A. 
L'optimateur fournit 
directement DELTA(A) 
1 
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Comme nous le verrons plus loin, la mise en oeuvre de la recombinaison 
exige en outre la connaissance des longueurs des trajectoires aboutissant aux 3 pré-
décesseurs A 1 , A", A"' du point A. 
Les longueurs sont calculées de la même façon que pour le point A 
Tp (A') = SUP( 10, 12) + 3 = 15 
T (A") = SUP ( 10, Il) + 3 14 p 
T (A"') p SUP(II,Il) + 3 14 
Une variante de cette méthode consiste à calculer la longueur du trajet 
en ajoutant à l'une des coordonnées du point d'arrivée le retard suivant cette coor-
donnée (figure 8). Si le calcul est effectué suivant l'axe X, appelons DELTAX(A) ce 
retard 
Tp(A) XA + DELTAX(A) = 11+4 15 
Tp (A') XA' + DELTAX(A') = 10+5 15 
T (A") = XA" + DELTAX(A") 10+4 14 p 
T (A"') p XA" 1 + DELTAX(A"') Il +3 14 
Il est évident que ces calculs peuvent être réalisés de la même ma-
nière sur l'axe Y. A titre d'exemple, nous les réaliserons sur l'axe X. 
L'utilisation de cette méthode apparaît peu commode et coûteuse dans 
la mesure où elle nécessite la construction d'une grille plane formée de cellules. 
L'originalité de l'analyse bidimensionnelle CYBCO consiste à simuler le plan d'ana-
lyse en utilisant un nombre très réduit de cellules, on dit qu'on "linéarise le 
front d'onde". 
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3-1-4- Un.éa.!U.6cvtion. du 6Jton.t d'onde 
Nous avons vu que pour déterminer le front d'onde perturbé, on tenait 
compte de la position des diagonales supportant les points haut et bas des contrain-
tes et non de la position de ces points sur les diagonales. De même, pour calculer 
le retard du front d'onde au point d'arrivée, on considère simplement la diagonale 
du point d'arrivée. Ces remarques ont conduit les réalisateurs de l'optimateur à 
associer une cellule à chaque diagonale. Le gain, en nombre de cellules, est impor-
tant ; en effet, si chaque axe est discrétisé en p pas, le nombre de diagonales, donc 
de cellules nécessaires, est 2p + 1 au lieu de p 2 SL on utilisait une grille de cellu-
les. C'est cette simplification apportée à la méthode qu'on appelle la "linéarisation 
du front d'onde". 
Le nombre de coordonnées diagonales qui peuvent intervenir est égal 
au nombre de diagonales traversant l'intervalle d'étude. Si : 
-X est le nombre de diagonales traversant l'axe des X positifs, 
-Y est le nombre de diagonales traversant l'axe des Y positifs, le nombre NCD de 
coordonnées diagonales qui peuvent intervenir est : 
NCD = X+Y+I, le 1 correspondant à la diagonale principale. 
Sur la figure 9, NCD = 11+12+1 = 24. 
L'analyse bidimensionnelle de ce problème ne nécessite que 24 cellules. 
Numéro des cellules 
(ou des diagonales) 
y 
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Figure 9 Affectation des cellules aux diagonales. 
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Avant tout traitement, le contenu de chacune de ces cellules doit être 
égal au DELTAX de la diagonale correspondante, pour cela il convient d'initialiser 
en mettant des 0 dans les cellules numérotées de 0 à Il (numéro de la diagonale 
principale) et les nombres 1,2,3, .... , 12 respectivement dans les cellules 12 à 23, 
' (figure 10). 
y 
3 
Valeur des DELTAX 
initiaux 
Figure 10 Initialisation des cellules. 
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Chaque contrainte est alors caractérisée par ses adresses haute et 
basse. Pour la contrainte 1, (figure 9), nous avons H = 15 et B = 8. Si on désigne 
par (X) le contenu de la cellule numéro X, le traitement de cette contrainte peut 
être décrit de la manière suivante : 
1 - Si X ~ B, (X) reste inchangé. 
2- Le contenu de la cellule d'adresse B + 1 passe à (B) + 1 ; celui de 1~ cellule 
d'adresse B + 2 à (B) jusqu'à ce qu'on arrive à la cellule dont le contenu de-
vienne égal à (H). 
3 - Le contenu des cellules non encore examinées et d'adresse inférieure à H est 
rendu égal à (H) . 
4 - Si X > H, (X) reste inchangé. 
Les calculs sont effectués dans le tableau I. La contrainte 2 n'a pas 
été pn .. se en compte puisq.ue nous avons vu qu'elle n'intervenait pas. Le procédé 
peut encore être simplifié : le calcul n'est plus effectué sur le contenu de la cel-
lule mais sur les incréments c'est-à-dire la différence entre son contenu propre et 
celui de la cellule qui la précède. 
La prise en compte d'un obstacle d'adressesH et B conduit alors aux 
calculs suivants 
1 - Faire la somme S des contenus des cellules X telles que B < X ~ H. 
2- Si X~ B, (X) reste inchangé. 
3 - Si B+1 ~ X ~ B+S, (X) = 1. 
4- Si B+S+1 ~X~ H, (X) O. 
5 - Si X > H, (X) res te inchangé. 
Le tableau II résume ces calculs. 
No 
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TABLEAU I 
o=o=o=o=o=o•o 
cellule Contenu Traitement Traitement Contenu Initial contrainte 1 contrainte 3 final 
0 0 0 0 0 
1 0 0 0 0 
2 0 0 0 0 
3 0 0 0 0 
4 0 0 0 0 
5 0 0 0 0 
6 0 0 0 0 
7 0 0 0 0 
8 0 0 0 0 
9 0 1 1 1 
10 0 2 2 2 
Il 0 3 3 3 
12 1 4 4 4 
13 2 4 5 5 
14 3 4 6 6 
15 4 4 6 6 
16 5 5 6 6 
17 6 6 6" 6 
18 7 7 7 7 
19 8 8 8 8 
20 9 9 9 9 
21 10 10 10 JO 
22 Il Il Il Il 
23 12 12 1 2 12 
Les longueurs des trajets sont obtenus en ajoutant à l'abscisse 
des différents points d'arrivée le DELTAX contenu dans les cellules de leur 
adresse diagonale. 
Tp(A) = 1 1 + 4 15 
Tp (A') = 10 + 5 = 15 
T (A") 10 + 4 = 14 p 
T (A'") = 1 1 + 3 14 p 
1 
1 
1 
1 
1 
1 
1 
1 
1 
~ 
1 
1 
! 
1 
1 
t 
l 
i 
1 
! 
1 
i 
' 
1 
1 
No 
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TABLEAU II 
o=o=o=o=o=o=o=o=o=o 
1 
Contenu Incrément - Contenu 
Cellule Initial Initial Contrainte 1 Contrainte 3 final : Incrêinent IncrémPnr 
0 ! 0 0 0 0 0 
1 0 0 0 0 0 
2 0 0 0 0 0 
3 0 0 0 0 0 
4 0 0 0 0 0 
5 0 0 0 0 0 
6 0 0 0 0 0 
7 0 0 0 0 0 
8 0 0 0 0 0 
9 0 0 1 1 1 
JO 0 0 1 1 2 
Il 0 0 1 1 3 
12 1 1 1 1 4 
13 2 1 0 1 5 
14 3 1 0 1 6 
15 4 1 0 0 6 
16 5 1 1 0 6 
17 6 1 1 0 6 
18 7 1 1 1 7 
19 8 1 1 1 8 
20 9 1 1 1 9 
21 10 1 1 1 JO 
22 11 1 1 l Il 
23 12 1 1 1 12 
Dans la deuxième colonne, nous avons fait figurer les contenus initiaux 
au sens du tableau I ; nous en avons déduit dans la troisième colonne les incréments 
initiaux. A partir des incréments finaux, (colonne 5), nous obtenons le contenu fi-
nal, au sens du tableau I, par sommation. 
Cette dernière version conduit au même contenu final des cellules que 
la précédente. Elle présente l'avantage de travailler en base binaire. C'est la rai-
son pour laquelle elle a été choisie pour être câblée sur la machine. 
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3 - 2. PREPARATION VES VONNEES ET CAS V'UTILISATION VE L'OPTIMATEUR 
3-2-1- Obtention de4 ob~tacle4 
Les données d'un problème d'ordonnancement sont parfaitement connues 
lorsque sont fixés pour chacune des N pièces : 
- l'ordre de passage sur chaque machine (gamme de fabrication), 
- les durées de traitement sur chaque machine. 
Avant de commencer les calculs, la première opération consiste à décri-
re chacun des N(N-I) plans de projection. 
2 
On considère chaque couple de processus ou variables indépendamment 
des autres et, compte tenu de leurs gammes, on détermine les coordonnées des obsta-
cles du plan qui correspondent à l'utilisation simultanée d'une même machine. 
On détermine les coordonnées spatiales du point d'arrivée. La coordon-
née relative à l'axe représentatif d'une pièce est égale à la durée totale de fabri-
cation de cette pièce. 
Taille des tables nécessaires pour enregistrer les données dans l'ordinateur : 
Tous les obstacles- doivent être conservés en mémoire de 1' ordinateur qui 
les envoie ensuite à l'optimateur. Soit J11e nombre total d'obstacles. Chaque obsta-
cîe requiert 4 mots (Xmin, Xmax, Ymin, Ymax) ; il faut donc prévoir 4 J\,mots. 
N(N-1) Avec N = 40 variables, K = 2 = 780 plans et avec 3 obstacles en 
moyenne par plan,~= 3 K = 2340. Le nombre de mots nécessaires est alors de 
4 * 2340 = 9360 mots. 
Compte tenu de la taille du programme et du système d'exploitation, 
le traitement nécessite un Tl600 avec 16 K mots de 16 bits. 
L'utilisation du disque comme mémoire auxiliaire permettrait, moyennant 
une augmentation du temps d'exécution, de traiter des masses de données plus volumi-
neuses. 
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Comme nous l'avons vu plus haut, pour être traité par l'optimateur, 
un problème d'ordonnancement à N processus ou variables doit être projeté sur 
N (N-1) ~~2~ plans de projection, les axes de coordonnées de ces plans représentant l'en-
semble des processus pris deux à deux. Sur chaque plan de projection on aura donc 
la projection des points de départ et d'arrivée dans l'espace à N dimensions ainsi 
que la projection des différentes contraintes. 
Nous allons dans ce paragraphe, poser le problème de l'ordre dans 
lequel les obstacles, pour un plan donné, doivent être présentés à l'optimateur 
CYBCO. 
y 
D x 
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Nous nous donnons donc un plan qui, par exemple, contient 2 contraintes. 
y 
En appliquant la méthode décrite en 3-1-2 si nous traitons d'abord la contrainte , 
puis la contrainte 2, nous obtiendrons successivement les schémas suivants : 
/ 
/ 
x 
y 
A / 
Retard du front d'onde après 
traitement de la contrainte 1. 
Retard du front d'onde après 
traitement des contraintes 1 puis 2. 
Retard en A 
/ 
x 
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Par contre, si nous traitons d'abord 2, puis 1, nous obtiendrons 
les schémas suivants : 
y 
D 
Retard du front d'onde après 
traitement de la contrainte 2, 
x 
y 
Retard du front d'onde après 
traitement des contraintes 2 puis 1. 
Retard en A 0 
/ 
x 
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Nous constatons que les retards que l'on peut lire sur les schémas 
de droite des pages précédentes sont différents selon l'ordre dans lequel noua 
avons présenté les contraintes à l'optimateur. Dans le problème posé, l'ordre d'in-
troduction des contraintes sera celui que nous avons traité dans le second exemple, 
c'est-à-dire 2 puis 1. En réalité, cet ordre obéit à un algorithme naturel que nous 
pourrions énoncer de la façon suivante 
" Soient p contraintes c 1, c2 , ...... Cp dans un plan, ces contraintes 
sont soumises à l'optimateur de telle sorte qu'une contrainte projetant une ombre 
sur une autre contrainte soit introduite dans l'optimateur avant cette dernière. 
L'ombre projetée par une contrainte étant définie comme la portion d'espace située 
derrière cette contrainte et comprise entre ses diagonales haute et basse. On défi-
nit ainsi une relation d'ordre sur les contraintes pour leur traitement par l'opti-
mateur. Cette relation sera une permutation Cal' ca2 ' •.... , Cap des p contraintes 
du plan". 
Remarquons que dans certains cas particuliers où l'exécution d'une 
tâche présente dans son déroulement un recouvrement des moyens générant plusi~urs 
contraintes (cas de contraintes liées, figure 11), l'algorithme que nous venons de 
présenter est mis en défaut : si nous traitons les obstacles dans l'ordre préconisé 
par cet algorithme (contrainte 2 puis contrainte 1), le retard calculé pour le point 
A est inexact. Nous sommes alors amenés à "fusionner" les obstacles avant de les 
traiter (figure 12). 
Ces cas particuliers sont assez rares et nous ne les avons jamais ren-
contrés dans les exemples pratiques que nous avons traités au chapitre 5. 
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y 
A 
x 
Figure Il 
Figure 12 
Retard du front d'onde 
après traitement de la 
contrainte 2 puis 1. 
Retard en A = 0 
A 
x 
Retard du front d'onde 
après traitement de la 
contrainte liée. 
Retard en A = 2. 
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3-2-3- Ca.6 d'l.Lti..LL6a..:tf_on. de l'op.ümateuJL 
Comme nous le verrons lors de l'étude des recombinaisons associées à 
l'optimateur, la détermination du trajet spatial se fait à partir du point A ~ers le 
point D • 
• Prise en compte des obstacles : 
Lorsqu'au cours du problème, l'extrémité A' du trajet A'D restant à 
déterminer a une position quelconque par rapport aux obstacles, nous faisons subir 
à ceux-ci un. traitement préalable·. 
y 
/ 
y' 
/ 
/ 
/ 
/ 
x' 
/ 
/ 
/ 
/ 
/ 
A 
/~~-----------trajet déjà 
déterminé 
x 
Comme en pratique, tout recul est interdit, la projection du trajet 
qui reste à définir, sera nécessairement à l'intérieur du rectangle non hachuré. 
Ce qui nous impose d'éliminer les contraintes complètement à l'extérieur de ce rec-
tangle (ici N° 5), et de s'interdire de contourner les contraintes qui sont en partie 
à l'intérieur du rectangle (ici N° 2 et 4) en passant à l'extérieur de ce rectangle, 
pour cela nous allons minorer l'adresse basse de la contrainte N° 4 et majorer l'a-
dresse haute de la contrainte N°2. Ainsi nécessairement le chemin passera entre les 
contraintes 2 et 4 . 
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Cette opération revient en fait à prolonger à l'infini vers les X 
positifs et les Y négatifs la contrainte 4, et à prolonger à l'infini vers les X 
négatifs et les Y positifs la contrainte 2, c'est-à-dire à créer des obstacles fictifs • 
. Position du point A' nécessitant l'emploi de l'optimateur : 
La décision importante à prendre pour chaque obstacle, est celle de 
son contournement (au-dessus ou au-dessous). Cette décision doit uniquement être 
prise si le point d'arrivée intermédiaire A' correspondant à l'état d'avancement 
du processus se trouve sur les segments SJ-S2 ou S3-S2. Si le point est en A", in-
térieur à l'angle droit défini par SJ-82 et S2-S3, l'utilisation de l'optimateur 
est inutile car le choix du pas suivant ne détermine pas le trajet pour contourner 
l'obstacle. De même, si l'on se trouve à l'extérieur de cet angle droit, il est 
inutile de se servir de l'optimateur puisque dans ce cas, la décision de contourner 
l'obstacle par le dessus ou par le dessous est déjà prise. 
y 
/ 
/ 
/ 
/\) 
/ 
/ 
/ 
/ 
/ 
/ 
s 1 / 
/ 
/ 
/ 
; 
/ 
'. 
/ 
/ 
/ 
A •1 
S3 
/ 
x 
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Formalisation 
Soient : 
numéro i. 
- A'(x',y') le point extrémité du trajet restant à déterminer. 
Pour chaque contrainte 
- Si : x':;; ~i 
ou y':;; y. Bi élimination de la contrainte numéro i. 
- Sinon 
- Si ~i < x' < XBi majoration de xB. ~, 
ou Y Bi < y' <y . majoration de YHi. H~ 
Sinon conserver la contrainte telle quelle. 
Ensuite, employer l'optimateur si pour au moins une des contraintes 
ou A' E s s ~y' 2 3w et 
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. Oqani~rannne . . 
1 Début A-t-on x'::;; ~· 
ou y' ' 1. + 
::;; y Bi ? 
Données . le point A' et l OUI . NON les points H., B. des p 1. 1. 
contraintes c 1' c2' ... c . ... ' c Elimination de C. . _.A-t-on ~i <x' <~i ? 1. p 1. 
ordonnées. 
majoration de ~i OUI NON 
' 
....... 
Faire varier i de 1 à p W$#. .. majoration OUI A-t-on y<y' <y . ? 
v de YHi Bi H1. 
NON 
A-t-on pris la décision A-t-on x'=~i YHi::;;y'<yHi+~i-~i d'utiliser l'optimateur ? : et 
.. NON 
OUI NON 
'lt ou ' y =yHi et xBi::;;x'<xBi+yHi-yBi? 
Utilisation de OUI 1 'optimateur 
On prend la décision d'utiliser 1' op ti-
... mateur après 1 'étude de toutes les con-
... 
traintes. 
1 FIN 1 
3-2-4- Pontée d'une dêc[6ion 
y 
/ 
/ 
/ 
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SI 
/ 
/ 
/ 
/ 
St 
A 
~ , 
, 
, 
, 
/ , 
, S3 
x 
Comme nous l'avons vu au paragraphe précédent, on ne doit 
prendre véritablement une décision que pour passer au-dessus ou au-dessous de 
chaque obstacle, donc lorsque l'on se trouve sur l'un des segments SI-S2 ou S3-S2Si 
l'on ne se trouve pas sur l'un de ces segments relatifs à l'une quelconque des 
contraintes du plan considéré, on peut se déplacer sur une parallèle à la diago-
nale, c'est-à-dire faire progresser simultanément les deux processus X et Y, sauf 
si, bien entendu, dans d'autres plans de projection, certaines contraintes blo-
quent l'un ou l'autre de ces processus. Nous pouvons donc dire que la portée d'une 
décision va du franchissement des segments SI-S2 et S3-S2 d'une contrainte, jus-
qu'aux mêmes segments de la contrainte suivante,figurant sur le trajet dans le 
plan considéré. 
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• Nombre d'activations de l'optimateur : 
Compte tenu du fait qu'une décision n'est à prendre dans un plan 
donné que sur l'un des segments S1-S2 ou S2-S3 relatifs à un obstacle, le nom-
bre total NA d'activations de l'optimateur est au plus égal au nombre total 
d'obstacles, étant donné qu'on prend au plus une décision par obstacle. 
Comme le nombre moyen NM d'obstacles par plan est : 
J), 
mi=--- 2Jl. = _;:__;:.;;;,.. __ 
N(N-1) N(N-1) 
2 
, le nombre total a d'introductions d'obstacles 
dans l'optimateur à partir de l'ordinateur est 
-~ 2&, 
a - x N(N-1) = 2 J42 N(N-1) 
N = 40, Jl = 2340 =~)a 7020 
En conclusion, si le nombre d'obstacles est suffisamment faible pour 
qu'ils soient enregistrés entièrement en mémoire centrale, le temps passé à trans-
mettre les obstacles de l'ordinateur à l'optimateur est de l'ordre de la seconde, 
et négligeable par rapport à la durée des autres calculs de l'ordinateur. 
Algorithme de recherche du point où se situe la prochaine prise de décision : 
Si on désire connaître le nombre de pas que l'on peut construire dans 
l'espace après avoir utilisé l'oprimateur et avant de rencontrer un nouvel obsta-
cle, il est possible de comparer la position du dernier point construit de la 
trajectoire à tous lesJt obstacles. Comme cette opération devrait être répétée 
au maximum~ fois, il faudrait réaliser~2 comparaisons entre cette position et 
celle d'un obstacle, ce qui est énorme. 
[ Exemple : JG = 2340 ) St 2 = 4 800 000. 
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Il nous parait préférable d'utiliser la méthode suivante : pour chacun 
des N axes de coordonnées T. (i = 1,2, ••• ,N),construisons une table dans laquelle 
1 
nous portons la valeur de la i-ème coordonnée du début et de la fin de chaque obs-
tacle situé dans les N-1 plans TiT 1,TiT2, ..• ,TiTN. Trions ensuite ces valeurs par 
ordre décroissant, nous obtenons ainsi une liste des "événements" rencontrés par 
lai-ème coordonnée du point d'arrivée qui se déplace de l'extrémité vers l'origi-
ne au cours de la recombinaison. De la sorte, pour toute position du mobile, nous 
pourrons déterminer rapidement le prochain évènement réclamant une action au cours 
de la résolution du problème. 
Comme les nombres à trier sont tous entiers et comprts entre 0 et 1023 
(l'optimateur testé prenant en compte les coordonnées entières variant entre 0 et 
1023 uniquement), la méthode de tri par clé semble être bien adaptée à ce genre de 
problème. 
ev~nements 
relatifs à 
la i-ème 
coordonnée 
o<· 8 
- 73 -
Soit NT le nombre moyen d'obstacles projetés sur un axe T. ;comme le 
- - 2J2, ~ 
nombre moyen d'obstacles par plan est NM - N(N-I) et comme chaque Ti intervient dans 
(N-I) plans, il y a en moyenne 
NT - 2..P, -~ = (N l) N(N-1)- N 
obstacles projeté~?- sur 1 'axe T., et comme chaque obstacle a 2 points particuliers 
(d~b f' ) . ~ 2 :_ . . 4J6 e ut et ~n cee~ represente NT po~nts en moyenne par axe, so~t -w· 
obstacles par 
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Prenons un exemple numérique : N = 40,~ = 2340 (soit en moyenne 3 
4Jl, plan). Alors~= 234, il y a donc 40 fois 234 valeurs à trier, cha-
que valeur étant comprise entre 0 et 1023. Une méthode de tri par fusion nécessite-
rait : 
40 x 234 x log2 234 ~ 80 000 opérations. 
Une méthode de tri par clé en triant d'abord sur les 5 derniers bits, 
puis sur les 5 premiers, nécessiterait : 
40 x 2 x 234 ~ 20 000 opérations. 
Cette dernière méthode semble donc la plus rapide dans notre exemple, 
mais elle est malheureusement coûteuse en place (il est nécessaire de chaîner les 
éléments en listes). Si la place mémoire manquait, le recours à la méthode de tri 
par fusion. pourrait s'avérer nécessaire. 
Actions requises à la rencontre d'un évènement : 
Ces actions peuvent être diverses. 
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Supposons que la coordonnée relative au processus i passe par la 
valeur~ au cours de la construction de la trajectoire. Cette trajectoire coupe 
par conséquent 1 'hyperplan de coordonnée~ • L'action requise peut alors prendre 
différentes formes. 
Si la trajectoire passe au-dessousde C ou au-dessus de F, aucune action 
n'est requise. 
Si la trajectoire passe entre B et C, il y a lieu de bloquer la coor-
donnée i du processus. 
Si la trajectoire passe entre B et F, il faut activer l'optimateur 
pour déterminer la longueur du trajet minimum dans le plan considéré. 
Au moment où la i-ème coordonnée passe par la valeur a, il y a lieu 
d'effacer complètement l'obstacle ABCD de la liste des obstacles à prendre en compte. 
3-3. INTROVUCTION VES VONNEES VANS L 'OPTIHATEUR : 
L'introduction des données peut être réalisée soit manuellement par 
des clés, soit par une interface. Les résultats sont affichés par des voyants et 
sont rendus disponibles sur l'interface. L'optimateur testé à l'Ecole des Mines de 
Saint-Etienne comporte 2048 cellules. 
3-3-1- Fonctionnement manuel : 
Le panneau avant est pourvu d'un dispositif de visualisation de la 
valeur binaire des adresses basse ou haute, de la valeur binaire du retard occasion-
né par les contraintes et du signal fin de calcul. Un ensemble d'interrupteurs per-
met de tester l'appareil par introduction manuelle des données (adresse basse puis 
adresse haute). 
3-3-2- Fonctionnement en ~onnection à un ohdinateuh : 
L'utilisation exclusive des circuits intégrés de technologie TTL con-
fère à l'appareil une compatibilité totale avec les ordinateurs disponibles sur le 
marché français. Il peut être relié à l'un de ces appareils par un cordon qui permet 
d'en recevoir des mots de 16 bits. Ces bits sont répartis de la façon suivante 
- le premier qui est désigné par "servi" joue le rôle de signal d'horloge pour le 
registre-tampon, 
les quatre suivants correspondent respectivement à l'adresse basse, à l'adresse 
haute, à l'initialisation et à la sortie du résultat, 
- les onze derniers définissent une adresse. 
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1 - Cycle d'initialisation : 
Avant de commencer le calcul il convient d'initialiser l'optimateur, 
c'est-à-dire d'écrire des "O" depuis l'adresse 0 jusqu'à l'adresse 1023 puis des 
"l" de l'adresse 1024 à l'adresse 2047. Pour cela on met l'adresse basse à 0 si 
bien que le mot envoyé par l'ordinateur est le suivant : 
Servi 
Servi 
B 
B 
0 
H 
0 
I 
0 
Re 
0 
On met ensuite l'adresse haute à 2047, l'ordinateur envoie donc 
H I Re 
0 
C'est la valeur du bit I qui enclenche le séquenceur sur la mise à 
0 depuis l'adresse basse c'est-à-dire 0 jusqu'à 1023, puis à 1 depuis 1024 jusqu'à 
l'adresse 2047. Ensuite l'optimateur émet un signal "Fin de Cycle", ce qui indique 
qu'il est prêt à recevoir les données relatives au traitement d'une première contrain-
te. 
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2 - Cycle normal 
Le signal "fin de cycle" dont il vient d'être question interronipt 
l'ordinateur qu~ enregistre le signal. S'il n'est pas prêt à envoyer les deux 
adresses qui définissent la première contrainte, il poursuit ses calculs et l'opti-
mateur reste en attente. Dans le cas contraire il envoie successivement deux mots 
de 16 bits qui correspondent aux adresses de cette première contrainte. Il envoie 
donc : 
-
ter mot 
Servi B H I R 210 ............. 20 
0 0 0 adresse basse 
- 2ème mot 
Servi B H I Re 210 ............ 20 
0 0 0 adresse haute 
Dès que 1 'adresse haute est chargée, le séquenceur déclenche un cycle 
de calcul. 
Pendant ce travail l'ordinateur entreprend les calculs relatifs à la 
contrainte suivante. 
Lorsque l'optimateur a terminé le calcul du retard introduit par la 
première contrainte, il émet de nouveau le signal "Fin de cycle", ce qu~ a pour 
effet d'interrompre l'ordinateur qui, là encore, dès qu'il est prêt, transmet à 
l'optimateur les deux adresses qui définissent la seconde contrainte, etc ... 
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3 - Cycle résultat : 
Lorsque l'ordinateur reçoit le signal "Fin de cycle" de ce qu'il sait 
correspondre à la dernière contrainte, il demande à l'optimateur d'effectuer un cy-
cle résultat. Nous rappelons qu'il s'agit d'effectuer la somme des "l" de l'adresse 
0 jusqu'à l'adresse d'arrivée A incluse. 
A cet effet l'ordinateur charge le registre d'adresse basse à 0 et 
celui d'adresse haute à A. Il envoie donc les deux mots suivants : 
- ter mot 
Servi 
- 2ème mot 
Servi 
B 
B 
0 
H 
0 
H 
I 
0 
I 
0 
Re 
0 
Re 10 0 2 •••••••••• 2 
Valeur de l'adresse arrivée 
La valeur 1 du bit Re fait effectuer la somme voulue et, lorsque 
cette somme se trouve dans le registre de l'additionneur, l'optimateur envoie le 
signal "Fin de cycle". La carte de couplage est connectée directement au registre 
de l'additionneur si bien que le résultat s'y trouve disponible tant qu'un nouveau 
calcul n'est pas venu modifier le contenu de ce registre. 
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3 - 4. RECOMBINAISONS ASSOCIEES A L' OPTIMATEUR : 
Les données sur lesquelles travaillent ces recombinaisons sont, comme 
nous l'avons indiqué, les nombres de cycles d'horloge nécessaires pour atteindre les 
trois prédécesseurs A', A", A"' du point d'arrivée dans chaque plan (TI' TJ). 
A' •• A 
A" •• A'11 
~---------------------4TI 
3-4-1- Reeomb~n~on majo~e 
Cet algorithme est très simple et malgré cela, il conduit à des résul-
tats comparables à ceux obtenus par d'autres recombinaisons, comme nous le verrons 
dans le dernier chapitre. 
• Principe : 
Son principe consiste à examiner dans chacun des plans quel est le 
point (A', A" ou A"') qui est atteint depuis D en un nombre minimal de cycles d'hor-
loge. En reprenant les notations du paragraphe 3-1-3, nous avons : 
T (A') temps (ou cycles d'horloge) nécessaire pour atteindre A' p ' 
T (A") temps (ou cycles d'horloge) nécessaire pour atteindre A" p ' 
T (A"') temps (ou cycles d'horloge) nécessaire pour atteindre A"'' p 
A chaque processus T1 , (IE{l, •... ,N}), est associé un compteur C(I) 
et une variable d'incompatibilité INC(I), tous deux initialisés à 0 on examine cha-
cun des plans de projection en effectuant les opérations suivantes : 
-si T (A') =!NF [T (A'), T (A"), T (A"')], la trajectoire la plus courte passe par p p p p 
AA' ; on a donc intérêt à faire progresser le processus TI seul. C(I) est incrémenté 
du temps relatif à A'" diminué du temps relatif à A' : C(I) +- C(I)+Tp(A"')-TP(A'), 
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-si T (A"')= INF [T (A'), T (A"), T (A"')] on incrémente C(J) du temps relatif p p p p ' 
à A' diminué du temps relatif à A"' : 
C(J) + C(J) + T (A') - T (A'") p p ' 
si T (A")= INF [T (A'), T (A") T (A'")] ce qui incite à faire avancer simulta-p p p ' p ' 
nément TI et T3 , C(I) et C(J) restent inchangés. 
-si le point A' est interdit (pénétration dans une contrainte), la variable d'in-
compatibilité relative à TI est mise à 1 
INC (I) + 1 
- Sl. le point A"' est interdit INC (J) + 1. 
Lorsque tous les plans ont été examinés, on classe les valeurs 
C(1), C(2), ••. ,C(N) par ordre décroissant et on choisit le processus TK pour lequel 
C(K) est maximal et INC(K) ~ 1. On fait progresser TK d'un pas : si~ est la coor-
donnée du point A, sa nouvelle coordonnée sera ~-1. Il est alors nécessaire de passer 
en revue le~N-1 plans où figure ce processus pour tenir compte du cas particulier 
suivant : supposons que dans 1 'un des plans (TK' TL), le point A" soit interdit (noté 
T (A") = oo) sans que A' et A"' le soient (cas d'une contrainte ayant un point angu-p 
leux en A). La progression de l'un des processus isolément est permise, mais leur 
progression simultanée est interdite. Dans la nouvelle situation déterminée par l'a-
vance de TK' la progression de TL n'est plus possible, ce qui doit se traduire par 
l'affectation de la valeur 1 à la variable INC(L) 
T (A") = co ~ INC(K) = 1 ou INC(L) 1. p 
On cherche ensuite le processus TK' tel que C(K') soit immédiatement 
inférieur à C(K) et tel que INC(K') 4 1. On fait progresser TK' (la coordonnée~' 
devient ~,-1) et on examine les plans où il figure pour voir s'il n'y a pas de cas 
nécessitant la mise à 1 de certaines variables d'incompatibilité. On itère jusqu'à 
épuisement des processus. 
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Le pas est complètement déterminé lorsque tous les processus ont 
progressé, ou lorsque les variables d'incompatibilité associées à ceux qui n'ont pas 
progressé sont toutes égales à 1. 
Pour passer à l'étude du pas suivant, il est nécessaire de procéder· à 
la remise à 0 des tableaux C(I) et INC(I) et à un nouvel examen des plans de projec-
tion. Le problème est résolu lorsque le point figuratif de l'état des processus coïn-
cide avec D. 
Structure des données : 
L'algorithme précédemment décrit programmé en PL1600 occupe environ 
1 K mots de 16 bits sur l'ordinateur T1600. Sa mise en oeuvre nécessite en outre la 
réservation de mémoire pour y stocker les données et les tableaux de travail. Dans 
le cas où le nombre de processus est N et le nombre de contraintes par plan K, ces 
tableaux ont les tailles suivantes : 
- stockage des données : 
• N mots pour définir les coordonnées du point d'arrivée dans l'espace. 
4 K N(N-1) d~f·· . 1 d ~ ~ . d . • 2 mots pour e 1n1r ·es coor onnees cartes1ennes es contra1ntes 
(4 mots par contrainte). 
4 N (N -1) . d ~ f . . d h 1 ~ 1 mb d . --~2~ mots qu1 e 1n1ssent ans c aque p an son numero, e no re es contraln-
tes, et les deux processus concernés. 
- tableaux de travail : 
• N mots qui correspondent aux compteurs C(I) • 
. N mots qu1 correspondent aux variables d'incompatibilité INC(I) • 
•. N mots pour trier les processus à la sui te de 1 'analyse bidimensionnelle. 
N(N-1) ~~2~ mots pour indiquer si la progression simultanée des deux processus associés 
à chaque plan est permise. 
Soit en tout 2N(N-l).(K+~) + 4N :jf 2N2(K+I) mots. 
La résolution d'un problème à 20 processus et 5 obstacles par plan 
exige que la mémoire disponible dans l'ordinateur soit au moins de 6 K mots. 
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• Organigramme 
1 Début 1 
~ 
1 
C(I)=O 
INC(I)=O} TE{ l ' 2 ' .•. ,N} 
J 
Examen d'un plan (TI,TJ) 
détermination de T (A'), T (A") T (A"') p p ' p 
• 
T (A')=INF[T (A'), T (A") T (A"')]? OUI C(I)+C(I)+T (A"' )-T (A') 1-p p p ' p p p 
~ NON 
T (A"')=INF[T (A') T (A") T (A"')]? OUI C(J)+C(J)+T (A')-T (A"') p p 'p 'p . p p 
T 
NON 
1 A' est-il interdit ? l l OUI NON 
1 INC(I) + l 1 
' 
1 
A"' est-il interdit ?l 
OUI NON 
, 
1 
INC(J)+l l 
• 
, 
1 "1 plan à examiner ? ] Y-a-t-~ encore un 
OUI 
NON 
Classement des C(I), (I=l ,N)1 par ordre décroissant 1 
~ 
Existe-t-il K tel que K soit la plus grande des valeurs 
C(I) telle que INC(I) 1 l ? 
OUI NON 
l 
• , lnéfinitiôn d'un Aj Progression d'un pas de TK et mise nouveau point 
à l des variables INC(I) pour les -.1. 
incompatibilitésdues à TK 1 A= D ? 1 
NON 
C(K) + 0 ~OUI 
1 FIN 1 
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3-4-2- Reeombin~on anbo~~eente 
Nous faisons l'hypothèse que la longueur de la trajectoire à N dimen-
sions n'est que légèrement supérieure à celle de la plus longue trajectoire plane. 
La méthode employée consiste donc à minimiser la plus longue trajectoire plane. 
Pour un problème de N processus à ordonnancer, nous aurons 2N-1 points 
possibles pour placer l'extrémité du pas à définir. 
Ces points étant ceux qui précèdent immédiatement le point d'arrivée 
dans l'espace à N dimensions. 
N Soit M l'un quelconque de ces 2 -1 points. L'optimateur ou toute autre 
machine bidimensionnelle permet de déterminer la distance dans un plan entre le point 
de départ et la projection de M dans ce plan. 
Pour chaque plan la machine fournit 4 valeurs correspondant aux 4 pro-
jections possibles A, A', A", A"' de M. Au total, on obtient donc 4 x N(~-1)"" 2N(N-1) 
valeurs qui sont les données utilisées dans la recombinaison. 
Appelons d la distance DM que l'on cherche à minimiser. 
Posons K N (N- 1 ) C . d~ 1 1 o • ( • K) 2 . ons~ erons e p an n- ~ 1~~~ . 
Ti (A) Ti (A') T~ (A") T~{A"') sont les longueurs des trajectoires p 'p 'p 'p 
planes DA,DA', DA", DA"'. 
Nous savons que d sera supérieure ou égale à la plus grande des va-
leurs de l'ensemble E tel que 
E = {T 1(A), T1(A') T1(A") T1(A"') p p ' p ' p ' 
T2 (A) , T2 (A') T2 (A") T2 (A"') p p ' p ' p ' 
.fCA), TK(A') ~(A") ~(A"')} p p ' p ' p 
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Le problème consistera donc à supprimer parmi ces 4 K valeurs, toutes 
les plus grandes, e~ respectant bien sûr la compatibilité qui doit exister entre 
elles (pour qu'il existe toujours au moins une solution physiquement réalisable). 
Nous obtiendrons finalement un ensemble de K valeurs, à savoir une 
par plan et nous pourrons seulement dire que d sera supérieure à cette distance, en 
espérant qu'elle ne sera que légèrement supérieure. Pour rendre compte des impossi-
bilités (pénétration dans une contrainte), nous introduirons des distances infinies. 
Algorithme : 
- Déterminer les 2N(N-l) éléments de 1 'ensemble E. 
2 - Classer les éléments de E par ordre décroissant. 
3- Considérer l'arbre binaire formé par toutes les solutions (tous les éléments de E). 
4 - Supprimer progressivement toutes les branches correspondant aux plus grands élé-
ments de E, s'arrêter lorsqu'il ne reste plus qu'une seule solution. 
5 - Cette solution définit un point M parmi ces 2N-I points prédécesseurs du point 
d'arrivée. Ce point M devient le nouveau point d'arrivée. 
6 - Si M :1 D, retour en ,1 pour définir un autre élément de la trajectoire, sinon 
la trajectoire est déterminée. 
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. Exemple 
Pour fixer les idées, nous allons traiter un exemple simple avec 3 
rocessus. 
Considérons trois processus notés 1,2,3. L'optimateur CYBCO nous donne 
chacun des couples de processus les distances correspondant aux 4 états possi-
: les deux processus progressent (noté 1-2), l'un des deux seulement progresse 
(noté I-2 ou Ï-2) ou aucun (noté Ï-Z). 
Processus 
·considérés 
1-3 
I-3 
1-3 
ï-3 
2-3 
2-3 
2-3 
2-3 
1-2 
I-2 
Ï-2 
ï-2 
distances 
CX' 
10 
13 
1 1 
5 
15 
1 1 
12 
00 
12 
Il 
12 
d2 
dl 
Nous choisissons parmi toutes ces valeurs la plus grande (ici, 1-3), et 
nous commençons à construire un arbre avec les branches 1-3, Ï-3, 3-I et 3-ï parmi 
lesquelles nous effaçons déjà la branche 1-3 parce que sa valeur est la plus grande. 
Prenons maintenant la valeur suivante ; ce sera par ordre décroissant 
1-2. Ici, il suffira d'ajouter un niveau dans l'arbre correspondant au processus 2 
puisque le niveau correspondant au processus 1 figure déjà dans l'arbre. Supprimons 
maintenant les éventualités correspondant à l'état 1-2. 
Pour la troisième distance, ici 2-3, nous n'ajouterons pas de niveau 
dans l'arbre puisque les 2 processus figurent déjà dans l'arbre ; nous supprimons 
simplement les branches correspondant à 2-3. Continuons l'étude avec 1-3. Il ne nous 
reste plus que la solution 3-t-2 puisque la solution 3-ï-2, correspondant à l'arrêt 
de tous les processus est rejetée d'office. 
/ 
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En réalité, le nombre de processus peut être très grand. Très vite, 
l'arbre deviendrait trop volumineux pour résider en mémoire centrale de l'ordinateur 
et la recherche en arbre prendrait trop de temps. 
Nous constatons que le fait de sélectionner une distance relative à 
deux nouveaux processus multiplie par 4 le nombre de feuilles de l'arbre avant qu'on 
puisse en supprimer une ou plusieurs. 
Si par contre la distance choisie ne fait intervenir qu'un seul nou-
veau processus, le nombre de feuilles est simplement multiplié par 2. Enfin, le fait 
de prendre en compte une distance telle que les processus concernés figurent déjà 
dans l'arbre permet d'en réduire immédiatement la taille. 
Par conséquent, lorsque le nombre de branches devient trop grand et 
que la distance que l'on devrait considérer correspond à un ou deux processus, absents 
de l'arbre, on recherche la plus grande distance immédiatement inférieure mais per-
mettant de faire diminuer le nombre de branches. Lorsque ce nombre est redevenu com-
patible avec la taille de la mémoire centrale de l'ordinateur et avec le temps que 
l'on peut consacrer à la recombinaison, on revient aux distances plus grandes que 
l'on avait laissées en attente. 
Cette méthode permet donc d'obtenir une solution par élimination de 
toutes les distances les plus longues, en respectant la compatibilité. Elle est 
aussi très souple car en modifiant le nombre maximal de feuilles que l'on peut tolé-
rer, on agit sur la taille de la mémoire centrale que l'on utilise et aussi sur le 
temps d'exécution de la recombinaison. 
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. Organigramme 
1 
Début 
1 
,-
1 Examen des K plans et 
détermination des 4 K éléments de E 1 
Ir 
1 
Classement des é léinen ts de 
1 E par ordre décroissant 
•• 
-Traitement du plus grand élément 
I de E non encore traité et 
compatible avec la dimension 
de 1' arbre, 
-Suppression dé la branche 
correspondante. 
Existe-t-il une seule feuille 
1 à 1' arbre ? 
OUI NON 
. 
, 
Détermination d'un 
nouveau point H de la 
trajectoire spatiale 
• ~ M = D ? 1 NON ... 
OUI 
, 
1 
FIN 
1 
C'est finalement la première de ces deux recombinaisons (la recombi-
naison majoritaire) qui a été implémentée sur l'ordinateur Télémécanique Tl600 
pour tester l'optimateur. 
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4 - ETUVE VU COMBINATEUR OPTIMISANT SNCF-GENETE [72] 
Il s'agit d'une machine capable de fournir, dans des temps très brefs, 
une solution à des problèmes de type combinatoire dans lesquels peuvent intervenir 
de nombreuses variables pouvant prendre de multiples états. 
Cette machine appelée en réalité par ses inventeurs "combinateur hybride 
optimisant" est un combinateur car elle combine de nombreuses variables entre elles 
en vue d'obtenir une solution réalisable d'un problème d'ordonnancement. 
Ce combinateur est dit optimisant car il a pour fonction de donner 
une solution aussi voisine que possible de la solution optimale. 
Cependant, dans l'étude que nous en avons faite, nous n'emploierons 
jamais le mot "hybride". En effet, cette terminologie est assez mal choisie : le 
combinateur utilise des techniques numériques seules et non à la fois numériques 
et analogiques, il n'y a donc pas lieu de parler de combinateur hybride. Cette appe±-
lation a sans doute été un choix historique, venant des recherches du Docteur SAUVAN 
qui étudiait l'analogie avec les circuits neuronaux. 
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Le combinateur optimisant, décrit dans le brevet SNCF-M.GENETE, comprend 
A- Le système d'entrée et l'interface d'entrée 
Ces entrées peuvent être • des entrées directes, 
• des entrées en temps réel, 
. des entrées en temps partagé. 
B - Les 6 opérateurs fonctionnels, comprenant 
- 1 'opérateur de pilotage OP • 
Cet opérateur est câblé et programmé, il intègre le combinateur dans 
la chaîne de machines résolvant le problème et gère le système de sortie. 
- 1 'opérateur directeur OD. 
Cet opérateur est câblé et programmé, il met en relation les paramètres 
du problème et les variàbles du combinateur, synchronise et enchaîne logiquement les 
différentes opérations de chacun des autres opérateurs fonctionnels. 
- 1' opérateur analyse OA. 
Il est câblé et détermine le coût des chemins optimaux dans les plans 
d'analyse. 
- 1 'opérateur recombinaison OR. 
Il est câblé et programmé, traite les coûts des chemins optimaux dans 
les plans d'analyse. Il construit une trajectoire spatiale unique, voisine de l'opti-
male, en évitant les hypervolumes de contraintes. 
- l'opérateur compatibilité OC. 
Il est câblé et élimine les solutions dont les composantes feraient 
pénétrer la trajectoire dans des hypervolumes de l'espace. 
- 1 'opérateur spécialisé OS . 
Il est câblé et programmé, intègre différentes variantes de structure 
du combinateur, au choix de l'opérateur et selon la nature du problème posé. 
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C- Le système de sortie et l'interface de sortie 
Ces sorties peuvent être : 
- des sorties directes en temps réel, 
- des sorties classiques. 
Les phénomènes dynamiques sont représentés par une suite discrète d'é-
tats, appelés situations S(I), S(2), •••• S(i) ... , appartenant à un espace pluridimen-
sionnel. S(i) est l'extrémité d'un vecteur ayant pour composantes les états 
[S(i)X, S(i)Y, S(i)Z, S(i)T, ... J des différentes variables mises en jeu. Une variable 
ne peut évoluer que selon une dimension. L'enchaînement des différentes situations 
S(l), S(2), ... S(i) ..• constitue la "trajectoire" ou la stratégie. 
Cette trajectoire est définie par une ligne brisée formée par une chaî-
ne de vecteurs de modules l'unité, construite dans un espace n-dimensionnel si le 
nombre de variables est n. 
Au cours d'une action élémentaire, la variable X peut 
-effectuer une action 1 en passant de l'état S(i)X à l'état S(i+l)X. 
-effectuer une action 0, en restant dans l'état S(i)X = S(i+l)X. 
L'action complexe ou "pas" est la combinaison de n actions élémentaires 
si le problème est à n variables, une action élémentaire par variable. 
Nous appelle rans 
. SD le point représentatif de la situation origine du problème, 
• SA le point représentatif de la situation arrivée ou fin du problème. 
Lorsque certaines actions élémentaires sont incompatibles entre elles, 
on dira qu'il existe une contrainte entre ces actions. 
Si la contrainte entre deux actions de deux variables n'est pas modi-
fiée par l'évolution d'une variable sur un autre axe (cas le plus général), elle est 
représentée dans l'espace n-dimensionnel par un cylindre de hauteur illimitée, ortho-
gonal au plan formé par les deux axes représentant les deux variables dont certains 
couples d'actions sont interdits. 
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Si, au contraire, la contrainte entre deux actions de deux variables 
est modifiée par l'évolution d'une variable sur un autre axe, elle est représentée 
par un hypervolume isolé dans l'espace n-dimensionnel. 
Le combinateur permet de déterminer un chemin de cet espace n-dimen-
sionnel qui relie au mieux les points SD et SA en contournant les hypervolumes de con-
2 traintes. Pour cela la machine détermine des chemins optimaux dans chacun des C 
n 
plans de projection du problème, ces chemins seront ensuite recombinés entre eux pour 
obtenir la trajectoire spatiale. 
Nous allons maintenant décrire les pr~nc~paux organes du combinateur, 
ce qui permettra de voir comment cette machine peut résoudre un problème d'ordonnan-
cement. 
4- 1- L ' opéJuU:e.Wt ana.ly.6 e. : 
La résolution d'un problème par le combinateur nécessite 
2 
- la connaissance des n variables formant les C plans d'analyse, 
n 
- les coordonnées des points fournissant les contraintes de chaque plan d'analyse, 
- les coordonnées actuelles, (au pas considéré) du point décrivant la t~ajectoire : 
soit SD ce point. 
L'opérateur analyse est constitué par un certain nombre de modules. 
4-1-1- Vétection de. vo~~ngge. d'une. contnainte. VVC 
Ce module est le premier à entrer en action lors de l'étude dans les 
2 C plans pour construire un nouveau pas de la trajectoire spatiale. Il détermine 
n 
les interdictions de couples d'actions du type 10 (X avance, Y arrêté), 01 (X arrêté, 
Y avance) et 11 (X et Y avancent), c'est-à-dire qu'il mémorise pour chaque plan les 
couples d'actions interdits (qui pénétreraient dans les contraintes). 
Soient x8D et Ysn les coordonnées de SD. Ce module détermine ceux des 
points de coordonnées x8D+I,y8D ou xSD' y8D+l ou x8D+1, y8D+1 qui sont interdits. 
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y 
01~ 
so 
Dans l'exemple de la figure, on constatera que le couple d'actions Il 
est interdit (point de coordonnées x8D+I,y8D+.I). 
Remarques Ce module est ici câblé alors que sur l'optimateur CYBCO, cette partie 
est programmée avec la recombinaison grâce au tableau INC(I) qui tient 
compte des progressions interdites dues à la présence de contraintes 
(3.4.1.). 
Remarquons ainsi qu'avec le combinateur, la construction du chemin 
se fait depuis le point figuratif du début de l'ordonnancement jusqu'à la fin alors 
qu'avec l'optimateur, c'est le contraire. 
- 94 -
4-1-2- P JtogJteo-6-i.on S Jtap-i.de .6 élective PSRS : 
Son but est de limiter l'exploration des différents plans d'analyse aux 
seuls points décisifs pour la stratégie globale. Ce module permet ainsi d'éviter de 
nombreuses explorations. 
Les points de décisions sont 
les points pour lesquels on a détecté une contrainte de voisinage, ce sont les 
points pour lesquels au moins un couple d'actions a été interdit par le module 
précédent, 
le premier point SD, point de situation de départ du problème, 
- les·points situés sur les deux zones frontières des contraintes. 
y 
//:.'~' .. +__._! _ ___, 
'///~ ,r 
Zones frontières 
x 
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D'après les résultats obtenus par ce module, les n variables du pro-
blème sont classées en deux sous-ensembles disjoints EF et EF en désignant par : 
• EF les variables en conflit ayant fait l'objet d'une détection de frontière 
ou ayant des contraintes de voisinage différentes du pas précédent ou étant 
en situation de début de problème • 
• EF les variables n'ayant pas fait l'objet d'une détection de frontière, n'ayant 
pas de contraintes de voisinage sauf si elles sont identiques au pas précé-
dent, et n'étant pas en situation de début de problème. 
Seules les variables du groupe EF seront soumises à une exploration 
dans leurs plans, soit k leur nombre. Les variables du groupe ËF progresseront né-
cessairement d'un pas, excepté si elles sont soumises aux mêmes contraintes qu'au 
pas précédent, auquel cas elles effectueront des actions identiques à celles effec-
tuées au cours de ce pas précédent. 
4-7-3- Expionation du pian : 
L'exploration plane est faite seulement pour les ci plans correspon-
dant aux K variables en conflit, c'est-à-dire les variables du groupe EF déterminé 
par la PSRS. 
La méthode utilisée est celle de la propagation d'une onde qu~ est 
l'image des changements d'états successifs de bascules électroniques reliées les 
unes aux autres selon une architecture de réseau à mailles régulières, cette onde 
étant perturbée par les différents obstacles rencontrés. 
Considérons un point SA de coordonnées (18,14) dans ce réseau, nous 
nous proposons d'atteindre le point SD de coordonnées (5,3) à l'aide d'impulsions 
successives, formant une onde à partir de SA. 
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Dans l'exemple traité ci-dessus, 13 impulsions auront été nécessaires 
pour atteindre le point SD. 
Cette exploration nous fournit les valeurs des 4 paramètres relatifs 
au plan (X,Y) dont nous aurons besoin pour la recherche de la solution dans l'espace 
n-dimensionnel 
- x action 1 ' 
- x action 1 ' 
- x action o, 
- x action o, 
y 
y 
y 
y 
action 
action 
action 
action 
0 
0 
NEXY Il = 12 
NEXYIO = 13 
NEXYOI = 13 
NEXYOO = 13 
On peut facilement imaginer des problèmes à traiter qui ont un nombre 
de pas ~rès important • Techniquement et financièrement, il aurait été difficile de 
réaliser un réseau maillé de très grande dimension. C'est pourquoi il s'est avéré 
plus intéressant de construire un réseau maillé carré de dimension limitée, appelé 
"module. de scrutation", et de déplacer ce module dans les différentes parties utiles 
du plan, de "scruter" le plan. 
Cette scrutation peut être soit optimisée, soit diagonale. 
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- Scrutation optimisée : 
Le module se déplace à partir du point SA, point représentatif de la 
fin de l'évolution des deux processus X et Y, jusqu'au point SD, point représenta-
tif du début de l'évolution des deux processus, de façon à ce que toutes les mailles 
du réseau par lesquelles passe la trajectoire optimale, soient parcourues. 
y 
tU 
D 
- - .. - - ... ---· 11 
1 
-- .. -·- ·. u~ 1 ~-----------·~;s t 1 : 1: : ------~~-,~, ~ ' s 
11!~,~-~-
10 1 c.:.::..:...::. 1 
11' 1 
- .. ---------~161 1 
1 1~. 
------·- _j_D 15"1'r ... _, __ .,--_____ , ;y i~t18..!1J Ji _______ , 
1 ~o1~ ' 
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Algorithtœ 
Soit L la longueur de l'arête du module de scrutation. 
1 - Position I du module : 
- angle supérieur droit point SA de coordonnées (xSA'YSA)' 
- angle supérieur gauche point de coordonnées ( xSA-L+ l ' y SA) ' 
- angle inférieur droit point de coordonnées (xSA'YSA-1+1), 
- angle inférieur gauche point de coordonnées (x8A-L+I,ySA-L+I), 
2 - Si le point SD est couvert par le module, la scrutation est terminée, sinon 
définir une ou deux nouvelles positions du module à partir des bordures verti-
cale gauche et horizontale basse de la position précédente du module en englo-
bant les points atteints en un minimum d'impulsions, retour au début de 2. 
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Dans le cas représenté sur la figure précédente1 le module de scruta-
tian parcourt le plan d'analyse en prenant successivement les positions I à VI afin 
d'explorer la partie utile du plan, c'est-à-dire celle où figurera le trajet SA- SD 
optimal. La position i+1 du module se définit parrapport_ à sa position i par le nom-
bre d'impulsions du front d'onde nécessaires pour atteindre la -bordure verticale gau-
che et horizontale basse du module en position. Les points des bordures atteints avec 
lé minimum d'impulsions seront les points susceptibles de faire partie du çhemin opti-
mal, ce qui permet de repositionner le module en position i+.l sur les points afin de 
continuer à parcourir le chemin optim~l. Lorsque le point SD est atteint, la ~cru­
tation du plan es~ terminée, le module en position VI nous donne les valeurs des para-
mètres. 
NEXY11 = 24 
NEXY01 = 25 
NEXY10 = 24 
NEXYOO = 25 
- Scrutation diagonale : 
Cette méthode s'avère assez efficace lorsque, dans le plan d'analyse, 
la zone des contraintes se trouve dans une bande comprise entre deux parallèles à 
la diagonale, suffisamment rapprochées. Les résultats obtenus avec cette méthode ou 
avec la précédente sont équivalents, seule la disposition des contraintes dans le 
plan incite à choisir l'une plutôt que l'autre afin de gagner du temps lors de la 
phase d'exploration du plan d'analyse. 
Algorithme : 
1 - Définition de la bande diagonale 
2 - Position I 
- i + 1 • 
- diagonale supérieure son adresse est la plus haute des adresses 
hautes des différentes contraintes, 
- diagonale inférieure : son adresse est la plus basse des adresses 
basses des différentes contraintes. 
du module . . 
angle supérieur 
- angle supérieur 
- angle inférieur 
- angle inférieur 
droit point 
gauche point 
droit point 
gauche point 
SA 
de 
de 
de 
de coordonnées (xSA'YSA)' 
coordonnées (xSA-L+1,ySA)' 
coordonnées (xSA'YSA-L+1), 
coordonnées (xSA-L+1,ySA-L+1) 
1 rx 
' 
1 
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3 - Scrutation, par déplacements successifs du module de la droite vers la gauche, 
de tous les points d'ordonnée comprise entre YsA-(i-1) Let YsA-iL+I situés 
dans la bande diagonale définie en 1. 
4 - Si le point SD est scruté, le problème est terminé, 
sinon : i + i+l et retour en 3. 
y 
- _,_ 
1 'JU 
1 
r -
dl 
- - - - - + - --- - -- -
,vr 
D 
r-
d 
---, 
t.,SFI 
/ 
1_ - - - - - - - - - ----------·---------
:xr :x 
-- - .J 
--------------------~----------------------------------~x 
Le premier travail consiste donc à tracer deux diagonales englobant 
l'ensemble des contraintes afin de limiter l'étude du plan aux zones perturbées. Le 
module de scrutation prend successivement les positions I à XII afin de parcourir 
complètement l'intervalle limité par les diagonales et les points SA et SD. Le modu-
le s'arrête lorsque le point SD est atteint (position XII) et fournit les valeurs des 
4 paramètres NEXYII, NEXYOI, NEXYIO et NEXYOO. 
Remarquons que les découpages du plan déterminant les positions du mo-
dule de scrutation sont identiques pendant toute l'évolution du pmint SD, seul le 
nombre de ces scrutations diminue au fur et à mesure que SD se rapproche de SA. 
- lOO -
Si les points SA et SD sont à l'extérieur de la bande définie par les 
2 diagonales, l'exploration s'effectue de la même façon que précédemment, il suffit 
d'ajouter au résultat le nombre de pas nécessaires pour atteindre les diagonales • 
y 
SA 
~ 
1 
/ 
/ 
x 
4-2. L'opé~e~ ~eeomb~n~on : 
Les 7 centres ci-après participent à la recombinaison. Ce sont 
- le centre de suppression des actions "CSA~' 
- le centre d'exploitation des résultats d'analyse "CEA" 
./ 
- le centre de prétrai tement des variables et des actions "CPVA" 
.1 
- le centre de lever d' ambigüi té "CLA" 
.1 
- le centre d'orientation de la trajectoire "COT" J 
- le centre de classements intervariables et interactions "CIVCIA" J 
- le centre de définition du point-situation S (i) "CDS". 
4-2-1. Le een.:t.Jte de .6uppJteô.6~on du action.ô "CSA": 
Ce module a pour rôle de préparer la construction de la trajectoire 
2 
spatiale T à partir des 4 paramètres, obtenus dans chacun des CK plans analysés, 
en supprimant un certain nombre d'actions correspondant aux paramètres les plus 
élevés. 
x 1 
0 
0 
7 
6 
7 
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1 1 
1 1 
~0 
1 1 7 
1 1 
6 
1 1 6 
1 1 7 
1 1 
==+1==-
1 1 
1 1 
1 1 
MAX MIN MAXNE SUPPR. 
7 
6 
6 
. 
7 
7 
7 
Pour cela, représentons dans un tableau, à gauche, le coût en nombre 
de pas, de chaque action de chaque variable prise avec toutes les autres actions 0 
2 des autres variables. Autrement dit, on considère pour chacun des CK plans d'analyse 
les coûts de chaque action prise isolément sans associer la progression de l'autre 
variable du plan examiné. 
Exemple 
[ 
Dans le tableau ci-dessus, apparaît un coût de 7 pour l'action 0 de 
x~_associée à l'action 0 de xl dans le plan xlx2 et de 7 pour l'action 1 de x2 asso-
C1ee à l'action 0 de ~·dans le plan x2~, c'est-à-dire NEX 1X200 = 7 et NEX2~10 = 7. 
Inscrivons dans la colonne MAX le coût maximum de chaque action de cha-
que variable associée aux actions 0 des autres variables, ce qu1 revient à inscrire 
dans MAX le maximum des valeurs de chaque ligne. Dans la colonne suivante, notée MIN, 
figure la valeur la plus basse des 2 maxima correspondant aux actions 0 et 1 de cha-
que variable. La colonne MAXNE comporte une seule valeur, la valeur la plus grande 
figurant dans la colonne MIN. Ainsi, la valeur de MAXNE est le coût minimal pour 
lequel on a pour chaque variable au moins une action de coût au plus égal à ce coût 
minimal MAXNE. 
Nous décidons de supprimer les actions dont le MAX est supérieur à MAXNE, 
nous noterons ces suppressions dans la dernière colonne. La méthode employée permet 
d'éliminer au plus une action par variable. 
Algorithme 
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Soit • E = {X., 1 ~ i ~ K} 1 'ensemble des variables, 
l. 
• NEX.X.OO, (i~j), le coût de l'action 0 de la variable X. 
l. J l. 
associée à l'action 0 de la variable X., 
J 
• NEX.X.10, (i~j), le coût de l'action 1 de la variable X. 
l. J l. 
associée à l'action 0 de la variable x .. 
J 
1 - Déterminer tous les coûts NEX.X.OO et NEX.X.IO pour 1 ~ i ~ K, 1 ~ j ~ K 
l. J l. J 
avec i ~ j, 
2 - Déterminer pour chaque valeur de i 
j=K 
- MAXO. = SUP(NEX.X.OO) 
l. • 1 l. J J= 
- MAX1. 
l. 
j~i 
j=K 
= SUP(NEX.X.IO) 
j=1 l. J 
j~i 
3 - Déterminer pour chaque valeur de i 
MIN. = INF(MAXO. ,MAX!.) 
l. l. l. 
i=K 
4 - Déterminer MAXNE = SUP(MIN.) 
i=l l. 
5 - Supprimer tous les couples d'actions suivants 
-action 0 de la variable X. associée à l'action 0 de ia variable 
l. 
X. dont le coût NEX.X.OO est tel que NEX.X.OO > MAXNE, 1 ~ i ~ K 
J l. J l. J 
et 1 ~ j ~ K. 
action 1 de la variable X. associée à l'action 0 de la variable 
l. 
X. dont le coût NEX.X.lO est tel que NEX.X.lO > MAXNE,1 ~ i ~ K 
J l. J l. J 
et 1 ~ j ~ K. 
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4-2-2.- Le. c.e.nt!Le. d' e.xp.tolictüon. du Jté.oul.ta:t6 d' an.aty.oe. : "CEA". 
Ce module calcule, à partir des 4 paramètres obtenus pour chacun 
des ci plans d'analyse, le coût minimum de chaque action de chaque variable, as-
sociée à l'une ou l'autre des actions de l'autre variable du plan d'analyse, ce-
ci en vue d'élaborer un classement entre les variables et les actions de ces va-
riables, pour sélectionner les actions de plus faible coût. 
r--
6 1 6 6 5 
7 0 7 7 6 
.....___ 
0 1 0 
6 6 5 9 
Exemple 
Nous avons représenté ici l'étude pour les plans d'analyse des 
3 variables en conflit x 1, x2 et~· Les matrices 2x2 représentent les coûts de 
chaque action d'une variable prise avec chacune des 2 actions de l'autre varia-
ble, par exemple NEX2~10 coûte 5, NEX2~ot coûte 9 et NEX2~tl est impossible 
(pénétration dans une contrainte). Les coûts minima de chaque action sont donc 
les minima de chaque ligne et de chaque colonne. NEx2o~ sera le minimum de l' 
action 0 de x2 prise avec l'une ou l'autre des actions~' ce sera ici le mini-
mum de 6 et de 9 que l'on inscrira dans la case correspondante. 
Nous noterons : 
NEX.OX. = INF(NEX.X.OO,NEX.X.Ol) 
~ J ~ J ~ J 
NEX.lX. = INF(NEX.X.lO,NEX.X.ll) 
~ J ~J ~J 
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4-2-3- Le. c.e.ntlte. de. p.ll.é.:tJl.ct,Ue.me.nt de6 va!Uab.te6 e:t de6 ac:ti..on.6 : "CPVA". 
Ce module propose un classement, en fonction des copts croissants, 
des K variables entre elles et des deux actions de chaque variable. 
Ambig. Class t Ambig. Class t 
xl x2 ~ TOT NE NEQ varia- varia- ac- ac-bles bles tions. ti ons 
0 ~ 7 7 7 14 14 2 2 
xl ~ 1 6 6 6 12 12 1 1 
0 6 ~ 6 6 12 12 1 i 1 
x2 ~ 1 6 5 6 1 1 6 1 2 1 
0 6 5 ~ 6 1 1 6 1 ~ ~ 1 6 9 9 15 9 3 2 
Les premières colonnes indiquent les valeurs des plus faibles coûts 
pour chaque action de chaque variable X. prise avec les deux actions d'une autre l. 
variable X.(NEX.OX., NEX.IX.) calculées par le module précédent. La colonne TOT 
J l.J l.J 
est constituée par le coût maximal de chaque action de chaque variable ; ce coût 
représente le temps minimal au bout duquel la variable X. aura atteint tous ses l. 
points d'arrivée pour l'action correspondante de la ligne. La colonne NE est éta-
blie en prenant la somme des coûts pour chaque action de chaque variable pour tous 
les plans d'analyse. La colonne NEQ enregistre la somme des coûts pour chaque ac-
tion de chaque variable pour les seules actions dont le coût est égal au maximum 
(colonne TOT). 
La colonne "classement des variables" hiérarchise les variables en 
fonction des coûts croissants donnés dans la colonne TOT pour les actions 1. Si 
une ambiguÏté subsiste, on tentera de la lever en fonction des coûts pour les ac-
tions 0 dans la colonne TOT. 
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L 1 " 1 d . 11h . ~ h . 1 . a co onne c assement es act1ons 1erarc 1se es act1ons de 
chaque variable en fonction des coûts croissants donnés dans la colonne TOT pour 
les actions 0 et 1. 
Remarquons que les actions 0 et 1 de x2 n'ont pu être ordonnées 
l'une par rapport à l'autre. Ce cas d'ambiguÏté sera résolu par le module sui-
vant. 
Algorithme 
Soient NEX.OX. et NEX. IX. calculés par le module précédent. 
1 J 1 J 
1 - Déterminer pour chaque variable X.: 
1 
j=K 
TOTO. = SUP(NEX.OX.) 
1 j=I 1 J 
TOT!. 
1 
j :fi 
j=K 
= SUP(NEX. IX.) j=I 1 J 
j:fi 
2 - Déterminer pour chaque variable X. 
1 
NEO. = 
1 
NEI. = 
1 
j=K 
E NEX.OX. j=I 1 J 
j:fi 
j=K 
E NEX. IX. j=I 1 J 
j:fi 
3 - Déterminer pour chaque variable X. 
1 
j=K 
. NEQO. = 2: NEX.OX. 1 j=l 1 J 
j:fi et NEX.OX. 1 J 
j=K 
. NEQI. = E NEX.IX. 1 j=I 1 J 
j:fi et NEX. IX. 1 J 
= TOTO. 1 
= TOT!. 1 
4- Classer les variables X.en fonction des valeurs croissantes de TOT!., puis de 
1 1 
TOTO. pour les cas d'égalité, des ambiguÏtés peuvent encore subsister. 
1 
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5 - Classer les actions de chaque variable X. : 
]_ 
• si TOTO.> TOT!., l'action 1 de X. est classée première, son 
]_ ]_ ]_ 
action 0 seconde, 
• si TOTO. < TOTI., l'action 1 de X. est classée seconde, son 
]_ ]_ ]_ 
action 0 première, 
. si TOTO. =TOT!., l'ambiguÏté demeure. 
]_ ]_ 
4-2-4- Le. c.e.ntJLe. de. le.ve.Jr. d'amb-i..gii.ité. : "CLA". 
Ce module permet de trancher les cas d'ambigüité dans la hiérar-
chie précédente. 
Si une ambigÜité de classement subsistait par exemple pour les 
variables x1 et x2 , nous considérerions la colonne NE pour les actions 1, pour 
x1 on trouve 12 et pour x2 on trouve 11, x2 serait donc classée 1 et x1serait 
classée 2, en tenant compte des sommes des différents trajets dans les plans 
d'analyse. Ceci serait noté dans la colonne "ambigÜités des variables" dans le ta-
bleau précédent. S'il subsistait encore des ambiguÏtés, il faudrait refaire le 
m~roe travail en consià.érant la colonne NE pour le.s actions 0. 
Pour lever l'ambigÜité entre les actions 0 et 1, nous classons d' 
abord l'action pour laquelle la différence NE- NEQ est la plus faible, ce qui 
permet d'éliminer les coûts égaux au maximum de chaque colonne. La différence 
est de 0 pour l'action 0 de x2 et de 5 pour l'action 1 de x2 ,x2o a donc la prio-
rité et x21 la priorité 2, ceci est noté dans la colonne "ambigÜité des actions" 
dans le tableau précédent. 
Algorithme 
. Cas d'ambigÜité des variables : 
. Cas 
action 0 seconde. 
-Classement selon les valeurs croissantes de NE!., 
]_ 
2- Si l'ambigÜité subsiste, classement selon les valeurs 
croissantes de NEO .• 
]_ 
d' ambigüi té des actions : 
Soit lll. = NE!. - NEQI. ]_ ]_ ]_ 
et ~o. = NEO. - NEQO. 
]_ ]_ ]_ 
-si ~O. > ~1., l'action 1 de X. est classée première, son 
]_ ]_ ]_ 
-si ~0. < ~1., l'action 1 de X. est classée seconde, son 
]_ ]_ ]_ 
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action 0 première, 
-si ~0. = ~1., l'ambigÜité subsiste. 
~ ~ 
4-2-5- Le. c.e.ntJte. d 1 o)()_e.n;taü.on de. .ta. :tJi.o.j e.c:toi.!Le. i "COT". 
Ce dernier module est utilisé pour lever les dernières ambiguÏ-
tés restant après utilisation du CLA. 
Il compare les coûts des actions 0 ou 1 de chaque variable prises 
avec les actions 1 ou 0 des autres variables par le critère de sommation des 
coûts des couples d'actions des types 01 et 10. 
Notation 
NEX.Ol = 
~ 
NEX.IO = 
~ 
j=K 
L: NEX.X.Ol 
j=l ~ J 
j;'i 
j=K 
L: NEXiX. 10 
j=l J 
j;'i 
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Les variables ambigÜes sont classées selon les valeurs 
croissantes de NEXiOl, ici si x 1, x2 et~ n'étaient pas encore classées, elles 
le seraient dans l'ordre~' xl, x2. 
Les actions ambigÜes sont classées selon les valeurs relatives de 
NEXiOl et NEXilO. Comme NEX110 < NEX101, l'action 1 de la variable x 1 serait clas-
sée avant son action 0, si on avait NEX1Io > NEX10l, l'action 1 serait classée 
après l'action o. 
Remarques 
Les actions impossibles (pénétration d'une contrainte) sont péna-
lisées d'un coût infini. 
La recombinaison décrite ci-dessus peut selon la nature des pro-
blèmes être légèrement modifiée suivant la précision désirée des résultats et 
les temps de calcul autorisés. 
Si, après l'étude précédente, des ambigüités subsistent dans le 
classement, ce qui signifie qu'il existe plusieurs trajectoires équivalentes, 
la décision sera prise en dernier ressort par l'opérateur. 
4-2-6- Le. c.e.nttte. de. c.iM.6e.me.n...t6 in:teJtvaJU..a.b.te.o e;t in:te.Jta.c.ilon.6 : "CIVCIA". 
Ce module est simplement un tableau regroupant les classements 
des variables et des actions des différentes variables. 
Nous remarquons sur ce tableau l'interdiction de l'action 1 de 
la variable ~' décidée par le centre de suppression des actions CSA. 
xl x2 
Classement 2 3 des variables 
Classement 0 2 2 
des 
actions 
- 109 -
"CVS". 
Ce module a pour fonction de définir un pas de la trajectoire spa-
tiale en proposant un point-situation S(i') de l'espace. Les coordonnées de S(i') 
pour les variables x1, x2 , .•. ,~seront dé~erminées par le tableau du paragra-
phe 4-2-6 en prenant les actions classées premières pour chacune des variables, 
ces coordonnées sont notées S(i')X1, S(i')X2 , ••• , S(i')~. Afin de vérifier si 
S(i') est compatible avec les contraintes, nous interrogeons le tableau du para-
graphe 4-2-2 dans lequel figurent tous les couples d'actions interdits, c'est-à-
dire des actions pour lesquelles la trajectoire pénétrerait dans une contrainte. 
Si S(i') est compatible avec les contraintes, ses coordonnées re-
latives aux variables x1, x2 , ••• ,~sont déterminées, les coordonnées relatives 
aux N- K variables non en conflit ~+l' ~+2 , .•• , XN du sous-ensemble EF seront 
déterminées en reconduisant, pour ces variables, les actions du pas précédent 
(voir paragraphe 4-2-l). 
Si S(i') n'est pas compatible avec les contraintes, nous proposons 
un nouveau point-situation S(i') en changeant l'action de la variable classée 
en dernière position et nous vérifions de nouveau la compatibilité. Si le test 
est négatif, il faut réitérer la méthode. 
Cette méthode, qui consiste à former successivement des Jeux de 
coordonnées candidats à la définition du point S(i'), permet ainsi de tester en 
premier lieu, la compatibilité sur les jeux de plus faibles coûts, donc sur ceux 
qui ont la plus forte probabilité de conduire à une trajectoire spatiale T, opti-
male • 
• Exemple 
Considérons le cas des 3 variables x1, x2 , ~qui figurent au ta-
bleau du paragraphe 4-2-6. Les actions proposées permettant de définir S(i') 
sont les suivantes : 
variable classée première : x2 , action l, 
-variable classée seconde : x1, action l, 
- variable classée troisième ~' action O. 
Le tableau du paragraphe 4-2-2 nous indique que les actions si-
multanées de x1 et x2 sont impossibles car la trajectoire pénètrerait dans une 
contrainte. Il faut donc proposer un second point S(i') en changeant l'action de la 
variable classée troisième. Or l'action 1 de~ est interdite, on va donc changer 
l'action de la variable classée seconde, c'est-à-dire proposer l'action 0 de x1, 
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ce qui conduit à l'ensemble d'actions suivant 
- action pour x2' 
- action 0 pour xl , 
- action 0 pour ~· 
Cet ensemble d'actions est compatible avec le tableau du paragraphe 
4-2-2 et permet de calculer les coordonnées S(i')X1, S(i')X2 , ••. , S(i')~ à par-
tir des coordonnées du point S(i'-1), il suffit maintenant d'ajouter à cet ensem-
ble de coordonnées, l'ensemble des coordonnées des N-K variables non en conflit, 
le point S(i') sera complètement déterminé. Le vecteur S(i'-l)S(i'), de module 
l'unité, définit le pas de la trajectoire. Pour définir le point S(i'+l), il faut 
de nouveau utiliser l'opérateur analyse et reprendre la méthode au paragraphe 4-l. 
Si aucun ensemble d'actions n'avait été compatible et qu'il aurait 
été impossible de définir un point S(i'), il aurait fallu augmenter MAXNE (défi-
ni au paragraphe 4-2-l) et reprendre les calculs à ce niveau. Cela aurait eu pour 
effet de diminuer le nombre d'actions supprimées par le CSA. Au cas où le CSA ne 
supprimerait aucune action et qu'aucun point S(i') ne serait acceptable, le problè-
me devrait être considéré "sans solution", aucune trajectoire ne pouvant être 
construite pour relier SD à SA. Bien entendu, un test interdit le cas oû toutes les 
variables feraient l'action 0, ce qui conduirait à un point stationnaire de la 
trajectoire • 
• Algorithme. 
Soit S(i') le point-situation de l'espace de dimension N qu'on se 
propose de déterminer, on connaît déjà les points S(O) = SD, S(l), S(2), ... , 
S(i'-1). 
Soient S(i')X1,S(i')X2 , ••. , S(i')~,S(i')~+l' •.• , S(i')~, les 
coordonnées de S(i'). 
l - Obtention du classement des variables et des actions par le "CIVCIA" (para-
graphe 4-2-6), soient : 
- x a. , 
l 
x ' ... ' 0.2 
X les variables en conflit classées, 
a.K 
-X A l'action classée première de la variable X , 
a. . l a. . 
J J 
-X A2 l'action classée seconde de la variable X a.. a.. 
J J 
• 
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~- Rangement, dans un arbre, de toutes les actions des K variables en conflit, 
de la façon suivante : 
• 
• • • • 1 Xa.3A1 a.3Al Xa.3A2 : i Xa. 3Al Xa.3A~ :xa.3AI Xa.3Azl 1 1 
1 
t 
1 
1 
1 1 1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 
• • • • . ------------------------· 
Xa.KA2 
On obtient 2K feuilles terminales, c'est-à-dire 2K permutations 
possibles des actions des K variables pour définir le point S(i'). Numérotons ces 
K feuilles de la gauche vers la droite, soit m le rang d'une feuille 1 ~ m ~ 2 
Prenons d'abord m = 1, et considérons la branche aboutissante. Elle 
détermine les K actions classées premières pour chacune des variables. 
3- Obtention du tableau des incompatibilités (paragraphe 4-2-2). 
4 - Etude, en consultant le tableau du paragraphe 4-2-2, de la compatibilité des 
actions proposées par la branche de rang m pour les K variables en conflit : 
- si compatibilité 
Iii les coordonnées de S(i') : S(i')X1, S(i')X2 , ... , S(i')XK 
et S(i')~+l' S(i')~+Z' ... , S(i')~ sont définies à partir de celles de S(Ï-1) 
de la façon suivante : 
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si on a décidé l'action 0 pour la variable X. 
1 
X(i')X. = S(i'-1)X. 
1 1 
si on a décidé l'action 1 pour la variable X. 
1 
S(i')X. = S(i'-l)X.+1 
1 1 
lbl Si S(i') =SA, la trajectoire est complètement déter-
minée, sinon i' ~ i'+l, retour en 1. 
-si incompatibilité :rn~ rn+ 1, 
lai si rn~ 2K, la nouvelle branche aboutissante fournit-
elle un ensemble de K actions acceptables au regard du tableau du paragraphe 
4-2-6 ? 
- si oui, retour en~' 
-sinon, rn~ rn+ l, retour au début de~· 
1~1 K si rn > 2 , existe-t-il au moins une valeur rn de rn, K o ( 1 ~ m.~ 2 ) , telle que la branche correspondante ait été supprimée au regard 
0 
du tableau du paragraphe 4-2-6 ? 
- si oui, MAXNE ~ MAXNE + 1, retour en l' 
- sinon, le problème est impossible. 
4-3- Choix de moyen6 : 
maintenant 
Ce module est une adjonction éventuelle à la machine décrite jusqu'à 
il étend le champ d'application de combinateur à des classes de pro-
blèmes combinatoires dans lesquels interviennent des contraintes dites cumulati-
ves, c'est-à-dire où il existe plusieurs moyens d'un même type qui sont candidats 
à la réalisation d'une même tâche. C'est le cas en trafic ferroviaire lorsqu'un 
train a le choix entre plusieurs itinéraires pour atteindre une même destination 
ou en ordonnancement d'atelier lorsque plusieurs machines-outils identiques peu-
vent usiner la même pièce. 
Selon ce module, les variables du combinateur (évoluant sur les 
axes de l'espace n-dimensionnel) ne sont plus des mobiles (trains) qui défilent 
sur des moyens (voies). Les variables représentent au contraire les moyens (voies) 
qui défilent sous des mobiles (trains) qui sont alors considérés comme fixes. 
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Une variable est alors affectée à chaque moyen et non à chaque mobile. Il y 
aura autant de variables que de moyens (voies) candidats au traitement d'un 
mobile (train). 
x 
~ 
T 
< > 
~ 
• • D A 
~ 
y 
I II III 
Exemple 
Sur la figure ci-dessus, le train T circulant de D vers A a le 
choix entre les itinéraires X et Y pour relier le point D au point A. 
Nous allons représenter ce problème dans le plan d'analyse. Les 
axes X et Y correspondront aux trajets X et Y. La contrainte tiendra compte 
du fait que dans la région II, le train T ne peut occuper simultanément les 
parcours X et Y (voir page suivante). 
Remarquons que lorsque le choix vient d'être réalisé, (contour-
ner la contrainte soit par le haut, soit par le bas ; c'est-à-dire emprunter 
soit le trajet X, soit le trajet Y), un moyen (voie) traite le mobile (train T) 
et l'autre moyen (autre voie) n'est pas utilisé et ne progressera plus (dans 
le plan d'analyse). C'est pourquoi, dès que le choix est fait, la variable qui 
représente le moyen non utilisé doit disparaître. 
y 
III 
II 
I 
D 
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x 
I II III 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Plan d'analyse des 2 itinéraires X et Y 
x 
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5 - ETUVE COMPARATIVE VES VIVERSES RECOMBINAISONS ET HEURISTIQUES 
5 - 1 . LES DIFFERENTES METHODES TESTEES 
Nous avons résolu différents problèmes d'ordonnancement en uti-
lisant l'analyse bidimensionnelle associée à diverses recombinaisons (majo-
ritaire, arborescente et recombinaison du combinateur) déjà examinées. Nous 
avons aussi résolu certains de ces problèmes par des méthodes heuristiques 
purement logicièlles et par un apprentissage en vue de comparer les résultats 
et rechercher les améliorations éventuelles apportées par .les calculateurs 
spécialisés dans le traitement des problèmes combinatoires. Notons dès main-
tenant que, sauf pour une batterie de problèmes de trains au départ qui a 
été traitée sur l'"optimateur" les calculateurs spécialisés ont toujours été 
simulés sur un ordinateur PHILIPS P1175. 
5-1-1- Méthode~.> uULLoan:t de~.> c.alc.uta.te.WtO .6péuai,Wé.6 
5-7-7-7- y~~~~-~~-~~~e~~~~-ç~~çQ 
Pour traiter les problèmes avec l'optimateur CYBCO, nous avons 
connecté l'optimateur à un ordinateur Télémécanique T1600 sur lequel a été 
programmé une première version de l'algorithme majoritaire exposé en 3-4-1. 
L'algorithme de recombinaison utilisé ici ne prenait pas en compte la diffé-
rence exacte entre Tp (A') et T--p (A" 1 ) pour chaque plan, mais 0 ou 1 selon le 
signe de la différence, ce qui revenait à augmenter d·1 une imité la valeur 
d'un compteur associé au processus qu'il était préfé~able d~ faire progresser. 
Des modèles des différentes recombinaisons ont été simulés sur 
ordinateur. Bien entendu, ces modèles ne tiennent pas compte des mOdifications 
qui ont pu être apportées récemment par les sociétés (SNCF et CYBCO) ayant la 
charge de développer industriellement les calculateurs spécialisés que nous 
- 116 -
avons étudiés. Néanmoins, les simulations réalisées dans le cadre de cette 
étude utilisent les idées fondamentales des diverses recombinaisons. 
Bien qu'ùtilisant des algorithmes différents pour l'analyse bi-
dimensionnelle, l'optimateur et le combinateur fournissent le même résultat 
quant au retard minimum dans chaque plan de projection. C'est pourquoi nous 
avons conçu un programme unique pour l'analyse bidimensionnelle. Par contre, 
les recombinaisons associées aux deux procédés fournissent des résultats dif-
férents. 
Ce programme simule le déplacement du front d'onde dans chacun 
des plans de projection parsemés d'obstacles. Les données introduites sont : 
- la liste des différents processus, 
- la liste des différents moyens (machines dans un ate-
lier, voies de chemin de fer, etc ••• ) 
- les gammes avec les temps d'occupation des moyens par 
les différents processus. 
Le programme calcule ensuite les états successifs du front d'onde 
dans chaque plan et enregistre les résultats sur disque. 
Exemple : 
PlA~( ? 1 1) 
8 7 6 5 4 1 
' 
Çl+- s,. 
8 7 i) 5 5 tl () (") ! 8 7 6 6 6 !"! 0 0 
7 7 7 0 () n 0 \ 
a 8 8 (') r"' (l n A 
1 
(') n ~ 
7 ô ~ , 
1:\ 7 ,., 7 
; 
~ .a 8 A 
Q 9 .~ 
, 
9 q q 
o ;..n" tl) 1 o 1 o 1 o 
2~!1111111111 
s, 4121,1:?121212 T1 
Nous avons figuré ici un listing représentant l'analyse bidimen-
sionnelle du plan de projection associé aux processus T1 et T2 , les rectangles 
remplis de zéros étant les obstacles. 
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Les états successifs du front d'onde dans chaque plan constituent 
les données d'un second programme qui simule les trois recombinaisons dont il 
s'agit de comparer les performances. 
5-1-2- Méthod~ log~ciett~ [ljJ 
Nous avons programmé trois heuristiques très simples et une mé-
thode par apprentissage qui utilise les trois heuristiques afin de tester les 
recombinaisons. Ces quatre méthodes ont servi à résoudre des problèmes classi-
ques d'ordonnancements d'ateliers. Il s'agit de réaliser n pièces sur m machi-
nes. Pour chaque pièce, on suppose connus la gamme de fabrication et le temps 
d'occupation de chaque machine. On cherchera à minimiser le délai global de 
fabrication, c'est-à-dire le temps entre le début du passage de la première 
pièce sur la première machine et la fin du passage de la dernière pièce sur la 
dernière machine. 
5-1-2-1- M~~~~~-ç~-P~_lP4~--~~~~-~~~~-~~-~!-!!_Q!-~-~~q~~~-r~~ 
Qe~~q~J 
Selon cette méthode, lorsqu'une machine est libre, on y affecte 
par priorité la pièce, choisie parmi toutes celles en attente de cette machi-
ne, dont le temps de passage est le plus court. Supposons par exemple, qu'au 
cours de la simulation du problème d'atelier la machine 3 vienne de terminer 
le traitement d'une pièce. Les pièces 1, 2 et 4 sont en attente pour passer 
sur la machine 3, les temps de passage sur cet~e machine étant de 4 heures 
pour la pièce 1, 3 heures pour la pièce 2 et 5 heures pour la pièce 4. La 
méthode C. D. nous permet d'affecter la pièce 2 à la machine 3 puisque c'est 
cette pièce qui a le temps de passage le plus court sur cette machine. 
Schéma des temps de passage sur la machine 3 : 
Pièce 1 
Pièce 2 
Pièce 4 
0 
1 
0 
1 
2 
2 
1 
3 
3 4 5 
Le but de cette heuristique est de faire exécuter les travaux 
les plus courts par priorité, afin de ne pas bloquer une machine trop longtemps 
avec une tâche trop longue car, pendant ce temps, d'autres machines seraient 
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susceptibles de se libérer et de ne plus avoir de pièces à traiter. Cette heu-
ristique semble particulièrement bien adaptée au début de l'ordonnancement d'une 
chaîne car elle permet d'alimenter au plus vite toutes les machines. 
L'heuristique consiste ici à faire passer sur une machine libérée, 
par priorité-la pièce dont le temps de traitement sera le plus long sur cette 
machine. 
En reprenant l'exemple du paragraphe précédent, il apparaît que 
nous choisirons ici de faire traiter d'abord la pièce 4 par la machine 3. 
5-1-Z-3- ~~~~~~~-~:_I:_~:_l~~~-~~~9-~~e~-~~~~~~~-~~-~:-~:_I:_:_~~~a~~-~~=­
~~~g-~~l 
Lorsqu'une machine est libre, on lui affecte par priorité la pièce 
en attente de cette machine qui est la plus "critique", c'est-à-dire celle dont 
le temps total minimum nécessaire à l'exécution complète de la fin de sa gamme 
est le plus long. _ 
Schéma des temps résiduels 
0 59 
Pièce 1 : 
0 45 
Pièce 2 
0 33 
Pièce 4 
Supposons comme précédemment, que la machine 3 vienne de terminer 
le traitement d'une pièce. Les pièces 1, 2 et 4 sont en attente pour passer sur 
la machine 3, les temps nécessaires à l'exécution complète de la fin de leur 
gamme étant respectivement de 59 heures, 45 heures et 33 heures. La méthode 
LTR permet d'affecter la pièce 1 sur la machine 3 puisque c'est cette pièce qui 
est la plus "critique" parmi les 3. 
Cette méthode demande un temps de calcul nettement plus élevé que 
les heuristiques précédentes, mais conduit en général à des meilleurs ordonnan-
cements. L'apprentissage utilise ici les méthodes C.D., L.D. et L.T.R. et tente 
d'orienter les différentes étapes de l'ordonnancement en fonction de résultats 
précédemment obtenus d'où le nom d'apprentissage. Cette méthode est calquée 
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sur la démarche du cerveau humain qui, lorsqu'il doit prendre une décision, re-
cherche dans son passé s'il ne s'est pas déjà trouvé dans un cas semblable, 
et si oui, sa décision sera grandement influencée par le fait que ses décisions 
précédentes se soient soldées par une réussite ou bien par un échec. 
Pour traiter un problème d'ordonnancement par apprentissage, 
nous nous donnons d'abord un certain nombre d'heuristiques habituellement uti-
lisées pour résoudre ce type de problèmes. Nous appliquons ensuite succes-
sivement ces différentes heuristiques. Seules, celles qui nous fournissent 
les meilleures solutions et qui semblent donc les mieux appropriées au pro-
blème, seront utilisées dans l'apprentissage. 
Appelons décision l'action d'affecter une pièce à une machine. 
Pour un problème à n pièces et m machines, chaque gamme ayant pour longueur m, 
nous avons n x rn décisions à prendre. Attachons un vecteur probabilité à cha-
que décision de sorte qu'à la K-ième décision soit attaché un vecteur VK. Ce 
vecteur probabilité a autant de composantes qu'il y a d'heuristiques utilisées 
dans l'apprentissage (3 dans l'exemple considéré), notons VK(PIK' PZK' P3K) ce 
vecteur avec 
- PIK' probabilité d'utiliser Hl (première heuristique conser-
vée) pour prendre la décision de rang K. 
- PZK' probabilité d'utiliser H2 (seconde heuristique conservée) 
pour prendre la décision de rang K. 
- P3K, probabilité d'utiliser H3 (troisième heuristique conservée) 
pour prendre la décision de rang K. 
Initialement P 1K = P2K = P3K = t· 'ifK. Appelons "ordonnancement 
standard", (noté O.S.), le meilleur des 3 ordonnancements obtenus par les 
heuristiques. Nous déterminons ensuite un nouvel ordonnancement à partir des 
n x m décisions. L'heuristique appliquée à chaque point de décision est déter-
minée par le tirage aléatoire d'un nombre~ compris entre 0 et 1, pour la 
K-ième décision nous utiliserons : 
• Hl si 
. H2 si 
• H3 si p 1 K + p 2K ~ ~ ~ 1 
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Si le temps de ce dernier ordonnancement est meilleur que celui 
de O.S., on augmente de e, pour chacun des n x m vecteurs, la composante ayant 
e 
contribué à l'obtention de cette solution, et on diminue de 2 toutes les autres 
composantes. Ce dernier ordonnancement devient le nouvel O.S •• 
Par contre, si cette dernière solution est plus mauvaise que O.S. 
e 
on augmente de e les composantes correspondant à O.S. et on diminue de 2 les 
autres. 
Nous itérons ensuite la méthode en cherchant· un nouvel ordonnan-
cement jusqu'à ce que chaque vecteur VK converge vers un vecteur limite V~. 
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. Organigramme Début 
r 
Données : 
- pour chacune des N pièces à produire : 
• gamme de fabrication 
• temps de passage sur chacune des M machines 
- 3 heuristiques : 
-
. Hl = c. D. 
. H2 = L. D. 
. H3 = L. T. R. 
pour chacune des T = N.M. décisions à prendre : 
. probabilité d'utiliser H1 : P = l • IK 3 l l 
• probabilité d'utiliser H2 : P2K = 1 
3 'IK€.(1 ,TJ 
" " H : p ..,,7 = ~ 
J J 
Détermination de :• 
-
-
-
so-ient : 
-
-
-
SH1, 
SH2 , 
SH3 , 
SI le 
s2 le 
s3 le 
, 
solution obtenue en utilisant Hl à chaque décision, 
solution obtenue en utilisant H2 à chaque décision, 
solution obtenue en utilisant H3 à chaque décision. 
temps de SH1, 
temps de SH2 , 
temps de SH3 • 
1 1 
OUI 1.-----L------,I NON 1...---------..
1 1 SO = SI ? 11-------.1-1 SO = 82 ? 
'--.....------.___J 
OUI ! NON! 
I'(K) +- 1 I' (K) +-2 I 1 (K) +- 3 
lt 
1 
1 K +- 1 1 
é 
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Tirage aléatoire de X tel que 0 4 X 4 1 1 
1 1 
OUI 
, 
Utilisation de H1 pou~ 
déterminer la déci-
sion de rang K 
li (K) + 1 
, 
OUI 
1 
1 
L l NON 1 
IK. + K+l r- 1 K = T ? 1t------. 
' NON 
PIK-;;, X ? lt----~t PIK + PzK ~ X ? 1 
l OUI ~NON 
.-------~-~ 
Utilisation de H2 
pour déterminer la 
décision de rang K 
ptilisation de H3 pou 
déterminer la déci-
sion de rang K 
II(K) + 3 1 
1 
Détermination du temps S 
m 
de cet ordonnancement 
, 
OUI 1 ;--.._.;:;,.;:;.;:;__-1 s < 
1 m 
S ? 11--------...::N::...:O:..:N,;__ _____ _, 0 . 1 
(
pI 1 (K) K + pI; (K) K + E 
'tl K€ [ 1 'TJ p JX + p JK - z 
J :f I 1 (K) 
Yl<6[l,TJ I 1 (K) + I(K) 1 
1 
1 K + 1 1 
NON 
1,, OUI 1 • • L 0 p K+ K + 1_ 1ex1ste-t-1.l J~ 1,3 tèl que JK 
1 FIN 1 
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. Etude la convergence 
A chaque simulation, pour toute valeur de K, il existe une valeur 
JE {1,2,3} pour laquelle PJK augmente de E et PJ'K diminue de I• V J' ~ J. 
Le temps de chaque ordonnancement est borné inférieurement et 
supérieurement. Au cours des simulations, le temps de l'ordonnancement stan-
dard prend des valeurs entières successives décroissantes minorées par le temps 
de l'ordonnancement optimal inconnu. Nécessairement, après un nombre fini de 
simulations, l'ordonnancement standard ne varie plus, donc pour chacun des K 
vecteurs, J devient fixe et par conséquent PJK tend vers 1. L'étude est alors 
terminée. Pour chaque vecteur VK, une heuristique est définie, c'est celle cor-
respondant à PJK = 1. Les simulations que l'on obtiendrait par la suite seraient 
toutes identiques à l'ordonnancement standard. 
Autre démonstration de la convergence 
Soient : 
- S le temps de l'ordonnancement standard obtenu à la suite de la 
rn 
simulation de rang m. 
- S le temps de l'ordonnancement optimal inconnu. 
- S le temps de l'ordonnancement standard initial. 
0 
Quel que soit le rang rn, sm+1 ~ sm et s ~ sm, les termes de la 
forme S forment une suite de nombres entiers décroissante et minorée, donc con-
rn 
vergente. 
Danger du minimum local 
Remarquons que les ordonnancements obtenus par apprentissage appar-
tiennent à un sous-ensemble D de l'ensemble des ordonnancements possibles pour 
chaque problème. C'est le sous-ensemble constitué des ordonnancements obtenus 
en appliquant soit C.D., soit L.D., soit L.T.R. à chaque point de décision. 
L'apprentissage est susceptible de nous fournir simplement un mini-
mum local du sous-ensemble D des ordonnancements d'un problème. En effet, l'ap-
prentissage est l'art d'utiliser les résultats des actions passées pour préparer 
les actions futures, ce qui signifie que l'on cherche à améliorer l'ordonnance-
ment standard en testant des ordonnancements assez voisins de ceux qui ont déjà 
donné de bons résultats, ce qui conduit généralement à un minimum local. 
/ 
Ordonnancement 2 
Ordonnancement 3 
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ORDONNANCEMEN1SDU 
SOUS-ENSEMBLE D. 
Pour essayer de remédier à cela, les probabilités de choisir l'une 
des trois heuristiques, égales à chaque point de décision au début du problème, 
ne varient que lentement pour les premières simulations afin de tenter d'explo-
rer la plupart des régions du sous-ensemble D. Ce n'est qu'après un certain 
nombre de simulations que nous ferons croître plus rapidement les probabilités 
de tirage des heuristiques associées à l'ordonnancement standard. Le risque 
de se trouver dans un minimum local est alors diminué, mais non supprimé. 
5 - 2. LES DIFFERENTS PROBLEMES TRAITES 
Les cas pratiques sur lesquels a porté l'évaluation des méthodes 
que nous avons étudiées sont des problèmes de régulation de trafic ferroviaire 
et d'ordonnancement d'atelier. 
5-2-1- P~oblèm~ deh tnain4 au dép~ 
Cette série de problèmes nous a été communiquée par M. GENETE 
de la SNCF le 7.2.1974. 
20 voies de chemin de fer convergent vers une vo~e un~que. Sur 
chacune de ces 20 voies peut se trouver au plus un train en attente pour péné-
trer sur la voie unique. Cette voie est segmentée en six cantons ; le tableau 
A de l'annexe 1 nous fournit le temps d'occupation, en unité de temps, de cha-
cun des 6 cantons pour chacun des 20 trains. Remarquons sur ce tableau que les 
trains ont en général des vitesses différentes, c'est-à-dire que les temps 
d'occupation des cantons sont différents selon les trains. La contrainte à res-
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pecter est la suivante : il doit toujours exister au minimum un canton libre 
entre deux trains consécutifs. On cherchera à minimiser le temps entre l'en-
trée du premier train sur le premier canton et la sortie du dernier train du 
dernier canton. Les trains seront considérés avec une longueur nulle. 
Canton Canton 3 Canton 5 
Canton .2 Canton 4 Canton 6 
Remarque 
En reprenant les notations introduites au paragraphe 1-2, ce 
problème peut se définir sous la forme n/6/G2 /(PMI~MAX 
- n étant le nombre de pièces à produire (de trains à faire cir-
culer), nous avons pris 7 ~ n ~ 20. 
- 6 étant le nombre de machines, (ici de cantons). 
G2 signifie que les gammes sont identiques, (tous les trains c~r­
culent dans le même sens). 
- PMI signifie qu'il existe des durées de réemploi, (un canton 
libre au minimum entre chaque train). 
- FMAX signifie que le critère à minimiser est le temps entre l' 
arrivée de la première pièce sur la première machine (du premier train dans le 
premier canton) et la fin du passage sur la dernière machine (du dernier train 
dans le dernier canton). 
Ce problème particulier peut se formaliser comme celui du voyageur 
de commerce. La distance entre deux villes étant remplacée par le temps séparant 
l'arrivée de deux trains consécutifs. Nous avons cependant cherché sa solution 
sans tenir compte de cette représentation. 
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b 
A 
2 
3 
2 
2 
2 
. 
1 a 
0 2 2 
Le traitement d'un tel problème par calculateur spécialisé conduit 
à représenter, dans chacun des plans, les contraintes de succession des deux 
trains concernés. Le schéma ci-dessus représente le plan d'analyse des trains 
a et b (voir tableau A de l'annexe 1). 
Le nombre N de variables des problèmes de la batterie varie de 7 
à 20. Chacun de ces problèmes est construit en choisissant N parmi les 20 trains 
(a, b, ..• , u) des tableaux B etC de l'annexe 1. 
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5-2-2- P4oblème6 d'o4donnancement d'at~e4 
Deux séries de problèmes ont été traitées. Elles ont été extraites 
d'exemples fournis par MUTH et THOMPSON [13]. Ces données figurent en annexe 2. 
Remarque 
On pourrait aussi imaginer traiter des problèmes de programmation 
linéaire [16] par les calculateurs spécialisés. Il s'agirait alors de trouver 
les valeurs des variables x 1, x2 , ... , Xn qui maximisent la relation: 
et vérifient les conditions suivantes 
a 1 1 X 1 + a 1 2 X2 + 
a21x1 + a22x2 + 
X positives ou nulles, 
n 
Les Ck et les a .. sont des données. 
~J 
(I) 
(II) 
Prenons un exemple avec n = 3. Les conditions (II) signifient 
que les valeurs cherchées des variables x 1, x2 , x3 sont les coordonnées d'un 
point M intérieur au polyèdre représenté 3ur la figure suivante : 
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La relation (I) signifie que x1, x2 , x3 sont les coordcr.nées de 
M appartenant à un plan dont on connaît la direction. M est donc l'intersection 
d'un polyèdre et d'un plan de direction donnée. L'extérieur du polyèdre consti-
tue les contraintes du problème. Malheureusement, contrairement aux problèmes 
d'ordonnancement, ces contraintes n'ont pas leurs arêtes parallèles aux axes 
de coordonnées et les projections planes n'ont plus de significations, il n'a 
donc pas été possible de traiter simplement des problèmes de pro~rammation li-
néaire par les calculateurs spécialisés. 
5 - 3. RESULTATS ET COMMENTAIRES 
5-3-7- Pnobtèm~ ~aité~ ~un t'optimateun CYBCO 
Nous avons traité certains exemples de trains au départ figurant 
en annexe 1, tableaux B etC. Nous avons rassemblé, page suivante, les diffé-
rents résultats obtenus, on trouve 
- colonne 1 : référence du jeu d'essai, le premier chiffre indi-
quant le nombre de variables considérées. 
-colonne 2 : tempsTde traitement parie système formé de l'opti-
mateur et de l'ordinateur Télémécanique Tl600. 
-colonne 3 : résultat X de l'ordonnancement (en unités de temps 
ou nombre de pas) obtenu par le système CYBCO. 
- colonne 4 : espérance mathématique X des solutions égale à 
la moyenne de tous les ordonnancements possibles. 
* 
- colonne 5 : coût de la meilleure solution obtenue X grâce à 
un programme de recherche en arbre m~s au point par B. JULLIEN [14] et testé 
sur l'ordinateur Philips Pll75. 
- colonne 6 
- colonne 7 
tion de M. GENETE, 
temps mis par ce programme de recherche en arbre. 
pouvoir optimisant de l'optimateur selon la défini-
p x - x P-X 
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N°ex durée résultat espérance meilleure temps CPU P;O. d'ardon; solution P1175 
701 32" 169 182 138 2" 2~.5% 
702 28" 179 202 160 2" 54,7% 
7 03 40" 162 185 157 2" 82,1% 
704 21" 109 132 100 2" 71,9% 
705 28" 205 208 175 2" 9,H; 
706 29" 184 211 176 2" 7711% 
801 47" 228 229 182 2,5" 2,1% 
802 44" 165 174 134 2,5" 22,5% 
803 56" 176 202 150 2,5" 50,0"o 
804 49" 160 196 150 2,5" Z8, 3?;; 
805 41" 203 226 173 2,5" 43,4% 
806 27" 106 136 106 100,0% 
-
901 1 '31" 252 273 211 3" 33,9% 
1 
9 02 53" 164 171 134 3" 18,9?o 
903 1 '25" 184 223 171 3" 75,0% 
904 49" 169 185 153 3" 50,0% 
905 1 '17" 199 210 165 3" 24,4% 
906 
' 
1 '13" 248 257 211 3" 19,6% 
1001 1 '43" 232 241 179 3" 14 '5 ?;; 
1002 2 '09'' 266 288 219 3" 31,9% 
1003 1'42 244 269 216 3" :. 47,2% 
1004 1'19" 178 2013 165 3" G9,0% 
1005 2'09" 262 298 234 3" 5fJ,3% 
1006 2'08" 267 301 227 3" 45,9% 
1101 2'20" 237 250 193 4'' 22' 8?;; 
1102 2'58" 256 294 234 4" 63' 3";; 
1103 2'_j5" 242 271 203 4" 42,6~. 
1104 3'00" 323 348 266 4" 30, 5~o 
1105 2'56" 196 243 186 4" 82,5% 1 
1106 3'33" 255 295 226 4" 58,0% 
1 
2001 19'34" 450 504 364 12" 38,6% 1 
1 
_ ; 
Pouvoir optimisant moyen 0.47 
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Pour évaluer le temps de calcul T, considérons le temps d'exé-
cution des différentes parties de la méthode décrite en 3-4-1: 
N(N-1) 1 - scrutation des 2 plans de projection, temps proportionnel 
à N(N-1), 
2- tri des N processus selon l'ordre décroissant des valeurs C(I), 
I variant de 1 à N, temps proportionnel à N. Log N, 
3 - pour chaque processus TI qui progresse, mise à jour du tableau 
des incompatibilités, temps proportionnel à N(N-1), 
4 - les 3 points précédents doivent être répétés à chaque pas de 
la trajectoire, donc temps proportionnel à C, longueur de la trajectoire. 
À, a', S', y' étant des coefficients de proportionnalité, nous 
avons la relation 
T = ÀC[a' N(~-l) + S'N.Log N +y' N(N-1)] 
Ce qui s'écrit 
Il a été possible d'évaluer approximativement le temps propre à 
l'optimateur grâce à un programme test effectuant seulement des entrées-sorties 
avec l'optimateur ou des traitements de contraintes. On a constaté qu'une entrée 
ou une sortie coûtait environ 10 ~s et le traitement d'une contrainte environ 5~s. 
Nous avons vu, au paragraphe 3-3 qu'un cycle d'initialisation, un cycle résultat 
ou le traitement d'une contrainte nécessitaient chacun deux échanges optimateur-
ordinateur. 
Dans les exemples traités, il y a 5 contraintes par plan et dans 
le test 1001 où N = 10, le temps T propre à 1 1 optimateur est 
[r 1 10.91 o 6 T0 = L40 + 5(5+20~. ---2-J .232 = 1,72 x 10 ~s ~ 2 secondes, ce qu1 est très 
faible par rapport au temps total T 1 mn 43 s. 
problèmes 
Nous avons traité par simulation essentiellement deux types de 
les trains au départ et l'ordonnancement d'atelier. 
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- Résultats. 
\Métho- Algorithme Recombinaison Recombinaison Recombinaison N•~ des B & B arborescente majoritaire du combinateur Espé-rance 
e:cer- Temps Solution Temps Soluticn Temps Solution Temps Solution 
c1.ces 
701 2 Il 138 229 " 144 61 " 164 77 Il 138 182 
702 2 Il 160 278 Il 165 67 Il 160 87 fi 164 202 
703 2 " 157 274 Il 178 64 Il 170 85 Il 157 185 
704 2 Il lOO 178 Il 126 40 Il 114 58 Il 109 132 
705 2 Il 175 312 Il 181 77 Il 189 127 Il 213 208 
706 2 Il 176 304 Il 198 77 Il 187 1 12 Il 181 211 
801 2,5 Il 182 526 Il 212 103 Il 214 179 Il 214 229 
802 2,5 " 134 346 Il 139 62 Il 150 88 Il 148 174 
803 2,5 Il 150 447 " 193 77 Il 182 106 " 163 202 
804 2,5 Il 150 407 Il 156 74 Il 158 139 " 179 196 
805 2,5 Il 173 477 Il 184 89 Il 184 136 Il 180 226 
806 2,5 Il 106 298 Il 123 48 Il 112 80 Il 116 136 
-Pouvoirs optimisants. 
~ Recombinaison Re comb in ai son Recombinaison arborescente majoritaire du combinateur s 
701 0,86 0,40 1 
702 0,88 1 0,86 
703 0,25 0,53 1 
704 0' 19 0,56 o, 72 
705 0,82 0,57 - 0' 15 
706 0,37 0,68 0,86 
801 0,36 0,32 0,32 
802 0,87 0,60 0,65 
803 0' 17 0,38 o, 75 
804 0,87 0,83 0,37 
805 0,79 0,79 0,87 
806 0,43 0,54 0,67 
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Pouvoir optimisant 
0 
' J ~ \\- R ft-o._J, ;\ / \ 
\\ ,/ \ 1 \ 1 \ 1 \ 1 '\ \,.- .....ORecombinaison du combinateur 
\ ,' \1 \ // \ \1 R \ 1 
't. ~ Il 1 \ l' \\ \ 1 
\ '\, \ \4' 1 o \ 1 r ....... \ 
\ 1 \ 1/ 1 \\ 1 1 \ 
\ ~/ \ 1 \~ 1 l' \ ~ \ / "Recombinaison majoritaire 
\ 1 
\ / Recom..'l:tinaison arborescente 
\ 1 
702 802 804 701 705 805 8 06 706 801 703 704 803 Problèmes 
0 
Nous avons représenté ici le pouvoir optimisant des diffé~ntes 
méthodes en fonction des exercices traités. Ces exercices figurent en abscisse 
selon les valeurs décroissantes du pouvoir optimisant de la recombinaison ar-
borescente. 
Nous constatons que cette recombinaison arborescente ne donne 
pas des résultats systématiquement meilleurs qu'une méthode rudimentaire telle 
que la recombinaison majoritaire. Or comme la recombinaison arborescente est 
optimale vis-à-vis de l'hypothèse énoncée en 3-4-2 et disant que la trajectoire 
spatiale n'est que légèrement plus longue que la plus longue des trajectoires 
planes, cela prouve que cette hypothèse est inexacte. 
En plus des résultats fournis par les recombinaisons, nous avons 
figuré ici les résultats obtenus par les méthodes logicielles que nous avons dé-
finies précédemment (C.D., L.D., L.T.R. et apprentissage). Dans la colonne exer-
cice, le première nombre représente le nombre de tâches, le second le nombre de 
machines. 
Ière série d'exercices 
- Résultats. 
Recombinaison Recombinaison Recombinaison C .D. L.D. L.T.R. Apprentissage 
arborescente majoritaire du combinateur Exem-
ples x X* Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Temps Résul-
cp u tat cp u tat c p u tat c p u tat c p u tat c p u tat C P Ul C P U2 · tat 
5 x 5 38" 57 16" 62 20" 63 0,42" 54 0,42" 62 0,42" 66 2,5" 141" 51 75 
6 x 5 72" 63 23" 61 40" 83 0,55" 60 0,55" 65 0,55" 66 14" 194" 52 83 
7 x 5 11 7" 61 31" 66 47" 88 0,71" 72 0,71" 72 0,71" 72 12" 252" 58 92 
8 x 5 204" 65 40" 73 68" 105 0,85" 79 0,85" 80 0,85" 76 23" 30011 62 98 
9 x 5 358" 76 54" 76 74" 82 0. 98" 79 0,98" 81 0,98" 77 276" 695" 64 108 
10 x 5 631" 93 74" 86 109" Il 0 1,20" 87 1,20" 93 1,20" 89 290" 848" 75 123 
--·- --··-
NOTE 
Pour l'apprentissage, le temps CPUl est le temps nécessaire, avec l'ordinateur Philips P1175, pour atteindre 
le meilleur ordonnancement fourni par cette méthode, le temps CPU2 est le temps nécessaire à la convergence de l'appren-
tissage. 
45 
48 
53 
57 
60 
67 
• 
~ 
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- Pouvoirs optimisants 
~Méthodes 
Ex~ Re comb. Re comb. Recomb. C.D. L.D. L.T.R. Appren-arbor. majortt. du comb. tissage 
5 x 5 0,60 0,43 0,40 0,70 0,43 0,30 0,80 
6 x 5 0,57 0,63 0 0,66 0,51 0,48 0,88 
7 x 5 0,79 0,67 o, 10 0,51 0,51 0,51 0,87 
8 x 5 0,80 0,61 
-0' 17 0,46 0,44 0,53 0,87 
9 x 5 0,67 0,67 0,54 0,60 0,56 0,64 0,91 
10 x 5 0,53 0,66 0,23 0,64 0,53 0,60 0,86 
Pour déterminer les pouvoirs optimisants de ces méthodes dans le 
x-x 
cas des problèmes d'atelier, nous reprenons la formule P =!-X* . 
Explicitons dans ce cas l'obtention de X et X*. 
Obtention de X : 
Un ordonnancement quelconque est défini par l'ordre de passage des 
pièces sur les différentes machines. Pour un problème à n pièces et m machines, 
il y a donc (n!)m ordonnancements possibles. X est l'espérance mathématique cal-
culée à partir de tirages aléatoires dans l'ensemble des ordonnancements possi-
bles. 
Obtention de X*: 
--------------
X* est inférieur ou égal à OP, ordonnancement optimal inconnu. De 
plus X* doit vérifier les deux inégalités suivantes : 
. X*~ MAXP 
MAXP représente le temps d'usinage maximal des différentes pièces. 
Pour le problème 5 x 5 par exemple, MAXP = 33, obtenu pour la pièce 2 (voir les 
données en annexe 2) • 
. X*~ MAXM 
Calculons, pour chaque machine, la somme des temps d'exécution des 
pièces qui leur sont affectées, soit M(I) ce temps pour la machine I. A ce temps, 
ajoutons d'une part le délai minimal d'alimentation A(I), (nul s'il existe une 
pièce dont la gamme commence par la machine I) et d'autre part, le temps minimal 
de terminaison F(I), (nul s'il existe une pièce dont la gamme se termine par la 
machine I). MAXM est le maximum de ces temps relatifs à l'ensemble des machines 
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MAXM = SUP ~(I) + A(I) + F(I)J 
I 
Pour le problème 5 x 5, MAXM = 45, obtenu pour la machine 2 
avec M(2) = 31, A(5) = 0 et F(5) = 14. 
L'ordonnancement optimal du problème est supérieur ou égal à la 
plus grande des 2 valeurs MAXP et MAXM, c'est pourquoi nous prendrons : 
X*= SUP[MAXP,MAXM], soit 45 pour le problème 5 x 5. 
fouvoir optimisant 
1,0 
!Apprentissage 
o,s 
Recombinaison ,,_.o-- ....... --
-
-..o----"' "" ----o... ___ ---..:---o majoritaire 
- o--- --o 
o- A'~ "---:-r./~-- C. D. ,.., ' ,... ' 
,--..o-'.,.... "'"" '\. / ecombinaison 
- ' '\.. / arborescente o---- ......_ 1 .. 'o/ "-', 
1 '\ 
1 .\ 
// 
Recombinaison 
,P du , 
' / combinateur \ , / 
' , 
0 
9x5 SxS 6x5 10x5 Problèmes 
2ème série d'exercices 
Ces exercices ont été obtenus en considérant pour le problème 6 x 6, les 6 premières pièces et les 
6 premières machines du tableau B de l'annexe 2, pour le problème 7 x 7, les 7 premières pièces et les 7 premi-
ères machines, et ainsi de suite. 
- Résultats : 
Recombinaison Recombinaison Recombinaison C.D. L.D. L.T.R. Apprentissage 
arborescente majoritaire ch combinateur Exem-
ples. 
Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Résul- Temps Temps Résul-
cp u tat c p u tat c p u tat cp u tat c p u tat cp u tat C P U1 C P U2 tat 
5 x 5 42 Il 59 19 Il. 56 22 Il 58 0,4 Il 63 0,4 Il 60 0,4 Il 62 2 Il 128 Il 56 
6 x 6 92 Il 72 33 Il 71 40 Il 73 0,76" 67 0,76" 68 0,76" 73 38 Il 318 Il 65 
7 x 7 174 Il 89 55 " 86 73 Il 98 1,21" 85 1,21" 95 1,21" 92 6 Il 400 " 73 
8 x 8 330 'Il 100 92 " 99 
0 
116 " 134 1 ,87" 102 1 ,87" 95 1,87" 123 352 Il 1223 " 88 
9 x 9 5 77 Il 113 150 " 114 186 " 130 3 Il 112 3 Il 123 3 Il 141 762 Il 2085 Il 103 
-
~ - -- -- ------ ~-- - ---- - -
L___.___ __________ L__ ___ 
·-
-
x 
85 
lOO 
121 
149 
178 
X* 
47 
55 
59 
66 
80 
VJ 
0\ 
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- Pouvoirs optimisants 
'S Recomb. Recomb. Recomb. arbores. major. du comb. Exempl. 
5 x 5 0,68 0,76 0,71 
6 x 6 0,62 0,64 0,60 
7 x 7 0,52 0,56 0,37 
8 x 8 0,59 0,60 0, 18 
9 x 9 0,66 0,65 0,49 
Pouvoir optimisant 
0 
SxS 9x9 6x6 
C.D. 
0,58 
0,73 
0,68 
0,57 
0,67 
8x8 
L.D. 
0,66 
0,71 
0,42 
0,65 
0,56 
L.T.R. Apprentis 
0,60 0,76 
0,60 0,78 
0,47 o, 77 
0,31 0,73 
0,38 0,76 
majoritaire 
Recombinaison arborescente 
7x7 Problèmes 
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A la lecture de ces résultats, on peut faire les commentaires 
suivants 
l - Qualité de la solution 
Pour les problèmes de trains au départ, les calculateurs spécia-
lisés n'ont pratiquement jamais conduit à des ordonnancements plus performants 
que ceux obtenus par la méthode heuristique appropriée. 
Pour les problèmes d'atelier, les résultats obtenus par les cal-
culateurs spécialisés sont même moins bons, en général, que ceux obtenus par les 
diverses heuristiques. Le combinateur, qui donnait des résultats aussi valables 
que les autres recombinaisons pour des problèmes à contraintes diagonales em-
boîtées (voir début du paragraphe 5-3-2), donne des résultats significativement 
moins bons lorsque les contraintes sont disjointes. 
Cependant, dans les sociétés qui mettent au point le combinateur 
et l'optimateur, certains responsables pensent qu'il existe des algorithmes de 
recombinaison non encore découverts, et dont la mise au point révolutionnera 
le pouvoir optimi~ant en offrant à ces calculateurs spécialisés des débouchés 
universels. Nous nous garderons bien d'émettre un jugement aussi affirmatif à 
cet égard ! 
2 - Temps de calcul 
Il apparaît que. le temps de la recombinaison arborescente (para-
graphe 3-4-2) est nettement plus élevé que celui des deux autres recombinaisons 
(paragraphes 3-4-1 et 4-2). On constate que les temps de calcul des recombinai-
sons sont proportionnels au nombre de plans scrutés et au résultat de l'ordon-
nancement. 
Il est difficile de comparer les temps de calcul des recombinai-
sons et ceux des méthodes logicielles. En effet, les temps des recombinaisons 
pourront être grandement améliorés grâce au câblage de diverses procédures alors 
que ceux des méthodes logicielles sont pratiquement incompressibles. De plus, 
pour les problèmes d'atelier comme pour ceux des trains au départ, ce sera le 
temps nécessaire à l'obtention de la première décision (du premier pas) qui 
sera immédiatement utile, les autres éléments de décision pouvant intervenir 
plus tard. 
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. Recombinaison majoritaire 
Nous avons vu, en 5-3-1, que le temps de calcul T, en secondes, 
d'un ordonnancement à N variables, de C pas, était : 
1 T = aC [N2 + SN + yN Log N] 1 
. Recombinaison arborescente 
vantes 
à N(N-1), 
Les différentes étap~s de cette méthode (voir 3-4-2) sont les sui-
1 - Scrutation des N(N-l) plans de projection, temps proportionnel 2 
2 - Tri des 2N(N-1) distances obtenues par le calculateur spécia-
lisé, temps proportionnel à N(N-l)LogN(N-1), soit à N(N-l)LogN en confondant 
Log Net Log(N-1), 
3 - Scrutation d'un arbre binaire tronqué pour chaque processus, 
temps proportionnel à N KN (avec < K < 2) , 
4 - Répétition des 3 étapes précédentes à chaque pas de la tra-
jectoire, temps proportionnel à C longueur de la trajectoire. 
Nous obtenons finalement la relation 
• Recombinaison du combinateur 
2 Chaque étape de la méthode exposée en 4-2 est en N ou N sauf la 
dernière (définition du pas) qui est en 2N, ce qui conduit à la relation : 
1 T = aC ~N + SN2 + yN] 1 
3 - Taille mémoire 
Remarquons enfin que la taille mémoire nécessitée par la simulation 
de chaque recombinaison est de l'ordre de grandeur de celle nécessitée par la 
programmation des méthodes purement logicielles. 
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CONCLUSION 
L'étude que nous avons menée nous a permis de cerner les caracté-
ristiques des calculateurs spécialisés imaginés à la suite des travaux du 
Docteur SAUVAN et expérimentés aujourd'hui par diverses sociétés telles que 
CYBCO et la SNCF. 
Nous constatons que ces machines fournissent toujours un bon ré-
sultat en un temps très bref pour tous les problèmes plans, même complexes, car 
alors seule l'analyse bidimensionnelle, algorithme efficace, est utilisée. Par 
contre, lorsqu'on aborde les problèmes très combinatoires à plus de deux proces-
sus, il en va tout autrement car alors il faut utiliser une heuristique de re-
combinaison et aucune de celles-ci jusqu'à maintenant ne nous a fourni des résul-
tats vraiment satisfaisants. 
En effet, la mise en oeuvre des recombinaisons influe sur 
- la qualité de la solution obtenue, 
- le temps d'obtention de la solution, 
- le coût d'exploitation du système informatique. 
1. QUALITE DE LA SOLUTION OBTENUE 
Nous avons dû constater l'absence actuelle de recombinaisons vra~­
ment efficaces. Celles que nous avons utilisées s'avèrent plus ou moins perfor-
mantes selon la nature du problème traité. Jusqu'à maintenant, toutes les recom-
binaisons ne sont que des heuristiques approchées car il n'est pas possible en 
général de construire une trajectoire spatiale optimale à partir de trajectoires 
planes optimales. 
Les recombinaisons que nous avons étudiées ne fournissent que des 
solutions sous-optimales qui n'ont jamais été systématiquement meilleures que cel-
les obtenues par les méthodes purement logicielles assez élémentaires prises com-
me références. 
- 142 -
2. TEMPS D'OBTENTION DE LA SOLUTION 
Comme la recombinaison scrute tous les plans de projection et 
construit la trajectoire pas par pas, le temps de calcul est toujours au mo1ns 
proportionnel au carré du nombre de variables et à la longueur de la trajectoire, 
ce qui n'est pas vrai pour les approches logicielles. Les temps de calcul des re-
combinaisons simulées sur ordinateur Philips Pl175 sont sensiblement supérieurs 
à ceux obtenus pour les méthodes logicielles programmées sur le même ordinateur. 
Ces temps sembleraient pouvoir être améliorés grâce à de meilleures recombinai~ 
sons, mais certainement pas suffisamment. Pour diminuer très sensiblement ce 
temps, il faudrait câbler tout ou partie de la recombinaison mais ceci s'avère 
difficile à réaliser aujourd'hui étant donné qu'il n'existe pas de recombinai-
son vraiment performante capable de résoudre différents types de problèmes d'or-
donnancement. Certains chercheurs envisagent actuellement des recombinaisons spé-
cifiques pour chaque type de problèmes, ce qui compliquerait évidemment le câ-
blage. 
3. COUT D'EXPLOITATION DU SYSTEHE,MIS EN OEUVRE 
Les programmes de recombinaison et de pilotage des calculateurs 
spécialisés nécessitent le couplage de ces derniers à un ordinateur et utili-
sent une place mémoire du même ordre de grandeur que les programmes purement 
logiciels que nous avons employés. Remarquons cependant, que le câblage de la re-
combinaison réduirait la taille de la mémoire utilisée qui resterait néanmoins 
encore importante. A l'heure actuelle, le coût de résolution d'un problème d'or-
donnancement par une méthode logicielle est. inférieur au coût de résolution par 
un calculateur spécialisé associé à un ordinateur car dans le premier cas on fait 
l'économie d'une machine bidimensionnelle. 
Ainsi, il semble que les recherches concernant les calculateurs spé-
cialisés marquent le pas et ne donnent pas suite à tous les espoirs mis en elles 
il y a quelques années lorsqu'on avait découvert cette nouvelle et originale ma-
nière d'aborder les problèmes d'ordonnancement. La cause principale des diffi-
cultés rencontrées est le manque de recombinaisons efficaces : elles ne sont que 
de simples heuristiques ayant très peu de justifications théoriques. En effet, 
toutes les heuristiques de recombinaison que nous avons étudiées sont basées sur 
l'hypothèse suivante : plus le nombre de pas de la plus longue des solutions pla-
nes utilisées est faible, plus la trajectoire réelle dans l'espace de dimension N 
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est courte. C'est cette hypothèse que nous appliquons dans la recombinaison 
arborescente puisque l'heuristique utilisée consiste directement à éliminer les 
solutions planes les plus longues. Quant à la recombinaison majoritaire, elle 
favorise dans chaque plan les solutions les plus courtes. La recombinaison du 
combinateur intègre simultanément ces deux variantes. Malheureusement cette 
hypothèse fondamentale ne peut pas être vérifiée en général, ce qui conduit 
parfois à des solutions nettement sous-optimales. 
On constate que les chercheurs qui ont conçu les calculateurs 
spécialisés n'ont pas suffisamment respecté les règles à observer lors de la 
résolution d'un problème complexe par décomposition en sous-problèmes plus 
simples : 
1. Prouver que la solution globale du problème ne sera pas alté-
rée si elle est obtenue à partir de solutions de problèmes partiels. 
2. Résoudre séparément les différentes parties du problème. 
3. Recombiner les différentes solutions obtenues pour avoir la 
solution globale. 
Les recherches entreprises jusqu'à maintenant se sont surtout con-
centrées sur les points 2 et 3 en négligeant le point 1 qui aurait dû être abordé 
avant les autres. 
Au lieu de chercher à mettre au point de nouveaux calculateurs spé-
cialisés pour résoudre les problèmes d'ordonnancement selon des méthodes inspirées 
des travaux du Docteur SAUVAN, il apparaît plus intéressant de mettre en matériel 
des logiciels qui ont prouvé être intrinséquement déjà extrêmement rapides. On 
peut espérer de cette façon que le matériel reprenant ce logiciel soit encore plus 
rapide. C'est ainsi que la thèse de B. JULLIEN 04]a montré l'intérêt d'un algo-
rithme qui, en partant d'une bonne solution d'un problème d'ordonnancement obtenue 
par une heuristique quelconque, améliore cette solution en cherchant toutes les 
interversions de tâches qui permettent d'améliorer le critère. Une machine qui 
générerait des permutations de tâches à partir d'une solution de départ donnée, 
en réalisant des interversions de rang 1 (permutation de 2 tâches), de rang 2 
(permutation de 3 tâches) ou de rang 3 (permutation de 4 tâches) en respectant 
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les contraintes du problème, pourrait alors être efficace. Une permutation étant 
générée, il faudrait ensuite fournir l'ordonnancement des tâches à un autre cal-
culateur, soit général, soit spécialisé, qui donnerait la valeur du critère en 
tenant compte de la permutation. Si cette permutation améliore le critère, l'or-
donnancement obtenu devient alors une nouvelle solution de départ pour une re-
prise de l'algorithme. Il serait certainement possible d'orienter ces permutations 
par un apprentissage, en favorisant certaines formes de permutations qui ont 
déjà fourni de bons résultats. Une autre approche, dont le câblage pourrait aussi 
être étudié, serait l'approche booléenne [1s], il est très possible qu'elle pu1sse 
conduire à des résultats très intéressants. 
Cependant, il s'avère que dans beaucoup de cas, le problème de la 
saisie de données est plus important que celui de trouver l'ordonnancement opti-
mal. On peut donc se demander si, plutôt que de mettre au point des ordinateurs 
spécialisés de plus en plus rapides, on ne pourrait pas, pour résoudre les pro-
blèmes d'ordonnancement, mettre l'accent sur les communications homme-machine aptes 
à une meilleure saisie de données, et que peut-être, par un traitement fort simple 
de ces données, on peut déjà obtenir de l'humain qui est à l'autre bout de la ligne, 
une bonne solution. 
L'ordonnancement Jouera certainement à l'avenir un rôle de plus en 
plus grand, mais il n'est pas pensable d'avoir des machines spécialisées qui ré-
solvent les problèmes d'ordonnancement vis-à-vis de n'importe quelles hypothèses, 
il faut donc fixer les hypothèses (voir le paragraphe 1-1-1) avant de concevoir 
d'abord l'algorithme, et ensuite la machine spécialisée pour résoudre le problème. 
D'autre part, il n'est pas question de faire de bonnes machines matérielles avant 
d'avoir de bons algorithmes. Cette thèse nous aura appris qu'il faut être extrê-
mement prudent sur les algorithmes dès le départ, il faut se méfier des à-priori 
tel celui qU1une simulation du cerveau humain peut résoudre n'importe quel type 
de problèmes, ou tel celui qu'un ordinateur analogique aurait des possibilités de 
parallèlisme bien supérieures à celles d'un ordinateur digital et qu'on pourrait 
donc résoudre des problèmes forts complexes en simulant des comportements analo-
giques, ces deux à-priori se sont révélés être tout à fait faux. Ce genre d'hypo-
thèses ne tient donc pas et les algorithmes doivent être testés à fond avant d'être 
implémentés sous forme matérielle. 
A N N E X E S 

- 145 -
ANNEXE 1 
~ /? .. 'l,s 1 2 3 4 5 6 
a 1 1 1 1 2 2 
b 1 2 2 2 3 2 
c 1 1 1 2 4 3 
d 1 4 3 3 2 2 
e 1 4 3 3 4 3 
f 1 3 3 3 3 3 
g 1 4 4 2 2 4 
h 1 1 2 3 4 3 
j 1 10 22 11 23 4 
k 1 13 15 11 18 23 
1 1 25 4 24 6 10 
m 1 4 25 19 21 18 
n 1 10 4 6 11 4 
0 1 6 8 6 4 4 
p 1 7 15 ] 9 6 8 
q 1 10 1 ] 6 4 8 
r 1 6 2 2 5 8 
s 1 15 3 Il 8 4 
t 1 6 12 25 13 5 
u ] 7 10 1 1 12 6 
TABLEAU A - TEMPS D'OCCUPATION DES CANTONS PAR LES DIFFERENTS TRAINS. 
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Numéro 
des 
exercices 
TRAINS CONSIDERES 
3 
4 
5 
b 
7 
c) 
0 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
01 
02 
~. 03 
04 
os 
06 
10 
li 
01 
02 
03 
04 
os 
06 
01 
02 
03 
04 
os 
06 
b 
b 
b 
e 
c 
f 
g 
g 
g 
e g 
c e 
h 
h 
h 
a c 
c e g h 
b e 
e 
b h 
a d f 
a 
c g 
a h 
e g 
c e h 
a d 
a b f 
d e f 
h 
b c g 
d e 
e 
e g 
a e f g h 
b d f h 
a e f 
c f g h 
b c d e 
c d 
a b 
a 
e f g 
e f h 
d e g h 
e f g 
b 
b 
e f g 
a b d e f 
a 
b c 
b c 
c d 
d e 
f g 
g h 
f g h 
h 
a b c d e g 
a 
c 
b c d 
c 
c 
e f g h 
h 
f g 
e f h 
h 
J 
J 
J 
J 
J 
j 
j 
J 
s u 
rn u 
k 
k 
1 
k 
rn 
rn 
rn 
rn 
rn 
rn 
n 
k rn n 
n 
k n 
1 rn 
q 
0 
0 p 
p q 
p q 
0 p 
p 
p q 
0 q 
s 
r 
r 
r s 
s 
r 
r 
r 
n o r 
1 rn 
k n p 
k rn q r 
r 
r 
k 
k 
n p 
0 p 
rn n 
rn 0 
rn n o 
n 
1 rn 
p 
q 
g r s 
q 
k rn 
r s 
p q r s 
s 
o p r s 
u 
t 
t 
t 
u 
t u 
u 
t u 
u 
t u 
u 
u 
j k 1 p q r s 
p q s u 
k rn n o r 
rn n o s 
rn n p q r 
J 1 0 p g t 
1 rn n q s 
J 1 rn n o q r u 
j rn n o s t 
J 
n p q 
1 rn n p r 
k 1 rn n p r 
t u 
u 
tl 
rn n o p t 
1 rn p r t u 
1 rn n q r s u 
J k 1 rn o p s u 
1 n o p q r s u 
J rn no gr. t tl 
TABLEAU B ______ , __ _ 
Numéro des 
Exercices 
12 
13 
14 
lS 
lb 
17 
18 
1~ 
20 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
02 
03 
04 
05 
06 
01 
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TRAINS CONSIDERES 
a b 
b c 
b c 
d e f 
e J 
g h j 
k 1 
1 
1 rn n o P 
q r u 
r s t u 
s t 
a d e g J k 
f g j k 
f g k 
0 1 rn 
1 rn n o 
q s t 
q r s t 
a 1 rn 0 p r s t 11 
c d e f g h J 1 rn n o s u 
a c 
a b c 
f g h j k rn n o P t u 
r s t u 
r s t u 
s 
g h j k 1 0 
a b c f 
a b c d e f 
a b d e 
g h 1 rn n 
h 1 rn 0 p q 
h 1 mno tu 
a b c e f g 
a 
c e 
d 
b c d e 
c d e 
c d e 
g h 
g h 
g 
f g h 
f h 
k 1 
1 
1 
J k 
k 
J 
J k 
k 
1 
1 
opqr tu 
rn o qrstu 
rn no P r s t u 
mnopqrs 
n r s t u 
mnopg stu 
c d e 
b c 
b c d e 
c d e 
f g h J k 1 
f g h J k 1 
f g h J k 
rn n p q r s 
rn opq stu 
rn n p q r s 
f g h j k mn pqrs u 
lmn pqrstu 
lmnopg st11 
a b f g 
c d e h 
b e f g h 
abcd fgh 
a b c d e g 
a b c d e f g h 
ab d e h 
abc fgh 
a b c d e f h 
a c e f g h 
a b c d e f g h 
a b c e f g h 
b c d e f g 
a b c d e f g h 
a c d e f g h 
a c d e f g h 
a b c d e f g h 
J k 
J k 
J k 
k 
j k 
J k 
lmnop rstu 
lm opqrst 
1 
J k 1 
1 
k 1 
J k 1 
k 
nopqrst 
rn n o r s t 
rn no P r s t u 
mn pqrstu 
rn no 
rn n 
p r s t u 
p q r s t u 
Jklm opq stu 
lmnopqrstu 
klmn p qrs u 
J 
Jklmnopqrs u 
Jk mnopqrstu 
kl nop qrstu 
lmnop qrstu 
lm op qrstu 
klmnop qrst 
a b c d e f h j 
a b c d e f g h j 
a c d e f g h j 
a b c d e f g h j 
b c d e f g h j 
a c d e f g h j 
a b c d e f g h j 
a b c d e f g h j 
: ~ ~ d : .~ : ~ 1 
klmnop qrst 
klmnop qrstu 
klmnop qrstu 
klmnop qr tu 
klm op qrstu 
~ ~ : ~ ~ p ~ ~ : ~ ;; 
TABLEAU C 
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ANNEXE 2 
Pour chacun des problèmes étudiés, les données relatives à chacune 
des pièces seront fournies de la façon suivante : 
- première colonne : numéros des machines successivement utilisées 
lors de la fabrication de la pièce. 
- seconde colonne : temps d'occupation des machines correspondantes 
exprimé en heures. 
A- PROBLEMES 5 x 5, 6 x 5, 7 x 5, 8 x 5, 9 x 5 et 10 x 5 
No___. 
des 
piè-
ces. 
M 
1 
2 
3 
4 
5 
1 
T 
3 
1 
5 
7 
5 
2 3 
M T M 
1 5 2 
2 8 1 
4 7 3 
3 5 5 
5 8 4 
4 5 
T M T M T M 
10 2 9 3 2 3 
4 1 8 2 3. 2 
10 5 1 1 3 5 
2 3 9 4 3 1 
4 4 3 5 8 4 
B- PROBLEMES,5 x 5, 6 x 6, 7 x 7, 8 x 8 et 9 x 9 
Numéro.,_. 
des 
pièces M 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 
T 
3 
8 
1 
4 
5 
2 
7 
6 
5 
2 
M T M 
1 5 2 
3 10 1 
5 8 4 
4 7 3 
2 3 9 
7 5 6 
6 5 8 
8 8 7 
9 4 5 
3 4 5 
T M T M T 
10 2 9 3 2 
9 3 10 1 1 
4 1 8 2 3 
8 5 10 6 7 
10 7 1 4 3 
2 9 6 5 7 
2 8 9 9 3 
9 4 10 8 5 
4 6 5 7 6 
6 
T M 
9 2 
6 1 
5 3 
5 4 
1 5 
6 
M T 
3 9 
2 1 
6 6 
4 10 
9 5 
1 5 
7 7 
5 1 
8 3 
7 8 9 
T M T M T M 
5 3 4 1 8 2 
7 2 5 4 8 3 
4 1 4 3 9 1 
4 4 2 2 5 4 
4 5 4 5 3 5 
7 8 9 
M T M T M T 
2 5 3 4 1 8 
1 4 1 9 2 7 
4 7 2 5 4 8 
3 2 6 8 6 6 
7 4 5 4 3 9 
6 3 7 9 7 5 
9 9 9 2 8 9 
8 4 8 4 5 3 
5 6 4 8 9 8 
10 
T 
9 
7 
7 
5 
10 
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