This study discusses a decision support framework that guides policy makers in their strategic transportation related decisions by using multi-methodology. For this purpose, a methodology for analyzing the effects of transportation policies on environment, society, economy, and energy is proposed. In the proposed methodology, a three-stage problem structuring model is developed. Initially, experts' opinions are structured by using a cognitive map to determine the relationships between transportation and environmental concepts. Then a structural equation model (SEM) is constructed, based on the cognitive map, to quantify the relations among external transportation and environmental factors. Finally the results of the SEM model are used to evaluate the consequences of possible policies via scenario analysis. In this paper a pilot study that covers only one module of the whole framework, namely transportation-environment interaction module, is conducted to present the applicability and usefulness of the methodology. This pilot study also reveals the impacts of transportation policies on the environment. To achieve a sustainable transportation system, the extent of the relationships between transportation and the environment must be considered. The World Development Indicators developed by the World Bank are used for this purpose.
Introduction
In the new millennium, one of the greatest challenges to humanity is how to assess, build, and maintain a sustainable economy that will allow human society to enjoy a sufficiently high standard of living without destroying the natural and biological resources that sustain it. Sustainable development (SD) has become an essential component of international environmental policy, at least since the United Nations summit in Rio in 1992. The concept of sustainability combines the needs of present and future generations and takes the interdependencies of economic activities and ecological status into account (Phillis and Andriantiantsaholiniaina, 2001 ).
The rise in worldwide trade and the increasing interaction between countries previously separated by trade barriers have spurred a significant increase in transportation flows at all geographical scales. This has caused a wide variety of external environmental effects, ranging from ecological footprint problems to global pollution. The 1990s were characterized by a growing awareness of global environmental issues, particularly the impact of carbon dioxide emissions, referred to as the greenhouse effect. The World Bank expects that if current trends continue, CO 2 emissions caused by transportation will increase significantly by 2010 (Veen-Groot and Nijkamp, 1999) . CO 2 emissions are already 1% higher than in 1990, and fossil fuels are the main source of emissions in both developed countries and emerging economies (World Bank, 2007) . It is now generally agreed that a global climate change is occurring. It also appears that the poorer countries stand to suffer most as a consequence of this change, with estimated costs in the range of 5-9% of gross domestic product (GDP), especially for developing countries. It has also been estimated that the transport sector is responsible for about 25% of emissions of the gases contributing to global warming in industrial countries, but this percentage is lower by half in cities in developing countries (World Bank, 2002) . In particular, road pollution contributes significantly to urban air pollution in many countries.
From the standpoint of the feasibility of providing growth in road capacity commensurate with the predicted growth in traffic, as well as from that of impact on the environment and society, current trends in transportation appear to be unsustainable. To resolve the problem, each country must work out its own transportation policies in accordance with its own geographical and political conditions. European Union (EU) countries have recently admitted that their transportation policies are unsustainable, and in fact their transport problems are even expected to worsen because worldwide automobile ownership tripled between 1970 and 2000 and the movement of goods is projected to increase by 50% by 2010. In the white paper, European transport policy for 2010: time to decide (ETP, 2000) , EU countries have accepted the importance of having a balanced, sustainable, and integrated transportation system. In fact, until 1998, in many EU countries such as Germany and the United Kingdom, the basic transportation strategy was based on a ''predict and provide" approach. However, such a strategy results in a disproportionate growth of road transportation and leads to an unsustainable and unbalanced transportation system. The white paper, A New Deal for Transport: Better for Everyone (Department of the Environment, Transport and the Regions (DETR, 1998) underlines the inadequacy of this approach and emphasizes the importance of a pragmatic multimodal plan.
Similar problems are apparent in an even more dramatic way in Turkey. The Turkish transportation network has not followed a planned growth strategy, mainly because of political factors. None of the transportation master plans developed so far in Turkey has succeeded in integrating the various transport modes into a balanced, multimodal system. As a result, currently, road transport accounts for 92% of freight shipments and 95% of passenger travel. Turkey's ninth development plan (2007) (2008) (2009) (2010) (2011) (2012) (2013) underlines that even though considerable productivity increases have been obtained as a result of structural reforms implemented in many areas and the macroeconomic stability achieved in recent years, Turkey's competitiveness has not been sufficiently improved. One of the main reasons is acknowledged to be an inadequate transportation infrastructure (Ülengin et al., 2007) .
Incorporation of environmental issues within an urban transport strategy requires the identification of the main factors that contribute to environmental pollution in a transportation system. Therefore, it does not make sense to study transport issues separately. There is a widespread acceptance that integration of decisions across transport, land use planning, and environmental policy is crucial for sustainable development.
This study proposes a decision support framework that guides transportation policy makers in their future strategic decisions by using a multi-methodology approach. The proposed methodology includes the specification of the factors in transportation, environment, society, and energy relationship as well as the interactions among those factors using cognitive map analysis. Subsequently those relationships are hypothesized and quantified using structural equation modeling (SEM). Finally scenario analysis and multi attribute decision making are employed to forecast the implications of some policies and to select the best one. This paper also provides a pilot study that focuses only on the relationships between transportation and the environment as well as their effect on the health of the society is conducted to validate the appropriateness of proposed framework. In the second section of this paper, a literature survey of existing research in sustainable transportation models is provided. The proposed methodology is presented in the third section. The fourth section explains the details of the pilot study, which focuses on transportation and environment relationship. Finally, conclusions and further suggestions are given.
Literature survey
The report of the joint project of the European Conference of Ministers of Transport (ECMT) and the Office for Economic Cooperation and Development (OECD) on Implementing Sustainable Urban Travel Policies (ECMT, 2001) underlines that planning for transport, land use, and environment can no longer be conducted separately in isolation. Geerlings and Stead (2003) provide a review of European policy documents and research activities and underline that relatively little European research has been carried out on the issue of policy integration, particularly in relation to transport, land-use planning, and environmental policies. The European Transport White Paper (Commission of the European Communities (CEC, 2001) highlights the need to integrate environmental considerations into transport policies, although how to achieve this integration remains unclear. Gilbert and Tanguay (2000) , Gudmundsson (2001) , and Gilbert et al. (2003) reveal sustainable transportation indicators in order to set sustainable transport goals and to monitor whether the current transport system is moving towards sustainability. Steg and Gifford (2005) analyze the social impact of sustainable transportation from quality of life perspective and describe several quality of life indicators for this purpose. Richardson (2005) provides frameworks illustrating the interaction of factors that influence indicators of transport sustainability. However, these studies do not suggest any method for quantification of the relationships among the variables/indicators and they also do not include any policy making method for transportation. Fiksel (2006) provides an overview of current approaches for modeling and management of complex economic, ecological, and social systems and underlines the lack of modeling and decisionmaking approaches that will help in understanding the full implications of alternative choices and their relative attractiveness in terms of enhancing system resilience to achieve sustainable systems. The STEEDS project, which is a computer-based decision support system (DSS) focusing on transport-energy-environment interactions, has recently been developed and validated (Brand et al., 2002) . This DSS was developed to evaluate policy and technology options for the European transport system. However, the DSS also includes a transport demand model, vehicle stock model, energy emissions model, lifecycle analysis model, and environmental impact model. In essence, it is several domain-specific models linked together. The causal relations among all the variables of the system are not considered. Ülengin et al. (2007) provides an integrated decision support system designed to allow formulation of aggregate long-term scenarios (national, regional, or global) . Using a systems approach, it analyzes the interrelations among transportation, socioeconomic, and demographic variables using a causal map approach and then uses a neural network and the Bayesian causal map to analyze the impact of different scenarios on passenger and freight transportation demand in the future. The model is used to guide transportation policymakers in their future strategic decisions; to facilitate analysis of the possible consequences of a specific policy for changing the share of transportation modes for both passenger and freight transportation; to highlight in detail the causal relationships among relevant variables in the transportation system under study; and finally, to show the impact of a change in any variable on the whole system. Ülengin et al. (2007) , conducted interviews with the transportation domain experts and encouraged them to identify the concepts that might be relevant to the transportation system of Turkey and influencing the passenger and freight transportation demand of different modes. The list of variables finally obtained to develop the structural model of the transportation system of Turkey is much more detailed when compared to the ones used in similar studies conducted in EU countries (Shaw et al., 2003) . However, the developed model does not take into account the interactions between transportation systems and the environment. Tsamboulas and Mikroudis (2006) have proposed a DSS, TRANS-POL, specifically developed for the transport policy sector, to provide policy support information which can be generated in-house. This system provides a way to bring together all kinds of transport models and databases, making them available to a wider audience in a user-friendly environment. However, the environmental impacts of different transport policies are not considered. Furthermore, TRANS-POL does not take into account group decision making and it does not include scenario-building necessary to deal with uncertain decisions and does not analyze the complex interrelations among the variables. In fact, the DSS accepts these interrelationships as input from the user. Arampatzis et al. (2004) have developed a DSS integrated into a geographic information system for the analysis of different policies. The objective of the tool is to help transport administrators enhance the efficiency of available transportation systems while improving environmental and energy performance. However, this system is developed for urban transportation and cannot incorporate a macro perspective.
Literature analysis shows that an important research priority for the study of sustainable systems is the development of modeling and decision-making approaches from a systems perspective. Although inter-sectoral and/or organizational issues are addressed at least to some extent in some of the research projects such as EST (Environmentally sustainable transport-http://www.oecd.org/env/ ccst/est), ECOCITY (Urban development toward appropriate structures for sustainable transport-http://www.lutr.net), those projects as well as the models given in the literature are very much oriented toward solving particular problems.
A comparison of sustainable transportation related articles is given in Table 1 . As can be seen in the table, none of the research conducted so far provides a complete system approach to the transportation, environment, society, and energy. The studies either reveal the full set of indicators (Gilbert and Tanguay, 2000; Gudmundsson, 2001; Gilbert et al., 2003) without further identifying relationships (Steg and Gifford, 2005) among them or even if they identify the relationships (Richardson, 2005) , they do not quantify them. There are also some papers that reveal the variables/indicators and identify the relationships among them, however they only analyze a subset of the whole transport, environment, society and energy interaction (Tsamboulas and Mikroudis, 2006; Ülengin et al., 2007) . The methodology proposed in this paper contributes to the literature by providing a complete analysis of variables as well as the identification and quantification of the interactions. The details of the proposed methodology are given in the next section. Moreover, the paper also provides a pilot study (see Section 4) where the proposed methodology is applied to reveal environment and transportation interactions.
Proposed methodology
This paper proposes a decision support framework that guides transportation policy makers in their future strategic decisions by using multi-methodology. For this purpose the effects of transportation policies on environment, society, and energy are analyzed, by using cognitive maps, SEM, scenario analysis, and Multi Attribute Decision Making (MADM) methods.
In the first stage of the proposed study the variables that affect or are affected by the transportation system from different perspectives, namely environment, society, and energy, have to be determined. In this stage several brainstorming sessions are proposed to construct cognitive maps that show the related variables and the relationships among these variables. Secondly, causal relations are to be quantified by using SEM. The quantification enables to analyze the effect of the changes in policy and scenario decisions on the environment, society, and energy. In the third stage different scenarios and their related results are generated and they are evaluated by using MADM techniques to select/rank appropriate policies. See Fig. 1 for the proposed framework.
The main purpose of this study is to validate the appropriateness of the proposed framework. For this purpose a pilot study is conducted in which the environment and transportation relationships are analyzed. The pilot study represents only one module of the complex system (see Fig. 1 ) that will be constructed subsequently to analyze the possible outcomes of a specific transportation policy in terms of environmental, society and energy related perspectives.
The details of the methods used are given in the following part of this section.
Cognitive map of the system
The first step of the proposed model is the development of a cognitive map of the sustainable transportation system. Cognitive mapping is a qualitative technique designed to identify cause and effect as well as to explain causal links (Önsel Sahin et al., 2006) . A cognitive map represents an individual's stated beliefs concerning a particular domain at a specific point in time (Eden, 1990) . It is a representation of thinking about a problem that follows from the process of mapping (Eden, 2004) . As stated by Eden (2004) , cognitive maps are not simply ''word-and-arrow" diagrams, or influence diagrams, or a ''mind map." Mapping processes often lead to the later development of influence diagrams as a lead-in to dynamic system simulation. Cognitive mapping has been used in a variety of domains, including strategic change, environment, joint venture formation, software operations support, and entrepreneurship.
Cognitive maps are useful in describing deterministic decision problems (Önsel Sahin et al., 2006) . They analyze causal assertions made by individuals to provide a qualitative interpretation of the concepts representing a decision problem. Cognitive maps represent domain knowledge more descriptively than other models such as regression or structural equations. They provide a prescriptive framework for decision-making and allow predictions in the case of interventions (Nadkarni and Shenoy, 2001) . Sometimes, cognitive maps are known as cause maps, particularly when they are constructed by a group, and so cannot always claim to be related to an individual's cognition. However, the formalisms for cause maps are the same as those for cognitive maps (Eden, 2004) .
In this paper, the basic reason for using cognitive maps is that, in a world of incomplete data, individuals nonetheless make causal inferences that allow interpretation. Interactively generated maps that focus on causal relationships are attractive decision aids that allow the decision-maker to focus on action (Huff, 1990) .
For this purpose, in the first stage of the proposed methodology, a cognitive map of the system is derived for purposes of knowledge acquisition and problem structuring. Initially, the basic variables are determined, and then the causal relations are specified, followed by analysis of the resulting cognitive map.
Determination of the basic variables
Different methods can be used to construct causal maps, depending on the purpose and the theory guiding the research. In this study, Axelrod's view of mapping proved to be suitable (Axelrod, 1976 ). An interview has been conducted with experts to specify all the concepts related to the subject. Mapping in Axelrod's sense is designed to be a systematic, reliable way of measuring and analyzing the structure of an argument, not just its separate parts. The purpose of this type of unstructured approach is to explore inductively a new or unfamiliar domain by posing questions regarding the concepts relevant to the decision (Nadkarni and Shenoy, 2004) . The unstructured approach thus yields a richer understanding of the processes that individuals use in decision-making, as well as providing important insights into the general knowledge that individuals have regarding the domain being evaluated. 
Specification of causal relations
Once the variables related to the problem of interest were specified, a second interview was held with each expert to reveal the key causal relationships within the system. The experts are asked to compare the variables that were determined in the previous stage in a pairwise matrix and to specify whether a positive (+), negative (À) or no relation (0) exists between each pair of variables. Then an aggregation of the individual maps was performed. In fact, several researchers have investigated the idea of eliciting aggregated group maps (Langfield-Smith and Wirth, 1992) . One possibility is to form an ''average map" by calculating the average relationship between similar elements within the individual maps. In this research, the group map was initially aggregated from these individual matrices as suggested by Langfield-Smith (1992) . However, because individuals were not asked about the strength of relationships, averages were not used, but instead, any conflicting views about the type (negative, positive, or none) of the causal relations were resolved by the use of majority rule, as suggested by Roberts (1976) . Any duplication of arcs was similarly resolved by majority rule. Whenever at least four out of seven experts indicated that there was an arc between two variables, an arrow was drawn indicating that an arc did in fact exist.
3.1.3. Analysis of the causal map 3.1.3.1. Domain analysis. The basis for the analyses of the causal maps comes from the theory of directed graphs. The analysis can be performed by representing a cognitive map as an n Â n adjacency matrix A, where n is the number of elements in the corresponding cognitive map. Each element of A is the value of the direct causal relationship from concept variable i to concept variable j. If the strength of relationships is not taken into account, A is a signed binary matrix and a ij can take on values of 1, 0, or À1 (a ij = 1 if a positive relationship from i to j is present in the cognitive map; a ij = À1 if a negative relationship exists, and a ij = 0 if there is no relationship). Raising the adjacency matrix A to the kth power gives the total effect matrix T. In the total effect matrix, the indirect effect of all paths of length k from i to j can be seen. In other words, all direct and indirect relationships between elements can be calculated from the direct effects matrix by letting
The presence of a non-zero value in a cell of T indicates that a direct or indirect relationship exists between the relevant elements within the cognitive map. In the adjacency matrix A, the row sum of the absolute values of the elements of row i gives the outdegree (od) of concept i, which is the number of concepts perceived to be affected directly by concept i. Similarly, the column sum of the absolute values of the elements of column i gives the indegree (id) of concept i, which is the number of concepts perceived to affect concept i directly. The sum of od and id for i gives the total degree (td), which is a useful measure of the cognitive centrality of a concept. The centrality of the variables can be effectively calculated by domain analysis using Decision Explorer (Banxia Software Limited, 1996).
Head and tail analysis.
Besides domain analysis, determination of head and tail concepts for a map is another well-known type of analysis that can be conducted in a causal map. Head and tail analysis is conducted to identify the concepts that can be specified as goal and policy variables of the model. Head concepts have no outgoing links, indicating that they are influenced by other concepts of the models. A map with a relatively large number of ''heads" suggests the existence of multiple and possibly conflicting objectives (Eden et al., 1992) . On the contrary, tail concepts have no incoming links, meaning that they influence the remaining concepts of the model. In fact, tail nodes can easily be thought as policy variables.
Givens-means-ends analysis.
Another type of analysis that can be performed on cognitive maps is givens-means-ends (GME) analysis (Teagarden and Sheetz, 2003) . In GME analysis, the inflow-per-outflow ratio is calculated for each of the variables, and according to these ratios, the variables are categorized into three classes: variables having more outflows than inflows (ratio < 1) are called ''givens"; variables having more inflows than outflows (ratio > 1) are called ''ends," and variables having approximately the same number of outflows and inflows (ratio ffi 1) are called ''means." Inspection of the categories, moving from givens to ends, shows the direction of the causality in a cognitive map. Moreover, hierarchical structures that may not be determined in some cases from head-tail analysis can be detected with GME analysis. ''Ends" can be thought of as goals of the network because they are mostly influenced by other variables, while ''givens" can be regarded as strategies because they mostly influence the ''means" and ''ends." The hierarchical structure of the map is important in the sense that it provides information about its emerging characteristics (Eden, 2004) . The node that appears in the center of a map is usually significantly central to the conceptualization of the problem or issue being depicted.
Cluster analysis.
Cluster analysis can also be performed on a cognitive map. A typical use of cluster analysis is to split a large model into related sections to produce an overview of the model (Özen and Ülengin, 2001 ). These clusters can be called ''topical islands" (Eden, 2004) . The representation of clusters as separate maps allows an exploration of the content of each island to identify themes that describe each cluster. Generally, a map does not take the form of islands or of a single ''unbreakable" cluster, but rather of connected clusters of nodes. In this case, the identification of clusters that break the map into a system of interrelated themes becomes worthwhile.
Structural equation model of the system
In order to combine cause-effect information with statistical data and provide a quantitative assessment of relationships among the studied variables, the proposed methodology uses SEM. SEM is a causal modeling approach based on reasoning by cause and effect. SEM was selected because it allows for simultaneous examination of relationships among multiple independent variables and multiple dependent variables, and estimates model parameters while accounting for measurement error in latent variables (Kaplan, 2000) . Thus it allows evaluation of a network of relationships between manifest and latent variables. SEM models essentially combine path models and confirmatory factor models incorporating both latent and observed variables. The early development of SEM models was carried out by Jöreskog (1973) , Keesling (1973) , and Wiley (1973) . This approach was initially known as the JKW model, but became known as the linear structural relations (LISREL) approach with the development of the first SEM software program, LISREL, in 1973.
SEM is a multivariate statistical methodology that encompasses factor and path analysis (Pugesek et al., 2003) . In contrast with multivariate regression, SEM allows the user to explicitly test indirect effects between two explanatory variables, where effects between two variables are mediated by another intermediary variable. Additionally, SEM can explicitly incorporate uncertainty due to measurement error or lack of validity of the observed variables. More specifically, SEM can represent variables of conceptual interest that are not directly measurable, by using multiple indicator (observed) variables. It should be noted that principal component analysis has also the ability to reduce a set of correlated variables to higher-order components but has a limited flexibility to specify the model structure prior to the analysis and does not account for measurement error (Arhonditsis et al., 2006) .
The reason of selecting SEM rather than Bayesian Networks is that Bayesian Networks do not differentiate between a causal and spurious relationship, since causal relationships cannot be ascertained from statistical data alone (Pearl, 1998; Gupta and Kim, 2008) . Although the theoretically valid structural model can be forced as a Bayesian net, the Bayesian Networks are not capable as SEM for theoretical explanations (Anderson and Vastag, 2004) . Another limitation of Bayesian Networks, from the social science perspective, is that they do not differentiate between a latent construct and its measures (observed variables).
SEM uses various types of models to depict the relationships among observed variables, all with the same basic goal of providing a quantitative test of a theoretical model. Various theoretical models that hypothesize how sets of variables define constructs and how these constructs are related to each other can be tested in a SEM framework. Constructs are not easily observed and can be regarded as the latent variables of the model. Latent variables can be classified as independent (ksi) variables and dependent (eta) variables. The measurable indicators of constructs are called observed (manifest) variables. Of course, there are error terms associated with these observed variables.
Model conceptualization
In the proposed methodology, the first step of SEM is model conceptualization. Model conceptualization is concerned with deriving the latent variables from the cognitive map results and the development of theory-based hypotheses to serve as a guide for linking the latent variables to each other. At this stage, input (ksi) and output (eta) variables are also specified. The latent variables of the SEM model are specified according to the results of causal map analysis.
Construction of the measurement model
After conceptualization of the model, the second step in SEM is the construction of the measurement model. To construct a path diagram that represents the substantive hypotheses and the measurement scheme, corresponding indicators for the latent variables must be specified. A measurement model consists of observed indicators, which serve as measurement instruments for their respective latent variables. Before testing the hypothesized relationships among latent variables, the validity of the measurement model must be ascertained. If any indicators do not in fact measure their underlying latent variable or are not reliable, the model must be modified before it can be structurally tested. Researchers can evaluate a measurement model's validity in two ways: by testing each latent variable separately, and by testing all measures together (Cheng, 2001 ). In the proposed methodology, the first method is preferred because the definition of each manifest variable as well as the test of its validity is performed simultaneously. Therefore, the specification of manifest variables is performed in two steps: (1) a set of indicators is used to measure a latent variable, and (2) the reliability and validity of these measures are assessed. If the assessed set of indicators is valid, then they are selected as the manifest variables of the latents; otherwise, another set of indicators is tried. These steps are repeated for all latent variables until the full measurement model is constructed.
Assessment of model fit
In the third step, an assessment of model fit is performed. For this purpose, initial parameter estimates are obtained. The software (LISREL program) attempts to generate an implied (i.e., model-based) covariance matrix that is equivalent to the observed (i.e., actual) covariance matrix. Furthermore, significance tests are performed to indicate whether the parameters obtained are significantly different from zero. When the covariance matrix implied by the model is equivalent to the covariance matrix of the observed data, it can be said that the model fits the data. Various fit indices provided by the LISREL program allow evaluation of the quality and soundness of the measurement and structural parts of the model in terms of supporting the operational decisions and theory-based hypotheses. Subsequently, any requirement for model modification is investigated in the light of the results of the model fit assessment.
Regression analysis
After assessing the model fit and finding the significant relations among the latent variables, the strengths of the relations can be investigated by using regression analysis. Regression analysis is a general statistical technique used to analyze relationship between a single dependent variable and single or several independent variables (Hair et al., 2006) .
The factor scores of the latent variables are required to apply regression analysis among input and output latent variables. Jöreskog (2000) provides a detailed description of computing latent scores in the LISREL model. When the scores of the latent variables are generated form LISREL software, it is possible to relate (1) the input variables to input latent variables and (2) input latent variables to output latent variables. The coefficients found through the regression analysis gives the strength of the relations and they can be used to quantify the hypothesized relations.
Scenario analysis
In the decision support framework, scenario analysis approach is proposed to generate different policies for different circumstances. The expression of a small number of scenarios, which represent plausible future environments, is a well-recognized method in the planning process. Scenarios induce participants to think through the consequences of decisions and actions. Forecasts are often wrong when dealing with the macro environment (Page, 1982) . Scenarios, instead, try to highlight the reasoning underlying a forecast with explicit attention to sources of uncertainty. Scenario analysis focuses the attention of the decision makers on a set of different descriptions of the future, which are explicitly designed to be feasible, but are not necessarily the most likely. In this way, they aim to overcome the problems faced by forecasting techniques, which are used to estimate the parameters based solely on historical data. Such forecasting techniques assume that the future will be similar to the past. For longer-term planning and strategy analysis, the use of scenarios rather than forecasts is increasingly advocated by decision makers (Godet, 1994; Bood and Postma, 1997).
Forecasting methods, such as trend extrapolation and regression, are seen to be too dependent upon a projection of the past into the future to be useful for anticipating changes (Eden and Ackermann, 1998) . Similarly they suggest a single view of the future. In contrast, scenario planning put forward a number of different alternative futures, each of which is possible. Scenarios focus less on predicting outcomes and more on understanding the forces that would eventually compel an outcome.
Multi attribute decision making
In the proposed framework MADM is used to evaluate different scenarios that are formed as consequences of different policies.
MADM has been widely used in ranking a finite number of alternatives characterized by multiple, conflicting criteria or attributes. Numerous MADM methods have been proposed for a large variety of decision problems (Stewart, 1992; Zeleny, 1982; Hwang and Yoon, 1981) . Research in MADM has suggested the use of simple, understandable and usable approaches for solving MADM problems. The most widely used theory in solving MADM problems is multiattribute utility theory (Keeney and Raiffa, 1993) or multiattribute value theory (Dyer and Sarin, 1979 ) (MAVT), with which a cardinal preference or ranking of the decision alternatives is generated. Among its broad range of applications, MAVT-based MADM has shown advantages in evaluating the performance of organizations in various decision contexts with respect to conflicting performance measures (Parkan and Wu, 1999; Raju and Pillai, 1999; Yeh et al., 2000; Deng et al., 2000; Ülengin et al., 2001) . In this study the technique for order preference by similarity to ideal solution (TOP-SIS) is selected because (1) the concept is rational and comprehensive, (2) computation involved is simple, (3) the concept is capable of depicting the pursuit of the best performance of an alternative for each attribute in simple mathematical form, (4) the concept allows objective weights to be incorporated in to the comparison process. The concept of TOPSIS is that the most preferred alternative should not only have the shortest distance from the positive ideal solution, but also have the longest distance from the negative solution. By this way, it will be possible to evaluate a policy with respect to those ideal solutions .
In the proposed approach implication of different scenarios are investigated through a MADM model in order to rank the policies and find the policy providing the maximum performance.
Pilot study
In the pilot study, just one module of the proposed framework, namely, the transportation-environment interactions are analyzed. The basic steps corresponding to the pilot study is summarized in the following.
Cognitive map of the transportation-environment interaction
In this paper, in order to obtain a mutually exclusive and selectively exhaustive list of the basic variables in the causal map, a literature survey was initially carried out, and then interviews were conducted with transportation and environment experts who were encouraged to identify concepts relevant to the transportationenvironment interaction. The interviews were conducted with 7 experts, 2 of which are environmental engineers representing the environmental aspects of the model. One of the experts is an economist representing the macro economic perspective of the subject. And the remaining 4 are experts on transportation research. All of them are researchers from different universities of Istanbul. The experts were initially asked to specify all the variables that they thought influence or are influenced in a transportation system. In this study, the knowledge acquisition process was conducted with Axelrod's approach. Initially, an interview is made by each expert individually, in order to reveal the variables that are thought to be relevant for the analysis of transportation-environment interaction. In the second stage, the whole set of variables is aggregated in a new list and was given to the experts again, this time asking to comment on the variables that should be included in the aggregated map. After these interviews, repetitive concepts were eliminated, similar concepts were merged by the study team and the union set of the remaining concepts with their definitions were asked once more to all of the experts in order to reach a consensus on a common list of node names and definitions. In this attempt to reveal the basic variables, a consensus was reached on 26 variables ( Table 2 ). The resulting pair-wise comparison matrix is given in Table 3 .
In this work, the Decision Explorer software package (Banxia Software Limited, 1996) is used as a supporting tool to elicit, store, and handle the complexity revealed by the experts. The causal map of this matrix as drawn using Decision Explorer is shown in Fig. 2 .
Decision Explorer showed that the most central variables are number of vehicles, transportation mode: rode-bus, and transportation mode: rode-car, all of which have a centrality value of 18, which means that the sum of ''incoming to" and ''outgoing from" relations with that variable is 18. These concepts can be identified as key issues in the model because they are the most densely linked concepts. This shows us that highway passenger transportation has an important role in the whole transportation system. So a special emphasis has to be given to that while transportation policies are constructed. That's why in latter stages of this paper, some related policies are developed and their implications are analysed.
As can be observed both from the map and from the pair-wise relationship matrix, the experts accept 26 variables (driving forces) as basic indicators of a sustainable transport system. On the other hand, analysis of the aggregated cognitive map shows the existence of many loops which is in fact an indicator of the dynamic structure of the map (Eden and Ackermann, 1998) . However, because the loops will influence the validity of any analysis of the maps, these analyses must be treated with great caution.
In the cognitive map, 3 head and 7 tail nodes were identified. The head nodes are noise, life expectancy at birth, and organic water pollutants while the tail nodes are speed limits, emission limits for vehicles, investment in air transport, investment in roads, investment in water transport, and investment in railways. The head nodes can be seen as the goal variables of the system. Transportation policies have to serve to realize these goals in a way to minimize noise and organic water pollutants while maximizing the life expectancy at birth. With the same logic, the tail nodes are expected to be the alternative transportation policies that have to be analyzed in more detail. Therefore especially the policies related with the investment amounts in different transportation modes should be analyzed in order to see the overall impact on the whole system.
Moreover, a GME analysis was conducted on the related cognitive map as a complementary head and tail analysis. The hierarchical structure shown in Fig. 2 is developed according to the ratios derived from this analysis.
After constructing the hierarchical structure for the system, cluster analysis was conducted on the related cognitive map using Decision Explorer. Two clusters, one with 14, the other with 12 variables, were identified and are depicted in Figs. 3 and 4 .
Clusters can be compared with each other with regard to complexity. This is a simple analysis that is based on the ratio of links to nodes in the map (Eden et al., 1992) . According to this ratio, both clusters have an equal complexity ratio (i.e.=28/14 = 24/12 = 2). Moreover, economical well being in the first cluster, and rural population in the second cluster have been tail nodes besides the Table 2 Variables and their definitions.
original tails of the system. Besides, energy has been a head node (goal variable) in the second cluster.
Structural equation model of the system
For the current pilot study, the causal map derived in the previous stage is used as the input for the SEM. The relations of the causal map are used directly to specify the initial relations between independent and dependent latent variables of the system.
The cognitive map results were used to understand the structure of the analyzed system and, thus provide a guide in the construction of the SEM model. According to the cognitive map results, the head nodes were found to be life expectancy at birth, organic water pollutants, and noise. Therefore, ''health" (related to the Fig. 2 . Causal map of the sustainable transport system. life expectancy at birth-the first variable) and ''environmental pollution" (related to the organic water pollutants and noise -second and third variables) were specified as the output latent variables of the SEM model. Besides energy use that has been a head node in the cluster analysis is specified as the third output latent variable, which is labeled as ''energy". On the other hand, among the policy variables found through tail analysis, the variables representing investment in transport modes (air, roads, and railways) were added as input latent variables to the SEM model with the generalized names of ''Airways," ''Highways," and ''Railways." The reason of excluding investments in water transport is the lack of data. The remaining two tail nodes; namely speed limits and emission limits are considered under the ''Highway" concept due to the fact that they do not provide conceptual data. The economical well-being and population were identified as tails of the two clusters, and therefore they were also selected as input latent variables. Cluster analysis further showed that energy use is one of the important variables which affect other variables and is also affected by them. Therefore, ''energy use" was also defined as a latent variable in the SEM model. As a result airways (abbreviated as air), highways (abbreviated as high), railways (abbreviated as rail), population (abbreviated as pop), and economical well-being (abbreviated as econ) are specified as input latent variables while energy use (abbreviated as energy), environmental pollution (abbreviated as envpol), and health of the society (abbreviated as health) are determined as output latent variables.
The conceptual model revealed from the cognitive map is further confirmed by the fact that the aim of the proposed model is to investigate the impact of transportation on environment and health. The latent variables related to transportation are defined as (ksi) variables, while those related to environment and health as (eta) variables.
The relations between the latent variables as well as those between the latent and manifest variables were identified using the causal map. The manifest variables corresponding to similar concepts were used to estimate the related latent variables. For instance according to the causal map results (see Table 3 ) energy use (ID = 5) is effected from 12 variables. When these 12 variables and their related input latents are analyzed (see Table 4 ), it can be concluded that energy is affected from high, air, rail, and pop.
A similar analysis is conducted for other output (eta) variables and final conceptual model, which is constructed by using the results of the head-tail, domain and cluster analysis of the cognitive map, is given in Fig. 5 . As can be seen from the figure, the specification of the latent variables, that is, those variables that are not directly observed, but rather are inferred from other variables that are observed and directly measured, is based on the cognitive map analysis results. The relationships among the latent variables are derived similarly from the cognitive map. The latent variables in the left part of the figure are inputs and those in the right part are outputs. Fig. 5 shows that air, road, and rail transportation as well as population have an impact on energy use. Energy use in turn, together with economic performance, has an impact on environmental pollution. An increase in energy use can be expected to result in an increase in environmental pollution. However, the impact of the economy is somewhat complicated: when the economy of a country improves, environmental pollution may increase as a result of the increase in economic activity. However, better economic performance may well also increase people's concern about environmental pollution. Finally, it can also be expected that if pollution increases, the health of the society will deteriorate.
The hypotheses about the relationships among the input and output variables are derived based on the earlier explanations with regard to the causal map and are summarized in Table 5 and Fig. 5 .
In the initial analysis, the variables from the World Development Indicators (WDI) of the World Bank (World Bank, 2005) were evaluated to find those that might be suitable to measure the latent variables of the model. Table 7 shows the variables initially thought to be appropriate manifest variables and those that were finally accepted to measure the related latent variables used in this research. First, all appropriate variables were selected from the WDI list. Then, those variables for which insufficient data were available were eliminated. To construct a robust measurement model, several sets of candidate variables were tested for each latent variable. If a variable could not measure the underlying latent, it had to be rejected. The measure of each latent is tested separately to evaluate the validity of the measurement model. By way of illustration, the analysis of the different sets of variables to select the best measurement model for environmental pollution is shown in Table 6 . Among the eight candidate indicators, ''methane emissions" and ''NO x emissions" were eliminated because of an insufficient amount of available data (for both these indicators, approximately 75% of data were not available). Then the first trial was carried out by including all possible indicators of environmental pollution; this resulted in a root mean square error of approximation (RMSEA) of 0.166. All the coefficients of the indicators were positive except for ''CO 2 emissions," and therefore the CO 2 emissions variable was excluded from the set. In the second trial, the RMSEA value was 0.107, which was an improvement, but which could still be better. To try to obtain a better result, all possible sets of four members were tried (trials #3-7). It is apparent that the best set of indicators was obtained by excluding ''Adjusted savings: Net forest depletion" (trial #6).
The path diagram of the final conceptual model obtained as a result of these iterations is given in Fig. 6 .
In the pilot study, in order to identify the model, all available data for the specified variables are gathered. The data are supplied from the World Bank's data source (World Bank, 2005) . Each record in the data table contains the values of the variables for a given year and a given country. Unbalanced panel data for certain countries were used in the model for some years. For this purpose, yearly data (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) from 42 countries were used (see Appendix Table A1 for the details of the data used in the study). If data for a country for a year were not available, that year was skipped. As a result, 344 records were accepted that represents the sample size. Then standardization was performed within the data for each country.
The parameter estimates and goodness of fit of the structural model were examined using LISREL 8.54. LISREL syntax was used to specify the commands for LISREL analysis (Jöreskog and Sorbom, 1996) . RMSEA, Normed Fit Index (NFI) and Comparative Fit Index (CFI) for the model (RMSEA = 0.10, NFI = 0.92, CFI = 0.94) indicate a moderate fit to the data. For RMSEA, which is the most frequently used absolute fit index, values less than 0.05 are indicative of good fit, between 0.05 and 0.08 of reasonable fit, between 0.08 and 0.10 of mediocre fit, and >0.10 of poor fit (Diamantopoulos and Siguaw, 2000; Kaplan, 2000) . On the other hand, for NFI and CFI, which are the comparative fit indices, values exceeding 0.9 indicates a good fit (Kelloway, 1998) . The results show that the SEM model to test the hypothesis is better than the independence model, in which no relations exist (the SEM model is an improvement relative to the baseline model). This indicates that the relations specified through the causal maps are supported by the data. All indexes, together, suggest a moderate fit for the model that is acceptable due to the fact that the model is based, not on a survey as the general practice in SEM models, but on an unbalanced panel of yearly data from different countries.
According to the model results, all the proposed hypotheses were found to be significant at the 1% confidence level except for H1a and H3b (see Table 8 ). According to the experts' opinion, population size can be expected to have a positive impact on the health of the society; however, the unstructured equation model did not find this relation significant. This shows that population size does not in fact have a direct impact on the health of the society. The same argument can be made for the relation of air and energy. The data suggests no significant effect of air transportation on the energy use.
After finding the significant relations among the latent variables, the strengths of the relations are investigated. For this purpose regression analysis, in which the factor scores of the latent variables are provided via LISREL software according to the algorithm proposed by Joreskog (2000), is conducted. When the scores of the latent variables are generated, it is possible to relate the input variables to input latent and input latents to output latents.
For the pilot study, the same data that was used to analyze the model fit, is now used to generate the latent scores in LISREL. Then the significant relations are tested in a regression model for each latent variable. The results are given in the following: Table 5 Proposed hypotheses for relationships among latent variables.
Hypothesis Explanation

H1a
A higher level of air transportation leads to a higher level of energy use H1b A higher level of highway transportation leads to a higher level of energy use H1c A higher level of rail transportation leads to a higher level of energy use H1d
A higher level of population leads to a higher level of energy use H2a
A higher level of energy use leads to a higher level of environmental pollution H2b A higher level of economic performance leads to changes in environmental pollution (the sign of the relationship is not precise) H3a
A higher level of environmental pollution leads to a lower health level H3b A higher level of population leads to a lower health level H3c A higher level of economic performance leads to a higher health level Table 6 Selecting the best measurement model for environmental pollution. According to the model findings, highway transportation, with the coefficient of 0.48, has the highest positive impact on energy use. This is followed by railway transportation (0.26) and population increase (0.02). The increase in energy use in turn increases environmental pollution. On the other hand, economic performance has a direct negative effect on environmental pollution, although it also has an indirect positive impact through transportation modes and energy use. This means that when the economic performance of a country increases, the level of environmental concern of its citizens also increases. This increase, in turn, leads to a decrease in environmental pollution. However, this does not change the fact that the developed countries, which have high levels of economic performance, will also have high levels of energy and transportation use and will therefore make a negative contribution to the environment. The results also show that environmental pollution has a dominant effect (0.41) on the health of the society.
When the effect of transportation modes on the energy use and environmental pollution is analyzed the related precaution can be as follows. It is necessary to reduce the share of highway in both passenger and freight transportation in favor of railway and airway transportation. But it is important to underline that according to the regression results, the increase of the railway share will also have negative impact although this impact is relatively lower than the impact of highway. However, in its current situation, the negative impact of airway on environment is negligible. Thus it is possible to increase its share without destroying environment.
Evaluation of the policy alternatives for a selected country: Turkey
Results of the regression model satisfy a quantitative relation among the observed and latent variables. They can be used to analyze the future scenarios and can help the policy makers to make optimum decisions. A simplified analysis is conducted to illustrate the usage of the proposed model for decision support purposes.
Turkey wants to engage to European Union in transportation and environment issues as well as the other topics. In order to analyze the results of the transportation policies on environment and health, the suggested model is used. For this purpose, different scenarios for the next five years (i.e. for year 2013) are tested in which the values of the macroeconomic variables are based on the average of the past data. Therefore, in the developed scenarios, Turkey's GNP is expected to grow by 4.1% and its population by 2%. Accordingly, the policy makers are assumed either to continue to execute the current transportation policy (Scenario 1 -status quo), or tend to make partial improvement in the share of transportation modes (Scenario 2 -partial improvement), or, finally, they may try to improve the unbalanced structure of transportation modes (Scenario -3 radical improvement) radically (See Ülengin et al. (2007) for detailed scenario analysis on the transportation modes of Turkey). The effect of different scenarios on the input variables of the proposed model is generated according to the findings of Ülengin et al. (2007) , and given in Table 9 . Based on the different scenarios, the corresponding future values of the input variables are predicted. For instance, the value of the F_AIR in year 2005 is 382.95 (goods transported -million ton-km). For the status quo scenario, 4% increase is expected for that value. As a result the value of this variable in 2013 is predicted to be 524.09 (i.e.=382.95 * (1 + 0.04) (2013À2005) ). Once all the values of the variables are similarly calculated and standardized according to the rule that is used at the beginning of all analysis, then the resulting output latent values can be predicted using the coefficients that are found by regression analysis. The corresponding result of the pilot study is given in Table 10 (note that the values given in Table 10 are relative scores and cannot be used individually).
In the last step of the proposed framework, a MADM approach; namely TOPSIS is suggested to select the best policy. However, in the pilot study, the use of TOPSIS was not necessary due to the fact that the Scenario 2 dominates the two alternatives with the lowest energy usage and environmental pollution and the highest health of the society. Scenario 3 is the second preferred policy and scenario 1 is the least preferred one.
It can be concluded that making partial improvement in the share of transportation modes gives the best result according to environmental pollution, health of the society and energy usage. Unexpectedly, the attempt on radical change in the shares of transportation modes does not result with the highest improvement in the outputs. This may be due to the fact that the rate of increase in the highway share is currently very high and it is not very easy to be controlled and reduced dramatically. Since the railway itself has negative impact on the environment although in a lower level relative to the highway, this may result with double impact coming from both and this is an undesirable result.
Conclusions and suggestions for further research
This study proposes a decision support framework to analyze the impacts of transportation policies on social system, environmental issues, and energy. Developed as such, the proposed model recognizes the need to look at the transportation problem as a whole, not in its separate components. As Brand et al. (2002) states integrated assessment of sustainable systems cannot be accomplished by simply linking together a collection of domain-specific models. That's why the proposed methodology analyzes transportation, environment, society, and energy interactions based on a causal map developed as a result of literature survey and experts' judgments. In this way, each affecting and affected variable can be considered in relation to its impact on other modes and other variables. Subsequently, a structural equation model is used to quantify these relationships. The high number of socio-economic, transport, environment, society and energy related variables/indicators complicate policy makers' process of decision-making. This study alleviates these problems and provides a guide to policy makers on their future decisions by facilitating the analyses of the impact of socio-economic, transport, environment, society and energy related variables/indicators.
The paper also provides a pilot study that incurs only one module of the framework, namely transportation and environment relationship to test the applicability of the proposed methodology. In the pilot study, initially a model of transportation-environment interactions is structured using a cognitive mapping technique. The cognitive map derived in this first stage is used as the input for the SEM. The relations of the cognitive map are directly used to specify the initial relations between independent and dependent latent variables of the system. In the second stage, SEM is used to confirm the relations represented by the cognitive map and to quantify those relationships. The parameter estimation, the assessment of model fit, and the model modification are all performed using the SEM. Then a scenario analysis is conducted for the case of Turkey by using the coefficients generated via regression analysis.
The pilot study shows that the proposed methodology can be successfully applied to the enlarged model. In this way, the authorities will be able to consider proposed solutions on the basis of a detailed analysis that highlights all the important dimensions of sustainable transportation system. The proposed methodology recognizes the need to look at transportation, environmental, and energy problems as a whole, not as separate components. In this way, each affecting and affected variable will be considered in relation to its impact on the whole system. In accord to this, the focus group of the proposed methodology should also be enlarged in a way to include representatives from governmental units such as Ministry of Transportation, Ministry of Environment, Ministry of Energy and Natural Resources, Ministry of Foreign Affairs, Ministry of Defense, Ministry of Finance, Ministry of Internal Affairs etc. The SODA methodology that has recently developed further into ''JOURNEY Making" (JOintly Understanding Reflecting and NEgotiating StrategY) can be used as a more structured tool for the collaboration and analysis of the view of many experts in relation to the transportation issue of Turkey. SODA workshops are designed for small groups to work on focusing thoroughly on the specific issues revealed by the cognitive maps. The composite model acts as a tool to help negotiation towards an agreed policy. By this way a clear and agreed statement of goals, major policy areas and policy options available can be revealed in a more effective way (Eden and Ackerman, 2004) . Another approach that can be integrated into the study would be point of redundancy analysis suggested by Nelson and Nelson (2000) to verify that enough respondents were included in the study to capture nearly all of the important relationships.
Scenario and policy analysis proposed by the methodology will help the policymakers find appropriate policies to alleviate and mitigate external environmental effects linked to transportation. Scenario planning will put forward a number of different alternative futures, each of which is possible, and focus less on predicting outcomes than on understanding the forces that may eventually compel an outcome. These scenarios will provide a detailed picture of all the possible futures that may be encountered. It will also be possible to apply the proposed methodology to the Turkish transportation problem in order to see the possible transitions and the resulting changes that will occur. By using the proposed transportation DSS, a dynamic scenario analysis opportunity can be provided to Turkish policymakers to help them reduce uncertainties and specify future directions. After conducting the scenario analysis, the policy variables that are derived based on different scenarios can be used as inputs to a multi-criteria group decision-making model to evaluate a finite number of policy alternatives that can be evaluated according to conflicting objectives and taking into consideration the different perspectives of the stakeholders.
On the other hand the use of SEM proposed in the methodology is suitable to model linear relationships. If the relationships are non-linear, however, the potential effect of independent variables would not be accurately known, resulting in poor prediction and diagnosis. Second, SEM is suitable for empirical validation of a theoretical construction at the latent variable level, whereas Bayesian networks are especially suitable for prediction and diagnosis of any situation at the individual items (observed variables) level. That is why, as a further suggestion, it may be possible to link SEM and Bayesian network in order to benefit from both. To do this, prior conditional probabilities will be estimated from the latent scores obtained from SEM. Each variable will be discredited into states and the conditional probability of these states will be estimated on the basis of frequency and based on the prior conditional probabilities, conditional probability distribution for the dependent variables will be calculated by Netica software (Netica (http://www.norsys.com/dl/Netica_Win.exe). Once the structure is learned, it can be used to further train the network if more data is available, in which case, the conditional probabilities of the nodes in the network will change (Gupta and Kim, 2008) .
