In this paper, two new sliding mode state observers are developed for the lateral dynamics of road vehicles. It is shown that the observability of a general class of second-order linear time-varying systems (LTVSs) is investigated, the sliding observers for the LTVSs with both the known-input and the unknown-input are then proposed. The main contribution of this research is to use the learning concept from artificial intelligence for designing the sliding mode observers in the following ways: (i) The observer for the leading sub-system is defined with the finite time error convergence; (ii) The observers for other sub-systems are then independently designed to follow the desired error dynamics of the leading sub-system. Particularly, for the LTVSs with the unknown input, two extended states are added and the same learning strategy is adopted to construct the extended sliding observers, to ensure that both the system states and the unknown inputs can be accurately estimated in finite time. The simulations for the lateral dynamics of a typical road vehicle are conducted to confirm the advantages and effectiveness of the proposed sliding observer algorithms.
I. INTRODUCTION
In advanced vehicle motion control and applications, yaw rate and lateral velocity are two state variables that significantly influence the control of the lateral dynamics and the estimation of lateral tire forces as well [1] - [3] . It is well-known that the accurate measurement of the lateral velocity is difficult in practice. Thus, the virtual sensors or observers are often designed to estimate the lateral velocity from some measurable information of the lateral vehicle system [4] .
Due to the high nonlinearity and time-varying parameters in the lateral dynamics of vehicles, it is very expensive to measure many useful variables, such as steering angle, steering angle velocity, yaw rate and slip angles and so on [4] - [7] . Although many algorithms for estimating these variables or the parameters of lateral dynamics have been developed [3] , [4] , [6] , [8] , it is very hard to obtain the accurate estimates in practice. This is because these schemes are designed based on the conventional linear time invariant system theories through the linearization. And the linear models cannot sufficiently represent the lateral system dynamics when the road conditions are changed from time to time. Therefore, how the state variables and parameters in the lateral dynamics can be well observed or estimated has been a challenging work in the area of vehicle dynamics and control.
In order for efficiently estimating the states of the lateral dynamics of road vehicles, we propose two new sliding mode state observers in this paper. It will be shown that the lateral dynamics of road vehicles can be treated as a class of second-order LTVSs, we then use the learning concept from artificial intelligence to design the sliding mode observers. It should be addressed that, in this work, two sub-systems in the second-order LTVSs model are considered as the leading sub-system and follower, respectively. The observer for the leading sub-system is designed to have a desired finite time error convergence. The observer of the follower is then independently designed to ensure that the error dynamics between the follower and its observer can learn the desired error dynamics of the leading sub-system very well. As the design of the conventional sliding mode observer in [9] - [11] , both the leading observer and follower's observer in this work have the same switching components and the proper gains, to ensure that the signs of input signals and the changing rate of state estimation errors of the two sub-systems are the same during the whole observation or state estimation process.
Generally, the steering angle is measurable through the angle sensor. but this measurement is often disturbed by the external noises and A/D accuracy as well as other disturbances. Therefore, an observer, which can help to accurately estimate the steering angle as well as its velocity, is desirable. In the second part of the observer design, a new sliding observer for estimating both the system states and unknown input in the LTVSs is developed. The basic principle is to add two extended states in the system and then the same learning strategy is adopted to construct the extended sliding observers in the sense that both the system states and the unknown inputs can be accurately estimated in finite time.
The paper is organised as follows: Section II explores theoretical issue about the observability of a class of secondorder LTVSs; In section III, two new sliding observers for the LTVSs with the known input and the unknown input are proposed; In section IV, The developed observers are implemented for the state estimation of vehicle dynamics of road vehicles. In Section V, the simulations are conducted to verify the theoretical analysis and excellent state estimation performance. In section V, the conclusions are given.
II. PROBLEM FORMULATION
In the area of vehicle dynamics and control, the bicycle model [12] is a very important tool for investigating the dynamics of road vehicles [4] - [6] . In this paper, we use the bicycle model derived from [5] as shown in Fig.1 , for the study of observability analysis and state observer designs. The lateral dynamics of the bicycle model is given in the form of (1):
(1) which can be directly derived from the following equations:
where
Based on (1), (2) and (3), the lateral vehicle system can be generalized as the following time-varying second-order system:
where a i (t) and b i (t), for i = 1, 2, 3, are time-varying and differentiable parameters, x j , for j = 1, 2, are the state variables, x 1 is system output y. In this paper, it is assumed that system input u and its first-order derivative are differentiable.
In order to evaluate observability based on differential embedding theory [13] - [16] , we first define a differential embedding R 2 y spanned by Y = [y,ẏ] T . The relationship between the embedding and the original state space R 2 spanned by X = [x 1 , x 2 ] T can be presented as a map Φ y reading as
The inverse of Φ y can be written as
Remark 1: It is seen that system (4) is observable if matrix O is invertible (a 2 (t) = 0). Such a sufficient condition of obserbility is equivalent to the fact that, for the lateral vehicle dynamics, l f C f = l r C r . Moreover, as noted in [14] , [15] , further knowledge of the degree of nonsingularity of the map Φ y can be studied by analysing the singular values of O.
To quantify the degree of the observability of system (4), the distortion matrix of O and the observability index h(t) are respectively defined as bellow:
where Remark 2: The ratio of the first singular value to the second singular value reveals facts that: i) only part of information of X(t) can be extracted from Y (t) when h(t) = 0; ii) the inverse map Φ −1 y is very sensitive to the changes or disturbances in the input when h(t) is very small. These facts tell us that: the closer h(t) approaches 0, the system is more difficult to be observed; The closer h(t) approaches 1, the easier the system can be observed. Therefore, the system will be difficult to be observed when V x is very small, because the magnitude of a 1 (t) and a 2 (t) is considerablely larger than the other elements of O.
In the next section, we will develop two new sliding observers to effectively estimate the states of the system in (4) with both the known-input and the unknown-input. The algorithms is developed from the viewpoint of learning in artificial intelligence [17] , [18] .
III. MAIN RESULTS
As discussed in the analysis of the observability in the above, we can map the original system in (4) to the another space spanned by Z = [z 1 , z 2 ] T . The state space equation can then be expressed as follows:
Based on (4), (10) and (11), the original state x 2 can be calculated in terms of the new system state variables z 1 and z 2 as follows:
We now design a sliding observer for the system in (10) as follows:
where the gains of the observer are chosen as follows:
α i , for i = 1, 2, are positive constants.
In this design, We choose the first sub-system in (13) as the leading system, and the another as the follower.
Theorem 1: Consider the system in (10) and its sliding observer in (13) with the gains selected in (14) . The estimation errors between the system states and its estimates will converge to zero in finite time.
Proof: The error dynamics of the leading system and subsystems can be written as follows:
Considering the gains as (14), we have the following property about the sign of the error derivatives,ė 1 ,ė 2 :
Defining the candidate of Lyapunov function V 1 = 0.5e 2 1 , we then have
(17) implies that e 1 will converge to zero in a finite time. The error changing rateė 2 can be obtained by modulatingė 1 in the following form:ė 2 = g 2m (e 1 , e 2 )ė 1
where g 2m (e 1 , e 2 ) is the modulation functions fulfilling the following properties:
and 0 < g 2 (·) ≤ g 20
with g 20 > 0.
Thus, the value of the modulation function can be presented as a convex combination in the form as follows:
Substituting (21) to (18) and then integrating both side of (18), we have:
Thus, after e 1 converges to zero in a finite time, e 2 also converges to zero in a finite time.
In the above, we have discussed the sliding observer design for the system in (10) with the known-input. However, for some engineering problems, we may meet the situations that the system input is unknown or the system input cannot be measured accurately. For solving these problems, in the following, we will develop the sliding observer to be able to estimate both the system states and the unknown input accurately.
At first, defining two extended state variables ω 1 = u and ω 2 =u, we then obtain the following extended system state equations:
and the corresponding sliding observer system is constructed as below:
Defining the estimation error:
and selecting the gains of the observer as follows:
(26) where α i s for i = 1, 2, 3, 4 are positive constants, we then have the following lemma:
Lemma 1: Consider the system in (23) and its extended sliding observer in (24) with the gains selected in (26). The estimation errors between the system states and its estimates in (25) will then converge to zero in finite time.
Proof: we :
Defining the candidate of Lyapunov function V 1 = 0.5e 2 1 , we then have d dt (0.5e 2 1 ) =ė 1 e 1 ≤ e 1 (e 2 − k 1 sign(e 1 )) ≤ e 1 e 2 − |e 1 ||e 2 | − α 1 |e 1 | ≤ −α 1 |e 1 | f or |e 1 | = 0 (28)
Thus, e 1 will converge to zero in finite time, say t e1 .
When the leading system attains on the sliding surface e 1 = 0 (f or t > t e1 ),ė 1 = 0. The equivalent error dynamics of the first sub-system has the following property:
(29) leads sign(e 2 ) = sign(e 1 )
For discussing the convergence of e 2 , we consider the following derivative of Lyapunov candidate function: d dt (0.5e 2 2 ) =ė 2 e 2 = e 2 (c 1 (t)e 1 + c 2 (t)e 2 + c 3 (t)e 3 + c 4 (t)e 4 − k 2 sign(e 1 )) ≤ c 1 (t)e 1 e 2 − |c 1 (t)e 1 e 2 | + c 2 (t)e 2 2 − |c 2 (t)e 2 2 | + c 3 (t)e 2 e 3 − |c 3 (t)e 2 e 3 | + c 4 (t)e 2 e 4 − |c 4 (t)e 2 e 4 | − α 2 |e 2 | ≤ −α 2 |e 2 | f or |e 2 | = 0 (31) Then e 2 converges to zero in a finite time, say t e2 .When the first subsystem attains on the sliding surface e 2 = 0 (f or t > t e2 ),ė 2 = 0, the equivalent error dynamics of the second and third subsystem have the following properties: Thus, the estimation errors of the second and third subsystem will converge to zero in finite time.
Based on the above analysis, the estimate of the system state x 2 can be computed as follows:
In the following section, we will apply the developed state observers to estimate the system states as well as the unknown input information for the lateral dynamics of a road vehicle.
IV. NUMERICAL SIMULATIONS
In this paper, two simulations are conducted on a linear time-variant bicycle model in the form of (1). The nominal parameters of the lateral vehicle dynamics are defined in the following table: Iz (kg · m 2 ) 2500
Cr (N · rad −1 ) 60000
It is assumed that the longitudinal velocity V x at CG is differentiable and time-varying. In our simulation, V x is given as a chirp signal shown as Fig.2 with frequency from 0.1Hz to 0.01Hz and magnitude from 10km/h to 90km/h. Meanwhile, 
A. Analysis of the observability
The observability index h(t) is shown in Fig.4 . With a comparison of Fig.2 and Fig.4 , the relationship between V x and the observability index is roughly consistent to that discussed before. The observability remains at a relatively low level between 5s-12s and after 25s when the vehicle cruises at a low speed. 
B. Estimation of the lateral velocity
The performance of the differentiator for γ and V x are shown in Fig.5 and Fig.6 respectively. As shown in the figures, the estimation error at a higher order will be guided to converge to zero in finite time when the lower order reaches the sliding surface. Furthermore, referring to Fig.5 , three phases can be identified to illustrate the process of the observation: i) The leading system tends to reach the sliding surface; ii) The subsystem is supervised to behave the same estimating error dynamics and tends to reach the sliding surface as well; iii)All the systems reached and attains on the sliding surface where e 1 = e 2 = 0 andė 1 =ė 2 = 0. Henceforth, the observer exhibits global finite-time estimating error convergence. Fig.7 . It is clear that the estimate of V y exhibits an acceptable convergence to the original signal when the observer remains at the third phase of the observation process. 
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Original Estimate Fig. 9 . Estimation of δ f V. CONCLUSION This paper has proposed two new sliding mode observers for estimating the lateral vehicle dynamics with the knowninput as well as the unknown-input. It has been seen that the learning concept plays an important rule in the design of sliding observers. The simulation results have shown the excellent estimation performance for the lateral dynamics of road vehicles with both the states and the unknown inputs. It is expected that the developed new sliding observers can be applies in many industrial systems where the systems have uncertainties, disturbances and unknown inputs. 
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