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A construction of a state estimator is given for a class of nonlinear systems S 
in a region of approximation Q about the origin. For deterministic systems, 
the estimator is exact in Q if the dynamically linearized approximation S’ to S 
in 9 passes a rank test. The structure of the estimator is nonlinear and depends 
on “synthetic observations” which are formed from powers and products of the 
measurements. The concept of the “synthetic observations” must be modified 
when the measurements are corrupted by noise. 
1. DETERMINISTIC NONLINEAR SYSTEMS 
In this section some results on the estimation of the states of a class of 
deterministic nonlinear systems are given. These results apply within the 
context of Dynamic Linearization [ 1, 21 so that the state estimators are only 
valid approximations to the true state values in some region specified by the 
Dynamic Linearization procedure. With no loss of generality the region of 
approximation from here on will be taken about the origin. Thus the system 
expanded about the origin becomes 
i = Jz + r(z), 
where Jii = afJaz, and r(z) contains higher order products and powers of 
z 1.e. xixj .-* zk _ Dynamic Linearization considers powers and products of z 
up to a specified order as extra states and defines a region of approximation B 
about the origin in which still higher order powers and products of z are 
considered negligible. The retained higher order states zizj ... zk: together 
with the original states zi define a higher order state vector x, whose evolution 
in Sz is given by the linear equations 
ir = Ax 
io9 
XEQ (1.3) 
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where the matrix A contains the matrix / as an upper partition. Our results 
for the estimation of x in D will be strongly based on standard theorems for 
the observability of linear systems [3]. The conditions under which the N-th 
order linear system 
k=Ax+Bu, 
y = H’x, 
(1.4) 
is observable are well known [3]. Observability means knowledge of y(u), 
U(U) for u < t determines x(0). There are two equivalent necessary and 
sufficient forms in the case of interest, 8, B, H constant. 
(I) The matrix M(t) = Ji$‘HH’$ d7 is positive definite (1Sa) 
(II) The matrix R = [H / A’H / - - - / A’+lH] has full rank N (ISb) 
where $ is the transition matrix of A. An estimator %(O) for x(0) at time t can 
be written 
2(O) = + [M-‘(t) jtfH (y - H’+ jT#u duj dr] + + j:+-lu dr. (1.6) 
n n 
In what follows we shall rely on the known result that for the system of (1.4) 
if R has full rank then ii(O) given by (1.6) exists. 
We now illustrate how the above results can be used to estimate the state 
of a nonlinear system S in a region 52 about the origin. 
EXAMPLE 1. Consider the system S which when expanded in the form 
(1.2) b ecomes 
s: 3i; =x2, L: .$=x2, 
f, = x1 + x22, k2 = x1 , 
y1 = x2 - x22, y = x2. 
The systemL corresponds to linear terms only of S. Note that the observa- 
tion yr is also nonlinear. Applying (1.5b) to L 
which has full rank 2. Hence it is possible to estimate the states of L from (1.6). 
To estimate the states of S define new states 
XQ = x22, x4 = x1x2 , x5 = x12 
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and the region Q by the condition that all higher order powers and products 
of xi , i.e., triples, etc., are negligible. Define also a “synthetic observation” 
in Q,, i.e., ys = yra W xa2 = xs in Q. Then S can be approximated by the 
system 9 in 9 given by 
ff, = 2x4 , 
9: 3i’, = x2 ) 3i’, = x3 + x5 , y1 = x2 - x3 > 
92 = Xl + x3 , 3i5 = 2x4 ) Y2 = x3 * 
Now S with 5 states and 2 observations passes the rank test of (1.5b) indi- 
cating that an estimator can be generated for the five states from (1.6). The 
estimator for the states x1 and x2 of S will be a linear combination of both 
yl and y12 and represents an approximation to the states of S in the region Q. 
The procedure is now clear. An autonomous nonlinear system is expanded 
using (1.2) into a linear part plus a remainder containing higher order terms 
so that it takes the form of Sr in the example. A region of approximation Q, 
is defined and new states consisting of powers and products of original states 
are defined in Sz leading to the system 9. Also new synthetic observations are 
defined in Q in terms of powers and products of the old observations. 
DEFINITION. The nonlinear system, S, is Q-observable if an exact esti- 
mator, j;(O), can be found for 9 in 52. 
Hence S is Q-observable if St passes the rank test. 
The following example shows that the rank test is only sufficient but not 
necessary. 
EXAMPLE 2. 
s: kl = 0, L: .-q=o, 
y1 = ax12 + bX13, Yl = 0, 
Y2 = CX12, y2 = 0. 
The linearized system L is nonobservable. For S define new states x2 = xr2, 
x3 = x13 and the resulting A matrix remains null indicating failure of the 
rank condition again. But the estimator 
$1 = KY1 - ~r2/4/w’“, 
$2 = YzlC, 
$3 = (Yl - ar,/w 
is clearly valid. 
One of the major differences between state estimation of a nonlinear 
system and the observability of a linear system is the way in which a forcing 
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control enters the problem. For the strictly linear plant observability does not 
depend on the control. The following example shows how the rank test fails 
for a control u = 0 and is satisfied for the control u = - 1. 
EXAMPLE 3. 
s: f, = x2 + 24, L: 3i’, = x2 + 11, 
3i2 = x2 + x12, x2 = x2 , 
y1 =x2 + X12, Yl =x2 9 
y2 = x22. 
For system L, 
Since R has rank 1, L is not observable. 
For S define xs = x 2 1,x4 =x1x2, 5 - 2 x - x 2 and Q the region where higher 
order products and powers are neglected. 
Then S is approximated in Q by a fifth-order linear plant S whose A and 
H matrices are 
A= 
.o 1 0 0 0 
0 1100 
2u 0 0 2 0 
0 
-0 0 0 0 2 1 ; H= UOll 
‘0 0 
1 0 
1 0 . 
0 0 
.o 1 1 
The rank matrix R is given by 
0 012U 
/ 1011 
012U 0 / 4u O18u2+411 Oi16u2+4u 0 
1012 014u+2 OI8u+2 Ol2Ou+2 Ol16u2+26u+2 0 
R= 012 Ol4u+2 0/8u+2 0 / 2ou + 2 
0012 o/4 018 Oj8u+12 0/24u+16 
0 l/O 212 4/g 8 j 24 16 ( 8u + 60 
0 1 . 
0 
32 
For u = 0 R has rank 4 and for u = - 1, R has rank 5 indicating an estimator 
does exist for II = - 1. 
Our intuition might indicate that if the linearized part of S denoted by L 
is nonobservable, then the states of S cannot be estimated. Examples 2 and 3 
above indicate the contrary. However, for zero forcing control and for esti- 
mators restricted to a linear form on the states of 9 as in (1.6) the following 
theorem applies. 
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THEOREM. If a system S is unforced and if its linearized part L is nonobserv- 
able then 9, the dynamically linearized approximation to S in 9, fails the rank 
test. 
Proof. If L takes the form 
$1 = 4x1 > x1 a rl vector, 
Yl = fGx1 > yl a p, vector, 
then by assumption 
R, = [H,, j A&H,, j - - - j A;~-‘EZJ has rank less than rl . 
The system Sr which creates new states x2 , an r2 vector, from powers and 
products of x1 takes the form 
Sl = [Z] = [Ad, p] [“‘I = Ax. 
22 x2 
Similarly new synthetic observations y2 , a p, vector, are created from powers 
and products of y1 . A linear observation set is created of the form 
[;:I = [T Z:] [;;I = H’x. 
In the system 9 the rank matrix R2 is defined in terms of A and H by (1Sb). 
We must show that R, has rank less than r, + r2 . To show this, note that 
A’H = $$f: + Ai2H12 
0 
A;2H22 1 ’ 
and in fact A’ck) takes the form 
Hence R, can be written 
R2= H [ 
Hll 0 I A;,H,, 0 I A;;H,, 0 I I A;lr’+Ta)H,, 0 
12 Hz2 ; (3) (*) f (.) (*) ! “. ; (*) I (-) ’ 
But from the Cayley-Hamilton Theorem, there exist constants LX~ not all 
zero such that 
A”k’H,, = z a,A”i’H,, . 
i=l 
40914ob 10 
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Consequently, the upper division of R, consisting of the first rl rows spans 
the space spanned by the columns of R, . This span, by assumption, has 
dimension less than ri . 
Therefore, the projection of the column vectors of R, on the ri dimensional 
subspace of the first ri rows does not span the entire subspace. It then follows 
that the column vectors of A, do not span the entire ri + r2 space and hence 
the rank of R, is less than rr + r2 . Q.E.D. 
Remark. It is known that the rank test is necessary for a linear estimator. 
2. SYNTHETIC OBSERVATIONS FOR STOCHASTIC NONLINEAR SYSTEMS 
One of the basic limitations of the Dynamic Linearization approach to 
nonlinear filtering [I] is the possible lack of observability of the added states 
which represent the nonlinearities of the system. In Section 1 it was shown 
how synthetic observations consisting of powers and products of the measured 
output could be used to estimate the states of the Dynamically Linearized 
approximating system S in Sz. Where measurements are corrupted by white 
noise, as in the filtering problem, the concept of a synthetic observation must 
be modified. 
Consider the observation vector 
dr = H’x dt + R1jz df3, 
where p is a normalized Wiener process which satisfies 
(2.1) 
E[dP] = 0, 
E[dp(t) d@‘(T)] = I ( t - T / (2.2) 
for 1 the unit diagonal matrix. An attempt to utilize powers and products of 
dr would necessarily involve powers and products of dp. Notice that square 
terms of H’x dt contain dt2 while square terms of dp contain dt on the 
average. (It can be shown that dp,(t) dflj(t) can be replaced identically by its 
average value, & dt). Consequently, in the limit as dt + 0, square and higher 
order terms in dr depend only on the noise statistics and not on the states. 
The concept of synthetic observations adopted from here on consists of a 
prefilter driven by the measurements whose output and powers and products 
of its output are used to estimate the states of a Dynamically Linearized 
system S in Q. 
EXAMPLE 4. 
S: kl = x1 - x12, 
Yl =x1+ Wl, 
where w1 = d/3/dt is white noise. 
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The prefilter is defined by 
k’, = a(-$ + Xl + 4 
where (11 is the inverse time constant of the filter. 
New states are defined in Q by 
x3 = x22, x4 = x1x2 , xg = Xl2 
and these propagate according to the rule 
3i’, = 2a(--x, + x4 + X2%), 
~4=(l-~)x4+~5+~lwl, 
ks = 2x,. 
The additional “synthetic” observations are 
Y2 = x2 3 Y3=Y22-%, 
and, being internal to the prefilter, may be regarded as noise free. However, 
for computational convenience a small white noise will be added to both y2 
and ya thus yielding 
Y2 = x2 i- w,; y3 = x3 + w3 * 
The system 9 which approximates 5’ in J2 can be written in vector form as 
S: k = Ax + aBxw, + a.cwl, 
y = H'x+w, 
(2.4) 
where 
Wl 
z W2 , il w3 C== 
If all noise w is nulled, then S’r passes the rank test as described in Section 1. 
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There are several striking new features contributed by the prefilter to the 
system 3. First of all the term &Ixzc, represents state dependent observation 
noise which forces the system 9. Also there is a greatly increased computa- 
tional requirement in that the first-order system S has now become a fifth 
order system 9. Note that the inverse time constant 01 has not been specified. 
A remaining theoretical point is whether the insertion of the prefilter can 
defeat the rank test and thereby possibly frustrate the construction of an 
estimator in the states of 9. The following theorem asserts that it cannot. 
THEOREM. Consider a Dynamically Linearized system S,l in an approxima- 
tion region D which passes the rank test. Construct a second system S,l related 
to S,l by inserting a single lag prejilter after each measurement yi of Sll. In 
S,l we observe the synthetic observations out of the prejlter, zi and the powers 
and products zizj ... zk which correspond to the observations yi and yi yj ... yli 
of S,l. In S,l the observation yi is retained, but yiyj ... yk is no longer available. 
Then S,l passes the rank test. 
Proof. The processor outputs which we denote by zi are related to the 
physical observations yi by the equation 
By assumption in the system S,l the yi and yiyj ... ylc are observed directly. 
This implies that the states xi and the extra states xixj .I. xk created by 
dynamic linearization are known from the satisfaction of the rank test. In Sal 
we observe directly yi , Zi and powers and products of the form zisj ... zk . 
From Eq. (2.5) ii is then determined as a linear combination of observables. 
Since Sal represents a continuous system all derivatives of quantities such as 
zizi ... zk are linear combinations of their past values. Also terms such as 
xizj ... xk can be represented as linear combinations of derivatives of observ- 
able quantities xrz, ..* z, . We must show the following: (1) the original 
states Xi , XiXj ... xk are linear combinations of yi , zi and Zisj ... zL , 2) new 
states created by the prefilter aixjxk ... x1 are linear combinations of these 
same observable quantities. 
To show (1) above note that yiyj ... yk is a linear combination of powers 
and products of the derivatives of the zi which were shown above to be 
linearly related to observable quantities. But from the rank test on S,l the 
states xi and xixjxk depend linearly on yi and yiyj ... yk . To show (2) again 
use the rank test on SI1 to replace xixjx, by a linear combination of the yiyj . 
Then .zixixk ... x1 is a linear combination of ziyiyk ... yr . From (2.5) this 
may be expressed in terms of a linear combination of terms in xizjzlc which 
were shown above to be linearly related to observables. Hence all states are 
linearly related to present and past values of yi , xi , zi.zi ... zk and hence 
since the rank test is necessary in a linear estimator it must be satisfied. 
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3. CONCLUSIONS 
The familiar rank test for the observability of linear systems can be used as 
a sufficient but not necessary condition for the Q-observability of a nonlinear 
system. Q-observability depends on the utilization of “synthetic observa- 
tions” which are constructed from the real physical measurements, and also 
on the nature of any forcing functions. The concept is expected to be of use 
in nonlinear filtering theory. 
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