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Objectif du stage
L’objectif de ce stage est de se familiariser avec une formulation de la me´canique quantique autre que la formulation
ope´ratorielle. En effet la me´canique quantique non relativiste est surtout enseigne´e a` travers l’utilisation d’ope´rateurs et
de l’e´tude de leur spectre. Une autre formulation existe qui utilise les inte´grales de chemin principalement de´veloppe´es
par Feynman.
Dans un premier temps, il est propose´ d’apprendre a` manipuler ce type de formalisme. Puis, dans un deuxie`me
temps, une application pourra de´boucher sur l’e´tude du phe´nome`ne de diffraction par deux fentes d’Young (utilisation de
l’outil informatique). Enfin il serait inte´ressant de terminer par l’interpre´tation de Bohm de la me´canique quantique.
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Chapitre 1
Les concepts fondamentaux de la
me´canique quantique
1.1 Introduction
Au de´but du XX sie`cle les physiciens observe`rent des phe´nome`nes e´tranges non explique´s par la physique classique.
La ne´cessite´ d’une structure the´orique pour ces nouveaux phe´nome`nes se fit clairement sentir avec la controverse sur la
nature de la lumie`re et des e´lectrons. En effet ces derniers se comportaient tantoˆt comme des ondes, tantoˆt comme des
particules. Ce proble`me fut entie`rement re´solu en 1926-27 dans une the´orie qui fut appele´e me´canique quantique. Cette
nouvelle the´orie permit de de´couvrir que les lois de probabilite´s en me´canique quantique diffe´raient des lois classiques de
Laplace. Les lois de la me´canique quantique approchent celles de Laplace si la taille des objets e´tudie´s dans les expe´riences
augmente. Le comportement de l’e´lectron ou de la lumie`re est re´gi par de nouvelles lois.
1.2 Une expe´rience capitale
Le concept de probabilite´ n’est pas change´ en me´canique quantique. Quand nous parlons de la probabilite´ de
re´alisation d’un e´ve`nement p, nous utilisons la de´finition classique, i.e., que si l’expe´rience est re´pe´te´e plusieurs fois, nous
espe´rons que la fraction qui donne la re´ussite de l’expe´rience est e´gale environ a` p. Par contre, ce qui change, c’est la
me´thode de calcul des probabilite´s. L’effet de ce changement est plus important avec des objets de la dimension de l’atome.
Pour illustrer ces lois de la me´canique quantique, nous allons de´crire une expe´rience qui utilise un simple e´lectron.
Notre expe´rience est illustre´e par la figure suivante. En A nous avons une source S d’e´lectrons qui ont tous la
meˆme e´nergie et partent dans toutes les directions pour rencontrer l’e´cran B. L’e´cran B a deux trous, 1 et 2, a` travers
lesquels les e´lectrons peuvent passer. Enfin, au plan C, nous avons un de´tecteur d’e´lectrons qui peut eˆtre place´ a` une
distance x variable du centre de l’e´cran.
x
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S
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Si le de´tecteur est extreˆmement sensible (comme un compteur Geiger), il rele`vera que le taux arrivant en x n’est
pas continu mais correspond a` une pluie de particules. Si l’intensite´ de la source est tre`s basse, le de´tecteur enregistrera
des impulsions repre´sentant l’arrive´e de particules individuelles, se´pare´es par des intervalles de temps. C’est la raison qui
permet de dire que les e´lectrons sont des particules.
Nous mesurons pour les diffe´rentes positions x du de´tecteur le nombre de pulsations par seconde, i.e., nous
de´terminons expe´rimentalement la probabilite´ P que l’e´lectron arrive au point x. Le graphe de cette fonction de x est
une courbe complique´e comme l’illustre la figure suivante
x
P
Il y a plusieurs maxima et minima et il y a des endroits pre`s du centre de l’ecran ou` les e´lectrons arrivent difficilement.Ces
diffe´rentes constatations sont en de´saccord avec le fait que les e´lectrons soient des particules. En effet nous avons d’abord
suppose´ que, si les e´lectrons se comportent comme des particules,
1. Chaque e´lectron qui va de S a` x passe par l’un des deux trous.
2. La probabilite´ d’arriver en x est la somme de la probabilite´ P1 d’arrive´e en x en ayant traverse´ le trou 1 plus la
probabilite´ P2 d’arriver en ayant traverse´ le trou 2.
Nous aurions duˆ trouver ceci par l’expe´rience directe. Chacune des probabilite´s est facile a` calculer. Nous fermons
d’abord le trou 2 et mesurons la probabilite´ P1 d’arriver en x avec seulement le trou 1 d’ouvert. Ensuite nous faisons
la meˆme chose pour le trou 2 et nous calculons P2. La somme des deux n’est pas e´gale au re´sultat expe´rimental. En
conclusion, l’expe´rience nous dit soit que P 6= P1 + P2, soit que notre deuxie`me hypothe`se est fausse.
1.3 La probabilite´ d’amplitude
La probabilite´ d’arriver en x avec les deux trous ouverts n’est pas la somme de la probabilite´ avec le trou 1
ouvert plus celle avec le trou 2 ouvert. En fait la courbe P (x) est connue : il s’agit de la meˆme courbe que celle de la
diffraction d’une onde par deux fentes. Le plus facile pour repre´senter des amplitudes d’onde est d’utiliser les nombres
complexes. Nous pouvons e´noncer la loi pour P (x) en disant que P (x) est la valeur absolue au carre´ d’une certaine quantite´
complexe φ(x) qu’on appelle amplitude de probabilite´ d’arriver en x. De plus φ(x) est la somme de deux contributions :
φ1, l’amplitude d’arriver a` travers le trou 1 plus φ2 l’amplitude d’arriver a` travers le trou 2. En d’autres termes, nous
avons les nombres complexes φ1 et φ2 tels que
P = |φ|2 (1.1)
φ = φ1 + φ2 (1.2)
P1 = |φ1|2 (1.3)
P2 = |φ2|2 (1.4)
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1.4 L’e´quation de Schro¨dinger
1.4.1 Notion d’ope´rateurs
Conside´rons la fonction ∂ψ/∂t, de´rive´e de ψ par rapport a` t. Nous pouvons dire que l’ope´rateur ∂/∂t agissant sur
la fonction ψ donne la fonction ∂ψ/∂t. De fac¸on ge´ne´rale, si une certaine ope´ration permet de faire correspondre a` chaque
fonction ψ une et une seule fonction ψ′, nous disons que ψ′ est la fonction obtenue en faisant agir un ceratin ope´rateur Aˆ
sur ψ. Nous e´crivons alors
ψ′ = Aˆψ (1.5)
A chaque ope´rateur Aˆ correspond un ensemble de nombres an et un ensemble de fonctions ψn(x) de´finies par
l’e´quation
Aˆψn(x) = anψn(x) (1.6)
avec
ψn(x) : fonction propre de l’ope´rateur Aˆ
an : valeur propre de l’ope´rateur Aˆ
Ceci est l’e´quation aux valeurs propres de l’ope´rateur Aˆ.
Nous disons que deux ope´rateurs commutent si nous avons la proprie´te´ AˆBˆ = BˆAˆ. Nous e´crivons alors [Aˆ, Bˆ] = 0.
Un ope´rateur Aˆ est dit hermitique sur un ensemble de fonctions si, quelles que soient deux fonctions ψ1(x) et
ψ1(x) de cet ensemble, la relation suivante est ve´rifie´e
ˆ +∞
−∞
ψ∗1(Aˆψ2)dx =
ˆ +∞
−∞
(Aˆψ1)
∗ψ2dx (1.7)
De plus nous pouvons ve´rifier facilement que les valeurs propres d’un ope´rateur hermitique sont re´elles.
1.4.2 Rapprochement entre ope´rateurs et observations
En physique quantique, concernant la mesure d’une grandeur, nous parlons d’observation de la grandeur. La
grandeur soumise a` l’observation est appele´e observable. L’observation d’une grandeur physique perturbe le syste`me d’ou`
la notion de grandeurs compatibles et de grandeurs incompatibles.
Soient A et B deux types d’observation :
; si AB = BA, alors les deux grandeurs sont compatibles.
; si AB 6= BA, alors les deux grandeurs sont incompatibles.
Il apparaˆıt une certaine ressemblance entre les proprie´te´s des observations et les proprie´te´s des ope´rateurs. Nous ferons
ainsi les rapprochements suivants :
ope´rateur ←→ observation
valeur propre ←→ re´sultat possible des mesures
fonction propre ←→ e´tat du syste`me
commutateur nul ←→ grandeurs compatibles
commutateur non-nul ←→ grandeurs incompatibles
1.4.3 Enonce´ des postulats
Premier postulat
La me´canique classique est un cas limite de la me´canique quantique.
Deuxie`me postulat
L’e´tat d’un syste`me observe´ est repre´sente´ par une fonction dite fonction d’e´tat ou fonction d’onde.
Troisie`me postulat
Les observations sont repre´sente´es par des ope´rateurs hermitiques.
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Quatrie`me postulat
Les re´sultats possibles d’une observation sont fournis par les valeurs propres an de l’ope´rateur Aˆ associe´ a` l’ob-
servation.
Cinquie`me postulat
Lorsque le syste`me n’est pas dans un e´tat propre, nous pouvons obtenir la valeur moyenne des re´sultats a¯ pour
un ensemble d’observations par
a¯ =
ˆ
∞
−∞
φ∗(x, t)Aˆφ(x, t)dx (1.8)
1.4.4 Choix des ope´rateurs
Le principe de correspondance fait correspondre des ope´rateurs aux grandeurs physiques. Les ope´rateurs choisis
doivent conduire a` des conclusions inte´ressantes physiquement.
x → xˆ = x
V (−→r ) → Vˆ (−ˆ→r )
E → Eˆ = i~ ∂
∂t
px → pˆx = −i~ ∂
∂x
py → pˆy = −i~ ∂
∂y
pz → pˆz = −i~ ∂
∂z
−→p → −ˆ→p = −i~−−→grad
p2x → pˆ2x = −~2
∂2
∂x2
p2y → pˆ2y = −~2
∂2
∂y2
p2z → pˆ2z = −~2
∂2
∂z2
p2 → pˆ2 = −~2∆
1.4.5 Etablissement de l’e´quation de Schro¨dinger
Pour une particule donne´e, nous avons la relation
Ec + V = E (1.9)
avec E constante. Nous pouvons aussi e´crire
p2
2m
+ V (−→r ) = E (1.10)
Nous transposons cette e´quation dans le domaine des ope´rateurs.(
pˆ2
2m
+ Vˆ (−→r )
)
φ(−→r , t) = Eˆφ(−→r , t)
⇔
(−~2
2m
∆+ V (−→r )
)
φ(−→r , t) = i~ ∂
∂t
φ(−→r , t)
(1.11)
Nous de´finissons l’ope´rateur hamiltonien Hˆ par
−~2
2m
∆+ V (−→r ). L’e´quation aux valeurs propres de cet ope´rateur est
Hˆψ(x) = Eψ(x) (1.12)
Cet ope´rateur est line´aire et hermitique.
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Pour les e´tats stationnaires, nous avons φ(−→r , t) = ψ(−→r )f(t).
Nous trouvons ainsi l’e´quation de Schro¨dinger pour les e´tats staionnaires
−~2
2m
∆ψ(−→r ) + V (−→r )ψ(−→r ) = Eψ(−→r ) (1.13)
Comme nous conside´rons des particules libres (V = 0), nous pouvons re´ecrire l’e´quation pre´ce´dente qui sera
appele´e e´quation de Helmholtz :
∆ψ(−→r ) + k2ψ(−→r ) = 0 (1.14)
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Chapitre 2
Les Inte´grales de Chemin
2.1 Introduction
Nous avons vu dans le chapitre pre´ce´dent qu’a` chaque trajectoire d’une particule est associe´e une amplitude
spe´cifique qu’il nous faut de´terminer. Pour plus de simplicite´, nous conside´rerons des particules se de´plac¸ant dans une
seule dimension. La position sera spe´cifie´e par la coordonne´e x en fonction du temps t. Nous de´finirons ainsi chemin la
fonction x(t) telle que si une particule part du point xa a` l’instant ta et arrive au point xb a` l’instant tb, nous aurons
x(ta) = xa et x(tb) = xb.
En me´canique quantique, l’amplitude pour aller du point a au point b est souvent appele´e kernel et note´e K(b, a).
Et cette amplitude sera la somme de toutes les trajectoires possibles pour aller du point a au point b, a` la diffe´rence de
la me´canique classique ou` il n’y a qu’une seule trajectoire de a a` b, que nous noterons x(t). Avant d’e´tudier le cas de la
me´canique quantique, revenons d’abord a` la situation classique.
2.2 L’action classique
Une des me´thodes les plus simples pour de´terminer le chemin x(t) parmi les autres chemins possibles est d’utiliser
le principe de moindre action. Il existe une variable S spe´cifique a` chaque chemin et pour le chemin classique x(t) S est
minimum. Re´ellement S doit eˆtre un extremum. Cela signifie que la valeur de S reste constante si le chemin x(t) change
le´ge`rement.
S est donne´e par l’expression
S =
ˆ tb
ta
L(x˙, x, t)dt (2.1)
ou` L repre´sente le lagrangien du syste`me. Pour une particule de massem avec une e´nergie potentielle V (x, t), le lagrangien
est
L =
m
2
x˙2 − V (x, t) (2.2)
La forme du chemin x(t) est de´termine´e par le calcul des variations. Suppposons que le chemin varie de δx(t)
autour de x(t). Avec la condition que les points extreˆmes soient fixes, nous avons
δx(ta) = δx(tb) = 0 (2.3)
La condition que x(t) soit un extremum de S signifie que, au premier ordre en δx
δS = S[x+ δx]− S[x] = 0 (2.4)
D’apre`s (2.1), nous pouvons e´crire :
S[x+ δx] =
ˆ tb
ta
L(x˙+ δx˙, x+ δx, t)dt
=
ˆ tb
ta
[
L(x˙, x, t) + δx˙
∂L
∂x˙
+ δx
∂L
∂x
]
dt
= S[x] +
ˆ tb
ta
(
δx˙
∂L
∂x˙
+ δx
∂L
∂x
)
dt
(2.5)
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Apre`s une inte´gration par partie, la variation δS devient
δS =
[
δx
∂L
∂x˙
]tb
ta
−
ˆ tb
ta
δx
[
d
dt
(
∂L
∂x˙
)
− ∂L
∂x
]
dt (2.6)
Comme δx est nulle aux points a et b, le premier terme du deuxie`me membre est e´gal a` 0. De plus δx peut prendre
n’importe quelle valeur entre xa et xb. L’e´quation (2.4) est donc satisfaite si
d
dt
(
∂L
∂x˙
)
− ∂L
∂x
= 0 (2.7)
Cette e´galite´ repre´sente l’e´quation lagrangienne du mouvement.
En me´canique quantique la forme de S et la valeur extreˆme Scl de S sont importantes. Examinons deux exemples
pour calculer l’extremum de S.
Pour une particule libre L = mx˙/2 l’action Scl correspondant au mouvement classique d’une particule est donne´e
par
Scl =
m
2
(xb − xa)2
tb − ta (2.8)
Pour un oscillateur harmonique, nous avons L = (m2 )(x˙
2 − ω2x2). D’ou`, avec T e´gal a` tb − ta, l’action classique vaut
Scl =
mω
2 sin(ωT )
[(x2a + x
2
b) cos(ωT )− 2xaxb] (2.9)
Pour trouver ces deux re´sultats, il faut remplacer le lagrangien par sa valeur dans l’e´quation (2.7) et calculer x. Il suffit
ensuite d’inte´grer le lagrangien pour obtenir l’action classique.
2.3 L’amplitude en me´canique quantique
Maintenant nous devons savoir comment chaque trajectoire contribue a` l’amplitude totale pour aller de a a` b.
En me´canique quantique, ce n’est pas seulement le chemin pour lequel l’action est maximale qui est important mais tous
les chemins possibles. Ils contribuent de fac¸on e´gale a` l’amplitude totale mais avec des phases diffe´rentes. La probabilite´
P (b, a) d’aller du point xa a` l’instant ta au point xb a` l’instant tb est la valeur absolue au carre´ P (b, a) = |K(b, a)|2 d’une
amplitude K(b, a) pour aller de a a` b. Cette amplitude est la somme des contributions de chaque chemin.
K(b, a) =
∑
sur tous les chemins de
a a` b
φ[x(t)] (2.10)
La contribution de chaque chemin posse`de une phase proportionnelle a` l’action S :
φ[x(t)] = const e(i/~)S[x(t)] (2.11)
2.4 La somme des chemins
2.4.1 Analogie avec les inte´grales de Riemann
Revenons d’abord a` la de´finition des inte´grales de Riemann. Nous pouvons dire que l’aire A, sous la courbe, est la
somme de toutes les ordonne´es, ou meˆme proportionnelle a` cette somme. En prenant un sous-ensemble de ces ordonne´es,
par exemple espace´es de h, et, en les ajoutant, nous obtenons :
A ∼
∑
i
f(xi) (2.12)
ou` la sommation se fait sur un ensemble fini de points xi, comme le montre la figure ci-apre`s :
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L’e´tape suivante consiste a` de´finir A comme la limite de cette somme. Nous pouvons passer a` la limite en prenant
des valeurs de h de plus en plus petites. En proce´dant ainsi nous obtenons une somme diffe´rente pour chaque valeur de
h et donc aucune limite existe. Nous devons donc de´finir un facteur normalise´ qui de´pendra de h. Pour une inte´grale de
Riemann, ce facteur est tout simplement h lui-meˆme. Maintenant la limite existe et nous pouvons e´crire :
A = lim
[
h
∑
i
f(xi)
]
(2.13)
2.4.2 Calcul de la somme
Nous pouvons appliquer une proce´dure analogue a` la somme sur tous les chemins. Tout d’abord nous devons
choisir un sous-ensemble a` tous les chemins. Pour cela nous divisons le temps en intervalles de largeur . Nous obtenons
ainsi un ensemble de valeurs ti espace´es de  entre ta et tb. A chaque instant ti correspond le point xi. Nous construisons
un chemin en reliant tous les points par des segments. Il est possible de de´finir une somme sur tous les chemins construits
de cette manie`re en prenant une inte´grale multiple sur toutes les valeurs de xi pour i variant de 1 a` N − 1, avec
N = tb − ta (2.14)
 = ti+1 − ti (2.15)
t0 = ta tN = tb (2.16)
x0 = xa xN = xb (2.17)
Finalement le re´sultat est
K(b, a) ∼
¨
· · ·
ˆ
φ[x(t)]dx1dx2· · · dxN−1 (2.18)
Nous n’inte´grons pas sur x0 et xN car ce sont les points fixes xa et xb. Cette e´quation correspond a` l’e´quation (2.12).
Pour de´finir le facteur normalise´ A, nous prenons le cas d’une particule libre et nous avons
A =
(
2pii~
m
)1/2
(2.19)
Nous verrons plus tard comment ce re´sultat est obtenu. Avec le facteur, la limite existe et nous pouvons e´crire
K(b, a) = lim
→0
1
A
¨
· · ·
ˆ
e(i/~)S[b,a]
dx1
A
dx2
A
· · · dxN−1
A
(2.20)
ou`
S[b, a] =
ˆ tb
ta
L(x˙, x, t)dt
2.4.3 L’inte´grale de chemin
Nous pouvons e´crire la somme sur tous les chemins possibles avec une notation plus courte telle que
K(b, a) =
ˆ b
a
e(i/~)S[b,a]Dx(t) (2.21)
que nous appellerons inte´grale de chemin. Nous retournerons rarement a` la forme de l’e´quation (2.20).
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2.5 Plusieurs e´ve´nements successifs
Dans cette partie, nous allons exposer une importante loi pour la composition d’e´ve`nements successifs dans le
temps. Supposons tc un instant entre ta et tb. Alors l’action le long d’un chemin entre a et b peut s’e´crire
S[b, a] = S[b, c] + S[c, a]
En utilisant l’e´quation (2.21) pour de´finir le kernel, nous pouvons e´crire
K(b, a) =
ˆ
e(i/~)S[b,c]+(i/~)S[c,a]Dx(t) (2.22)
Il est possible de diviser ce chemin en deux parties. La premie`re partie aurait comme points extreˆmes xa et
xc = x(tc) et la seconde partie xc et xb, comme le montre la figure suivante. Nous pouvons inte´grer sur tous les chemins
de a a` c et aussi de c a` b, puis finalement inte´grer sur tous les xc possibles. Nous obtenons alors
K(b, a) =
ˆ
xc
K(b, c)K(c, a)dxc (2.23)
a
b
c
x
t
Ce re´sultat peut eˆtre re´sume´ de la manie`re suivante. Le kernel d’une particule allant de a a` b peut eˆtre trouve´
selon les re`gles
1. Le kernel pour aller de a a` b est la somme, sur toutes les valeurs possibles de xc des amplitudes, pour aller de a a` c
puis de c a` b.
2. L’amplitude pour aller de a a` c puis de c a` b est le kernel pour aller de a a` c fois le kernel pour aller de c a` b.
Ainsi nous avons la re`gle : Les amplitudes pour des e´ve´nements se succe`dant dans le temps se multiplient.
Chapitre 3
Utilisation du concept avec des exemples
3.1 La particule libre
La me´thode utilise´e au chapitre 2 pour de´crire une somme sur tous les chemins peut eˆtre utilise´e pour calculer le
kernel d’une particule libre. Le lagrangien pour une particule libre est
L = m
x˙2
2
Avec l’aide des e´quations (2.19) et (2.20) le kernel pour une particule libre est
K(b, a) = lim
→0
¨
· · ·
ˆ
exp
[
im
2~
N∑
i=1
(xi − xi−1)2
]
dx1· · · dxN−1
(
2pii~
m
)
−N/2
(3.1)
Ceci repre´sente un ensemble d’inte´grales gaussiennes, i.e., des inte´grales de la forme
´
[exp(−ax2)]dx ou ´ [exp(−ax2 +
bx)]dx. Comme l’inte´grale d’une fonction de Gauss est encore une fonction de Gauss, nous pouvons inte´grer une variable
apre`s l’autre. Apre`s avoir inte´gre´, nous pouvons prendre la limite et nous obtenons le re´sultat suivant :
K(b, a) =
[
2pii~(tb − ta)
m
]
−1/2
exp
[
im(xb − xa)2
2~(tb − ta)
]
(3.2)
Le calcul se fait de la manie`re suivante. Notons d’abord que
ˆ
∞
−∞
(
2pii~
m
)
−2/2
exp
{ m
2i~
[(x2 − x1)2 + (x1 − x0)2]
}
dx1 =
(
2pii~(2)
m
)
−1/2
exp
[
m
2i~(2)
(x2 − x0)2
]
(3.3)
Maintenant multiplions ce re´sultat par
(
2pii~
m
)
−1/2
exp
[ m
2i~
(x3 − x2)2
]
(3.4)
et inte´grons cette fois sur x2. Le re´sultat est similaire a` celui de l’e´quation (3.3), a` l’exception de (x2 − x0)2 qui devient
(x3 − x0)2 et du coefficient (2) qui est remplace´ par (3). Nous obtenons ainsi
(
2pii~(3)
m
)
−1/2
exp
[
m
2i~(3)
(x3 − x0)2
]
(3.5)
De cette fac¸on, un raisonnement par re´currence est e´tabli et apre`s N − 1 e´tapes, nous avons
(
2pii~(n)
m
)
−1/2
exp
[
m
2i~(n)
(xn − x0)2
]
(3.6)
Comme n = tn − t0, nous obtenons bien l’e´quation (3.2).
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3.2 Diffraction a` travers une fente
3.2.1 Pre´sentation de l’expe´rience
Supposons qu’une particule soit libe´re´e a` l’instant t = 0 et, apre`s un intervalle de temps T , atteigne le point x0.
Nous pouvons dire que la particule a une vitesse v0 = x0/T . Cela implique que si la particule avait continue´ pendant
un autre intervalle de temps τ , elle aurait parcouru une distance v0τ . En me´canique quantique, nous devons re´soudre le
proble`me suivant.
A t = 0 la particule part de l’origine x = 0. Apre`s un intervalle de temps T nous supposons que la particule se
trouve dans un intervalle ±b de x0. Nous nous demandons quelle est la probabilite´ de trouver la particule a` une distance x
de x0 apre`s un autre intervalle de temps τ . L’amplitude pour arriver a` la position x a` l’instant T + τ peut eˆtre conside´re´e
comme la somme des contributions de chaque trajectoire qui va de l’origine au point final, sachant que chaque trajectoire
passe par l’intervalle ±b de x0 a` l’instant T . L’amplitude peut alors s’e´crire a` l’aide des kernels.
ψ(x) =
ˆ b
−b
K(x+ x0, T + τ ;x0 + y, T )K(x0 + y, T ; 0, 0)dy (3.7)
Le premier kernel correspond a` la trajectoire de la particule de l’origine a` la fente et le deuxie`me a` celle de la fente au
point final. La fente a une largeur finie et le passage a` travers chaque intervalle e´le´mentaire de la fente repre´sente une
chemin possible. Nous devons donc inte´grer sur toute la largeur de la fente. Toutes les particules que nous conside´rons
sont libres et leur kernel s’e´crit comme celui de l’e´quation (3.2). L’amplitude est alors e´gale a`
ψ(x) =
ˆ b
−b
(
2pii~τ
m
)
−1/2{
exp
[
im(x− y)2
2~τ
]}(
2pii~T
m
)
−1/2{
exp
[
im(x0 + y)
2
2~T
]}
dy (3.8)
3.2.2 La fente gaussienne
Introduisons maintenant une fonction G(y) comme facteur dan l’inte´grale et supposons que ce soit une fonction
gaussienne
G(y) = e−y
2/2b2 (3.9)
Cela simplifie le calcul de l’inte´grale en permettant d’inte´grer de −∞ a` +∞. En effet, d’apre`s la figure suivante
qui montre la forme de la fonction, la largeur re´elle de la courbe de´pend du parame`tre b mais deux-tiers de l’aire sous la
courbe se trouvent entre −b et +b. L’inte´grale de cette fonction entre −∞ et +∞ est presque e´gale a` celle entre −b et b.
y
G(y)
b−→←−
Avec une fente gaussienne l’inte´grale de l’amplitude devient
ψ(x) =
ˆ
∞
−∞
m
2pii~
√
τT
{
exp
[
im
2~
(
x2
τ
+
x20
T
)
+
im
~
(
−x
τ
+
x0
T
)
y +
(
im
2~τ
+
im
2~T
− 1
b2
)
y2
]}
dy (3.10)
Cette inte´grale est de la forme ˆ
∞
−∞
[exp(αx2 + βx)]dx =
√
pi
−α exp
(
−β
2
4α
)
(3.11)
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L’inte´grale devient alors
ψ(x) =
√
m
2pii~
[
Tτ
(
1
T
+
1
τ
+
i~
b2m
)]
−1/2
exp
[
im
2~
(
x2
τ
+
x20
T
)
− (im/~)
2(−x/τ + x0/T )2
4(im/2~)(1/τ + 1/T + i~/b2m)
]
(3.12)
En prenant le module au carre´ de cette amplitude, nous obtenons la probabilite´ qu’a la particule de se trouver au point
x.
3.3 Les inte´grales de Gauss
Les inte´grales de chemin ont toujours des variables au carre´ dans l’exponentielle : ce sont donc des inte´grales de
Gauss. Nous voulons de´terminer l’inte´grale sur tous les chemins de (xa, ta) a` (xb, tb)
K(b, a) =
ˆ b
a
exp
[
i
~
ˆ tb
ta
L(x˙, x, t)
]
Dx(t) (3.13)
Nous allons prendre un lagrangien le plus ge´ne´ral possible qui est de la forme
L = a(t)x˙2 + b(t)x˙x+ c(t)x2 + d(t)x˙ + e(t)x+ f(t) (3.14)
x(t) est le chemin classique entre les deux points finaux pour lequel l’action S est extreˆmale. Avec notre notation habituelle,
nous avons
Scl[b, a] = S[x(t)] (3.15)
Nous pouvons exprimer x avec x(t) et une nouvelle variable y :
x = x+ y (3.16)
Cela signifie que, au lieu de de´finir un point du chemin par sa coordone´e x, nous mesurons la diffe´rence y(t) de ce chemin
au chemin classique, comme le montre la figure suivante
a
b
← x(t)
x(t)→
↔y(t)
x
t
A chaque instant t les variables x et y diffe´rent de x(t). D’ou` dxi = dyi pour chaque point ti et, en ge´ne´ral,Dx(t) = Dy(t).
L’inte´grale de l’action peut alors s’e´crire
S[x(t)] = S[x˙(t) + y(t)] =
ˆ tb
ta
[a(t)(x˙
2
+ 2x˙y˙ + y˙2) +· · ·]dt (3.17)
En re´unissant les termes qui ne de´pendent pas de y, nous obtenons Scl[b, a]. Si Tous les termes qui contiennent un facteur
y sont re´unis, l’inte´grale s’annule. Nous pouvons alors e´crire
S[x(t)] = Scl[b, a] +
ˆ tb
ta
[a(t)y˙2 + b(t)y˙y + c(t)y2]dt (3.18)
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L’inte´grale sur tous les chemins ne de´pend pas du chemin classique et donc le kernel s’e´crit
K(b, a) = e(i/~)Scl[b,a]
ˆ 0
0
(
exp
{
i
~
ˆ tb
ta
[a(t)y˙2 + b(t)y˙y + c(t)y2]dt
})
Dy(t) (3.19)
Comme tous les chemins y(t) partent et reviennent au point y = 0, l’inte´grale de chemin peut eˆtre une fonction de´pendant
seulement du temps aux points extreˆmes. Le kernel s’e´crit alors
K(b, a) = e(i/~)Scl[b,a]F (tb, ta) (3.20)
De plus la fonction F de´pend seulement de la diffe´rence de temps tb− ta et devient alors F (tb− ta). En utilisant l’e´quation
(2.23), nous trouvons
F (tb − ta) =
√
m
2pii~(tb − ta) (3.21)
3.4 Syste`me a` plusieurs coordonne´es
Prenons une particule se de´plac¸ant dans un espace a` trois dimensions. Le chemin est de´fini par trois fonctions
x(t), y(t) et z(t). L’action pour une particule libre, par exemple, s’e´crit alors
m
2
ˆ tb
ta
[x˙(t)2 + y˙(t)2 + z˙(t)2] (3.22)
Le kernel pour aller du point initial (xa, ya, za) a` l’instant ta au point final (xb, yb, zb) a` l’instant tb est
K(xb, yb, zb, tb;xa, ya, za, ta) =
ˆ b
a
{
exp
[
i
~
ˆ tb
ta
m
2
(x˙2 + y˙2 + z˙2)dt
]}
Dx(t)Dy(t)Dz(t) (3.23)
Nous pouvons couper l’inte´grale en trois parties et faire le calcul pour chaque coordonne´e inde´pendemment.
Deuxie`me partie
E´tude de l’expe´rience des fentes d’Young
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Chapitre 4
Re´solution par l’optique physique
4.1 The´orie de Kirchoff de la diffraction
4.1.1 The´ore`me de Green
Avant de pre´senter la the´orie de la diffraction de Kirchoff (1824-1887), il nous faut introduire le the´ore`me de
Green qui se de´duit du the´ore`me d’Ostrogradsky :
˚
V
div
−→
V dτ =
"
Σ
−→
V −→n0 dΣ (4.1)
avec −→n0 vecteur normal a` la surface ferme´e Σ oriente´ vers l’exte´rieur.
Il existe toujours deux fonctions scalaires u et v telles que
−→
V = v
−−→
gradu− u−−→gradv. Nous en de´duisons
div
(
v
−−→
gradu− u−−→gradv
)
= v div
(−−→
gradu
)
+
−−→
gradu · −−→gradv − u div
(−−→
gradv
)
− −−→gradu · −−→grad v
= v∆u − u∆v
(4.2)
Le the´ore`me de Green s’e´crit alors
˚
V
[v∆u− u∆v] dτ =
"
Σ
[
v
−−→
gradu− u−−→gradv
]−→n0 dΣ (4.3)
4.1.2 Inte´grale de Kirchoff
Il est e´vident que, si u et v sont solutions de l’e´quation de Helmholtz, nous avons
∆u+ k2u = 0
et
∆v + k2v = 0
d’ou` "
Σ
[
v
−−→
gradu− u−−→gradv
]−→n0 dΣ = 0 (4.4)
Nous posons
v =
eikr
r
(4.5)
ou` r est mesure´e a` partir d’un point P . La fonction v pre´sente une singularite´ au point P en r = 0. Puisqu’elle doit
eˆtre continue et differentiable pour pouvoir appliquer le the´ore`me de Green, le point P ne peut appartenir au domaine
d’inte´gration. Nous excluons donc de ce dernier un volume limite´ par la sphe`re Σ′, centre´e au point P . L’e´quation (4.4)
devient alors
"
Σ
[
u
−−→
grad
(
eikr
r
)
− e
ikr
r
−−→
gradu
]
−→n0 dΣ +
"
Σ′
[
u
−−→
grad
(
eikr
r
)
− e
ikr
r
−−→
gradu
]
−→n0 dΣ′ = 0 (4.6)
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De´veloppons l’inte´grale correspondant a` Σ′. Sur cette sphe`re, le vecteur unitaire −→n est dirige´ vers l’origine P . Nous avons
donc, comme le gradient est oriente´ vers l’exte´rieur,
−−→
grad
(
eikr
r
)
=
(
1
r2
− ik
r
)
eikr−→n
En introduisant l’angle solide dΣ = r2dΩ mesure´ en P , l’inte´grale sur Σ′ devient
"
Σ′
(
u− ikur + r ∂u
∂r
)
eikrdΩ (4.7)
ou`
−−→
gradu · −→n0dΣ = −(∂u/∂r)r2dΩ. Nous faisons tendre r vers 0 pour l’inte´grale sur Σ′ et, comme u est continue, sa
valeur en tout point de Σ′ approche celle au point P , uP . Les deux derniers termes de l’e´quation (4.7) tendent vers 0 et
l’inte´grale est alors e´gale a` 4piuP . L’e´quation (4.6) devient donc
uP =
1
4pi
["
Σ
eikr
r
−→∇ u · −→n0dΣ−
"
Σ
u
−→∇
(
eikr
r
)
· −→n0dΣ
]
(4.8)
Ce re´sultat repre´sente l’inte´grale de Fresnel-Kirchoff.
4.1.3 E´tude d’un exemple
Une onde sphe´rique monochromatique est issue de la source ponctuelle S. Sur le trajet de l’onde se trouve une
ouverture plane, perce´e dans un e´cran opaque, et nous cherchons a` determiner l’amplitude lumineuse au point M . Nous
supposons que les dimensions line´aires sont grandes devant la longueur d’onde mais faibles devant les distances SP et
PM (P e´tant un point quelconque de l’ouverture).
S
P
M
−→
r′
−→r
Σ3
Σ2
Σ2
−→n0
Pour de´terminer l’amplitude au point M , nous devons calculer l’inte´grale de Fresnel-Kirchoff sur une surface
ferme´e Σ, forme´e par l’ouverture Σa, une portion Σ2 du cote´ non-e´claire´ de l’e´cran et une portion Σ3 d’une sphe`re de
centre M et de rayon R suppose´ assez grand. Les valeurs de uΣa , uΣ2 , uΣ3 et de leurs gradients ne sont pas parfaitement
connues mais nous pouvons faire plusieurs hypothe`ses. Nous supposons tout d’abord que uΣa et
−−→
graduΣa ont, en tout
point de Σa, les valeurs qu’elles auraient en l’absence de l’e´cran. Nous pouvons de la meˆme manie`re supposer que ces
quantite´s sont nulles sur Σ2. Enfin nous admettrons que, pour une valeur de R suffisament grande, uΣ3 et
−−→
graduΣ3 sont
nulles.
Les conditions aux limites de Kirchoff, qui sont a` la base de la the´orie de la diffraction de Kirchoff, sont donc les
suivantes :
1. sur l’ouverture Σa
uΣa = A
exp(ikr′)
r′
(4.9)
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−−→
graduΣa = −A
exp(ikr′)
r′
(
1
r′
− ik
) −→
r′
r′
(4.10)
ou`
−→
r′ =
−→
SP .
2. sur les surfaces Σ2 et Σ3
uΣ2 = 0
−−→
graduΣ2 = 0 (4.11)
uΣ3 = 0
−−→
graduΣ3 = 0 (4.12)
Dans ces conditions, nous avons
uM =
A
4pi
¨
Σa
exp[ik(r + r′)]
rr′
[(
1
r
− ik
) −→r
r
−
(
1
r′
− ik
) −→
r′
r′
]
· −→n0dΣa (4.13)
Les distances r′ et r sont beaucoup plus grandes que la longueur d’onde k et nous pouvons donc ne´gliger 1r′ et
1
r
devant k. Nous obtenons alors la formule de Fresnel-Kirchoff :
uM =
iA
2λ
¨
Σa
exp[ik(r + r′)]
rr′
[cos(−→n0,−→r )− cos(−→n0,
−→
r′ )]dΣa (4.14)
4.1.4 Approximation paraxiale
Dans tout ce qui suivra, nous nous bornerons a` e´tudier les phe´nome`nes de diffraction dans les directions voisines
de celles des ombres ou des images ge´ome´triques. Dans ces conditions, le facteur en cosinus de l’e´quation (4.14) varie peu
d’un point a` l’autre de l’ouverture et nous pouvons e´crire
cos(−→n0,−→r ) = − cos(−→n0,
−→
r′ ) = cos γ (4.15)
Pour la meˆme raison, r et r′ peuvent eˆtre conside´re´s comme constants, hormis dans l’argument de l’exponentielle. Il en
re´sulte que
uM =
iA
2λrr′
cos γ
¨
Σa
exp[ik(r + r′)]dΣa (4.16)
S
P
M
R′
r′
r
R
O
ξ
η
z
L’origine des coordonne´es de l’espace est prise en un point O de l’ouverture. Soient x′, y′, z′ les coordonne´es de
S et x, y, z celles de M . Les coordonne´es du point P de l’ouverture Σa sont(ξ, η, 0). Nous posons de plus SO = R
′ et
OM = R. D’ou`
r′2 = (x′ − ξ)2 + (y′ − η)2 + z′2 (4.17)
28 CHAPITRE 4. RE´SOLUTION PAR L’OPTIQUE PHYSIQUE
r2 = (x− ξ)2 + (y − η)2 + z2 (4.18)
Nous pouvons encore e´crire
r′2 = R′2
[
1− 2(ξx
′ + ηy′)
R′2
+
ξ2 + η2
R′2
]
(4.19)
r2 = R2
[
1− 2(ξx+ ηy)
R2
+
ξ2 + η2
R2
]
(4.20)
ou`, d’apre`s les hypothe`ses pre´ce´dentes, les rapports
ξ
R′
,
η
R′
,
ξ
R
,
η
R
,
x′
R′
,
y′
R′
,
x
R
,
y
R
sont petits devant 1. Dans ces conditions, en ne´gligeant tous les termes d’ordre supe´rieur a` 2, nous obtenons
r′ = R′ − (ξx
′ + ηy′)
R′
+
(ξ2 + η2)
2R′
(4.21)
r = R− (ξx+ ηy)
R
+
(ξ2 + η2)
2R
(4.22)
L’amplitude lumineuse au point M peut alors s’e´crire
uM =
iA
λRR′
cos γ exp[ik(R+R′)]
¨
Σa
exp(−ik∆)dξdη (4.23)
avec
∆ = ξ
(
x
R
+
x′
R′
)
+ η
(
y
R
+
y′
R′
)
− 1
2
(ξ2 + η2)
(
1
R
+
1
R′
)
(4.24)
4.2 Diffraction de Fraunhofer
Soient
l0 = − x
′
R′
m0 = − y
′
R′
(4.25)
et
l =
x
R
m =
y
R
(4.26)
Nous pouvons mettre l’expression (4.24) sous la forme
∆ = (l − l0)ξ + (m−m0)η − 1
2
(ξ2 + η2)
(
1
R
+
1
R′
)
(4.27)
Comme nous sommes dans le cas de la diffraction de Fraunhofer, nous pouvons ne´gliger le terme quadratique devant le
terme du premier ordre. Dans ces conditions, l’amplitude diffracte´e a` l’infini par l’ouverture Σa est donne´e par l’expression
uM = C
¨
Σa
exp{−ik[(l− l0)ξ + (m−m0)η]}dξdη (4.28)
ou` C est une constante. Nous pouvons de´finir la transparence en amplitude de l’ouverture Σa par la fonction
F (ξ, η) = C pour tous les points de l’ouverture
= 0 en tous les points hors de l’ouverture
(4.29)
De plus, si nous notons −→u0 le vecteur directeur du rayon incident et −→u celui du rayon diffracte´ a` partir du point
P , nous constatons que
(l − l0)ξ + (m−m0)η = −−→OP · (−→u −−→u0) (4.30)
Nous pouvons donc e´crire
uM = C
¨
Σa
exp{ik[(−→u −−→u0) · −−→OP ]}dξdη (4.31)
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4.3 Applications aux fentes de Young
La particule met un temps τ pour parcourir la distance qui se´pare la fente de l’e´cran. Les fentes sont de largeur
b et se´pare´es de la distance a telle que 2y0 = a.
+ R
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4.3.1 Avec une fente normale
Comme les fentes sont infiniment fines, leur longueur n’intervient pas dans l’inte´grale : il suffit donc d’inte´grer sur
la largeur des fentes. Sur la largeur des fentes, la fonction transparence vaut la constante C et 0 ailleurs. L’amplitude au
point M vaut alors
uM = C
ˆ a/2+b/2
a/2−b/2
exp
(
i2pi
λ
y sin θ
)
dy + C
ˆ
−a/2+b/2
−a/2−b/2
exp
(
i2pi
λ
y sin θ
)
dy (4.32)
Le calcul permet de trouver le re´sultat
uM = C
′
[
sin
(
pi sin θb
λ
)
pi sin θb
λ
][
cos
(
pi sin θa
λ
)]
(4.33)
Pour avoir l’intensite´ au point M , il faut prendre l’amplitude au carre´ du re´sultat pre´ce´dent. Nous obtenons ainsi
|uM |2 = |C′|2
[
sin
(
pi sin θb
λ
)
pi sin θb
λ
]2 [
1 + cos
(
2pi sin θa
λ
)]
(4.34)
En utilisant la relation de De Broglie pλ = h, nous pouvons calculer sin θ en fonction de y. Ainsi nous avons
sin θ
λ
=
my
2~piτ
(4.35)
Pour re´aliser toutes les applications nume´riques de ce rapport, nous allons conside´rer que la particule est un
e´lectron. Nous avons donc les valeurs nume´riques suivantes
m = 9.1095310−31 kg
v = 106 m.s−1
a = 10−5 m
b = 10−6 m
T = 1.16 ∗ 10−6 s
τ = 6 ∗ 106 s
D = 1.16 m
Nous pouvons ainsi tracer la figure de diffraction que nous obtenons avec les deux fentes infiniment longues.
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Avec l’aide du logiciel Mathematica, nous pouvons aussi visualiser les franges avec la fonction ContourPlot
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et aussi l’intensite´ en trois dimensions
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4.3.2 Avec une fente gaussienne
Dans ce cas la fonction transparence ne vaut plus la constante C pour les points de l’ouverture mais C exp
[
−2(y−y0)
2
b2
]
pour la premie`re fente et C exp
[
−2(y+y0)
2
b2
]
pour la deuxie`me fente. De plus nous inte´grons de´sormais de −∞ a` ∞. Avec
l’aide du logiciel Mathematica, nous obtenons l’amplitude au point M puis l’intensite´
uM = K exp
(−b2pi2 sin2 θ
2λ2
)
cos
(
2piy0 sin θ
λ
)
(4.36)
|uM |2 = K2 exp
(−b2pi2 sin2 θ
λ2
)[
1 + cos
(
2pi sin θa
λ
)]
(4.37)
En utilisant la relation sin θλ =
my
2~piτ , nous pouvons tracer la figure de diffraction
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Nous allons maintenant voir dans le chapitre suivant si nous obtenons les meˆmes re´sultats avec la me´thode des
inte´grales de chemin.
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Chapitre 5
Re´solution par les inte´grales de chemin
5.1 De´finition des kernels
Pour cette expe´rience, nous conside´rons des particules libres de masse m se de´plac¸ant dans un espace a` deux
dimensions. Le lagrangien d’un tel syste`me est L = m/2(x˙2 + y˙2). L’action classique vaut alors
Scl =
m
2
[
(xb − xa)2
tb − ta +
(yb − ya)2
tb − ta
]
(5.1)
Les particules partent de la source pour passer par l’une des deux fentes a` la position (D, ) puis atteignent l’e´cran au
point (D + R, y). De plus la particule met un temps T pour arriver a` la premie`re fente et un temps τ pour parcourir la
distance qui se´pare la fente de l’e´cran. Les fentes sont de largeur b et se´pare´es de la distance a telle que 2y0 = a.
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Il existe ainsi deux types de chemins possibles : soit la particule passe par la premie`re fente, soit elle passe par
la deuxie`me. Nous devons donc calculer l’amplitude en deux inte´grales, celles-ci diffe´rant par la valeur de y0. Comme le
chemin passe par un point pre´cis, les inte´grales de l’amplitude sont compose´es d’un produit de kernels. Le premier kernel
repre´sente la trajectoire de la particule de la source a` la fente alors que le second celle de la fente au point (D +R, y) de
l’e´cran. Nous devons donc inte´grer sur toute la lageur d’une fente et l’amplitude ψ(y) est alors e´gale a`
ψ(y) =
ˆ y0+b/2
y0−b/2
K(D+R, y, T + τ ;D, , T )K(D, , T ; 0, 0, 0)d+
ˆ
−y0+b/2
−y0−b/2
K(D+R, y, T + τ ;D, , T )K(D, , T ; 0, 0, 0)d
(5.2)
D’apre`s la formule des inte´grales de Gauss, nous avons
K(D, , T ; 0, 0, 0) =
m
2pii~T
exp
[
im
2~T
(D2 + 2)
]
(5.3)
K(D +R, y, T + τ ;D, , T ) =
m
2pii~τ
exp
[
im
2~τ
(R2 + (y − )2)
]
(5.4)
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5.2 Avec une fente gaussienne
Pour simplifier le calcul, nous allons introduire dans la premie`re inte´grale la fonction G() = e
−2
b2
(y0+)
2
et dans
la seconde G() = e
−2
b2
(−y0+)
2
ce qui va permettre d’inte´grer de −∞ a` +∞. Nous allons d’abord calculer la premie`re
inte´grale qui correspond a` la fente centre´e sur y0 puis il suffira de remplacer y0 par −y0 pour trouver la seconde. A` l’aide
du logiciel Mathematica, nous avons
IntegrateA- ã
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k
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La premie`re inte´grale vaut donc apre`s changement de variables
− m
2
2
√
2~2pi3/2Tτ
√
4
b2 − im(T+τ)~Tτ
exp
[
im(4i~Tτ(R2T + T (y + y0)
2 + (D2 + y20)τ) + b
2m(R2T (T + τ) + τ(Ty2 +D2(T + τ))))
2~Tτ(4i~Tτ + b2m(T + τ))
]
(5.5)
Apre`s remplacement de y0 par −y0, nous trouvons la deuxie`me inte´grale
− m
2
2
√
2~2pi3/2Tτ
√
4
b2 − im(T+τ)~Tτ
exp
[
im(4i~Tτ(R2T + T (y − y0)2 + (D2 + y20)τ) + b2m(R2T (T + τ) + τ(Ty2 +D2(T + τ))))
2~Tτ(4i~Tτ + b2m(T + τ))
]
(5.6)
En additionnant ces deux re´sultats, nous avons l’amplitude et en prenant le carre´ du module de l’amplitude, nous
pouvons calculer la probabilite´ de pre´sence de la particule au point (D + R, y). Il faut aussi remplacer y0 par sa valeur
a/2. Avec l’aide du logiciel Mathematica, ce calcul peut se faire sans devoir perdre des constantes et nous obtenons, apre`s
plusieurs simplifications graˆce aux fonctions Simplify, ExpToTrig ou encore ComplexExpand, le re´sultat suivant
|ψ(y)|2 = m
4
4~4pi3T 2τ2
√
16
b4 +
m2(T+τ)2
~2T 2τ2
e
−
b2m2(4T2y2+a2(T+τ)2)
16~2T2τ2+b4m2(T+τ)2
×
[
cos
(
16a~mT 2τy
16~2T 2τ2 + b4m2(T + τ)2
)
+ cosh
(
4ab2m2Ty(T + τ)
16~2T 2τ2 + b4m2(T + τ)2
)] (5.7)
Avec la fonction Plot du logiciel Mathematica, nous pouvons tracer la probabilite´ de pre´sence de la particule en fonction
de sa position y.
-0.004 -0.002 0.002 0.004
1´1023
2´1023
3´1023
4´1023
5.3. AVEC UNE FENTE NORMALE 35
Sur ce graphe apparaˆıt tre`s bien le phe´nome`ne d’interfe´rences associe´ a` la diffraction. Le terme en exponentielle
correspond a` la diffraction d’une particule par une fente alors que celui en cos+ cosh correspond aux interfe´rences. En effet
pour des valeurs de y autour de 0, cosh est constant autour de 1. Avec la fonction ContourPlot du logiciel Mathematica,
nous pouvons cre´er la figure de diffraction que l’on observerait avec de la lumie`re monochromatique.
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Pour le plaisir nous pouvons visualiser les franges d’interfe´rence en trois dimensions avec Mathematica
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5.3 Avec une fente normale
Avec une fente normale, nous inte´grons directement le produit de kernels de y0− b/2 a` y0 + b/2 pour la premie`re
fente et de −y0 − b/2 a` −y0 + b/2 pour la seconde. Cela complique les calculs qui ne peuvent eˆtre faits qu’avec l’aide
du logiciel Mathematica. Il faut calculer les deux inte´grales puis prendre la valeur absolue au carre´ de l’amplitude. Nous
obtenons ainsi
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Pour tracer cette fonction, nous utilisons encore Mathematica et nous avons ainsi
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5.4 Conclusion
Nous remarquons que, pour chaque fente particulie`re, la me´thode de la the´orie de Kirchoff et celle des inte´grales
de chemin permettent d’obtenir les meˆmes graphes. Les deux me´thodes sont donc e´quivalentes. Toutefois le calcul des
inte´grales de chemin est, selon moi, bien plus intuitif que le calcul vectoriel utilise´ dans l’optique physique. Il est facile
d’imaginer la particule partant de la source pour aller a` un point d’une des deux fentes puis sur l’e´cran et ensuite d’inte´grer
sur tous les chemins possibles.
Troisie`me partie
L’interpre´tation de la me´canique
quantique de Bohm
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Chapitre 6
Pre´sentation de la the´orie de Bohm
6.1 Introduction
L’interpre´tation habituelle de la the´orie quantique est base´e sur le principe d’incertitude qui peut eˆtre de´duit
de deux manie`res. Premie`rement nous pouvons partir de la supposition que la fonction d’onde de´termine seulement
les probabilite´s des re´sultats d’une expe´rience mais donne ne´anmoins la description la plus comple`te possible de l’e´tat
quantique d’un syste`me. Avec l’aide de cette supposition et de la relation de De Broglie, −→p = ~−→k , ou` −→k est le vecteur
d’onde associe´e a` la fonction d’onde, nous pouvons en de´duire le principe d’incertitude. Cette de´monstration est re´alise´e
par A. Messiah dans son livre [5]. De cette manie`re, le principe d’incertitude est interpre´te´ comme une limite pour
connaˆıtre simultane´ment avec precision la quantite´ de mouvement et la position comme quantite´s de´finies.
La deuxie`me manie`re de de´duire le principe d’incertitude s’obtient a` partir d’une analyse the´orique des me´thodes
utilise´es pour mesurer des quantite´s physiques telles que la quantite´ de mouvement et la position. Nous remarquons ainsi
que le dispositif de mesure interagit avec le syste`me observe´ provoquant des perturbations des proprie´te´s observe´es du
syste`me. Si nous pouvions controˆler les effets de ces perturbations, alors nous pourrions les corriger et obtenir simul-
tane´ment les mesures de la quantite´ de mouvement et de la position. Mais alors le principe d’incertitude, qui est une
conse´quence de la supposition de la fonction d’onde, serait viole´. Pour e´viter cette contradiction, Bohr et d’autres scien-
tifiques ont sugge´re´ une autre supposition qui de´clare que les perturbations entre le dispositif et le syste`me observe´ sont
impre´visibles et incontroˆlables. Ce point de vue sera e´nonce´ par Bohr dans le principe de comple´mentarite´ qui utilise la
notion de paires comple´mentaires, telles que quantite´ de mouvement et position, particule et onde. Le degre´ maximum
de pre´cision d’un des membres d’une paire est inversement lie´ a` celui de l’autre membre.
L’interpre´tation habituelle de la the´orie quantique peut eˆtre critique´e de diffe´rentes fac¸ons. Toutefois Bohm insista
principalement sur le fait qu’il e´tait possible de connaˆıtre pre´cise´ment le comportement d’un syste`me. L’interpre´tation
habituelle est logique mais elle n’exclut pas la possibilite´ d’autres interpre´tations qui incluraient d’autres parame`tres
permettant de de´terminer l’e´tat quantique pre´cise´ment. Du point de vue de l’interpre´tation habituelle, ces parame`tres
supple´mentaires peuvent eˆtre appele´s variables ”cache´es”. Peut-eˆtre que les phe´nome`nes de la me´canique quantique sont
des manifestations de variables cache´es qui n’ont pas encore e´te´ de´tecte´es directement.
6.2 Nouvelle interpre´tation de l’e´quation de Schro¨dinger
Nous allons de´velopper dans cette partie l’interpre´tation physique que fit Bohm de la me´canique quantique.
Partons d’abord de l’e´quation de Schro¨dinger pour une particule :
i~
∂ψ
∂t
= −(~2/2m)∇2ψ + V (x)ψ (6.1)
Comme ψ est une fonction complexe, nous pouvons e´crire
ψ = R exp(iS/~) (6.2)
ou` R et S sont re´els. Nous ve´rifions facilement que
∂R
∂t
= − 1
2m
[R∇2S + 2−→∇R · −→∇S] (6.3)
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∂S
∂t
= −
[
(
−→∇S)2
2m
+ V (x) − ~
2
2m
∇2R
R
]
(6.4)
Il est plus commode d’e´crire P (x) = R2(x) ou` P (x) est la densite´ de probabilite´ de pre´sence. Nous obtenons alors
∂P
∂t
+
−→∇ ·
(
P
−→∇S
m
)
= 0 (6.5)
∂S
∂t
+
(
−→∇S)2
2m
+ V (x) − ~
2
4m
[
∇2P
P
− 1
2
(
−→∇P )2
P 2
]
= 0 (6.6)
Dans la limite de la me´canique classique (~ → 0), les e´quations pre´ce´dentes s’interpre`tent tre`s facilement. La fonction
S(x) est solution de l’e´quation de Hamilton-Jacobi et ∇S(x)/m est alors e´gale au vecteur vitesse −→v (x) pour une particule
passant au point x. L’e´quation (6.5) peut alors s’exprimer de la manie`re suivante
∂P
∂t
+
−→∇ · (P−→v ) = 0 (6.7)
Cette e´quation repre´sente la conservation de la densite´ de probabilite´.
Nous allons maintenant voir que cette interpre´tation peut eˆtre donne´e meˆme quand ~ 6= 0. Nous supposons ainsi
que chaque particule n’a pas seulement une e´nergie potentielle classique V (x) mais aussi une e´nergie potentielle quantique
U(x) = − ~
2
4m
[
∇2P
P
− 1
2
(
−→∇P )2
P 2
]
= − ~
2
2m
∇2R
R
(6.8)
L’e´quation (6.6) peut eˆtre conside´re´e comme l’e´quation de Hamilton-Jacobi pour notre ensemble de particules, ∇S(x)/m
comme la vitesse d’une particule et l’e´quation (6.5) comme la conservation de la densite´ de probabilite´. Nous avons ainsi
le de´but d’une autre interpre´tation de l’e´quation de Schro¨dinger.
La premie`re e´tape est d’associer a` chaque e´le´ctron une particule ayant une position et une quantite´ de mouvement
pre´cise´ment de´finies. La solution de l’e´quation de Hamilton-Jacobi modifie´e (6.4) de´finit un ensemble de trajectoires
possibles pour cette particule qui peut eˆtre obtenu a` partir de la fonction de Hamilton-Jacobi S(x) en inte´grant la
vitesse
−−→
v(x) =
−→∇S(x)/m. La particule se de´place sous l’action d’une force qui ne de´rive pas seulement de l’e´nergie
potentielle classique V (x) mais aussi de l’e´nergie potentielle quantique U(x) = (−~2/2m)∇2R/R. La fonction R(x) n’est
pas comple`tement arbitraire puisqu’elle est partiellement de´termine´e par S(x) avec l’e´quation diffe´rentielle (6.3).La fac¸on
la plus commode d’obtenir R et S est de re´soudre l’e´quation de Schro¨dinger pour une fonction d’onde ψ et d’utiliser les
relations
ψ = U + iW = R[cos(S/~) + i sin(S/)¯]
R2 = U2 +W 2 S = ~ tan−1(W/U)
Comme la force agissant sur la particule de´pend du module R(x) de la fonction d’onde ψ(x), nous pouvons
conside´rer la fonction d’onde d’un e´lectron comme la repre´sentation mathe´matique d’un champ re´el. Ce champ exerce une
force sur la particule d’une manie`re analogue au champ e´lectromagne´tique qui exerce une force sur une charge. L’analogie
avec le champ e´lectromagne´tique peut eˆtre pousse´e plus loin. De la meˆme manie`re que le champ e´lectromagne´tique obe´it
aux e´quations de Maxwell, le champ ψ obe´it a` l’e´quation de Schro¨dinger. Dans les deux cas, une description comple`te des
champs a` un instant donne´ a` chaque point de l’espace de´termine les valeurs des champs tout le temps. Si nous connaissons
la fonction du champ, nous pouvons calculer la force agissant sur la particule et, si nous connaissons la position et la
quantite´ de mouvement initiales, nous pouvons calculer la trajectoire entie`re.
Nous pouvons utiliser directement la loi du mouvement de Newton avec les bonnes conditions initiales pour
re´soudre le proble`me. L’e´quation du mouvement d’une particule avec une e´nergie potentielle classique et une e´nergie
potentielle quantique est
m
d2−→x
dt2
= −−→∇
{
V (x) − ~
2
2m
∇2R
R
}
(6.9)
Conside´rons maintenant la signification de la supposition d’un ensemble statistique de particules avec une densite´
de probabilite´ de pre´sence e´gale a` P (x) = R2(x) = |ψ(x)|2. Dans l’interpre´tation habituelle, la ne´cessite´ d’une description
probabiliste est conside´re´e comme inhe´rente a` la structure du proble`me. Au contraire, dans l’interpre´tation de Bohm,
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l’utilisation d’un ensemble statistique est seulement une ne´cessite´ pratique due a` l’impossibilite´ de connaˆıtre les conditions
initiales caracte´risant la trajectoire suivie par la particule. Nous pouvons conclure notre pre´sentation de l’interpre´tation
de la me´canique quantique de Bohm en re´sumant les trois suppositions qu’il fait :
1. Le champ ψ ve´rifie l’e´quation de Schro¨dinger.
2. La quantite´ de mouvement de la particule est e´gale a` −→p = −→∇S(x).
3. Nous ne pouvons pre´voir ou controˆler la localisation pre´cise de la particule mais avons en pratique un ensemble
statistique avec une probabilite´ de pre´sence P (x) = |ψ(x)|2. L’utilisation des statistiques est due a` notre ignorance
des conditions initiales pre´cises de la particule.
6.3 Application aux fentes de Young
Le but de cette partie est de de´terminer les trajectoires des particules apre`s qu’elles aient traverse´ les fentes a`
l’aide de l’e´quation du mouvement de Newton. Pour cela nous conside´rons la fonction d’onde que nous avons obtenue
pour une fente gaussienne avec la me´thode des inte´grales de chemin.
|ψ(y)|2 = m
4
4~4pi3T 2τ2
√
16
b4 +
m2(T+τ)2
~2T 2τ2
e
−
b2m2(4T2y2+a2(T+τ)2)
16~2T2τ2+b4m2(T+τ)2
×
[
cos
(
16a~mT 2τy
16~2T 2τ2 + b4m2(T + τ)2
)
+ cosh
(
4ab2m2Ty(T + τ)
16~2T 2τ2 + b4m2(T + τ)2
)] (6.10)
Dans cette e´quation, le temps τ repre´sente le temps mis par la particule pour parcourir la distance entre un point
quelconque de la fente et un point de coordonne´es (x, y). Cette fonction d’onde permet de calculer la fonction R(x)
et donc l’e´nergie potentielle quantique U(x). Nous obtenons ainsi une e´quation diffe´rentielle que nous allons re´soudre
nume´riquement avec l’aide du logiciel Mathematica. Nous pouvons ensuite tracer les fonctions obtenues qui repre´sentent
les trajectoires possibles de la particule apre`s passage par l’une des deux fentes.
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Nous voyons ainsi la formation de franges qui correspondent a` celles observe´es par l’expe´rience et calcule´es par la me´thode
des inte´grales de chemin. La nouvelle interpre´tation de la me´canique quantique par Bohm permet donc d’obtenir les meˆmes
re´sultats que l’interpre´tation habituelle.
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Bilan du stage
Ce stage m’aura permis d’avoir un premier contact avec le milieu de la recherche et de me familiariser avec le
travail de chercheur. J’ai ainsi appris a` utiliser le logiciel Mathematica et a` manipuler le traitement de texte scientifique
Latex pour pouvoir e´crire ce rapport. Ce stage aura e´te´ de tous points de vue be´ne´fique pour mon orientation future.
43
44 CHAPITRE 6. PRE´SENTATION DE LA THE´ORIE DE BOHM
Bibliographie
[1] A.-M. CAZABAT et M. MAY, Optique, Dunod, 1996
[2] M. BORN et E. WOLF, Principles of Optics, Pergamon Press, 1980 (sixie`me e´dition)
[3] E. HECHT, Optics, Addison-Wesley, 1987 (deuxie`me e´dition)
[4] R.P. FEYNMAN et A.R. HIBBS, Quantum Mechanics and Path Integrals, McGraw-Hill, 1965
[5] A. MESSIAH, Me´canique quantique, Dunod, 2003 (deuxie`me e´dition)
[6] D.BOHM, A Suggested Interpretation of the Quantum Theory in Terms of ”Hidden” Variables, Physical Review
volume 85 nume´ro 2, 15 Janvier 1952
45
