Let R ǫ (·) stand for the bounded-error randomized query complexity with error ǫ > 0. For any relation f ⊆ {0, 1} n × S and partial Boolean function g ⊆ {0, 1} m × {0, 1}, we show that
Introduction
For Boolean functions f : {0, 1} n → {0, 1} and g : {0, 1} m → {0, 1}, the composed Boolean function f • g n : ({0, 1} m ) n → {0, 1} is defined as f • g n (x 1 , . . . , x n ) := f (g(x 1 ), . . . , g(x n )). A natural question in complexity theory is how the complexity of f • g n relates to the complexities of f and g. We study this question in the context of query complexity. A query algorithm for a function h queries bits of an input x, possibly in an adaptive manner, with the goal of outputting h(x) after making as few queries as possible. The deterministic query complexity D(h) is the minimum over all deterministic query algorithms that compute h of the worst-case number of queries made over all inputs x. For a composed function, it is easy to see that D(f • g n ) ≤ D(f ) · D(g), since f • g n can be computed by simulating an optimal query algorithm of f and serving every query of this algorithm by running an optimal query algorithm for g.
For many other natural measures of complexity as well, the complexity of f • g n is similarly bounded from above by the product of the complexities of f and g. As examples, this holds for randomized query complexity (up to a log factor), quantum query complexity, exact and approximate polynomial degree [She12] . Showing lower bounds on the complexity of f • g n that match these upper bounds as closely as possible is usually much more difficult; such results are often referred to as composition theorems. Besides answering a natural and interesting structural question, composition theorems find applications to constructing functions that are hard with respect to various measures of complexity, and separating complexity measures. For deterministic query complexity, it can be shown by an adversary argument that D(f • g n ) = D(f ) · D(g) [Mon14, Tal13] , i.e., the query algorithm described above is an optimal query algorithm for f • g n . For bounded-error quantum query complexity Q(f ), a perfect composition theorem is also known Q(f • g n ) = Θ(Q(f ) · Q(g)) [HLS07, Rei11] . Of the three main variants of query complexity, the one that has thus far resisted a complete understanding of its nature under composition is randomized query complexity.
Recently, Ben-David and Kothari [BK16] made progress on this question by showing that for any partial function f and total function g,
They did this by introducing a new complexity measure, the sabotage complexity, RS(g) of g and showing that R 1/3 (f • g n ) ∈ Ω(R 1/3 (f ) · RS(g)), and then showing that RS(g) is quadratically related to R 0 (g) for total functions g. For partial functions g, unbounded separations are known between RS(g) and R 1/3 (g).
In this work, we introduce another complexity measure called the max conflict complexityχ(g) of g. We show thatχ(g) is a quadratically tight lower bound on randomized query complexity, even for partial functions g. Theorem 1. For any partial Boolean function g ⊆ {0, 1} m × {0, 1},
R1 /3 (g) .
Our main application, and the motivation behind the definition of max conflict complexity, comes from showing a composition theorem. We use max conflict complexity to show a composition theorem in a more general setting where f can be a relation and g can be a partial function.
Theorem 2 (Main Theorem). For any relation f ⊆ {0, 1} n × S and partial Boolean function g ⊆ {0, 1} n × {0, 1}, R1 /3 (f • g n ) ∈ Ω R4 /9 (f ) ·χ(g) .
Putting Theorem 1 and Theorem 2 together we have the following corollary.
Corollary 1. For any relation f ⊆ {0, 1} n ×S and partial Boolean function g ⊆ {0, 1} n ×{0, 1},
We further show thatχ(g) is always at least as large as the sabotage complexity of g.
Theorem 3. For any partial Boolean function g ⊆ {0, 1} m × {0, 1}, χ(g) ≥ RS(g) .
Thus for a partial function f and total function g, Theorem 2 also implies the bound of Ben-David and Kothari Eq. (1).
Finally, we show that in the more general setting where f can be a relation and g a partial function, Corollary 1 can be tight.
Theorem 4. There exists a relation f 0 ⊆ {0, 1} n × {0, 1} n and partial Boolean function g 0 ⊆ {0, 1} n × {0, 1} such that R4 /9 (f 0 ) ∈ Θ √ n , R1 /3 (g 0 ) ∈ Θ(n) and R1 /3 (f 0 • g n 0 ) ∈ Θ(n) .
Proof Technique
At a high level, the proof of Theorem 2 follows the structure of the proof by Anshu et al.
[AGJ + 17] and Ben-David and Kothari [BK16] . We show that for every probability distribution η over the input space {0, 1} n of f , there exists a query algorithm A that makes O(R1 /3 (f • g n )/ R1 /3 (g)) queries in the worst case, and computes f with high probability, Pr z∼η [(z, A(z)) ∈ f ] ≥ 5/9. By the minimax principle (Fact 2) this implies Theorem 2. We do this by using a query algorithm for f • g n to construct a query algorithm for f . We define a sampling procedure that for any z ∈ {0, 1} n samples x = (x 1 , . . . , x n ) such that (z, s) ∈ f if and only if (x, s) ∈ f • g n . This procedure is defined in terms of Q, which is a probability distribution over pairs of distributions (µ 0 , µ 1 ), where µ 0 is supported on g −1 (0) and µ 1 is supported on g −1 (1). We define a distribution γ η over ({0, 1} m ) n in terms of this sampling process as follows:
1. Sample z = (z 1 , . . . , z n ) from {0, 1} n according to η.
Independently sample (µ
Notice that steps (1) and (2) are independent and the order in which they are performed does not matter. For future reference, for a fixed z let γ z (Q) be the probability distribution defined by the last two steps. Now γ η is simply a probability distribution over ({0, 1} m ) n . Thus by the minimax principle (Fact 2 below), there is a deterministic query algorithm A ′ of worst-case complexity at most
. We first use A ′ to construct a randomized query algorithm T for f with bounded expected query complexity and error at most 1 /3. T is presented formally in Algorithm 3. The final algorithm A will be a truncation of T which has bounded worst-case complexity and error at most 4 /9.
On input z, the algorithm T seeks to sample a string x from γ z (Q), and run A ′ on x. Put another way, γ z (Q) induces a probability distribution over the leaves of A ′ , and the goal of T is to sample a leaf of A ′ according to this distribution. Since for each s ∈ S, (x, s) ∈ f • g n if and only if (z, s) ∈ f , and Pr
Thus T meets the accuracy requirement.
The catch, of course, is to specify how T samples from γ z (Q) without making too many queries to z. To sample x i from µ (i) z i seems to require knowledge of z i , and thus T would have to query all of z.
To bypass this problem, we remember that A ′ , being an efficient algorithm, will query only a few bits of x. This allows us to sample x bit by bit as and when they are queried by A ′ . To see this more clearly, consider a run of T where the pairs of distributions (µ
were chosen in step (2) of the sampling procedure. Suppose that T is trying to simulate A ′ at a vertex v where x (j) i is queried. To respond to this query, T will sample x (j) i from its marginal distribution according to µ Pr
Without loss of generality, assume that p 0 ≤ p 1 . T answers the query by the procedure Bitsampler given in Algorithm 1. Note that the bit returned by Bitsampler has the desired distribution. The step in which Bitsampler returns the bit depends on the value of r sampled in step 1. In particular, z i is queried if and only if r ∈ [p 0 , p 1 ], and the bit is returned in step 11 or 13. Such a query to z i contributes to the query complexity of T . Thus the probability that T makes a query when the underlying simulation of A ′ is at vertex v is (p 1 − p 0 ). We refer to this quantity as ∆(v). It plays an important role in our analysis (see Section 5 and Appendix F.1).
Our sampling procedure and the tools we use to bound its cost is reminiscent of work of Barak et al. [BBCR13] in communication complexity. They look at a communication analog of our setting where two players are trying to sample a leaf in a communication protocol while communicating as little as possible.
Conflict complexity and max conflict complexity
Bounding the query complexity of T naturally suggests the quantities that we define in this work: the conflict complexity χ(g) and the max conflict complexityχ(g) of a partial Boolean function g. A formal definition can be found in Section 4; here we give the high-level idea and motivation behind these quantities.
Forget about T for a moment and just consider a deterministic query algorithm B computing the partial function g ⊆ {0, 1} m × {0, 1}. Let µ 0 , µ 1 be distributions with support on g −1 (0), g −1 (1), respectively. For each vertex v ∈ B let p 0 (v) (respectively p 1 (v)) be the probability that the answer to the query at v is 0 on input x ∼ µ 0 (respectively x ∼ µ 1 ), conditioned on x reaching v. Now we can imagine a process P(B, µ 0 , µ 1 ) that runs BITSAMPLER on the tree B: P(B, µ 0 , µ 1 ) begins at the root, and at a vertex v in B it uniformly chooses a random real number r ∈ [0, 1]. If r < min{p 0 (v), p 1 (v)} then the query is "answered" 0 and it moves to the left child. If r > max{p 0 (v), p 1 (v)} then the query is "answered" 1 and it moves to the right child. If r ∈ [min{p 0 (v), p 1 (v)}, max{p 0 (v), p 1 (v)}] then the process halts. The conflict complexity χ(B, (µ 0 , µ 1 )) is the expected number of vertices this process visits before halting. The conflict complexity of g is defined to be
where the minimum is taken over trees T that compute g. For max conflict complexity we enlarge the set over which we maximize. Let Q be a distribution over pairs of distributions
where the minimum is taken over trees T that compute g. Clearly, the max conflict complexity is at least as large as the conflict complexity.
To motivate the max conflict complexity, note that the query complexity of T is the number of times step 9 in Bitsampler is executed, i.e. when the random number r ∈ [p 0 , p 1 ]. In the definition of T we will choose Q to achieve the optimal value in the definition ofχ(g). Then intuitively one expects that for each i, T queries z i only after A ′ makes aboutχ(g) queries into x i . By means of a direct sum theorem for max conflict complexity we make this intuition rigorous and prove that the expected query complexity of T is at most R1 /3 (f • g n )/χ(g). We refer the reader to Section 6 for a formal proof.
1.1.2χ(g) and R(g)
Note that applying Theorem 2 with the outer function f (z) = z 1 shows that R1 /3 (g) ∈ Ω(χ(g)).
We complete the proof of Corollary 1 by showing that max conflict complexity is a quadratically tight lower bound on randomized query complexity, even for partial functions g. In fact, in Theorem 5 we show the stronger result that this is true even for the conflict complexity
To prove R(g) ∈ O(χ(g) 2 ), we again resort to the minimax principle; we show that for each probability distribution µ over the valid inputs to g, there is an accurate and efficient distributional query algorithm for g. For b ∈ {0, 1}, let µ b be the distribution obtained by conditioning µ on the event g(x) = b. By the definition of χ(g), there is a query algorithm B such that the following is true: if its queries are served by Bitsampler, step 9 is executed within expected χ(B, µ 0 , µ 1 ) ≤ χ(g) queries. Note that at a vertex v which queries i, the probability that step 9 is executed is
This roughly implies that for a typical vertex v of B, ∆(v) is at least about 1 χ(g) . By a technical claim that we prove (Claim 15) this implies that the query outcome at v carries about 1 χ(g) 2 bits of information about g(x). Using the chain rule of mutual information, we can show that the mutual information between g(x) and the outcomes of first O(χ(g)) 2 queries by B is Ω(1). This enables us to conclude that we can infer the value of g(x) with success probability 1/2 + Ω(1) from the transcript of B restricted to the first O(χ(g) 2 ) queries. The distributional algorithm of g for µ is simply the algorithm B terminated after O(χ(g) 2 ) queries.
1.1.3χ(g) and RS(g)
To see whyχ(g) ≥ RS(g), we first give an alternative characterization of RS(g). For a deterministic tree T computing g and strings x, y such that g(x) = g(y), let sep T (x, y) be the depth of the node v in T such that x and y both reach v yet x q(v) = y q(v) , where q(v) is the index queried at v. Let T be a zero-error randomized protocol for g, i.e. T is a probability distribution supported on deterministic trees that compute g. Then we have (for a proof see Appendix B)
By von Neumann's minimax theorem [von28] , this is equal to
Here, the max is taken over distributions p on pairs (x, y) where g(x) = g(y), and the min is taken over deterministic trees T computing g.
We have seen that the definition ofχ(g) is
where Q is a distribution over pairs (µ 0 , µ 1 ) and T is a deterministic tree computing g. When (µ 0 , µ 1 ) are taken to be singleton distributions, i.e. µ 0 puts all its weight on a single x with g(x) = 0, and µ 1 puts all its weight on a single y with g(y) = 1, it is easy to see that χ(T, (µ 0 , µ 1 )) = sep T (x, y) (see Claim 3). Thusχ(g) is at least as large as the sabotage complexity of g as Q is allowed to be a distribution over general (µ 0 , µ 1 ), not just singleton distributions.
Preliminaries
Let g ⊆ {0, 1} m × {0, 1} be a partial Boolean function. For b ∈ {0, 1}, g −1 (b) is defined to be the set of strings x in {0, 1} m for which (x, b) ∈ g and (x, b) / ∈ g. We refer to g −1 (0) ∪ g −1 (1) as the set of valid inputs to g. We assume that for all strings y / ∈ g −1 (0) ∪ g −1 (1), both (y, 0) and (y, 1) are in g. For a string x ∈ g −1 (0) ∪ g −1 (1), g(x) refers to the unique bit b such that (x, b) ∈ g. All the probability distributions µ over the domain of a partial Boolean function g in this paper are assumed to have support on g −1 (0) ∪ g −1 (1). Thus g(x) is well-defined for any x in the support of µ.
Let S be any set. Let h ⊆ {0, 1} k × S be any relation. Consider query algorithms A that accept a string x ∈ {0, 1} k as input, query various bits of x, and produce an element of S as output. We denote the output by A(x).
Definition 1 (Deterministic query complexity). A deterministic query algorithm A is said to compute h if (x, A(x)) ∈ h for all x ∈ {0, 1} k . The deterministic query complexity D(h) of h is the minimum over all deterministic query algorithms A computing h of the maximum number of queries made by A over x ∈ {0, 1} k .
Definition 2 (Bounded-error randomized query complexity). Let ǫ ∈ [0, 1/2). We say that a randomized query algorithm A computes h with error ǫ if Pr[(x, A(x)) ∈ h] ≥ 1 − ǫ for all x ∈ {0, 1} k . The bounded-error randomized query complexity R ǫ (h) of h is the minimum over all randomized query algorithms A computing h with error ǫ of the maximum number of queries made by A over all x ∈ {0, 1} k and the internal randomness of A.
Definition 3 (Distributional query complexity). Let µ a distribution on the input space {0, 1} k of h, and ǫ ∈ [0, 1/2). We say that a deterministic query algorithm A computes h with distribu-
of h is the minimum over deterministic algorithms A computing h with distributional error ǫ on µ of the maximum over x ∈ {0, 1} k of the number of queries made by A on x.
We will use the minimax principle in our proofs to go between distributional and randomized query complexity.
Fact 2 (Minimax principle). For any integer k > 0, set S, and relation h ⊆ {0, 1} k × S,
We present a proof of Fact 2 in Appendix A. Let µ be a probability distribution over {0, 1} k . We use supp(µ) to denote the support of µ. By x ∼ µ we mean that x is a random string drawn from µ. Let C ⊆ {0, 1} k be an arbitrary set such that Pr x∼µ [x ∈ C] = y∈C µ(y) > 0. Then µ | C is defined to be the probability distribution obtained by conditioning µ on the event that the sampled string belongs to C, i.e.,
We say that Q is consistent if supp 0 (Q) and supp 1 (Q) are disjoint sets. We say that Q is consistent with a (partial) function g if supp 0 (Q) ⊆ g −1 (0) and supp 1 (Q) ⊆ g −1 (1).
Definition 4 (Subcube, co-dimension). A subset C ⊆ {0, 1} m is called a subcube if there exists a set S ⊆ {1, . . . , m} of indices and an assignment function σ : S → {0, 1} such that C = {x ∈ {0, 1} m : ∀i ∈ S, x i = σ(i)}. The co-dimension codim(C) of C is defined to be |S|.
Now we define the composition of a relation and a partial Boolean function.
Definition 5 (Composition of a relation and a partial Boolean function). Let f ⊆ {0, 1} n × S and g ⊆ {0, 1} m ×{0, 1} be a relation and a partial Boolean function respectively. The composed relation f • g n ⊆ ({0, 1} m ) n × S is defined as follows: For x = (x (1) , . . . , x (n) ) ∈ ({0, 1} m ) n and s ∈ S, (x, s) ∈ f • g n if and only if one of the following holds:
•
We will often view a deterministic query algorithm as a binary decision tree. In each vertex v of the tree, an input variable is queried. Depending on the outcome of the query, the computation goes to a child of v. The child of v corresponding to outcome b of the query is denoted by v b .
The set of inputs that lead the computation of a decision tree to a certain vertex is a subcube. We will use the same symbol (e.g. v) to refer to a vertex as well as the subcube associated with it.
The execution of a decision tree terminates at some leaf. If the tree computes some relation h ⊆ {0, 1} k ×S, the leaves are labelled by elements of S, and the tree outputs the label of the leaf at which it terminates. We will also consider decision tree with unlabelled leaves (see Section 4).
Conflict Complexity
In this section, we define the conflict complexity and max conflict complexity of a partial Boolean function g on m bits. For this, we will need to introduce some notation related to a deterministic decision tree T . For a node v ∈ T , let π(v) = ⊥ if v is the root and π(v) be the parent of v otherwise. Let q(v) be the index that is queried at v in T , and let d T (v) be the number of vertices on the unique path in T from the root to v. The depth of the root is 1.
Now fix a partial function g ⊆ {0, 1} m × {0, 1} and probability distributions µ 0 , µ 1 over g −1 (0), g −1 (1), respectively. Let T be a tree that computes g. For a node v ∈ T let p 0 (v) = Pr µ 0 [x q(v) = 0|x at v] and p 1 (v) = Pr µ 1 [x q(v) = 0|x at v], and
To gather intuition about these quantities, imagine a random walk on T that begins at the root. At a node v, this walk moves to the left child with probability min{p 0 (v), p 1 (v)}, and it moves to the right child with probability 1 − max{p 0 (v), p 1 (v)}. With the remaining probability, ∆(v), it terminates at v. Note that for any tree T computing g we have v∈T ∆(v)R(v) = 1. This is because the walk always terminates before it reaches a leaf of T . In particular, this means that
-the expected number of steps the walk takes before it terminates-is always at most the depth of the tree T .
Definition 6 (Conflict complexity and max conflict complexity). Let g be a partial function. For distributions µ 0 , µ 1 with supp(µ b ) ⊆ g −1 (b) for b ∈ {0, 1}, and a deterministic decision tree
The conflict complexity of g is
where the maximum is over all pairs of distributions (µ 0 , µ 1 ) supported on g −1 (0) and g −1 (1) respectively, and the minimum is taken over all deterministic trees T computing g. For Q a distribution over pairs satisfying supp b (Q) ⊆ g −1 (b) for b ∈ {0, 1}, and T a deterministic tree computing g, let χ(T,
where the maximum is taken over Q with supp b (Q) ⊆ g −1 (b) for b ∈ {0, 1}, and the minimum is taken over deterministic trees T computing g.
We can extend the definition of conflict complexity and max conflict complexity to more general query processes that do not necessarily compute a function. We first need the notion of FULL.
Definition 7. For a deterministic tree T and pair of distributions (µ 0 , µ 1 ) with disjoint support, we say that (T, (µ 0 , µ 1 )) is FULL if v∈T ∆(v)R(v) = 1, i.e. if the random walk described above terminates with probability 1. We say that (T, Q) is FULL if (T, (µ 0 , µ 1 )) is FULL for each (µ 0 , µ 1 ) ∈ supp(Q).
Definition 8. For a deterministic tree T and pair of distributions
Comparison with other query measures
Li [Li18] shows that the conflict complexity of a total Boolean function g is at least the block sensitivity of g. Here we show that the max conflict complexity of a (partial) function g is at least as large as the sabotage complexity of g. For a total Boolean function g, Ben-David and Kothari [BK16] show that the sabotage complexity of g is at least as large as the fractional block sensitivity of g [Aar08, Tal13, GSS16], which in turn is at least as large as the block sensitivity. They also show examples where the sabotage complexity is much larger than the partition bound, quantum query complexity and approximate polynomial degree, thus the same holds for max conflict complexity as well.
We first need the following simple claim. Let δ x be the probability distribution that puts weight 1 on the string x.
Claim 3. Let T be a deterministic tree computing the partial function g and let x, y be such that g(x) = 0, g(y) = 1. Then
Proof. Let v 1 be the root of T , and v 1 , v 2 , . . . , v t be the longest sequence of vertices in T that are visited both by x and y, i.e. x q(vt) = y q(vt) . For each i = 1, . . . , t − 1 we see that ∆(v i ) = 0, while ∆(v t ) = 1. Also R(v i ) = 1 for each i = 1, . . . , t, while R(v) = 0 for any other vertex.
Proof. By Theorem 10, RS(g) = max
By definition of max conflict complexity we havē
The distribution p in sabotage complexity is a special case of Q where all the pairs of distributions in the support are singleton distributions. The theorem now follows from Claim 3.
Query Process
We now come to the most important definition of the paper, that of the query process P(B, Q). Let t > 0 be any integer and B be any deterministic query algorithm that runs on inputs in
be a generic input to B, and let x i stand for (x
Recall from Section 2 that v b stands for the child of v corresponding to the query outcome being b, for b ∈ {0, 1}.
The query process P(B, Q) runs on an input z ∈ {0, 1} t and uses the BITSAMPLER (Algorithm 1) routine to simulate the queries of B to x when it can. This process is the heart of how we will transform an algorithm for f • g n into a query efficient algorithm for f .
Definition 9 (Query process P(B, Q)). Let B be a decision tree that runs on inputs ({0, 1} m ) t . Let Q be a consistent probability distribution over pairs of distributions (µ 0 , µ 1 ). The query process P(B, Q) is run on an input z ∈ {0, 1} t and is defined by Algorithm 2.
A few comments about Definition 9. First, we think of B and P as query procedures that query input variables and terminate. In particular, they do not have to produce outputs, i.e. their leaves do not have to be labeled. Also note that in Algorithm 2 the segment from line 9 to line 19 corresponds to the Bitsampler procedure in Algorithm 1. Queries to the input bits z i are made in line 15, which corresponds to step 9 of Bitsampler.
We now present an important structural result about P(B, Q). In particular, this formally proves that the procedure Bitsampler given in Algorithm 1 samples the bits from the right distribution.
Theorem 5 (Simulation Theorem). Let B be a deterministic decision tree running on inputs from ({0, 1} m ) t , and let v be a vertex in B. Let A z (v, Q) be the event that P(B, Q), when run on z, reaches node v. Let B z (v, Q) be the event that for a random input x sampled from γ z (Q), the computation of B reaches v. Then for every z ∈ {0, 1} t and each vertex v of B,
The proof of the claim is given in Appendix D.
Algorithm 2: P(B, Q)
Sample a fresh real number r ∼ [0, 1] uniformly at random.
We will be interested in the number of queries P(B, Q) is able to simulate before making a query to z i . To this end, let the random variable N i (B, z, Q) stand for the value of the variable N i in Algorithm 2 after the termination of P(B, Q) on input z. Note that N i depends on the randomness in the choices of r (Line 9) and also on the randomness in Q in the choice of distributions (µ 
Relating P(B, Q) to max conflict complexity
A key to our composition theorem will be relating the number of simulated queries made by P(B, Q) to max conflict complexity, which we do in this section. Let B be a query algorithm taking inputs from {0, 1} m . In this case, N 1 (B, 1, Q) = N 1 (B, 0, Q). This is because the behavior of P(B, Q) on input 0 is exactly the same as the behavior on input 1 before a query to z is made, and after z is queried the value of N i does not change.
Claim 6. Let B be an algorithm taking inputs from {0, 1} m . Then (B, Q) is FULL if and only if P(B, Q) queries z with probability 1 . If (B, Q) is FULL then
Proof. Note that until z is queried, P(B, (µ 0 , µ 1 )) exactly executes the random walk described in Section 3, and querying z in P(B, (µ 0 , µ 1 )) corresponds to this random walk terminating. The first part of the claim then follows as P(B, Q) queries z with probability 1 if and only if P(B, (µ 0 , µ 1 )) queries z with probability 1 for every (µ 0 , µ 1 ) ∈ supp(Q).
Also because P(B, (µ 0 , µ 1 )) exactly executes the random walk described in Section 3 we see that χ(B, (µ 0 , µ 1 )) = E[N 1 (T, 1, (µ 0 , µ 1 ))]. The second part of the claim follows by taking the expectation of this equality over (µ 0 , µ 1 ) ∼ Q.
The correspondence of Claim 6 prompts us to define FULL in a more general setting.
Definition 10 (FULL). Let B be a query algorithm taking inputs from ({0, 1} m ) t . The pair (B, Q) is said to be FULL if for every z ∈ {0, 1} t it holds that P(B, Q) queries z i with probability 1, for every i = 1, . . . , t.
Conflict Complexity and Randomized Query Complexity
In this section, we will prove Theorem 5 (restated below). Our proof relates the conflict complexity to the expected amount of information that is learned about the function value through each query via Pinsker's Inequality. At a high level, our proof is reminiscent of the result of [BBCR13] on compressing communication protocols in that both look at a random sampling process to navigate a tree, and relate the probability of this process needing to query or communicate at a node to the amount of information that is learned at the node.
Theorem 5. For any partial Boolean function
Proof. We will show that there exists a constant ε < 1 /2 such that for each input distribution
Theorem 5 will follow from the minimax principle (Fact 2), and the observation that the error can be brought down to 1 /3 by constantly many independent repetitions followed by a selection of the majority of the answers. It is enough to consider distributions µ supported on valid inputs of g. To this end, fix a distribution µ supported on g −1 (0) ∪ g −1 (1).
Let χ(g) = d. Let B be a deterministic query algorithm for inputs in {0, 1} m such that (B, µ 0 , µ 1 ) is FULL and χ(µ 0 , µ 1 ) = χ(B, µ 0 , µ 1 ). We call such a decision tree an optimal decision tree for µ 0 , µ 1 . Thus in P(B, µ 0 , µ 1 ), E[N 1 ] = χ(µ 0 , µ 1 ) ≤ d. Recall from Section 4 that the leaves of B can be labelled by bits such that B computes g on the supports of µ 0 and µ 1 . We assume B's leaves to be labelled as such.
Consider the following query algorithm B ′ : Start simulating B. Terminate the simulation if one of the following events occurs. The output in each case is specified below. 
If B terminates, terminate and output what B outputs.
By construction, B ′ makes at most 10d 2 queries in the worst case. The following claim bounds the error of B ′ .
Claim 7. There exists constant ε < 1 /2 such that Pr x∼µ [B ′ (x) = g(x)] ≤ ε. Furthermore, the constant ε is independent of µ.
Claim 7 is proven in Appendix F. This completes the proof of Theorem 5.
The Composition Theorem
In this section we prove Theorem 6 (restated below).
Theorem 6. Let S be an arbitrary set, f ⊆ {0, 1} n × S be a relation and g ⊆ {0, 1} m × {0, 1} a partial Boolean function. Then,
Our proof will make use of the following direct sum theorem, which we prove in Appendix E.
Theorem 7. Let B be a query algorithm acting on inputs from ({0, 1} m ) t . Let Q be a consistent distribution over pairs of distributions
where the minimum is taken over deterministic trees C acting on inputs from {0, 1} m such that (C, Q) is FULL.
Proof of Theorem 6. We shall prove that for each distribution η on the inputs to f , there is a randomized query algorithm A making at most 9R1 /3 (f • g n )/χ(g) queries in the worst case, for which Pr z∈η [(z, A(z)) ∈ f ] ≥ 5 9 holds. A can be made deterministic with the same complexity and accuracy guarantees by appropriately fixing its randomness. This will imply the theorem by the minmax principle (Fact 2). To this end let us fix a distribution η over {0, 1} n .
Let Q be consistent with g such that for any deterministic decision tree C computing g we have χ(C, Q) ≥χ(g). We will use distributions η and Q to set up a distribution γ η over the input space of f • g n . This distribution is defined as follows:
1. Sample z = (z 1 , . . . , z n ) from η. Recall from Section 1.1 the observation that for each z, x sampled as above, for each s ∈ S, (z, s) ∈ f if and only if (x, s) ∈ f • g n .
Sample (µ
Assume that R1 /3 (f • g n ) = c. The minimax principle (Fact 2) implies that there is a deterministic query algorithm A ′ for inputs from ({0, 1} m ) n , that makes at most c queries in the worst case, such that Pr x∈γη [(x, A ′ (x)) ∈ f • g n ] ≥ 2 3 . We will first use A ′ to construct a randomized algorithm T for f whose accuracy under the distribution η is as desired and which, for every input z, makes few queries in expectation. T is described in Algorithm 3.
First we bound the probability of error by T . By Theorem 5, we have that Pr[(z, Proof. Fix an input z ∈ {0, 1} n . For each leaf ℓ = ℓ (1) × . . . × ℓ (n) of A ′ and for each i = 1, . . . , n define E ′ i,ℓ to be the event that the computation of P(A ′ , Q) finishes at ℓ with QUERY i = 0. For i = 1, . . . , n define F ′ i to be the event that QUERY i is set to 1 in P(A ′ , Q). Let Q n stand for the (product) distribution of n pairs of probability distributions each independently sampled from Q. For i, ℓ such that g is not constant on ℓ (i) , let D i,ℓ be the distribution given by the following sampling procedure:
Let B i,ℓ be an optimal tree for
, where the minimization is over all algorithms C that output 0 on supp 0 (D i,ℓ ) and output 1 on supp 1 (D i,ℓ ). Now, consider the query algorithm H defined in Algorithm 4. Note that (H, Q) is FULL. Now consider a
run of the query process P(H, Q) on input z. Theorem 7 implies that
Let F i to be the event that QUERY i is set to 1 in P(H, Q) when it reaches a leaf of A ′ , and for each leaf ℓ of A ′ let E i,ℓ be the event that P(H, Q) reaches ℓ and QUERY i = 0 when it does. Observe that for each i = 1, . . . , n, the events {F i , (E i,ℓ ) ℓ } are mutually exclusive and exhaustive.
We have that
Let d i (ℓ) be the number of queries into x i made in the unique path from the root of A ′ to ℓ. Now, condition on the n pairs of distributions (µ
1 ) j=1,...,n that are used in P(H, Q). We have that,
Averaging over (µ
..,n we have from (3) that
Observing that ℓ Pr[E i,ℓ ] = 1 − Pr[F i ], we have from (2) and (4) that
We will show that
] is exactly the expected number of queries made by T , the claim will follow from (5).
Consider a run of P(H, Q) on input z, and let c i be a random variable denoting the number of times Line 7 of Algorithm 2 (with B = H) is a query into x i before a leaf of A ′ is reached, for i = 1, . . . , n. Thus
Now we finish the proof of Theorem 6 by constructing the query algorithm A. Let A be the algorithm obtained by terminating T after 9t/d queries. By Markov's inequality, for each z, the probability that T makes more than 9t/d queries is at most 1/9. Thus A computes f with probability at least 2 /3 − 1 /9 = 5 /9 on a random input from η.
In this section we prove Theorem 4. We construct a relation f 0 ⊆ {0, 1} n × {0, 1} n (i.e., S = {0, 1} n ) and a promise function g 0 ⊆ {0, 1} n × {0, 1} (i.e., m = n), such that R4 /9 (f 0 ) ∈ Θ( √ n), R1 /3 (g 0 ) ∈ Θ(n) and R1 /3 (f 0 • g n 0 ) ∈ Θ(n). For strings x = (x 1 , . . . , x n ), z = (z 1 , . . . , x n ) in {0, 1} n , let x ⊕ z be the string (x 1 ⊕ z 1 , . . . , x n ⊕ z n ) obtained by taking their bitwise XOR. Let |x| stand for the Hamming weight |{i ∈ [n] : x i = 1}| of x. We define f 0 as follows:
Now we define g 0 by specifying g −1 0 (0) and g
We now determine the randomized query complexities of f 0 , g 0 and f 0 • g n 0 .
Claim 9. (i) R4 /9 (f 0 ) ∈ Ω( √ n).
(ii) R1 /3 (g 0 ) ∈ Ω(n).
We prove Claim 9 in Appendix G. Theorem 4 follows from Theorem 2 and Claim 9 with ε set to 1 /3.
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A Minimax principle: proof of Fact 2
Fix an integer ℓ. Let D ℓ be the finite set of all deterministic query algorithms on k bits with worst-case complexity at most ℓ. Let H k := {0, 1} k . For algorithm A ∈ D ℓ and input x ∈ H k , let E(A, x) = 1 if (x, A(x)) / ∈ h, and 0 otherwise. By von Neumann's minimax principle,
where σ and µ range over probability distributions over D ℓ and H k respectively. Note that in equation (6), we can assume that the maximum in the left hand side is over point distributions on H k , i.e., distributions that assign weight 1 to some input x ∈ H k . Similarly we can assume that the minimum in the right hand side is over point distributions on D ℓ . Thus we have that,
From equation (7) it follows that
where σ ranges over all probability distributions on
B Alternative characterization of sabotage complexity
We first go over the standard definition of sabotage complexity from [BK16] . Let g ⊆ {0, 1} m × {0, 1} be a partial function. From g, define a partial function g sab : P → { * , †}, where now P ⊆ {0, 1, * , †} n is defined in the following way. Let P * ⊆ {0, 1, * } be the largest set such that for all z ∈ P * there exist x, y with g(x) = g(y) and both x and y are consistent with the non-star coordinates of z. Define P † ⊆ {0, 1, †} analogously with † instead of * . Then P = P * ∪ P † . Finally, define g sab (z) = * if z ∈ P * and g sab (z) = † if z ∈ P † . The sabotage complexity of g is defined as RS(g) = R 0 (g sab ).
For a tree T computing g, and strings x, y such that g(x) = g(y), let sep T (x, y) denote the depth of the node v in T such that x and y both reach v yet x q(v) = y q(v) where q(v) is the index queried at node v. We have the following alternative characterization of sabotage complexity.
Theorem 10. Let g ⊆ {0, 1} m × {0, 1} be a partial function. Then
In the first equation the minimum is taken over zero-error randomized algorithms T for g. In the second equation, the maximum is taken over distributions over pairs (x, y) where g(x) = 0, g(y) = 1, and the minimum is taken over deterministic trees T computing g.
Proof.
That the right hand side of the first line is equal to the second line follows by von Neumann's minimax theorem [von28] . Now we focus on establishing the first line. We first show that RS(g) is at most the right hand side of the first line. Let T * achieve the minimum of the expression on the right hand side. Let z ∈ P be any sabotaged input. Then there are x * , y * with g(x * ) = g(y * ) such that x * and y * only differ where z has special symbols. Thus any query that separates x * and y * will also find a special symbol. The expected number of queries to separate x * and y * is at most max x,y E T ∼T * [sep T (x, y)], thus the left hand side is at most the right hand side.
For the other direction, let T * be an optimal zero-error randomized algorithm computing g sab . For any x, y with g(x) = g(y) we can create z * ∈ P * such that z * has * in those positions where x, y disagree, and z * agrees with x, y in those positions where they agree with each other.. Let z † equal z * with * replaced by †. Now T * is able to distinguish between z * and z † using an expected number of queries that is at most RS(g). Any query that distinguishes z * and z † is also a query that separates x and y, as z * and z † only differ where x and y do. This means
showing that the right hand side is at most the left hand side.
C Information Theory
Let X be a random variable supported on a finite set {x 1 , . . . , x s }. Let E be any event in the same probability space. Let P[·] denote the probability of any event. The conditional entropy H(X | E) of X conditioned on E is defined as follows.
Definition 11 (Conditional entropy).
.
An important special case is when E is the entire sample space. In that case the above conditional entropy is referred to as the entropy H(X) of X.
Definition 12 (Entropy).
Let Y be another random variable in the same probability space as X, taking values from a finite set {y 1 , . . . , y t }. Then the conditional entropy of X conditioned on Y , H(X | Y ), is defined as follows.
Definition 13. 
Theorem 11 (Chain rule of mutual information). Let X 1 , . . . , X k , Y, Z be random variables in the same probability space, taking values from finite sets. Then,
Definition 15 (Kullback-Leibler Divergence). Given two probability distributions P and Q on a finite set U , the Kullback-Leibler diverrgence from Q to P, denoted by D(P ||Q), is defined as:
Given two random variables X and Y taking values in a finite set U , Let X⊗Y be distribution over ordered pairs of elements of U (i.e., over elements of U ×U ), where the elements are sampled independently according to distributions of X and Y respectively. Let (X, Y) denote the joint distribution of X and Y. The following fact can be easily verified. Definition 16. Given two probability distributions P and Q on a finite set U , the L 1 -distance between P and Q, denoted by ||P − Q|| 1 , is defined as:
Pinsker's inequality, stated below, bounds D(P ||Q) in terms of |P(u) − Q(u)| from below.
Theorem 13 (Pinsker's inequality). Given two probability distributions P and Q on a finite set U ,
D Proof of Theorem 5
In this section we show that Pr[
To save writing, we fix z ∈ {0, 1} t and Q and let A(v) := A z (v, Q) be the event that P(B, Q) reaches node v on input z, and B(v) := B z (v, Q)] be the event that B reaches node v under the distribution γ z (Q). Additionally, we write (µ 0 , µ 1 ) = ((µ
1 )) for a t-tuple of pairs of distributions. In the following when we write E (µ 0 ,µ 1 )∼Q t this expectation is taken with respect to drawing each (µ
. We prove by induction on d(v), the depth of a node v, that
for any (µ 0 , µ 1 ). This will give the claim. is queried at u. Without loss of generality we assume that v = u 0 . We split the proof into the following two cases.
• Case 1:
Conditioned on A(u), (µ 0 , µ 1 ) and QUERY i = 1, the probability that P reaches v is Pr
. Also, conditioned on A(u), (µ 0 , µ 1 ) and QUERY i = 0 the probability that P reaches v is exactly equal to the probability that the real number r sampled at u lies in [0, Pr
, which is equal to
Now condition on B(u) and (µ 0 , µ 1 ). The probability that B reaches v is exactly equal to the probability that x (j) i = 0 when x is sampled according to the distribution γ z ((µ 0 , µ 1 )) conditioned on the event that x ∈ u. Note that in the distribution γ z ((µ 0 , µ 1 )) , the x k 's are independently distributed. Thus, • Case 2:
. Let v ′ = u 1 . By an argument similar to Case 1, we have that
Now,
E Proof of Theorem 7
Towards a contradiction, assume that
By averaging, there exists a
Let us focus on the expression on the left hand side. Recall that there are two kinds of randomness in this expectation, the choice of the random numbers r in P(B, Q) and the choice of (µ 0 , µ 1 ) ∼ Q t . We separate out these two as follows:
where (µ 0 , µ 1 ) −(k) is a t − 1-tuple of pairs of distributions without the k th coordinate. This further means that there is a fixing of the randomness r and the (t − 1)-tuple of pairs distri-
With such a fixed setting, however, P(B, Q) creates a query process equivalent to P(B ′ , Q) run on z i ∈ {0, 1} for a deterministic query algorithm B ′ running on inputs from {0, 1} m and such that (
is the same as that as
1 ))] conditioned on the earlier fixing of (µ 0 , µ 1 )
and the randomness r. Thus
F Proof of Claim 7
Let v k be the random vertex at which the B makes its k-th query when it is run on x; If B terminates before making k queries, define v k := ⊥. Let E denote the event that in at most 10d 2 queries, the computation of B does not reach a vertex v such that Pr
. Since B computes g on the supports of µ 0 and µ 1 , therefore if E happens then the computation of B does not reach a leaf within 10d 2 queries. We split the proof into the following two cases. 
. Let w be the random leaf of the subtree of B ′ rooted at v at which the computation ends. The probability that B ′ errs is at most
(By Jensen's inequality and linearity of expectation)
Thus we have shown that conditioned on E the probability that B ′ errs is at most 1 3 . Hence, the probability that B ′ errs is at most . Conditioned on (a 1 , . . . , a 10d 2 ) ∈ L, the probability that B ′ errs is at most 
Taking the absolute difference of (16) and (15) 
The Claim follows by adding (17) over z 1 , z 2 and using (14).
Let B be run on a random input x sampled from µ. The next claim proves a lower bound on the expected sum of ∆(v) for the random vertices v in the transcript of B. Recall from Appendix F that v k is the random vertex at which the k-th query is made; If B terminates before making k queries, define v k := ⊥. To prove Claim 16 we need the following claim.
Claim 17. Note that if B terminates before making t queries, v t = ⊥ and ∆(v t ) = 1.
Proof of Claim 17. Let us sample vertices u k of B as follows:
1. Set z = 1 with probability Pr x∼µ [g(x) = 1], 0 with probability Pr x∼µ [g(x) = 1] 2. Run P(B, µ 0 , µ 1 ) on the 1-bit input z.
2 See Appendix C for definition of Kullback-Leibler divergence and L1-distance. The following observation will be useful in the proof of Claim 16.
Observation 18. Let v be any node of B, such that the associated subcube has non-empty intersections with the supports of both µ 0 and µ 1 . Let µ ′ 0 := µ 0 | v and µ ′ 1 := µ 1 | v. Let B v denote the subtree of B rooted at v. Then B v is an optimal decision tree for µ ′ 0 and µ ′ 1 .
Proof. If B v is not an optimal decision tree for µ ′ 0 and µ ′ 1 then we could replace it by an optimal decision tree for µ ′ 0 and µ ′ 1 , and for the resultant decision tree B ′ , the expected value of N 1 in P(B ′ , µ 0 , µ 1 ) will be smaller than that in P(B, µ 0 , µ 1 ). This will contradict the optimality of B.
Proof of Claim 16. For i = 0, . . . , c − 1, let w be any vertex at depth 10id + 1 consistent with E, such that Pr x∼µ 0 [x ∈ w], Pr x∼µ 1 [x ∈ w] = 0. Consider the subtree T of B rooted at w. Let w 1 := w and w ℓ be the random vertex at depth ℓ of T, when T is run on a random input from µ | w, or ⊥ if T terminates before ℓ queries. By Observation 18, T is an optimal decision tree for distributions µ ′ 0 := µ 0 | w, µ ′ 1 := µ 1 | w. From Claim 17 we have that, 
Where ∆(w ℓ ) is with respect to distributions µ ′ 0 and µ ′ 1 . Since µ ′ 0 | w ℓ = µ 0 | w ℓ and µ ′ 1 | w ℓ = µ 1 | w ℓ , ∆(w ℓ ) in (18) is also with respect to distributions µ 0 and µ 1 . Now, when w is the random vertex v 10id+1 , w ℓ is the random vertex v 10id+ℓ . Thus from (18) we have that,
The claim follows by adding (19) over i = 0, . . . , c − 1.
Now we are ready to prove Claim 14. By setting c = d and invoking Claim 16 we have,
