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Abstract
Finite XXZ chain with double boundaries is considered at critical regime −1 <
∆ < 1. We construct the eigenvectors of finite Hamiltonian by means of the vertex
opertors and the quasi-boundary states. Using the free field realizations of the
vertex operators and the quasi-boundary states, integral representations for the
correlation functions are derived.
1 Introduction
The XXZ chain is a fundamental model in understanding of the integrable systems.
Many attentions have been paid to the XXZ integrable systems [1, 2]. The purpose of
this paper is to derive correlation functions for finite XXZ chain with double boundaries
at critical regime −1 < ∆ < 1, by means of the free field approach.
In the earlier works [3, 4] the XXZ chain with a boundary was considered at massive
regime ∆ < −1, in the framework of the free field approach. The integral representa-
tions of the correlation functions were derived. It was shown that boundary quantum
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Knizhnik-Zamolodchikov equations with the certain shift, governed the correlation func-
tions. The Uq(ŝln)-generalization of the papers on the XXZ chain [3, 4] was given in
[5, 6]. In the paper [7] results for finite XXZ chain at massive regime ∆ < −1 were
extended to critical regime −1 < ∆ < 1, using bosonizations of vertex operators [8].
Y.Fujii and M.Wadati [9] noticed that solutions of boundary quantm Knizhnik-
Zamolodchikov equations without shift became eigenstates of finite XXZ chain with
double boundaries. They constructed eigenstates of finite XXZ chain with double
boundaries at massive regime ∆ < −1, by means of the free field approach. In the
present paper we shall study finite XXZ chain with double boundaries at critical regime
−1 < ∆ < 1. We shall derive the correlation functions as integrals of meromorphic
functions involving Multi-Gamma functions.
Now a few words about organiozation of this paper. In section 2 we formulate the
problem. In section 3 we construct the realizations of eigenstates. In section 4 we derive
integral representations for the correlation functions. In Appendix A we summarized
the bosonizations of the vertex operators [8]. In Appendix B we summarized the Multi-
Gamma functions.
2 Boundary quantum KZ-equation
In 1984 I.V.Cherdnik [10] proposed the following systems of difference equations, now
called boundary quantum Knizhnik-Zamolodchikov equations.
F (β1, · · · , βj + iλ, · · · , βN)
= Tj(β1, · · · , βN |λ)F (β1, · · · , βj , · · · , βN), (j = 1, · · · , N), (2.1)
where the shift operator Tj(β1 · · ·βN |λ) is given by
Tj(β1, · · · , βN |λ) = Rj,j−1(βj − βj−1 + iλ) · · ·Rj,1(βj − β1 + iλ)K¯j(βj)
× R1,j(β1 + βj) · · ·Rj−1,j(βj−1 + βj)Rj+1,j(βj+1 + βj) · · ·RN,j(βN + βj)
× Kj(βj)Rj,N(βj − βN) · · ·Rj,j+1(βj − βj+1). (2.2)
The R-matrix R(β) and the boundary K-matrix K(β), K¯(β) are specified later. The
solutions of the boundary quantum KZ equations represent various physical quantities.
For the case of the shift parameter λ = 2π, the certain solutions of the quantum KZ
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equations represents N -point correlation functions for the massless XXZ chain with a
boundary [7], which is described by the following Hamiltonian :
H = −1
2
∞∑
n=1
(
σxn+1σ
x
n + σ
y
n+1σ
y
n +∆σ
z
n+1σ
z
n
)
+ hσz1 , (2.3)
where we set a parameter −1 < ∆ < 1 and a parameter h represents the boundary
external field. The σxn, σ
y
n and σ
z
n stand for the Pauli matrices acting on the n-th site of
the half Infinite spin chain : · · · ⊗ C2 ⊗ C2 ⊗ C2. The author [7] derived the integrale
representations of the correlation functions for the above model.
In the present paper we shall consider the case of the shift parameter λ = 0. In this
case the solution of the boundary quantum KZ equation (2.1) represents the eigenvector
of finite XXZ chain with double boundaries at critical regime −1 < ∆ < 1. The
Hamiltonian HF of our considering model is given by
HF = −1
2
N−1∑
n=1
(
σxn+1σ
x
n + σ
y
n+1σ
y
n +∆σ
z
n+1σ
z
n
)
+ h1σ
z
1 + hNσ
z
N , (2.4)
where we set a parameter −1 < ∆ < 1. Parameters h1, hN represent the boundary
external fields. The σxn, σ
y
n and σ
z
n stand for the Pauli matrices acting on the n-th site of
the Finite spin chain : (C2)
⊗N
.
Let us set the R-matrix as
R(β) = r(β)

1
b(β) c(β)
c(β) b(β)
1
 , (2.5)
where we set the components as
b(β) = −
sh
(
β
ξ + 1
)
sh
(
β + πi
ξ + 1
) , c(β) = sh
(
πi
ξ + 1
)
sh
(
β + πi
ξ + 1
) . (2.6)
Here we set
r(β) = −S2(iβ|2π, π(ξ + 1))S2(−iβ + π|2π, π(ξ + 1))
S2(−iβ|2π, π(ξ + 1))S2(iβ + π|2π, π(ξ + 1)) , (2.7)
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where S2(β|ω1ω2) is the double sine function defined in Appendix B.
Let {v+, v−} denote the natural basis of V = C2. When viewed as an operator on V ⊗V ,
the matrix elements of R(β) are defined by
R(β)vk1 ⊗ vk2 =
∑
j1,j2=±
vj1 ⊗ vj2R(β)k1k2j1j2 . (2.8)
The R-matrix satisfies the Yang-Baxter equation :
R12(β1 − β2)R13(β1 − β3)R23(β2 − β3) = R23(β2 − β3)R13(β1 − β3)R12(β1 − β2). (2.9)
The normalization factor r0(β) is so chosen that the unitarity and crossing relations are
R12(β)R21(−β) = id, (2.10)
R(−β)k1k2j1j2 = R(β − πi)−j2k1−k2j1. (2.11)
Let us set the boundary K-matrix K(β) by
K(β) = k(β)

1 0
0
sh
(
ν + β
ξ + 1
)
sh
(
ν − β
ξ + 1
)
 , (2.12)
where the normalization factor is given by
k(β) = k0(β)k1(β), (2.13)
where
k0(β) =
S2(−2iβ + 4π|4π, π(ξ + 1))S2(2iβ + 3π|4π, π(ξ + 1))
S2(2iβ + 4π|4π, π(ξ + 1))S2(−2iβ + 3π|4π, π(ξ + 1)) , (2.14)
k1(β) =
S2(−iβ + iν + π|2π, π(ξ + 1))S2(iβ + iν + 2π|2π, π(ξ + 1))
S2(iβ + iν + π|2π, π(ξ + 1))S2(−iβ + iν + 2π|2π, π(ξ + 1)) . (2.15)
The matrix elements K(β)kj are defined by
K(β)vk =
∑
j=±
vjK(β)
k
j . (2.16)
The R-matrix and the K-matrix satisfy the Boundary Yang-Baxter equation.
K2(β2)R21(β1 + β2)K1(β1)R12(β1 − β2) = R21(β1 − β2)K1(β1)R12(β1 + β2)K2(β2).(2.17)
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The normalization factor k(β) is so chosen that the boundary unitarity and the boundary
crossing relations are
K(β)K(−β) = id, (2.18)
K
(
β +
πi
2
)j
j
=
∑
k=±
R(2β)−j,jk,−kK
(
−β + πi
2
)k
k
. (2.19)
Let us set the boundary K-matrix K¯(β) by
K¯(β) = K(β)|µ↔ν . (2.20)
Note. For the another shift parameter λ = 2π case, we take another choice of the
K-matrix K¯(β). See the reference [7].
The derivatives of R-matrix and K-matrix are given by
∂
∂β
Rj,j+1(β)Pj,j+1
∣∣∣∣
β=0
=
−1
2(ξ + 1)
× 1
sh
(
πi
ξ + 1
) (σxj σxj+1 + σyjσyj+1 +∆σzjσzj+1)+ const. (2.21)
∂
∂β
Kj(β)
∣∣∣∣
β=0
=
−1
ξ + 1
×
ch
(
ν
ξ + 1
)
sh
(
ν
ξ + 1
)σzj + const. (2.22)
Here the anisotropic parameter ∆ = −cos
(
π
ξ+1
)
.
Therefore the shift operator Tj(β1 · · ·βN |0) is related to the Hamiltonian HF (2.4) as
following.
sh
(
πi
ξ + 1
)
× ξ + 1
2
×
(
∂
∂βj
Tj
)
(0, · · · , 0|0) = HF + const. (2.23)
Here the boundary magnetic fields h1, hN are related with parameters µ, ν,
h1 = −1
2
× sh
(
πi
ξ + 1
) ch( ν
ξ + 1
)
sh
(
ν
ξ + 1
) , hN = −1
2
× sh
(
πi
ξ + 1
) ch( µ
ξ + 1
)
sh
(
µ
ξ + 1
) . (2.24)
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We have
Tj(0, · · · , 0|0) = id. (2.25)
Let us set the eigenvector |β1 · · ·βN〉 by
Tj(β1, · · · , βN |0)|β1, · · · , βN〉 = |β1, · · · , βN〉. (2.26)
Let us set the dual eigenvector by
〈β1, · · · , βN |Tj(β1, · · · , βN |0) = 〈β1, · · · , βN |. (2.27)
The above eigenvectors satisfy the followings.
HF |0, · · · , 0〉 = Const.|0, · · · , 0〉, 〈0, · · · , 0|HF = Const.〈0, · · · , 0|. (2.28)
In the next section we shall construct the eigenvector |β1 · · ·βN〉 explicitly.
3 Eigenvectors
In this section we solve following eigenvector problem.
Tj(β1, · · · , βN |0)|β1, · · · , βN〉 = |β1, · · · , βN〉. (3.1)
The eigenvector is realized by using the vertex operators Φj(β).
|β1, · · · , βN〉 = 1〈G|G〉
∑
ǫ1···ǫN=±
〈G|Φǫ1(β1) · · ·ΦǫN (βN)|G〉(vǫ1 ⊗ · · · ⊗ vǫN ). (3.2)
Here the vector |G〉 and the dual vector 〈G| are characterized by the following relations.
〈G|Φj(β) = K¯(β)jj〈G|Φj(−β), (j = ±), (3.3)
Φj(−β)|G〉 = K(β)jjΦj(β)|G〉, (j = ±), (3.4)
We call the auxiliary states 〈G| and |G〉 “quasi-boundary state”. Using the following
commutation relation of the vertex operator and the characterizing relations (3.3, 3.4)
of the quasi-boundary state, we have the equation (3.1).
Φj1(β1)Φj2(β2) =
∑
k1,k2=±
R(β1 − β2)k1,k2j1,j2 Φk2(β2)Φk1(β1). (3.5)
6
We give the free field realization of the quasi-boundary state.
Let us introduce the free bosons b(t), (t ∈ R) by
[b(t), b(t′)] =
sh
(
πt
2
)
sh(πt)sh
(
πtξ
2
)
tsh
(
πt(ξ + 1)
2
) δ(t+ t′). (3.6)
Let us set the Fock space H generated by the vacuum vector 〈vac| which satisfies
〈vac|b(−t) = 0, if t > 0. (3.7)
The quasi-boundary state 〈G| is realized as followings.
〈G| = 〈vac|eG, (3.8)
Here we have set
G =
1
2
∫ ∞
0
G2(t|µ)
[b(t), b(−t)]b(t)
2dt+
∫ ∞
0
G1(t|µ)
[b(t), b(−t)]b(t)dt, (3.9)
where
G2(t|µ) = −1, (3.10)
G1(t|µ) = 1
t
sh
(π
2
t
)
sh
(
(−iµ+ π
2
ξ)t
)
sh
(π
2
(ξ + 1)t
) + 1
t
sh
(π
4
t
)
sh
(π
2
t
)
ch
(π
4
ξt
)
sh
(π
4
(ξ + 1)t
) . (3.11)
Let us prove the relation (3.3). In what follows we use the abberiviations.
U+(β) = exp
(
−
∫ ∞
0
b(t)
shπt
eiβtdt
)
, U−(β) = exp
(∫ ∞
0
b(−t)
shπt
e−iβtdt
)
, (3.12)
U¯+(α) = exp
(∫ ∞
0
b(t)
shπ
2
t
eiαtdt
)
, U¯−(α) = exp
(
−
∫ ∞
0
b(−t)
shπ
2
t
e−iαtdt
)
. (3.13)
In what follows we omit non-essential constant factors.
At first we explain the formulas of the form
X(β1)Y (β2) = CXY (β1 − β2) : X(β1)X(β2) :, (3.14)
where X, Y = Uj , and CXY (β) is a meromorphic function on C. These formulae follow
from the commutation relation of the free bosons. When we compute the contraction of
the basic operators, we often encounter an integral∫ ∞
0
F (t)dt, (3.15)
7
which is divergent at t = 0. Here we adopt the following prescription for regularization
: it should be understood as the countour integral,∫
C
F (t)
log(−t)
2πi
dt, (3.16)
where the countour C is given by
0
Contour C
The actions of the basic oprtaors on quasi-boundary state 〈G| are evaluated as followings.
〈G|U−(β) = Const.m(β)〈G|U+(−β), (3.17)
〈G|U¯−(α) = Const.J(α)〈G|U¯+(−α). (3.18)
Here we have set
m(β) =
Γ2(2iβ + 4π|2ω1ω2)Γ2(2iβ + π(ξ + 1)|2ω1ω2)
Γ2(2iβ + 3π|2ω1ω2)Γ2(2iβ + π(ξ + 2)|2ω1ω2)
× Γ2(iβ + iµ+ π|ω1ω2)Γ2(iβ − iµ+ π(ξ + 2)|ω1ω2)
Γ2(iβ + iµ+ 2π|ω1ω2)Γ2(iβ − iµ+ π(ξ + 1)|ω1ω2) , (3.19)
J(α) = α×
Γ
(
−iµ+iα
π(ξ+1)
+ 1− 1
2(ξ+1)
)
Γ
(
iµ+iα
π(ξ+1)
+ 1
2(ξ+1)
) . (3.20)
We have
〈G|Φ+(β) = m(β)〈G|U+(β)U+(−β). (3.21)
Because the function m(β) satisfies
K¯(β)++ =
m(β)
m(−β) , (3.22)
we have proved the ′′+′′-part of the characterizing relation (3.3).
We will prove the ′′−′′-part of the equation (3.3). Using the actions formulae of the basic
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operators on the quasi-boundary state, we have the following.
〈G|Φ−(β) = Const.m(β)
∫ ∞
−∞
dα× α×
∏
ǫ1,ǫ2=±
Γ
(
i(ǫ1α + ǫ2β)
π(ξ + 1)
+
1
2(ξ + 1)
)
× sh
(
α + β
ξ + 1
+
πi
2(ξ + 1)
) Γ(−iµ+iα
π(ξ+1)
+ 1− 1
2(ξ+1)
)
Γ
(
iµ+iα
π(ξ+1)
+ 1
2(ξ+1)
)
× 〈G|U+(β)U+(−β)U¯+(α)U¯+(−α). (3.23)
Note that the operator part of the above equation : 〈G|U−(β)U−(−β)U¯−(α)U¯−(−α) is
invariant under the changes of variables : α↔ −α, β ↔ −β.
We have
m(β)−1sh
(
µ− β
ξ + 1
)
〈G|Φ−(β)−m(−β)−1sh
(
µ+ β
ξ + 1
)
〈G|Φ−(−β)
= Const.× sh
(
2β
ξ + 1
)∫ ∞
−∞
dα
∏
ǫ1,ǫ2=±
Γ
(
i(ǫ1α + ǫ2β)
π(ξ + 1)
+
1
2(ξ + 1)
)
×
∏
ǫ=±
Γ
(
i(−µ + ǫα)
π(ξ + 1)
+ 1− 1
2(ξ + 1)
)
× α
∏
ǫ=±
sh
(
µ+ ǫα
ξ + 1
− πi
2(ξ + 1)
)
× 〈G|U−(β)U−(−β)U¯−(α)U¯−(−α). (3.24)
The integrand of (RHS) is anti-symmetric to a change of integral variable α ↔ −α. It
means the left-hand side becomes zero after taking integral. Therefore we get
m(−β)sh
(
µ− β
ξ + 1
)
〈G|Φ−(β) = m(β)sh
(
µ+ β
ξ + 1
)
〈G|Φ−(−β). (3.25)
We have proved the ′′−′′-part of the characterizing relation (3.3).
The quasi-boundary state |G〉 is given by the following.
|G〉 = eG∗|vac〉, (3.26)
where
G∗ =
1
2
∫ ∞
0
G∗2(t|µ)
[b(t), b(−t)]b(−t)
2dt+
∫ ∞
0
G∗1(t|µ)
[b(t), b(−t)]b(−t)dt, (3.27)
where
G∗2(t|µ) = G2(t|µ), G∗1(t|µ) = −G1(t|µ). (3.28)
As the same manner as the above we can prove the characterizing equations (3.4).
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Note. When we consider the massless XXZ chain with a boundary [7]. We introduce
the boundary state |B〉 and the dual boundary state 〈B|. Left quasi-boundary state 〈G|
differes from the dual boundary state 〈B|. Right quasi-boundary state |G〉 coincides with
the boundary state |B〉. Physically the boundary state |B〉 of the paper [7] coresponds to
the vacuum expectation value 〈G|Φ(β1) · · ·Φ(βN )|G〉 of the present paper. Both quantities
|B〉 and 〈G|Φ(β1) · · ·Φ(βN)|G〉 represent an eigenvector of the Hamiltonian for each
model.
Let us construct the dual stationary state,
〈β1, · · ·βN |Tj(β1, · · · , βN |0) = 〈β1, · · ·βN |. (3.29)
The dual stationary state is realized by using the dual vertex operators Φ∗j (β).
〈β1, · · ·βN | = 1〈F |F 〉
∑
ǫ1,··· ,ǫN=±
〈F |Φ∗ǫ1(β1) · · ·Φ∗ǫN (βN)|F 〉(v∗ǫ1 ⊗ · · · ⊗ v∗ǫN ). (3.30)
The dual vertex operators are related to the vertex operators,
Φ∗j (β) = Φ−j(β + πi), (j = ±). (3.31)
The quasi-boundary state 〈F | and |F 〉 are characterized by
〈F |Φ∗j(β) = K(β)jj〈F |Φ∗j(−β), (j = ±), (3.32)
Φ∗j (−β)|F 〉 = K¯(β)jjΦ∗j (β)|F 〉, (j = ±). (3.33)
The quasi-boundary states 〈F | and |F 〉 are realized as followings.
〈F | = 〈vac|eF , |F 〉 = eF∗|vac〉. (3.34)
Here we have set
F =
1
2
∫ ∞
0
F2(t|µ)
[b(t), b(−t)]b(t)
2dt+
∫ ∞
0
F1(t|µ)
[b(t), b(−t)]b(t)dt, (3.35)
F ∗ =
1
2
∫ ∞
0
F ∗2 (t|ν)
[b(t), b(−t)]b(−t)
2dt+
∫ ∞
0
F ∗1 (t|ν)
[b(t), b(−t)]b(−t)dt, (3.36)
where
F2(t|µ) = −e−2πt, (3.37)
F1(t|µ) = e
−πt
t
sh
(
πt
2
)
sh
(
(iµ− πξ
2
− π)t
)
sh
(π
2
(ξ + 1)t
) + e−πt
t
sh
(
πt
2
)
sh
(
πt
4
)
ch
(π
4
ξt
)
sh
(π
4
(ξ + 1)t
) .
(3.38)
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F ∗2 (t|ν) = −e2πt, (3.39)
F ∗1 (t|ν) = −e2πt × F1(t|ν). (3.40)
The characterizing relations are proved as the same manner. Here we omit details.
Formally other eigenvectors are constructed by inserting the type-II vertex operators.∑
ǫ1···ǫN=±
〈G|Φǫ1(β1) · · ·ΦǫN (βN)Ψ∗j1(ξ1) · · ·Ψ∗jM (ξM)|G〉(vǫ1 ⊗ · · · ⊗ vǫN ). (3.41)
4 Correlation Functions
In this section we calculate the vacuum expectation values of the type-I vertex oper-
ators, and obtain them as integrals of meromorphic functions involving Multi-Gamma
functions. We compute the following 2N -point function,
Pǫ∗
1
,··· ,ǫ∗
N
;ǫN ,··· ,ǫ1;η({β∗j }; {βj})
=
〈Fη|Φǫ∗
1
(β∗1) · · ·Φǫ∗N (β∗N)|Fη〉
〈Fη|Fη〉 ×
〈Gη|ΦǫN (βN) · · ·Φǫ1(β1)|Gη〉
〈Gη|Gη〉 . (4.1)
Here we set the state 〈Gη|, |Gη〉 and 〈Fη|, |Fη〉 by
〈Gη| = 〈vac|eGη , |Gη〉 = eG∗η |vac〉, (4.2)
〈Fη| = 〈vac|eFη , |Fη〉 = eF ∗η |vac〉. (4.3)
where
Gη =
1
2
∫ ∞
0
e−ηtG2(t|µ))
[b(t), b(−t)] b(t)
2dt+
∫ ∞
0
G1(t|µ)
[b(t), b(−t)]b(t)dt, (4.4)
G∗η =
1
2
∫ ∞
0
e−ηtG∗2(t|µ))
[b(t), b(−t)] b(−t)
2dt+
∫ ∞
0
G∗1(t|µ)
[b(t), b(−t)]b(−t)dt (4.5)
Fη =
1
2
∫ ∞
0
e−ηtF2(t|ν)
[b(t), b(−t)]b(t)
2dt+
∫ ∞
0
F1(t|ν)
[b(t), b(−t)]b(t)dt, (4.6)
F ∗η =
1
2
∫ ∞
0
e−ηtF ∗2 (t|ν)
[b(t), b(−t)]b(−t)
2dt+
∫ ∞
0
F ∗1 (t|ν)
[b(t), b(−t)]b(−t)dt. (4.7)
We have
lim
η→0
〈Gη| = 〈G|, lim
η→0
|Gη〉 = |G〉, lim
η→0
〈Fη| = 〈F |, lim
η→0
|Fη〉 = |F 〉. (4.8)
First we compute the normal-ordering of the vertex operators.
Let us denote by A the index set
A = {a|ǫa = −, 1 ≤ a ≤ N} (4.9)
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We have the following expressions.
〈Gη|ΦǫN (βN) · · ·Φǫ1(β1)|Gη〉
〈Gη|Gη〉
=
∏
1≤b2<b1≤N
Γ2 (i(βb2 − βb1) + 2π|ω1ω2) Γ2 (i(βb2 − βb1) + π(ξ + 1)|ω1ω2)
Γ2 (i(βb2 − βb1) + π|ω1ω2) Γ2 (i(βb2 − βb1) + π(ξ + 2)|ω1ω2)
×
∏
a∈A
∫ ∞
−∞
dαa
∏
a∈A
Γ
(
i(αa − βa)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(βa − αa)
π(ξ + 1)
+
1
2(ξ + 1)
)
×
∏
a2<a1
a1,a2∈A
(αa2 − αa1)
Γ
(
i(αa2 − αa1)
π(ξ + 1)
+ 1− 1
ξ + 1
)
Γ
(
i(αa2 − αa1)
π(ξ + 1)
+
1
ξ + 1
)

×
∏
a>b
a∈A,1≤b≤N
Γ
(
i(βb − αa)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(βb − αa)
π(ξ + 1)
+ 1− 1
2(ξ + 1)
) ∏
b>a
a∈A,1≤b≤N
Γ
(
i(αa − βb)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(αa − βb)
π(ξ + 1)
+ 1− 1
2(ξ + 1)
)
× Iη({βb}|{αa}). (4.10)
Let us denote by A∗ the undex set
A∗ = {a|ǫ∗a = +, 1 ≤ a ≤ N} (4.11)
We have the following expressions.
〈Fη|Φ∗ǫ1∗(β∗1 − πi) · · ·ΦǫN∗(β∗N − πi)|Fη〉
〈Fη|Fη〉
=
∏
1≤b1<b2≤N
Γ2 (i(βb2 − βb1) + 2π|ω1ω2) Γ2 (i(βb2 − βb1) + π(ξ + 1)|ω1ω2)
Γ2 (i(βb2 − βb1) + π|ω1ω2) Γ2 (i(βb2 − βb1) + π(ξ + 2)|ω1ω2)
×
∏
a∈A∗
∫ ∞
−∞
dαa
∏
a∈A∗
Γ
(
i(αa − βa)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(βa − αa)
π(ξ + 1)
+
1
2(ξ + 1)
)
×
∏
a1<a2
a1,a2∈A
∗
(αa2 − αa1)
Γ
(
i(αa2 − αa1)
π(ξ + 1)
+ 1− 1
ξ + 1
)
Γ
(
i(αa2 − αa1)
π(ξ + 1)
+
1
ξ + 1
)

×
∏
a<b
a∈A∗,1≤b≤N
Γ
(
i(βb − αa)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(βb − αa)
π(ξ + 1)
+ 1− 1
2(ξ + 1)
) ∏
b<a
a∈A∗,1≤b≤N
Γ
(
i(αa − βb)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
i(αa − βb)
π(ξ + 1)
+ 1− 1
2(ξ + 1)
)
× I∗η ({β∗b − πi}|{αa}). (4.12)
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Here we have set
Iη({βb}|{αa}) =
〈Gη| exp
(∫∞
0
XA(t)b(−t)dt
)
exp
(∫∞
0
YA(t)b(t)dt
) |Gη〉
〈Gη|Gη〉 , (4.13)
I∗η ({β∗b − πi}|{α}a) =
〈Fη| exp
(∫∞
0
XA∗(t)b(−t)dt
)
exp
(∫∞
0
YA∗(t)b(t)dt
) |Fη〉
〈Fη|Fη〉 . (4.14)
with
XA(t) =
N∑
b=1
e−iβbt
sh(πt)
−
∑
a∈A
e−iαat
sh
(
πt
2
) , (4.15)
YA(t) = −
N∑
b=1
eiβbt
sh(πt)
+
∑
a∈A
eiαat
sh
(
πt
2
) . (4.16)
We evaluate the quantities Iη({βb}|{αa}), I∗η ({β∗b − πi}|{αa}). Using the completeness
relation of the coherent state [3, 7], and performing the integral calculations, we have
Iη({βb}|{αa})
= exp
(∫ ∞
0
1
1− e−2ηt
sh
(
πt
2
)
sh (πt) sh
(
πξt
2
)
tsh
(
π
2
(ξ + 1)t
)
×
(
−1
2
e−ηtXA(t)
2 + e−2ηtXA(t)YA(t)− 1
2
e−ηtYA(t)
2
)
(4.17)
+
∫ ∞
0
1
1− e−2ηt {(G1(t|µ)− e
−ηtG∗1(t|ν))XA(t) + (G∗1(t|ν)− e−ηtG1(t|µ))YA(t)}dt
)
.
and
I∗η ({β∗b − πi}|{αa})
= exp
(∫ ∞
0
1
1− e−2ηt
sh
(
πt
2
)
sh (πt) sh
(
πξt
2
)
tsh
(
π
2
(ξ + 1)t
)
×
(
−1
2
e−ηt−2πtXA∗(t)
2 + e−2ηtXA∗(t)YA∗(t)− 1
2
e−ηt+2πtYA∗(t)
2
)
(4.18)
+
∫ ∞
0
1
1− e−2ηt {(F1(t|µ)− e
−ηt−2πtF ∗1 (t|ν))XA∗(t) + (F ∗1 (t|ν)− e−ηt+2πtF1(t|µ))YA∗(t)}dt
)
.
In what follows we use the abberiviations :
ω1 = 2π, ω2 = π(ξ + 1), ω3 = 2η, µ+ = µ, µ− = ν, (4.19)
The vacuum expectation value is evaluated as following.
Iη({βb}|{αa}) = Iβη ({βb})Iβαη ({βb}|{αa})Iαη ({αa}). (4.20)
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Here we set
Iβη ({βb})
=
N∏
b=1
∏
ǫ=±
√
S3(2iǫβb + π + η|ω1ω2ω3)
S3(2iǫβb + 2π + η|ω1ω2ω3)
∏
b1<b2
∏
ǫ=±
Γ2(iǫ(βb1 − βb2) + π|ω1ω2)
Γ2(iǫ(βb1 − βb2) + 2π|ω1ω2)
×
∏
b1<b2
∏
ǫ=±
S3(iǫ(βb1 + βb2) + π + η|ω1ω2ω3)S3(iǫ(βb1 − βb2) + π|ω1ω2ω3)
S3(iǫ(βb1 + βb2) + 2π + η|ω1ω2ω3)S3(iǫ(βb1 − βb2) + 2π|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
Γ3(iǫβb + iµǫ + π|ω1ω2ω3)Γ3(iǫβb − iµǫ + πξ + 2π|ω1ω2ω3)
Γ3(iǫβb − iµǫ + πξ + π|ω1ω2ω3)Γ3(iǫβb + iµǫ + 2π|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
Γ3(−iǫβb + η + iµǫ + π|ω1ω2ω3)Γ3(−iǫβb + η − iµǫ + πξ + 2π|ω1ω2ω3)
Γ3(−iǫβb + η − iµǫ + πξ + π|ω1ω2ω3)Γ3(−iǫβb + η + iµǫ + 2π|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβb + π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβb + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 3π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβb + πξ + π|2ω1, ω2, 2ω3)Γ3(2iǫβb + πξ + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβb + πξ + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβb + πξ + 3π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβb + 2η + π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 2η + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβb + 2η + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 2η + 3π|2ω1, ω2, 2ω3) (4.21)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβb + 2η + πξ + π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 2η + πξ + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβb + 2η + πξ + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβb + 2η + πξ + 3π|2ω1, ω2, 2ω3)
Iαη ({αa})
=
∏
a∈A
∏
ǫ=±
√
S2(2iǫαa + η|ω2ω3)
S2(2iǫαa + πξ + η|ω2ω3)
∏
a1<a2
∏
ǫ=±
Γ
(
i(αa1−αa2)
π(ξ+1)
+ 1
ξ+1
)
Γ
(
i(αa1−αa2 )
π(ξ+1)
+ 1
)
×
∏
a1<a2
∏
ǫ=±
S2(iǫ(αa1 + αa2) + η|ω2ω3)S2(iǫ(αa1 − αa2) + π|ω2ω3)
S2(iǫ(αa1 + αa2) + πξ + η|ω2ω3)S2(iǫ(αa1 − αa2) + π(ξ + 1)|ω2ω3)
×
∏
a∈A
∏
ǫ=±
Γ2(iǫαa + πξ +
π
2
− iµǫ|ω2ω3)Γ2(−iǫαa + η + πξ + π2 − iµǫ|ω2ω3)
Γ2(iǫαa +
π
2
+ iµǫ|ω2ω3)Γ2(−iǫαa + η + π2 + iµǫ|ω2ω3)
×
∏
a∈A
∏
ǫ=±
√
Γ2(2iǫαa + π|ω2, 2ω3)Γ2(2iǫαa + π(ξ + 1)|ω2, 2ω3)
Γ2(2iǫαa|ω2, 2ω3)Γ2(2iǫαa + πξ|ω2, 2ω3) (4.22)
×
∏
a∈A
∏
ǫ=±
√
Γ2(2iǫαa + 2η + π|ω2, 2ω3)Γ2(2iǫαa + 2η + π(ξ + 1)|ω2, 2ω3)
Γ2(2iǫαa + 2η|ω2, 2ω3)Γ2(2iǫαa + 2η + πξ|ω2, 2ω3) .
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Iβαη ({βb}|{αa})
=
∏
a∈A
N∏
b=1
S2(i(αa + βb) + η + πξ +
π
2
|ω2ω3)
S2(i(αa + βb) + η +
π
2
|ω2ω3) (4.23)
×
∏
a∈A
N∏
b=1
∏
ǫ=±
{
Γ
(
iǫ(αa − βb)
π(ξ + 1)
+
1
2(ξ + 1)
)
S2
(
iǫ(αa − βb) + π
2
∣∣∣ω2ω3)}−1 .
The vacuum expectation value is evaluated as following.
I∗η ({β∗b − πi}|{αa}) = I∗βη ({β∗b})I∗βαη ({β∗b}|{αa})I∗αη ({αa}). (4.24)
Here we set
I∗βη ({β∗b})
=
N∏
b=1
∏
ǫ=±
√
S3(2iǫβ
∗
b + π + 2πǫ+ η|ω1ω2ω3)
S3(2iǫβ
∗
b + 2π + 2πǫ+ η|ω1ω2ω3)
∏
b1<b2
∏
ǫ=±
Γ2(iǫ(β
∗
b1
− β∗b2) + π|ω1ω2)
Γ2(iǫ(β
∗
b1
− β∗b2) + 2π|ω1ω2)
×
∏
b1<b2
∏
ǫ=±
S3(iǫ(β
∗
b1
+ β∗b2) + π + 2πǫ+ η|ω1ω2ω3)S3(iǫ(β∗b1 − β∗b2) + π|ω1ω2ω3)
S3(iǫ(β∗b1 + β
∗
b2
) + 2π + 2πǫ+ η|ω1ω2ω3)S3(iǫ(β∗b1 − β∗b2) + 2π|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
Γ3(iǫβ
∗
b − iµǫ + πξ + 2π + πǫ|ω1ω2ω3)Γ3(iǫβ∗b + iµǫ + πǫ+ π|ω1ω2ω3)
Γ3(iǫβ∗b + iµǫ + πǫ|ω1ω2ω3)Γ3(iǫβ∗b − iµǫ + πξ + 3π + πǫ|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
Γ3(−iǫβ∗b − iµǫ + η + πξ + 2π − πǫ|ω1ω2ω3)Γ3(−iǫβ∗b + η + iµǫ + π − πǫ|ω1ω2ω3)
Γ3(−iǫβ∗b + iµǫ + η − πǫ|ω1ω2ω3)Γ3(−iǫβ∗b − iµǫ + η + πξ + π − πǫ|ω1ω2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβ∗b + 2πǫ+ π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβ∗b + 2πǫ+ 2π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ 3π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβ
∗
b + 2πǫ+ πξ + π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ πξ + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβ∗b + 2πǫ+ πξ + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ πξ + 3π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβ∗b + 2πǫ+ 2η + π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ 2η + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβ∗b + 2πǫ+ 2η + 2π|2ω1, ω2, 2ω3)Γ3(2iǫβ∗b + 2πǫ+ 2η + 3π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβ
∗
b + 2πǫ+ 2η + πξ + π|2ω1, ω2, 2ω3)
Γ3(2iǫβ∗b + 2πǫ+ 2η + πξ + 2π|2ω1, ω2, 2ω3)
×
N∏
b=1
∏
ǫ=±
√
Γ3(2iǫβ∗b + 2πǫ+ 2η + πξ + 4π|2ω1, ω2, 2ω3)
Γ3(2iǫβ
∗
b + 2πǫ+ 2η + πξ + 3π|2ω1, ω2, 2ω3)
. (4.25)
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I∗βαη ({β∗b}|{αa})
=
∏
a∈A∗
N∏
b=1
S2(i(αa + β
∗
b ) + η + πξ − 3π2 |ω2ω3)
S2(i(αa + β∗b ) + η − 3π2 |ω2ω3)
(4.26)
×
∏
a∈A∗
N∏
b=1
∏
ǫ=±
{
Γ
(
iǫ(αa − β∗b )
π(ξ + 1)
+
1
2(ξ + 1)
)
S2
(
iǫ(αa − β∗b ) +
π
2
∣∣∣ω2ω3)}−1 .
I∗αη ({αa})
=
∏
a∈A∗
∏
ǫ=±
√
S2(2iǫαa + 2πǫ+ η|ω2ω3)
S2(2iǫαa + πξ + 2πǫ+ η|ω2ω3)
∏
a1<a2
∏
ǫ=±
Γ
(
i(αa1−αa2 )
π(ξ+1)
+ 1
ξ+1
)
Γ
(
i(αa1−αa2)
π(ξ+1)
+ 1
)
×
∏
a1<a2
∏
ǫ=±
S2(iǫ(αa1 + αa2) + 2πǫ+ η|ω2ω3)S2(iǫ(αa1 − αa2) + π|ω2ω3)
S2(iǫ(αa1 + αa2) + πξ + 2πǫ+ η|ω2ω3)S2(iǫ(αa1 − αa2) + π(ξ + 1)|ω2ω3)
×
∏
a∈A
∏
ǫ=±
Γ2(iǫαa + iµǫ − π2 + πǫ|ω2ω3)Γ2(−iǫαa + η − π2 − πǫ+ iµǫ|ω2ω3)
Γ2(iǫαa − iµǫ + πξ + π2 + πǫ|ω2ω3)Γ2(−iǫαa + η + πξ + π2 − πǫ− iµǫ|ω2ω3)
×
∏
a∈A
∏
ǫ=±
√
Γ2(2iǫαa + 2πǫ+ π|ω2, 2ω3)Γ2(2iǫαa + 2πǫ+ π(ξ + 1)|ω2, 2ω3)
Γ2(2iǫαa + 2πǫ|ω2, 2ω3)Γ2(2iǫαa + 2πǫ+ πξ|ω2, 2ω3) (4.27)
×
∏
a∈A
∏
ǫ=±
√
Γ2(2iǫαa + 2πǫ+ 2η + π|ω2, 2ω3)Γ2(2iǫαa + 2πǫ+ 2η + π(ξ + 1)|ω2, 2ω3)
Γ2(2iǫαa + 2πǫ+ 2η|ω2, 2ω3)Γ2(2iǫαa + 2πǫ+ 2η + πξ|ω2, 2ω3) .
The magnetization on a site m is given by
〈σzm〉 =
∑
ǫ1,··· ,ǫN=±
ǫmPǫ1,··· ,ǫN ;ǫN ,··· ,ǫ1;0({0}|{0})∑
ǫ1,··· ,ǫN=±
Pǫ1,··· ,ǫN ;ǫN ,··· ,ǫ1;0({0}|{0})
. (4.28)
Note. In paper [9] the authors considered the following vacuum expectation value for
finite XXZ chain with double boundaries at massive regime,
〈vac|eFΦǫ∗
1
(ζ∗1 ) · · ·Φǫ∗N (ζ∗N)eF
∗
eGΦǫN (ζN) · · ·Φǫ1(ζ1)eG
∗ |vac〉
〈vac|eFeF ∗eGeG∗ |vac〉 ,
which is free from a difficulty of divergence. However it’s physical meaning is not clear.
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A Vertex Operators
Here we summarize the bosonizations of the vertex operators [8].
Let us set free bosons b(t)(t ∈ R) which satisfy
[b(t), b(t′)] =
sh
(
πt
2
)
sh(πt)sh
πtξ
2
tsh
πt(ξ + 1)
2
δ(t+ t′). (A.1)
Let us set a(t) by
b(t)sh
πt(ξ + 1)
2
= a(t)sh
πtξ
2
. (A.2)
The bosonization of the type-I vertex operators is given by
Φ+(β) = U(β), (A.3)
Φ−(β) =
∫
CI
dα : U(β)U¯(α) :
× Γ
(
i(α− β)
π(ξ + 1)
+
1
2(ξ + 1)
)
Γ
(
−i(α − β)
π(ξ + 1)
+
1
2(ξ + 1)
)
, (A.4)
where we have set
U(α) =: exp
(
−
∫ ∞
−∞
b(t)
shπt
eiαtdt
)
:, U¯(α) =: exp
(∫ ∞
−∞
b(t)
shπ
2
t
eiαtdt
)
: . (A.5)
The bosonization of the type-II vertex operators is given by
Ψ+(β) = V (β), (A.6)
Ψ−(β) =
∫
CII
dα : V (β)V¯ (α) :
× Γ
(
i(α− β)
πξ
− 1
2ξ
)
Γ
(
−i(α − β)
πξ
+− 1
2ξ
)
, (A.7)
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where we have set
V (α) =: exp
(∫ ∞
−∞
a(t)
shπt
eiαtdt
)
:, V¯ (α) =: exp
(
−
∫ ∞
−∞
a(t)
shπ
2
t
eiαtdt
)
: . (A.8)
Here the integration contours are chosen as follows. The contour CI is (−∞,∞). The
poles
α− β = πi
2
+ nπ(ξ + 1)i, (n ∈ N) (A.9)
of Γ
(
i(α−β)
π(ξ+1)
+ 1
2(ξ+1)
)
are above CI and the poles
α− β = −πi
2
− nπ(ξ + 1)i, (n ∈ N) (A.10)
of Γ
(
− i(α−β)
π(ξ+1)
+ 1
2(ξ+1)
)
are below CI . The contour CII is (−∞,∞) except that the poles
α− β = −πi
2
+ nπξi, (n ∈ N) (A.11)
of Γ
(
i(α−β)
πξ
− 1
2ξ
)
are above CII and the poles
α− β = πi
2
− nπξi, (n ∈ N) (A.12)
of Γ
(
− i(α−β)
πξ
− 1
2ξ
)
are below CII .
B Multi Gamma functions
Here we summarize the multiple gamma and the multiple sine functions.
Let us set the functions Γ1(x|ω),Γ2(x|ω1, ω2) and Γ3(x|ω1, ω2, ω3) by
logΓ1(x|ω) + γB11(x|ω) =
∫
C
dt
2πit
e−xt
log(−t)
1− e−ωt , (B.1)
logΓ2(x|ω1, ω2)− γ
2
B22(x|ω1, ω2) =
∫
C
dt
2πit
e−xt
log(−t)
(1− e−ω1t)(1− e−ω2t) , (B.2)
logΓ3(x|ω1, ω2, ω3) + γ
3!
B33(x|ω1, ω2, ω3) =
∫
C
dt
2πit
e−xt
log(−t)
(1− e−ω1t)(1− e−ω2t)(1− e−ω3t) ,
(B.3)
where the functions Bjj(x) are the multiple Bernoulli polynomials defined by
trext∏r
j=1(e
ωjt − 1) =
∞∑
n=0
tn
n!
Br,n(x|ω1 · · ·ωr), (B.4)
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more explicitly
B11(x|ω) = x
ω
− 1
2
, (B.5)
B22(x|ω) = x
2
ω1ω2
−
(
1
ω1
+
1
ω2
)
x+
1
2
+
1
6
(
ω1
ω2
+
ω2
ω1
)
. (B.6)
Here γ is Euler’s constant, γ = limn→∞(1 +
1
2
+ 1
3
+ · · ·+ 1
n
− logn).
Here the contor of integral is given by
0
Contour C
Let us set
S1(x|ω) = 1
Γ1(ω − x|ω)Γ1(x|ω) , (B.7)
S2(x|ω1, ω2) = Γ2(ω1 + ω2 − x|ω1, ω2)
Γ2(x|ω1, ω2) , (B.8)
S3(x|ω1, ω2, ω3) = 1
Γ3(ω1 + ω2 + ω3 − x|ω1, ω2, ω3)Γ3(x|ω1, ω2, ω3) (B.9)
We have
Γ1(x|ω) = e( xω− 12 )logωΓ(x/ω)√
2π
, S1(x|ω) = 2sin(πx/ω), (B.10)
Γ2(x+ ω1|ω1, ω2)
Γ2(x|ω1, ω2) =
1
Γ1(x|ω2) ,
S2(x+ ω1|ω1, ω2)
S2(x|ω1, ω2) =
1
S1(x|ω2) ,
Γ1(x+ ω|ω)
Γ1(x|ω) = x.(B.11)
Γ3(x+ ω1|ω1, ω2, ω3)
Γ3(x|ω1, ω2, ω3) =
1
Γ2(x|ω2, ω3) ,
S3(x+ ω1|ω1, ω2, ω3)
S3(x|ω1, ω2, ω3) =
1
S2(x|ω2, ω3) . (B.12)
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logS2(x|ω1ω2) =
∫
C
sh(x− ω1+ω2
2
)t
2shω1t
2
shω2t
2
log(−t) dt
2πit
, (0 < Rex < ω1 + ω2). (B.13)
S2(x|ω1ω2) = 2π√
ω1ω2
x+O(x2), (x→ 0). (B.14)
S2(x|ω1ω2)S2(−x|ω1ω2) = −4sinπx
ω1
sin
πx
ω2
. (B.15)
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