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Abstract—The aim of this paper to predict a past-due amount
using traditional and machine learning techniques: Logistic
Analysis, k-Nearest Neighbor and Random Forest. The dataset
to be analyzed is provided by Equifax, which contains 305
categories of financial information from more than 11,787,287
unique businesses from 2006 to 2014. The big challenge is how
to handle with the big and noisy real world datasets. Among
the three techniques, the results show that Logistic Regression
Method is the best in terms of predictive accuracy and type I
errors.
Keywords: Logistic Regression, k-Nearest Neighbor, Random
Forest
I. INTRODUCTION
The first step of any model building exercise is to define
the outcome. Common prediction in the financial services
industry is to use binary outcomes, such as ”Good” and ”Bad”.
For instance, for a lender, a ”good” consumer may have an
account that has been no more than 30 days past due while a
”bad” consumer is one whose account has been 90 days past
due or more. Good and bad outcomes are mutually exclusive
events. For our research problem, the most common approach
is to reduce past-due amounts into two cases, good and bad.
Next, we build a two-stage model using logistic regression
method; that is the first predicting likelihood of bad, and
the second predicting past-due amount given bad. Logistic
analysis as a traditional statistical technique is commonly
used for prediction and classification in the financial services
industry [7]. However, for analyzing big, noisy or complex
datasets, machine learning techniques are typically preferred
to detect hard-to-discern patterns[4].
In this paper, using both machine learning techniques and
Logistic analysis, we developed models to predict a past-due
amount by analyzing datasets provided by Equifax. The next
section is a brief review of previous work by other researchers.
In III, we describe how to handle real-word big datasets. In
IV, we present the methodologies in this paper for k-Nearest
Neighbor (kNN), Random Forest (RF), and Logistic Analysis
(LA). In the last two parts of the paper are the results and
discussion. To compare with all techniques, we use ROC
index, sensitivity and specificity as criteria.
II. LITERATURE REVIEW
In recent years, serveral publications in the medical domain
discuss machine learning techniques for prediction instead
of logistic analysis. Cruz and Wishart (2006) concludes that
machine learning methods generally improve the predictive
accuracy of most cancer prognoses. Moreover, the use of
machine learning classification will become much more com-
monplace in many clinical and hospital settings [4]. Rana M.
et al. (2015) implemented Support Vector Machine, k-Nearest
Neighbor, Logistic Regression and Naive Bayes to classify
whether the breast cancer is benign or malignant and predict
the recurrence and non-recurrence of malignant cases after a
certain period. k-Nearest Neighbor technique gave the best
result for overall methodology[9].
In the financial domain, Sharma (2012) illustrated an ap-
proach to improving credit risk scorecards using Random
Forests. It was shown that on data sets where variables
have multicollinearity and complex interrelationships, Random
Forests provided a more scientific approach to accessing vari-
able importance and achieving optimal predictive accuracy. In
addition it was indicated that Random Forests were preferred
for econometric and credit risk models as they provide a
powerful methodology to assess meaning of variables and
thus allow for more robust findings [10]. Babu and Satish
(2013) illustrated the advantages of using K-Nearest Neighbor
to tackle the credit scoring tasks, such as reducing the cost of
credit analysis, enabling faster credit decision than traditional
methods and insuring credit collections. They used a standard
K-Nearest Neighbor method in pattern recognition and non
parametric classification to credit scoring tasks based on
learning by similarity [1].
III. DATA DISCOVERY
The data for this paper came from Equifax. There are
thirty-six datasets in total. Each dataset represents a quarterly
report between 2006 and 2014 collected by Equifax, which
was named by the archive month. Each dataset contains same
11,787,287 observations representing unique businesses and
same 305 variables representing businesses’ general infor-
mation that contain region, zip code etc, account activities
followed by non-financial, telco, industry and service and
financial credit information such as reject code, business credit
risk score etc.
A. Dependent Variable
In this research, we try to examine the prediction of past-
due amount. Among our data, there are 23 variables related to
”past-due” as potential dependent variables. However, there
exists a large ratio of coded values which do not carry
meaningful information and missing values. For example,
total service past due amount reported in last 3 months
(totSPDAmt3mon) is one of potential dependent variables, and
Fig. 1 shows that 50% values of totSPDAmt3mon are coded
in the record of last quarter of 2014. Hence, one of the big
issues in the dataset is how to handle with coded values.
Fig. 1: Distribution of totSPDAmt3mon
Considering the large proportion of coded values, total
number of past-due days in non-financial accounts (totNFPD)
is taken as the target response. We have two conditions
in response variable selection: one is that there are almost
one third of total variables related to non-financial accounts
in datasets, which guarantees a large scale for us to filter
variables; the other is that the percent of coded values is below
50%. Fig. 2 shows that totNFPD meets the above conditions.
Filtering missing and coded values in totNFPD, we merged
all 36 datasets to be a new dataset which contains 47,131,479
observations. The size of the new dataset is still large enough.
Fig. 2: Distribution of totNFPD
Fig. 3 illustrates that it is necessary to transform the values
of totNFPD into 0 and 1, where 0 denotes no past-due and 1
denotes at least 1 day passing the deadline ever in account.
This is because at least 75% values are recorded as 0. Fig. 4
shows that we create the binary dependent variable named as
pastdue, which is the response being predicted in the following
three models.
Fig. 3: Distribution of totNFPD in Merged Dataset
Fig. 4: Distribution of Binary Dependent Variable (pastdue) in
Merged Dataset
B. Independent Variables
1) Simple Dimensionality Reduction: Variables with a high
ratio of coded values are not supposed to carry useful informa-
tion. The variables will be removed where the precent of coded
values is greater than 80%. For instance, Fig. 5 presents the
variable with 95% coded values, which is obviously removed.
74 variables are removed based on the given threshold.
Fig. 5: Distribution of the Variable with High Coded Values
Ratio
2) Median Imputation: The other big issue in our data is
large ratio of missing values. Moreover, all coded values will
be treated as missing values. Mean or median imputation is the
most common missing values treatment. Since the distributions
of variables are right-skewed, median imputation is more
robust than mean imputation. Generally, the mean is affected
by the presence of extreme values or outliers. In this step,
the missing values of a variable are replaced by the median
calculated by all known valid values of that variable. Taking
one service variable as an example, Fig. 6 shows the effect of
median imputation.
3) Dimensionality Reduction Using Variable Clustering:
There are four types of accounts based on the design of
raw data, which are non-financial, telco, industry and service.
And 90 variables are related to non-financial accounts. To
reduce the likelihood of multicollinearity, variable clustering
is performed on 90 non-financial variables, 41 telco variables,
42 industry variables and 10 service variables, respectively.
Chosen 90% as the threshold of total proportion of variation
Fig. 6: Before and After Median Imputation
(a) Before
(b) After
explained, 4 is the optimal clustering number for 10 service
variables shown in Fig. 7. In each cluster, the variable with
smallest ratio of 1 − R2 will be picked. Finally, we have
19 non-financial variables, 15 telco variables, 11 industry
variables and 4 service variables after clustering. The reduction
is aggressive since 73% variables has been removed.
4) Normalization: Data normalization is required for kNN
classification. Avoiding the discriminative issue, all indepen-
dent variables are supposed to be in the same scale. Using
simple linear normalization approach, values of each variables




Until now, there are still 47 millions observations and 47
variables after data cleansing. In order to build and run models
quickly, sampling is necessary to be considered. As we know,
larger sample can increase the accuracy of predictive analytics.
In this case, 50,000 observations are drawn as the sample data
Fig. 7: Performance of Variable Clustering among 10 service
variables
using simple random sampling. Then we divided the sample
data into two parts: training set (60%) and testing set (40%).
IV. METHODOLOGY
A. K-Nearest Neighbor (kNN)
K-Nearest Neighbor (kNN) was first demonstrated by Cover
and Hart in 1967 [3], which is one of the most fundamental and
simple classification methods. The kNN Classification should
be one of the first choices for a classification study when
we have little knowledge about the data [8]. Firstly, kNN
classifier identify the K neighbors in the training data that are
closest to the new input to be classified. The proximity of the
neighbors or the nearest neighbor to the new input is defined






Then we count the number of nearest neighbors that belong
to 0 or 1 in response variable. In the end, we classify the new
input to be 0 or 1 where the greater number of nearest neighbor
that belong. In order to minimize the error rate, we optimize
K, the number of nearest neighbors, by the design from [5]. In
SAS, PROC DISCRIM conducts kNN Classification directly
using nonparametric method [6].
B. Random Forest (RF)
Random Forest is an advanced method of machine learning,
which grows a collection of independent decision trees and
each tree casts a unit vote for the most common class at a new
input [2]. Each decision tree in a forest is constructed using
a bootstrap sample from the data. There are two third of data
instances used to construct a tree; the other instances will be
into out-of-bag data as a control set. There are m variables out
of all the n inputs are randomly selected at each node of the
tree that split based on the selected m variables. The random
selection of features at each node decreases the correlation
between the trees in the forest. Thus, the RF algorithm can
handle many redundant features and avoid model over-fitting
[11]. We build RF based model using R.
C. Logistic Analysis (LA)
Binary Logistic regression is a traditional statistical tech-
nique that is wellness suitable for examining the relationship
between a binary categorical response variable and at least one
categorical or continuous independent variables. The model is




) = b0 + b1x1 + b2x2 + ...+ bkxk
where ln( p1−p ) defines the natural logarithm of the odds ratio,
b denotes to the coefficients of parameters and x represents
the independent variables.
PROC LOGISTIC conducts logistic analysis in SAS. In our
case, all 47 variables will be built into the logistic model for
the comparison with other two techniques.
V. RESULTS
In this design, k for kNN classification for the testing set
ranges from 1 to 20 in Fig. 8. Most misclassification or error
rates stay at pretty low level. And the best k is 5.
Fig. 8: Misclassification rates for the testing dataset (k is from
1 to 20
Conducting 5-NN Algorithm in the training set, we achieved
a very low overall error rate is 4.54% shown in Fig. 9 (a).
The overall error rate of the testing set is 4.63%, which
is as well as the performance in the training set. Then the
predictive accuracy using 5-NN classification to predict a past-
due amount is 95.37%. In terms of Type I error, false positive
rate, is 7.39% shown in Fig. 9 (b).
Fig. 10 displays the performance of RF that the accuracy
in the training set is 81.86% and the predictive accuracy is
82.01%. Based on the confusion matrix in Fig. 10 (b), Type I
error is 14.4% that is double times than 5-NN Classification’s.
As we can see Fig. 11, ROC curve is close to the baseline, and
Area Under ROC Curve (AUC) is 0.60573 that is considered
to be poor.
Fig. 9: Classification Summary Using 5 Nearest Neighbors
(a) Training Set
(b) Testing Set
Fig. 10: Confusion Matrices and Statistics for RF
(a) Training Set (b) Testing Set
On the contrary, Logistic Analysis (LA) performs excel-
lently to predict the response. Fig. 12 shows AUC is 0.9858
being pretty close to 1. In Fig. 13, for instance, With a cutpoint
of 0.5, the correct classification rate or the accuracy is 96.3%
that is higher than the result of 5-NN. Fig. 14 displays the
confusion matrix for Logistic Regression in the testing set
Fig. 11: ROC Index and AUC Index for RF
while Type I error is 1.21% that is lower than 5-NN’s.
Overall, Logistic Regression performs the highest accuracy
and lowest Type I error. 5-NN Classification is better than
Random Forest.
Fig. 12: ROC Index and AUC Index for LA
VI. DISCUSSION
Before the comparison among three techniques, we thought
machine learning technique would beat traditional statistical
technique that should have been correct since the dataset to be
analyzed was big and complex. kNN and Random Forest are
non-parametric while both are automatically cross-validated.
However, Logistic Regression technique is still the best after
data cleansing in our case. As a general rule of thumb, we
recommend to apply Logistic Models at the beginning. Then
a nice probabilistic interpretation is obtained.
Fig. 13: Classification Table for LA
Fig. 14: Confusion Matrix for LA
Honestly, choosing a model is always hard. If we would
like to predict the response in a very high accurate, different
classifiers are supposed to be applied. In the fact, data is the
more important than model. This is one of the reasons why we
achieve the best result performing Logistic Regression Model
is that the raw dataset has been transformed enough. The
other reason why Radon Forest is much worse then k Nearest
Neighbors and Logistic Analysis is also from the data. we
have different proportion of observations in the response that
almost 80% values of response variable are 0 term. Based on
the algorithm of Random Forest, the new input tend to be
predicted as 0 term that increases the error rate.
In the future, we should continue to compare other machine
learning technique, such that Support Vector Machine and
Deep Belief Network, with Logistic Regression Models.
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