In this paper, we consider the problem of correlation between the projections of two square matrices. These matrices of dimensions m × m and n × n are projected on a subspace of lower-dimension k under isometry constraints. We maximize the correlation between these projections expressed as a trace function of the product of the projected matrices. First we connect this problem to notions such as the generalized numerical range, the field of values and the similarity matrix. We show that these concepts are particular cases of our problem for choices of m, n and k. The formulation used here applies to both real and complex matrices. We characterize the objective function, its fixed points, its optimal value for Hermitian and normal matrices and finally upper and lower bounds for the general case. An iterative algorithm based on the singular value decomposition is proposed to solve the optimization problem.
Introduction
The problem of projection of matrices in lower-dimensional subspaces is of great interest for a large field of applications. The projection of matrices provides an easier visualization and comprehension of the initial problem and is often used to reduce its complexity. Moreover the correlation between these projections can reveal some particularities inherent to the data which can be analyzed and interpreted.
We consider the correlation between two projected matrices, expressed as a trace of the product of the k-dimensional orthogonal projections of the matrices A and B, respectively of dimensions m × m and n × n:
under the constraint that U T U = V T V = I k , where I k denotes the identity matrix of dimension k with k ≤ min(m, n). This correlation can also be viewed as a mapping of real matrices A and B restricted to real isometries U and V . This is a generic problem which can be linked to various applications treated in the literature and which has been studied extensively in a variety of contexts for particular dimensions of the projection and of the matrices. A first field of application lies is the analysis of graphs. The notion of graph similarity matrix, which is a matrix that expresses how similar the nodes of two graphs are, has recently been introduced in [2] . For undirected graphs, this similarity matrix is the correlation of the graph adjacency matrices projected in a one-dimensional subspace. The graph similarity matrix is e.g. useful for the development of efficient Web search engines or the automatic extraction of synonyms in a dictionary. Another important task in graph analysis is that of graph matching which is a fundamental problem in pattern recognition and in shape and image analysis (see e.g. [6] for an overview of graph matching techniques). A common class of methods in graph matching are the spectral methods in which spectral properties of characteristic matrices are used to compare the graphs. The spectral method developed in [4] combines a projection technique and a clustering algorithm to match the graphs in a lower-dimensional subspace. It can be shown that the step of projection used by the authors is equivalent to maximize (1) for symmetric matrices A and B. A second field of applications concerns experiments in quantum mechanics and in particular the task of maximizing the signal intensity in coherent spectroscopy (see e.g. [9] , [14] , [7] ). The spectroscopic experiments require optimal unitary transformations between operators such that the transfer amplitude between these operators is maximized. From a mathematical point of view, maximizing the overlap between the target and the transformed operator is equivalent to maximize an expression similar to (1) where all the matrices are square. The optimal value constitutes a transfer bound called B-numerical radius of A.
In the linear algebra literature, problem (1) has also been largely studied for particular cases and dimensions and hence constitutes an extension of a variety of known problems. For the case where all the matrices are square, this problem corresponds to the generalized numerical range (or B-numerical range). See e.g. [8] , [13] , [12] , [5] for a survey on the properties of the generalized numerical range. For the scalar case which corresponds to a one-dimensional projection, the expression (1) is equivalent to the product of the field of values of two matrices (see e.g. [11] ).
In this paper we extend these existing notions to a more general case of dimensions of matrices. We treat also the complex and real cases.
From a numerical point of view, many algorithms exist to maximize (1) for particular dimensions of the matrices (e.g. [9] , [3] , [7] , [1] ). We develop here a simple recursive algorithm valid for the general case, i.e. for complex or real problems and for all dimensions of the matrices. Characterizations of the fixed points of the function and of the algorithm are presented.
The paper is organized as follows. In Section 2, we introduce some notations. In Section 3, we define the problem considered in the paper which consists of maximizing an expression similar to (1) for a general case of dimensions of the matrices. The complex and real cases are also studied. We recall some important known results from the literature that we can link to our problem. The first one concerns of square matrices and appears in the field of the generalized numerical range and in the context of semi-definite programming relaxations. The second case is about scalar projections and is linked to the field of values of matrices. The main new results are in Section 4 where we characterize the fixed points of the problem. Then we focus on the case of Hermitian and normal matrices and we give lower and upper bounds for the optimal value. In Section 5, we propose a simple algorithm to solve the optimization problem. The last Section 6 summarizes the results and describes some directions for future research.
Notations
In this section, we introduce some notations used in the paper. The first part treats of the complex and Hermitian inner product of matrices, while the second part summarizes some definitions and results about derivatives of functions and in particular of functions with matrix arguments.
Inner product
Let R and C denote the real and complex field, respectively. R m×n and C m×n denote the set of all m × n real and complex matrices. X T ,X and X * represent respectively the transpose, the complex conjugate and the complex conjugate transpose of X. The inner product between matrices is defined as follows. For X, Y ∈ R m×n , the real inner product is denoted by
and can be linked to the trace function of a matrix:
It satisfies the following properties:
and for X ∈ R m×k , Y ∈ R k×n and Z ∈ R m×n ,
For complex vectors x, y ∈ C n , the complex inner product is defined by:
where x i and y i , i = 1, . . . , n are complex numbers. We introduce also the Hermitian inner product as the real part of the complex inner product:
where ℜ(x) and ℑ(x) represent the real and the imaginary part of x, respectively. For complex matrices X, Y ∈ C m×n , the complex inner product is denoted by
and can be linked again to the trace
For X ∈ C m×k , Y ∈ C k×n and Z ∈ C m×n , the following properties are satisfied:
The Hermitian inner product for matrices is then:
Derivatives
Let f (X) : C m×n → R be a differentiable real-valued function with matrix argument X. Then the first-order approximation of f at a point X can be expressed as
where the derivative ∇f (X) is the m × n matrix whose (i, j) entry is
. As particular application, we can provide some derivatives of inner-product functions with respect to a matrix X. The inner product satisfies properties such as
which are needed to calculate some derivatives that we use in the paper (see e.g. [15] for a more exhaustive list of derivatives). The matrices are real and the matrix dimensions must result in a n × n argument for the inner product.
Examples of derivatives
To differentiate an expression f (X) with respect to a complex variable X, the more general complex derivative called complex Gradient Matrix for a real function f of a complex matrix X is used. This gradient ∇f is defined by (2) and allows us to estimate some derivatives of inner products we need in the paper in order to calculate gradients. The matrices are all complex and the matrix dimensions must result in a n × n argument for the inner product.
Main known results
For A ∈ C m×m and B ∈ C n×n , we consider the following problem max
where U ∈ C m×k and V ∈ C n×k with k ≤ min(m, n). For real matrices A and B, U and V must also be real and the problem becomes max
This problem has largely been studied for particular dimensions of m, n and k. The first section contains results existing for the case where m, n and k are equal while the second summarizes some properties for the case k = 1.
Square matrices U and V
In the case where m, n and k are equal, U and V are square matrices and the problem we consider is equivalent to the following max
where the optimization depends only on the unitary matrix Q which corresponds to the product U V * . This problem has been studied in a variety of contexts. In the rest of the section, we summarize some important results appearing in the field of the B-numerical range and in the context of semi-definite programming relaxations in the aim to provide bounds on the problem. To link the notations used in the literature for this problem with (5), we point out that Q * AQ, B H = ℜ (tr(AQB * Q * )) = ℜ (tr(B * Q * AQ)) .
B-numerical range
In this particular case, the problem (5) is equivalent to maximizing the real part of the B-numerical range of A (or generalized numerical range) introduced by [8] and defined by
In the literature it is pointed out that the B-numerical range and in particular its geometry can be quite complicated. For all A ∈ C n×n , W B (A) is convex if B is Hermitian or if B is normal with its eigenvalues colinear in the complex plane. Moreover, for general A and B, W B (A) is always star-shaped with respect to the star-center (tr A)(tr B)/n [5], but not necessarily convex.
We can also give two simple properties and a theorem about the B-numerical range proved in [8] :
Property 1 For any B,A ∈ C n×n we have Upper bounds on the size of W B (A) are given in [9] . The first one is called the B-numerical radius of A r B (A) := max{| tr(B * Q * AQ)| : Q is unitary}.
An upper bound for r B (A) is due to von Neumann
where In the general case there is no closed formula for these quantities. One can only come up with an approximation of these values. E.g. [9] give a gradient flow leading to a numerical algorithm to compute the extremal points of ℜ(tr(B * Q * AQ)). Because this function is not convex the algorithm does not always converge to the global optimum.
The B-numerical range has been studied by many authors in the last few decades and has many domains of applications, e.g. in quantum dynamics for the study of the efficiency of polarization or coherence transfer between quantized states under unitary transformations. This application is equivalent to compute the B-numerical radius of A for certain sparse nilpotent matrices B and A (e.g. [9] , [14] , [7] ). Some authors have also used the numerical range to study problems on norms of operators. E.g. it has been shown (see [13] ) that for any unitary similarity invariant norm . on C n×n (i.e. norms on C n×n satisfying U AU * = A for any A ∈ C n×n and unitary U ), there exists a compact subset K ∈ C n×n such that
So the B-numerical radius can be viewed as the building blocks of unitary similarity invariant norms on square matrices and it can appear in general problems involving such norms.
Semidefinite programming relaxations
Real matrices In the case of real and symmetric matrices A and B, the problem (5) is reduced to a classical problem treated in the literature and called the quadratically constrained quadratic program defined over orthonormal matrices (see e.g. [1] ):
This problem can be solved exactly using Lagrange multipliers or using the HoffmanWielandt inequality. Let us suppose that the orthogonal diagonalizations of A, B are
where the eigenvalues in Λ a and in Λ b are ordered in a nondecreasing fashion. Then the optimal value of (7) is tr Λ a Λ b and the optimal solution is obtained using the orthogonal matrices that yield the diagonalizations, i.e., Q opt = V U T . The Lagrangian dual of (7) is
where S is the symmetric matrix of Lagrange multipliers and ⊗ denotes the Kronecker product, with µ P ≤ µ D . In this case, there can be a non-zero duality gap. In order to close the duality gap, the redundant constraints QQ T = I can be added to provide the following dual problem:
The two symmetric matrices of Lagrange multipliers S and T are used to relax the constraints Q T Q = I and QQ T = I. It is proved that strong duality holds for this dual problem, i.e. µ P = µ DD [1] . This problem is treated in the literature only in the case of real symmetric matrices but we can extend this procedure to the case of real matrices, not necessarily symmetric. By a reasoning similar to the one developed in [1] , we construct the following primal and dual problems:
where the redundant constraint QQ T = I is again added in order to close the duality gap for symmetric matrices A and B. A few examples show that there can be a nonzero duality gap for the Lagrangian dual in case of arbitrary matrices, not symmetric. Strong duality does not hold in this case, but this method provides an upper bound ν D for the problem we consider, i.e. ν P ≤ ν D .
Complex matrices A complex matrix A = A R + jA I of dimension n × n is composed of a real part A R and an imaginary part jA I and can be represented by a real matrixÃ of dimension 2n × 2n of the form:
For a Hermitian matrix A,Ã is symmetric while for a unitary matrix Q,Q is orthogonal.
The following theorem results from this representation.
Theorem 2 Suppose that we represent the matrices A, B and Q ∈ C n×n by the matrices A,B andQ ∈ C 2n×2n by use of the expression (9). Then we obtain the following link between the two trace functions:
Proof. We prove the relation (10) by developing the two terms of the equality.
First we develop the product of matrices
from the left-hand side of the equation (10) and we take its real part which is expressed as follows:
On an other hand, we develop the product of matrices from the right-hand side of (10) by use of (9)
We consider only the two elements on the diagonal because we evaluate the trace of the product. It can easily be shown that these two terms are equivalent and expressed by a formula similar to (12) . This conclude the proof of the relation (10) . By the theorem (2), the optimization problem (7) in term of complex matrices is equivalent to maximizing
expressed in term of real matrices. The dual method developed previously for real matrices can then be applied in the same way:
and provides an upper bound for the problem. The redundant constraintQQ T = I is once again added in order to close the duality gap in case of symmetric matrices.
For Hermitian matrices A and B, strong duality holds because the representationsÃ andB are symmetric and then the gap between the primal and dual problems is zero, ν P =ν D . The solution for the initial problem in terms of A and B is simply ν P = 1/2ν P . For general complex matrices A and B, the dual problem provides only an upper bound for the initial problem,ν P ≤ν D . The solution for the initial problem ν P is bounded by ν P ≤ 1/2ν P .
In case of Hermitian matrices, we know that the solution is simply the trace of the product of the diagonal matrices of the eigenvalues ofÃ andB, tr ΛãΛb. It can be shown that Λ a = 1/2Λã and Λ b = 1/2Λb. The optimal value obtained for Hermitian matrices is then related to the product of the eigenvalues of the matrices. This result is the same as the result we will obtain in § 4.2 for general dimensions of the matrices.
One-dimensional matrices U and V
When k equals one, the matrices U and V are reduced to vectors u and v and the problem (3) becomes
This problem is related to the notion of the field of values. The field of values of a matrix A (also known as the numerical range) is defined by [11] 
The problem is then reduced to obtaining the maximum of the Hermitian product of the elements from the fields of values of A and of B.
The field of values is known to be a convex subset of the complex plane while the product of two fields of values F (A)F (B) is generally not a convex set. We provide a simple counterexample.
The fields of values of A and B are represented in Figure 1 (a) and Figure 1 (b), respectively. The Hermitian product of the elements from the fields of values of A and B is represented in Figure 1 (c). This set is clearly non-convex.
In the real and Hermitian cases, we obtain the exact optimal value of the function while in the complex case, we can only derive some upper bounds for this optimal value.
Hermitian case
For a Hermitian matrix A H , the field of values is a real interval and any point α of the field of value can be be bounded by
with λ min (A H ) and λ max (A H ) the smallest and largest eigenvalues of A H . This interval is the smallest that contains F (A H ). The solution of (15) is then the product of the adequate extremal (smallest and largest) eigenvalues of the Hermitian matrices A H and B H depending on their signs. The solutions u and v providing the optimum are the eigenvectors of A H and B H corresponding to the eigenvalues providing the solution, respectively. These vectors are real. 
General complex case
For complex matrices A and B, the field of values is a complex set of values. Any point α + jβ of F (A) and γ + jδ of F (B) satisfies the skew-Hermitian parts of A and B. These intervals define the smallest boxes containing F (A) and F (B). These bounds on the fields of values provide an upper bound for the problem (15) . Indeed this problem is equivalent to max ℜ(F (A)F (B)) = max(αβ + γδ).
Upper bounds can then be found according to the sign of λ max (A H ), λ max (B H ), λ min (A S ) and λ min (B S ). The results for an upper bound for αβ are similar to those obtained in the Hermitian case with the Hermitian parts of the matrices. The results for an upper bound for γδ are also of the same type but with the skew-Hermitian parts of the matrices.
Real case
For a real matrix A, the field of value could be complex in general. The real field of values associated with a real square matrix A is defined by [11] 
If we notice that
the symmetric part of A, then it is sufficient to consider only the symmetric part of the matrix in order to study the real field of values.
F R (A) is the real interval joining the smallest and the largest eigenvalues of A S . In particular, F R (A) = F R (A S ) is always convex. The solution of (15), for A, B, u and v real, is then the product of the adequate extremal eigenvalues of the symmetric parts of A and B depending on their signs. The solutions u and v are the eigenvectors of A S and B S corresponding to the eigenvalues forming the optimum.
In the particular case of real symmetric matrices, our problem can be linked to the concept of the similarity matrix S introduced in [2] . This matrix expresses how similar vertices of two graphs are and is defined by the normalized equation
where A and B are non-negative adjacency matrices of the graphs and S is such that the coefficient ρ is maximal. By using the matrix-to-vector operator denoted vec that rearranges a matrix into a vector by taking its columns one-by-one and applying the elementary property vec(AXB) = (B T ⊗ A)vec(X), (17) becomes
where s = vec(S) and M = A ⊗ B + A T ⊗ B T . The value ρ can then be interpreted as the spectral radius of M and s as the Perron vector of M . In the case where the adjacency matrix of one graph is normal, the similarity matrix has rank one and can then be decomposed into the product of two vectors u and v, S = uv T . In case of undirected graphs which are characterized by symmetric adjacency matrices, u and v are the Perron vectors of A and B. The solutions u and v of (15) are then those giving the similarity matrix S. In general S is not of rank one but we will see in § 5 an algorithm to solve the corresponding optimization problem. The similarity matrix can be linked to our problem and is obtained as the limit of the normalized iterates
The general case
In this section we provide some results obtained for the general problem max
where A ∈ C m×m , B ∈ C n×n , U ∈ C m×k and V ∈ C n×k with k ≤ min(m, n). We derive first the expressions for the fixed points of the optimization problem. Then we consider some particular cases, i.e. when one matrix is Hermitian, when the two matrices are normal and finally when k = min(m, n), i.e. the matrix U or V is a square matrix. An upper and a lower bound to the general problem are also obtained by decomposing the problem into the sum of two Hermitian problems.
Fixed points
We consider the optimization problem (18) which is an optimization problem of a continuous function on a compact domain. There always exists a solution U and V optimizing the function such that the first order conditions are satisfied. By using some of the trace properties, we remark that
is therefore equivalent to the following problem max
The function to optimize can be interpreted as a correlation matrix Cor AB (U, V ) depending on the matrices U and V associated with A and B. The problem is then equivalent to maximizing the correlation between two projected matrices A and B subject to isometry constraints. The first-order derivative optimality conditions for (19) can be derived from the Lagrangian F
where X and Y are Hermitian matrices of Lagrange multipliers. The second and third terms in (20) represent the conditions for U and V to be isometries. Partial differentiations of F with respect to U and V lead to the following system of equations
It easily follows from this that X = Y . If we decompose X = Y by a singular value decomposition (SVD)Û ΣV * whereÛ ,V ∈ C k×k are unitary matrices, then we can replace U by UÛ and V by VV which amounts to changing the bases in which we describe the spaces Im(U ) and Im(V ), the images of U and V . In this particular coordinate system the above first order conditions would have a diagonal matrix Σ:
Case where one matrix is Hermitian
In this section we consider the particular case where one of the matrices is Hermitian (e.g. A is Hermitian or A = A * ). In this particular case the maximum of (18) is achieved for matrices U and V corresponding respectively to the dominant eigenvectors of A and (B + B * ). Moreover U ΣV * is exactly of rank k. In other words in this case the problem is decoupled regarding the matrices A and B and the solutions U and V satisfy
where A sub and B sub are diagonal matrices of dimension k whose elements are the dominant eigenvalues of A and (B + B * ). Indeed, the solutions U and V satisfy the equations for the fixed points 
is optimal for all the combinations of the eigenvalues. In practice, we can obtain the maximal sum for adequate combinations of the eigenvalues by means of the following procedure (see Figure 2 for the notations):
1. Number the eigenvalues of A and B in an increasing fashion, from the most positive one to the most negative one.
2. Determine m + and m − , the number of positive and negative eigenvalues of A; n + and n − , the number of positive and negative eigenvalues of B. Set k + = min(m + , n + ) and k − = min(m − , n − ).
If
(i) Consider the 2 couples of eigenvalues formed by the combination of the most positive eigenvalue of A and of B and by the combination of the most negative eigenvalue of A and of B.
(ii) Choose the couple producing the maximal value for their product and retain this value.
(iii) Delete the selected pair.
(iv) Go to point (i) until you have deleted k pairs. Figure 2 ), the reasoning for k − = n − is similar:
(v) Apply point 3 until you have deleted k + + k − pairs.
(vi) Select the k − (k + + k − ) less positive eigenvalues of A and the k − (k + + k − ) less negative eigenvalues of B.
(vii) Among these sets of eigenvalues, consider the couple formed by the most positive eigenvalue of A and the most negative eigenvalue of B. Retain the value produced by their product.
(viii) Delete the selected pair.
(ix) Go to point (vi) until you have deleted the
It is clear that for k ≤ k + + k − , the couples of eigenvalues producing the maximum of (25) are the couples formed by the extremal eigenvalues of A and B. Indeed these products are all positive and maximize the function.
For k > k + + k − , we take into account negative products that have to be as small as possible in absolute value for all the combinations of eigenvalues. In the case presented on Figure 2 , these couples are (α m + , β n + +2 ) and (α m + −1 , β n + +1 ). Indeed we have
and we know that (α m + − α m + −1 ) > 0 and that (β n + +2 − β n + +1 ) > 0. The negative sum α m + β n + +2 +α m + −1 β n + +1 is then greater than the negative sum α m + β n + +1 +α m + −1 β n + +2 . The combination of the two couples (α m + , β n + +2 ) and (α m + −1 , β n + +1 ) produce therefore a smaller negative value than the two couples (α m + , β n + +1 ) and (α m + −1 , β n + +2 ). By using inequalities of this type, one proves that the algorithm provides the maximal value for the expression (25).
Sum of two Hermitian problems
A square matrix A can always be decomposed into
where the matrices
are Hermitian matrices. The objective function can then also be decomposed into a sum of two Hermitian problems
This expression of the objective function provides an upper bound for the optimal value. By (25) we obtain the following upper bound for (26):
where α H i and β H i represent the eigenvalues of A H and B H ordered in such a way that
is maximal over all possible combinations, and where α S i and β S i are the eigenvalues of A S and B S ordered such that
is maximal. A lower bound can also be found by choosing the matrices U and V optimizing one of the two Hermitian problems and by calculating the value of (26) for this pair of matrices which is the same for the two problems. E.g. if we take U 1 , V 1 optimum of
, the optimal solution is lower and upper bounded by
Case of two normal matrices
In case of normal matrices A and B (i.e. AA * = A * A and BB * = B * B), the optimal value for the optimization function can be found for k = 1 and k = m = n. In general, for k ≤ min(m, n), we can only provide an upper bound for the optimal value of the problem. The following developments are based on the fact that all normal matrices are diagonalizable under unitary transformation. We can thus make the matrices A and B diagonal matrices D A and D B by unitary transformations, where D A and D B are complex matrices. We decompose them into real and imaginary parts
where the subscripts R and I denote respectively the real and imaginary parts of the matrices.
One-dimensional case
For normal matrices A ∈ C m×m , B ∈ C n×n and for k = 1, we can derive the first-order derivative conditions for (18) which becomes
By using the diagonalization of the normal matrices, this last maximization can also be expressed as follows: max
This problem is equivalent to
where α i and β i are the eigenvalues of A and B respectively, µ i = |u i | 2 and ν i = |v i | 2 are nonnegative real numbers. We optimize then the real part of the products of convex combinations of the eigenvalues of A and B. This problem is a bilinear form with respect to µ i and ν i . If we fix µ i the problem is linear in ν i and we resolve a linear programming problem. The feasible set forms a polyhedron and the optimal solution is situated on a vertex of this polyhedron (or on a face of the polyhedron). We apply then the same reasoning for µ i to obtain the optimal solution. The problem is then equivalent to find the indices i and j maximizing max
If we separate the real and imaginary parts of α i and β i the optimal value of the function becomes
where the subscripts R and I denote respectively the real and imaginary parts. This problem can be solved in O(mn) operations.
Square matrices
In case of normal matrices A, B ∈ C n×n and with k = n, the problem (18) is equivalent to maximizing the B-numerical radius of A:
with AA * = A * A, BB * = B * B. By using again the diagonalization of the matrices, this last maximization can also be expressed as follows:
If we develop the first term in the function and we define
, α i R and β i R the elements i of d A R and d B R , and q i the row i of Q, we obtain
The last expression is equivalent to
Q is an orthostochastic 1 matrix and hence a type of doubly stochastic matrix. The fact that the row and column sums are all +1 follows from the fact that the rows and columns of Q are all Euclidean unit vectors. From Birkhoff's theorem (see [10] ), Q ij is a convex combination of permutation matrices. The above quantity Q d A R , d B R is real and then the problem (28) is equivalent to maximizing
withQ a doubly stochastic matrix. The formulation (29) provides a value for the real part of the trace function (28) at the optimum. This value is simply n k,l=1
where the elements in d A R and d B R are ordered in such a way that n k,l=1 (α k R β l R +α k I β l I ) is maximal. The optimal value is obtained for an adequate combination of the real and imaginary parts of the eigenvalues of A and B, which is a linear programming problem.
In case of Hermitian matrix A or B, the problem simplifies further and is equivalent to optimizing
because the eigenvalues of an Hermitian matrix are real numbers. We retrieve then the original problem developed in § 4.2.
General case
In the general case of normal matrices A ∈ C m×m and B ∈ C n×n , for 1 ≤ k ≤ min(m, n) an upper bound for the general problem (18) can be found.
We optimize the function max
An upper bound to this problem is then 
Matrices U and V of maximal size
Let A ∈ C m×m , B ∈ C n×n . U ∈ C m×k and V ∈ C n×k with k = min(m, n). In this case the problem (18) is equivalent to max
where Q = U V * is an isometry of dimension m × n. The general problem is thus reduced to an optimization problem with only one variable Q.
Summary of optimal values and bounds
The table 1 summarizes the results and the bounds for the problem (18) developed in the previous sections. These results and bounds depend on the kind of matrices and on the sizes of these matrices.
Algorithm
In this section we present an iterative algorithm to solve the problem (18) whose fixed points satisfy the first-order derivative conditions (21) and (22) for U and V . This iteration is the following:
where U ⊥ and V ⊥ are orthogonal complements of U and V (U * U ⊥ = 0, U has dimensions m × k and U ⊥ dimensions m × (m − k)). Σ is a diagonal matrix. The subscripts i + 1 represent the new stage of the iteration while the subscript i is the current stage. In the iteration
In practice the previous iteration is realized by application of the SVD algorithm to the right-hand side of the equation. The first k columns of the matrices U and V resulting from the decomposition are then placed as U i and V i in the right-hand side and so on until the convergence of the process. At this moment, the solution satisfies
The convergence is not proved but in all experiments the process always converged linearly to a solution. 
Optimum : maximal sum of the products of k eigenvalues of A and B (25):
Optimum : maximal sum of the combinations of the real and imaginary parts of k eigenvalues of A and B (31):
Bound : maximal sum of the combinations of the eigenvalues of k Hermitian and skew-Hermitian parts of A and B (26):
Relation to the optimization problem
In this part we show that the iteration is equivalent to solve the optimization problem max
whose fixed points are expressed by (21) and (22), i.e.
The expression (33) implies (35) and (36) by simply right and left multiplying leftand right-hand sides of (33) by V and U * . Then a fixed point exists for the iterative algorithm.
Conversely we can prove that (35) and (36) imply (33). To show this we multiply (35) by V * :
with N = A * U V * BV V * + AU V * B T V V * . Here we used V V * = I − V ⊥ V * ⊥ because V is unitary, then its projector V V * can be linked to its complementary projector V ⊥ V * ⊥ . By similarly multiplying (36) by U * and taking the transpose, we obtain
An orthogonal projector P ⊥ of N satisfies the property P ⊥ (P ⊥ N ) = P ⊥ N . 
Non-convexity
For arbitrary matrices A and B the set { U * AU, V * BV H : U, V unitary matrices} is in general not convex. Local minima and local maxima can exist and then the algorithm may not always converge to the global optimum. We can notice the non-convexity of the set by taking a particular example as follows. In case of square matrices of the same dimensions, we optimize the B-numerical range of A, as defined previously. In general W B (A) is not a convex set, e.g. [16] gave an example in which B is normal but not Hermitian and where W B (A) is not convex. It is then easy to choose the coordinates for U and V to generate a non-convex example.
Periodic points
Sometimes the algorithm converges to a periodic point {U 0 , V 0 , U 1 , V 1 } of period two. 
Conclusion
In this paper, we analyze the correlation between projections in lower-dimensional subspace of matrices submitted to isometry constraints. Our problem provides a method to project simultaneously the matrices in subspaces of arbitrary dimensions and can be applied to both real and complex matrices. We indicate that it is an extension of various problems found in the literature. Many applications can arise from this formulation. We present some mathematical properties of the problem and we characterize the maximal correlation for particular matrices such as Hermitian or normal matrices. In general only an upper bound can be found theoretically.
We develop an iterative algorithm providing the optimum and we characterize the fixed points. This algorithm is very simple to implement and is based on the singular value decomposition. Because this problem is not convex, the analysis of convergence and stability of the fixed points is difficult to realize.
Investigations of mathematical properties and applications of the correlation between projected matrices can be pursued in several directions. A deeper analysis of the convergence of the algorithm is worth while to consider. We outline in the rest of the section a non-exhaustive list of some possible improvements and future research directions.
The first possible improvement concerns the convergence of the algorithm. Experimentally we observe a linear convergence to the optimum but this convergence has not yet been proved and remains an important point to develop in the future. Secondly, because the problem is not convex, the analysis of the stability of the fixed points and the study of their basins of attraction is not easy to obtain. This last point is thus a delicate but interesting task to explore. From a more applied point of view, another topic of interest is to investigate how the mathematical concepts proposed here can be used, possibly in modified form, for applications in various areas. Some research for the use of the algorithm in the graph matching problem has been initiated but still needs further investigation. We can conclude that the problem envisaged in this paper gives rise to the study of interesting mathematical properties but also to various applications in different areas.
