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Abstract
Gelfond and Zhang recently proposed a new stable model semantics based on Vicious Circle
Principle in order to improve the interpretation of logic programs with aggregates. The
paper focuses on this proposal, and analyzes the complexity of both coherence testing and
cautious reasoning under the new semantics. Some surprising results highlight similarities
and differences versus mainstream stable model semantics for aggregates. Moreover, the
paper reports on the design of compilation techniques for implementing the new semantics
on top of existing ASP solvers, which eventually lead to realize a prototype system that
allows for experimenting with Gelfond-Zhang’s aggregates.
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1 Introduction
Answer set programming (ASP) is a declarative language for knowledge represen-
tation and reasoning (Brewka et al. 2011). ASP specifications are sets of logic rules,
possibly using disjunction and default negation, interpreted according to the sta-
ble model semantics (Gelfond and Lifschitz 1988; Gelfond and Lifschitz 1991). The
basic language is extended by several constructs to ease the representation of prac-
tical knowledge. Aggregate functions are among these extensions (Simons et al.
2002; Liu et al. 2010; Faber et al. 2011; Bartholomew et al. 2011), and allow to
express properties on sets of atoms declaratively. For example, aggregate functions
are often used to enforce functional dependencies ; a rule of the following form:
⊥ ← R′(X), count[Y : R(X,Y , Z)] ≤ 1
constrains relation R to satisfy the functional dependency X → Y , where X∪Y ∪Z
is the set of attributes of R, and R′ is the projection of R on X. Aggregate functions
are also commonly used in ASP to constrain a nondeterministic guess. For example,
in the knapsack problem the total weight of the selected items must not exceed a
given limit, which can be modeled by the following rule aggregating over a multiset:
⊥ ← sum[W,O : object(O,W,C), in(O)] ≤ limit .
Aggregate functions may also ease the representation of logic circuits made of
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gates of unbounded fan-in (Gelfond and Zhang 2014); the following rule models
that the output of an XOR gate is 1 if an odd number of its inputs have value 1:
value(O, 1)← xor(G), output(G,O),odd[I : input(G, I), value(I, 1)].
Several semantics were proposed for ASP programs with aggregates. Two of them
(Ferraris 2011; Faber et al. 2011) are implemented in popular ASP solvers (Gebser
et al. 2012; Faber et al. 2008). These two semantics agree for programs without
negated aggregates, and are referred in this paper as F-stable model semantics.
An alternative semantics, presented at the 30th International Conference on Logic
Programming (ICLP’14) by (Gelfond and Zhang 2014) and here referred to as GZ-
or G-stable model semantics, is based on the notion of vicious circle principle,
which essentially asserts that the truth of an atom must be inferred by means of a
definition not referring, directly or indirectly, to the truth of the atom itself.
The present paper explores this new semantics, reporting a detailed complexity
analysis of coherence testing and cautious reasoning (Eiter and Gottlob 1995), two
of the main computational tasks in ASP. In a nutshell, coherence testing amounts to
check the existence of a stable model of an input program, while cautious reasoning
consists in checking whether a given atom is true in all stable models of a program.
Concerning coherence testing, membership in ΣP2 was proved in (Gelfond and
Zhang 2014), and ΣP2 -hardness is proved here already for negation-free programs
with a very limited form of aggregate functions, referred to as monotone aggre-
gates in the literature. This result is in contrast with F-stable model semantics, for
which coherence of negation-free programs with monotone aggregates is guaranteed.
Whether this must be considered a strength or a weakness of G-stable models is
not the focus of this paper, but we remark here that the increase in complexity also
comes with a higher expressive power in this case: aggregates referred to as mono-
tone in the literature allow to simulate integrity constraints and possibly default
negation when interpreted according to the semantics by (Gelfond and Zhang 2014).
Moreover, there are also many cases in which G-stable models actually decrease the
complexity of the reasoning tasks. In fact, while for F-stable model semantics coher-
ence testing is ΣP2 -hard already for disjunction-free programs, this computational
task is proved to be NP-complete for these programs under G-stable model seman-
tics. Finally, P-completeness is proved for programs with monotone aggregates if
disjunction and negation are not used, a result compatible with F-stable model
semantics. However, also in this case G-stable models allow to simulate integrity
constraints, which is not possible with F-stable models.
As for the complexity of cautious reasoning, membership and hardness in the
complementary complexity classes are proved for all the analyzed fragments of the
language. These complexity results also implicitly characterize the computational
complexity of brave reasoning, another common reasoning task in ASP which con-
sists in checking whether a given propositional atom is true in some stable model
of an input program. In fact, brave reasoning has the same complexity of coherence
testing under G-stable model semantics, while this is not necessarily the case for
F-stable models. Again, the reason for this discrepancy is the power of G-stable
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models to simulate integrity constraints, as this is the additional construct that is
commonly used for reducing brave reasoning to coherence testing.
Further results in the paper are two rewriting techniques for compiling programs
interpreted according to G-stable semantics into programs interpreted according
to F-stable semantics. The first rewriting is simpler and introduces fewer auxiliary
symbols, while the second has the advantage of producing programs with non recur-
sive aggregates only. Both rewritings are polynomial, faithful and modular trans-
lation functions (Janhunen 2006), and are implemented in a system prototype.
It is publicly available (http://alviano.net/software/g-stable-models/) and
allows for experimenting with this newly proposed semantics.
2 Background
After defining the syntax of logic programs with aggregates, two semantics are
introduced, referred to as F- (Ferraris 2011; Faber et al. 2011) and G-stable models
(Gelfond and Zhang 2014). It is remarked here, and clarified in Section 5, that the
original definitions are properly adapted to better fit the results in this paper.
Syntax. Let T,F denote the Boolean truth values true and false, respectively. Let
U be a finite set of propositional atoms. An aggregate atom A is a Boolean function
whose domain, denoted dom(A), is a subset of U . A literal is a propositional atom,
or a propositional atom preceded by (one or more occurrences of) the negation as
failure symbol ∼, or an aggregate atom. A rule r is of the following form:
p1 ∨ · · · ∨ pm ← l1, . . . , ln (1)
where p1, . . . , pm are propositional atoms, l1, . . . , ln are literals, m ≥ 1 and n ≥ 0.
Set {p1, . . . , pm} is the head of r, denoted H(r), and set {l1, . . . , ln} is the body of
r, denoted B(r). A program Π is a finite set of rules of the form (1). The set of
propositional atoms occurring in Π is denoted At(Π).
Semantic notions. An interpretation I is a subset of U . Let S, S′ be sets of interpre-
tations, and C be a set of propositional atoms. Sets S and S′ are equivalent in the
context C, denoted S ≡C S′, if |S| = |S′| and {I ∩ C | I ∈ S} = {I ∩ C | I ∈ S′}.
Aggregates are usually classified in three groups (Liu and Truszczynski 2006): an
aggregate A is monotone if A(I) = T implies A(J) = T, for all I ⊆ J ⊆ U ; an ag-
gregate A is convex if A(I) = A(K) = T implies A(J) = T, for all I ⊆ J ⊆ K ⊆ U ;
the remaining aggregates are called non-convex. Note that monotone aggregates are
convex, and the inclusion is strict. Relation |= is inductively defined as follows: for
a propositional atom p ∈ U , I |= p if p ∈ I; for a negated literal ∼l, I |= ∼l if I 6|= l;
for an aggregate atom A, I |= A if A(I ∩ dom(A)) = T; for a set or conjunction C,
I |= C if I |= p holds for each p ∈ C; for a rule r, I |= r if H(r) ∩ I 6= ∅ whenever
I |= B(r). I is a model of a program Π if I |= Π, i.e., if I |= r for all r ∈ Π.
Example 1
Let I be an interpretation, and k ≥ 1. An aggregate A such that A(I) equals
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|dom(A)∩I| ≥ k is monotone. An aggregateA such that A(I) equals |dom(A)∩I| =
k is convex. An aggregate A such that A(I) equals |dom(A)∩ I| 6= k is non-convex.
Let A1 be an aggregate such that dom(A1) = {a, b} and A1(I) equals |{a, b}∩I| ≥
1, for all interpretations I. A program using A1 is Π1 = {a← ∼∼a; b∨c← A1}. The
models of Π1, restricted to the atoms occurring in the program, are the following:
∅, {a, b}, {a, c}, {a, b, c}, {b}, {b, c}, and {c}. 
F-stable models. Let Π be a program and I an interpretation. The F-reduct of Π
with respect to I is defined as follows: F (Π, I) = {F (r, I) | r ∈ Π, I |= B(r)},
where F (r, I) = p1 ∨ · · · ∨ pm ← F (l1, I), . . . , F (ln, I) for r being of the form (1),
F (l, I) = l if l is a propositional atom or an aggregate atom A, and F (l, I) = ∅ if
l is a negative literal. I is an F-stable model of Π if I |= Π and there is no J ⊂ I
such that J |= F (Π, I). The set of F-stable models of Π is denoted FSM (Π).
G-stable models. Let Π be a program and I an interpretation. The G-reduct of Π
with respect to I is defined as follows: G(Π, I) = {G(r, I) | r ∈ Π, I |= B(r)},
where G(r, I) = p1 ∨ · · · ∨ pm ← G(l1, I), . . . , G(ln, I) for r being of the form (1),
G(l, I) = p if l is a propositional atom p, G(l, I) = I ∩ dom(A) if l is an aggregate
atom A, and G(l, I) = ∅ if l is a negative literal. I is a G-stable model of Π if I |= Π
and there is no J ⊂ I such that J |= G(Π, I). The set of G-stable models of Π is
denoted GSM (Π).
Example 2
The F-stable models of Π1 in Example 1 are the following: ∅, {a, b}, and {a, c}.
Indeed, note that F (Π1, ∅) = ∅, F (Π1, {a, b}) = F (Π1, {a, c}) = {a←; b∨c← A1},
and each model is minimal for its reduct. On the other hand, {b} is not an F-stable
model because ∅ is a model of F (Π1, {b}) = {b ∨ c← A1}. The G-stable models of
Π1 are the following: ∅ and {a, c}. Indeed, G(Π1, ∅) = ∅ and G(Π1, {a, c}) = {a←
; b∨ c← a}. Note that A1 is replaced by a in the last rule of G(Π1, {a, c}) because
{a, c} ∩ dom(A1) = {a}. Also observe that {a, b} is not a G-stable model because
G(Π1, {a, b}) = {a←; b ∨ c← a, b}, and {a} is a model of this reduct. 
Computational problems. Let X ∈ {F,G}. A program Π is X-coherent if Π has
at least one X-stable model; otherwise, Π is X-incoherent. X-coherence testing is
the computational problem of checking whether an input program Π is X-coherent.
A propositional atom p is an X-cautious consequence of Π if p belongs to all X-
stable models of Π. X-cautious reasoning is the computational problem of checking
whether a given atom p is an X-cautious consequence of an input program Π.
3 Complexity
Complexity of F-cautious reasoning, and implicitly also of F-coherence testing, was
analyzed in (Faber et al. 2011). A similar analysis is reported here for G-stable
semantics, and in particular the combination of monotone (M), convex (C) and
non-convex (N) aggregates with negation (∼) and disjunction (∨) is analyzed. A
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summary of results is shown in Table 1, where all complexity bounds are tight.
Note that in some cases the existence of a stable model is guaranteed, and hence
constant complexityK is reported. Throughout this section, aggregates are assumed
to be polynomial-time computable functions, and ASP(X) will denote the class of
programs using constructs in the list X . For example, ASP(¬, C) is the class of
programs possibly using negation and convex aggregates, while ASP(−) is the class
of programs not using negation, disjunction or aggregates.
3.1 Complexity of Coherence Testing
Complexity of coherence testing for programs without aggregates, reported in the
first row of Table 1, is well-known (see for example (Eiter and Gottlob 1995)).
Membership in ΣP2 is implicit in (Gelfond and Zhang 2014) for the general case.
For the other membership results, the immediate consequence operator is used.
Definition 1
Let Π be a program and I an interpretation. The immediate consequence operator
TΠ is defined as follows: TΠ(I) = {p ∈ H(r) | r ∈ Π, I |= B(r)}.
For an ASP(M) program Π, TΠ is monotone and therefore has a least fixpoint,
and this fixpoint is computable in polynomial-time because a single application
requires linear-time, and at most |At(Π)| applications are required to reach the
fixpoint. Moreover, G-stable models of ASP(M) programs can be characterized in
terms of TΠ, from which P-membership follows.
Lemma 1
Let Π be in ASP(M). The least fixpoint of TΠ(I) exists and is polytime computable.
Let I be the least fixpoint of TΠ, and J be the least fixpoint of TG(Π,I). If I 6= J
then Π is G-incoherent, otherwise GSM (Π) = {I}.
Theorem 1
G-coherence testing is in P for ASP(M).
Table 1. Complexity of G-coherence testing and G-cautious reasoning. An ↑ de-
notes an increase in complexity with respect to F-stable model semantics, where the
considered complexity classes are K ⊆ P ⊆ NP ⊆ ΣP2 , and K ⊆ P ⊆ co-NP ⊆ Π
P
2 .
Similarly, ↓ denotes a decrease in complexity.
coherence testing cautious reasoning
{} {∼} {∨} {∼,∨} {} {∼} {∨} {∼,∨}
— K NP K ΣP2 P co-NP co-NP Π
P
2
M P ↑ NP ΣP2 ↑↑↑ Σ
P
2 P co-NP Π
P
2 ↑ Π
P
2
C NP NP ΣP2 Σ
P
2 co-NP co-NP Π
P
2 Π
P
2
N NP ↓ NP ↓ ΣP2 Σ
P
2 co-NP ↓ co-NP ↓ Π
P
2 Π
P
2
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To obtain NP-membership in the disjunction-free case, the following algorithm is
used: Guess a model I of Π and check that I is a minimal model ofG(Π, I). Checking
that I is a model of Π and that I is minimal for G(Π, I) is polynomial-time doable
(note that G(Π, I) is in ASP(−) and hence Lemma 1 can be used).
Theorem 2
G-coherence testing is in NP for programs in ASP(¬, M, C, N).
As for the hardness, it is known that coherence testing is NP-hard if negation is
present (Dantsin et al. 2001), while adding also disjunction increases the hardness
to ΣP2 (Eiter and Gottlob 1995). These results propagate top-down in Table 1. The
missing results for programs with only convex or only non-convex aggregates can
be obtained by the following transformations from aggregate-free programs with
negation to negation-free programs with aggregates.
Definition 2
Let Π be in ASP(¬, ∨). Let C(Π) be the program obtained from Π by replacing
every occurrence of a negative literal ∼p with an aggregate A such that dom(A) =
{p} and A(I) = |{p} ∩ I| ≤ 0, for all I ⊆ U . Let N(Π) be the program obtained
from Π by replacing every occurrence of a negative literal ∼p with an aggregate A
such that dom(A) = {p,⊥} and A(I) = |{p,⊥} ∩ I| 6= 1, for all I ⊆ U , where ⊥ is
a fixed atom not occurring in Π.
Lemma 2
Let Π be in ASP(¬, ∨). Then, GSM (Π) ≡At(Π) GSM (C(Π)) ≡At(Π) GSM (N(Π)).
Since C(Π) and N(Π) can be obtained in polynomial-time and only comprise
convex and non-convex aggregates, respectively, the hardness results are obtained.
Theorem 3
G-coherence testing is ΣP2 -hard for both ASP(∨, C) and ASP(∨, N). It is NP-hard
for both ASP(C) and ASP(N).
The only missing cases are now for programs with monotone aggregates. If dis-
junction and negation are not allowed, G-coherence testing is P-hard because of the
following reduction: Let Π be in ASP(−), and p be a propositional atom. Check-
ing whether p is a cautious consequence of Π is equivalent to test coherence of
Π ∪ {p ← A}, where dom(A) = {p} and A(I) = |{p} ∩ I| ≥ 0, for all I ⊆ U . Since
cautious reasoning is P-hard for ASP(−) (i.e., checking if a propositional atom be-
longs to the unique model of a Datalog program), and program Π ∪ {p ← A} can
be built using constant space, the complexity result is obtained.
Theorem 4
G-coherence testing is P-hard for ASP(M).
For the disjunctive case, instead, the following transformation is used.
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Definition 3
Let Π be in ASP(¬, ∨). Let M(Π) be the program obtained from Π by replacing
every occurrence of a negative literal ∼p with pF , where pF is a fresh propositional
atom associated with p, and by adding rule p∨ pF ← A, where dom(A) = {p} and
A(I) = |{p} ∩ I| ≥ 0, for all I ⊆ U .
Lemma 3
Let Π be in ASP(¬, ∨). The following relation holds:GSM (Π) ≡At(Π) GSM (M(Π)).
Since M(Π) is polynomial-time constructible and only comprises monotone ag-
gregates, ΣP2 -hardness follows.
Theorem 5
G-coherence testing is ΣP2 -hard for ASP(∨, M).
3.2 Complexity of Cautious Reasoning
As in the previous section, the first row of Table 1 reports well-known results con-
cerning complexity of cautious reasoning for programs without aggregates. More-
over, membership in ΠP2 is proved in (Gelfond and Zhang 2014) for the general
case. For a program Π in ASP(M), membership in P is obtained by noting that
the unique G-stable model candidate of Π can be computed in polynomial-time, as
shown in the previous section.
Theorem 6
G-cautious reasoning is in P for ASP(M).
For a disjunction-free program Π and a propositional atom p, the complementary
problem can be solved by guessing an interpretation I such that p /∈ I, and checking
that I is a G-stable model of Π. It is a polytime check because G(Π, I) is ASP(−).
Theorem 7
G-cautious reasoning is in co-NP for programs in ASP(¬, M, C, N).
As for the hardness, first of all observe that P-hardness for the simplest case
provides P-hardness for any case. Moreover, coherence testing can be reduced to
(the complement of) cautious reasoning in general. In more detail, a programΠ is G-
coherent if and only if ⊥ is not a G-cautious consequence of Π, where ⊥ ∈ U \At(Π)
is an atom not occurring in Π. In fact, if Π is G-coherent then its G-stable models
cannot contain ⊥, and therefore ⊥ is not a G-cautious consequence of Π. Otherwise,
⊥ is a G-cautious consequence because Π has no stable models. Since G-coherence
of Π can be equivalently checked on M(Π), C(Π), or N(Π), all other hardness
results are obtained from Theorems 3–5.
Theorem 8
G-cautious consequence is ΠP2 -hard for ASP(∨, M), ASP(∨, C) and ASP(∨, N). It
is co-NP-hard for ASP(C) and ASP(N).
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4 Compilation
G-stable models of a logic program can be computed by compiling into F-stable
model semantics, for which efficient implementation are available. (Translations into
other frameworks, for example Ferraris’s propositional theories (Ferraris 2005), are
also possible, but not the focus of this paper.) Two different rewritings are presented
in this section. The first rewriting is more compact, in the sense that it introduces
fewer auxiliary atoms. The second rewriting instead requires more auxiliary atoms,
but has the advantage that the output program only comprises stratified aggregates
(essentially, in these programs no recursive definition involves an aggregate; see
(Faber et al. 2011) for a formal definition).
Definition 4 (Rewriting 1 )
Let Π be a program. Let rew(Π) be the program obtained from Π by performing
the following operations:
1. For each p ∈ At(Π), a fresh propositional atom p′ and the following rules are
introduced: p′ ← ∼p, and p′ ← p.
2. For each aggregate A occurring in a rule r of Π and such that dom(A) =
{p1, . . . , pn} (for some n ≥ 0), literals p′1, . . . , p
′
n are added to the body of r.
Example 3
Consider again program Π1 from Example 1, whose G-stable models are ∅ and
{a, c}. Program rew(Π1) is the following: {a← ∼∼a; b∨ c← A1, a′, b′}∪ {a′ ← ∼a;
a′ ← a; b′ ← ∼b; b′ ← b; c′ ← ∼c; c′ ← c}. Its F-stable models are the following:
∅ ∪ X and {a, c} ∪ X , where X = {a′, b′, c′}. In fact, a′, b′, c′ are necessarily true
because of the rules introduced in item 1 of Definition 4. Moreover, note that if
a is false in some model I then a′ is necessarily true in any model of the reduct
F (Π1, I). On the other hand, if a is true in I then a
′ can be possibly assumed false
in a model of F (Π1, I). Similarly for b and b
′, and for c and c′. 
Intuitively, as also observed in the above example, all auxiliary propositional
atoms are true in any model I of rew(Π) because of the rules introduced in item 1
of Definition 4. Moreover, if J is a minimal model of F (rew(Π), I) then the following
properties are satisfied: (i) if p /∈ I, then p′ ∈ J ; (ii) if p ∈ I, then p′ ∈ J if and
only if p ∈ J . Correctness of the first compilation is thus established.
Theorem 9
Let Π be a program. The following relation holds: GSM (Π) ≡At(Π) FSM (rew(Π)).
A drawback of this first compilation is that the evaluation of the resulting pro-
gram may be on a higher complexity class than the evaluation of the original
program. For example, G-coherence testing of disjunction-free programs is NP-
complete in general, while a ΣP2 procedure will be used to test F-coherence of the
rewritten program. Such a drawback motivates the introduction of a second compi-
lation. To ease the presentation, and to provide a better analysis later, the syntax
of the language is extended by allowing the use of integrity constraints, that is, rules
of the form (1) with empty heads. Note that the semantics provided in Section 2
can already cope with such an extension.
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Definition 5 (Rewriting 2 )
Let Π be a program. Let str(Π) be the (stratified) program obtained from Π by
performing the following operations:
1. For each p ∈ At(Π), two fresh propositional atoms p′, p′′ and the following
three groups of rules are introduced: (i) p′ ← ∼p, and p′ ← p; (ii) p′′ ← ∼∼p′′;
(iii) ← ∼p′′, p, and ← p′′,∼p.
2. For each aggregate A occurring in a rule r of Π and such that dom(A) =
{p1, . . . , pn} (n ≥ 0), literals p′1, . . . , p
′
n are added to B(r), and A is replaced
by a new aggregate A′′ such that dom(A′′) = {p′′1 , . . . , p
′′
n} and A
′′(I) =
A({p ∈ U | p′′ ∈ I}), for all I ⊆ U .
Example 4
Resorting again to Π1 from Example 1, str(Π1) is the following program: {a← ∼∼a;
b ∨ c ← A′′1 , a
′, b′} ∪ {a′ ← ∼a; b′ ← ∼b; c′ ← ∼c; a′ ← a; b′ ← b; c′ ← c} ∪ {a′′ ←
∼∼a′′; b′′ ← ∼∼b′′; c′′ ← ∼∼c′′}∪{← ∼a′′, a;← ∼b′′, b;← ∼c′′, c;← a′′,∼a;← b′′,∼b;
← c′′,∼c}. where dom(A′′1 ) = {a
′′, b′′} and A′′1 (I) = |{a
′′, b′′}∩ I| ≥ 1, for all I ⊆ U .
The F-stable models of str(Π1) are the following: ∅ ∪X and {a, c} ∪X ∪ {a′′, c′′},
where X = {a′, b′, c′}. In fact, for atoms a′, b′, c′, comments in Example 3 apply.
Atom a′′ instead is forced to have the same truth value of a because of rules of the
group (iii). Similarly for b′′ and b, and for c′′ and c. Moreover, atoms a′′, b′′, c′′ fix
the interpretation of A′′1 in the reduct thanks to rules of the group (ii). 
Rules of the group (i) are as in the first compilation, and therefore the already
discussed properties on atoms of the form p′ hold for str(Π). Rules of the group
(ii), instead, are used to guess an interpretation for atoms of the form p′′. Actually,
they also force the interpretation of atoms of the form p because of rules of the
group (iii). However, while the interpretation of an atom p′′ is fixed also in the
reduct, the interpretation of an atom p can be changed. Also the interpretation of
aggregates is fixed in the reduct because their domains only contain atoms of the
form p′′. Correctness of the second compilation is finally established.
Theorem 10
Let Π be a program. The following relation holds: GSM (Π) ≡At(Π) FSM (str(Π)).
4.1 Properties
The rewritings introduced in the previous section are polynomial, faithful and mod-
ular translation functions (Janhunen 2006), i.e., they are polynomial-time com-
putable, preserve stable models (if auxiliary atoms are ignored), and can be com-
puted independently on parts of the input program. In fact, faithfulness is preserved
because of Theorems 9–10, and modularity can be easily proved by assuming that
different auxiliary atoms are used for different parts of the program.
Theorem 11
Let Π,Π′ be programs such that Π ∩ Π′ = ∅. For tr ∈ {rew , str}, the following
conditions are satisfied: tr(Π ∪ Π′) = tr(Π) ∪ tr(Π′), and tr(Π) ∩ tr(Π′) = ∅.
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It is also possible to show that the rewritings are polynomial-time computable
and have linear size with respect to the original program. For this purpose, the size
of a program Π, denoted ‖Π‖, is defined as the number of symbols occurring in
Π. In more detail, every occurrence of a propositional atom or of a negated literal
is considered one symbol, while every occurrence of an aggregate A is counted as
|dom(A)| symbols. (No other symbol is considered in the size of Π.) The rewriting in
Definition 4 introduces |At(Π)| new propositional atoms, and 2·|At(Π)| new rules of
size 2. Moreover, for each rule r in Π, program rew(Π) contains a rule of size at most
2 · ‖r‖ (because for each aggregate A in r, |dom(A)| propositional atoms are added
to the body of r). The rewriting in Definition 5, instead, introduces 2 · |At(Π)| new
propositional atoms, and 5 · |At(Π)| new rules of size 2. The other rules in str(Π)
are obtained from rules in Π and have the same size of the corresponding rules in
rew(Π).
Theorem 12
Let Π be a program. The programs rew(Π) and str(Π) are polynomial-time con-
structible, and the following relations holds: (i) ‖rew(Π)‖ ≤ 4 · |At(Π)| + 2 · ‖Π‖;
(ii) ‖str(Π)‖ ≤ 10 · |At(Π)| + 2 · ‖Π‖.
There are a few additional observations concerning the rewritings presented in the
previous section, which also positively affect their sizes. The first observation is that
fresh atoms could be added just for propositional atoms belonging to the domain of
some aggregate occurring in Π. In fact, note that atoms c′, c′′ are not required in the
rewritings reported in Examples 3–4. Such atoms are included in Definitions 4–5 to
simplify the presentation of the rewritings. The second observation is more technical
and concerns the implementations of current ASP solvers, which are essentially
based on F -stable model semantics. ASP solvers use two modules, called model
generator and model checker. The first module produces a model I of the input
programΠ, while the second module tests the stability of I, i.e., it checks whether no
strict subset of I is a model of F (Π, I). In both rewritings, atoms of the form p′ are
irrelevant for the model generator, in the sense that they are immediately derived
true. Hence, the search space of the model generator is not increased at all when
rew(Π) is processed. A similar observation also applies to str(Π). Indeed, atoms
of the form p′′ are constrained to have the same truth values of the corresponding
atoms of the form p because of rules of the group (3). In addition, atoms of the
form p′′ are irrelevant for the model checker because their interpretation is fixed in
this module by rules of the group (2). As a consequence, also the interpretation of
all aggregates in str(Π) is fixed in the model checker because their domains only
comprise atoms of the form p′′.
Theorem 13
Let Π be a program, and I be an interpretation. If I |= rew(Π) or I |= str(Π) then
{p′ | p ∈ At(Π)} ⊆ I. Moreover, for each J ⊆ I such that J |= F (str(Π), I), it holds
that {p′′ | p ∈ I} ⊆ J .
A final observation, which is eventually linked to the previous, is that current
ASP solvers only rely on the model generator to process disjunction-free programs.
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More specifically, this is the case if additionally non-convex aggregates are stratified.
As already observed, the rewriting in Definition 5 is such that all aggregates in the
rewritten program are stratified. Moreover, note that str(Π) does not introduce
disjunction in Π (this is also true for rew(Π)).
Theorem 14
Let Π be a program. All aggregates in str(Π) are stratified, and if Π has no dis-
junction then both rew(Π) and str(Π) have no disjunction.
Therefore, checking G-coherence of Π by means of checking F-coherence of str(Π)
is an appropriate technique from the complexity point of view, with the only corner
case of ASP(M), i.e., programs without negation and disjunction, and whose aggre-
gates are all monotone. A similar comment applies to performing G-cautious reason-
ing on Π by means of F-cautious reasoning on str(Π). In fact, in the disjunction-free
case, the rewriting in Definition 5 provides alternative proofs for NP-membership
of G-coherence testing and co-NP-membership of G-cautious reasoning.
5 Related Work
The challenge of extending stable model semantics with aggregate constructs has
been investigated quite intensively in the previous decade. Among the many pro-
posals, F-stable model semantics (Ferraris 2011; Faber et al. 2011) is of particular
interest as many ASP solvers are currently based on this semantics (Gebser et al.
2012; Faber et al. 2008). Actually, the definition provided in Section 2 is slightly
different than those in (Ferraris 2011; Faber et al. 2011). In particular, the language
considered in (Ferraris 2011) has a broader syntax allowing for arbitrary nesting of
propositional formulas. The language considered in (Faber et al. 2011), instead, does
not allow explicitly the use of double negation, which however can be simulated by
means of auxiliary atoms. For example, in (Faber et al. 2011) a rule p← ∼∼p must
be modeled by using a fresh atom pF and the following subprogram: {p ← ∼pF ;
pF ← ∼p}. On the other hand, negated aggregates are permitted in (Faber et al.
2011), while they are forbidden in this paper. Actually, programs with negated ag-
gregates are those for which (Ferraris 2011) and (Faber et al. 2011) disagree. As
a final remark, the reduct of (Faber et al. 2011) does not remove negated liter-
als from bodies, which however are necessarily true in all counter-models because
double negation is not allowed in the syntax considered by (Faber et al. 2011).
Other relevant stable model semantics for logic programs with aggregates are re-
ported in (Pelov et al. 2007; Son and Pontelli 2007) for disjunction-free programs,
recently extended to the disjunctive case in (Shen et al. 2014). In these semantics
the stability check is not given in terms of minimality of the model for the program
reduct but obtained by means of a fixpoint operator similar to immediate conse-
quence, and the following relation holds in general: stable models of (Shen et al.
2014) are a selection of F-stable models, and they coincide up to ASP(¬,M,C),
which is also the complexity boundary between the first and second level of the
polynomial hierarchy for F-stable model semantics (Alviano and Faber 2013). Fi-
nally, a more recent proposal is G-stable model semantics (Gelfond and Zhang
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2014), whose relation with other semantics has been highlighted by (Alviano and
Faber 2015) in the disjunction-free case: G-stable models are F-stable models, but
the converse is not always true.
A detailed complexity analysis for F-stable models is reported in (Faber et al.
2011) and summarized in Table 1. Complexity of reasoning under stable models
by (Pelov et al. 2007; Son and Pontelli 2007), instead, is analyzed in (Pelov 2004),
where in particular ΣP2 -completeness of coherence testing is proved for disjunction-
free programs with aggregates. Concerning G-stable models, the general case was
studied in (Gelfond and Zhang 2014), and a more detailed analysis is provided by
this paper. In particular, for disjunction-free programs, the main reasoning tasks
are in the first level of the polynomial hierarchy in general when G-stable models
are used. On the other hand, coherence testing jumps from K to ΣP2 when F-stable
models are replaced by G-stable models in programs with monotone aggregates
only. Indeed, in constrast to previous semantics, monotone aggregates are enough
to simulate integrity constraints and negation when G-stable models are used.
Techniques to rewrite logic programs with aggregates into equivalent aggregate-
free programs were also investigated in the literature. For example, a rewriting
into aggregate-free programs is presented by (Ferraris 2011) for F-stable model
semantics. However, it must be noted that the rewriting of (Ferraris 2011) produces
nested expressions in general, and current mainstream ASP systems cannot process
directly such constructs, but instead require additional translations such as those
by (Lee and Palla 2009). Other relevant rewriting techniques were proposed in
(Bomanson and Janhunen 2013; Bomanson et al. 2014), also proved to be quite
efficient in practice. However, these rewritings preserve F-stable models only in the
stratified case, or if recursion is limited to convex aggregates.
Aggregate functions are also semantically similar to DL (Eiter et al. 2008) and
HEX atoms (Eiter et al. 2014), extensions of ASP for interacting with external
knowledge bases, possibly expressed in different languages.
6 Conclusion
G-stable models are a recent proposal for interpreting logic programs with aggre-
gates. A detailed complexity analysis of the main reasoning tasks for this new
semantics was reported in Section 3, highlighting similarities and differences versus
mainstream ASP semantics, here referred to as F-stable models. In more detail,
G-coherence testing is NP-complete for disjunction-free programs, in contrast to
ΣP2 -completeness of F-coherence testing. An even more surprising result was shown
for negation-free programs with monotone aggregates: Such programs are guaran-
teed to be F-coherent, while G-coherence testing was shown to be ΣP2 -hard because
negation can be simulated by means of disjunction and monotone aggregates in the
new semantics. Similar results were shown for G-cautious reasoning.
A further link between G- and F-stable models is provided by the rewritings in
Section 4: G-stable models of an input program can be obtained by computing F-
stable models of a rewritten program, where the size of the rewritten program is
linear with respect to the size of the original program. In particular, two different
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rewritings are presented and analyzed. Moreover, one of these rewritings outputs
programs with stratified aggregates only, which are handled efficiently by modern
ASP solvers. A prototype system supporting common aggregation functions such
as count, sum, avg, min, max, odd, and even is thus implemented by means of
this rewriting, and using the ASP solver wasp (Alviano et al. 2013; Alviano et al.
2014) to obtain G-stable models of the original program.
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Appendix A Proofs of Section 3
Lemma 1
Let Π be in ASP(M). The least fixpoint of TΠ(I) exists and is polytime computable.
Let I be the least fixpoint of TΠ, and J be the least fixpoint of TG(Π,I). If I 6= J
then Π is G-incoherent, otherwise GSM (Π) = {I}.
Proof
We first show that the least fixpoint of TΠ is polytime computable. Let Π be a
program in ASP(M), and I be an interpretation. Computing TΠ(I) requires to
iterate over every rule r of Π and check whether I |= B(r). Checking I |= B(r) can
be done in polynomial-time if aggregates are polynomial-time computable functions,
as it is assumed in this section. Hence, a single application of TΠ is polynomial-time
computable. The least fixpoint of TΠ is computed, by definition, starting from ∅
and repeatedly applying TΠ. Define I0 = ∅, Ii+1 = TΠ(Ii) (for i ≥ 0). For each
i ≥ 0, either Ii+1 \ Ii 6= ∅ or Ii is the least fixpoint of TΠ. Since atoms in Ii+1 \ Ii
are among those in At(Π), we have that I|At(Π)| = I|At(Π)|+1.
We now show the second part of the lemma. I |= Π by construction. Note that
G(Π, I) is a plain Datalog program. It is unique minimal model is the least fixpoint
of TG(Π,I), i.e., interpretation J . Hence, I ∈ GSM (Π) if and only if I = J . To
complete the proof is enough to show that no other interpretation is a G-stable
model of Π. Let K be an interpretation such that K 6= I and K |= Π. Therefore,
K ⊃ I because I is the least fixpoint of TΠ. To prove that K /∈ GSM (Π) note that
I |= G(Π,K).
Theorem 1
G-coherence testing is in P for ASP(M).
Proof
Let I be the least fixpoint of TΠ. I is computable in polynomial-time because of
Lemma 1. Actually, I is the only candidate to be a G-stable model of Π because
of Lemma 1. To check whether I ∈ GSM (Π), build G(Π, I) and compute the least
fixpoint of TG(Π,I), again in polynomial-time because of Lemma 1. If the two least
fixpoints are equal then Π is G-coherent, otherwise it is G-incoherent.
Theorem 2
G-coherence testing is in NP for programs in ASP(¬, M, C, N).
Proof
Let Π be in ASP(¬, M, C, N), and I be an interpretation. We provide a polynomial-
time procedure for checking that I is a G-stable model of Π. The procedure first
checks that I |= Π in polynomial-time. If it is the case, the procedure builds the
reduct G(Π, I), again in polynomial-time. ProgramG(Π, I) is in ASP(−) and there-
fore Lemma 1 can be applied to obtain the unique minimal model of G(Π, I), say
J , in polynomial-time. If I = J then the procedure accepts I as a G-stable model,
otherwise it rejects I.
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Lemma 2
Let Π be in ASP(¬, ∨). Then, GSM (Π) ≡At(Π) GSM (C(Π)) ≡At(Π) GSM (N(Π)).
Proof
Let I be an interpretation. I |= Π if and only if I |= C(Π). In particular, if ∼p is
replaced by an aggregate A in a rule r, we have I |= ∼p if and only if I |= A. Note
that I 6|= ∼p implies that r is removed in the reducts G(Π, I), G(C(Π), I), while
I |= ∼p implies that both ∼p and A are replaced by the empty set in the rules
obtained from r in the reducts. We therefore conclude that G(Π, I) = G(Π, C(I)),
from which we obtain GSM (Π) ≡At(Π) GSM (C(Π)).
The proof of GSM (Π) ≡At(Π) GSM (N(Π)) is similar. We have just to addition-
ally note that ⊥ /∈ I holds for every I ∈ GSM (Π) ∪GSM (N(Π)).
Theorem 3
G-coherence testing is ΣP2 -hard for both ASP(∨, C) and ASP(∨, N). It is NP-hard
for both ASP(C) and ASP(N).
Proof
G-coherence testing is ΣP2 -hard for ASP(¬, ∨), and it is NP-hard for ASP(¬) (Eiter
and Gottlob 1995). G-coherence of Π can be reduced to G-coherence testing of
C(Π) or of N(Π) because of Lemma 2. Since C(Π) and N(Π) can be computed in
polynomial-time, do not introduce disjunction, eliminate negation, and only have
convex and non-convex aggregates, respectively, the proof is complete.
Theorem 4
G-coherence testing is P-hard for ASP(M).
Proof
G-cautious reasoning over Datalog programs is P-hard (Eiter and Gottlob 1995).
We reduce this problem to G-coherence testing of disjunction- and negation-free
programs with monotone aggregates. Let Π be in ASP(−), and p be a propositional
atom. Program Π′ = Π∪ {p← A}, where dom(A) = {p} and A(I) = |{p}∩ I| ≥ 0,
can be built using only logarithmic space. Since Π is a Datalog program, it has
a unique G-stable model, say I. If p ∈ I then p belongs to the least fixpoint of
TΠ because of Lemma 1, and therefore it belongs to the least fixpoint of TΠ′ too
because of monotonicity. On the other hand, if p /∈ I then any model J of Π′ is such
that J ⊃ I because of rule p ← A (note that A is always true). We conclude that
G(Π′, J) = G(Π, J) ∪ {p ← p}, and therefore the least fixpoint of TG(Π′,J), which
is equal to the least fixpoint of TG(Π,J), is a subset of I. We conclude that J is not
a G-stable model of Π′ and hence Π′ is G-incoherent.
Lemma 3
Let Π be in ASP(¬, ∨). The following relation holds:GSM (Π) ≡At(Π) GSM (M(Π)).
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Proof
Without loss of generality, let us assume that all atoms in At(Π) occur negated in
Π at least once. Let I be a G-stable model of Π. Define IF = I ∪ {pF | p /∈ I}.
We have IF |= M(Π). Concerning G(M(Π), IF ) note that for each p ∈ At(Π) rule
p ∨ pF ← A is either replaced by
p ∨ pF ←
in case p /∈ I, or by
p ∨ pF ← p
if p ∈ I. In the first case, the rule guarantees that every model J of G(M(Π), IF )
such that J ⊆ I satisfies pF ∈ J . Hence, rules of G(M(Π), IF ) containing pF can
be simplified by removing pF , which essentially results into G(Π, I) (plus rules
obtained from p ∨ pF ← A). In the second case, the rule is trivially satisfied by all
interpretations, and therefore it can be removed from G(M(Π), IF ). Since I is a
minimal model of G(Π, IF ), we have that IF is a minimal model of G(M(Π), IF ),
i.e., IF ∈ GSM (M(Π)).
For the other direction, let I be a G-stable model of M(Π). We shall show that
I ∩At(Π) is a G-stable model of Π. First of all, note that I |= A for any aggregate
A occurring in M(Π), and therefore I ∩{p, pF } 6= ∅ because of rule p∨pF ← A, for
all p ∈ At(Π). Moreover, since I is a minimal model of G(M(Π), I) by assumption,
and pF does not occur in any other rule heads, we have |I ∩ {p, pF}| = 1. We can
therefore argument as in the previous direction and conclude that I ∩ At(Π) is a
minimal model of G(Π, I ∩ At(Π)), i.e., I ∩ At(Π) ∈ GSM (Π).
As a final observation, note that also |GSM (Π)| = |GSM (M(Π))| holds because
in any G-stable model of M(Π) truth values for atoms of the form pF are implied
by truth values of atoms of the form p.
Theorem 5
G-coherence testing is ΣP2 -hard for ASP(∨, M).
Proof
G-coherence testing is ΣP2 -hard for a program Π in ASP(¬, ∨) (Eiter and Gottlob
1995). G-coherence of Π can be reduced to G-coherence testing of M(Π) because of
Lemma 3. Since M(Π) can be computed in polynomial-time, eliminates negation,
and only has monotone aggregates, the proof is complete.
Theorem 6
G-cautious reasoning is in P for ASP(M).
Proof
We provide a procedure for checking whether a given propositional atom p is a
G-cautious consequence of Π. The procedure first checks G-coherence of Π in
polynomial-time (Theorem 1). If Π is G-incoherent then the procedure rejects.
Otherwise, because of Lemma 1, the unique G-stable model of Π, say I, is the least
fixpoint of TΠ. The procedure then computes I in polynomial-time (Lemma 1), and
accepts if p ∈ I, otherwise it rejects.
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Theorem 7
G-cautious reasoning is in co-NP for programs in ASP(¬, M, C, N).
Proof
Let Π be in ASP(¬, M, C, N), and p a propositional atom. We prove that the
complementary problem, checking the existence of a G-stable model I of Π such
that p /∈ I, is in NP. To this aim, let I be an interpretation such that p /∈ I. The
following is a polynomial-time procedure for checking that I is a G-stable model of
Π: The procedure first builds G(Π, I), which is disjunction-, negation and aggregate-
free. Then, it computes the unique G-stable model, say J , of G(Π, I), i.e., the least
fixpoint of TG(Π,I) (Lemma 1), and accepts if I = J .
Theorem 8
G-cautious consequence is ΠP2 -hard for ASP(∨, M), ASP(∨, C) and ASP(∨, N). It
is co-NP-hard for ASP(C) and ASP(N).
Proof
G-cautious reasoning is ΠP2 -hard for ASP(¬, ∨) already for programs in which
negation only occurs in a rule of the form w ← ∼w (Eiter and Gottlob 1995).
Therefore, let us consider a program Π = Π′ ∪ {w ← ∼w}, where Π′ is in ASP(∨).
From Lemmas 2–3, GSM (Π) ≡At(Π) GSM (M(Π)) ≡At(Π) GSM (C(Π)) ≡At(Π)
GSM (N(Π)). Let p be a propositional atom among those in At(Π). It holds that
p is a G-cautious consequence of Π if and only if p is a G-cautious consequence of
the other programs. Hence, ΠP2 -hardness follows.
Similarly, G-cautious reasoning for ASP(¬) is co-NP-hard already for programs
in which negation only occurs in a rule of the form w ← ∼w. Since C(Π) and N(Π)
are disjunction-free if Π is disjunction-free, co-NP-hardness follows.
Appendix B Proofs of Section 4
Theorem 9
Let Π be a program. The following relation holds: GSM (Π) ≡At(Π) FSM (rew(Π)).
Proof
Let I be a G-stable model of Π. We shall show that I ′ = I ∪ {p′ | p ∈ At(Π)} is an
F-stable model of rew(Π). In fact, I ′ |= rew(Π) because I |= Π. Consider a model
J ⊆ I of the reduct F (rew(Π), I). We have J ∩ At(Π) |= G(Π, I), and therefore
J ∩At(Π) = I holds because I is a G-stable model of Π by assumption. Because of
rules of introduced by item 1 in Definition 4, J ∩ At(Π) = I implies J = I, i.e., I
is an F-stable model of rew(Π).
Let I be an F-stable model of rew(Π). We shall show that I ∩ At(Π) is a G-
stable model of Π. First of all, note that {p′ | p ∈ At(Π)} ⊆ I because I |= Π and
because of rules introduced by item 1 in Definition 4. Therefore, I ∩ At(Π) |= Π
follows. Consider a model J ⊆ I ∩ At(Π) of the reduct G(Π, I). We have J ∪ {p′ |
p ∈ At(Π)} |= F (rew (Π), I), and therefore J ∪ {p′ | p ∈ At(Π)} = I because I is
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an F-stable model of rew(Π) by assumption. It follows that J = I ∩ At(Π), i.e.,
I ∩ At(Π) is a G-stable model of Π.
Finally, note that also |GSM (Π)| = |FSM (rew(Π))| holds because the mappings
used above are one-to-one.
Theorem 10
Let Π be a program. The following relation holds: GSM (Π) ≡At(Π) FSM (str(Π)).
Proof
Let I be a G-stable model of Π. We shall show that I ′ = I ∪{p′ | p ∈ At(Π)}∪{p′′ |
p ∈ I} is an F-stable model of str(Π). In fact, I ′ |= str(Π) because I |= Π. Consider
a model J ⊆ I of the reduct F (str(Π), I). We have J ∩ At(Π) |= G(Π, I), and
therefore J ∩ At(Π) = I holds because I is a G-stable model of Π by assumption.
Because of rules of the groups (i)–(ii) in Definition 5, J ∩At(Π) = I implies J = I,
i.e., I is an F-stable model of str(Π).
Let I be an F-stable model of str(Π). We shall show that I ∩At(Π) is a G-stable
model of Π. First of all, note that {p′ | p ∈ At(Π)} ⊆ I because I |= Π and
because of rules of the group (i). Moreover, note that p ∈ I if and only if p′′ ∈ I
because of rules of the group (iii), for all p ∈ At(Π). And also note that for each
aggregate A′′ occurring in str(Π), I |= A′′ if and only if I ∩At(Π) |= A. Therefore,
I ∩At(Π) |= Π follows. Consider a model J ⊆ I ∩At(Π) of the reduct G(Π, I), and
define J ′ = J ∪ {p′ | p ∈ At(Π)} ∪ {p′′ | p ∈ I}. We have J ′ |= F (str(Π), I), and
therefore J ′ = I because I is an F-stable model of str(Π) by assumption. It follows
that J = I ∩At(Π), i.e., I ∩At(Π) is a G-stable model of Π.
Finally, note that also |GSM (Π)| = |FSM (str(Π))| holds because the mappings
used above are one-to-one.
Theorem 11
Let Π,Π′ be programs such that Π ∩ Π′ = ∅. For tr ∈ {rew , str}, the following
conditions are satisfied: tr(Π ∪ Π′) = tr(Π) ∪ tr(Π′), and tr(Π) ∩ tr(Π′) = ∅.
Proof
Immediate because the rewritings work on one rule at time.
Theorem 12
Let Π be a program. The programs rew(Π) and str(Π) are polynomial-time con-
structible, and the following relations holds: (i) ‖rew(Π)‖ ≤ 4 · |At(Π)| + 2 · ‖Π‖;
(ii) ‖str(Π)‖ ≤ 10 · |At(Π)| + 2 · ‖Π‖.
Proof
We first prove relation (i). Program rew(Π) contains 2 rules for each atom in At(Π),
each one of size 2, and a rule for each rule of Π. The number of atoms in these rules
is at most two times the number of atoms in the original rules.
We now show relation (ii). Program rew(Π) contains 5 rules for each atom in
At(Π), each one of size 2, and a rule for each rule of Π. The number of atoms in
these rules is at most two times the number of atoms in the original rules.
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Theorem 13
Let Π be a program, and I be an interpretation. If I |= rew(Π) or I |= str(Π) then
{p′ | p ∈ At(Π)} ⊆ I. Moreover, for each J ⊆ I such that J |= F (str(Π), I), it holds
that {p′′ | p ∈ I} ⊆ J .
Proof of Theorem 13
If I satisfies rules introduced by item 1 in Definition 4, or equivalently of the group
(i) in Definition 5, then {p′ | p ∈ At(Π)} ⊆ I. Consider a model J ⊆ I of the reduct
F (str(Π), I). For each p′′ ∈ I, F (str(Π), I) contains a rule p′′ ← because of rules
of the group (ii) in Definition 5.
Theorem 14
Let Π be a program. All aggregates in str(Π) are stratified, and if Π has no dis-
junction then both rew(Π) and str(Π) have no disjunction.
Proof
We first provide a more formal definition of stratified aggregate. The dependency
graph of Π has a node p for each atom p ∈ At(Π), and an arc from q to p if there is
a rule r ∈ Π such that p ∈ H(r) and q occurs in B(r), either as a possibly negated
literal or in the domain of an aggregate. Π is stratified with respect to aggregates
if there is no rule r ∈ Π such that p ∈ H(r) and q occurring in B(r) belong to the
same strongly connected component of Π.
Let Π be a program, and A be an aggregate in str(Π). Hence, by construc-
tion, dom(A) ⊆ {p′′ | p ∈ At(Π)}. Note that all rules whose head contains some
atom in dom(A) belong to the group (ii) in Definition 5, and therefore each atom
p′′ ∈ dom(A) belongs to a singleton strongly connected component. Stratification
of aggregates in str(Π) is thus proved.
Let Π be a program without disjunction. Program rew (Π) and str(Π) contain
rules of the groups (i)–(iii), which have no disjunction, and rules obtained from those
in Π by replacing aggregates. Hence, neither rew(Π) nor str(Π) has disjunction.
