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Abstract
We adapt recent results of Albrecht and Ricker to obtain conditions under which growth con-
straints on the left resolvent of a Banach space operator are preserved under suitable perturbations.
As an application, we establish Bishop’s property (β) for certain generalized Cesàro operators on the
classical Hardy spaces Hp , 1 < p < ∞. Our methods also apply to unilateral weighted shifts whose
weight sequence converges sufficiently rapidly as well as to perturbations of restrictions of a class of
generalized scalar operators.
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1. Introduction
Let X be a complex Banach space and denote by L(X) the space of bounded operators
on X. An operator T ∈ L(X) is decomposable in the sense of Foias¸ if, for any open cover
{U1,U2, . . . ,Un} of the spectrum, σ(T ), there exist closed, T -invariant subspaces X1,
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T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51 33X2, . . . , Xn ⊂ X so that X = X1 +X2 +· · ·+Xn and σ(T |Xj ) ⊂ Uj for each j , 1 j  n,
[11,23]. While decomposable operators typically have no functional calculus beyond the
Riesz analytic functional calculus, many of the spectral properties of normal operators in
fact hold for decomposable operators. Besides normal operators, or more generally, op-
erators with a rich functional calculus, the class of decomposable operators contains all
operators with totally disconnected spectrum; specifically, compact Banach space opera-
tors are decomposable.
An operator is said to be subdecomposable provided that it is the restriction of a de-
composable operator to a closed invariant subspace. The theory of such operators parallels
that of subnormal operators in many ways; in particular, there is an intrinsic characteri-
zation of subdecomposability. To formulate it, we must consider an induced mapping on
spaces of vector-valued analytic functions: for U an open subset of the complex plane C,
let H(U,X) denote the space of analytic, X-valued functions defined on U , where we
write H(U) rather than H(U,C). When endowed with the topology of uniform conver-
gence on compact subsets, H(U,X) is a Fréchet space, and every bounded operator T on
X induces a continuous mapping TU on H(U,X) given by (TUf )(λ) = (λ − T )f (λ) for
all f ∈ H(U,X) and λ ∈ U .
The operator T ∈ L(X) is said to have Bishop’s property (β) [6], provided that for every
open U ⊂ C, the mapping TU is injective and has closed range. Thus, T has property (β) if,
whenever (fn)n is a sequence of analytic X-valued functions such that (λ− T )fn(λ) → 0
uniformly on the compact subsets of an open U ⊆ C, then fn(λ) → 0 uniformly on the
compact subsets of U . This seemingly technical property in fact completely characterizes
the restrictions of decomposable operators to invariant subspaces, and T is decomposable
if and only if both T and T ∗ have property (β) [1,11].
For T ∈ L(X), let σap(T ) and σe(T ) denote the approximate point spectrum and the
essential spectrum of T , respectively. The left resolvent set for T is the open set ρ(T )
consisting of the points λ ∈ C for which there exists an operator L(λ,T ) ∈ L(X) such
that L(λ,T )(λ − T ) = I . Equivalently, λ ∈ ρ(T ) provided λ − T is bounded below and
ran(λ− T ) is complemented in X. By [20, p. 418, Corollary 2], for every T ∈ L(X) there
exists an analytic left resolvent L(· , T ) :ρ(T ) → L(X). The left spectrum of T , σ(T ) =
C \ ρ(T ), clearly satisfies σ(T ) ⊆ σap(T )⋃σe(T ).
Growth conditions on the resolvent of an operator with thin spectrum are closely related
to the existence of rich functional calculi and thus spectral decomposition properties of the
operator. In particular, the significance of log–log estimates of the resolvent was recognized
very early in pioneering work by Bishop [6], and by Lyubich and Matsaev [12], as well as
others; see [18] and [23, V. 5] in addition to [3]. But local spectral properties are generally
not stable under compact perturbations. Indeed, the bilateral shift on 2(Z) is normal, but
there is a rank one operator K so that T + K fails to be decomposable [23, V. 6.29].
Growth conditions do however behave reasonably under suitable perturbations, and thus
corresponding spectral decomposition properties are preserved. In [3], Albrecht and Ricker
provide a simplified account of the perturbation results of Zsidó [25].
For an operator with thin left spectrum, the restrictions on the growth of ‖L(λ,T )‖ play
an analogous role in establishing property (β); see [11, 1.7] and [13]. In the current paper,
we obtain an asymmetrical version of a result of Albrecht and Ricker that, in conjunction
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for subdecomposability to be preserved under suitable compact perturbations.
These abstract results are applied to concrete classes of operators including weighted
shifts, E(T)-subscalar operators, and, in the last section, generalized Cesàro operators.
In particular, in Theorem 3.5, it is shown that for several classes of analytic symbols ϕ,
the corresponding generalized Cesàro operator Sϕ acting on the Hardy space Hp, 1 <
p < ∞, has Bishop’s property (β) and hence admits a decomposable extension. In contrast,
it should be noted that some of these operators fail to be hyponormal on H 2.
2. Growth conditions and compact perturbations
Let Fn = {A ∈ L(X): dim ranA n} and let F =⋃n Fn denote the collection of finite
rank operators. If T ∈ L(X), let an(T ) = inf{‖T − A‖: A ∈ Fn−1} for each n  1, and,
for every r > 0, define nT (r) = inf{n: an+1(T ) < 1/r}. The function nT is real-valued
on (0,∞) if and only if T ∈ F . Moreover, if 0 < s < t , then {n ∈ N: an+1(T ) < 1/t} ⊆
{n ∈ N: an+1(T ) < 1/s}. Therefore nT (t) nT (s); i.e., nT is increasing on (0,∞). Also,
if K, s > 0 are constants such that an(T )  Kn−s for all n sufficiently large, then there
is a constant M so that nT (r) Mr1/s for all r  1. Indeed, if an(T )  Kn−s for all
nN , then, letting [[t]] denote the greatest integer  t , we have that nT (r)min{nN :
Kn−s < 1/r} [[(Kr)1/s]] + 2 (K1/s + 3)r1/s if r  1.
If G is a region in the complex plane C, let G = {z ∈ G: dist(z, ∂G) > } for every
 > 0. The boundary of G is said to be Dini-smooth provided that ∂G is a curve with
parameterization z = γ (t) such that γ ′ is Dini-continuous; i.e., if ω(t) denotes the modulus
of continuity of γ ′ at t , then
a∫
0
ω(t)
t
dt < ∞
for some a > 0. We denote the open disk of radius r and center λ ∈ C by D(λ, r) and its
closure is D(λ, r). Let D denote the open unit disk, D = D(0,1), and let XE denote the
characteristic function of a subset E.
Theorem 2.2 below is based closely on [3, Theorem 22], itself a variant of [25, Theo-
rem 3.1]. The following lemma provides the critical estimate in the proof of the theorem.
Lemma 2.1 [3, Lemmas 19 and 20]. Let G be a bounded, simply connected domain in C
with Dini-smooth boundary and fix z0 ∈ G. Then there are constants a  3 and c > 0 so
that whenever 0 <  < c/3, K ∈ Fn and T :G → L(X) is analytic such that I − KT (z)
is invertible for all z ∈ G , then for all w ∈ Ga we have the estimate∥∥(I −KT (w))−1∥∥ (C(z0) sup
z∈G2
(
1 + n‖K‖‖T (z)‖))2cn/,
where C(z0) = eπ max{dist(1, σ (KT (z0)))−1,1 + ‖K‖‖T (z0)‖}.
As usual, for t  0, set log+(t) = max{0, log(t)}, where log(0)= −∞.
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subset of ρ(T ) with Dini-smooth boundary. Also suppose that L(· , S) :G → L(X) is an
analytic left resolvent for S on G for which there exists a decreasing function f : (0,∞)→
(0,∞) such that∥∥L(λ,S)∥∥ f (dist(λ, ∂G)).
Fix z0 ∈ G and let a  3 be the constant given in Lemma 2.1. If K ∈ F is such that
I −KL(λ,S) is invertible for all λ ∈ G, then
L(λ,S +K) = L(λ,S)(I −KL(λ,S))−1
is a left inverse of λI − (S + K) on G for which there exists a decreasing function
g : (0,∞)→ (0,∞) satisfying∥∥L(λ,S +K)∥∥ g(dist(λ, ∂G))
and
log+ log+ g(t) C0 + 2 log+ log+ f
(
t
a
)
+ 2 log+ nK
(
2f
(
t
2a
))
+ log+
(
a
t
)
,
where C0 is a constant depending only on G, z0, K and L(z0, S).
Proof. By the upper semi-continuity of spectra, we may choose δ, 0 < δ < 1, so that
‖K1 −K‖ < δ implies that I − (K −K1)L(z0, S) is invertible,
dist
(
1, σ
(
K1L(z0, S)
(
I − (K −K1)L(z0, S)
)−1)) 1
2
dist
(
1, σ
(
KL(z0, S)
))
, (1)
and ∥∥(I − (K −K1)L(z0, S))−1∥∥ 2. (2)
Define
η(t) := min
{
t
2a
,
c
4
}
and N(t) := nK
(
max
{
2f
(
η(t)
)
,
1
δ
})
.
Let λ ∈ G, set
 := η(dist(λ, ∂G)) and n := N(dist(λ, ∂G)).
So 0 <  < c/3, λ ∈ Ga , and an+1(K) < min{(2f ())−1, δ}. Thus there exists K1 ∈ Fn
such that ‖K1 − K‖ < min{(2f ())−1, δ}. In particular, (1) holds for K1, and, if K2 =
K −K1, then the assumption that ‖L(z,S)‖ f (dist(z, ∂G)) for all z ∈ G implies that∥∥K2L(z,S)∥∥ 12f ()∥∥L(z,S)∥∥ 12 f (dist(z, ∂G))f () < 12
for all z ∈ G . Therefore, for all z ∈ G , the operator I − K2L(z,S) is invertible with
‖(I −K2L(z,S))−1‖ 2. Moreover, for such z we have that
I −K1L(z,S)
(
I −K2L(z,S)
)−1 = ((I −K2L(z,S))−K1L(z,S))(I −K2L(z,S))−1
= (I −KL(z,S))(I −K2L(z,S))−1, (3)
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L(z,S)(I −K2L(z,S))−1, then T is analytic on G with
1 ∈ ρ(K1T (z)) and ∥∥T (z)∥∥ 2f (dist(z, ∂G)) (z ∈ G). (4)
Now, as in (3), if z ∈ G , then
z − (S +K) = (I −KL(z,S))(z − S) = ((I −K1T (z))(I −K2L(z,S)))(z − S)
and
L(z,S +K) = L(z,S)(I −KL(z,S))−1
= L(z,S)(I −K2L(z,S))−1(I −K1L(z,S))−1
= T (z)(I −K1L(z,S))−1.
Thus ‖L(z,S + K)‖  ‖T (z)‖‖(I − K1T (z))−1‖ for all z ∈ G . By (4) above and
Lemma 2.1, it follows that for all z ∈ Ga∥∥L(z,S +K)∥∥ 2f (dist(λ, ∂G)(C(z0)(1 + 2n‖K1‖f (2)))2cn/
where C(z0) = eπ max{1/dist(1, σ (K1T (z0))),1 +‖K1‖‖T (z0)‖}. The estimates (1) and
(2) above imply that
C(z0) eπ max
{
2/dist
(
1, σ
(
KL(z0, S)
))
,1 + (1 +‖K‖)∥∥T (z0)∥∥}
 C1 := eπ max
{
2/dist
(
1, σ
(
KL(z0, S)
))
,1 + 2(1 + ‖K‖)f (dist(z0, ∂G))},
a constant  eπ determined by f , G, z0, K and L(z0, S). Thus the fact that λ ∈ Ga
implies that∥∥L(λ,S +K)∥∥ 2f (dist(λ, ∂G)(C1(1 + 2n(1 + ‖K‖)f (2)))2cn/. (5)
Since f is decreasing and η is increasing, f ◦ η is decreasing and
f (η(t)) = max
{
f
(
t
2a
)
, f
(
c
4
)}
.
Similarly, since nK is increasing,
N(t) = nK
(
max
{
2f
(
η(t)
)
,
1
δ
})
= max
{
nK
(
max
{
2f
(
t
2a
)
,2f
(
c
4
)})
, nK
(
1
δ
)}
= max
{
nK
(
2f
(
t
2a
))
, nK
(
2f
(
c
4
))
, nK
(
1
δ
)}
is a decreasing function.
If
g(t) := 2f (t)(C1(1 + 2(1 +‖K‖)N(t)f (2η(t))))2cN(t)/η(t),
then g : (0,∞) → (0,∞) is decreasing, and it follows from (5) that ‖L(λ,S + K)‖ 
g(dist(λ, ∂G)) for all λ ∈ G.
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∑k
j=0 xj  log 2k+
∑k
j=0 log+ xj ,
log+
∏k
j=1 xj 
∑k
j=1 log+ xj and log+ max{xj }kj=1 
∑k
j=1 log+ xj [3, Lemma 21].
Therefore,
log+ g(t) log 2 + log+ f (t)
+ 2cN(t)
η(t)
(
logC1 + log
(
1 + 2(1 + ‖K‖)N(t)f (2η(t))))
 log 2 + log+ f (t)
+ 2cN(t)max
{
2a
t
,
4
c
}(
logC1 + 2 log2 + log(1 + ‖K‖)
+ log+ nK
(
2f
(
t
2a
))
+ log+ nK
(
2f
(
c
4
))
+ log+ nK
(
1
δ
)
+ log+ f
(
t
a
)
+ log+ f
(
c
2
))
, (6)
and so
log+ log+ g(t) 2 log2 + log log 2 + log+ log+ f (t) + log 2 + log+ c
+ log+ nK
(
2f
(
t
2a
))
+ log+ nK
(
2f
(
c
4
))
+ log+ nK
(
1
δ
)
+ log+ 2a
t
+ log+ 4
c
+ log+
(
logC1 + 2 log 2 + log(1 + ‖K‖)
+ log+ nK
(
2f
(
t
2a
))
+ log+ nK
(
2f
(
c
4
))
+ log+ nK
(
1
δ
)
+ log+ f
(
t
a
)
+ log+ f
(
c
2
))
= C0 + log+ 2a
t
+ 2 log+ log+ f
(
t
a
)
+ 2 log+ nK
(
2f
(
t
2a
))
where
C0 = 11 log2 + 2 log log 2 + log+ c + log+ 4
c
+ log+ log+ f
(
c
2
)
+ 2 log+ nK
(
2f
(
c
4
))
+ 2 log+ nK
(
1
δ
)
+ log+ log+(1 + ‖K‖)
+ log+ log+ C1
is a constant that depends only on f , G, z0, K and L(z0, S). 
Theorem 2.3. Let {Dk}1kn be a collection of distinct closed disks and assume thatF is a
subset of C\⋃1kn ∂Dk that accumulates only on a totally disconnected compact subset
E of ⋃1kn ∂Dk . Suppose that S ∈ L(X) and K ∈ F are such that σ(S) ∪ σ(S +K) ⊆
F ∪ ⋃1kn Dk with σ(S) ⊆ F ∪ ⋃1kn ∂Dk =: C . Further assume that S has an
38 T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51analytic left resolvent L(· , S) for which I − KL(λ,S) is invertible for all λ /∈ C and that
there exist a neighborhood W of ⋃1kn Dk , a locally bounded function ω :W \ E →[0,∞) and a decreasing function f : (0,∞)→ (0,∞) such that
1∫
0
log+ log+ f (t) dt < ∞ and ∥∥L(λ,S)∥∥ ω(λ)f (dist(λ,C))
for all λ in W \ C . If K is such that
1∫
0
log+ nK
(
2f (t)
)
dt < ∞,
then S +K has Bishop’s property (β).
Proof. This follows as in the proof of Theorem 1.74 of [11], but we sketch a proof for the
sake of completeness. If T = S +K , then, in order to show T has property (β), it suffices
to show that every ζ ∈ C\F has a neighborhood Dζ for which TDζ is injective with closed
range in H(Dζ ,X).
Let ζ ∈ C \ (F ∪⋃nk=1 ∂Dk), choose 0 < r < dist(ζ,F ∪⋃nk=1 ∂Dk) and set Dζ =
D(ζ, r). Then L(· , T ) = L(· , S)(I − KL(· , S))−1 is analytic in a neighborhood of Dζ ,
and therefore supλ∈Dζ ‖L(λ,T )‖ is finite. It follows that TDζ is injective with closed range.
We now consider points on
⋃n
k=1 ∂Dk \ E. Since the circles ∂Dk are distinct, the set
of intersection points
⋃
j =k(∂Dj ∩ ∂Dk) is finite, and we may as well assume that it is a
subset of E. Suppose that ζ ∈ ∂Dk \E for some k, and, without loss of generality, assume
that Dk = D. Let 0 < r < dist(ζ,E ∩ F) be so small that the function ω is bounded on
D(ζ, r) and let C = supz∈D(ζ,r) w(z). Defining G1 = D(ζ, r) ∩ D and G2 = D(ζ, r) \ D,
then G1 and G2 are disjoint, simply connected sets of ρ(S).
Pick points zj ∈ Gj and let aj  3 be the corresponding constants as in Lemma 2.1.
By the assumption of log-integrability of nK
(
2f (t)
)
, it follows from Theorem 2.2 that
there exists a decreasing function g : (0,∞)→ (0,∞) with ∫ 10 log+ log+ g(t) dt finite and‖L(λ,T )‖ C g(dist(λ, ∂Gj )) for all λ ∈ Gj , j = 1,2. By Levinson’s Log–Log theorem,
there exists a decreasing function h : (0,∞) → [0,∞) such that for all f ∈ H (D(ζ, r)),
the condition∣∣f (λ)∣∣ Cg(dist(λ, ∂D)) for all λ ∈ D(ζ, r)
implies that∣∣f (λ)∣∣ h(dist(λ, ∂D(ζ, r))) for all λ ∈ D(ζ, r).
If ϕ ∈ X∗ with ‖ϕ‖ = 1, then, for each n and λ ∈ Gj ,∣∣ϕ(fn(λ))∣∣ ∥∥fn(λ)∥∥ ∥∥L(λ,T )∥∥∥∥(λ− T )fn(λ)∥∥ C1g(dist(λ, ∂Gj )),
where C1 = C sup{‖(ω − T )fn(ω)‖: ω ∈ Gj, j = 1,2}, and therefore∣∣ϕ(fn(λ))∣∣C1h(dist(λ, ∂D(ζ, r))) for all λ ∈ D(ζ, r).
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and so (fn)n is locally uniformly bounded in H(D(ζ, r),X).
This is enough to conclude that fn → 0 in H(D(ζ, r),X). Indeed, by Cauchy’s formula,
if 0 < δ < r and ρ is chosen such that δ < ρ < r , then
sup
z∈D(ζ,δ)
∥∥fn(z)∥∥ 12π
∫
|w−ζ |=ρ
‖fn(w)‖
|w − z| |dz|.
Since w−T is bounded below for each w ∈ ∂D(ζ,ρ)\∂D, the fact that (w−T )fn(w) → 0
implies that fn(w) → 0 almost everywhere on ∂D(ζ,ρ), and so∫
|w−ζ |=ρ
‖fn(w)‖
|w − z| |dz| → 0
by Lebesgue’s dominated convergence theorem. It follows that
sup
z∈D(ζ,δ)
∥∥fn(z)∥∥→ 0,
and since 0 < δ < r is arbitrary, that fn → 0 in H(D(ζ, r),X) as required. 
Remark 2.4. If, in the setting of the previous theorem, we have that S and K are such
that σ(S) ∪ σ(S +K) ⊆ F ∪⋃nk=1 ∂Dk , then the fact that an(K∗) an(K) for all n ∈ N
implies that nK∗  nK . Thus the integrability conditions hold for S∗ and nK∗ as well, and
we may conclude that S +K is decomposable; see [3, Corollary 23].
Theorem 2.3 provides a simple criterion for property (β) in the setting of unilateral
weighted shifts. Let (ωn)n∈N be a bounded sequence of strictly positive real numbers and
let T denote the corresponding unilateral weighted right shift on p(N), 1 p < ∞, given
by T x = (0, ω1x1, ω2x2, . . .) for all x ∈ p(N). Then T has no eigenvalues, and the spec-
trum and approximate point spectrum of T are determined by the quantities
i(T ) = lim
n→∞ infk∈N(ωk · · ·ωk+n−1)
1/n and r(T ) = lim
n→∞ supk∈N
(ωk · · ·ωk+n−1)1/n.
Indeed, as shown in [11, 1.6.15], we have the identities
σ(T ) = {λ ∈ C: |λ| r(T )} and σap(T ) = {λ ∈ C: i(T ) |λ| r(T )}.
Moreover, if
c(T ) = lim inf
n→∞ (ω1 · · ·ωn)
1/n,
then D(0, c(T )) ⊆ σp(T ∗) ⊆ D(0, c(T )) and each λ ∈ σp(T ∗) is simple. Note that, in
general, i(T )  c(T )  r(T ), and that i(T ) = c(T ) = r(T ) = ω whenever the weight
sequence is convergent with limit ω.
It has been shown that in order for T to have property (β), it is necessary that i(T ) =
r(T ), [14, Theorem 2.7], and restrictions on the weights ωn give rise to log log-integrable
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(ωn)n is an increasing sequence, then T is hyponormal and therefore has (β) by a theorem
of Putinar [17], while if ωn → 0, then it is easy to see that T is compact and thus decom-
posable. It is unknown however whether (ωn)n convergent implies property (β) generally.
Here we show that this is the case whenever ωn → ω sufficiently rapidly.
Corollary 2.5. Suppose that T is a unilateral weighted right shift with weight sequence
ωn → ω as n → ∞. If the decreasing function F(t) := min{n: supk>n |ωk −ω| < t} satis-
fies
1∫
0
log+ F(t) dt < ∞,
then T has property (β).
Proof. If 1  p < ∞, then the Banach space dual of p(N) is naturally identified with
q(N), 1/p + 1/q = 1, via 〈(xn)n, (yn)n〉 =∑n xnyn. Without loss of generality, we as-
sume that ωn → 1 as n → ∞. If K is the weighted shift corresponding to the weight
sequence (ωn − 1)n, then K is compact and T = S + K , where S is the unilateral
shift S(x1, x2, . . .) = (0, x1, x2, . . .) for (xn)n∈N ∈ p(N). S is an isometry, and if B is
the backwards shift B(x1, x2, . . .) = (x2, x3, . . .), then L(λ,S) = −∑∞n=0 λnBn+1 de-
fines an analytic left inverse for λ − S for all |λ| < 1. Otherwise, for |λ| > 1, define
L(λ,S) = (λ − S)−1 =∑∞n=0 λ−n−1Sn. So, for f (t) = t−1, it follows that ‖L(λ,S)‖ 
f (dist(λ, ∂D)) for all λ /∈ ∂D.
We argue that I − KL(λ,S) is invertible, equivalently injective, for all λ /∈ ∂D. If
|λ| > 1, then λ−S and λ−T are each invertible, and so I −KL(λ,S) = (λ−T )(λ−S)−1
is invertible as well. Thus assume that λ ∈ D. If e1 := (1,0, . . .), then kerL(λ,S) =
span{e1}, and ker(λ− T )∗ = span{kλ} where
kλ =
(
1,
λ
ω1
, . . . ,
λn−1
ω1 · · ·ωn−1 , . . .
)
.
If 0 = x = (xn)n∈N ∈ ker(I −KL(λ,S)), then we may write x = (λ− S)y + ce1 for some
c ∈ C and y ∈ p. Thus,
0 = (I −KL(λ,S))x = (I −KL(λ,S))((λ− S)y + ce1)= (λ− S)y + ce1 −Ky,
and so −ce1 = (λ− S − K)y = (λ − T )y . Since λ − T is injective, it follows that c = 0,
hence e1 ∈ ran(λ− T ) = ⊥ ker(λ− T ∗). But in this case, 0 = 〈e1, kλ〉 = 1, an absurdity.
Now, an+1(K)  supk>n |wk − 1| and so nK(t)  F(1/t) for all t > 0; in particular,
nk(2f (t)) F(t/2). The result now follows from the previous theorem. 
An analogous criterion holds for bilateral weighted shifts. Specifically, suppose that T
is a bilateral shift on p(Z) with weight sequence (ωn)n∈Z such that ωn → ω as |n| → ∞
and define F(t) := min{n: sup|k|>n |ωk −ω| < t}. If log+ F is integrable, then both T and
T ∗ have property (β) and therefore T is decomposable. We omit the details.
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operator T ∈L(X) is said to be generalized scalar provided that T has an E(C) functional
calculus; that is, if there exists a continuous algebra homomorphism Φ :E(C) →L(X) that
extends the Riesz functional calculus for T . If T := ∂D, then T ∈ L(X) is said to be E(T)-
scalar if T has a continuous E(T) functional calculus, equivalently, if T is generalized
scalar with σ(T ) ⊆ T [11, Theorem 1.5.12]. E(T)-subscalar operators, the restrictions of
E(T)-scalar operators to invariant subspaces, have recently been characterized by C. Badea
and V. Müller in terms of a polynomial growth condition: An operator S is E(T)-subscalar
if and only there exist constants C, s > 0 such that, for all n ∈ N,
1
Cns
 κ(Sn) ‖Sn‖ Cns (P (s))
where κ(T ) := inf{‖T x‖: ‖x‖ = 1} [5, Theorem 4.1].
Corollary 2.6. Suppose that S ∈ L(X) satisfies the growth condition P(s) and that L ∈
L(X) is such that LS = I and supn0 ‖SnLn‖ < ∞. Then
L(λ,S) :=
{−∑∞n=0 λnLn+1, |λ| < 1,∑∞
n=0 λ−n−1Sn, |λ| > 1,
defines an analytic left resolvent of S for which there is a constant c such that∥∥L(λ,S)∥∥ c∣∣1 − |λ|∣∣−(s+2)
for all λ /∈ T. If K ∈ F is such that the set of all λ ∈ C \ T for which I − KL(λ,S) is
singular accumulates only on a totally disconnected compact subset of T and if
1∫
0
log+ nK
(
t−(s+2)
)
dt < ∞,
then S +K is subdecomposable.
Proof. By Theorem 3 of [13], S has an invertible extension T ∈L(Y ) satisfying P(s + 1),
and by the proof of [11, Theorem 1.5.12], there is a constant C such that ‖(λ − T )−1‖
C|1−|λ||−(s+2) for all λ /∈ T. In fact, the proof of Theorem 3 shows that there is a bounded
projection Q on Y with ran(Q) = X such that QT −n|X = Ln for all n ∈ N. It follows that
L(λ,S) = Q(λ− T )−1|X for all λ /∈ T, and therefore L(λ,S) has the same growth bounds
as (λ− T )−1 for |λ| = 1. The conclusion now follows from Theorem 2.3. 
3. Generalized Cesàro operators
For 1 p < ∞, we consider the Hardy space
Hp =
{
f ∈ H(D): ‖f ‖pHp = sup
0r<1
1
2π
2π∫ ∣∣f (reiθ )∣∣p dθ < ∞}.
0
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let fˆ (n) denote the nth Fourier coefficient of f ∈ L1: fˆ (n) = 12π
∫ 2π
0 f (e
iθ )e−inθ dθ ,
for n = 0,±1,±2, . . . . A classical theorem of Marcel Riesz asserts that the projections
Tnf (z) =∑|k|n fˆ (k)zk are uniformly bounded on each Lp , 1 < p < ∞. It follows that
for each f ∈ Lp , the trigonometric polynomials Tnf converge to f in norm and that (Hp)∗
is conjugate isomorphic to Hq , 1/p + 1/q = 1, via 〈f,g〉 = 12π
∫ 2π
0 f (e
iθ )g(eiθ ) dθ [8,
p. 109].
If ϕ ∈ H(D), we consider the generalized Cesàro operator Sϕ defined on Hp(D) by
Sϕf (z) = 1
z
z∫
0
f (w)ϕ(w)dw.
Aleman and Siskakis [4] have shown that Sϕ is bounded, respectively compact, on Hp, 1
p < ∞, if and only if Φ(z) = ∫ z0 ϕ(w)dw ∈ BMOA, resp. VMOA. The classical Cesàro
operator is that which corresponds to the symbol ϕ(z) = 1/(1 − z), and we denote it by
Cp ∈ L(Hp). If g ∈ H∞, let Mg denote the corresponding multiplication operator on Hp,
Mgf = gf . Also recall that Cp has adjoint
Aqf (z) = 1
z− 1
z∫
1
f (w)dw =
∞∑
n=0
( ∞∑
k=n
fˆ (k)
k + 1
)
zn
where f ∈ Hq , [21] or [15].
Theorem 3.1. For every p, 1 <p < ∞, the Cesàro operator Cp ∈ L(Hp) satisfies
(1) σ(Cp) = D(p/2,p/2);
(2) σap(Cp) = σe(Cp) = ∂σ(Cp), and Cp has an analytic left resolvent L(· ,Cp) defined
on ρap(Cp) such that∥∥L(λ,Cp)∥∥ M exp(b|λ|−2)dist(λ, ∂σ (Cp))
for each λ ∈ ρap(Cp), where M and b are constants depending only on p.
Moreover,
(3) if λ ∈ D(p/2,p/2) then kerL(λ) = span{h}, where
h(z) = Cp1(z)=
∞∑
n=0
1
n + 1z
n ∈ Hp for all p > 1.
Proof. The fact that Cp is bounded and σ(Cp) = D(p/2,p/2) is due to Siskakis [21],
while in [15] the left resolvent function L(λ,Cp) is given explicitly and shown to satisfy
the growth condition in (2) above. The analyticity of L(· ,Cp) is due to Didas [7, 4.2.4]. To
prove the last assertion, let λ ∈ D(p/2,p/2). Since ran(λ − Cp) has codimension 1 [15],
it follows that λ is a simple eigenvalue of L(λ,Cp). But L(λ,Cp) has form L(λ,Cp) =
(U¯ )∗(I −ApM∗z ) [15, p. 204]. Thenλ
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∗
z h(z) = Ap
∞∑
n=1
1
n+ 1z
n−1 = Ap
∞∑
n=0
1
n+ 2z
n =
∞∑
n=0
( ∞∑
k=n
1
(k + 1)(k + 2)
)
zn
=
∞∑
n=0
( ∞∑
k=n
1
k + 1 −
1
k + 2
)
zn =
∞∑
n=0
1
n + 1z
n = h(z). 
Properties of a special class of generalized Cesàro operators were studied by Siskakis
in [22], who asked which of these operators were subnormal or even hyponormal. Recent
work by Young [24], regarding spectral properties of certain generalized Cesàro operators
in H 2 has been extended to the Hardy spaces Hp, 1 < p < ∞, in [2], from which we
obtain the following two results.
Proposition 3.2. If the function h is absolutely continuous on [0,1] then the mapping Kh
defined on Hp, 1 p < ∞, by
Khf (z) =
1∫
0
f (tz)h(t) dt
is compact with approximation numbers an(Kh) =O(n−1).
It follows in particular that the generalized Cesàro operator S1f (z) =
∫ 1
0 f (tz) dt and
therefore, for all h ∈ H∞, the operator Sh = S1Mh is compact on Hp with approximations
numbers an(Sh) =O(n−1).
Theorem 3.3. Suppose that
ϕ(z) =
m∑
j=1
aj
1 − bjz + h(z)
where bj , 1  j  m, are distinct points on the unit circle ∂D, |aj | > 0 for each j , and
h ∈ H∞. Let 1 < p < ∞ be given and let Dj and Dj denote, respectively, the open and
closed disks centered at ajp/2 with radius |aj |p/2. Then
(1) Sϕ ∈ L(Hp) has point spectrum
σp(Sϕ) =
{
ϕ(0)
n
: 
(
aj
ϕ(0)
)
<
1
np
for each j, 1 j m
}
,
and each eigenvalue is simple.
(2) σ(Sϕ) = σp(Sϕ)∪⋃mj=1 Dj , and
(3) σe(Sϕ) =⋃mj=1 ∂Dj . Moreover, if λ ∈ ρe(Sϕ) then ind(λ− Sϕ) = −∑mj=1XDj (λ).
(4) σ(Sϕ) ⊆ σp(Sϕ)∪⋃mj=1 ∂Dj .
The growth condition (2) in Theorem 3.1 together with Theorem 2.3 implies that the
Cesàro operator Cp has Bishop’s property (β), [15] or [11, 1.7.1], generalizing the classical
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lish the growth of the resolvent depend on norm estimates of elements of semigroups asso-
ciated with the Cesàro operator, and similar methods also apply to S(1+z)/(1−z) = 2Cp −S1
[2]. On the other hand, for other operators Sϕ closely related to the Cesàro operator, semi-
group methods fail. Indeed, Sϕ is the resolvent of the generator of a strongly continuous
semigroup of operators if and only if ϕ maps the unit disk D into the right half plane [22].
Combining Theorems 2.3 and 3.3, we obtain a sufficient condition for the preservation of
property (β) of operators Sϕ under perturbations by compact operators Sk .
Theorem 3.4. Let p > 1 and suppose that
ϕ(z) =
m∑
j=1
aj
1 − bjz + h(z)
where bj , 1  j  m, are distinct points on ∂D, |aj | > 0 for each j , and h ∈ H∞. Let
k ∈ H∞ and suppose that Sϕ ∈ L(Hp) has an analytic left resolvent L(·, Sϕ) on ρ(Sϕ) for
which the set G := {λ ∈ ρ(Sϕ): I − SkL(λ,Sϕ) is singular} accumulates only on a totally
disconnected compact set E, {0} ⊂ E ⊂ ⋃mj=1 ∂Dj . Let F := G ∪ σp(Sϕ) ∪ σp(Sϕ+k)
and set C := F ∪⋃mj=1 ∂Dj . If there exist a neighborhood W of ⋃1jm Dj , a locally
bounded function ω :W \E → [0,∞) and a decreasing function f : (0,∞)→ (0,∞) such
that
1∫
0
log+ f (t) dt < ∞ and ∥∥L(λ,S)∥∥ ω(λ)f (dist(λ,C))
for all λ in W \ C , then Sϕ+k has Bishop’s property (β).
Proof. By the remarks following Proposition 3.2, the operator Sk is compact with approx-
imation numbers an(Sk) =O(n−1). By Theorem 3.3, σ(Sϕ) ⊆ σp(Sϕ) ∪⋃mj=1 ∂Dj , and
σ(Sϕ+k) ⊆F ∪⋃mj=1 Dj . As noted at the beginning of the previous section, there is a con-
stant M such that nSk (2f (t)) Mf(t), and so the assumption of integrability of log+ f
implies that of log+ nSk (2f (·)). The result now follows from Theorem 2.3. 
As an application of Theorem 3.4, we establish property (β) for certain generalized
Cesàro operators Sϕ . The significance of Szm/(1−z) is that it, unlike S1/(1−zn) or Sg(z))/(1−z)
with g > 0 on D, is not the resolvent of the generator of a semigroup of operators, while
S1/(1−z2), unlike S1/(1−z) and S(1+z)/(1−z), [2], is not hyponormal on H 2. Indeed, since
1
1 − z2 =
1
2
(
1
1 − z +
1
1 + z
)
,
Theorem 3.3 implies that S1/(1−z2) has spectral radius 1, but∥∥S1/(1−z2)1∥∥2H 2 = ∞∑
n=0
1
(2n+ 1)2 > 1.
T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51 45Theorem 3.5. For each of the symbols
ϕ(z) = 1
1 − z2 , ϕ(z) =
zm
1 − z and ϕ(z) =
g(z)
1 − z ,
for any function g analytic in a neighborhood of D with g(z) > 0 for all z ∈ D, the
corresponding operator Sϕ has Bishop’s property (β) on every Hp, 1 <p < ∞.
Proof. First, suppose that ϕ(z) = g(z)/(1 − z) where either g(z) = zm or g is analytic
in a neighborhood D(0,1 + ) of D with g > 0 on D. We may assume, without loss of
generality, that g(1) = 1, and so, Sϕ |Hp = Cp + Sk |Hp , where k(z) = (g(z) − 1)/(1 − z)
is analytic in a neighborhood of D. Since Sk|Hp is compact, it follows from Theorem 3.3
that σe(Sϕ |Hp) = σe(Cp) = ∂D(p/2,p/2) and ind(λ − Sϕ) = ind(λ − Cp) = −1 for all
λ ∈ D(p/2,p/2). Moreover, σp(Sϕ) = ∅ if g(0) = 0; otherwise,
σp(Sϕ |Hp) =
{
g(0)
n
: 
(
1
g(0)
)
<
1
np
}
.
In either case, σp(Sϕ)∩D(p/2,p/2) = ∅. Indeed, if g(0) > 0 and g(0)/n ∈ σp(Sϕ |Hp),
then ∣∣∣∣g(0)n − p2
∣∣∣∣2 = p24 + g(0)n2
(
1
(1/g(0)) − np
)
>
p2
4
.
Hence, dim ker(λ− Sϕ |Hp)∗ = 1 for all λ ∈ D(p/2,p/2), 1 <p < ∞.
Since, by Theorem 3.1(2), there are constants M, b > 0 so that the functions f (t) =
M/t and ω(t) = e−b/t2 satisfy the hypotheses of Theorem 3.4 relative to Cp , it suffices to
show that, for all p > 1, the set G = {λ ∈ C \ ∂D(p/2,p/2): I − SgL(λ,Cp) is singular}
accumulates only at 0. Since λ − Sϕ = (I − SkL(λ,Cp))(λ − Cp), it follows that I −
SkL(λ,Cp) is invertible for every λ ∈ ρ(Sϕ) ⊂ ρ(Cp), and so we need only consider G ∩
D(p/2,p/2). Also, since Sk is compact, I − SkL(λ,Cp) is nonsingular if and only if I −
SkL(λ,Cp) is injective. If 0 = u ∈ ker(I − SkL(λ,Cp)) for some λ ∈ D(p/2,p/2), then,
by Theorem 3.1 (3), there exist w ∈ Hp and a constant c = 0 so that u = (λ−Cp)w + ch,
where h = Cp1. In this case,
0 = (I − SkL(λ,Cp))((λ−Cp)w + ch)= (λ−Cp)w + ch− Skw
= (λ− Sϕ)w + ch.
and so h ∈ (λ−Sϕ)Hp. Conversely, if h = (λ−Sϕ)w for some w ∈ Hp , then (λ−Cp)w−
h ∈ ker(I − SkL(λ,Cp)). Thus it suffices to show that the set
G ∩D
(
p
2
,
p
2
)
=
{
λ ∈ D
(
p
2
,
p
2
)
: h ∈ (λ− Sϕ)Hp(D)
}
accumulates only at 0. We argue by contradiction: suppose that for some p > 1 there exists
a sequence {λn}n∈N ⊂ G ∩D(p/2,p/2) converging to a point λ0 ∈ ∂D(p/2,p/2) \ {0}.
If r > p, then h ∈ Hr , and, since (Hp)∗ = Hp/(p−1) ⊂ Hr/(r−1) = (H r)∗ and
dim ker(λ−Sϕ |Hr )∗ = 1 for all λ ∈ D(r/2, r/2), it follows that ker(λ−Sϕ |Hr )∗ = ker(λ−
Sϕ |Hp)∗, and therefore h ∈ ⊥ ker(λn −Sϕ|Hr )∗ = (λn −Sϕ)H r for each n 1. In this case,
46 T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51by [11, 3.1.11], there exists for each r > p an analytic function ur :D(r/2, r/2) → Hr so
that h = (λ− Sϕ)ur(λ) for all λ ∈ D(r/2, r/2).
Now, if 1 < r < s, then us(λ) = ur(λ) for all λ ∈ D(r/2, r/2) since σp(Sϕ|Hr ) ∩
D(r/2, r/2) = ∅, and so ur extends analytically to the right half plane V = ⋃s>1
D(s/2, s/2). Thus we obtain an analytic function u :V →⋂r>1 Hr satisfying
(λ− Sϕ)u(λ) = h for all λ ∈ V. (7)
Write uλ(z) for the value of the function u(λ) at z ∈ D, and consider separately the cases
that g(z) = zm, m 1, and that g > 0 on D. In the first case, (7) implies that for λ = 1/2,
d
dz
(
zu1/2(z)
)− 2 zm−1
1 − z
(
zu1/2(z)
)= 2 1
(1 − z) , (8)
which has integrating factor
q(z)= exp
(
−2
z∫
0
wm−1
(1 −w) dw
)
= (1 − z)2 exp(2µ(z))
where µ(z) ≡ 0 if m = 1, and µ(z)=∑m−11 zk/k otherwise.
It follows that (8) has unique solution
u1/2(z) = (1 − z)−2 exp
(−2µ(z)) 1∫
0
(1 − tz) exp(2µ(tz))dt = (1 − z)−2Q(z)
for some entire function Q with Q(1) = 0. But in this case u1/2 /∈ Hp for any p > 1,
a contradiction. Thus Szm/(1−z) has Bishop’s property (β).
Suppose then that g is analytic on D(0,1 + ) with g > 0 on D, and choose r > p
sufficiently large so that g(0) ∈ D(r/2, r/2). If λ ∈ D(r/2, r/2), then ker(λ − Cr)∗ =
span(kλ¯) where kλ(z) = (1 − z)1/λ−1, [15, Theorem 2.1], and so we obtain from (7) that
λ
〈
1, kλ¯
〉= 〈Cr1, kλ¯〉 = λ〈u(λ), kλ¯〉− 〈Cr(gu(λ)), kλ¯〉= λ(〈u(λ), kλ¯〉− 〈gu(λ), kλ¯〉)
whenever λ ∈ D(r/2, r/2). Thus 〈1 − (1 − g)u(λ), kλ¯〉 = 0 and so 1 − (1 − g)u(λ) ∈
(λ − Cr)H r for all λ ∈ D(r/2, r/2). If ψ(λ) = L(λ,Cr )(1 − (1 − g)u(λ)), then ψ is
analytic on D(r/2, r/2) with
1 − (1 − g)u(λ) = (λ−Cr)ψ(λ). (9)
Moreover,
h −Cru(λ) + Sϕu(λ) = Cr
(
1 − (1 − g)u(λ))= (λ−Cr)Crψ(λ);
h + (λ−Cr)u(λ)+ (Sϕ − λ)u(λ) = (λ−Cr)Crψ(λ),
and so
(λ−Cr)u(λ) = (λ−Cr)Crψ(λ)
for all λ ∈ D(r/2, r/2). It follows that u(λ) = Crψ(λ), hence, by (9),
1 − (1 − g)Crψ(λ) = (λ−Cr)ψ(λ),
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1 = λψ(λ) − gCrψ(λ) (10)
for all λ ∈ D(r/2, r/2).
Our desired contradiction in this case is now at hand. Since Crψλ(0) = ψλ(0), Eq. (10)
implies that
1 = λψλ(0)− g(0)Crψλ(0)=
(
λ− g(0))ψλ(0)
for all λ ∈ D(r/2, r/2), in particular, for λ = g(0). Thus G ∩ D(p/2,p/2) accumulates
only at 0 and Sg(z)/(1−z) has property (β).
Finally, we consider ϕ(z)= 1/(1−z2). If e :Hp → Hp is defined to be the composition
operator ef (z) = f (z2), then e is an isometry with range Ep, the closed linear span of
{z2k: 0 k}. The natural complement of Ep in Hp is the space Op = MzEp . If f ∈ Hp,
then computing the Fourier coefficients of Sϕef shows that
Sϕef (z) =
∞∑
n=0
1
2n+ 1
(
n∑
k=0
fˆ (k)
)
z2n.
In particular, Ep is invariant under Sϕ . Moreover, if U is the isometry U := Mze, then a
change of variables argument implies that
Sϕ |OpU = U
( 1
2Cp
)
,
and it follows that Sϕ |Op has Bishop’s property (β). Thus it suffices to consider Sϕ |Ep .
Let f ∈ Hp and set g = (I + (I −M2z )Sϕ)f . Then for all z ∈ D,
z
1 − z2 g(z) =
z
1 − z2 f (z)+ z(Sϕf )(z) =
d
dz
(
z2(Sϕf )(z)
)
and so
1
z
z∫
0
w
1 −w2 g(w)dw =
1
z
z∫
0
d
dw
(
w2(Sϕf )(w)
)
dw = z(Sϕf )(z).
Thus
SϕMz
(
I + (I −M2z )Sϕ)= MzSϕ.
Also,
M∗z SϕMz(ef ) = M∗z SϕUf = M∗z U
( 1
2Cp
)
f = e( 12Cp)f,
and finally,
M∗z SϕMz
(
I −M2z
)
Sϕ(ef ) = (M∗z SϕMz)e(I −Mz)e−1Sϕef
= e( 12Cp)(I −Mz)e−1Sϕef
= e( 12S1)e−1Sϕef.
So
Sϕ |Ep e = M∗z SϕMz
(
I + (I −M2z )Sϕ)e = e 1 (Cp +K),2
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Lemma 3.2
Theorem 3.3(1) implies that σp(Sϕ) = {1} if 1 < p < 2 and σp(Sϕ) = ∅ otherwise. In
either case, σp(Sϕ)∩D(p/4,p/4) = ∅; moreover, σe(Sϕ |Ep ) = ∂D(p/4,p/4) since Sϕ |Ep
is similar to 12 (C +K). Also, since ind(λ− Sϕ) = −2 for all λ ∈ D(p/4,p/4) and Sϕ |Op
is similar to 12Cp , it follows that ind(λ − Sϕ |Ep ) = −1 for all λ ∈ D(p/4,p/4). Thus
σ(Sϕ |Ep ) = σp(Sϕ)∪D(p/4,p/4) for all p > 1.
Again, we wish to show that I − KL(λ,Cp) is injective for all λ except possibly for
a sequence of points (λn)n ⊂ D(p/2,p/2) converging to 0, and since λ − (Cp + K) and
λ−Cp are each invertible for all λ /∈ σ(Cp +K), it suffices to consider λ ∈ D(p/2,p/2).
In this case, just as in the case for Sg(z)/(1−z), we have that ker(I −KL(λ,Cp)) = 0 if and
only if eh ∈ (λI/2 − Sϕ)Ep.
We claim that (Sϕ |Ep )∗ = PEq Aq where PEq is the projection of Hq onto Eq with kernel
Oq = E⊥p and Aq = C∗p .
To this end, suppose that f ∈ Hp, g ∈ Hq and compute. By the theorem of M. Riesz,
〈ef,Aqeg〉 =
∞∑
n=0
〈
ef,
ĝ(n)
z − 1
z∫
1
w2n dw
〉
=
∞∑
n=0
〈
ef,
ĝ(n)
2n+ 1
2n∑
k=0
zk
〉
=
∞∑
n=0
〈
ef,
ĝ(n)
2n+ 1
n∑
k=0
z2k
〉
=
∞∑
n=0
〈 ∞∑
k=0
fˆ (k)z2k,
ĝ(n)
2n+ 1
n∑
k=0
z2k
〉
=
∞∑
n=0
n∑
k=0
fˆ (k)ĝ(n)
2n+ 1 =
∞∑
n=0
1
2n+ 1
(
n∑
k=0
fˆ (k)
)
ĝ(n) = 〈Sϕef, eg〉.
If λ ∈ D(p/4,p/4) then eg ∈ ker(λ− Sϕ |Ep )∗ if and only if PEq (λ¯−Aq)eg = 0; i.e.,
∞∑
n=0
( ∞∑
k=2n
êg(k)
k + 1
)
z2n = λ¯
∞∑
n=0
ĝ(n)z2n.
Since êg(2k)= ĝ(k) and êg(2k + 1) = 0, it follows that
∞∑
n=0
( ∞∑
k=n
ĝ(k)
2k + 1
)
z2n = λ¯
∞∑
n=0
ĝ(n)z2n;
thus
∞∑
k=n
ĝ(k)
2k + 1 = λ¯ĝ(n) for all n 0, or
1
2n+ 1 ĝ(n)+
∞∑
k=n+1
ĝ(k)
2k + 1 = λ¯ĝ(n).
We obtain the recursion relation
1
ĝ(n)+ λ¯ĝ(n+ 1) = λ¯ĝ(n),
2n+ 1
T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51 49and by induction, for all n 1,
ĝ(n) = ĝ(0)
(
(−1)n
∏n
j=1(1/λ¯− (2j − 1))∏n
j=1(2j − 1)
)
= ĝ(0)
(
(−1)n
(1/λ¯
2n
)(1/(2λ¯)
n
)).
Let
gλ(z) :=
∞∑
n=0
(−1)n( 1λ2n)( 1
2λ
n
) zn.
Then g1(z) = 1 and ker(λ− Sϕ |Ep )∗ = span{egλ¯} for each p, 1 <p < ∞.
If λ − T is Fredholm with dim ker(λ − T ) constant near λ0, then locally there exists
an analytic projection-valued function Pλ with ranPλ = ker(λ − T ); see for example the
corollary following Proposition 3 and subsequent remarks in [20, p. 412]. Thus, for each
p > 1 and λ0 ∈ D(p/4,p/4) there is a scalar-valued function u so that v(λ) := u(λ)gλ
is an analytic Hq -valued function, non-vanishing in a neighborhood of λ0, where 1/p +
1/q = 1. Since the coefficient functions λ → ĝλ(n) and λ → v̂(λ)(n) = u(λ)ĝλ(n) are
each analytic and at least one ĝλ(n) is nonzero near λ0, it follows that u is analytic near λ0
and therefore λ → gλ is analytic at λ0.
Since
h =
∞∑
n=0
1
n+ 1z
n ∈ Hp for all p > 1,
the function G(λ) := 〈eh, egλ¯〉 = 〈h,gλ¯〉 is analytic on the right half plane, and eh ∈
(λ − Sϕ)Ep if and only if G(λ) = 0. Since G(1) = 1, G has zeros accumulating only
on the imaginary axis; in particular, {λ ∈ D(p/2,p/2): I − KL(λ,Cp) is singular} =
D(p/2,p/2) ∩ {λ: G(λ/2) = 0} accumulates only at 0. Again, Theorem 3.4 implies that
Cp +K , and therefore Sϕ |Ep and Sϕ each have property (β). 
Remark 3.6. In fact, the function G constructed in the proof above may be represented in
terms of a generalized hypergeometric function,
G(λ) = 3F2
(
1,1,
1
2
− 1
2λ
; 1
2
,2;1
)
,
and Peter Paule [16] has shown that
3F2
(
1,1,
1
2
− 1
2λ
; 1
2
,2;1
)
= − λ
1 + λ
(
−2 + γ + log 4 +ψ0
(
1
2λ
))
,
where ψ0 is the digamma function, ψ0(z) = Γ ′(z)/Γ (z). From this representation, it
follows that G has exactly one root in the right half-plane. Indeed, a standard integral
representation of ψ0(z) for z > 0 shows that, on the right half-plane, Imψ0(z) = 0 if and
only if Im z = 0; in particular, all roots of G in the right-half plane are real. It is a classical
fact that ψ0 is strictly increasing on the half-line (0,∞) and maps (0,∞) onto R. The
appearance of such functions here is not completely surprising given their central role in
Kriete and Trutt’s original proof of the subnormality of C2.
50 T.L. Miller et al. / J. Math. Anal. Appl. 301 (2005) 32–51Remark 3.7. For each of the symbols ϕ in Theorem 3.4, let γp(ϕ) = ∂(intσ(Sϕ |Hp)).
An examination of the proof of Theorem 2.2 shows that every λ ∈ γp(ϕ) \ {0} possesses a
neighborhoodUλ and a decreasing function g : (0,∞)→ (0,∞), so that, for every µ ∈ Uλ,
∥∥L(µ,Sϕ)∥∥ g(dist(µ,γp(ϕ))), and δ∫
0
log+ g(t) dt < ∞;
in particular, Theorem 3.4 applies to perturbations Sk of S1/(1−z2). Indeed, in each case in
Theorem 3.5, we consider a perturbation of Cp by a compact operator K with approxima-
tion numbers an(K) =O(n−1), and therefore, as previously noted, there is a constant M1
so that nK(r)M1r for all r > 1. With f (t) = M2/t for some constant M2, it follows that
for all t sufficiently small, the factor N(t)/η(t) in inequality (6) is bounded:
N(t)
η(t)
= nK(2f (t/(2a)))
t/(2a)
 4M1M2a,
and so log+ g is integrable.
Remark 3.8. Finally, we note that by [19] it follows from Theorem 3.5 that the operators
MzmCp and MgCp , for g as in Theorem 3.5, also have property (β).
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