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Abstract
We consider the following problem: given a graph G = (V,E) and an integer k, sample a
connected induced k-node subgraph of G (also called k-graphlet) uniformly at random. The
best algorithms known achieve ε-uniformity and are based on random walks or color coding.
The random walk approach is elegant, but has a worst-case running time of ∆Θ(k) log n
ε
where
n = |V | and ∆ is the maximum degree of G. Color coding is more efficient, but requires a
preprocessing phase with running time and space 2Θ(k)O(m log 1
ε
) where m = |E|.
Our main result is an algorithm for ε-uniform sampling with the following guarantees. The
preprocessing runs in time kO(k)O
(
1
ε
n logn
)
and space O(n). This implies a sublinear prepro-
cessing when G is dense enough. After, the algorithm yields independent ε-uniform k-graphlets
in kO(k)O
(
(1
ε
)10 log 1
ε
)
expected time per sample. The preprocessing phase computes in one pass
an approximate ordering of G that makes rejection sampling efficient in the sampling phase, and
the ε-uniformity is based on estimating cuts and coupling arguments. In fact, the algorithm
derives from a much simpler algorithm which has O(m log∆) preprocessing time and returns
perfectly uniform k-graphlets from G in kO(k)O(log∆) expected time per sample. To the best
of our knowledge this is the first efficient algorithm for perfectly uniform graphlet sampling. In
addition, we give an almost-tight bound for the random walk technique. More precisely, we show
that the most commonly used random walk has mixing time kO(k)O(t(G)(∆
δ
)k−1logn) where
t(G) is the mixing time of G and δ is its minimum degree. This improves on recent results and
is tight up to a factor kO(k)δ logn.
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1 Introduction
We address the following problem. Given an undirected graph G, sample uniformly at random a
connected and induced k-node subgraph of G, where k ≥ 2 is a fixed integer. This is a fundamental
primitive in graph mining, since it gives a way to analyse the low-level structure of graphs and
obtain insights about their nature. This kind of subgraph analysis has a plethora of applications,
including social network analysis [6, 16, 21], clustering [14, 20], and bioinformatics [3, 10, 18]. As a
result, subgraph sampling has been extensively studied in computer science, statistics, and related
fields [1, 5, 7, 8, 9, 11, 12, 15, 17, 19, 23]. Naturally, sampling some subgraph on k nodes uniformly
at random can be done by sampling a random subset of k nodes from G. As [15] notes, however,
guaranteeing that the subgraph is connected and induced is a challenge by itself. These connected
induced subgraphs are usually called k-graphlets, and we follow this convention. Although graphlet
sampling is a natural and relevant problem, a tight characterization of its complexity is missing.
Currently, all graphlet sampling algorithms with formal guarantees are based on one of two
unrelated techniques. The first technique is Markov chain Monte Carlo, and is based on running
a random walk over the space of all k-graphlets of G until a stationary distribution is reached.
The graphlets are sampled from this stationary distribution, and rejection sampling is then applied
to obtain a uniform distribution. This technique is widely used [1, 5, 11, 12, 15, 19, 23]. The
fundamental issue with this technique is in the mixing time of the chain. Knowing the mixing time
is crucial, since it bounds the running time of the algorithm and in fact it is even necessary for
running it (as it tell us when to stop the walk). Yet the best upper bound on the mixing time
has a gap of (∆δ )
k−1 against the lower bound, where ∆ and δ are the maximum and minimum
degrees of G. Thus in the worst case the walk takes ∆Θ(k) steps, and moreover a tight bound is
unknown. The second technique is based on color coding [4]. As shown in [7], color coding yields a
two-phase algorithm for sampling graphlets. The algorithm has preprocessing time 2O(k)O(m) and
space 2O(k)O(n), and sampling time kO(k)O(∆); by increasing the space to 2O(k)O(m), one can
sample in kO(k). The algorithm does in fact much more than just sampling, as it counts the number
colorful treelets rooted at every node of G of any possible shape, size, and subset of colors. This is
for sampling from a small sub-population of all graphlets in G, but can be extended to all graphlets
with a multiplicative time and space overhead of log 1ε . Whether faster or simpler algorithms exist
remains unknown. Moreover, both techniques yield only approximately uniform samples.
Our contribution. In this work we give two contributions. The first one consists in two algo-
rithms for sampling k-graphlets uniformly and ε-uniformly. These algorithms do not use random
walks or color coding. The first algorithm, u-sampler, yields:
Theorem 1. The preprocessing of u-sampler(G) uses time O(m log ∆) and space O(n). Af-
terwards, u-sampler(G) draws k-graphlets independently and uniformly at random from G in
kO(k)O(log∆) expected time per sample.
u-sampler is simple, and is mainly intended as entry point for the second algorithm. Yet, it
guarantees perfectly uniform samples; to the best of our knowledge it is the first efficient algorithm
to do so. The idea behind the algorithm is to make rejection sampling efficient. Indeed, rejection
sampling becomes inefficient because of the gap between the largest and the smallest probability
of the sampling distribution. We show that we can bypass this obstacle by sorting the nodes of
G greedily, in time O(m), by iteratively removing the node of maximum degree. This implicitly
partitions the graphlets of G into n buckets, so that the max-to-min probability ratio is bounded by
kO(k), both in the distribution of bucket sizes and in the distribution of graphlet samples inside each
bucket. We obtain a two-stage sampling (first the bucket, then the graphlet) where each sample is
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accepted with probability at least k−O(k), so we need kO(k) trials per sample. To sample a single
graphlet efficiently, in the preprocessing we sort the adjacency lists of G with the mentioned order,
in time O(m log ∆). We can then use binary search to locate the neighbors of a node during the
sampling, which explains the O(log∆) factor in the sampling.
Starting from u-sampler we derive our second algorithm eps-u-sampler, which yields:
Theorem 2. The preprocessing of eps-u-sampler(G, ε) uses time kO(k)O
(
(1ε )
2
(k−1) n log n
)
and
space O(n). With high probability, thereafter eps-u-sampler(G, ε) draws k-graphlets independently
and ε-uniformly at random from G in kO(k)O
(
(1ε )
8+ 4
(k−1) log 1ε
)
expected time per sample.
Note that the preprocessing time is independent of m, and the sampling time is independent of
G. eps-u-sampler is fairly more complex than u-sampler. Loosely speaking, it sketches the
graph ordering of u-sampler, and then simulates its sampling phase over it. The obstacle with
the sketching is that we need to guarantee a bounded ratio between the degree of a node v and that
of all the nodes following it in the order, both in G and in the subgraph induced by these nodes
(this is necessary for efficient sampling). In fact, the sketch guarantees this boundedness only for a
fraction of the nodes, but we can prove that the remaining fraction is irrelevant since it corresponds
to a fraction O(ε) of all graphlets, and thus can be ignored. The difficulty in the sampling phase is
that just doing as in u-sampler fails because we do not have the sorted adjacency lists anymore.
Thus, we have to approximate the behaviour of u-sampler by approximating the distribution of
the choices it makes. Unfortunately, u-sampler samples edges from potentially very sparse cuts
(with only one “good” edge out of ∆, for instance), so we cannot approximate such distributions
point-wise up to an ε multiplicative error. We resort to a coarser approximation of the cuts, and
by a coupling argument we show that the output of the two algorithms is identical with probability
1− ε, implying that eps-u-sampler is ε-uniform.
Our second result is related to the “classic” graphlet random walk mentioned above and widely
employed in the literature [5, 11, 12, 15, 17, 19, 23]. In this technique, one defines a graph Gk where
the nodes are the graphlets of G and two graphlets are adjacent if their intersection has size k − 1.
Then, one runs a lazy random walk over Gk until reaching the stationary distribution, or more
precisely, until the walk is within variation distance ε from it. Assuming G is connected, the walk
can be made ergodic via standard techniques. Finally, this ε-approximate distribution is turned
into ε-uniform via rejection sampling. As said, the fundamental question with this approach is the
mixing time tε(Gk), that is, the number of steps for the walk to be within variation distance ε of the
stationary distribution. The best bound known so far is from [1], t(Gk) = k
O(k)O˜
(
t(G)
(
∆
δ
)2(k−1))
.
This still gives a mixing time of t(G)
(
∆
δ
)2
for sampling 2-graphlets, i.e., edges. In this work we
prove the following bound:
Theorem 3. For all graphs G and all k ≥ 2 the ε-mixing time of the lazy random walk over Gk
satisfies tε(Gk) = k
O(k)O
(
t(G)
(
∆
δ
)k−1
log nε
)
.
Ignoring kO(k) factors, this result improves the upper bound of [1] by a factor (∆δ )
k−1, and is only a
factor kO(k)δ log nε away from their k
O(−k)Ω(t(G)∆
k−1
δk
) lower bound. As a consequence, we obtain
an algorithm mc-sampler yielding:
Theorem 4. mc-sampler(G, ε) returns an ε-uniform k-graphlet from G in expected running time
kO(k)O
(
t(G)
(
∆
δ
)k−2
log nε
)
.
Note that this bound depends on (∆δ )
k−2, less than the (∆δ )
k−1 in the mixing bound. The reason
is that, as observed in [15, 23], we can sample k-graphlets indirectly by sampling edges in Gk−1;
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each edge is a pair of (k−1)-graphlets whose union is a k-graphlet. By standard results, to achieve
ε-uniformity over the edges of Gk−1, we just need to run the walk over it until mixing time. We
note that recently [15] showed an ε-sampling algorithm with running time kO(k)O((∆ log 1ε )
k−3),
assuming sampling edges uniformly at random from G in time O(1), which requires a O(n) prepro-
cessing of the graph (which we do not need). Our mixing time bound is obtained using a technique
completely different from [1]. We recursively relate the relaxation times of Gk and Gk−1 via spectral
gaps, Dirichlet forms, and Markov chain comparison theorems. In this way we avoid Cheeger’s
inequality which in [1] leaves a quadratic factor on the ground. As part of the proof, we relate the
relaxation time of the walk on an arbitrary graph G and that on its line graph L(G), that is, the
graph of adjacencies between the edges of G, proving:
Lemma 1. If |E(G)| ≥ 1, then τ(L(G)) ≤ 20∆δ τ(G) where L(G) is the line graph of G and τ(·)
denotes the relaxation time of the lazy walk.
Comparison with existing bounds. The table below puts our bounds in perspective. The
uniform sampling bound for [7] is obtained by running the whole color-coding algorithm, including
the preprocessing phase, for each single sample. The bound of [15] has preprocessing time O(n)
since the authors assume sampling edges uniformly at random in O(1). The bounds for ε-uniform
sampling for [7] are explained in Appendix A.
preprocessing time pr. space time per sample output
[7] - - 2O(k)O(m) + kO(k) uniform
u-sampler O(m log n) O(n) kO(k)O(log n) uniform
[15] O(n) - kO(k)O(∆k−3
(
log nε
)k−3
) ε-uniform
[7] 2O(k)O(m log 1ε ) + f(ε, k) 2
O(k)O(n log 1ε ) k
O(k)O(∆(log 1ε )
2) ε-uniform
[7] 2O(k)O(m log 1ε ) + f(ε, k) 2
O(k)O(m log 1ε ) k
O(k)O((log 1ε )
2) ε-uniform
mc-sampler - - kO(k)O(t(G) (∆δ
)k−2
log nε ) ε-uniform
eps-u-sampler kO(k)O
((
1
ε
) 2
(k−1) n log n
)
O(n) kO(k)O
((
1
ε
)8+ 4
(k−1) log 1ε
)
ε-uniform
Table 1: Summary of results. Here f(ε, k) = kO(k)O( 1
ε2
log 1ε ), see Appendix A.
Preliminaries. For each v ∈ V we let dv be the degree of v. We let ∆ = maxv∈V dv and
δ = maxv∈V dv. We assume the following graph access model: for every v ∈ V in constant
time we can check dv, check the i-th neighbor of v, and check if {u, v} ∈ E. For the random
walks we assume G is connected (this is standard and necessary for ergodicity). A k-graphlet
g = (Vg, Eg) is a subgraph of G that is connected and induced (that is, Eg = G[Vg]). We consider
graphlets as unlabelled; therefore g = (Vg, Eg) is identified by its nodes Vg and we use g and
Vg interchangeably. We denote by Vk the set of all k-graphlets of G. To measure the distance
between two distributions π, σ over a finite domain X (e.g., X = Vk), we use the total variation
distance, tvd(π, σ) = maxA⊆V{π(A) − σ(A)}. If π is the uniform distribution and tvd(π, σ) ≤ ε,
then we say σ is ε-uniform. In this paper, “high probability” means that for any a > 0 we can
make the probability larger than 1− 1/na by increasing the cost by a multiplicative factor O(a). A
weighted graph is denoted as G = (V, E , w) where w : E → R+. For every u ∈ V the weight of u
is w(u) =
∑
e∈E:u∈ew(e). The random walk on G is defined as follows. Consider the Markov chain
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with transition matrix P0 given by P0(u, v) =
w(u,v)
w(u) . The walk is given by the lazy version of this
chain, with an added loop of weight w(u) at each node, whose transition matrix is P = 12 (P0+I). By
standard Markov chain theory, this chain is ergodic and converges to the limit distribution π given by
π(u) = w(u)∑
v∈V w(v)
. Given an ergodic Markov chain X = {Xt}t≥0 with limit distribution π, if πt is the
distribution of Xt, the ε-mixing time of X is tε(X) = min{t0 : ∀X0 ∈ X : ∀t ≥ t0 : tvd(πt, π) ≤ ε}.
We write tε(G) for the mixing time of the random walk on G as defined above. All our walks are
time-reversible. Therefore, if π∗ = minu∈V π(u), then (τ − 1) log(1/2ε) ≤ tε(X) ≤ τ log(1/επ∗) where
τ = 1/γ the relaxation time of the chain, where γ being the spectral gap of the transition matrix
(see [13], Theorems 12.3 and 12.4). Appendix E gives the necessary background on Markov chains.
The other appendices give the full proofs of all our theorems and the pseudocode of our algorithms.
2 Overview of the uniform and ε-uniform algorithm
This section gives a walk-through of the ideas and proofs behind u-sampler and eps-u-sampler.
We start with u-sampler which helps setting the stage. The pseudocode and the proof of its
guarantees (Theorem 1) are given in Appendix B.1 and B.2.
Warm-up: rejection sampling. To begin, consider a generic rejection sampling technique.
First, we draw a random k-graphlet g from G according to some known distribution p. Second, with
probability p
∗
p(g) we accept g and output it. Here, p
∗ is (a lower bound on) the smallest probability of
any graphlet. For any fixed g, in any given trial, the probability that g is returned is p(g) p
∗
p(g) = p
∗,
which is constant i.e. independent of g. Thus, the distribution of returned graphlets is uniform. The
problem is that the expected number of trials before some g is accepted is potentially order of 1p∗ .
However, 1p∗ is at least the number of graphlets in G, which in turn is at least k
O(−k)∆k−1. Thus,
we could end up with doing kO(−k)∆k−1 trials. (This is effectively the obstacle in the random walk
approach, where the ∆k−1 is paid by the mixing time). To avoid this situation we shall construct
a distribution p that is already close to uniform, that is, where p
∗
p(g) ≥ k
O(−k) for all g, so that the
expected number of trials is at most kO(k).
Two-step sampling with kO(k) rejection trials. Suppose we can partition the k-graphlets
into n buckets, B(1), . . . , B(n) associated to the nodes of G, such that for every B(v) we can:
1. obtain an estimate av such that k
O(−k)|B(v)| ≤ av ≤ k
O(k)|B(v)|
2. sample efficiently from a distribution pv over B(v) such that
kO(−k)
|B(v)| ≤ pv(g) ≤
kO(k)
|B(v)| for all g
3. compute pv(g) efficiently for any g
Then we can achieve uniform sampling with a two-stage rejection sampling. First, we choose a
bucket B(v) with probability av/
∑
au, then we draw a graphlet g from B(v) according to pv, and
finally we accept g with probability k
O(−k)
av pv(g)
. The acceptance probability is constant over B(v), and
since kO(−k) ≤ av pv(g) ≤ k
O(k), it is well defined and in kO(−k). Thus, with kO(k) rejection trials
in expectation we can return a uniform sample.
Bucketing by sorting G. The aforementioned bucketing can be obtained by sorting G in
one pass. Consider indeed the order ≺ given by repeatedly removing the highest degree node. A
standard greedy algorithm does this in time O(m) and space O(n). Denote by G(v) the graph
induced by all u  v (the transitive closure of v in ≺). We define the bucket B(v) as the set of
all graphlets of G(v) containing v. Clearly, this bucketing is a partition of all graphlets. Now let
d(v|G(v)) be the degree of v in G(v). By construction, d(v|G(v)) is the maximum degree of G(v)
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as well. Therefore, by standard counting arguments, if B(v) 6= ∅:
d(v|G(v))k−1
(k − 1)k−1
≤ |B(v)| ≤ (k − 1)! d(v|G(v))k−1 (1)
Therefore av = d(v|G(v))
k−1 is our desired estimate of |B(v)|. (The case B(v) = ∅ can be checked
quickly with a graph search). We then let a =
∑
v∈V :B(v)6=∅ av, and p(v) =
av
a for each v ∈ V . Note
that the crucial point here is that d(v|G(v)), the degree of v in G(v), is also the maximum degree of
G(v). In eps-u-sampler we lose this property and we need to guarantee it approximately. Finally
we sort the adjacency lists of G according to ≺ in time O(
∑
v∈V dv log dv) = O(m log ∆).
Sampling from B(v). Now we want to sample a graphlet in B(v) from a distribution pv that
guarantees kO(−k) 1|B(v)| ≤ pv(g) ≤ k
O(k) 1
|B(v)| for all g. Thanks again to the fact that d(v|G(v))
is the maximum degree of G(v), a straightforward random subset growing procedure does the
trick. We start with S1 = {v}. For each i = 1, . . . , k − 1, we expand Si into Si+1 by choosing
an edge uniformly at random in the cut between Si and Gv \ Si. Since B 6= ∅ and every node
in G(v) has degree at most d(v|G(v)), the size ϕi(u) of the cut between Si and G(v) \ Si satisfies
1
i d(v|G(v)) ≤ ϕi(u) ≤ i d(v|G(v)). Thus, the probability of any specific sequence S1, S2, . . . , Sk is:
kO(−k)d(v|G(v))k−1 ≤
k−1∏
i=1
1
ϕi
≤ kO(k)d(v|G(v))k−1 (2)
This is also, up to kO(k) factors, the probability of obtaining any specific graphlet g. Therefore this
procedure yields the desired sampling distribution pv. The crucial point is once again the bound
given by d(v|G(v)), which we lose in eps-u-sampler.
Computing pv(g) and the role of sorted lists. Finally, we have to compute the probability
pv(g), which we need in the rejection step. The procedure is essentially the same as for sampling, so
we describe it. To select the random edge in the cut of Si, for each u ∈ Si we compute the size ϕi(u)
of the cut between u and G(v)\Si. We can do this in time O(log∆) using the sorted the adjacency
lists of G, since the sub-list containing the neighbors of u in G(v) starts where v would sit in the
list, which we can find with a binary search. Then, we select u with probability proportional to
ϕi(u) and select an edge in its cut uniformly at random. This takes again time O(log∆) via binary
search. Thus we have our desired efficient procedure to compute pv(g) for every g. However, in
eps-u-sampler the lists are not sorted (we do not have enough time), so we have to find another
way for the sampling and the computation of pv(g).
2.1 The ε-uniform algorithm
In this section we describe eps-u-sampler and sketch the proof of:
Theorem 2. The preprocessing of eps-u-sampler(G, ε) uses time kO(k)O
(
(1ε )
2
(k−1) n log n
)
and
space O(n). With high probability, thereafter eps-u-sampler(G, ε) draws k-graphlets independently
and ε-uniformly at random from G in kO(k)O
(
(1ε )
8+ 4
(k−1) log 1ε
)
expected time per sample.
Appendix C gives the full proof and pseudocode. The algorithm has two main technical ingredients:
1. a sketching routine that computes an ordering of G such that every G(v) has degrees balanced
within ε
1
k−1 kO(−k) factors and “loses” only a fraction O(ε) of graphlets (Lemma 2 below)
2. a sampling routine that, exploiting the approximate degree balance, estimates the cut sizes
well enough to behave ε-closely to u-sampler conditional on accepting the graphlet
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Algorithm 1 eps-u-sampler(G, ε) (informal version)
1: function preprocess( )
2: compute ≺ and {av}v∈V using bucket-sketch(G,
ε
2)
3: let p(v) = av∑
u∈V au
for each v ∈ V
4: function sample( )
5: while true do
6: draw a bucket B(v) from the distribution p
7: g = eps-sample-subgraph(seed = v, tolerance = ε3)
8: p̂v(g) = eps-compute-p(graphlet = g, tolerance = ε
3)
9: with probability εp(v) p̂v(g)
∑
u∈V au
return g
Note that this is not simply a matter of estimating some quantities (e.g., the cut sizes) by sampling.
Consider for example the random cut-edge sampling described above. If for all u ∈ Si we had a
multiplicative (1 ± ε) estimate of the cut of u, then eps-u-sampler would behave essentially as
u-sampler and we would be done. It is not hard to see that doing so requires examining Ω(∆)
edges, since u might have degree ∆ but only one edge in the cut. A similar obstacle holds for the
ordering of G and for computing pv(g). Thus, we need a more refined approach.
Sketching the graph order. Let us start with the graph ordering. Recall that we want an
order ≺ over V such that d(v|G(v)) is approximately the maximum degree in G(v). The trivial
degree ordering does not work. This can be seen when G is the union of a complete bipartite graph
K∆,δ and a clique on δ nodes. The degree ordering sets, in order, the left nodes L of K∆,δ, the
right nodes R of K∆,δ, and the clique nodes C. Thus, R ≺ L ≺ C. Now for any v ∈ L we have
d(v|G(v)) = 0, yet the first node u ∈ C has d(u|G(v)) = δ > d(v|G(v)). As a second try, we could
estimate d(v|G(v)) for each v by sampling the edges of v and checking how many of them fall after
v in the order. If d(v|G(v)) is relatively large, say d(v|G(v)) ≥ εdv , then we keep bucket B(v), else
we completely ignore it. This guarantees d(v|G(v)) ≥ εmaxu≻v d(u|G(v)) whenever B(v) is kept.
At the same time, by a counting argument, (εdv)d
k−2
v = εd
k−1
v if B(v) is ignored, yet v in G is part
of roughly dk−1v graphlets (the stars centered in it). Thus, the ignored buckets hold only a fraction
ε of all graphlets and we are still fine. The problem is that now the cuts of different Si can differ
by a factor ε depending on the nodes of G(v) they contain. By equation (2), this means for two
different graphlets g, g′ in B(v) we can have pv(g)pv(g′) ≃ ε
k. This makes the rejection trials grow to
(1ε )
k.
We prove that we can do better as follows. We take each node v ∈ V in descending degree order
and test how many edges v has towards the nodes below it in the current order; in other words we
estimate d(v|G(v)). To this end we draw roughly (kε )
2
k−1 log n neighbors of v uniformly at random.
If enough neighbors are below v, then we estimate d(v|G(v)) = dv and v is not moved. Else, we
estimate d(v|G(v)) ≃ ε
1
k−1 dv and v is accordingly moved down to its “correct” position, updating
the order. This is our sketching routine, bucket-sketch, see below. We prove:
Lemma 2 (simplified version). bucket-sketch(G, ε) runs in time kO(k)O
(
(1/ε)
2
k−1 n log n
)
, and
with high probability returns an order ≺ over V and estimates {av}v∈V such that:
1. if av > 0, then d(v|G(v)) ≥ k
O(−k)ε
1
k−1d(u|G(v)) for all u ≻ v
2. if av > 0, then εk
O(−k)|B(v)| ≤ av ≤
1
εk
O(k)|B(v)|
3.
∑
v:av=0
|B(v)| ≤ ε
∑
v∈V |B(v)|
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Algorithm 2 bucket-sketch(G, ε)
1: let η = ( εk )
1
k−1 1
3(k−1)2 and h = Θ(η
−2 log n)
2: init sv = dv for all v ∈ V ⊲ any-time upper bound on d(v|G(v))
3: init ≺ = the order over V by nonincreasing sv ⊲ ≺ will respect sv at any time
4: for each v in V in nonincreasing order of degree do ⊲ each v is processed only once
5: sample h neighbors x1, . . . , xh of v u.a.r.
6: let X =
∑h
j=1 I {xj ≻ v}
7: if X ≥ 2ηh then ⊲ d(v|G(v)) & ε
1
k−1 dv
8: let av = (dv)
k−1
9: else ⊲ d(v|G(v))≪ ε
1
k−1 dv
10: let av = 0 and sv = 3η dv
11: update ≺ according to sv ⊲ mode v to its correct position
12: for each v : dv ≤ k/η, av = 0 do
13: check if B(v) 6= ∅ via BFS in G(v)
14: if so then compute d(v|G(v)) and let av = d(v|G(v))
k−1
15: return the order ≺ and the estimates {av}v∈V
where B(·), G(·) are meant as induced by the returned order ≺.
Properties (1.) and (2.) guarantee the desired balance in the degrees of G(v) and in the bucket
size estimates (we lose only a factor ε against u-sampler). These two properties hold for buckets
with av > 0 only. The buckets with av = 0 do not guarantee them, because d(v|G(v)) ≪ ε
1
k−1 dv
so we could not estimate d(v|G(v)) accurately. Property (3.) however says we can ignore these
buckets since they account for an ε fraction of the whole graphlet distribution. Note that we can
precompute the distribution p over V using time and space O(n) by the alias method, so that
drawing a bucket takes constant time [22].
Coupling with the uniform sampling. We now move to sampling, with the following
strategy. First, we imagine running the sampling phase of u-sampler on our sketched preprocessing
output (≺, {av}v∈V ). So for simplicity we can imagine the adjacency lists of G are sorted. First, we
choose a bucket B(v) with probability p(v). Now, starting with S1 = {v} we run the random edge
sampling procedure of u-sampler above. Suppose we are drawing a random edge in the cut of Si.
Property (1.) of Lemma 2 ensures that the cut of Si is between d(v|G(v)) and k
O(k)ε−
1
k−1d(v|G(v)).
This implies that for any two graphlets g, g′ we have pv(g) ≤ ε pv(g
′). Therefore we have lost only
a factor ε compared to the distribution used by u-sampler. Moreover, by property (2.) we lose
another ε in the distribution of the av. It can be shown that this has the following consequence:
Claim 1. If we replace the sampling phase of eps-u-sampler with that of u-sampler, then the
output graphlets are uniform over ∪v:av>0B(v), and the probability of accepting a graphlet is at least
ε2kO(−k) in any given trial.
Therefore, in terms of rejection trials, the loss of efficiency due to the sketched preprocessing is
essentially ε2. It remains to (i) achieve ε-distance of the output from the uniform distribution over
∪v:av>0B(v), and (ii) bound the time spent in a single trial.
Achieving ε-uniformity. Recall the two key steps of sampling in u-sampler: sampling a
graphlet g from B(v) according to pv, and computing the probability pv(g) (and then accepting
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g with probability ∝ 1pv(g)). For the first step, we cannot achieve pv anymore, or more precisely,
without sorted adjacency lists we would need to examine all edges of Si, which could be ∆. We can
however draw from a distribution δ-close to pv, for some small δ (unrelated to the minimum degree
of G), by estimating the cut size ϕi(u) of each u ∈ Si. The reason why we use a new parameter δ
will be clear soon. We claim:
Claim 2. By sampling ≃ k4(1δ )
2(1ε )
4
k−1 log 1ε edges of u ∈ Si we obtain an approximation of ϕi(u)
within an additive factor δ
k2
ϕi where ϕi =
∑
z∈Si
ϕi(z).
To see why this holds, recall property (1.) of Lemma 2. The cut ϕi of Si satisfies d(v|G(v)) ≤
ϕi ≤ (
1
ε )
1
k−1d(v|G(v)). In addition, we can prove du ≤ (
1
ε )
1
k−1dv (this is shown in the full version of
Lemma 2). Hence ϕi ≥ ε
2
k−1 du. Thus every sampled edge of u has probability at least µ = ε
2
k−1 of
being in the cut. For an (1± δ
k2
)-approximation we therefore need (k
2
δµ)
2 = k4(1δ )
2(1ε )
4
k−1 samples, as
the claim says. (The additional factor log 1ε is to guarantee this happens with probability 1−poly(ε),
so we can absorb the approximation failure in our ε-uniformity bound). Now, since we have at most
k nodes in Si, and for each of them we have a
δ
k2
ϕi-additive approximation, it follows that we can
draw an edge δk -uniformly from the cut of Si. This implies a coupling. That is, we can assume
u-sampler and eps-u-sampler choose the same edge in the cut of Si with probability at least
1− δk . By a union bound over all i, they choose the same graphlet with probability 1− δ. Thus:
Lemma 3 (simplified version). After the preprocessing of eps-u-sampler, the distributions of the
subgraphs sampled by eps-u-sampler and u-sampler before rejection are δ-close.
This gives a bound on the statistical distance between eps-u-sampler and u-sampler up to
the sampling step. We still have to perform the rejection and ensure the distribution conditional on
accepting the graphlet is ε-uniform. To this end recall from Claim 1 that the probability of accep-
tance is ≃ ε2. Thus, to ensure ε-uniformity of the accepted graphlets, we shall ensure ε3-uniformity
of the sampled graphlets (before the rejection trial happens). Hence, we run the approximate
sampling above with δ = ε3. This brings the number of samples to ≃ (1ε )
6(1ε )
4
k−1 log 1ε .
This essentially completes the running time of a single round of sampling. It remains to compute
the probability pv(g) that the algorithm samples g. Note that this probability is not the same of
u-sampler. However, we can show that we can obtain a (1± δ)-multiplicative estimate:
Lemma 4 (simplified version). In time kO(k)O((1δ )
2(1ε )
4
k−1 log 1ε ) we can compute with probability
1− poly(ε) an estimate p̂v(g) ∈ (1± ε) pv(g) of pv(g).
Now, we accept the graphlet with probability ∝ 1p̂v(g) . By the lemma, this is δ-close to the probabil-
ity that u-sampler accepts it. Once again we can couple the two algorithms so that (conditionally
on having sampled the same graphlet) they agree on acceptance with probability 1− δ. Finally, we
set δ = ε3. We get the same running time as for the sampling, (1ε )
6(1ε )
4
k−1 log 1ε .
We can now conclude the sampling. As said, each trial accepts the sampled graphlet with prob-
ability at least ε2kO(−k). Thus, we need kO(k)(1ε )
2 trials in expectation. Each trial has (expected)
running time kO(k)O((1ε )
6(1ε )
4
k−1 log 1ε ). This gives a total expected sampling time of:
kO(k)
(1
ε
)2
· kO(k)O
((1
ε
)6(1
ε
) 4
k−1
log
1
ε
)
= kO(k)O
((1
ε
)8(1
ε
) 4
k−1
log
1
ε
)
(3)
This completes the overview of eps-u-sampler. For complete formal proofs of our claims see
Appendix C.
9
3 Overview of the MCMC results
We sketch the proofs of our results for the random walk graphlet sampling technique (full proofs
in Appendix D). Recall that our input graph G is assumed to be connected (otherwise the walk is
not ergodic). For all k ≥ 2, the graph Gk = (Vk, Ek), usually called the k-state graph or k-graphlet
graph of G, is defined as follows. Vk is the set of all k-node induced connected subgraphs of G, and
Ek contains an edge for every pair g, g
′ ∈ Vk such that g ∩ g ∈ Vk−1. It is not hard to see that Gk
is connected. Recall that tε denotes the mixing time of the lazy walk on a graph, and recall:
Theorem 3 (shortened version). tε(Gk) = k
O(k)O
(
t(G)
(
∆
δ
)k−1
log nε
)
.
To prove the theorem, first recall that tε(Gk) is within O(log
n
ε ) factors of the relaxation time τ(Gk)
of the walk (see the preliminaries). Therefore the heart of the proof deals with bounding τ(Gk),
and in particular proving:
Lemma 5. τ(Gk) = O
(
τ(Gk−1) poly(k)
∆
δ
)
.
The main difficulty in proving Lemma 5 is comparing random walks over completely different graphs;
for example, a coupling does not work. In [1], this is done by relating directly the conductance of
Gk and G via an analysis of the cuts. Instead, here we use the line graph L(Gk−1), that is, the graph
of adjacencies between the edges of Gk−1, for simplicity denoted Lk−1. Consider indeed any two
(k− 1)-graphlets h, h′ ∈ Gk−1 that are adjacent. Clearly, g = h∪ h
′ is a k-graphlet of G and thus a
node of Gk. On the other hand, {h, h
′} is an edge in Gk−1 and thus a node of Lk−1. In fact, Gk can
be obtained from Lk−1 by collapsing together all states corresponding to the same graphlet g in
Gk, and rescaling edge weights by poly(k) factors. By standard Markov chain comparison results,
this implies τ(Gk) = O(poly(k)τ(Lk−1)). This is the first step of the proof. To obtain Lemma 5, it
remains to show that τ(Lk−1) = O(τ(Gk−1)
∆
δ ). This is the second step of the proof. More precisely,
in two steps we prove:
τ(Gk) ≤ poly(k) · τ(Lk−1) ≤ poly(k) ·
20∆
δ
τ(Gk−1) (4)
Intermediate result: relaxation time of the line graph. For the second step of the proof,
as anticipated we show the following result which might be of independent interest:
Lemma 1 (shortened version). Any G with |V (G)| ≥ 2 satisfies τ(L(G)) ≤ 20∆δ τ(G).
The idea is to simulate the walk on L(G) over the 1-subdivision of G. This is the graph S obtained
by replacing each edge of G with two consecutive edges, where the middle node represents the
original edge. The relaxation time of S is essentially the same of G. We then alter the weights
of the edges of S (originally unweighted, that is with unitary weights) by factors in [δ,∆]. We
can show that the resulting random walk, observed over the states representing the original edges,
is exactly the random walk on L(G). Since the weights are in [1,∆/δ], by standard Markov chain
comparison results τ(L(G)) = O(∆δ τ(S)), and the hidden constant is at most 20.
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A ε-uniform sampling via color coding
We show how to use the color coding algorithm of [7] in a black-box fashion to perform ε-uniform
sampling from G. The overhead in the running time and space is 2O(k)O(log 1ε ), and the overhead
in the sampling time is 2O(k)O((log 1ε )
2).
First, we perform ℓ = O(ek log 1ε ) independent colorings of G and run the preprocessing phase of
the algorithm of [7] on each of them, storing the resulting count table (this is a table produced by the
dynamic program of the algorithm). This gives a O(ek log 1ε ) overhead for the preprocessing phase
in terms of both time and space. In a single run, any given graphlet g has probability k
k
k! ≥ e
−k of
becoming colorful, i.e., of being colored with k distinct colors. Thus, with O(ek log 1ε ) independent
runs, graphlet of G is colorful with probability 1− poly(ε) in at least one run and thus appears in
the respective count table Now, as shown in [7], for each run i = 1, . . . , ℓ, with O(k
O(k)
ε2
) samples
one can estimate the total number of graphlets Ni detected in that run within a multiplicative
(1± ε) factor. (This requires estimating the average number of spanning trees per-graphlet in that
run, and multiply by the number of detected trees, which is known). In time O(k
O(k)
ε2 log
1
ε ), we do
so for all runs with probability 1−poly(ε). Now, we choose randomly a run i ∈ [ℓ] with probability
proportional to (the estimate of) Ni. Then, we draw a graphlet from that run uniformly at random
using the algorithm. This yields a graphlet uniformly at random from the union of all runs. Thus,
the probability that a specific graphlet g is sampled is proportional to the number of runs where
g appears. This is just the number of colorings ℓ(g) in which g is colorful, which we can compute
by looking at the colors assigned to g by each one of the ℓ runs, in ℓ = O(ek log 1ε ) time. Then, we
accept g with probability 1ℓ . Therefore we need at most ℓ = O(e
k log 1ε ) trials in expectation before a
graphlet is accepted. This gives an overhead of (ek log 1ε )
2 in the sampling phase. This construction
can be derandomized using an (n, k)-family of perfect hash functions of size ℓ = 2O(k) log n, see [4].
This derandomization would increase the time and space of the preprocessing by a factor log n, but
we would still need to estimate the number of graphlets in each run, so the final distribution would
still be non-uniform.
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B Appendix for Section 2
Lemma 6. Let G = (V,E) be any graph, and for any v ∈ V let Nv be the number of k-graphlets
of G containing v. If Nv > 0, then:
Nv ≥
(dv)
k−1
(k − 1)k−1
= (dv)
k−1k−O(k) (5)
Moreover, if du ≤ ∆ for all u ∈ G, then:
Nv ≤ (k − 1)!(∆)
k−1 = (∆)k−1kO(k) (6)
Proof. For the lower bound, if dv ≤ k − 1 then
(dv)k−1
(k−1)k−1
≤ 1, so if Nv ≥ 1 then Nv ≥
(dv)k−1
(k−1)k−1
. If
instead dv > k − 1, then Nv ≥
(
dv
k−1
)
since any set of nodes formed by v and k − 1 of its neighbors
is connected. However Nv ≥
( dv
k−1
)
≥ (dv)
k−1
(k−1)k−1
since
(a
b
)
≥ a
b
bb
for all a ≥ 1 and all b ∈ [a].
For the upper bound, note that we can construct a connected subgraph on k nodes containing
v by starting with S1 = {v} and at every step i = 1, . . . , k − 1 choosing a neighbor of Si in G \ Si.
Since each u ∈ G has degree at most ∆, then Si has at most i∆ neighbors. Thus the total number
of choices is at most
∏k−1
i=1 i∆ = (k − 1)!(∆)
k−1.
B.1 Pseudocode
We give our uniform algorithm u-sampler(G) and the routines used by it.
Algorithm 3 u-sampler(G)
1: (≺, {av}v∈V ) = preprocess(G)
2: let a =
∑
v∈V av
3: let p(v) = ava for each v ∈ V
4: let βk(G) =
1
k! a
5:
6: function sample( )
7: while true do
8: draw v from the distribution p
9: S = sample-subgraph(G, v)
10: p(S) = compute-p(G,S)
11: with probability βk(G)p(v) p(S) return S
Algorithm 4 preprocess(G)
1: compute ≺ by repeatedly removing the highest-degree node from G
2: for each v ∈ V do
3: sort the adjacency list of v according to ≺
4: compute d(v|G(v))
5: check if B(v) 6= ∅ via BFS in G(v)
6: if B(v) 6= ∅ then let av = d(v|G(v))
k−1 else let av = 0
7: return the order ≺ and the estimates {av}v∈V
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Algorithm 5 sample-subgraph(G, v)
1: S1 = {v}
2: for i = 1, . . . , k − 1 do
3: for u ∈ Si do
4: ϕi(u) = d(u|G(v))−(degree of u in G[Si]) ⊲ cut between u and G(v) \ Si
5: draw u with probability ϕi(u)∑
z∈Si
ϕi(z)
6: draw u′ u.a.r. from the neighbors of u in G(v) \ Si
7: Si+1 = Si ∪ {u
′}
8: return Sk
Algorithm 6 compute-p(G,S = {v, u2, . . . , uk})
1: p = 0
2: for each permutation σ = (σ1, . . . , σk) of v, u2, . . . , uk such that σ1 = v do
3: pσ = 1
4: for each i = 1, . . . , k − 1 do
5: Si = {σ1, . . . , σi}
6: d(σi+1|Si ∪ σi+1) = number of neighbors of σi+1 in Si
7: ϕi(u) = d(u|G(v))−(degree of u in G[Si]) ⊲ cut between u and G(v) \ Si
8: pσ = pσ ·
d(σi+1|Si∪σi+1)
ϕi
9: p = p+ pσ
10: return p
B.2 Proof of Theorem 1
We go through a series of lemmas.
Lemma 7. preprocess(G) runs in time O(m log ∆). The output order ≺ satisfies d(v|G(v)) ≥
d(u|G(v)) for all v ≺ u. The output estimates av > 0 satisfy
av
|B(v)| ∈
[
k−O(k), kO(k)
]
.
Proof. For the running time, the greedy removal can be implemented in time O(m) by bucketing
the nodes by degree. For each bucket we process each node in turn by updating its neighbors
(moving them to the bucket ahead) if they have not been processed yet. This takes time O(m) in
total. Sorting the adjacency lists takes time
∑
v∈V O(dv log(dv)) = O(m log ∆). The BFS takes
time O(k log∆) since, for a generic node u, its adjacency list for Gv is just the tail of the adjacency
list of u formed by the positions  v, which can be found in time O(log∆). The claim on the
av follows by Lemma 6, since in G(v) node v has degree d(v|G(v)) and as noted above this the
maximum of G(v) as well.
Lemma 8. sample-subgraph(G, v) runs in time O(k3 log∆). For any g = G[S] ∈ B(v), the
probability p(S) that sample-subgraph(G, v) returns S is in
[
kO(−k), kO(k)
]
· d(v|G(v))−(k−1).
Proof. Running time. We show that one run of the outer cycle takes time O(k2 log∆). Comput-
ing ϕi(u) takes time O(k log∆). This holds since in O(log∆) we locate the position of v in the
adjacency list of u, which subtracted from du yields d(u|G(v)); and for each u
′ ∈ Si in O(log∆)
we check whether u′ ∼ u. Thus the cycle over u ∈ Si takes O(k
2 log ∆) in total. Drawing u takes
O(k). Finally, drawing u′ takes O(k) as well. To see this, note that if u had no neighbors in Si
then we could just draw a node from the last d(u|G(v)) elements of the adjacency list of u. If u has
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neighbors in Si, we still know the (at most k) disjoint sublists of the adjacency lists containing the
neighbors in the cut. Thus we can draw a uniform integer j ∈ [ϕi(u)] and select the j-th neighbor
of u in Gv \ Si in time O(k).
Probability. Consider any S such that g = G[S] ∈ B(v). By construction S is a k-node subset
such that v ∈ S and G[S] is connected. We compute an upper bound and a lower bound on the
probability p(S) that the algorithm returns S. For the upper bound, there are at most (k − 1)!
sequences of nodes through which the algorithm can produce S. Let v, u2, . . . , uk be any such
sequence and consider the generic subset Si. Let ϕi(u) be the size of the cut between u ∈ Si and
Gv \ Si, and let ϕi =
∑
u∈Si
ϕi(u). By construction, Si+1 is obtained by adding to Si the endpoint
ui+1 of an edge chosen uniformly at random in the cut between Si and Gv \ Si. Thus, for any
u′ ∈ Gv \ Si, P(ui+1 = u
′) = d(u
′|Si∪u
′)
ϕi
where d(u′|Si ∪ u
′) is the number of neighbors of u′ in Si.
Now, on the one hand d(u′|Si ∪ u
′) ≤ i. On the other hand:
ϕi ≥
d(v|G(v))
i
(7)
To see this, note that ϕi ≥ 1 for all i = 1, . . . , k − 1 since G[Sk] is connected. Also, ϕ1 = d(v|G(v))
since S1 = {v}. Now, if ϕ1 ≤ i then
ϕ1
i ≤ 1 and therefore ϕi ≥
ϕ1
i . If instead ϕ1 ≥ i, since the degree
of v in Si is at most i− 1, then the cut of Si still contains at least ϕ1− |Si|+1 ≥ ϕ1− (i− 1) edges.
Therefore ϕi ≥ ϕ1−(i−1) ≥ ϕ1−(i−1)
ϕ1
i =
ϕ1
i . It follows that P(ui+1 = u
′) = d(u
′|Si∪u′)
ϕi
≤ i
2
d(v|G(v)) .
Thus the probability that sample-subgraph(G, v) follows the particular sequence v, u2, . . . , uk
is at most
∏k−1
i=1
i2
d(v|G(v)) = k
O(k)d(v|G(v))−(k−1). Since there are at most (k − 1)! sequences
over S, then p(S) = kO(k)d(v|G(v))−(k−1). For the lower bound, since G[S] is connected then
at least one sequence v, u2, . . . , uk exists such that ϕi ≥ 1 for all i = 1, . . . , k − 1. However,
ϕi ≤ i d(v|G(v)) since d(v|G(v)) is the maximum degree of G(v). So the sequence has probability
at least
∏k−1
i=1
1
i d(v|G(v))
−1 = kO(−k)d(v|G(v))−(k−1).
Lemma 9. compute-p(G,S = {v, u2, . . . , uk}) runs in time k
O(k)O(log∆) and outputs the prob-
ability p(S) that sample-subgraph(G, v) returns S.
Proof. The proof is essentially the same of Lemma 8.
Lemma 10. sample( ) has expected running time kO(k)O(log∆) and returns graphlets uniformly
at random from G.
Proof. First, let us check that βk(G)p(v) p(S) ≤ 1 for all v and all S, so that the probability of rejection
in u-sampler(G) is well-defined. We have:
βk(G)
p(v) p(S)
=
1
k! a
a
av
1
p(S)
=
1
k! av
1
p(S)
(8)
By Lemma 9, p(S) ≥ 1k!(d(v|G(v)))
−(k−1) = 1k!av , hence the expression is bounded by 1 as desired.
Conditioned on drawing S, the probability that the algorithm stops is βk(G)p(v) p(S) . By Lemma 8,
p(S) = kO(−k) 1av so
βk(G)
p(v) p(S) = k
O(−k). Therefore each invocation of sample( ) terminates within
kO(k) rounds in expectation. Finally, by Lemma 8 and Lemma 9 each round takes kO(k)O(log∆),
thus the expected total running time is kO(k)O(log∆) too. The uniformity of the samples follows
by construction: the algorithm draws S from B(v) with probability p(v)p(S) and conditioned on
this event it outputs S with probability βk(G)p(v) p(S) . Thus, for any given execution of the loop, the
probability that S is returned is βk(G) which is constant over B(v).
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C Appendix for Section 2.1
C.1 Pseudocode
We give the pseudocode of our ε-uniform algorithm eps-u-sampler(G, ε). The routines invoked
by the algorithm are provided below. Finally we provide eps-u-sampler-full(G, ε) which we use
in the analysis by coupling it with eps-u-sampler(G, ε).
Algorithm 7 eps-u-sampler(G, ε)
1: let ε1 = ε2 =
ε3
32 (k!)4(3k2)2k
2: let η as in bucket-sketch(G, ε/2)
3: (≺, {av}v∈V ) = bucket-sketch(G, ε/2)
4: let a =
∑
v∈V av
5: let p(v) = ava for each v ∈ V
6: let βk(G) =
ε/2
a k!(3k2)k
7:
8: function ε-sample( )
9: while true do
10: draw v from the distribution p
11: S = eps-sample-subgraph(G, v, ε1, η)
12: p̂(S) = eps-compute-p(S,G, ε2, η)
13: with probability min
(
1, βk(G)p(v) p̂(S)
)
return S
Algorithm 8 bucket-sketch(G, ε)
1: let η = ( εk )
1
k−1 1
3(k−1)2
and h = Θ(η−2 log n)
2: init sv = dv for all v ∈ V ⊲ any-time upper bound on d(v|G(v))
3: init ≺ the order over V by nonincreasing sv ⊲ sv > su =⇒ v ≺ u
4: for each v in V in nonincreasing order of degree do ⊲ each v is processed only once
5: sample h neighbors x1, . . . , xh of v u.a.r.
6: let X =
∑h
j=1 I {xj ≻ v}
7: if X ≥ 2ηh then
8: let av = (dv)
k−1
9: else
10: let av = 0 and sv = 3η dv
11: move v to its position in ≺ according to sv ⊲ sv > su =⇒ v ≺ u
12: for each v : dv ≤ k/η, av = 0 do
13: check if B(v) 6= ∅ via BFS in G(v)
14: if so then compute d(v|G(v)) and let av = d(v|G(v))
k−1
15: return the order ≺ and the estimates {av}v∈V
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Algorithm 9 eps-sample-subgraph(G, v, ε, η)
1: let h = Θ
(k8 log 1/ε
ε2η4
)
2: S1 = {v}
3: for i = 1, . . . , k − 1 do
4: for each u ∈ Si do
5: sample h neighbors x1, . . . , xh of u i.i.d. u.a.r.
6: let X =
∑h
j=1 I {xj ≻ v ∧ xj /∈ Si}
7: if X ≥ h εη
2
8k4 then let ϕ̂i(u) =
du
h X else let ϕ̂i(u) = 0
8: draw u with probability ϕ̂i(u)∑
z∈Si
ϕ̂i(z)
(if all ϕ̂i(u) = 0 then fail)
9: repeat
10: draw u′ u.a.r. from the adjacency list of u
11: until u′ ≻ v ∧ u′ /∈ Si
12: let Si+1 = Si ∪ {u
′}
13: return Sk
Algorithm 10 eps-compute-p(G,S = {v, u2, . . . , uk}, ε, η)
1: for each u ∈ S do
2: sample h = Θ( k
9
ε2η4
log 1/ε) neighbors xu,1, . . . , xu,h of u i.i.d. u.a.r.
3: p̂ = 0
4: for each permutation σ = (σ1, . . . , σk) of v, u2, . . . , uk such that σ1 = v do
5: p̂σ = 1
6: for each i = 1, . . . , k − 1 do
7: Si = {σ1, . . . , σi}
8: ci = number of neighbors of σi+1 in Si
9: ϕ̂i =
∑
u∈Si
du
h
∑h
j=1 I {xu,j ≻ v ∧ xu,j /∈ Si} ⊲ cut size estimate
10: p̂σ = p̂σ ·
ci
ϕ̂i
11: p̂ = p̂+ p̂σ
12: return p̂
Algorithm 11 eps-u-sampler-full(G, ε)
1: let η as in bucket-sketch(G, ε)
2: (≺, {av}v∈v) = bucket-sketch(G, ε)
3: let a =
∑
v∈V av
4: let p(v) = ava for each v ∈ V
5: let βk(G) =
ε
a k!(3k2)k
6: sort the adjacency lists of G according to ≺
7:
8: function sample( )
9: while true do
10: draw v from the distribution p
11: S = sample-subgraph(G, v)
12: p(S) = compute-p(G,S)
13: with probability βk(G)p(v) p(S) return S else continue
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C.2 Proofs for bucket-sketch(G, ε)
In what follows, η = ( εk )
1
k−1 1
3(k−1)2
as defined in bucket-sketch.
Lemma 11. With high probability the output of bucket-sketch(G, ε) satisfies:
1. if v ≺ u, then dv ≥ 3η du
2. if av > 0, then d(v|G(v)) ≥
η
kdv ≥
η
k · d(u|G(v)) for all u ≻ v
3. if av > 0 then
av
|B(v)| ∈
[
ε
kO(k)
, k
O(k)
ε
]
4.
∑
v:av=0
|B(v)| ≤ ε
∑
v∈V |B(v)|
Proof. First, we prove a set of observations that are used repeatedly in the proof. We also need to
establish some notation to describe the algorithm along the rounds. We denote by:
• t = 1, . . . , n the generic round of the first loop
• ≺t the order ≺ at the start of round t
• Gt(v) = G[{u t v}] the subgraph induced by v and the nodes below it at time t
• d(u|Gt(v)) the degree of u in Gt(v)
• tv the round where v is processed
• s∗v the final value of sv (note that 3ηdv ≤ s
∗
v ≤ sv = dv)
• Xj = I {xj ≻ v} and X =
∑h
j=1Xj , in a generic round
We denote by ≺n the output order (formally it would be ≺n+1 but clearly this equals ≺n), and by
Gn(·) the subgraphs induced in G under the order ≺n. By av we always mean the value at output
time unless otherwise specified.
Observation 1. If u ≺tu v then Gn(v) ⊆ Gtu(u) and d(u|Gn(v)) ≤ d(u|Gtu(u)).
Proof. Note that no node preceding u at tu is ever moved past v after round tu. Therefore Gn(v)
contains a subset of the nodes {z tu u}. But by definition Gtu(u) = G[{z tu u}]. Thus
Gn(v) ⊆ Gtu(u). By monotonicity of d(u|·) it follows that d(u|Gn(v)) ≤ d(u|Gtu(u)).
Observation 2. For all v and all t ≥ tv we have d(v|Gtv (v)) ≥ d(v|Gt(v)), with equality if av > 0.
Proof. By definition, Gtv (v) = G[{u tv v}]. Thus, every u ≺tv v is not in Gtv (v). Any such u
however has been processed before v, and cannot be moved past v after round tv. Hence Gtv (v) ⊇
Gt(v) for all t ≥ tv. The claim then follows by monotonicity of d(v|·), and by noting that if av > 0
then v is not moved by the algorithm and thus Gt(v) = Gtv (v) for all t ≥ tv.
Observation 3. At each round, conditioned on past events, with high probability |X − EX
∣∣ ≤ ηh.
Proof. Consider round tv. Conditioned on past events, the Xj are independent binary random
variables. Therefore by Hoeffding’s inequality:
P(|X − EX| > hη) < 2e−2hη
2
= e−Θ(log n) (9)
regardless of EX and since h = Θ(η−2 log n).
Observation 4. With high probability, d(v|Gt(v)) ≤ s
∗
v for every v at any time in any round t.
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Proof. If sv is never updated, then by definition s
∗
v = sv = dv and obviously dv ≥ d(v|Gt(v)). Sup-
pose instead sv is updated at round tv, so s
∗
v = 3ηdv . By Observation 2, d(v|Gt(v)) ≤ d(v|Gtv (v)).
Now we show that with high probability d(v|Gtv (v)) ≤ 3ηdv . Suppose indeed d(v|Gtv (v)) > 3ηdv .
Note that EXj =
d(v|Gtv (v))
dv
for all j. Therefore, if d(v|Gtv (v)) > 3ηdv , then EX > 3ηh. Now, the
algorithm updates sv only if X < 2ηh. This implies the event X < EX−ηh, which by Observation 3
fails with high probability. Thus with high probability d(v|Gtv (v)) ≤ 3ηdv .
Observation 5. If round tv of the first loop sets av > 0 then w.h.p. d(v|Gtv (v)) ≥ ηdv, else w.h.p.
d(v|Gtv (v)) ≤ 3ηdv. If the second loop sets av > 0 then d(v|Gtv (v)) >
η
kdv deterministically.
Proof. The first claim has the same proof of Observation 4: if d(v|Gtv (v)) < ηdv then EX < ηh, so
av > 0 implies X ≥ 2ηh and thus X > EX+ηh. Similarly, if d(v|Gtv (v)) > 3ηdv then EX > 3ηh, so
letting av = 0 implies X < 2ηh which means X < EX − ηh. Both events fail with high probability
by Observation 3. The second claim holds deterministically since, in the second loop, dv <
k
η and
if av > 0 then B(v) 6= ∅ which implies d(v|Gtv (v)) ≥ 1.
Observation 6. With high probability, for all v, for all u ≻n v we have d(u|Gn(v)) ≤ s
∗
v.
Proof. When u is processed in round tu, either v ≺tu u or u ≺tu v. If v ≺tu u, then v was
processed before u. Thus at the beginning of the round s∗v ≥ su, since we assumed v ≺tu u. But
at the beginning of the round su = du since su has not been updated yet. Thus s
∗
v ≥ du, and
clearly du ≥ d(u|Gt(v)) for all t and in particular for t = n. Therefore s
∗
v ≥ d(u|Gn(v)). Suppose
instead u ≺tu v. Then by Observation 1 d(u|Gn(v)) ≤ d(u|Gtu(u)), and by Observation 4 w.h.p.
d(u|Gtu(u)) ≤ s
∗
u. But since by hypothesis u ≻n v, then s
∗
u ≤ s
∗
v. Therefore d(u|Gn(v)) ≤ s
∗
v.
We can finally prove Lemma 2.
Proof of 1 (if v ≺n u, then dv ≥ 3η du)
Simply note that dv ≥ s
∗
v ≥ s
∗
u ≥ 3ηdu, where s
∗
v ≥ s
∗
u holds by construction of the order ≺n.
Proof of 2 (if av > 0, then d(v|Gn(v)) ≥
η
kdv ≥
η
k · d(u|Gn(v)) for all u ≻n v)
Since av > 0, by Observation 2 d(v|Gn(v)) = d(v|Gtv (v)) and by Observation 5 d(v|Gtv (v)) ≥
η
kdv.
Thus d(v|Gn(v)) ≥
η
kdv and the first claim is proven. The second claim follows from the first one by
proving that dv ≥ d(u|Gn(v)). If dv ≥ du then obviously dv ≥ d(u|Gn(v)) as well. Suppose instead
dv < du. Then u is processed before v and so u ≺tu v, so by Observation 4 w.h.p. s
∗
v ≥ d(u|Gn(v)).
But dv ≥ s
∗
v, so dv ≥ d(u|Gn(v)).
Proof of 3 (if av > 0 then
av
|B(v)| ∈
[
ε
kO(k)
, k
O(k)
ε
]
)
First, we observe that if av > 0 then w.h.p. |B(v)| ≥ 1. Indeed, if dv < k/η then v is processed
in the second loop, which deterministically sets av > 0 only when |B(v)| ≥ 1. If instead dv ≥ k/η,
then v is processed only in the first loop, and:
d(v|Gn(v)) = d(v|Gtv (v)) ≥ ηdv ≥ η
k
η
= k (10)
where since av > 0 the first equality holds by Observation 2 and the first inequality by Observation 5.
But if d(v|Gn(v)) ≥ k then Gn(v) contains a k-star centered in v and so |B(v)| ≥ 1.
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Thus we continue assuming |B(v)| ≥ 1. To lighten the notation define d∗v = d(v|Gn(v)) and
∆∗v = maxu∈G(v) d(u|Gn(v)). Lemma 6 applied to Gn(v) yields:
k−O(k) (d∗v)
k−1 ≤ |B(v)| ≤ kO(k) (∆∗v)
k−1 (11)
We now show that w.h.p.:
εk−O(k)(∆∗v)
k−1 ≤ av ≤
1
ε
kO(k)(d∗v)
k−1 (12)
which implies our claim. For the upper bound, note that by construction av ≤ (dv)
k−1 and that by
point (2) of this lemma dv ≤ (
k
η )d
∗
v. Substituting η we obtain:
av ≤ (dv)
k−1 ≤ (d∗v)
k−1
(k
η
)k−1
=
1
ε
kO(k)(d∗v)
k−1 (13)
For the lower bound, note that since av > 0 then av ≥ (d
∗
v)
k−1 regardless of where av is set.
But point (2) of this lemma gives d∗v ≥ d(v|Gn(v)) ≥
η
k · d(u|Gn(v)) for all u ≻n v. Thus ∆
∗
v =
maxu∈G(v) d(u|Gn(v)) ≤
k
ηd
∗
v . Therefore:
(∆∗v)
k−1 ≤
(k
η
d∗v
)k−1
= εkO(k)(d∗v)
k−1 ≤ εkO(k)av (14)
which completes the claim.
Proof of 4 (
∑
v:av=0
|B(v)| ≤ ε
∑
v∈V |B(v)|)
Consider any v such that av = 0. First, observe that the only nonzero terms in the left summation
have dv ≥
k
η . ndeed, if |B(v)| > 0 and dv <
k
η , then the second loop of the algorithm would detect
|B(v)| > 0 and set av > 0; thus v does not appear in the summation.
Now we prove the bound by charging every graphlet in G to at most ε graphlets in ∪v:av=0B(v).
On the one hand, if dv ≥
k
η then dv > k−1, so in G there are at least
(
dv
k−1
)
stars formed by v and k−1
of its neighbors. We charge 1/k-th of each star to v (each star can be charged to at most k nodes).
Therefore v contributes at least 1k
( dv
k−1
)
to the right summation. On the other hand, by Observation 4
and Observation 6, the maximum degree ofGv is at most s
∗
v, which equals 3ηdv since we know av = 0
was set in the first loop. Lemma 6 then gives |B(v)| ≤ (k − 1)!(s∗v)
k−1 = (k − 1)!(3η)k−1(dv)
k−1.
Thus, v contributes at most (k − 1)!(3η)k−1(dv)
k−1 to the left summation. By taking the ratio,
using the fact that
( dv
k−1
)
≥ (dv)
k−1
(k−1)k−1
, and substituting η, we obtain:∑
v:av=0
|B(v)|∑
v |B(v)|
≤
(k − 1)!(3η)k−1(dv)
k−1
1
k
(dv)k−1
(k−1)k−1
< (3η)k−1k(k − 1)2(k−1) = ε (15)
The proof is complete.
Lemma 11. bucket-sketch(G, ε) runs in time kO(k)O
(
(1/ε)
2
k−1 n log n
)
.
Proof. The initialisation takes timeO(n log n) because of the sorting. In the first loop, each iteration
takes time O(h) = O(η−2 log n) for the sampling and the summation. In the second loop, each
iteration takes time O(k2/η2). To see this, note that the BFS visits the edges of at most k−1 nodes,
all of them in Gn(v). Now, if u ∈ Gn(v) then s
∗
u ≤ s
∗
v ≤ dv < k/η. On the other hand s
∗
u ≥ 3ηdu.
It follows that 3ηdu < k/3η2, that is, du ≤ k/η2. Therefore the total cost is at most O(k
2/η2). The
total running time is therefore dominated by O(η−2 n log n). Replacing η = (ε/k)
1
k−1 1
3(k−1)2
yields
the bound of the lemma.
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C.3 Proofs for eps-sample-subgraph(G, v, ε, η)
Lemma 3. Suppose after running bucket-sketch(G, ε0) the high-probability claims of Lemma 2
hold. If we run sample-subgraph(G, v) and eps-sample-subgraph(G, v, ε, η) with ε ≤ ε0, the
two output distributions are ε-close.
Proof. Consider first the execution of bucket-sketch(G, ε0). We let η0 = (1/ε0)
1
k−1k−O(k) be
the variable defined in there, and similarly η be the one defined in a hypothetical execution of
bucket-sketch(G, ε). Since ε ≤ ε0 then obviously η ≤ η0.
Now we consider sample-subgraph(G, v) and eps-sample-subgraph(G, v, ε, η), on the same
G and with the same preprocessing output (≺, {av}v∈V ) of bucket-sketch(G, ε0). Let q(·) be
the distribution of the output of eps-sample-subgraph(G, v, ε, η) and p(·) the distribution of the
output of sample-subgraph(G, v). In the same way we denote by q and p the distributions over
the nodes and edges used by the two algorithm (which one applies is clear from the context). The
proof has two parts. First we show that, at each step i, the distribution q of the edge chosen by
the algorithm is εk−1-close to p. Then, by a coupling argument and a union bound we show p and
q are ε-close over Sk. To obtain ε-closeness, we show ε/2-closeness conditioned on some event that
has probability 1 − poly(ε). Instead of ε/2 we use just ε, and one can compensate by increasing h
by constant factors.
Let us start with the distribution of the edges. Suppose eps-sample-subgraph is processing
node u ∈ Si at line 4. We denote by ϕi(u) the cut size of u, and by ϕi =
∑
u∈Si
ϕi(u) the total cut
size of Si (both cuts meant towards G(v) \ Si). Recall from the proof of Lemma 8 that:
ϕi ≥
ϕ1
i
(16)
Let us go back to the algorithm and the generic round when u ∈ Si is processed. For each j
let Xj = I {xj ≻ v ∧ xj /∈ Si}, so that X =
∑h
j=1Xj. Clearly, E[
du
h X] = ϕi(u). By Hoeffding’s
inequality, for any δ > 0,
P
(∣∣∣du
h
X − E
du
h
X
∣∣∣ ≥ δϕ1) = P(|X − EX| ≥ δϕ1h
du
)
≤ 2 exp
(
−2
δ2ϕ21h
d2u
)
(17)
Now recall points (1) and (2) of Lemma 2, and note that ϕ1 = d(v|G(v)). The lemma then says
that ϕ1 ≥
η0
k dv and dv ≥
η0
k du for all u ∈ G(v). Therefore du ≤ (
k/η0)2ϕ1, and since η ≤ η0, also
du ≤ (k/η)
2ϕ1. Now we set:
δ =
ε
4k2
(18)
which gives:
2 exp
(
−2
δ2ϕ21h
d2u
)
≤ 2 exp
(
−2
(ε/4k2)2ϕ21h
(k/η)4ϕ21
)
≤ 2 exp
(
−
ε2η4h
8k8
)
(19)
Since h = Θ
(
k8
ε2η4
log 1/ε
)
, we obtain exp(−Θ(log 1/ε)) = (1/ε)Θ(1). Therefore
∣∣du
h X − E
du
h X
∣∣ < δϕ1
for all u ∈ Si with probability 1− poly(ε).
Now, we want to bound the deviation of the estimate ϕ̂i(u). If eps-sample-subgraph sets
ϕ̂i(u) =
du
h X, then the concentration result above automatically implies |ϕ̂i(u) − ϕi(u)| ≤ δϕ1.
Suppose instead eps-sample-subgraph sets ϕ̂i(u) = 0. If ϕi(u) ≤ δϕ1 then obviously |ϕ̂i(u) −
21
ϕi(u)| ≤ δϕ1 and we are again fine. Thus, the only remaining bad event is that ϕ̂i(u) = 0 when
ϕi(u) > δϕ1 and. Recall from above that EX = h
ϕi(u)
du
and du ≤ (k/η)
2ϕ1. We have:
EX = h
ϕi(u)
du
> h
δϕ1
du
≥ h
δ(η/k)2du
du
= h
ε
4k2
η2
k2
= h
εη2
4k4
(20)
Now ϕ̂i(u) = 0 only if X < h
εη2
8k4
, i.e., X < EX − t with t = h εη
2
8k4
. By Hoeffding’s inequality:
P
(
X < EX − h
εη2
8k4
)
< exp
(
−
2(h εη
2
8k4
)2
h
)
= exp
(
−h
ε2η4
32 k8
)
(21)
Since h = Θ
(
k8
ε2η4 log
1/ε
)
, the probability drops again to poly(ε). Hence with probability 1−poly(ε)
we have |ϕ̂i(u)− ϕi(u)| ≤ δϕ1 for all u ∈ Si.
Let us now analyse the distribution of the edges. Suppose the algorithm is going to expand Si.
Let q({u, u′}) be the probability that edge {u, u′} is selected. We show that q({·, ·}) is ε/k -uniform
over the cut between Si and Gv \ Si. Let q(u) denote the probability that the algorithm selects
u ∈ Si at line 8, and let q(u
′|u) = q({u, u′}|u) be the probability that u′ is chosen at line 10 given
that u is chosen at line 8. Note that q(u′|u) = 1ϕi(u) , since once u is selected the algorithm keeps
drawing edges incident to u uniformly until one in the cut is found. Let C be any subset of the cut
between Si and Gv \ Si. Note that tvd(p, q) ≤ maxC(q(C)− p(C)), since the family of all possible
C is exactly the space of events. Let Cu be the subset of edges of C containing u. Then:
q(C)− p(C) =
∑
u∈Si
(q(Cu)− p(Cu)) (22)
=
∑
u∈Si
( ∑
{u,u′}∈Cu
q(u)q({u, u′}|u) −
∑
{u,u′}∈Cu
p(u)p({u, u′}|u)
)
(23)
=
∑
u∈Si
( ∑
{u,u′}∈Cu
q(u)
1
ϕi(u)
−
∑
{u,u′}∈Cu
p(u)
1
ϕi(u)
)
(24)
=
∑
u∈Si
1
ϕi(u)
∑
{u,u′}∈Cu
(q(u)− p(u)) (25)
=
∑
u∈Si
|Cu|
ϕi(u)
(q(u)− p(u)) (26)
=
∑
u∈Si
|Cu|
ϕi(u)
( ϕ̂i(u)∑
z∈Si
ϕ̂i(z)
−
ϕi(u)∑
z∈Si
ϕi(z)
)
(27)
≤
∑
u∈Si
( ϕ̂i(u)∑
z∈Si
ϕ̂i(z)
−
ϕi(u)∑
z∈Si
ϕi(z)
)
(28)
Now recall that |ϕ̂i(u)−ϕi(u)| ≤ δϕ1 for all u ∈ Si. Therefore
∑
z∈Si
ϕ̂i(z) ≥ (
∑
z∈Si
ϕi(z))−kδϕ1 ≥
22
(1− kδ)
∑
z∈Si
ϕi(z). Moreover, kδ ≤
1
2 thus
1
1−kδ ≤ 2. This gives:
q(C)− p(C) ≤
∑
u∈Si
( ϕi(u) + δϕ1
(1− kδ)
∑
z∈Si
ϕi(z)
−
ϕi(u)∑
z∈Si
ϕi(z)
)
(29)
≤
1∑
z∈Si
ϕi(z)
∑
u∈Si
(
(1 + 2kδ)
(
ϕi(u) + δϕ1)− ϕi(u)
)
(30)
=
1∑
z∈Si
ϕi(z)
∑
u∈Si
(
2kδϕi(u) + δ(1 + 2kδ)ϕ1
)
(31)
= 2kδ
∑
u∈Si
ϕi(u)∑
z∈Si
ϕi(z)
+ δ(1 + 2kδ)
i
k
ϕ1∑
z∈Si
ϕi(z)
(32)
≤ 4kδ (33)
≤
ε
k
(34)
Therefore for each i with probability 1 − poly(ε) the distributions of the two algorithms for the
choice of the edge in the cut of Si satisfy tvd(q, p) ≤
ε
k . By increasing h by a O(log k) factor we
can take a union bound on all i so that with probability 1−poly(ε) the claim holds simultaneously
for all i.
We can now show that the distributions of the two algorithms over their outputs satisfy
tvd(p, q) ≤ ε. To this end we couple the two processes. Let Si and Ri the random sets held
respectively by eps-sample-subgraph(G, v, ε, η) and sample-subgraph(G, v) at step i. For ev-
ery i = 1, . . . , k − 1 let eSi and eRi be the edges selected by the two processes at step i, so that
Si+1 = Si ∪ eSi and Ri+1 = Ri ∪ eRi . Clearly, at the beginning S1 = R1 = {v}. Now suppose
Si = Ri for some i ≥ 1. Then, as shown above, the distribution of Si+1 and Ri+1 are
ε
k -close. Thus
there exists a coupling of the two processes such that P(eSi 6= eRi) ≤
ε
k for all i. This implies that
P(eSk 6= eRk) ≤
∑k−1
i=1 P(eSi 6= eRi) ≤ ε. Thus the output distributions satisfy tvd(q, p) ≤ ε.
Lemma 12. eps-sample-subgraph(G, v, ε, η) has expected running time kO(1)O
(
( 1
ε2η4
) log 1/ε
)
.
Proof. At the beginning, the algorithm deterministically takes h samples for ≤ k2 times, spending
in total time O(hpoly(k)). We show this dominates the expected time of the trials at lines 9–11
as well. Let T be the number of trials (the number of times lines 9–11 are executed). If u is the
node chosen at line 8, then the algorithm returns after duϕi(u) trials in expectation. Clearly if u has
nonzero probability of being chosen then ϕ̂i(u) > 0. Taking the expectation over the ϕ̂i(u) yields:
ET =
∑
u∈Si
P(u chosen)E[T |u chosen] ≤
∑
u∈Si
P(ϕ̂i(u) > 0)
du
ϕi(u)
(35)
Now, EX = hϕi(u)du and ϕ̂i(u) > 0 only if X > h
εη2
8k4
. By Markov’s inequality:
P(X > 0) <
hϕi(u)du
h εη
2
8k4
=
ϕi(u)
du
8k4
εη2
(36)
Therefore:
P(ϕ̂i(u) > 0)
du
ϕi(u)
≤
8k4
εη2
= O(h) (37)
Summing over all terms in ET and over all rounds shows that the expected number of trials over
the whole algorithm is O(hpoly(k)). Finally, note that each single trial takes time O(k); just check
if u′ satisfies u′ ≻ v and has no neighbors in Si. Substituting h = Θ
(k8 log 1/ε
ε2η4
)
yields the bound.
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C.4 Proofs for eps-compute-p(G, S, ε, η)
Lemma 13. eps-compute-p(G,S, ε, η) runs in deterministic time kO(1)O( 1
ε2η4
log 1/ε).
Proof. The running time is dominated by line 9, where we sum over at most kh terms. This is
repeated a total of at most k! times (for each permutation on k−1 nodes we make k−1 iterations).
Substituting h = Θ( k
9
ε2η4
log 1/ε) yields the bound.
Lemma 4. Suppose after running bucket-sketch(G, ε0) the high-probability claims of Lemma 2
hold. Consider any k-node set S reachable from v in G(v). Then, for any ε ≤ ε0, with probability
1−poly(ε) the output p̂(S) of eps-compute-p(G,S, ε, η) and the output p(S) of compute-p(G,S)
satisfy p̂(S) ∈ (1± ε) p(S) where η is the value bucket-sketch(G, ε) would use.
Proof. We compare eps-compute-p(G,S, ε, η) against compute-p(G,S) (Algorithm 6). We let
η0 = (1/ε0)
1
k−1k−O(k) be the value used by bucket-sketch(G, ε0). Clearly η ≤ η0. Consider any
single iteration at line 4. Let ϕi denote the size of the cut between Si and Gv \ Si, and let pσ be
the value computed by compute-p(S,G). This is the value p̂σ would take if we had ϕ̂i = ϕi for all
i. We now show that ϕ̂i ∈ (1±
ε
2k )ϕi for all i with probability 1− poly(ε). If this is the case, then:
p̂σ
pσ
=
∏k−1
i=1 ci/ϕ̂i∏k−1
i=1 ci/ϕi
=
∏k−1
i=1 ϕi∏k−1
i=1 ϕ̂i
=
k−1∏
i=1
ϕi
ϕ̂i
∈
(
1±
ε
2k
)k−1
(38)
This implies that p̂σ ∈ (1± ε)pσ . Indeed, on one side, (1−
ε
2k )
k−1 ≥ 1− ε2k (k− 1) ≥ 1− ε. On the
other side, for all r > 1 and 0 < x < 1k−1 we have (1 − x)
r ≤ 1 + rx1−(r−1)x ; plugging in r = k − 1
and x = ε2k yields (1 +
ε
2k )
k−1 ≤ 1 + ε.
Thus, we show that w.h.p. ϕ̂i ∈ (1 ±
ε
2k )ϕi. Consider again any single execution of line 4 and
let Xu,j = I {xu,j ≻ v ∧ xu,j /∈ Si}. Clearly E[Xu,j] =
ϕi(u)
du
, so Eϕ̂i = ϕi. Now let X =
h
dv
ϕ̂i. Recall
from the proof of Lemma 3 that ϕi ≥
ϕ1
k−1 and du ≤ (
k/η0)2ϕ1 ≤ (k/η)
2ϕ1. This yields:
EX =
h
dv
ϕi ≥
h
dv
ϕ1
k − 1
>
h
dv
η2
k3
dv =
hη2
k3
(39)
Therefore:
P
(
|ϕ̂i − Eϕ̂i| >
ε
2k
Eϕ̂i
)
= P
(
|X − EX| >
ε
2k
EX
)
< P
(
|X − EX| >
εhη2
2k4
)
(40)
By Hoeffding’s inequality:
P
(
|X − EX| >
εhη2
2k4
)
≤ exp
(
−2
(εhη
2
2k4
)2
h
)
= exp
(
− h
ε2η4
2k8
)
(41)
Since the algorithm uses h = Θ( k
9
ε2η4
log 1/ε), the probability drops below 2−k/poly(ε). The algorithm
uses the same random variables to estimate the cuts of at most 2k subsets; a union bound on those
subsets completes the proof.
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C.5 Proofs for eps-u-sampler(G, ε)
Lemma 14. The preprocessing phase of eps-u-sampler(G, ε) runs deterministically in time
kO(k)O
(
(1/ε)2 n log n
)
.
Proof. The runtime of the preprocessing is dominated by bucket-sketch(G, ε/2) and the bound
follows from Lemma 2.
Lemma 15. In eps-u-sampler(G, ε), suppose after running bucket-sketch(G, ε/2) the high-
probability claims of Lemma 2 hold. Then each invocation of ε-sample( ) returns a graphlet inde-
pendently and ε-uniformly at random from G.
Proof. We will couple eps-u-sampler(G, ε) and eps-u-sampler-full(G, ε′/2). With these inputs,
the preprocessing phases of the two algorithms are identical (except that eps-u-sampler-full
also sorts the adjacency lists), thus we can couple them to behave identically. In particular we
assume they obtain the same order ≺, the same bucket distribution p : V → [0, 1], and the same
normalization parameter βk(G). Now let H = v ∈ V : av > 0 (H for heavy buckets). If the high-
probability claims of Lemma 2 hold, then H contains a fraction (1− ε/2) of all graphlets of G. By
Lemma 17, sample of eps-u-sampler-full returns graphlets uniformly at random from H. Thus
to prove the ε-uniformity of ε-sample, we show the distribution of its returned graphlets is ε/2-
close to that of sample in eps-u-sampler-full. By the triangle inequality this implies the claim.
Formally, if UV and UH are the uniform distributions respectively over ∪v∈VB(v) and
∑
v∈H B(v),
and q is the distribution given by ε-sample, then:
tvd(q,UV ) ≤ tvd(q,UH) + tvd(UH ,UV ) ≤ ε/2+ ε/2 (42)
where the bound on the first term is the one we will prove, and the bound on the second term
follows as said from Lemma 2 and Lemma 17.
Let us then consider one single iteration of sample and ε-sample. We couple the two algorithms
along the way. First, since the bucket distribution p is identical, we can couple them so they choose
the same bucket B(v) (lines 10 of sample and 10 of ε-sample). From now on we consider v as
fixed and all probability distributions are meant as conditioned on v being the chosen node. We
denote by SP the random set of nodes drawn by sample at line 11, and by SQ the one drawn by
ε-sample at line 11. Now, the two algorithms invoke respectively sample-subgraph(G, v) and
eps-sample-subgraph(G, v, ε1, η). Since ε1 ≤ ε, by Lemma 3 we have tvd(SP , SQ) ≤ ε1. Hence
we can couple the two algorithms so that P(SQ 6= SP ) ≤ ε1. Now let XP be the indicator random
variable of the event that sample accepts SP and returns is (see line 13) and by XQ the indicator
random variable of the event that ε-sample accepts SQ and returns it (see line 13). We define
the outcome of sample as the pair (SP ,XP ), and that of ε-sample as the pair (SQ,XQ). Let DP
and DQ be the distributions of (SP ,XP ) and (SQ,XQ) respectively. We want to show that the two
distributions are ε/2-close conditioned on the graphlets being accepted, that is, we want:
tvd(DP (·|XP = 1),DQ(·|XQ = 1)) ≤ ε (43)
Ignoring for a moment the kO(−k) factors, the strategy is the following. The probability that the
algorithms accept the sampled graphlet is Ω(ε2). Therefore, to make the conditional distributions
O(ε)-close, we can make the unconditional distributionsO(ε3)-close. Obviously we have to take care
of the fact that the two algorithms can disagree on both the sampled graphlet and its acceptance.
Before continuing let X∨ = max(XP ,XQ). This indicates the event that at least one of the
algorithms accepted its graphlet. Clearly P (X∨ = 1) ≥ P (XP = 1). By Lemma 17, since eps-u-
sampler-full is invoked with ε/2, at any given iteration we have P (XP = 1) ≥ ε
2k−O(k). Now, by
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the triangle inequality:
tvd(DP (·|XP = 1),DQ(·|XQ = 1)) ≤ tvd(DP (·|XP = 1),DP (·|X∨ = 1)) (44)
+tvd(DP (·|X∨ = 1),DQ(·|X∨ = 1))
+tvd(DQ(·|XQ = 1),DQ(·|X∨ = 1))
By the coupling, the middle term satisfies:
tvd(DP (·|X∨ = 1),DQ(·|X∨ = 1)) ≤ P(SQ 6= SP |X∨ = 1) ≤
P(SQ 6= SP )
P(X∨ = 1)
≤
ε1
ε2
kO(k) (45)
where we used the bounds on P(SQ 6= SP ) and P(X∨ = 1) from above.
We bound similarly the sum of the other two terms. For the first term note that:
tvd(DP (·|XP = 1),DP (·|X∨ = 1)) ≤ P(XP = 0 |X∨ = 1) (46)
This is true since DP (·|XP = 1) is just DP (·|X∨ = 1) conditioned on XP = 1, an event which has
probability 1−P(XP = 0 |X∨ = 1). Symmetrically, for the last term tvd(DQ(·|XQ = 1),DQ(·|X∨ =
1)) ≤ P(XQ = 0 |X∨ = 1). The sum of the two terms is therefore bounded by:
P(XP = 0 |X∨ = 1) + P(XQ = 0 |X∨ = 1) = P(XP 6= XQ |X∨ = 1) ≤
P(XP 6= XQ)
P(X∨ = 1)
(47)
The denominator is at least ε2k−O(k), see above. For the numerator,
P(XQ 6= XP ) ≤ P(SQ 6= SP ) + P(XQ 6= XP |SQ = SP ) (48)
As said, P(SQ 6= SP ) ≤ ε1. For the second term, we again couple XQ and XP so that:
P(XQ 6= XP |SQ = SP ) =
∣∣P(XP = 1 |SQ = SP )− P(XQ = 1 |SQ = SP )∣∣ (49)
≤
∣∣∣∣1− P(XQ = 1 |SQ = SP )P(XP = 1 |SQ = SP )
∣∣∣∣ (50)
Now, eps-u-sampler(G, ε) and eps-u-sampler-full(G, ε′/2) by construction have respectively
P(XP = 1 |SQ = SP ) =
βk(G)
p(v) p(S) and P(XQ = 1 |SQ = SP ) = min
(
1, βk(G)p(v) p̂(S)
)
. Note that the min
can only bring the ratio above closer to 1, since P(XP = 1 |SQ = SP ) ≤ 1. Therefore:
P(XQ 6= XP |SQ = SP ) ≤
∣∣∣∣∣∣1−
βk(G)
p(v) p(S)
min
(
1, βk(G)p(v) p̂(S)
)
∣∣∣∣∣∣ ≤
∣∣∣1− p(S)
p̂(S)
∣∣∣ (51)
Now, by Lemma 4, with probability 1− poly(ε2) we have p̂(S) ∈ [1± ε2]p(S). Conditioning on this
event, we have |1− p(S)p̂(S) | ≤
ε2
1−ε2
= O(ε2). Otherwise, P(XQ 6= XP |SQ = SP ) ≤ 1. Thus:
P(XQ 6= XP |SQ = SP ) ≤ (1− poly(ε2))O(ε2) + poly(ε2) = O(ε2) (52)
which drops below ε2 by adjusting the constants. Applying these two bounds to the right-hand
side of (48), we obtain:
P(XQ 6= XP ) ≤ ε1 + ε2 (53)
Therefore the sum of the first and third term of (44) is at most:
ε1
ε2
kO(k) + (ε1 + ε2)
1
ε2
kO(k) =
ε1 + ε2
ε2
kO(k) (54)
Since eps-u-sampler(G, ε) defines ε1 = ε2 = ε
3k−O(k), the bound drops below ε/2, as desired. This
concludes the proof.
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Lemma 16. In eps-u-sampler(G, ε), suppose after running bucket-sketch(G, ε/2) the high-
probability claims of Lemma 2 hold. Then every invocation of ε-sample( ) has expected running
time kO(k)O
(
(1/ε)8+
4
k−1 log 1/ε
)
.
Proof. As shown above, P(XQ 6= XP ) ≤ ε1+2ε2 which implies P(XQ = 1) ≥ P(XP = 1)−(ε1+2ε2).
Recall however that P(XP = 1) = ε
2k−O(k), while ε1 = ε2 = ε
3k−O(k). Thus, scaling ε1 = ε2 by
k−O(k) factors if needed, we can ensure that P(XQ = 1) ≥
1
2P(XP = 1). The expected number of
rounds is then at most kO(k)(1/ε)2. Each round is dominated by eps-sample-subgraph(G, v, ε1, η)
and eps-compute-p(S,G, ε2, η), which by Lemma 3 and Lemma 4 have expected running time
kO(1)O( 1
ε21η
4 log 1/ε). Note that these bounds holds even conditioned on past events. Recall that ε1 =
ε3k−O(k) and η = ε
1
k−1k−O(k), since this is the η defined by bucket-sketch(G, ε/2). Multiplying
the expected rounds bound by the per-round time, the total expected running time is at most
kO(k) (1/ε)2 · kO(k)O
(
(1/ε)6+
4
k−1 log 1/ε
)
= kO(k)O
(
(1/ε)8+
4
k−1 log 1/ε
)
(55)
This concludes the proof.
C.6 Proofs for eps-u-sampler-full(G, ε)
Lemma 17. In eps-u-sampler-full(G, ε), suppose after running bucket-sketch(G, ε) the
high-probability claims of Lemma 2 hold. Then the following holds. First, at any given itera-
tion sample( ) accepts the sampled graphlet with probability ε2kO(−k). Second, sample( ) returns
graphlets uniformly at random from ∪av>0B(v).
Proof. First, note that sample( ) is the same of u-sampler. Therefore Lemma 10 implies the claim
on the distribution of the returned graphlets, provided that the rejection probability is well-defined,
that is, βk(G)p(v) p(S) ≤ 1 for all p(v) > 0, p(S) > 0. By substituting βk(G) and p(v):
βk(G)
p(v) p(S)
=
ε kO(−k)
av p(S)
≤
ε kO(−k) d(v|G(v))−(k−1)
p(S)
(56)
where we used the fact that when p(v) > 0, i.e. av > 0, then av ≥ d(v|G(v))
k−1 by construction
of bucket-sketch(G, ε). Thus we need p(S) ≥ ε kO(−k) d(v|G(v))−(k−1). To this end we adapt
the lower bound on p(S) of Lemma 8. In particular, since G[S] is connected then at least one
sequence v, u2, . . . , uk exists such that ϕi ≥ 1 for all i = 1, . . . , k − 1. Now, by Lemma 2, all u ≻ v
satisfy d(u|G(v)) ≥ kη · d(v|G(v)), i.e., the degree of G(v) is bounded by
k
ηd(v|G(v)). It follows that
ϕi ≤ i
k
ηd(v|G(v)) for all i, so as desired the sequence probability is at least
k−1∏
i=1
1
i
(k/η)k−1d(v|G(v))−1 = εkO(−k)d(v|G(v))−(k−1) (57)
Now we bound the acceptance probability from below. To this end recall the upper bound
on p(S) of Lemma 8, which gives p(S) ≤ kO(k)d(v|G(v))−(k−1) regardless of the degrees of the
other nodes in G(v). Now, since av > 0 by Lemma 2 we have d(v|G(v))
k−1 ≥ εkO(−k)(dv)
k−1, so
p(S) ≤ kO(k) 1εd
−(k−1)
v . On the other hand av ≤ d(v)
k−1 by construction of bucket-sketch(G, ε).
Therefore:
βk(G)
p(v) p(S)
=
ε kO(−k)
av p(S)
≥
εkO(−k)
d(v)k−1kO(k) 1εd
−(k−1)
v
= ε2kO(−k) (58)
as claimed.
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D Proofs of the MCMC results
In this section we prove the results of Section 3: Theorem 3, Lemma 5, Lemma 1 (Appendix D.1)
and Theorem 2 (Appendix D.4). We employ standard Markov chain results reported in Appendix E.
D.1 Proof of Theorem 3, Lemma 5, Lemma 1
As anticipated, Theorem 3 derives from Lemma 5. The derivation is as follows. First, a recursive
application of Lemma 5 yields
τ(Gk) = k
O(k)O
(
τ(G)
(
∆
δ
)k−1)
(59)
Now recall (93) from Appendix E. On the one hand we have τ(G) = O(t(G)). On the other hand,
we have tε(Gk) = O(τ(Gk) log(
1
επ∗ ) where π
∗ = ming∈Vk π(g) is the smallest mass of any k-graphlet
in Gk in the stationary distribution π. Therefore,
tε(Gk) = k
O(k)
(
t(G)
(∆
δ
)k−1
log
1
επ∗
)
(60)
Now π(g) =
dg∑
g′∈Vk
dg′
where dg is the degree of g in Gk. Since |Vk| ≤
(
n
k
)
and each g ∈ Gk has
degree at most poly(n), then π∗ = Ω
(
1
poly(n)
)
and log 1επ∗ = O(log
n
ε ). The bound of Theorem 3
follows.
In the rest of the section we prove Lemma 5, that is,
τ(Gk) = O
(
poly(k) ·
∆
δ
· τ(Gk−1)
)
(61)
We denote a generic node of Gk as g, and a generic node of Gk−1 as u, v, or z (no confusion with
the nodes of G should arise). We always denote by du the degree of u in the original simple graph
(without self-loops or weights), and the same for dg. We let L = L(Gk−1) denote the line graph of
Gk−1. The node set of L is V (L) = {xuv : {u, v} ∈ E(Gk−1), and its edges are all the pairs in the
form {xuv, xuz} with u 6= z, representing edges {u, v} and {u, z} adjacent in Gk−1). The lazy walk
on L is defined by the following weighting:
w0(xuv, xuz) = 1 u 6= z (62)
w0(xuv, xuv) = du + dv − 2 (63)
where du is as usual the degree of u in Gk−1. See Figure 1 below.
u zv
dudv dz
1 1
Gk−1
xuv xuz
du + dv − 2 du + dz − 2
1
L(Gk−1)
Figure 1: A path of 3 graphlets in Gk−1, and how it appears in L(Gk−1). Both graphs are weighted
so to yield a lazy random walk.
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D.2 From Gk−1 to L(Gk−1)
The first step in the proof of Lemma 5 is proving Lemma 1, here recalled:
Lemma 1 (reformulated with G = Gk). If |Ek| ≥ 1, then:
τ(L(Gk−1)) ≤ 20
∆
δ
τ(Gk−1) (64)
where τ(·) is the relaxation time of the lazy walk.
To prove the result we build an auxiliary weighted graph S ′ and show that τ(S ′) ≤ 4∆δ τ(Gk−1)
and τ(L(Gk−1)) ≤ 5τ(S
′). To begin, let S be the 1-subdivision of Gk−1. This is the graph obtained
by replacing each edge {u, v} ∈ Gk−1 with two consecutive edges {u, xuv}, {xuv , v} where xuv is a
new node representing {u, v}. We make S lazy by adding loops and assigning the following weights:
wS(u, u) = du u ∈ Gk−1 (65)
wS(u, xuv) = 1 {u, v} ∈ Gk−1 (66)
wS(xuv, xuv) = 2 {u, v} ∈ Gk−1 (67)
The graph S ′ is the same as S but with the following weights:
wS′(u, u) = d
2
u u ∈ Gk−1 (68)
wS′(u, xuv) = du {u, v} ∈ Gk−1 (69)
wS′(xuv , xuv) = du + dv {u, v} ∈ Gk−1 (70)
The reader may refer to Figure 2 below.
u v
du dv
1
Gk−1
u xuv v
du dv2
1 1
S
u xuv v
d2u d
2
v
du + dv
du dv
S ′
Figure 2: Left: a pair of (k − 1)-graphlets u, v forming an edge in Gk−1. Middle: how {u, v} appears in S,
the 1-subdivision of G. Right: the reweighting given by S ′.
We now show:
Lemma 18. τ(S ′) ≤ 4∆δ τ(Gk−1).
Proof. First, note that minxy∈S
wS(x,y)
wS′(x,y)
≥ 1/∆ and maxx∈S
wS(x)
wS′(x)
≤ 1/δ. By Lemma 26 this implies
γ(S ′) ≥ δ∆γ(S), or equivalently τ(S
′) ≤ ∆δ τ(S). Thus, we need only to show that τ(S) ≤ 4τ(Gk−1),
or equivalently, γ(Gk−1) ≤ 4γ(S). We do so by comparing the numerators and denominators of (95)
in Lemma 25 for S and Gk−1.
In the remainder of the proof we write G for Gk−1 and uv for xuv. Consider the walk on S and
let πS be its stationary distribution. Let fS ∈ R
V (S) be the choice of f that attains the minimum
in (95) under π = πS . We will show that there exists fG ∈ R
V (G) such that:
EPG ,πG(fG)
VarπG (fG)
≤ 4
EPS ,πS(fS)
VarπS (fS)
(71)
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By Lemma 25 this implies our claim, since the left-hand side of (71) bounds γ(G) from above and
the right-hand side equals 4γ(S). Now, first, note that for all u ∈ G we have πS(u) =
2
3πG(u) for
all u ∈ G (the weight of u is the same in G and S, but the total sum of weights in S is 3/2 that of
G). Similar calculations show that for all uv ∈ G we have πS(uv) =
4
3du
πG(u), where du continues
to denote the original degree of u in G. Third, observe that since fS attains the minimum in (95)
then necessarily fS(uv) =
fS(u)+fS(v)
2 for all uv ∈ G. We define fG as the restriction of fS on V (G).
Now we relate the numerator of (71) for S and for G. To begin, note that:
EPS ,πS (fS) =
∑
uv∈G
(
(fS(u)− fS(uv))
2QS(u, uv) + (fS(v)− fS(uv))
2QS(u, uv)
)
(72)
Observe that QS(u, uv) = QS(v, uv) = πS(u)
1
2du
, and as noted above, fS(uv) =
fS(u)+fS(v)
2 , thus
(fS(u)− fS(uv)) = (fS(v) − fS(uv)) =
1
2 (fS(u)− fS(v)). Recalling that πS(u) =
2
3πG(u), we have:
EPS ,πS (fS) =
1
2
∑
uv∈G
(
fS(u)− fS(v)
)2
πS(u)
1
2du
=
1
3
∑
uv∈G
(
fS(u)− fS(v)
)2
πG(u)
1
2du
(73)
On the other hand, since by construction fG(u) = fS(u) and since QG(u, v) = πG(u)
1
2du
:
EPG ,πG(fG) =
∑
uv∈G
(
fG(u)− fG(v)
)2
QG(u, v) =
∑
uv∈G
(
fS(u)− fS(v)
)2
πG(u)
1
2du
(74)
Comparing (73) and (74) shows that EPG ,πG(fG) = 3 EPS ,πS (fS).
We turn to the denominator of (71). First, we have:
VarπS (fS) =
∑
u∈G
πS(u)fS(u)
2 +
∑
uv∈G
πS(uv)fS(uv)
2 (75)
Since πS(u) =
2
3πG(u) and fS(u) = fG(u), the first term equals
2
3 VarπG (fG). We now show that
the second term equals 23 VarπG (fG) as well. By convexity of the square, we have:∑
uv∈G
πS(uv)fS(uv)
2 =
∑
uv∈G
πS(uv)
(fS(u) + fS(v)
2
)2
≤
∑
uv∈G
πS(uv)
1
2
(
fS(u)
2 + fS(v)
2
)
(76)
Each summand in the right-hand side charges 12πS(uv)fS(u)
2 to u. Therefore,∑
uv∈G
πS(uv)fS(uv)
2 =
∑
u∈G
πS(uv)du
1
2
fS(u)
2 =
2
3
∑
u∈G
πG(u)fS(u)
2 (77)
where the last equality comes from πS(uv) =
4
3du
πG(u). Since fS(u) = fS(u), the last term equals
again 23 VarπG (fG). Therefore VarπG (fG) ≥
3
4 VarπS (fS). By combining our two bounds, we obtain:
EPG ,πG(fG)
VarπG (fG)
≤
3 EPS ,πS (fS)
3
4 VarπS (fS)
= 4
EPS ,πS (fS)
VarπS (fS)
(78)
which shows that γ(G) ≤ 4γ(S), completing the proof.
We conclude by relating the relaxation time of S ′ to that of L(Gk−1). Formally:
Lemma 19. If |V (Gk)| > 1 then τ(L(Gk−1)) ≤ 5 τ(S
′).
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Proof. Let X = {Xt}t≥0 be the walk on S
′, and let Y = X[A] be the chain induced by X on the
subset of states A = {xuv : {u, v} ∈ E(Gk−1)} (Definition 5). By Lemma 28, τ(Y ) ≤ τ(S
′). Now
we want to prove that τ(L(Gk−1)) ≤ 5 τ(Y ). To this end, we show that Y is exactly the random
walk on L if we just alter the weights of L as follows:
w′L(xuv, xuz) = 1 u 6= z (79)
w′L(xuv , xuv) = du + dv + 2 (80)
To see this, let us compute the transition probabilities of Y from the generic state xuv of S
′. The
reader may refer to Figure 3 below. First, if Yt = xuv then we can assume Xs = xuv for some
s = s(t). From xuv, the two possible transitions are Yt+1 = xuv and Yt+1 = xuz for some z 6= v.
The first transition, Yt+1 = xuv, requires exactly one of these three disjoint events occurs:
1. Xs+1 = xuv
2. Xs+1 = . . . = Xs′−1 = u and Xs′ = xuv for some s
′ ≥ s+ 2
3. the same as (2) but with v in place of u.
The probability of (1) is 12 by construction of the loop weights. The probability of (2) is the product
of P(Xs+1 = u |Xs = xuv) =
du
2(du+dv)
times P(Xs′ = xuv |Xs′−1 = u) =
1
du
, since X leaves u with
probability 1, in which case it moves to xuv with probability
1
du
. Thus, the probability of (2) is
1
2(du+dv)
, and by symmetry the same is for (3). Therefore:
P(Yt+1 = xuv |Yt = xuv) =
1
2
+
1
du + dv
=
du + dv + 2
2(du + dv)
(81)
The second transition, Yt+1 = xux, is the same as event (2) above, only with Xs′ = xuz instead of
Xs′ = xuv. But conditioned on Xs′−1 = u the two events have the same probability, therefore:
P(Yt+1 = xuz |Yt = xuv) =
1
2(du + dv)
(82)
Thus the probabilities are proportional to 1 and du + dv + 2, as the weighting w
′
L says.
We can now conclude the proof. Consider the generic node xuv. If du + dv = 2, then Gk−1
is a single edge, and |V (Gk)| = 1. Thus if |V (Gk)| > 1 we must have du + dv ≥ 3. But then
du+dv+2
du+dv−2
≤ 3+23−2 = 5. Therefore wS ≤ w
′
L ≤ 5wS′ , and Lemma 26 yields τ(L) ≤ 5 τ(S
′).
xuz
u xuv vdu
d2u d
2
v
du + dv
du + dz du dv
dv
S ′
xuv xuz
du + dv + 2 du + dz + 2
1
L′
Figure 3: Left: the graph S ′ described above. Right: the reweighted line graph L′ obtained by weighting
the loops of L(Gk−1) with (du + dv + 2) instead of (du + dv − 2). If we observe the random walk on S ′ only
on the states x·, we see exactly the walk over L
′.
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D.3 From L(Gk−1) to Gk
We now prove that τ(Gk) ≤ Ok(τ(L(Gk−1))). To this end, we first obtain from L(Gk−1) a new
weighted graph LN by repeatedly collapsing subsets of nodes. Standard results guarantee that
τ(LN ) ≤ τ(L(Gk−1)), and we will be left with proving that τ(Gk) ≤ Ok(τ(LN )).
Let us begin the construction. For any g ∈ V (Gk) let H(g) = {xuv ∈ V (L) : g = u ∪ v}. Note
that {H(g)}g∈V (Gk) is a partition of V (L) into equivalence classes. Now let V (Gk) = {g1, . . . , gN},
and let L0 = L(Gk−1). For each i = 1, . . . , N we define Li by taking Li−1 and collapsing H(gi).
Formally, we let Li = (V (Li), E(Li), wi), where V (Li) = V (Li−1) \ H(gi) ∪ {ai} with ai being a
new state representing H(gi), and:
wi(x, x
′) = wi−1(x, y) x 6= ai, x
′ 6= ai (83)
wi(x, ai) =
∑
x′∈ai
wi−1(x, x
′) x 6= ai (84)
wi(ai, ai) =
∑
x∈ai
∑
x′∈ai
wi−1(x, x
′) (85)
Now consider the walk on Li. This is the collapsed version of the walk Li−1 with respect
to the set of states AC = H(gi), see Definition 4. Therefore by Lemma 27 the spectral gaps of
the two walks satisfy γ(Li) ≥ γ(Li−1), and the relaxation times satisfy τ(Li) ≤ τ(Li−1). Thus
τ(LN ) ≤ τ(L0) = τ(L(Gk−1)). Now we prove:
Lemma 20. τ(Gk) ≤ O(poly(k)τ(LN )).
Proof. We show that the walk on LN is the lazy walk on Gk up to a reweighting of the edges by
multiplicative factors Ok(1). By Lemma 26 this implies the thesis. In particular we show that,
if Gk is taken in its lazy version (with loops accounting for half of the node weight), then (1)
V (LN ) = V (Gk), (2) E(LN ) = E(Gk), (3) wN/wGk = Θk(1). We denote the generic state ai ∈ LN
simply as g, meaning that ai represents H(g).
Proof that V (LN ) = V (Gk). Suppose g ∈ V (LN ). Then by construction g = u ∪ v for some
two u, v that form an edge in Gk−1. This implies that g has k nodes and is connected, hence g is a
k-graphlet and g ∈ V (Gk). Conversely, suppose g ∈ V (Gk). Since g is connected it has a spanning
tree T (a subgraph of G). Let a, b be two distinct leaves of T and let g′ = g \ {a} and g′′ = g \ {b}.
Then g′, g′′ are connected and have k − 1 nodes, so are in V (Gk−1), Moreover |g
′ ∩ g′′| = k − 2,
so {g′, g′′} ∈ E(Gk−1). Thus {g
′, g′′} ∈ L(Gk−1) and as a consequence g ∈ V (LN ). Therefore
V (LN ) = V (Gk−1).
Proof that E(LN ) = E(Gk). First, both LN and the lazy version of Gk have a loop at each
node (LN inherits from L0 a positive self-transition probability at each node). Consider then a
non-loop edge {g′, g′′} ∈ E(LN ). By construction of LN we must have g
′ = u ∪ v and g′′ = u ∪ z,
with {u, v}, {u, z} ∈ E(Gk−1) and u, v, z ∈ V (Gk−1) all distinct. This implies g
′ ∩ g′′ = u and so
{g′, g′′} ∈ E(Gk). It follows that E(LN ) ⊆ E(Gk). Consider now a non-loop edge {g
′, g′′} ∈ E(Gk).
First, let u = g′ ∩ g′′; note that by hypothesis u is connected and |u| = k− 1, so u ∈ V (Gk−1). Now
let {a′} = g′ \ g′′ and let b′ be any neighbor of a in u. Choose any spanning tree T ′ of u rooted
at b′, and let c′ 6= b′ be any leaf of T ′ (such a leaf must exist since |g| ≥ 3 and thus |u| ≥ 2). We
define v = g′ \ {c′}. Note that by construction (1) v is connected and has size k − 1, (2) u ∩ v is
connected and has size k − 2, and (3) u ∪ v = g′. Therefore v ∈ V (Gk−1) and {u, v} ∈ E(Gk−1). A
symmetric construction using g′′ and u yields z such that z ∈ V (Gk−1) and {u, z} ∈ E(Gk−1) and
u∪ z = g′′. Now, by construction, {u, z} and {u, v} give two adjacent states xuv, xuz ∈ V (L0). But
since u ∪ v = g′ and u ∪ z = g′′, then xuv ∈ H(g) and xuz ∈ H(g
′′). This implies that {g′, g′′}
appears as an edge in E(LN ). Therefore E(Gk) ⊆ E(LN ). We conclude that E(Gk) = E(LN ).
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Proof that wNwGk
= O(poly(k)). Recall that every state a ∈ LN corresponds to a subset H(g)
in the partition of L0. The weight wN (a, a
′) of a non-loop edge in LN is exactly the size of the cut
between the corresponding sets H(g),H(g′) in L0, where we know from above that a ∼ a
′ if and
only if g ∼ g′. Consider then a non-loop edge {g, g′} ∈ Gk. By construction wGk(g, g
′) = 1. Now,
there are at most
(k
2
)
distinct pairs of (k − 1)-graphlets u, v ∈ Gk−1 such that u ∪ v = g. Thus,
H(g) ≤
(k
2
)
. The same holds for g′. Therefore the cut between H(g) and H(g′) in L(Gk−1) has size
between 1 and
(
k
2
)2
. It follows that 1 ≤ wN (a,a
′)
wGk (g,g
′) ≤
(
k
2
)2
where a, a′ represent g, g′.
A similar argument holds for the loops. First, recall that wGk(g) = dg by the lazy weighting.
Consider then any non-loop edge {g, g′} ∈ Gk. Note that {g, g
′} determines u = g ∩ g′ ∈ V (Gk−1)
univocally. Moreover, there exist some v, z ∈ Gk−1 such that u ∪ v = g and u ∪ z = g
′ and that
{xuv, xuz} is an edge in L0; and note that there are at most k distinct v and at most k distinct
z satisfying these properties. Therefore, every {g, g′} can be mapped to a set of between 1 to k2
edges in L0, such that every edge in the set is in the cut between H(g) and H(g
′). Furthermore,
note that different g′ are mapped to disjoint sets, since any edge {xuv, xuz} identifies univocally
g = u∪ v and g′ = u ∪ z. It follows that the cut of H(g) is at least dg and at most k
2dg. Since the
cut has at least one edge, and H(g) has at most
(k
2
)2
internal edges, then the total weight of H(g)
is between 1 and poly(k) times the cut. This is also wN (a), the weight of the state a representing
g in LN . The claim follows by noting that by construction wN (a) ≤ wN (a, a) ≤ 2wN (a).
D.4 ε-uniform sampling via random walks
We give the proof behind mc-sampler, showing:
Theorem 4 (alternative version). For any graph G, any k ≥ 2, and any ε > 0, one can sample
k-graphlets independently and ε-uniformly from Vk in k
O(k)O
(
tε(G)
(
∆
δ
)k−2
log nε
)
expected time
per sample.
Proof of Theorem 4. Consider Gk−1 = (Vk−1, Ek−1). By construction, every edge yields a k-graphlet
g = u ∪ v. Recall from Lemma 22 the set T (g) and that T (g) ≤ k2. Now suppose we draw from
a O( εk2 )-uniform distribution over Ek−1 and accept the sampled edge {u, v} with probability
1
T (g) .
Since the acceptance probability is > 1k2 , we obtain an ε-uniform distribution of accepted graphlets.
Now, By Lemma 21, we can achieve the O( εk2 )-uniform distribution over Ek−1 if we achieve an
O( εk2 )-uniform distribution over Vk−1. Thus we just need run the walk over Gk−1 for tεk(Gk−1)
steps where εk = Θ(
ε
k2 ). By Theorem 3, we have tεk(Gk−1) = kokO
(
tε(G)
(
∆
δ
)k−2
log nε
)
. (The
1
k2 factor of εk is absorbed by k
O(k)). Finally, by Lemma 23, each step takes O(poly(k)) time in
expectation. This completes the proof.
Lemma 21. Consider the lazy random walk {Xt}t≥0 over G = (V, E) and let Yt = {Xt,Xt+1} be the
random (unordered) edge crossed the walk traverses between t and t+ 1. Let πt be the distribution
of Xt over V and σt the distribution of Yt over E, and let π be the stationary distribution of X. If
πt is ε-close to π, then σt is ε-uniform.
Proof. Recall that π(x) ∝ dx for all x ∈ V. Let X
∗ be a random variable with distribution π,
and let Y ∗ = {X∗, Z} where Z is a neighbor of X∗ chosen uniformly at random. Clearly Y ∗
has uniform distribution by construction. Since tvd(πt, π) ≤ ε, we can couple Xt and X
∗ so that
P(Xt 6= X
∗) ≤ ε. If Xt = X
∗, we can then couple Yt and Yπ by letting Yt = Y . This shows that
P(Y ∗ 6= Yt) ≤ ε, thus Yt is ε-uniform.
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Lemma 22. Consider the graphs Gk = (Vk, Ek) and Gk−1 = (Vk−1, Ek−1). For every g ∈ Gk define
T (g) = {{u, v} ∈ Ek−1 : u∪ v = g}. Then |T (g)| ≤
(k
2
)
, and given g we can compute |T (g)| in time
O(poly(k)).
Proof. Every {u, v} ∈ T (g) satisfies: (i) u = g \ {x} and v = g \ {y} for some x, y ∈ g, and (ii) u, v,
and u∩ v are connected. Thus given g we can just enumerate all
(k
2
)
pairs of nodes in g and count
which ones have u, v, and u ∩ v connected. This gives the bound on |T (g)| too.
Lemma 23. Any single step of the lazy walk over Gk can be simulated in O(poly(k)) expected time.
Proof. To decide whether to follow the loop we just toss a fair coin. Let us now see how to
transition to a neighbouring graphlet uniformly at random. Let g = (Vg, Eg) ∈ Vk be the current
node of the walk and let N(g) be the neighbourhood of g. Note that N(g) can be partitioned as
N(g) = ∪x∈VgNx(g) where Nx(g) = {g
′ ∼ g : x /∈ g′}. Thus we first select x and then draw from
Nx(g). For each x ∈ Vg, if g \ x is connected we proceed (otherwise Nx(g) = ∅ by definition of
the chain). For every y ∈ g \ x let ϕg(y) be the degree of y in g, which we can compute in O(k).
Now, each neighbor y′ of y in V \ g gives a graphlet g′ = g ∪ y′ \ x adjacent to g. Thus we let
ϕ(y) = dy − ϕg(y), which is the degree of y in V \ g. Similarly let ϕ(g \ x) =
∑
y∈g\x ϕ(y); this is
the cut size between g \ x and V \ g. Finally, we let ϕ(g) =
∑
x∈g ϕ(g \ x).
Now, we select x ∈ g with probability ϕ(g\x)ϕ(g) . Then, we select y ∈ g \ x with probability
ϕ(y)
ϕ(g\x) .
Finally, we select one of the ϕ(y) neighbors y′ ∼ y in V \g uniformly at random. To do this we just
sample y′ uniformly at random from the neighbors of y until y′ /∈ g. This requires ≤ k expected
trials, since y has at most k − 1 neighbors in g and at least 1 neighbor in V \ g.
Now consider any g′ ∼ g. Note that G′ is identified univocally by the pair (x, y′) where x = g\g′
and y′ = g′ \ g. The probability that the process above selects (x, y′) is:
P(x, y′) = P(x)
∑
y∈g\x
ϕx(y)>0
P(y|x)P(y′|x, y) (86)
=
ϕ(g \ x)
ϕ(g)
·
∑
y∈g\x
ϕx(y)>0
ϕ(y)
ϕ(g \ x)
·
I {y′ ∼ y}
ϕ(y)
(87)
=
1
ϕg
∣∣{y ∈ g \ x : ϕx(y) > 0, y′ ∼ y}∣∣ (88)
Once we draw y′, we compute α(y′) =
∣∣{y ∈ g \ x : ϕx(y) > 0, y′ ∼ y}∣∣. Note that α(y′) can be
computed in time O(poly(k)), and that 1 ≤ α(y′) ≤ k− 1. Finally, we apply rejection, accepting y′
with probability 1k−1
1
α(y′) ∈ [
1
k2
, 1]. The distribution of the selected pair (x, y′) is therefore uniform.
The expected number of rejection trials is O(k2), and so is the expected running time of the entire
process.
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E Technical background for Markov chain analysis
We recall spectral results on Markov chains used in this work. As anticipated, we consider an
ergodic time-reversible Markov chain {Xt}t≥0 over a finite state space V with transition matrix
P . The chain is given by the simple random walk over a weighted graph G = (V, E , w). We let
πt be the distribution of Xt, and π = limt→∞ πt be the unique limit distribution. We denote by
π∗ = ming∈V π(g) the smallest mass of any state according to π.
E.1 Mixing time, conductance, spectral gap
Given two distributions π, σ over some domain X , the total variation distance between π and σ is:
tvd(π, σ) = max
A⊆V
{π(A) − σ(A)} (89)
If π is the uniform distribution and tvd(π, σ) ≤ ε, then we say σ is ε-uniform. The ε-mixing time
of the chain X is:
tε(X) = min{t0 : ∀X0 ∈ V : ∀t ≥ t0 : tvd(πt, π) ≤ ε} (90)
In this work we bound tε(X) in two ways. The first is via the conductance of G. For any subset
of states U ⊆ V, the volume of U is vol(U) =
∑
u∈U w(u). The cut of U is C(U) = {e = {u, u
′} ∈
E : u ∈ U, u′ ∈ V \ U}, and its weight is c(U) =
∑
e∈C(U) w(e). Then:
Definition 1 (Conductance). The conductance of U is Φ(U) = c(U)/ vol(U). The conductance of
G is Φ(G) = min{Φ(U) : U ⊂ V, vol(U) ≤ 12 vol(V)}.
A classical result (see e.g.[13]) states that:
1
4Φ
≤ tε(X) ≤
2
Φ2
log
( 1
επ∗
)
(91)
A second way to bound tε is via spectral gaps and relaxation times:
Definition 2 (Spectral gap). The spectral gap of the chain X is γ = 1− λ∗, where:
λ∗ = max
{
|λ| : λ is an eigenvalue of P, λ 6= 1
}
(92)
The relaxation time of the chain is τ = 1γ .
Then (see again [13]):
(τ − 1) log
( 1
2ε
)
≤ tε(X) ≤ τ log
( 1
επ∗
)
(93)
E.2 Dirichlet forms
For any two states x, y ∈ V we denote the transition rate of {x, y} by Q(x, y) = π(x)P (x, y). For
any function f : V → R we let Varπ f = Eπ(f − Eπf)
2.
Definition 3 (Dirichlet form; see [13], §13.2.1). Let P be a reversible transition matrix on a state
space V with stationary distribution π. Let f : V → R be any function. Then the Dirichlet form
associated to P, π, f is:
EP,π(f) =
1
2
∑
x,y∈V
(
f(x)− f(y)
)2
Q(x, y) (94)
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The Dirichlet form characterises the spectral gap as follows:
Lemma 24 (see [13], Lemma 13.12). The spectral gap satisfies:
γ = min
f∈RV
Varpi(f)6=0
EP,π(f)
Varπ(f)
(95)
E.3 Markov chain comparison theorems
We report several comparison theorems for spectral gaps of related/transformed chains.
Direct comparison.
Lemma 25 ([13], Lemma 13.18). Let P and P˜ be reversible transition matrices with stationary
distributions π and π˜, respectively. If EP˜ ,π˜(f) ≤ α EP,π(f) for all functions f , then
γ˜ ≤
(
max
x∈V
π(x)
π˜(x)
)
αγ (96)
Lemma 26 ([2], Lemma 3.29). Consider an undirected graph G = (V, E) possibly with loops. Let w
and w′ be two weightings over E and let γ and γ′ be the spectral gaps of the corresponding random
walks. Then:
γ′ ≥ γ ·
mine∈E(w(e)/w
′(e))
maxv∈V(w(v)/w′(v))
(97)
Collapsed chains (see [2], §2.7.3 and Corollary 3.27).
Definition 4. Let A ⊂ V and let AC = V \ A (note that AC 6= ∅). The collapsed chain X∗ has
state space A ∪ {a} where a is a new state representing AC , and transition matrix given by:
P ∗(u, v) = P (u, v) u, v ∈ A (98)
P ∗(u, a) =
∑
v∈AC
P (u, v) u ∈ A (99)
P ∗(a, v) =
1
π(AC)
∑
u∈AC
π(u)P (u, v) v ∈ A (100)
P ∗(a, a) =
1
π(AC)
∑
u∈AC
∑
v∈AC
π(u)P (u, v) (101)
Lemma 27. The collapsed chain X∗ satisfies γ(X∗) ≥ γ(X).
Induced chains (see [13], Theorem 13.20).
Definition 5. Given a reversible chain {Xt}t≥0 on a state space V, consider an arbitrary nonempty
A ⊆ V. Let τ+A = min{t ≥ 1 : Xt ∈ A} (when X0 ∈ A this is the first return time of A). The
induced chain on A is the chain with state space A and transition probabilities:
PA(x, y) = P (Xτ+
A
= y |X0 = x) ∀x, y ∈ A (102)
Lemma 28. Consider a reversible chain on V with stationary distribution π and spectral gap γ.
Let A ⊆ V be nonempty and let γA be the spectral gap for the chain induced on A. Then γA ≥ γ.
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