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Delay-estimation has various applications in 
science. We concentrate on one: the estimation of 
time-delays between electro-encephalograms 
recorded uring epileptic seizures. The purpose is 
the location of the epileptogenic focus in focal 
epilsepsy. Our aim is to improve and to extend the 
delay-estimation methods applied. 
The first chapter of this thesis contains an 
introduction to epilepsy and EGG-analysis. We 
present some delay-estimation methods. 
In Chapter two we discuss the mutual informa- 
tion method to estimate time-delays. This method 
resembles the cross-covariance method, only the 
cross-covariance as a correlator is replaced by the 
mutual information. A histogram based mutual 
information estimator is discussed as well as its 
bias and its variance. We apply this estimator to 
EGGs and we compare results with results 
obtained with other methods. 
Because of the unsatisfactory, especially 
ambiguous, results obtained we study in the third 
chapter the properties of certain delay definitions. 
As is done for the mathematical distance, we define 
the properties of a procedure measuring a delay. 
New delay estimation methods, such as the method 
based on a delay definition by the information 
theoretical criterion, can be found by this 
approach. This delay definition, introduced here, 
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searches for the lag with a minimum mutual infor- 
mation between the future and the past; this 
criterion unambiguously defines a delay. We have 
constructed an estimator and we have applied this 
estimator to EGGs; results are presented. 
In Chapter four we study the problem of testing 
models to determine whether two EGG-signals are 
dependent or not. We reinterpret he maximum 
likelihood method and we conclude that this 
method, after some extensions, can be used to 
compare generation models with unequal numbers 
of parameters. We introduce the mean of the log- 
likelihood as a criterion to measure the acceptabil- 
ity of models and we introduce its estimate: the 
average log-likelihood. The maximum of the 
average log-likelihood is a biased estimate of the 
corresponding maximum of the mean log-likeli- 
hood and this estimate is inaccurate due to vari- 
ance. The (N-) bias correction on the maximum 
of the average log-likelihood resembles the Akaike 
information theoretical criterion, which we dis- 
cuss. We suggest some improvements on the 
Akaike criterion; we have not yet tested these 
improvements in practice. When testing the depen- 
dence of two signals, given certain assumptions, 
the statistic to be evaluated is the mutual informa- 
tion estimate. 
The last chapter shows the interrelation of the 
delay estimation methods and contains general 
conclusions. 
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