Abstract. This study examines whether an ITS that fosters the use of metacognitive strategies can benefit from variations in its prompts based on learners' selfregulatory behaviors. We use log files and questionnaire data from 116 participants who interacted with MetaTutor, an advanced multi-agent learning environment that helps learners to develop their self-regulated learning (SRL) skills, in 3 conditions: one without adaptive prompting (NP), one with fading prompts based on learners' deployment SRL processes (FP), and one where prompts can also increase if learners fail to deploy SRL processes adequately (FQP). Results indicated that an initially more frequent but progressively fading prompting strategy is beneficial to learners' deployment of SRL processes once the scaffolding is faded, and has no negative impact on learners' perception of the system's usefulness. We also found that increasing the frequency of prompting was not sufficient to have a positive impact on the use of SRL processes, when compared to FP. These results provide insights on parameters relevant to prompting adaptation strategies to ensure transfer of metacognitive skills beyond the learning session.
Introduction
Designing intelligent tutoring systems (ITSs) that dynamically adapt to learners' emerging understanding of content and to their use of metacognitive processes has been a major objective for the past decade [1] . Specifically, intelligent systems should provide learners with individualized instruction, feedback and scaffolding during their learning session [2] , in a way that fosters the transfer of metacognitive skills beyond that session [3] . It is even more challenging in non-linear open-ended learning environments (OELEs) where no optimal way to navigate through the learning material exists and where learners' goals may vary [4, 5] . Many critical questions remain unanswered: how often should learners be prompted to perform actions known to foster effective learning? Should prompts vary over time? How can instances where scaffolding should fade be detected?
Can adaptive pedagogical agents' prompting improve students' learning and self-regulation?
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In this study, we investigated the effect of adaptive prompting on undergraduates' learning and their use of self-regulated learning (SRL) strategies in an OELE with embedded pedagogical agents (PAs). Specifically, we examined how adapting PA prompting impacted learners': (1) use of SRL processes, (2) learning gains, and (3) perception of the system's usefulness. Our associated hypotheses were that: (1) learners should deploy more SRL processes overall, particularly once the scaffolding fades; (2) more efficient SRL should lead to higher learning gains with adaptive prompts; (3) system adaptivity should have a positive effect on learners' evaluation, but the more frequent initial prompting could have a negative effect by making the learners feel overwhelmed.
Method

Participants and experimental conditions
One hundred and sixteen undergraduate students (N = 116, 17-31 years old, M = 20.9 years, SD = 2.4; 64.6% female; 62.9% Caucasian) from two North American Universities, studying different majors and with various levels of prior knowledge participated in this study. Each participant received $50 upon completion of the study and was randomly assigned to one of three experimental conditions: (1) non-adaptive prompt (NP -n = 29), (2) frequency-based adaptive prompt (FP -n = 29) and (3) frequency and quality-based adaptive prompt (FQP -n = 58). Participants from adaptive conditions FP and FQP were grouped in some analyses, leading to two samples of identical sizes.
In the NP condition, learners received a moderate but constant amount of prompts from the PAs (on average, 1 per 10 minutes) to engage in various SRL processes. In the FP condition, learners received more prompts at the beginning of the session (on average, 3.5 per 10 minutes), but the probability of prompts being triggered decreased after each new prompt and after each self-initiated enactment of an SRL process. In the FQP condition, the same prompt decreasing rules as in FP apply, but the probability of prompts could also increase if: (1) the learner did not comply with a PA's prompt, or (2) a learner's metacognitive judgment was inaccurate (e.g., marked a page as relevant to their active sub-goal when it was not; cf. Table 1 for the list of conditions of success). 
2.2
The testbed system, experimental procedure and data used System overview. MetaTutor [6] is an intelligent, hypermedia learning environment in which four embedded PAs help the student learn by prompting them to engage in SRL processes (cf. Table 1 ). A table of contents gives access to 38 pages (with text and images) on the human circulatory system. The overall learning goal is always visible, as well as two progress bars (cf. C) associated to the sub-goals chosen at the beginning of the session. A timer displays the time remaining in the learning session. One of the four PAs is always visible. Each PA has a specific role: Pam the Planner helps the student to plan their learning sub-goals, Mary the Monitor helps in monitoring the learning, Sam the Strategizer assists with the deployment of learning strategies and Gavin the Guide introduces the system and its questionnaires. The frequency and circumstances under which PAs' prompts are triggered depends on parameters such as the time spent on a page or the relevance of the page to students' current sub-goal. Below the PA, a palette of buttons allows students to self-initiate SRL processes (cf. Table 1 ), leading to a set of steps very similar to when the prompt comes from a PA: an invitation to perform the process followed by a feedback on its validity (e.g. agreeing the page is relevant to the current learning sub-goal).
Experimental procedure. The experiment involved two different sessions separated by one hour to three days. During the first one (30 to 40 min. long), participants filled and signed a consent form and completed several computer-based self-report questionnaires, a demographics survey and a pre-test on the circulatory system. During the second session (90 min. long), participants used MetaTutor to learn about the circulatory system. Participants had exactly 60 minutes to interact with the content during which they could initiate SRL processes or do so after a PA's prompt. MetaTutor was paused when participants were watching a video, taking a survey, and during an optional 5 minutes break half-way through the session. At the end of the session, participants were given a post-test and filled a questionnaire, the Agent Response Inventory (ARI) [7] , which included questions on their perception of the quality of PAs' prompts. All participants completed their sessions individually on a desktop computer.
Data coding and scoring. Six variables were extracted from the pre-test and posttest questionnaires (two equivalent 25-item multiple choice tests on the human circulatory system), the ARI questionnaire, as well as from the system log files (cf. Table 2 ). Learner's evaluation of the quality of the PA's feedback (1 to 7)
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Results
In all of the following statistical analyses, an outlier screening was performed beforehand and outlying scores were replaced by the next most extreme score.
Effects of adaptive prompting on the use of SRL processes
Effect on learner-initiated SRL, overall. A one-way ANOVA with prompt condition as the 3-level independent variable and UserAllProc_Session as the dependent variable revealed a significant main effect of condition on learners' self-initiated SRL behaviors, F(2,113) = 10.17, p < .001, n Table 3 reveals that participants consistently engaged in more self-initiated SRL behavior during the second thirty minutes than the first, the most striking changes occurring in FP and FQP. 
3.2
Effects of adaptive prompting on learning gains Table 4 reveals no difference on average between conditions NP and FP&FQP, counter to our hypothesis that adaptive prompting would help with learning. However, when learning gains from NP and FP are compared, it appears that learners in the FP condition had a small benefit over those in the NP, and that FQP did not help. Table 4 . Learning-related variables in the 3 conditions considered. 
Variable
General Discussion
Adaptive prompting helps learners to self-initiate SRL processes. Learners in (pooled) condition FP&FQP deployed more SRL processes than those in condition NP, as they received more frequent prompting from the system. The number of learnerinitiated processes increased over time despite the decrease of agent-initiated prompts, which can be interpreted as a residual and impactful effect of prompting. Our hypothesis was therefore verified. However, taking into account the quality of SRL processes to reduce PAs' prompts did not help: it may be because inefficient self-regulated learners need more than mere (potentially frustrating) reminders to self-regulate.
Adaptive prompting may not directly help to improve learning. We observed no significant differences in learning between conditions NP and FP&FQP, but the expected trend was there when comparing NP and FP. Therefore, it appears that the adaptiveness in FP was going in the right direction, contrary to the one in FQP. Hence our hypothesis was not supported, which could be partially explained by the fact learners might not have been left without scaffolding for long enough for a difference to appear.
Initially frequent but fading prompting doesn't degrade perceived system's usefulness. We observed that PAs in FP and FQP were not perceived as less helpful than in NP, despite more frequent prompting at the beginning of the session, which could have been detrimental to learners' willingness to follow PAs' recommendations. Conversely, learners who appreciated PAs' interventions could have found them less useful overall as they were less present towards the end.
Limitations and future work. Although this study benefited from a significantly larger sample size than [8] , a larger sample size (with as many participants in FP as in Can adaptive pedagogical agents' prompting improve students' learning and self-regulation? 6 NP) may have led to more significant results. The limited duration of the learning session (1 hour) might also have prevented observing internalization and integration of the use of SRL processes by learners once agents' scaffolding was fully gone [9] . Another limitation is the lack of evaluation of the importance of the progressiveness in the scaffolding reduction: another condition with frequent prompting for half a session and no prompting for the second half would be necessary to do so. Finally, we have seen that the adaptation exclusively in terms of frequency of prompting might have been detrimental to learners in condition FQP, and that the quality of the feedback should also be adjusted-confirming its importance [10] . The next steps are to test this approach on other systems, on longer periods of time and to have a finer-grained adaptation.
