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Abstract
Let kq(n) denote the minimal cardinality of a q-ary code C of length n and covering radius
one. The numbers of elements of C that lie in a 1xed k-dimensional subspace of {0; : : : ; q− 1}n
satisfy a certain system of linear inequalities. In a recent paper, the author developed a method
to deal with this system for values of k, which are unbounded with increasing n. The aim of the
present paper is to generalize the method in the cases q = 2 and 3, which provides new lower
bounds for k2(n) and k3(n). c© 2002 Published by Elsevier Science B.V.
1. Introduction
Let q be an integer greater than one and let A be the set {0; 1; : : : ; q − 1}. The
Hamming distance d(u; v) between two elements u=(u1; : : : ; un) and v=(v1; : : : ; vn) in
An is de1ned by
d(u; v) = |{i ∈ {1; : : : ; n}: ui = vi}|:
Let Cq(n) denote the set of the subsets of An with covering radius one, i.e.
Cq(n) = {C ⊂An: ∀u ∈ An ∃v ∈ C with d(u; v)61}
and let us de1ne
kq(n) = min
C∈Cq(n)
|C|:
Then, we have the known sphere covering bound
kq(n)¿q(n) =
⌈
qn
(q− 1)n+ 1
⌉
; (1)
where 
s denotes the least integer greater than or equal to s. The well-known Hamming
codes show, that if q is a prime power and (q− 1)n+1 divides qn, the equality holds
in (1). Much work has been done to improve (1) in the case, that (q − 1)n+ 1 does
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not divide qn (see, for example, [1–14]). So in this case, Habsieger [5] proved that
kq(n)¿q(n) holds, if (q; n) ∈ {(2; 2); (2; 4)}.
In a recent paper, [4] the author showed that kq(n) − q(n) approaches in1nity if
q is 1xed and (q − 1)n + 1 does not divide qn. The method uses the well-known
system of linear inequalities, which is satis1ed by the numbers of elements of C ∈
Cq(n), that lie in a 1xed k-dimensional subspace of Ak (see Section 2). In [4] it is
shown, how to handle this system for certain values of k, which are unbounded with
increasing n.
The aim of the present paper is to generalize the method from [4] in the cases
q= 2 and 3. This enables us to use the above-mentioned system of linear inequalities
with more and larger values of k, which provides better lower bounds for k2(n) and
k3(n). Indeed, it does appear that the limit of the method (k ≈ n=2) can be roughly
achieved.
Section 3 is devoted to the binary case with improvements on already known lower
bounds for k2(n) in the cases n= 19; 21; 25; 27 and 33.
Section 4 contains the ternary case (known as the ‘football pool problem’) with new
lower bounds for k3(8) and k3(10).
2. The covering inequalities
Let C ∈ Cq(n). For  ∈ Ak; 16k6n we de1ne
n = |{u ∈ C: u = (u1; : : : ; un) with (u1; : : : ; uk) = }| and
N () = { ∈ Ak : d(; ) = 1}: (2)
The following lemma is well known in the literature and is used extensively for example
by Habsieger [5].
Lemma 1. If C ∈ Cq(n) we have for each  ∈ Ak
[(q− 1)(n− k) + 1]n +
∑
∈N ()
n¿qn−k :
Proof. For  ∈ Ak let
A = {u ∈ An: u = (u1; : : : ; un) with (u1; : : : ; uk) = }:
It is required, that C covers each of the qn−k elements from A;  ∈ Ak . This can be
done only by elements of C ∩A and by the elements of C ∩A with  ∈ N (). Since
each of the n elements of C ∩ A covers exactly (q − 1)(n − k) + 1 elements of A
and each of the n elements of C ∩ A covers exactly one element of A, Lemma 1
follows.
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3. The binary case
Theorem 1. Let A denote the set {0; 1}. Let k; l; r; h; s be nonnegative integers with
06s6k and r; k¿1. Assume the nonnegative integers x;  ∈ Ak satisfy
lx +
∑
∈N ()
x¿h for each  ∈ Ak: (3)
If
h¿(l+ k)r + s (4)
and
l¿
k2 + 2ks− s2
k + s
; (5)
holds; then we have∑
∈Ak
x¿
(
r +
s
s+ k
)
2k : (6)
Proof. Assume the assumptions of Theorem 1 are satis1ed for the integers x;  ∈ Ak .
For 06i6r we set
Bi = { ∈ Ak : x = r − i}; Ni = |Bi|:
Further, we put
B=
⋃
06i6r
Bi; B′ = B\B0:
For j¿1 we de1ne
Mj = |{ ∈ Ak : x = r + j}|:
In this setting, we have
2k =
∑
∈Ak
1 =
∑
06i6r
Ni +
∑
j¿1
Mj (7)
and ∑
∈Ak
x =
∑
∈Ak
r +
∑
∈Ak
(x − r)
= r2k +
∑
∈Ak
x¿r
(x − r)−
∑
∈Ak
x¡r
(r − x)
= r2k +
∑
j¿1
jMj −
∑
16i6r
iNi: (8)
We further de1ne for  ∈ Ak
y =
{
x − r if x ¿ r;
0 otherwise:
(9)
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We have∑
∈B
∑
∈N ()
y =
∑
∈Ak
y
∑
∈B
∈N ()
1
6
∑
∈Ak
y
∑
∈N ()
1 = k
∑
∈Ak
y
= k
∑
∈Ak
x¿r
(x − r) by (9)
= k
∑
j¿1
jMj: (10)
Furthermore, for  ∈ Ak we have by (9)∑
∈N ()
y¿
∑
∈N ()
(x − r) =
∑
∈N ()
x − rk
¿ h− lx − rk by (3)
¿ (l+ k)r + s− lx − rk by (4)
= l(r − x) + s: (11)
From this we get∑
∈B
∑
∈N ()
y¿
∑
∈B
[l(r − x) + s] =
∑
06i6r
(s+ li)Ni
= sN0 +
∑
16i6r
(s+ li)Ni
= s

2k − ∑
16i6r
Ni −
∑
j¿1
Mj

+ ∑
16i6r
(s+ li)Ni by (7)
= s2k − s
∑
j¿1
Mj + l
∑
16i6r
iNi:
From this and from (10) follows
s2k − s
∑
j¿1
Mj + l
∑
16i6r
iNi6k
∑
j¿1
jMj;
i.e.
s2k 6
∑
j¿1
(s+ jk)Mj − l
∑
16i6r
iNi
= (s+ k)
∑
j¿1
jMj − s
∑
j¿2
(j − 1)Mj − l
∑
16i6r
iNi
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= (s+ k)

∑
j¿1
jMj −
∑
16i6r
iNi


− s
∑
j¿2
(j − 1)Mj + (s+ k − l)
∑
16i6r
iNi: (12)
For the estimation of the last two sums occuring in (12) we need another lemma.
Lemma 2.
(s+ l− k)
∑
16i6r
iNi6k
∑
j¿2
(j − 1)Mj: (13)
Proof. We repeat the method from above. We have∑
∈B′
∑
∈N ()
y¿2
(y − 1) =
∑
∈Ak
y¿2
(y − 1)
∑
∈N ()∩B′
1
6 k
∑
∈Ak
y¿2
(y − 1)
= k
∑
j¿2
(j − 1)Mj by (9): (14)
By (11) we have for  ∈ Ak∑
∈N ()
y¿2
(y − 1) =
∑
∈N ()
y¿1
(y − 1)¿
∑
∈N ()
y − k
¿ s+ l(r − x)− k
and thus∑
∈B′
∑
∈N ()
y¿2
(y − 1)¿
∑
∈B′
(s+ l(r − x)− k)
=
∑
16i6r
(s+ li − k)Ni
¿
∑
16i6r
(s+ l− k)iNi by s6k:
From this and (14) Lemma 2 follows.
We now complete the proof of Theorem 1. A short calculation shows, that by s¿0
from (5) follows
(s+ l− k) s
k
¿s+ k − l:
Multiplication of (13) with s=k, together with this inequality yields
(s+ k − l)
∑
16i6r
iNi6s
∑
j¿2
(j − 1)Mj:
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This together with (8) inserted into (12) yields
s2k6(s+ k)

∑
∈Ak
x − r2k


and thus∑
∈Ak
x¿
(
r +
s
s+ k
)
2k ;
completing the proof of Theorem 1.
Let s denote the greatest integer smaller or equal to s.
Theorem 2. Let k; s; n be nonnegative integers with 06s6k; k¿1 and n¿9. If
2k2 + 3ks− s2
k + s
6n+ 1 (15)
holds; then we have
k2(n)¿
(⌊
2n−k − s
n+ 1
⌋
+
s
s+ k
)
2k : (16)
Proof. Assume C ∈ C2(n) with |C| = k2(n). We use Theorem 1. By Lemma 1 the
numbers n de1ned in (2) satisfy (3) with l= n− k + 1 and h= 2n−k . Condition (4)
is equivalent to
r6
h− s
l+ k
=
2n−k − s
n+ 1
:
Therefore, (4) is satis1ed, if we choose
r =
⌊
2n−k − s
n+ 1
⌋
:
To check that r¿1 holds as required in Theorem 1 notice, that (15) implies 2k6n+1
by s6k. Therefore, 2n−k − s¿2(n−1)=2 − (n + 1)=2¿n + 1 by n¿9 and thus r¿1.
Condition (5) is satis1ed, if (n−k+1)(k+s)¿k2+2ks−s2 holds, which is equivalent
to (15). An application of Theorem 1 now yields by (6)
k2(n) = |C|=
∑
∈Ak
n
¿
(
r +
s
s+ k
)
2k
=
(⌊
2n−k − s
n+ 1
⌋
+
s
s+ k
)
2k ;
completing the proof of Theorem 2.
We now list the improvements for lower bounds on k2(n) obtainable from Theorem 2.
The former best lower bounds are given in brackets.
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Table 1
n k s
19 9 4
21 10 2
25 12 2
27 12 8
33 16 2
Table 2
n Lower bound for k2(n) References
9 57 [1]
10 105 [14]
11 180 [1]
12 342 [13]
13 598 [3]
14 1172 [8]
17 7414 [1]
18 14564 [13]
19 26309 [9,11]
20 52618 [9,11]
21 95403 Corollary 1
22 190651 [13]
23 352736 [1]
24 699051 [13]
25 1290826 Corollary 1
26 2581111 [13]
27 4793959 Corollary 1
28 9587084 [9,11]
29 17994966 [1]
30 35791395 [13]
33 252648562 Corollary 1
Corollary 1.
k2(19)¿ 26270 (26261 [10])
k2(21)¿ 95403 (95360 [4])
k2(25)¿ 1290826 (1290562 [5])
k2(27)¿ 4793959 (4793641 [10])
k2(33)¿ 252648562 (252645376 [4]):
Proof. Use Theorem 2 with the following values for k and s (Table 1). Condition
(15) is easily veri1ed in each case.
Remark. Recently, Habsieger and Plagne [9,11] showed k2(20)¿52618, which implies
k2(19)¿26309 superseding the bound k2(19)¿26270 in Corollary 1.
We now give an updated version of a table (Table 2) from [1] with the best lower
bounds for k2(n) for n633. We consider only values of n, for which k2(n) is still
unknown.
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4. The ternary case
This is the case known as the ‘football pool problem’. We use a diHerent method
as in Section 3. We count the value-distribution of the x;  ∈ Ak in one-dimensional
subspaces of Ak .
Theorem 3. Let k; l; r; h; s be nonnegative integers with k; r¿1. We denote the set
{0; 1; 2} by A. Assume the nonnegative integers x;  ∈ Ak satisfy
lx +
∑
∈N ()
x¿h for each  ∈ Ak: (17)
If
06s62k − 16l (18)
and
h¿l(r − 1) + 2kr + s (19)
hold; then we have∑
∈Ak
x¿
(
3r − 1 + s
2k − 1
)
3k−1: (20)
Proof. Suppose the assumptions of Theorem 3 are satis1ed for x;  ∈ Ak . We put
B= { ∈ Ak : x ¡ r}; N = |B|:
Moreover, we use the abbreviation
Z =
∑
∈B
(r − 1− x)¿0:
We further de1ne for  ∈ Ak and 16i6k,
L(; i) = { ∈ Ak :  and  diHer at most in the ith coordinate};
L= {L(; i):  ∈ Ak; 16i6k}
and
Lj = {L ∈L: |L ∩ B|= j}
yj = |Lj|
}
for 06j63:
One easily gets |L|= 3 for L ∈L and |L|= k3k−1. Thus, we have
k3k−1 = |L|=
∑
06j63
yj: (21)
Finally, we de1ne a function f on L by
f(L) =
∑
∈L
x − (3r − 1) for L ∈L: (22)
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The main part of the proof consists of estimating the sum
∑
L∈L f(L). We have∑
L∈L
f(L) =
∑
06j63
∑
L∈Lj
f(L)
=
1
2
∑
16j63
j
∑
L∈Lj
f(L) +
1
2
∑
L∈L1
f(L)− 1
2
∑
L∈L3
f(L) +
∑
L∈L0
f(L)
=
1
2
∑
∈B
∑
L∈L;∈L
f(L) +
1
2
∑
L∈L1
f(L)− 1
2
∑
L∈L3
f(L) +
∑
L∈L0
f(L); (23)
because in the sum
∑
∈B
∑
L∈L;∈L f(L) every f(L) with |L ∩ B| = j (16j63) is
counted exactly j times. We now estimate the sums occurring at the right side of (23).
If L ∈L3 we have
f(L) =
∑
∈L
x − (3r − 1)
6 3(r − 1)− (3r − 1) =−2 (24)
and from this follows
−
∑
L∈L3
f(L)¿2
∑
L∈L3
1 = 2y3: (25)
If L ∈L0 we have f(L) =
∑
∈L x − (3r − 1)¿3r − (3r − 1) = 1 and thus∑
L∈L0
f(L)¿
∑
L∈L0
1 = y0 = k3k−1 − y1 − y2 − y3 (26)
by (21). To deal with the next sum, if  ∈ Ak we have
∑
L∈L;∈L
f(L) =
∑
L∈L;∈L

∑
∈L
x − (3r − 1)


=
∑
L∈L;∈L
∑
∈L
x − (3r − 1)k
=
∑
∈N ()
x + kx − (3r − 1)k
¿ h− lx + kx − (3r − 1)k by (17)
= h− l(r − 1) + l(r − 1− x) + kx − (3r − 1)k
¿ 2kr + s+ l(r − 1− x) + kx − (3r − 1)k by (19)
= (l− k)(r − 1− x) + s: (27)
Therefore,∑
∈B
∑
L∈L;∈L
f(L)¿Ns+ (l− k)
∑
∈B
(r − 1− x)
= Ns+ (l− k)Z: (28)
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Next, for the last remaining sum in (23) we have∑
L∈L1
f(L) =
∑
∈B
∑
L∈L1 ;∈L
f(L)
=
∑
∈B
∑
L∈L1 ;∈L
f(L)¿0
f(L) +
∑
∈B
∑
L∈L1 ;∈L
f(L)¡0
f(L): (29)
To estimate the 1rst sum on the right side of (29) we de1ne
B′ = { ∈ B: ∀L ∈L ( ∈ L ⇒ L ∈L2)}: (30)
We have∑
∈B
∑
L∈L1 ;∈L
f(L)¿0
f(L)¿
∑
∈B′
∑
L∈L1 ;∈L
f(L)¿0
f(L)
¿
∑
∈B′
∑
L∈L;∈L
f(L) by (30) and (24)
¿
∑
∈B′
[(l− k)(r − 1− x) + s] by (27)
¿ s|B′| by (18) and x ¡ r for  ∈ B: (31)
If  ∈ B\B′ then there is an element L ∈L2 with  ∈ L. Therefore,
2y2 = 2
∑
L∈L2
1¿|B\B′|= N − |B′|:
Multiplication with s (¿0) and addition with (31) yields
2sy2 +
∑
∈B
∑
L∈L1 ;∈L
f(L)¿0
f(L)¿sN
and therefore∑
∈B
∑
L∈L1 ;∈L
f(L)¿0
f(L)¿max{0; s(N − 2y2)}: (32)
We now estimate the second sum on the right side of (29). If L ∈L1 and  ∈ L ∩ B
we have
f(L) =
∑
∈L
x − (3r − 1)
¿ 2r + x − (3r − 1) =−(r − 1− x): (33)
By (18) and (27) we have for  ∈ B∑
L∈L;∈L
f(L)¿0:
From this follows∑
L∈L1 ;∈L
f(L)¡0
16
∑
L∈L;∈L
f(L)¡0
16k − 1:
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This together with (33) yields∑
∈B
∑
L∈L1 ;∈L
f(L)¡0
f(L)¿−
∑
∈B
(r − 1− x)
∑
L∈L1 ;∈L
f(L)¡0
1
¿−(k − 1)Z:
We thus have by (29) and (32)∑
L∈L1
f(L)¿max{0; s(N − 2y2)} − (k − 1)Z: (34)
If we now substitute in (23) the estimates (25), (26), (28) and (34) we get∑
L∈L
f(L)¿
Ns
2
+
l− k
2
Z +
1
2
max{0; s(N − 2y2)}
−k − 1
2
Z + y3 + k3k−1 − y1 − y2 − y3
= k3k−1 +
Ns
2
+
l− (2k − 1)
2
Z − y1 − y2
+
1
2
max{0; s(N − 2y2)}
¿ k3k−1 +
Ns
2
− y1 − y2
+
1
2
max{0; s(N − 2y2)} by Z¿0 and (18): (35)
We have
kN =
∑
∈B
∑
L∈L;∈L
1 = y1 + 2y2 + 3y3¿y1 + 2y2:
Therefore,
Ns
2
¿y1
s
2k
+ y2
s
k
: (36)
This inserted into (35) yields∑
L∈L
f(L)¿ k3k−1 − y1
(
1− s
2k
)
− y2
(
1− s
k
)
+
1
2
max{0; s(N − 2y2)}: (37)
We now distinguish between two cases. We 1rst assume
y162(k − 1)y2: (38)
In that case by y1 + y26k3k−1 we have y1(1 + 1=2(k − 1))6k3k−1 which means
y16
2k − 2
2k − 1k3
k−1: (39)
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If 06s6k we have 1− sk¿0 and thus by (37)∑
L∈L
f(L)¿ k3k−1 − y1
(
1− s
2k
)
− y2
(
1− s
k
)
¿ k3k−1 − y1
(
1− s
2k
)
− (k3k−1 − y1)
(
1− s
k
)
= 3k−1s− y1 s2k
¿ 3k−1s− 2k − 2
2k − 1 k3
k−1 s
2k
by (39)
= 3k−1s
k
2k − 1 : (40)
If k ¡ s62k − 1 (cf. (18)) we have 1− s=k ¡ 0 and thus by (37) and (38)
∑
L∈L
f(L)¿ k3k−1 − y1
(
1− s
2k
)
− y2
(
1− s
k
)
¿ k3k−1 − y1
(
1− s
2k
)
− y1
2(k − 1)
(
1− s
k
)
= k3k−1 − y1 2k − 1− s2(k − 1)
¿ k3k−1 − 2k − 2
2k − 1 k3
k−1 2k − 1− s
2(k − 1) by (39)
= 3k−1s
k
2k − 1 : (41)
We now consider the case
y1¿ 2(k − 1)y2: (42)
From (37) follows
∑
L∈L
f(L)¿ k3k−1 − y1
(
1− s
2k
)
− y2
(
1− s
k
)
+
Ns
2
− y2s
¿ k3k−1 − y1
(
1− s
2k
)
− y2
(
1− s
k
)
+y1
s
2k
+ y2
s
k
− y2s by (36)
= k3k−1 − y1
(
1− s
k
)
− y2
(
s+ 1− 2s
k
)
: (43)
Like in (39) from (42) follows
y2¡
1
2k − 1k3
k−1: (44)
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If 06s6k we have 1− sk¿0 and thus∑
L∈L
f(L)¿ k3k−1 − (k3k−1 − y2)
(
1− s
k
)
− y2
(
s+ 1− 2s
k
)
= 3k−1s− y2
(
s− s
k
)
¿ 3k−1s− 1
2k − 1k3
k−1
(
s− s
k
)
by (44)
= 3k−1s
k
2k − 1 : (45)
If k ¡ s62k − 1 we have 1− s=k ¡ 0 and thus by (42), (43) and (44)∑
L∈L
f(L)¿ k3k−1 − 2(k − 1)y2
(
1− s
k
)
− y2
(
s+ 1− 2s
k
)
= k3k−1 − y2(2k − 1− s)
¿ k3k−1 − 1
2k − 1k3
k−1(2k − 1− s)
= 3k−1s
k
2k − 1 : (46)
If we collect (40), (41), (45) and (46) we see that in every case we have∑
L∈L
f(L)¿3k−1s
k
2k − 1 : (47)
Now, 1nally we have
k
∑
∈Ak
x =
∑
L∈L
∑
∈L
x
=
∑
L∈L
(f(L) + 3r − 1)
=
∑
L∈L
f(L) + (3r − 1)k3k−1 by (21)
¿ k3k−1
s
2k − 1 + (3r − 1)k3
k−1
= k3k−1
(
3r − 1 + s
2k − 1
)
(48)
and (20) follows. This completes the proof of Theorem 3.
Theorem 4. Let k; n; s be integers with 16k6 n+12 ; 06s62k − 1 and n¿6. Then we
have
k3(n)¿
(
2 + 3
⌊
3n−k − 2k − s
2n+ 1
⌋
+
s
2k − 1
)
3k−1:
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Proof. Assume C ∈ C3(n) with |C| = k3(n). We use Theorem 3. By Lemma 1 the
numbers n de1ned in (2) satisfy (17) with l= 2(n− k) + 1 and h= 3n−k . Condition
(19) is equivalent to
r6
h− s+ l
l+ 2k
= 1 +
3n−k − s− 2k
2n+ 1
:
Therefore, (19) is satis1ed, if we choose
r = 1 +
⌊
3n−k − s− 2k
2n+ 1
⌋
:
The condition 2k − 16l is satis1ed by k6(n + 1)=2. We have r¿1 by n¿6,
k6(n+ 1)=2 and s62k − 1. An application of Theorem 3 now yields by (20)
k3(n) = |C|=
∑
∈Ak
n
¿
(
3r − 1 + s
2k − 1
)
3k−1
=
(
2 + 3
⌊
3n−k − s− 2k
2n+ 1
⌋
+
s
2k − 1
)
3k−1; (49)
completing the proof of Theorem 4.
From Theorem 4 we get two improvements on already known lower bounds for
k3(n) (given in brackets).
Corollary 2.
k3(8)¿398 (397 [7])
k3(10)¿2853 (2835 [4]):
Proof. Use Theorem 4 with k = 4, s= 5 for n= 8 and k = 5, s= 2 for n= 10.
Remark. It should be mentioned, that the values n=7, k=3, s=0 used in Theorem 4
lead to a new proof of Habsiegers bound k3(7)¿153 (see [6]). The bound k3(8)¿398
was already shown by Habsieger and Plagne [9,11].
A close analysis of the proofs of Theorems 3 and 4 enables us to increase the lower
bound for k3(10) by one unit.
Theorem 5. k3(10)¿2854.
Proof. The proof of the bound k3(10)¿2853 in Theorem 3. Theorem 4 and Corollary
2 uses the parameters l = 11; r = 12; k = 5 and s = 2. In this case the right side of
(20) equals 2853. A look at (49) shows, that it suKces to prove that equality cannot
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hold in (20) (in the special case of the parameters mentioned above). An examination
of (48) shows, that this is true, if instead of (47) we can prove∑
L∈L
f(L)¿ 3k−1s
k
2k − 1 = 10 · 3
2: (50)
A look on the estimation in (35) shows, that (50) holds if Z ¿ 0. Therefore, we may
assume Z = 0. By the de1nition of Z this means
x¿r − 1 for each  ∈ Ak: (51)
An examination of (45) shows, that (50) holds, if y1¿ 2(k − 1)y2 = 8y2 (see
(42)), by (44) and s − s=k = 85 ¿ 0. We therefore can restrict ourselves to the case
y162(k − 1)y2 = 8y2. The estimation in (40) now shows, that for the proof of (50) it
suKces, to assume equality in (39) (by s=2k = 15 ¿ 0), which means y1 = 360. From
y168y2 now follows y2¿45 and by (21) we conclude y1 = 360, y2 = 45, y0 =y3 = 0
and thus L =L1 ∪L2. From this further follows N = 90 (see the paragraph before
(36)).
In (40) we have used the estimation
∑
L∈L1 ;
f(L)¿0f(L)¿0
(see (32), (34), (35) and (37)).
Therefore, we may assume
∑
L∈L1 ;
f(L)¿0
f(L) = 0 (otherwise, (50) holds easily). This
means
f(L)60 for each L ∈L1: (52)
Now from (18) and (27) follows for  ∈ B∑
L∈L;∈L
f(L)¿s= 2¿ 0: (53)
By (52) this implies for  ∈ B∑
L∈L1 ;∈L
16
∑
L∈L;∈L
1− 1 = k − 1 = 4:
We thus have 360 = y1 = |L1|=
∑
∈B
∑
L∈L1 ;∈L 164N = 360. From this follows∑
L∈L1 ;∈L
1 = 4 for each  ∈ B:
This implies by L=L1 ∪L2∑
L∈L2 ;∈L
1 =
∑
L∈L;∈L
1−
∑
L∈L1 ;∈L
1 = k − 4 = 1 for each  ∈ B: (54)
Now, we de1ne
M = { ∈ Ak : x ¿ r}:
We show
 ∈ N () ⇒  ∈ B for each  ∈ M: (55)
Assume  ∈ M and  ∈ N ()\B. Let L denote the unique L ∈ L with ;  ∈ L. We
may assume L = {; ; "} with " ∈ B (remember y0 = 0). Especially, L ∈ L1 holds.
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Table 3
n Lower bound for k3(n) References
6 63 [12]
7 153 [6, Theorem 4]
8 398 [9,11, Corollary 2]
9 1060 [7]
10 2854 Theorem 5
11 7832 [9,11]
12 21531 [7]
14 166610 [9,11]
Now by (22) and (51) f(L) = x + x + x" − (3r − 1)¿r + r + r − 1− (3r − 1) = 0
contradicting (52).
From (22) easily follows, that if L ∈ L with L ∩ B = ∅ and L ∩ M = ∅ then
f(L)60 holds. Thus from (53) follows B⊂⋃∈M N (). This implies 10M = 2kM =∑
∈M |N ()|¿|
∑
∈M N ()|¿|B|= N = 90 and thus |M |¿9.
Now let A4(k; 3) denote the maximal cardinality of a subset D⊂Ak , such that two
distinct elements from D have Hamming distance at least four. It is easily seen, that
A4(5; 3)¡ 9 holds (indeed A4(5; 3) = 6). Therefore, by |M |¿9 there exist 1; 2 ∈ M
with 1 = u2 and d(1; 2)63. Then there exist distinct 1 ∈ N (1); 2 ∈ N (2)
with d(1; 2) = 1. By (55) 1; 2 ∈ B. From (54) and (55) now follows 1 = 2
contradicting 1 = 2. Thus, (50) is proven and Theorem 5 follows.
We now give an updated table (Table 3) of best known lower bounds for k3(n) if
n614 and k3(n) is still unknown.
5. Concluding remarks
A look at Table 1 in Section 3 shows, that Theorem 1 yields eHective estimations
of
∑
∈Ak n for k = (n − 1)=2 except in the case n = 27. The reason for this is that
(5) is not satis1ed for the relevant value of s in this case. It would be desirable to
replace (5) by the more natural condition l¿k (see Theorem 2 in [4]), which would
yield the bound k2(27)¿4794248.
Theorem 3 is a generalization of the case q=3 of Theorem 2 in [4] (put s=2k−1).
Theorem 3 is best possible in the cases s=0 and s=2k−1 in the sense, that inequality
(20) cannot be sharpened, as the following examples show.
(I) The case s= 0.
For  ∈ Ak de1ne s() to be the sum of the coordinates of . Now we set
x =
{
r − 1 if s() ≡ 0 (mod 3);
r otherwise:
Now each L ∈ L (see the proof of Theorem 3) contains exactly one  ∈ L with
x = r − 1. Its easy to see, that (17)–(19) are satis1ed with h = l(r − 1) + 2kr if
l¿2k − 1 and (20) holds with equality.
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(II) The case s= 2k − 1.
Fix 0 ∈ Ak and de1ne
x =


r + 2k if  = 0;
r − 1 if  ∈ N (0);
r otherwise:
Again one checks, that (17)–(19) are satis1ed with s = 2k − 1; l62k − 1 and
h= l(r − 1) + 2k(r + 1)− 1 and (20) holds with equality.
The case 0¡s¡ 2k − 1 however leaves room for improvements, as is already seen
by the proof of Theorem 5.
Concerning other values of q one might expect the following.
Let q; k; l; r; h; s be nonnegative integers with q¿2 and k; r¿1. We denote the set
{0; : : : ; q− 1} by A. Assume the nonnegative integers x;  ∈ Ak satisfy
lx +
∑
∈N ()
x¿h for each  ∈ Ak: (56)
If
06s6(q− 1)(k − 1) + 16l (57)
and
h¿l(r − 1) + (q− 1)kr + s (58)
holds, then we have∑
∈Ak
x¿
(
qr − 1 + s
(q− 1)(k − 1) + 1
)
qk−1: (59)
The case q = 3 is Theorem 3. The case q = 2 does hold too, which can be proved
similar to Theorem 3 (somewhat simpler). However, Theorem 1 does yield better
bounds for k2(n).
The above ‘Theorem’ is true for q¿4 in the case s= (q− 1)(k − 1) + 1 (besides a
small strengthening in (57) it is essentially Theorem 2 of [4]). However, it does not
hold for s¡ (q− 1)(k − 1) + 1, not even for s= 0, at least if q¿5 and probably not
for q = 4. This can be seen by the following example: Let q¿4 and k = 2. De1ne
x;  = (1; 2) with 1; 2 ∈ {0; : : : ; q− 1} by
x =


r if 1; 2¡q− 2;
r + q− 1 if 1 = 2¿q− 2;
r − 1 otherwise:
It is easily seen, that (56)–(58) are satis1ed if s= 0; k = 2; l¿q and h= l(r − 1) +
2(q− 1)r, but if q¿ 4 we have∑
∈Ak
x = q2r − 2q+ 4
¡q2r − q= (qr − 1)q2−1;
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which is the right side of (59). To maintain therefore conclusion (59), an appropriate
sharpening of (58) is necessary.
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