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Abstract—In the current version of TELEMAC3D (7.0+),
triangular 2-D unstructured body-fitted meshes are used to
represent the computational domain as for example river banks
or coastal lines. However due to the sigma mesh transformation
in the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled. In this study, the
Immersed Boundary method is implemented to represent the
obstacles in the water. The principle of the Immersed Boundary
method is to simulate the flow around structures by applying
forces which impede the flow along the solid boundaries. The
numerical results are benchmarked with two laboratory scale
cases, including the flow around a circular cylinder [12] and the
flow over a submerged structure [8].
I. INTRODUCTION
TELEMAC has been widely used to simulate river and
maritime hydraulics. In the current version of the TELEMAC
system (7.0+), and more specifically TELEMAC3D, triangular
2-D unstructured body-fitted meshes are used to represent the
computational domain as for example river banks or coastal
lines. However due to the sigma mesh transformation in
the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled.
The strategy based on triangular elements to mesh the
bottom of the field, and using layers of triangle elements
to simulate 3-D flows is a clear limitation to tackle flows
around submerged obstacles, as each water column contains
the same number of prisms. It is then possible to generate a
mesh around obstacles such as island or bridge piles which go
through the free surface, but not around submerged structures,
for instance. In order to account for obstacles in water, an
Immersed Boundary (IB) method has been used. The principle
of the Immersed Boundary method is to simulate the flow
around structures by applying forces which impede the flow
along the solid boundaries. An additional IB force, which is to
replace the actual reaction force on the solid surface, is applied
in the momentum equations of the Navier-Stokes equations.
The IB method was firstly introduced by Peskin [9] in 1973
to simulate the blood flow in the heart. This approach was
used to model elastic capillary and artery walls. Nowadays,
a variety of approaches have been developed to simulate
fluid-structure interaction (FSI) problems, for instance. The
IB method used by Peskin [9] is a classic IB method in
which IB forces are represented by appropriate constitutive
laws depending on the realistic force condition. This approach
is more suitable for the simulation of elastic boundaries as the
spring feature of the boundary can be introduced by Hook’s
law. For a rigid boundary, the immersed boundary can be
represented by a direct forcing method [4], [7]. The idea
of this approach is to calculate the IB force based on the
temporally discretised momentum equations. To incorporate
direct forcing in the original diffused interface IB method, the
quantities on the background and immersed boundary meshes
can be materialised by employing discrete delta functions in
the classical formulation.
Another commonly used IB method is the cut-cell method. In
this approach, the mesh cells are cut at the interface to fit the
immersed boundary. The fluxes across the faces of the cut-
cells are reconstructed from the surrounding regular cells and
immersed boundaries [3]. Due to the difficulty managing of the
topology of the cut-cells (for instance, after cutting a rectangle
cell, the shape of the remaining cell can be either a pentagon,
a quadrangle or a triangle), this approach is easier to be used
in 2-D [5], [13], [14] than in 3-D [1], [10].
In this study a direct forcing IB method has been developed
and implemented in TELEMAC3D to simulate the structures
submerged in the water. The 2-D mesh is generated in a way
that the footprint of the obstacle on the bottom is accounted
for. This allows to avoid adding extra interpolations when
computing fluxes, for instance. The numerical results are
compared with two laboratory scales experiment including
the flow around a circular cylinder [12] and the flow over a
submerged cylinder [8].
II. NUMERICAL MODEL
A. Governing equations
In this study, TELEMAC3D is used to simulate the flow
impact on a full cylinder and a submerged cylinder respec-
tively. TELEMAC3D is a three-dimensional computational
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code which solves the 3-D Navier-Stokes equations using the
Boussinesq approximation. The 3-D Navier-Stokes equations
read:
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where (x1, x2, x3) are the Cartesian coordinates, (u1, u2, u3)
is the velocity vector, t the time, ν is the dynamic viscosity, p is
pressure, g is the gravity constant, (Fx1 , Fx2 , Fx3) a potential
extra force (it could be the wind, the Coriolis force, or an IB
force for instance).
The pressure term is divided into hydrostatic pressure ph
and dynamic pressure pd. The hydrostatic pressure is defined
by the following equation:
ph = patm + ρ0g(η − x3) + ρ0g
∫ η
x3
∆ρ
ρ0
dx3 (5)
where ρ0 and ∆ρ are reference density (1,024kg/m3) and
variation of density respectively; patm is the atmospheric
pressure, η is the water surface elevation.
The dynamic pressure pd is solved by Chorin and Teman
projection scheme [2].
TELEMAC3D supports both hydrostatic and non-
hydrostatic options. In the hydrostatic version, the pressure is
only related to the water depth, i.e. Eqs. (1) (2) (3) (5) are
solved. In the non-hydrostatic version, the full Navier-Stokes
equations (Eqs. (1) (2) (3) (4)) with both hydrostatic pressure
ph and dynamic pressure pd are solved.
In this study, the hydrostatic version is used to simulate
the flow past a full cylinder and the non-hydrostatic version is
used to simulate the flow past a submerged cylinder.
B. Immersed boundary condition
The Immersed Boundary method used here corresponds
to a direct forcing method which relies on forces applied to
some nodes of the mesh, which impedes the flow along the
solid boundaries. The additional IB force replaces the actual
reaction force on the solid surface and is activated by using
source terms in the momentum equations of the Navier-Stokes
equations. The forcing step is added in the pressure-continuity
step which is the last step of solving the moment equations.
The forcing step in the current modified model can be
represented as:
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where uci are the velocity components obtained from
previous advection step of calculation and Fxi contains the
buoyancy terms
Following [6], the force terms are obtained by rearranging
Eqs.[6] and Eqs.[7] and substituting un+11 , u
n+1
2 , u
n+1
3 with
the desired velocity at the solid node. By applying non-slip
boundary conditions on the solid surface, the IB force terms
are defined as:
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TELEMAC3D uses the finite element method for the equa-
tion discretisation. The value of one node relies on the values
of the surrounding nodes. Therefore, although the velocities
on the IB nodes can be set to zero by applying the additional
force (this is because of the assumption that the boundary of
an obstacle is accounted for during meshing), small velocity
fluctuations can still be observed inside the obstacle. In order to
keep the model stable, a zero velocity condition is applied on
all the nodes inside of the obstacle at each time-step. When
dealing with submerged structures in the water, the vertical
zero velocity condition is used at all Immersed Boundary
nodes.
C. Turbulence modelling
In order to simulate more accurately the turbulence impact
of a structure, focusing mainly on the wake, a two-eddy vis-
cosity LES turbulence model was implemented by considering
horizontal and vertical characteristic length-scales separately
[11].
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The two-eddy LES turbulence model shares similar ideas as
the Smagorinsky model, but using different length-scales in the
horizontal and vertical directions respectively. This approach
is more suitable for highly anisotropic filtering cells rather
than using a single characteristic length-scale. Two turbulence
viscosities νt,h and νt,v are commonly used in geophysical
fluid dynamics, with h and v representing the horizontal and
the vertical components respectively. The diffusive term for
the Navier-Stokes equations is calculated as:
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∂x1
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+
∂
∂x2
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∂x2
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∂
∂x3
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(8)
where νh = ν + νt,h and νv = ν+ νt,v , and ν is the water
viscosity. Adopting the two-eddy LES model to reproduce the
sub-grid stress through a Smagorinsky model gives:
νt,h = (ChLh)
2|Sh| (9)
νt,v = (CvLv)
2|Sv| (10)
where Ch and Cv are the coefficients of the model and
Lh and Lv are 2 length-scales for the horizontal and vertical
directions respectively. Here Lh and Lv are computed as:
Lh =
√
∆2x1 +∆
2
x2
(11)
Lv = ∆x3 (12)
∆x3 is obtained by calculating the vertical distance be-
tween two nodes. Because in the current code, the element
volumes have been considered as the integral of test functions
on the domain, Lh can be easily obtained by using an approx-
imate value of Lh =
√
V olume/∆x3
The strain rates tensor |Sh| and |Sv| are decomposed as:
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where Sij is calculated by the Einstein summation conven-
tion, reading as:
Sij =
1
2
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∂ui
∂xj
+
∂uj
∂xi
)
(15)
The coefficients of the model need calibration and this
is still an open issue because of the lack of large range of
available test cases. In this study, Ch and Cv are set to 0.005
and 0.25 respectively which is similar to the recommended
value in [11].
III. CASE I: FLOW PAST A FULL CYLINDER
Firstly, a laboratory experiment (see Roulund [12]) is
used to validate the implementation of the IB method. The
numerical model is built to simulate the flow past a full
cylinder in a flume.
A. Computational domain and mesh
Following Roulund’s experiment [12], the simulation do-
main is set to be 50 m long by 4 m wide. The bed is assumed
to be flat with a constant depth of 0.54 m. A cylinder with a
diameter of 0.53 m (D) is placed at 13 m downstream the inlet
as in figure 1.
Fig. 1: Geometry of the computed domain
The area containing the cylinder and the wake part are
refined. The mesh of the simulation domain contains 48,764
elements in 2-D and has 50 evenly distributed horizontal
layers. As shown in figure 2, the hollow mesh is not used
to represent the cylinder directly, however the boundary nodes
of cylinder are marked as immersed boundary nodes which
can be seen clearly (the boundary between blue mesh and red
mesh is the immersed boundary).
Fig. 2: Geometry of the computed domain with the immersed
boundary
B. Model setup
Table I summrises the test conditions for the cylinder case.
The smooth bed condtion from the experiment of [12] is used
for the model testing.
In the table, Re is the Reynolds number based on the pile
diameter,
Re =
UD
ν
(16)
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Test Flow past full cylinder
Bed Rigid
Smooth bed/rough bed Smooth
Water depth h (m) 0.54
Mean Flow velocity U(ms−1) 0.326
Pile diameter D(m) 0.53
Re Number 1.7× 105
Fr Number 0.14
TABLE I: Test conditions for the numerical modelling
where U is the mean flow velocity and D is the diameter of the
cylinder. Also in the table, Fr is the Froude number defined
by
Fr =
U√
gh
(17)
in which h is the water depth.
A time step of 0.01s is chosen to keep the maximum
Courant below 0.8. The Courant number is defined as:
C = U
∆t
∆x
(18)
where U is the depth-mean flow velocity and ∆x is a given
mesh size.
C. Results
The numerical model was run for 30 minutes and the last
100 seconds of the instantaneous results were collected for
analysis and comparison.
The instantaneous horizontal flow distributions obtained
from the numerical model are illustrated in figure 3. Three
figures show the velocity profile at the surface, middle and
bottom layer respectively. The oscillating flow due to the
cylinder obstacle can be seen clearly in the surface and middle
layers. All the figures show slow velocity regions in front
of and behind the cylinder. A dramatic acceleration is also
observed at each side of the cylinder. At the bottom layer,
rather than the long oscillating wake, an accelerated velocity
at the sides of the cylinder plays a more significant role in the
flow structure.
In the further investigation of the horizontal flow distribu-
tion, the averaged horizontal velocity magnitude is calculated
by averaging 100 instantaneous data. The result is represented
in figure 4
As shown in this figure, the velocities inside the cylinder
are kept to zero. The streamlines indicate the route of the flow
past the cylinder. Under the effect of the immersed boundary
forces which are applied on the cylinder boundary nodes,
the upstream flow splits in front of the cylinder and then
accelerates at each side. After stream detaching the cylinder, a
pair of symmetric vortices is clearly found behind the cylinder.
The unsteady flow state is shown in figure 5 which covers
a full vortex shedding period. From these figures, the unsteady
behaviour of the wake is evident. The flow route is represented
by both vectors and streamlines. The shedding of the vortices
from the two sides of cylinder is clearly present.
Quantitatively, the numerical results obtained using the
immersed boundary method are benchmarked with Roulund’s
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Fig. 3: Horizontal velocity distribution at different layers
Fig. 4: Averaged horizontal velocity magnitude and streamlines
at Z = -0.27 m
experiment [12]. Comparison results are shown in figures 6,
7:
The averaged horizontal and vertical velocities at layer Z=-
0.34m are presented in the aformentioned figures. Experimen-
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Fig. 5: Horizontal velocity vectors and streamlines for the
unsteady flow simulation during one period of vortex shedding.
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Fig. 7: Mean vertical velocity at Z = -0.34m. Smooth rigid bed
tal data and numerical model results are illustrated by red dots
and blue curves respectively. The horizontal velocity distribu-
tion shows very good agreement between numerical model and
experiment in front of the cylinder. The upstream flow reduces
from about 0.32 ms−1 to approximately 0 ms−1 in front of the
cylinder wall. Behind the cylinder, both experimental data and
numerical model show a recovery flow, however the distance
for recovery is slightly over-predicted by the numerical model.
The vertical velocities obtained using the numerical model
agree with the experiment measurement both in front of and
behind the cylinder except for a big spike found in front of
the cylinder. This spike is due to the water surface elevation
raising in front of cylinder.
A comparison between the numerical results obtained
by the immersed boundary condition and hollow mesh is
presented in figure 8.The mean horizontal velocity obtained
from the immersed boundary test and hollow mesh test are
represented by a red line and a black line respectively. As
shown in this figure, both IB test and hollow mesh test show
the same result in front of the cylinder, although a small
difference is found in the wake region. Between 0.5 D to
about 18 D, the flow obtained by the immersed boundary test
exhibits a faster recovery, however from 18D downstream on,
the velocity predicted by the hollow mesh test is higher than
the one of the IB test.
Fig. 8: Mean horizontal velocity along the center line at the
layer of Z = -0.27
IV. CASE II: FLOW PAST A SUBMERGED CYLINDER
(WITH FINITE HEIGHT)
In the second test case, the immersed boundary method
is used to simulate the flow around a finite height cylinder.
Following Palau-Salvador’s experiment [8], cylinders with
h=0.2 m height and two different diameters (0.040 m and 0.080
m respectively) are computed using the immersed boundary
method.
A. Computational domain and mesh
Palau-Salvador’s experiment [8] was performed in a tank
with a constant water level of 3 meter and this water depth was
also used in the numerical models. As shown in figure 9, the
width and length of the numerical model was set to 4 h (0.8
m) and 13 h (2.6 m) respectively. The cylinder was placed at
3 h (0.6 m) downstream the inlet.
Fig. 9: Computational domain of the flow passing a finite
height cylinder
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Test 1 2
Bed condition Smooth Rigid Smooth Rigid
Water depth h (m) 3 3
Mean Flow velocity U(ms−1) 0.54 0.54
Pile diameter D(m) 0.04 0.08
Re Number 2.2× 104 4.4× 104
TABLE II: Test conditions for the numerical modelling
In total, the mesh of the numerical model contains 37,372
elements in 2-D and 50 layers in the vertical direction. Similar
to the mesh used in case I, there are 100 nodes located on the
cylinder boundaries. The mesh around the cylinder is refined.
In the vertical direction, as shown in figure 10, the height of
the first 30 layers from the bottom are fixed, thus the cylinder
can maintain a constant height during the simulation.
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Fig. 10: Snapshot of the vertical mesh used in the numerical
model of the flow passing a finite height cylinder
B. Model setup
The key parameters of the numerical model are summarised
in table II.
A constant flow velocity of 0.54 ms−1 is set at the inlet
boundary. The Reynolds number based on the pile diameter is
2.2 × 104 and 4.4 × 104 for both cylinders respectively. The
time step equal to 0.001 s is chosen to keep the maximum
Courant number below 0.6.
C. Results
The horizontal velocity distributions at the layer of x3 =
h/2 are illustrated in figure 11 and figure 12. The numerical
results obtained from the 0.04 m diameter cylinder case and
0.08 m diameter cylinder case show similar pattern that the
flow reduces speed in front of the cylinder and then recovers
behind it. Streamlines in figures indicate that the upstream
flow is separated by the structure and then pushed to the side
of cylinder. After the flow detaches from the cylinder wall,
small vortices are generated in the wake area. Comparing to
the instantaneous pictures of Palau-Salvador’s experiment, the
width of the wake tail in the numerical results is slightly over-
predicted.
The horizontal velocity distributions in the vertical cross-
section along the centre line is shown in figure 13 . The
numerical results show that the flow accelerates at the top of
the cylinder and a deceleration is observed in the wake part.
The vertical vortex behind the cylinder is seen clearly both in
X
Y
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
V E LOC ITY U      M/S
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
-0.05
-0.1
-0.15
-0.2
a: numerical model
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Fig. 11: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.04m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
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Fig. 12: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.08m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
the 0.04 m diameter cylinder case and 0.08 m diameter cylinder
case. However in the figure of the 0.04m diameter cylinder
result, the horizontal velocity colour bands indicate that there
is a strong velocity fluctuation in front of the cylinder. The
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Fig. 13: Horizontal velocity distribution along the center line
in the vertical cross-section view.
reason of this impact is not clearly understood at the moment.
Due to the same configuration used in both cylinder cases, this
velocity fluctuation may come from the quality of the mesh
used in the 0.04 m diameter cylinder case.
Figure 14 shows the Q-criterion to visualise the vortex
structure obtained by both simulations. Q is the second scalar
invariant of the velocity derivative tensor and has been widely
used for vortex visualisation. The spike shown in Fig. 14 (a)
proves the founding in Figure 13(a) that there is a strong
velocity fluctuation in front of the cylinder. Exept this unknown
phenomenon, the vortex structures including horseshoe vortex
at the bottom in front of the cylinder, tip vortex above the
cylinder and trailling vortex behind the cylinder are represented
clearly in the simulations. Because the larger cylinder diameter
case shows an increased Reynolds number based on the
diameter, more vortices can be found in the result of the 0.08
m diameter cylinder case.
V. CONCLUSIONS - PERSPECTIVES
In this study, the Immersed Boundary method is imple-
mented and applied to TELEMAC3D. Two laboratory scale
cases including the flow passing a full cylinder and the flow
passing a finite-height cylinder are simulated. In the full
cylinder case, both instantaneous velocity profiles and mean
velocity profiles are fairly well captured by the numerical
model. In the finite-height cylinder test case, the general flow
feature can be captured by the numerical model. The vortex
structures can be seen clearly in the results.
a: D=0.04m
b: D=0.08m
Fig. 14: Horizontal velocity distribution along the center line
in the vertical cross-section view
Generally, it is possible to couple the Immersed bound-
ary method with TELEMAC3D to represent structures in
the simulation. When dealing with an obstacle going from
the bottom though the surface of the water, the immersed
boundary method offers good accuracy in the prediction of
surrounding flow structures. For the submerged obstacles, they
can be simulated by TELEMAC3D by implementing immersed
boundary method. Although the accuracy is limited currently,
the result of the qualitative analysis can be still obtained from
the numerical model.
In future works, the immersed boundary method used for
submerged structure simulation will be further investigated.
Not only qualitative analysis but also quantitative analysis will
be done by benchmarking numerical results with laboratory
measurement data.
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