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Matrix product states (MPS) illustrate the suitability of tensor networks for the description of
interacting many-body systems: ground states of gapped 1-D systems are approximable by MPS as
shown by Hastings [1]. In contrast, whether MPS and more general tensor networks can accurately
reproduce correlations in critical quantum systems, respectively quantum field theories, has not
been established rigorously. Ample evidence exists: entropic considerations provide restrictions
on the form of suitable Ansatz states, and numerical studies show that certain tensor networks
can indeed approximate the associated correlation functions. Here we provide a complete positive
answer to this question in the case of MPS and 2D conformal field theory: we give quantitative
estimates for the approximation error when approximating correlation functions by MPS. Our work
is constructive and yields an explicit MPS, thus providing both suitable initial values as well as a
rigorous justification of variational methods.
Introduction.—Recent years have shown that the en-
tanglement structure of quantum many-body systems is
key to understanding their peculiar properties. An im-
portant tool in this line of research are Ansatz states built
from tensor networks, such as Matrix Product States
(MPS) [2, 3], Projected Entangled Pair States [4] or
the Multi-scale Entanglement Renormalization Ansatz
(MERA) [5]. Beyond highly successful applications to
models in condensed matter physics, various authors [6–
10] have started to apply tensor network methods to
quantum field theories. These studies provide convinc-
ing (though mostly only numerical) evidence that tensor
networks indeed constitute a valuable tool in understand-
ing interacting quantum fields. Furthermore, it appears
that these methods are able to surpass the main obstacles
pointed out by Feynman [11] to applying the variational
principle to quantum field theories. However, analytic
results such as exact error bounds were missing so far, in
sharp contrast to the case of non-relativistic systems. A
key result in the latter context is the work of Hastings [1]
on tensor network approximations to 1D gapped sys-
tems, which constitutes the culmination of earlier work
by various authors [12, 13] and has led to concrete algo-
rithms [14].
In examining if tensor networks can be used to model
the entanglement structure of quantum field theories,
conformal field theories [15] (CFTs) in 2D constitute a
natural testbed: they describe a wide range of physi-
cal systems, and – unlike many other instances of quan-
tum field theories – they can be constructed rigorously.
Similarly, among the class of tensor network states,
MPS stand out due to their structural simplicity. For
1+1D CFTs, the 1-dimensional structure of MPS appears
to be particularly suitable. Following this reasoning, the
use of MPS in this context has previously been investi-
gated from various viewpoints: recent studies have aimed
to construct Ansatz MPS for quantum Hall systems [16–
19], based on the commonly used assumption that such
systems are described by 2D CFTs. MPS have also been
employed for the simulation of critical 1D quantum sys-
tems [20–22]. The empirical success of these studies,
combined with the lack of explicit error bounds, are the
main motivation for this work.
Prior work on describing spin systems by MPS relies
heavily on the particularly simple entanglement struc-
ture of the latter: the entanglement entropy of an MPS is
bounded by its so-called bond dimension. Casting the re-
lationship between entanglement structure and suitabil-
ity for variational physics in a quantitative form, it was
shown [12, 13] that approximability of a given many-spin
quantum state by MPS is completely determined by the
scalings of the Re´nyi-entropies of the associated reduced
density matrices (such entropic arguments are also the
basis of [1]). This may suggest that a similar entropy-
based approach may apply to the question of approxima-
bility of CFTs by MPS by using the results from [23, 24].
However, such an argument would only yield qualitative
information and not give rise to exact error bounds. In
addition, it would require carrying out a lattice regular-
ization of the CFT. Nevertheless, our work is guided by
similar considerations and can be regarded as an alge-
braic version of these arguments.
Our contribution.—We present an algebraic approach
to quantify the accuracy of MPS approximations to
2D CFTs. As the latter describe critical 1D quantum
systems, our work is similar in spirit to that of Hast-
ings [1] (for non-critical systems), with the crucial dif-
ference that it is constructive: in addition to showing
existence, our work provides an algorithm for explicitly
building an approximating MPS, together with suitable
error bounds. We expect that this explicit construction
may serve as a useful starting point for numerical varia-
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2tional algorithms, e.g., in the description of critical quan-
tum spin chains. It may also guide the way to establish-
ing similar error bounds for related tensor network states
such as the MERA. This provides the first analytic ar-
guments supporting the fact that tensor networks can be
used to model the entanglement structure of quantum
field theories.
Chiral CFTs.—To state our results, let us first con-
sider the case of a chiral CFT, which specifies correlation
functions commonly denoted by
fϕ1,...,ϕn(z1, . . . , zn) = 〈ϕ1(z1) · · ·ϕn(zn)〉 ∈ C . (1)
Here the field ϕj is inserted at zj ∈ C; the functions
are defined on a suitable subset of the complex plane
parametrizing a surface. A key feature of the correla-
tion functions fϕ1,...,ϕn is their transformation behaviour
under conformal transformations z 7→ ϑ(z) ∈ C applied
to the arguments (z1, . . . , zn). This becomes particularly
simple if all ϕj ’s belong to the special family of primary
fields; this is the main case of interest, as other correla-
tion functions may be deduced from the Ward identities,
see e.g., [15]1.
Now recall (see e.g., [3]) that an MPS is a state on
(Cd)⊗n defined through the existence of a finite set of
matrices Ajk ∈ Mat(CD), k = 1, . . . , d, j = 1, . . . , n such
that |σMPS〉 =
∑
k1,...,kn
Tr[A1k1 · · ·Ankn ]|k1, . . . , kn〉.
The parameter D is called the bond dimension,
and determines the size of the Ansatz. We show
how to construct matrices Ajk such that the co-
efficients Tr[A1k1 · · ·Ankn ] of the MPS approximate
correlation functions fϕ1,...,ϕn(z1, . . . , zn) of primary
fields {ϕj}j at equispaced insertion points zj = j · d+ d0
in the complex plane and establish error bounds on the
absolute difference . This provides a trade-off between
the bond dimension and the approximation accuracy: we
show that the bond dimension scales inversely polyno-
mial in the approximation error . That is, by increasing
the bond dimension D (see Table I for the exact depen-
dence of D on the parameters), the error in the point-wise
approximation of the correlation functions can be made
arbitrarily small. Remarkably, the influence of the par-
ticular CFT on the scaling of the bond dimension can be
reduced to a single parameter CV (which coincides with
the dimension of the Lie algebra g in the case of WZW
models considered below). Because this parameter de-
termines the difficulty of approximation, it represents a
measure of the entanglement encoded in the correlation
functions.
We now review some of the concepts necessary to es-
tablish our results. We subsequently outline a proof of
1 The conformal transformation property of correlation functions
can be taken as the defining feature to axiomatize CFTs: all
objects of a CFT can in fact be constructed from such a family
of functions {fϕ1,...,ϕn}n∈N0,ϕj∈F [25].
our approximation result and conclude.
Vertex operator algebras.—The mathematical frame-
work needed for our purposes is that of vertex operator
algebras (VOAs), introduced by Borcherds [26] as well as
Frenkel [27] in their study of the representations of the
Monster group. A VOA V is a complex vector space, to-
gether with a z-dependent multiplication rule, encoding
the symmetries of the CFT. Let us illustrate this frame-
work using the example of Wess-Zumino-Witten (WZW)
models [28–30], which we employ for illustrative purposes
throughout the remainder of the manuscript. In addi-
tion to the conformal symmetries, these possess addi-
tional local symmetries given by a compact Lie group.
This specific case was nicely worked out in [31, 32],
and we mainly rephrase their main arguments in physics
terms. Starting point is a compact simple Lie algebra g,
which is turned into an affine Lie algebra by employ-
ing the affinization gˆ = g ⊗ C[t, t−1] with the commu-
tator rule [a(n), b(m)] = [a, b](n + m) + δn,−mnkTr[ab]
where a(n) = a ⊗ tn. Here a, b ∈ g, and k is a real
positive integer defining the level of gˆ. The VOA as
a vector space is given by the full Fock space V gen-
erated by the negative modes of gˆ (i.e., elements with
negative exponent in t) acting on the vacuum vector 1
which is given by the identity element in g. Elements
a(n) in gˆ are identified with creation operators (with
adjoint operators being the corresponding annihilation
operators), by setting a(n) (b1(−m1) . . . bk(−mk)1) =
a(n)b1(−m1) . . . bk(−mk)1. Free fields are defined as
a(z) =
∑
n∈Z a(n)z
−n−1. In the VOA framework, the
generalization of these fields to the entire Fock space is
called the vertex operator and its action on the Fock space
equips the space with a z-dependent multiplication rule.
The construction of general VOAs is more involved,
however, our arguments remain valid in more general
cases and we thus focus our presentation here on WZW
models. The only assumption our results require is that
we are dealing with a rational CFT which is generated by
the modes of a finite-dimensional subspace. The latter
condition was coined C2-co-finiteness by Zhu [33].
Modules and primary fields for WZW models.—Given
an irreducible representation of the Lie algebra g with
highest weight λ, we can repeat the above Fock construc-
tion with the vacuum replaced by the associated highest
fixed n, d fixed ε
Scaling of D ∼ ( 1
ε
)κCV nd ∼ γ(ε)e2pi√ 16CVn
TABLE I. This summarizes the scaling of the bond dimension
D sufficient to obtain an approximation error ε, as a function
of the UV cutoff d (i.e., the spacing of insertion points) and
the number of insertions n. Here κ and γ(ε) denote constants,
and the parameter CV encodes the dependence on the CFT.
3weight vector ϕλ resulting in a module Lk,λ for the WZW
VOA. It possesses a natural N0-grading where the weight
wt of a vector b1(−m1) . . . bk(−mk)ϕλ is wtλ +
∑
imi
with wtλ a positive number depending on λ. The module
is irreducible if 〈θ, λ〉 ≤ k, with θ the maximal root of g.
The set Λk of such highest weights λ is finite, implying
that WZW theories are rational CFTs [15].
Conformal transformations are implemented by oper-
ators Lm, m ∈ Z satisfying the Virasoro commutation
relations [Lm, Ln] = (m − n)Ln+m + c12δn,−m(n3 − n)
with c being the central charge of the theory. These op-
erators are obtained from creation and annihilation oper-
ators by means of the Sugawara-Segal construction [15].
Of particular importance for us is the scaling operator
(or free Hamiltonian) L0, which is diagonal with respect
to weight spaces (vectors of fixed weight) with eigenvalue
being the weight.
Primary fields are defined as intertwiners between
WZW modules: Let Vλi , i = 1, 2, 3 be three irre-
ducible highest weight representations of g with λi ∈
Λk. Turning the representation Vλ1 , Vλ2 into irre-
ducible WZW VOA modules Lk,ϕi , i = 1, 2, a primary
field is a linear mapping of elements ϕ ∈ Vλ3 to lin-
ear z-dependent mappings ϕ(z) : Lk,λ1 → Lk,λ2 such
that we have commutation rule with creation operators
[a(n), ϕ(z)] = (aϕ)(z)zn. We denote the set of these
maps as L(Lk,λ1 , Lk,λ2). Correlation functions of WZW
theories are constructed from a sequence of primary
fields mapping Vλj into L(Lk,µj , Lk,µj−1), j = 1, . . . , n,
λj , µj ∈ Λk and elements ϕj ∈ Vλj , v0 ∈ Lk,µ0 , vn ∈ Lk,µn
as
fv0,vnϕ1,...,ϕn(z1, . . . , zn) = 〈v0, ϕ1(z1) . . . ϕn(zn)vn〉 . (2)
Expressing the fields in terms of their mode expression,
ϕ(z) =
∑
m∈Z[ϕ]m z
−m−hϕ , the rhs. of (2) is seen to
be a Laurent series in the indeterminates (z1, . . . , zn).
Here hϕ = wtλ1 + wtλ3 − wtλ2 is the scaling dimen-
sion. Actual (complex) values of correlation functions are
obtained on the domain of convergence by substituting
complex numbers for these indeterminates. Vacuum cor-
relation functions are obtained by choosing µ0 = µn = 0,
the adjoint module. While the fields based on creation
and annihilation operators correspond to free fields, pri-
mary fields correspond to interaction between different
particle realizations and hence are of particular interest.
Proof idea.—Our proof consists of two main steps: reg-
ularization of the field operators and entanglement renor-
malization. The correlation functions of the form (1) re-
semble the matrix element of a product of operators, and
thus appear to be close to MPS form. However, the pri-
mary fields have to be interpreted as Laurent series with
coefficients in the set of linear operators between two
modules, and constitute an unbounded operator. Our
arguments start by noting that if the insertion points
z1, . . . , zn are separated by a minimal distance, this de-
ficiency can be taken care of and the field operators can
Wq W
3
q
≈
FIG. 1. Illustration of the renormalization procedure: (left)
The regularized field operators Wq create arbitrary superpo-
sitions of energy eigenstates, hence an infinite amount of en-
tanglement is needed to implement their action. The renor-
malized field operators WNq (right: N = 3) only create super-
positions of at most N different energy eigenstates if applied
to one element of the basis. Yet their action can be shown to
be approximately the same as Wq.
be replaced by bounded operators. This is the regulariza-
tion step. However, the entanglement (respectively bond
dimension) needed after regularization is still infinite. In
order to proceed, we renormalise the fields by restricting
their possibility to create superpositions of eigenmodes
of the free Hamiltonian, see Fig. 1. This truncation pro-
cedure is closely related to the approximation by “al-
most product states” used in the exponential quantum
de Finetti theorem [34, 35].
Proof for chiral WZW models.—Let us now illustrate
the key steps in our arguments in more detail, focusing
for simplicity on vacuum correlation functions. In order
to write a correlation function as in Eq. (2) as a matrix
element of bounded operators, we first apply the following
conformal mapping onto the insertions points: θ : z →
e−z. This transforms the equally spaced points on a line
zj = d · j, j = 1, . . . , n, d > 0 into θ(zj) = qj with
q = e−d < 1. By the assumption of conformal invariance,
we get
f1,1ϕ1,...,ϕn(θ(z1), . . . , θ(zn)) = q
∑
j wtλjf1,1ϕ1,...,ϕn(q, . . . , q
n) .
Since the scaling transformation z 7→ qz is implemented
by the operator L0, q
L0ϕ(z)q−L0 = qλϕ(qz) we get
f1,1ϕ1,...,ϕn(q, . . . , q
n) = 〈1,W(1)q · · ·W(n)q 1〉
where we introduced the regularized primary field
W
(j)
q = qL0ϕj(1)q
L0 . Following the results of Wasser-
man [36], regularized primary fields are bounded opera-
tors, ‖Wq‖ ≤ ϑ(q) with ϑ(q) < ∞ for q < 1 2. For gen-
eral VOAs, the boundedness property follows from the
2 The exact form of the function ϑ(q) depends on g and the mod-
ules involved in the definition of the primary field, but typically
it scales as ∼ 1
1−qs for some s ≥ 1.
4fact that the trace of regularized primary fields exists, as
shown by Zhu and Huang [33, 37]. This constitutes the
regularization step.
The regularized field operator is bounded, but still act-
ing on a infinite-dimensional Hilbert space. In order to
obtain a finite bond dimension, we thus need an appro-
priate approximation. It is constructed by considering
the mode expansion
Wq = q
L0ϕ(1)qL0 =
∑
m∈Z
qL0 [ϕ]mq
L0
and discarding all modes [ϕ]m which change the grad-
ing of the module by more than N ∈ N0, the trunca-
tion parameter. We denote this renormalized primary
field by WNq . Acting with W
N
q on any eigenstate of the
free Hamiltonian L0 only creates a finite superposition
of energy eigenstates (cf. Fig 1), hence only a finite
amount of entanglement is needed to cope with the in-
sertion of renormalized operators. As a next step, we
have to bound the error obtained from replacing the op-
erator Wq by its truncated version W
N
q . For that, let
v ∈ Lk,µ be an arbitrary vector of norm one which we de-
compose into orthogonal components v =
∑
m vm with
L0vm = (m + wtµ)vm and consider the norm difference
‖Wqv −WNq v‖. Since
√
q−wtλWq =
√
qL0W√q
√
qL0 we
have by the Cauchy-Schwarz inequality and the proper-
ties of the operator norm
‖Wqv −WNq v‖2 ≤∑
m
(
‖(I− P[m−N,m+N ])√qL0‖ · √qm
)2
· ϑ(√q)2 ,
where P[m−N,m+N ] is the projection onto all states with
weight in the interval [m+wtµ−N,m+wtµ+N ]. We are
left to bound the first term in the bracket. Starting from
a vector vp of fixed weight p ∈ N0 + wtµ, we have ‖(I−
P[m−N,m+N ])
√
qL0vp‖ = √qp‖vp‖ if p /∈ [m−N,m+N ].
Applying this identify to an arbitrary vector v =
∑
p vp
we find ‖(I− P[m−N,m+N ])√qL0v‖2 ≤ (1− q)−1qm+N+1
if m ≤ N and an additional summand of (1 − q)−1 oth-
erwise. Summing these estimates over m yields
‖Wqv −WNq v‖ ≤ qN/4
√
3ϑ(
√
q)
1−√q , (3)
providing us with a norm bound for replacing the regu-
larized field operator with its renormalized version. As
expected, it is particularly useful for large N and large
d, since q = e−d < 1. By employing the telescoping
sum technique, this estimate can be iterated to obtain
an error estimate for the difference between the corre-
lation function 〈1,W(1)q · · ·W(n)q 1〉 and its renormalized
version 〈1,W(1),Nq · · ·W(n),Nq 1〉. Since this operator WNq
only changes the weight by N , its action on any fixed
vector, in particular the vacuum 1, gives rise to a finite-
dimensional Hilbert space, and the same argument ap-
plies to the sequence W
(1),N
q · · ·W(n),Nq , mapping 1 into
the subspace P[nN ]Lk,0 of vectors of weight n ·N or less.
Projecting each renormalized field onto P[nN ]Lk,0 leaves
the renormalized correlation function invariant and gives
rise to a matrix on a finite dimensional Hilbert space.
We obtained the approximation of correlation func-
tions by matrix elements of operators on a finite-
dimensional Hilbert space, and hence of MPS form. In
order to estimate the dimension D of this bond Hilbert
space we have to bound the number of states of weight
nN or less. For WZW models, the number of states
at each level m (states with weight m + wtµ) can be
upper bounded by the number p(m,dim g) of dim g-
component multi-partitions of m 3. Adapting a proof
strategy of Siegel (see [38] for an exposition), we find
log p(m, dim g) ≤ 2pi
√
dim g·m
6 and hence
D ≤
∑
m≤nN
p(m,dim g) ≤ dim g · n ·N · e2pi
√
n·N·dim g
6 .
The bond dimension scales sub-exponentially with the
truncation parameter N while the error estimate ob-
tained from iterating Eq. (3) decreases exponentially in
N . Combining both facts gives the relationship between
the growth of the bond dimension and the approximation
error summarized in table I.
Full CFTs.—For full CFTs, correlation functions de-
pend on additional “conjugate” parameters (z¯1, . . . , z¯n):
this roughly corresponds to gluing two copies of a chi-
ral theory together. The Hilbert space is the direct sum
H = ⊕λ∈ΛkLk,λ ⊗ Lk,λ where Lk,λ denotes the complex
conjugated Fock space, and primary fields correspond to
linear combinations of tensor products of a chiral pri-
mary field and its anti-chiral (complex-conjugated) ver-
sion. The regularization and renormalization steps out-
lined in the chiral case can be repeated analogously by
doubling each expression to also involve the anti-chiral
part. This yields a finite-dimensional operator of the
form
∑
iAi ⊗ Ai, which can be identified with a com-
pletely positive (CP) map on matrices, or transfer oper-
ator in MPS language. We conclude that vacuum correla-
tion functions of full WZW models can be approximated
by expectation values Tr[ΩE1 ◦ · · · ◦En(Ω)] of sequences
of CP maps E1, . . . ,En, where Ω is the matrix corre-
sponding to the full vacuum. This is the defining form of
finitely correlated states [2, 3] (FCS), a generalization of
MPS to mixed states.
Conclusions and Outlook.—Our results show that MPS
tensor networks approximate general correlation func-
tions of a CFT arbitrarily well. The extension of our ar-
guments to general VOAs and hence CFTs requires quite
3 A partition µ of an integer n is a set of integers µ = {µ1, . . . , µl}
which sum up to n, |µ| = ∑i µi = n. An m-component multi-
partition of an integer n is a set {µ1, . . . , µm} of m partitions
such that
∑
i |µi| = n.
5a few additional technical steps, but can be achieved as
discussed in [39]. Although we focused here on MPS
tensor networks, we believe that our techniques are also
applicable to study other tensor network Ansatz classes,
such as MERA. Another question deserving further study
is how our results fit in the renormalization framework
developed by Be´ny and Osborne [40].
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