Abstract. Many algorithms, e.g. in the field of string matching, are based on handling many counters, which can be performed in parallel, even on a sequential machine, using bit-parallelism. The recently presented technique of nested counters (Matryoshka counters) [1] is to handle small counters most of the time, and refer to larger counters periodically, when the small counters may get full, to prevent overflow. In this work, we present several non-trivial applications of Matryoshka counters in string matching algorithms, improving their worst-or average-case time complexities. The set of problems comprises (δ, α)-matching, matching with k insertions, episode matching, and matching under Levenshtein distance.
Introduction
A word RAM is a random-access machine with unit-cost operations for operands of w bits, and having instruction set similar to modern computers. An especially practical variant of word RAM is transdichotomous RAM [2] . This model assumes that w = Ω(log(n)), where n is the "input size" (or simply w ≥ log 2 (n); we also sometimes distinguish between a weaker assumption, that w = Θ(log(n)), and the more general case). Note that the word RAM model allows e.g. to sort n integers in o(n log n) time, which is impossible in the comparison model. Bit-parallelism [3] is now an established and highly successful algorithmic technique, useful especially in the field of string matching. Basically, it makes use of wide machine words (CPU registers) to parallelize the work of other algorithms, e.g., filling the matrix in a dynamic programming algorithm or simulating a non-deterministic automaton.
Most interesting string matching problems can be classified as approximate string matching [4] of some sort. There is a plethora of approximate matching models, with applications in natural language processing, computational biology, music information retrieval, image processing and other areas. Many approximate matching problems can be stated like that. Given a text T = t 0 . . . t n−1 , a pattern P = p 0 . . . p m−1 , over some alphabet Σ, and a threshold k, we want to find all the text positions where the pattern matches the text with at most k errors. How the error measure is calculated constitutes the actual problem.
Bit-parallel solutions to approximate string matching problems often deal with counters. The counters are bit-fields storing the total errors for individual states of the problem, e.g., for every pattern prefix. Many such counters, each of size e.g. O(log(k)) bits, are updated in parallel, which makes the respective algorithms efficient in practice.
In a recent work [1] , we showed a simple technique to decrease the worstcase time complexity of one of the best known bit-parallel algorithms based on counters, Shift-Add [3] , from O(n m log(k)/w ) to O(n m/w ). The underlying observation was that the counter values grow by at most one per read text character, hence most of the time the algorithm could update much smaller counters, and only when they can overflow, at periodical moments, their content could be added (and then flushed) to a high-level counters, occupying more bits. This idea was generalized to many counter levels, and dubbed Matryoshka counters, to reflect their nested nature.
The current work presents several non-trivial applications of Matryoshka counters in string matching algorithms, improving their time complexities in the worst or average case.
Preliminaries
Let the pattern P = p 0 p 1 p 2 . . . p m−1 and the text T = t 0 t 1 t 2 . . . t n−1 be strings over alphabet Σ = {0, 1, . . . , σ − 1}. The pattern has an exact occurrence in some text position j,
for at most k positions, then the pattern has an approximate occurrence with at most k mismatches. The number of mismatches is called Hamming distance. We want to report all text positions j where the Hamming distance is at most k.
To present our algorithms, some extra notation is needed. We number the bits from the least significant (right-most) bit (0) to the most significant (leftmost) bit (w − 1). Bit-wise operations are denoted like in C language: & is bit-wise and, | is or, ∧ is xor, ∼ negates all bits, << and >> are shift to left and to right, with zero padding. Exponentiation denotes bit repetition, as in (1 (10) 2 ) 2 = 1101011010. In general, all formulas of the above form will be (run-time) constants that can be precomputed. The notation V [i] denotes the ith -bit field of the bit-vector V .
Shift-Add Algorithm. To be able to describe our new algorithms we need to briefly cover some previous work. Shift-Add [3] is a bit-parallel algorithm for approximate searching under Hamming distance. It reserves a counter of = log 2 (k + 1) + 1 bits for each pattern character in a bit-vector D of length m bits. This bit-vector denotes the search state: the ith counter tells the number of mismatches for the pattern prefix p 0 . . . Counter-Splitting. In [1] it was shown how the number of bits for Shift-Add can be reduced. To this end, we use two levels of counters. The top level is as in plain Shift-Add, i.e. we use = O(log(k)) bits. For the bottom level we use only = log 2 (log 2 (k + 1) + 1) bits. The basic idea is then to use a bit-vector D of m bits, and accumulate the mismatches as before. However, these counters may overflow every 2 steps. We therefore add D to Now adding the two sets of counters can be done without causing an overflow, but the problem is how to add them in parallel. The difficulty is that the counters have different number of bits, and hence are unaligned. The vector D must therefore be expanded so that we insert − zero bits between all counters prior to the addition, i.e. we must obtain a bit-vector x, so that
. Then we need to effectively add the counters in D and
The function Expand(·) can be computed in o(1) amortized time [1] .
Note that we cannot shift the vector D at each step as this would cost O( m /w ) time. Instead, we shift it only each 2 − 1 steps in one shot prior to adding the two counter sets: D ← D << (2 − 1) . As in plain Shift-Add, we take care not to overflow the counters (see [1] for details).
The final issue is the detection of the occurrences. At each step j, we just add
. This constitutes the true sum of mismatches for the whole pattern at text position j. If this sum is at most k, we report an occurrence. This takes only a constant time since we only add up two counters, one from each of the two vectors (the whole counter sets are added only each 2 − 1 steps). The vector D is not shifted at each step, but we simulate the shift by selecting the (m − i)th field when detecting the possible occurrences. Summing up, we have O(n m log log(k)/w ) worst case time algorithm for string matching under Hamming distance. The above scheme can be improved by using more counter levels. We call these Matryoshka counters, to reflect their nested nature. The basic ideas remain the same, but the some details become more involved, see [1] for details. The end result is an algorithm with total worst case time of O(n m/w ).
Contracting Counters.
In what follows, we will need the inverse of Expand(·), i.e. we need to compute x [i] ← y [i] for all i efficiently. We call this function Contract(·). Note that this is not possible in general, as the value of y [i] may not fit into bits. However, in our application we have a guarantee that bits will suffice. In general, we may assume that we want to compute
It is easy to see that this can be computed in parallel just by inverting and doing in opposite order all the steps required for expanding the counters (or by using precomputed tables, which makes the task trivial). Hence the time bound remains also the same, including the amortized o(1) time, as we will be doing this operation only in the companion of Expand.
Space Complexities. In all our algorithms, the most space consuming structure used is the array of bit-vectors B. 
(δ, α)-Matching
In (δ, α)-matching the pattern matches the text substring
In other words, there can be α non-matching text symbols between each matching pattern symbol. There are many efficient solutions to this problem, see e.g. [6] for some recent results and review of the problem. The first bit-parallel algorithm [7] solves the problem in O(n mα/w ) worst case time. This algorithm is based on simulating non-deterministic finite automata. A different solution [8] , loosely based on ShiftAdd, solves the problem in O(n m log(α)/w ) worst case time. Below we review this approach and improve it to take only O(n m log log(α)/w ) time.
At a high level, the algorithm can be seen as a combination of Shift-And and Shift-Add algorithms [3] . The 'automaton' has two kinds of states: Shift-And and Shift-Add ones. The Shift-And states (vector D) keep track of the pattern symbols, while the Shift-Add states (vector C) keep track of the gap length between the symbols. The result is a systolic array rather than automaton; a high level description of a building block for symbol p i is shown in Fig. 1 . The final array is obtained by concatenating one building block for each pattern symbol. The building blocks are the counters. Only = log 2 (α + 1) + 1 bits are reserved for each counter. The value 2 −1 − (α + 1) is used to initialize the counters, i.e. to represent the value 0. This means that the highest bit ( th bit) of the counter becomes 1 when the counter has reached a value α + 1, i.e. the gap cannot be extended anymore. Hence, line 1 of the algorithm in Fig. 1 can be computed bit-parallelly as
That is, we negate and select the highest bit of each counter (shifted to the low bit positions), and add the result to the original counters. If a counter value is 
where we have reserved bits per character in D as well. Only the lowest bit of each field has any significance, the rest are only for aligning D and C appropriately. The reason is that a state in D may be activated also if the corresponding gap counter has not exceeded α+1. In other words, if the highest bit of a counter in C is not activated (the gap condition is not violated), then the corresponding bit in D should be activated:
The only remaining difficulty to solve is how to reinitialize (parallelly) some subset of the counters to zero, i.e. how to implement line 4 in Fig. 1 . The bitvector tmp has value 1 in every field position that survived the Shift-And step, i.e. in every field position that needs to be initialized in C. Then
first clears the corresponding counter fields, and then copies the initial value 2 −1 − (α + 1) to all the cleared fields. This completes the algorithm. Clearly, it runs in O(n m log(α)/w ) worst case time.
Two-Level Solution
Let us now improve this algorithm. We use the two-level variant. Basically, = O(log log(α)) bits per counter is enough for the bottom level. However, the solution is somewhat more complicated than for the previous algorithm. The reason is that we need to know for each step of the algorithm if any of the counters have reached the value α + 1 or not, since this information is used to compute the next value of the counters at each step. I.e. it is not enough to detect this for the last counter, which was easy. Again, we use = log 2 (α + 2 ) + 1, just as in the Shift-Add algorithm (now k is just called α). However, for the bottom level we add one additional bit per field. This new highest bit will be used to signal whether the corresponding counter has exceeded the value α + 1. The two counter levels are added after each 2 −1 − 1 steps, so the highest bits of the bottom level counters never get activated if the counters started from zero. The above base-line algorithm is used as is for the bottom level counters (we just replace with everywhere), with the following modification: the initial values copied to the counters are 0. The bottom and top level counters are denoted as C and C, respectively. The first modification needed is handling the zeroing of the counters. If a bottom level counter gets zeroed, it should be done for the corresponding top level counter as well. But we cannot afford doing it in every step, since the cost would be too high. Instead, we introduce new bit-vector Z, which is initialized to all zeroes after each top level update. For each bottom level step we record the counters that should be zeroed for the top level as well:
where tmp is as in Eq. (2). In other words, Z gets bit 1 to every "counter" field that is zeroed. This is then used in each top level step to clear the corresponding fields of the top level counter. This is done as in Eq. (4):
Note that we expanded Z first. Adding the two counter sets is straightforward; C is expanded and added to C, taking care (with the standard technique) not causing an overflow:
After adding the two counter levels, we must bring some information from the top level back to the bottom level. Consider the top level counter C [i] . Three cases can occur: [i] , the sum of the two counters has overflowed. Let v = α+1−C [i] . By the assumption of this case,
is initialized to u, the highest bit will be activated as soon as α-gap condition is violated. To keep the true sum of the counter levels correct, we also subtract u from the top level counter, i.e. set
The implementation of the cases 1 and 2 are easy. The case 2 is handled implicitly, i.e. all fields not touched by case 1 or 3 are left to zero. The first case is simple. The highest bits are extracted from C, and shifted to the -th positions. The result can be contracted to fit into the bottom level counters, activating the corresponding highest bits:
The case 3 is slightly trickier. First, those bit fields of C that have not the highest bit set are selected, in vector x:
We then add 2 −1 − 1 to every field of x, again select the highest bits of the result, signaling the fields that may reach α + 1, and form a new mask selecting these fields:
Then, the value of v can be computed as described above. Note that for C counters the value of zero is represented as 2 −1 − (α + 1), which must be taken into account:
However, this simplifies to:
. Similarly, we compute the value for u (note that now zero is represented as 0):
which again simplifies to:
Finally, the values are subtracted from C, and added to C , so that C + Expand(C ) will be correctly maintained:
Following the Shift-Add analysis, it is easy to find the O(n m log log(α)/w ) time complexity. Note that we can easily replace all the multiplications in the search code with precomputed masks and bitwise operations, and thus the analysis is valid even in AC 0 RAM model (as detailed in [1] and Sec. 2, Expand() and Contract() can be implemented efficiently without multiplications).
Intrusion Detection and Episode Matching
A close relative to α-matching is searching allowing k insertions of symbols into the pattern. In other words, we want to find all minimal length text substrings t, such that id(P, t) ≤ k, where id(P, t) is the minimum number of symbols inserted to P , to convert it to t. It follows that if P is a subsequence of t, then id(P, t) = |t| − |P | = |t| − m, and ∞ otherwise, and that m ≤ |t| ≤ m + k if t matches P with at most k insertions. This matching model has important applications in intrusion detection [9] . The problem can be solved using dynamic programming [9] . We define a vector C of counters: 
The obvious implementation of the recurrence leads to O(mn) worst case time. It was then shown by Kuri et al. [9] how to compute C i using bit-parallelism, which resulted in an O(n m log(k)/w ) worst case time algorithm. We briefly present the Kuri et al. algorithm as this is the starting point of our solution.
The C i counters are packed into machine words. Only error counts up to k + 1 are interesting, so any C i value above k could be replaced by k + 1, and a similar effect is achieved using overflow bits, a technique known from Shift-Add. In this way, the counters occupy = log 2 (k + 1) bits each. 
but the real algorithm is somewhat more complicated due to handling the counter overflows in the usual way, see [9] It might seem that nested counters could be used for this algorithm just as easily as with Shift-Add, but there is actually a new problem. As seen in Eq. 18, the new values C i depend on the old values of C in less "predictable" way than it was in Shift-Add. In Shift-Add the counter values are simply shifted left (i.e., to the next position) with each text character (and then their counts possibly increased by 1), while here they depend on a condition. Let us assume a two-level counter scheme. The manipulations on counters should be done both in the bottom level and the top level. The top level updates should be done infrequently, and here is where the problem lies, as it seems difficult to delay such operations and then perform a bulk update in constant time. We found a compromise solution though.
Our algorithm gives an improvement over the Kuri et al. algorithm if log(k) = ω(log(w)). This may seem quite restrictive but for the intrusion detection problem large values of k (exceeding m) are quite typical. The basic observation is that during the inner loop the set of distinct values in the top level counters is never extended, as the counter values are simply copied from one to another (C i ← C i−1 operations). So, we do not need to know their actual values, only we need to distinguish those m counters somehow. To this end, just before the inner loop we label the top level counters. Fortunately, we do not need to give them truly unique labels (which would imply log(m) bits per label) but only choose from a smallest set of labels which prevents from losing identity of any counter during the inner loops. Since the copy operations always involve only adjacent counters, it is enough to assign label i mod 2 to a counter at position i. In this way, we need bits per label. Now, for every text character also the upper level may change, but all the copy operations on labels are performed in parallel, with O(m /w) time per character.
When the inner loop is over, we need to get back the true top level counters, to increase their counts with values from the bottom level. This requires remapping with the labels mentioned above, reflecting the actual label arrangement. A brute-force rearrangement takes O(m) time, after which we we can update the top level counters with the respective counts from the bottom level, in O(m /w) time. The total time spent on bottom level operations is O(n m /w ). The total time spent for the top level is O(n m /w +n/2 (m+ m /w )). The sum of the above is optimized for = log(w), which gives O(n m log(w)/w ) overall worstcase time complexity. Finally, assuming that w = Θ(log(n)), we can improve the brute-force counter rearrangement to take just O(m/w) amortized time per text character, by using look-up tables. In this case we can use = Θ(log log(k)), and = Θ(log(k)), achieving O(n m log log(k)/ log(n) ) total time.
We note that for the opposite scenario, i.e., for small k, a theoretical O(nk)-time algorithm may be of lower complexity. We mean an application of the classic technique of Landau and Vishkin [10] , where they build a suffix tree with LCA (lowest common ancestor) support over the concatenated sequence P #T (# is a unique separator), in linear time, and then, for every text character, jump between matching subsequences of P in constant time using LCA queries, hence finding a match or resolving a mismatch in O(k) time per text position. Translating to our problem, after finding each pair of equal substrings, the position in the pattern is shifted by one, while in the text the position is shifted by two, i.e., a single (mismatching) character is skipped.
A similar problem to matching with k-insertions is episode matching, which can be stated like that: Find the shortest text substring(s) that contain P as a subsequence. Using our technique, for k = n − m, and keeping track of the minimum values, immediately gives O(n m log(w)/w ) time complexity as above. This is not always better than the best known algorithms for this problem [11] , working in O(nm/ log(m)) and O(n + s + nm log log(s)/ log(s/m)) time, using O(s) additional space, but our algorithm dominates over the former result if m is small enough, namely if log(m) = o(w/ log(w)), and either uses less time or less space than the latter algorithm.
Improved ABNDM
We would like to point out that Matryoshka counters can be useful not only for improving the worst cases. To this end, note that in case of a long pattern, a typical implementation of a bit-parallel algorithm searches only for its prefix, such that fits a single computer word, and whenever the prefix is found, the pattern suffix is verified, e.g., with brute-force. For example, this strategy can be used for Shift-Add if m > w. For small k and typical texts this results in an O(n) average time algorithm. The same idea can be used together with the technique presented in this paper. Although we do not expect our algorithm for Hamming distance to be competitive in practice, we note that this trick is now usable for larger k values, when we can search for longer prefixes (the parameter is constant in our algorithm, with no dependence on k), decreasing thus the number of verifications and false positives. The same applies to our (δ, γ)-matching and (δ, α)-matching algorithms, and in general to all the forwardmatching algorithms.
However, some algorithms scan the text backwards, using windows of m characters. The text windows are only partially examined on average, and then the window is shifted to the right, in the best case as much as m characters (the maximum shift depending on the actual problem). In this case, cutting the pattern to w/ characters limits the maximum shift to w/ as well. Using more computer words will not improve the overall complexity. Hence using our techniques can improve the average case as well, as we can use longer patterns and obtain longer shifts.
Consider now the Levenshtein distance. In this case we are interested in finding all occurrences of the pattern permitting up to k edit operations, that is, insertions, deletions or substitutions of characters. The average case lower bound of the problem is Ω(n(k + log σ (m))/m), and an algorithm with matching upper bound was obtained in [12] .
We will improve a bit-parallel algorithm, ABNDM (Approximate Backward Nondeterministic DAWG Matching) [13] The ABNDM algorithm is based on combining the well-known BNDM algorithm [7] and (modified) Myers' bit-parallel dynamic programming algorithm [14] . ABNDM works with text windows of m − k characters. For each window position i, it computes two bit-vectors (among others), V + i and V − i , of length m bits. These define an integer vector C i,j , whose values are defined to be
However, the values of C i,j can grow large, and cannot (all) be efficiently maintained explicitly. Still, one of the key ingredients of ABNDM boils down to detecting as soon as possible the situation when all the values in C i have exceeded The two last properties can be used to bound the actual values of C i : if all witnesses have exceeded k + /2 , then all values of C i have surely exceeded k. The first two properties can be used to obtain efficient bit-parallel algorithm, also in our case. From the analysis point of view, this is effectively the same as searching with k = k + O( ) errors, and the time bound becomes O(n(k + log(m) + log σ (m))/m), for m = O(w).
The O(log(m)) term can be relaxed by using more witnesses, and we can afford using more witnesses by using more counter levels. The solution is similar to that of used for (δ, α)-matching. The main difference is that the counter (witness) values can also decrease. Let us again consider the two level counter splitting. For the bottom level we use = Θ(log log(m)) bits per counter, and hence w/ witnesses. Obviously, the top level needs = Θ(log(m)) bits per counter, and Θ(w / ) in total. More precisely, we use = log(log(m + 1) + 1) + 2 bits per counter in the bottom level, and = log 2 (m + 2 −1 ) + 1 for the top level. We note that these could be improved a bit (see the formulas in [13] ), but not asymptotically. Consider a bottom level (witness) counter W [i] and a top level counter W [i] . Call k = k + /2 . Then we can proceed as follows: unless step 4 adjusts the values appropriately.
Step 4 is similar to the cases 1-3 in Sec. 3.1, i.e. the bottom level counters are initialized differently, if the sum of the two counter levels have exceeded k , or are 2 −2 − 1 steps away from doing so. The technique is precisely the same as before. Note that even if the highest bit of W [i] is activated, the counter still cannot overflow in 2 −2 − 1 steps. Given the tools we have developed, all the steps can be easily performed bit-parallelly. The actual implementation is similar to that of (δ, α)-matching, hence we do not give the details. The analysis is the same as for the original algorithm, the only difference is that the threshold k is now k + /2 , instead of k + /2 . Hence the algorithm runs in O(n(k + log log(m) + log σ (m))/m) average time for m = O(w).
