Introduction to the Issue on Visual
Media Quality Assessment T HE increasing demand for digital image and video technologies, in applications as broad as entertainment and communications, security, monitoring, and medical imaging, has pushed to the forefront the need for accurate quality assessment strategies. Many factors can affect and/or impair the quality of visual media including acquisition, processing, compression, transmission, protection, display, printing, acquisition and reproduction systems. Visual media quality assessment aims at quantifying the quality of visual media, including still pictures, image sequences (video), 3-D visual data, and 3-D models, by means of quality metrics. These metrics vary with the considered applications, and range from metrics that measure specific visual impairments to those that assess the overall visual quality in the presence of various impairments. For applications and products that target human consumers, it is desirable to have metrics that will predict the perceived visual quality as measured with human subjects. Equally important are metrics that can measure a contextual visual quality in the presence or absence of impairments, and that can predict human perception as measured by the performance of a visual-based task.
Traditionally, visual quality assessment has been conducted using subjective tests in which human subjects are asked to rate the perceived visual quality of the displayed media according to a provided quality scale, with or without the presence of a reference visual medium, and based on specified criteria and conditions. A subjective quality metric can be computed by first assigning numerical scores to the individual ratings and then pooling the scores together in order to produce a single numerical score for each rated medium or test case. The pooling is commonly performed using averaging resulting in the Mean Opinion Score (MOS) subjective metric. When conducted properly, subjective tests result in subjective quality metrics that can very reliably predict the perceived visual quality. However, subjective quality metrics are costly, time-consuming and impractical as they cannot be integrated within real-world systems for real-time visual quality monitoring and control. These issues triggered the need to develop reliable objective quality metrics that can automatically assess the visual media quality as perceived by human observers. Automatic visual media quality assessment is crucial for efficiently monitoring and controlling the visual quality in deployed multimedia systems, and has the potential to impact next-generation systems by providing objective metrics for use during the design and testing stages and by reducing the need for extensive evaluation with human subjects.
Objective visual quality assessment metrics can be divided into full-reference, reduced-reference, and no-reference quality metrics. Full-reference visual quality metrics compare the to-beassessed visual media to a reference, which is typically the original visual data. In many applications where the original visual data is not available, reduced-reference and no-reference metDigital Object Identifier 10.1109/JSTSP. 2009.2015485 rics are used. Reduced-reference metrics make use of a set of reference features or characteristics, which could have been extracted from the original visual data. No-reference quality metrics attempt to predict the visual quality without any reference, which is very useful in practice but very challenging.
A great deal of interest and research have been devoted to the design and development of visual quality metrics, particularly full-reference and reduced-reference metrics for image quality assessment. However, for many applications, reliable automatic visual quality assessment is lacking, particularly those requiring no-reference visual quality assessment. In addition, there is a need for methods that can reliably assess the visual quality of video, high-definition visual content, color, multiview and 3-D visual media. There is also a need for novel application-specific visual media quality assessment methods that are tuned to specific visual tasks. For example, the ability to detect certain objects and structures would be an essential factor for assessing the quality of medical images. The reliability of visual quality metrics can be improved by augmenting those with multimodal quality assessments that take into account different modalities (e.g., auditory, affective, visual) in addition to context. Incorporating visual media quality assessment methods into various types of visual media processing applications is needed to build visually optimized algorithms and systems.
The goal of this special issue is to highlight the importance, challenges, and applications of visual media quality assessment and its interdisciplinary nature which includes vision science, optics, color science, signal processing, psychology, and biology. The issue contains twelve papers covering various aspects of visual media quality assessment. The first five papers deal with problems related to image (still picture) quality assessment, while the remaining seven papers are concerned with video quality assessment.
Among the image quality assessment papers, the first two papers present image quality metrics based on natural image statistics. Moorthy and Bovik address how to improve the full-reference SSIM quality index in "Visual Importance Pooling for Visual Quality Assessment" by taking into account the effect of "low quality regions" and visual importance on perceived errors. In "Reduced-Reference Image Quality Assessment Using Divisive Normalization-Based Image Representation," Li and Wang present a reduced-reference image quality assessment metric based on natural image statistics and a perceptually motivated divisive normalization transformation in the wavelet domain.
The next two image quality assessment papers address the topic of visual quality assessment in the context of image fusion applications. In "A Non-reference Image Fusion Metric Based on the Regional Importance Measure," Cvejic, Godsill, and Seppänen present a no-reference metric for the evaluation of image fusion algorithms by combining regional importance measurement and the visual information fidelity criterion. Building on the idea that, in several application scenarios, image fusion is used to facilitate specific visual-based tasks such as event mon-1932-4553/$25.00 © 2009 IEEE itoring and object recognition by humans, Kaplan, Burks, Blum, Moore, and Nguyen deal with the evaluation of image quality in the context of specific tasks in "Analysis of Image Quality for Image Fusion via Monotonic Correlation." Monotonic analysis is introduced as a means to evaluate how well a set of full-reference and no-reference image quality features can predict human perception when measured in terms of object classification accuracy in fused images.
The fifth paper, by Li and Chen, deals with image quality assessment in the context of visual aesthetics. "Aesthetics Visual Quality Assessment of Paintings" deals with how to predict whether a painting is perceived to be very beautiful or not so beautiful by a human observer. While this problem appears highly subjective, the authors approach it as a machine learning problem using features representing both global and local characteristics of a painting.
The following seven papers address aspects in video quality assessment. Full reference video quality metrics that focus on exploiting the temporal information are presented in "Considering Temporal Variations of Spatial Visual Distortions in Video Quality Assessment" by Ninassi, Le Meur, Le Callet, and Barba, and in "Temporal Trajectory Aware Video Quality Measure" by Barkowsky, Bialkowski, Eskofier, Bitto, and Kaup.
Supra-threshold full-reference quality metrics for low bit rate video is the topic of "A Novel Video Quality Metric for Low Bit-rate Video Considering Both Coding and Packet-loss Artifacts" by Liu, Wang, Boyce, Yang and Wu. The investigation focuses on H.264 family codecs employed over wireless packet networks. Conducted subjective studies are used to develop a full-reference metric for quality degradation due to packet losses and compression.
In "Rule-Based No-Reference Video Quality Evaluation Using Additionally Coded Videos," Oelbaum, Keimel, and Diepold present a no-reference video quality metric to predict the perceived quality of AVC/H.264 compressed video.
The perceived quality of 3-D stereoscopic digital video is explored in "Quality Evaluation of Color Plus Depth Map-Based Stereoscopic Video" by Hewage, Worrall, Dogan, Villette, and Kondoz. The authors present the results of several subjective quality studies for stereoscopic video sequences.
Drelie Gelasca and Ebrahimi address how to assess the quality of video object segmentation in "On Evaluating Video Object Segmentation Quality: A Perceptually Driven Objective Metric." The authors present a full-reference objective metric for video segmentation quality evaluation. The authors also provide both a subjective and objective performance comparison of existing video object segmentation systems for several video-based applications.
In "Consumer Opinions About Frequency Of Artifacts In Digital Video," Cermak presents the results of two studies on consumer opinions about artifacts in digital video. In the first study, consumers were asked to report on how often they perceived various classes of artifacts in broadcast video. In the second, a different set of consumers were asked to place a cost on how much they were willing to pay to not have certain artifacts appear. These studies provide insight into how the actual end users of digital video systems rank various types of artifacts. Cambridge, in 1979 , 1982 , and 1987 , respectively. From 1987 to 1999 
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