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Constant Envelope Signaling in MIMO
Channels
Borzoo Rassouli and Bruno Clerckx
Abstract
The capacity of the point-to-point vector Gaussian channel under the peak power constraint is not known in
general. This paper considers a simpler scenario in which the input signal vector is forced to have a constant envelope
(or norm). The capacity-achieving distribution for the non-identity 2× 2 MIMO channel when the input vector lies
on a circle in R2 is obtained and is shown to have a finite number of mass points on the circle. Subsequently, it is
shown that the degrees of freedom (DoF) of a full-rank n by n channel with constant envelope signaling is n − 1
and it can be achieved by a uniform distribution over the surface of the hypersphere whose radius is defined by the
constant envelope. Finally, for the 2 by 2 channel, the power allocation scheme of the constant envelope signaling
is compared with that of the conventional case, in which the constraint is on the average transmitted power. It is
observed that when the condition number of the channel is close to one, both schemes have a similar trend while
this is not the case as the condition number grows.
Index Terms
Constant envelope signaling, MIMO, finite number of mass points
I. INTRODUCTION
In [1], the capacity of the point-to-point scalar Gaussian channel under the peak and average power constraints
was investigated and it was shown that the capacity-achieving distribution has a probability mass function with a
finite number of mass points. Shamai and Bar-David gave a full account on the capacity of a quadrature Gaussian
channel under the aforementioned constraints in [2] and proved that the optimal input distribution has a discrete
amplitude and a uniform independent phase. Even without a peak power constraint, this discreteness in the optimal
input distribution was shown in [3] to be true for the Rayleigh-fading channel when no channel state information
(CSI) is assumed either at the receiver or the transmitter. Following this work, the authors in [4] and [5] investigated
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2the capacity of noncoherent AWGN and Rician-fading channels, respectively. In [6], a point to point real scalar
channel is considered in which sufficient conditions for the additive noise are provided such that the support of the
optimal bounded input has a finite number of mass points. These sufficient conditions are also useful in multi-user
settings as shown in [7] for the MAC channel under bounded inputs.
The capacity of the Gaussian MIMO with identity channel under the peak and average power constraints is shown
in [8] where the support of the optimal input distribution is a finite set of hyper-spheres with mutual independent
phases and amplitude in the spherical domain. However, the capacity of the general point-to-point Gaussian MIMO
channel under the peak power constraint is an open problem. In this paper, we address a simpler problem in which
the input is forced to have a constant envelope (i.e., for any codeword xn(m) where m denotes the message index,
instead of the peak power constraint which is equivalent to ‖xi(m)‖ ≤ R , ∀i ∈ [1 : n], a stronger condition,
which is ‖xi(m)‖ = R , ∀i ∈ [1 : n], must be satisfied). A 2 by 2 non-identity channel matrix is considered.
The capacity of this channel under constant-norm inputs is obtained and it is shown that the capacity achieving
distribution has a finite number of mass points on the circle defined by the constraint. Although the capacity does
not have a closed form solution, lower and upper bounds can be obtained for it which are sufficient to give the
optimal degrees of freedom (DoF). As a result, it is shown that the degrees of freedom (DoF) of a full-rank n by n
channel with constant envelope signaling is n− 1 and it can be achieved by a uniform distribution over the surface
of the hypersphere whose radius is defined by the constant envelope. Finally, for the 2 by 2 channel, the constant
envelope signaling is compared to the conventional case which has only the average power constraint. It is shown
that when the condition number of the channel is close to one (i.e., the channel is ill-conditioned), the optimal power
allocation scheme of the constant envelope signaling has a similar behavior to that of the conventional case, which
is the water-filling algorithm. However, as the condition number grows, the schemes show completely different
trends. The criterion for this comparison is the power level at which the weaker channel starts to be allocated
non-zero power which is evaluated in the numerical results.
The steps for proving the finiteness of the support of the optimal input is similar to that in [1] which is based
on contradiction. More precisely, first, it is assumed that the optimal input has an infinite number of mass points.
By using some tools in real and complex analysis, this assumption leads to an equality (involving a probability
density function) which must be satisfied on a set. The last part of the proof is showing that this equality does not
hold, and therefore disproving the first assumption of an infinite number of points for the optimal input distribution.
In [1] and [2] this contradiction is obtained by directly solving for the probability density function (by means of
Fourier and Laplace transforms) and showing that either it is not a legitimate pdf or it cannot be induced by the
input. Hermite polynomials and its properties were used in [9] to solve for the probability density function and get
the contradiction. The application of these methods and solving for the pdf is not straightforward for the problem
considered in this paper. Therefore, knowing that the right hand side of the aforementioned equality is a constant,
we obtain the contradiction by showing that the left hand side of this equality can become unbounded with its
parameter.
The paper is organized as follows. Section II explains the system model under consideration. Section III states the
3main result of this paper through a theorem whose detailed proof is given in section IV. The asymptotic behavior of
the capacity-achieving input distribution for small values of SNR along with the degrees of freedom under constant
envelope signaling are presented in section V . In section VI, the problem is analyzed in the polar coordinates and
the notations of this section will be used in section VII which shows the numerical results. The paper is concluded
in section VIII.
II. SYSTEM MODEL
We consider a 2× 2 discrete-time memoryless vector Gaussian channel given by
Yi = HXi +Wi (1)
in which i denotes the channel use. H = diag{λ, 1} (|λ| 6= 1) is the deterministic channel matrix and {Wi} is an
i.i.d. noise vector process with Wi ∼ N(0, I2) (and independent of Xi) for every transmission i ∈ [1 : n]. The
assumption of |λ| 6= 1 is to exclude the identity channel matrix for which the capacity-achieving distribution under
a fixed transmission power is already known in [10] (i.e., the optimal input has uniform phase on the circle defined
by the constant norm). It can be easily verified that it is sufficient to consider only the case λ > 1. 1
The capacity of this channel under a fixed transmission power (i.e., constant norm) is
C(R) = sup
FX(x):‖X‖a.s.= R
I(X;Y) = sup
FX(x):‖X‖a.s.= R
h(Y)− ln(2πe) (2)
where R denotes the constant envelope and the capaciy is in nats
channel use . The abbreviation a.s. stands for almost
surely2 and FX(x) denotes the CDF of the input over which the optimization is done. The pdf of the output
determined by the input is given by
fY(y;FX) =
∫∫
‖x‖=R
1
2π
e−
(y1−λx1)
2
2 −
(y2−x2)
2
2 d2FX(x) (3)
where the notation ;FX is to emphasize that Y has been resulted by FX. Due to the symmetry of noise, it suffices
to consider the input distributions that satisfy the following
d2FX(x) = (dFX1 (x1)).
[
1
2
δ(x2 −
√
R2 − x21) +
1
2
δ(x2 +
√
R2 − x21)
]
dx2 (4)
where δ(.) is the Dirac-delta function. In other words, any other input distribution that cannot be written as in (4),
cannot be an optimal distribution and hence is excluded from our consideration.
Substituting (4) in (3), we get the output pdf as
fY(y;FX1 ) =
∫ R
−R
K(y1, y2, x)dFX1 (x) (5)
1This can be justified by a simple normalization and symmetry of the noise.
2More precisely, Let Ω be the sample space of the probability model over which the random vector X is defined. ‖X‖ a.s.= R is equivalent
to Pr{ω ∈ Ω| ‖X(ω)‖ = R} = 1.
4where the kernel is
K(y1, y2, x) =
1
2π
e−
(y1−λx)
2
2
[
1
2
e−
(y2−
√
R2−x2)2
2 +
1
2
e−
(y2+
√
R2−x2)2
2
]
. (6)
The marginal entropy density of the output variables induced by the input is defined as [1]
h˜Y(x;FX1 ) = −
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, x) ln fY(y;FX1 )dy (7)
which satisfies the following (which in turn justifies why it is named density)
h(Y;FX1 ) =
∫ R
−R
h˜Y(x;FX1 )dFX1 (x). (8)
Finally, the optimization problem in (2) becomes equivalent to
C(R) = sup
FX1 (x):X1∈[−R,R]
h(Y;FX1 )− ln(2πe) (9)
where X1 ∈ [−R,R] is in a.s. sense.
III. MAIN RESULTS
Let ǫ∗X denote the set of points of increase of the optimal input distribution.3
Theorem. The optimization problem in (9) has a unique solution (denoted by F ∗X1 (x)) which satisfies the
following necessary and sufficient conditions
h˜Y(x;F
∗
X1
) = h(Y;F ∗X1 ) ∀x ∈ ǫ∗X (10)
h˜Y(x;F
∗
X1
) < h(Y;F ∗X1 ) ∀x ∈ [−R,R]− ǫ∗X . (11)
Further, ǫ∗X consists of a finite number of mass points in the interval [−R,R] (i.e., |ǫ∗X | <∞).
IV. PROOF OF THE THEOREM
The steps of the proof are as follows. The uniqueness of the solution along with the necessary and sufficient
conditions are obtained through the convex optimization problem. The finite cardinality of ǫ∗X is proved by
contradiction. In other word, it is shown that infinite number of mass points for the optimal input is not possible.
Let FR denote the set of all cumulative distribution functions having their support in the interval [−R,R], i.e.
FR = {FX1(x)|FX1 (x) = 0 ∀x < −R , FX1(x) = 1 ∀x ≥ R}. (12)
Proposition 1. The metric space (FR, dL) is convex and compact where dL denotes the Levy metric [11].
Proof: The proof is the same as that in [12] and [3, Appendix I].
Proposition 2. The differential entropy h(Y;FX1 ) : FR → R is continuous.
Proof: The proof is the same as that in [12], [2, Proposition 3], [3, Appendix I] and [6, Proposition 1].
Proposition 3. The differential entropy h(Y;FX1 ) : FR → R is strictly concave and weakly differentiable.
Proof: The proof is the same as that in [12], [2, Proposition 4], [3, Appendix II] and [6, Proposition 2].
3A point P is said to be a point of increase of a distribution if for any open set Γ containing P , we have Pr{Γ} > 0.
5The weak derivative of h(Y;FX1 ) at F 0X1 is given by
h′F 0
X1
(Y;FX1 ) = lim
ζ→0
h(Y; (1 − ζ)F 0X1 + ζFX1 )− h(Y;F 0X1 )
ζ
= lim
ζ→0
∫ R
−R h˜Y
(
x; (1 − ζ)F 0X1 + ζFX1
)
d
(
(1 − ζ)F 0X1 (x) + ζFX1 (x)
) − ∫ R−R h˜Y (x;F 0X1) dF 0X1(x)
ζ
= lim
ζ→0
(1− ζ) ∫ R−R h˜Y(x;F 0X1 )dF 0X1 (x) + ζ ∫ R−R h˜Y(x;F 0X1 )dFX1(x) − ∫ R−R h˜Y (x;F 0X1) dF 0X1 (x)
ζ
=
∫ R
−R
h˜Y(x;F
0
X1
)dFX1 (x) − h(Y;F 0X1 ) , ∀FX1 ∈ FR. (13)
Since h(Y;FX1 ) is a concave map from FR to R, Lagrangian optimization [13] guarantees a unique solution for
(9) and the necessary and sufficient condition for the maximizer F ∗X1 is∫ R
−R
h˜Y(x;F
∗
X1
)dFX1(x) ≤ h(Y;F ∗X1 ) , ∀FX1 ∈ FR. (14)
It can be shown that (14) is equivalent to (10) and (11) (as in [1, Corollary 1]). The marginal entropy density can
be extended to the complex domain, i.e.
h˜Y(z;FX1) = −
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, z) ln fY(y;FX1 )dy , z ∈ C. (15)
Let D = C− {(−∞,−R] ∪ [R,+∞)}.
Proposition 4. The kernel K(y1, y2, z) is holomorphic on D.
Proof: This can be verified4 by the fact that the real and imaginary parts of K(y1, y2, z = x + jy) have
continuous partial derivatives and satisfy the Cauchy-Riemann equations on D. As a result, by Cauchy’s theorem,
for every rectifiable closed curve γ in D, ∫
γ
K(y1, y2, z)dz = 0. (16)
Proposition 5. The marginal entropy density h˜Y(z;FX1) is holomorphic on D.
Proof: First, we show the continuity of h˜Y(z;FX1) on D. Let {zm}∞1 be a sequence of complex numbers in
D converging to z0 ∈ D. Since K(y1, y2, z) is holomorphic on this domain, it is continuous. Therefore,
lim
m→∞
K(y1, y2, zm) ln fY(y;FX1 ) = K(y1, y2, z0) ln fY(y;FX1 ). (17)
By the application of Lebesgue’s dominated convergence theorem, the continuity and boundedness of the kernel
guarantees the continuity of fY(y;FX1 ) given in (5). This allows us to write
min
x∈[−R,R]
K(y1, y2, x) ≤ fY(y;FX1 ) ≤ max
x∈[−R,R]
K(y1, y2, x). (18)
Therefore,
1
2π
e−
y21+y
2
2
2 −λ
2R2
2 −λR|y1| ≤ fY(y;FX1 ) ≤
1
2π
e−
y21+y
2
2
2 −R
2
2 +λR|y1| coshRy2 (19)
4Alternatively, it can be verified by noting that D is the domain where log(R2 − z2) is holomorphic.
6which results in
| ln fY(y;FX1 )| ≤ ln(2π) +
y21 + y
2
2
2
+
λ2R2
2
+ λR|y1|+ ln(coshRy2). (20)
It can be verified that
|h˜Y(zm;FX1)| ≤
∫ ∞
−∞
∫ ∞
−∞
|K(y1, y2, zm)|| ln fY(y;FX1 )|dy
≤ | 1
2π
e−
(λ2−1)z2m
2 |e−R
2
2
∫ ∞
−∞
∫ ∞
−∞
e−
y21+y
2
2
2 |eλy1zm || cosh(y2
√
R2 − z2m)|| ln fY(y;FX1 )|dy
≤ | 1
2π
e−
(λ2−1)z2m
2 |e−R
2
2
∫ ∞
−∞
∫ ∞
−∞
e−
y21+y
2
2
2 eλy1Re(zm)e|y2|
√
R2+|zm|2 | ln fY(y;FX1 )|dy (21)
<∞ (22)
where in (21), we have used the fact that |ez| = eRe(z), | cosh(z)| ≤ cosh(Re(z)) and cosh(x) ≤ e|x|(x ∈ R). (22)
is due to the upper bound in (20) and the term e− y
2
1+y
2
2
2 in the integration. Since the absolute value of the integrand
of h˜Y(zm;FX1 ) is integrable, by Lebesgue’s dominated convergence theorem, we have
lim
m→∞
h˜Y(zm;FX1) = − lim
m→∞
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, zm) ln fY(y;FX1 )dy
= −
∫ ∞
−∞
∫ ∞
−∞
lim
m→∞K(y1, y2, zm) ln fY(y;FX1 )dy
= −
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, z0) ln fY(y;FX1 )dy
= h˜Y(z0;FX1) (23)
which proves the continuity of h˜Y(z;FX1). Let ∂T denote an arbitrary triangle in D. We can write,∫
∂T
h˜Y(z;FX1)dz = −
∫
∂T
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, z) ln fY(y;FX1 )dydz
= −
∫ ∞
−∞
∫ ∞
−∞
∫
∂T
K(y1, y2, z)dz ln fY(y;FX1 )dy (24)
= 0 (25)
where (24) is allowed by Fubini’s theorem, because for a given rectifiable triangle ∂T ,∫
∂T
|h˜Y(z;FX1)|dz <∞. (26)
(25) is due to the holomorphy of K(y1, y2, z) (see (16)). Therefore, by Morera’s theorem (with weakened hypoth-
esis), it is concluded that h˜Y(z;FX1) is holomorphic on D.
If ǫ∗X has an infinite number of points, since it is bounded in [−R,R], it must have an accumulation point by
Bolzano-Weierstrass theorem. If the accumulation point is in (−R,R), it is also in the domain where the marginal
entropy density is holomorphic (i.e., D = C− {(−∞,−R]∪ [R,+∞)}). Therefore, by using the identity theorem
of holomorphic functions of one complex variable, the following must be satisfied
h˜Y(z;F
∗
X1
) = h(Y;F ∗X1 ) , ∀z ∈ D. (27)
7If the accumulation point is on the boundary (i.e. it is ±R) where the holomorphy fails to hold (and the usage
of identity theorem is not allowed), we can still show that (27) must hold. The reason is as follows. Note that
an accumulation point of P (∈ [−R,R]) on the x1 axis is equivalent to an accumulation point of
√
R2 − P 2
(∈ [−R,R]) on the x2 axis and vice versa. Therefore, if there is an accumulation point of ±R on x1 axis, there is
an accumulation point of 0 on x2 axis. By using an alternative representation of the input distribution in (4), we
can write
d2FX(x) = (dFX2 (x2)).
[
1
2
δ(x1 −
√
R2 − x22) +
1
2
δ(x1 +
√
R2 − x22)
]
dx1 (28)
which results in an equivalent optimization problem as
C(R) = sup
FX2 (x):X2∈[−R,R]
h(Y;FX2 )− ln(2πe) (29)
with the following modified terms
fY(y;FX2 ) =
∫ R
−R
K ′(y1, y2, x)dFX2 (x) (30)
h˜Y(x;FX2 ) = −
∫ ∞
−∞
∫ ∞
−∞
K ′(y1, y2, x) ln fY(y;FX2 )dy (31)
K ′(y1, y2, x) =
1
2π
e−
(y2−x)
2
2
[
1
2
e−
(y1−λ
√
R2−x2)2
2 +
1
2
e−
(y1+λ
√
R2−x2)2
2
]
. (32)
By using the same tools in analysis, an accumulation point of ±R on x1 axis (which is equivalent to an accumulation
point of 0 on x2 axis) results in
h˜Y(z;F
∗
X2
) = h(Y;F ∗X2 ) , ∀z ∈ D. (33)
This also means that all the points on the x2 axis in the interval (−R,R) are points of increase of F ∗X2 . Hence,
all the points on the x1 axis in the interval (−R,R)− {0} are points of increase of F ∗X1 which in turn results in
having an accumulation point ( 6= ±R) on the x1 axis. Therefore, regardless of having the accumulation point on
x1 axis in the interior or the boundary of [−R,R], the assumption of having an infinite number of mass points in
ǫ∗X results in (27). In what follows, the equality in (27) is disproved5. Rewriting (27), we have
− 1
2π
∫ ∞
−∞
∫ ∞
−∞
e−
(y1−λz)
2
2
[
1
2
e−
(y2−
√
R2−z2)2
2 +
1
2
e−
(y2+
√
R2−z2)2
2
]
ln fY(y;F
∗
X1
)dy = c , ∀z ∈ D (34)
where c(= h(Y;F ∗X1 )) is a constant. Let z = x+ iǫ (ǫ 6= 0). For any given x <∞, (34) implies
lim
ǫ→0
− 1
2π
∫ ∞
−∞
∫ ∞
−∞
e−
(y1−λ(x+iǫ))
2
2
[
1
2
e−
(y2−
√
R2−(x+iǫ)2)2
2 +
1
2
e−
(y2+
√
R2−(x+iǫ)2)2
2
]
ln fY(y;F
∗
X1
)dy = c. (35)
Since the absolute value of the integrand in (35) is integrable, by the application of Lebesgue’s dominated conver-
gence theorem, we can take the limit inside the integrals and obtain
− 1
2π
∫ ∞
−∞
∫ ∞
−∞
e−
(y1−λx)
2
2
[
1
2
e−
(y2−
√
R2−x2)2
2 +
1
2
e−
(y2+
√
R2−x2)2
2
]
ln fY(y;F
∗
X1
)dy = c , ∀x ∈ R. (36)
5Note that this is the equality mentioned in section I.
8In the sequel, it is shown that (36) does not hold. More precisely, it is shown that the left hand side of (36) becomes
unbounded as x goes to infinity and therefore it cannot be a constant on the whole real line. We rewrite fY(y;F ∗X1 )
as
fY(y;F
∗
X1
) =
1
2π
e−
y21+y
2
2
2 −R
2
2 g(y;F ∗X1 ) (37)
where
g(y;F ∗X1 ) =
∫ R
−R
e−
(λ2−1)x2
2 +λy1x cosh(y2
√
R2 − x2)dF ∗X1(x). (38)
By substituting (37) in (36), we obtain
ln(2π) +R2 + 1 +
λ2 − 1
2
x2 −
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, x) ln g(y;F
∗
X1
)dy2dy1︸ ︷︷ ︸
I
= c , ∀x ∈ R. (39)
The double integral in (39) at large values of x can be written as (note that we make use of the equality cosh(ix) =
cos(x))
I = e−
(λ2−1)
2 x
2
∫ ∞
−∞
∫ ∞
−∞
e
−y21−y
2
2+2λy1x
2 cos(y2
√
x2 −R2) ln g(y;F ∗X1 )dy2dy1 (40)
= lim
a,b,c,d→+∞
e−
(λ2−1)
2 x
2
∫ b
−a
∫ d
−c
e
−y21−y
2
2+2λy1x
2 cos(y2
√
x2 −R2) ln g(y;F ∗X1 )dy2dy1. (41)
If it can be shown that |I| ≤ O(x) (i.e., the growth of I with x is at most linearly), then the proof is complete
by observing that the left hand side of (39) does not converge to any real number as x increases and therefore it
cannot be a constant on the whole real line.
Let M,K be two sufficiently large numbers satisfying K ≫M and define I(M) as
I(M) = I−K−∞ + I
K
−K + I
+∞
K (42)
in which
Iba , e
− (λ2−1)2 x2
∫ b
a
∫ M
−M
e
−y21−y
2
2+2λy1x
2 cos(y2
√
x2 −R2) ln g(y;F ∗X1)dy2dy1 a, b ∈ R ∪ {−∞,+∞}. (43)
In what follows, we find upper bounds for each of the terms in (42) when x is sufficiently large.
lim
x→+∞
|IK−K | ≤ lim
x→+∞
e−
(λ2−1)
2 x
2
∫ K
−K
∫ M
−M
e
−y21−y
2
2+2λy1x
2 | cos(y2
√
x2 −R2)|| ln g(y;F ∗X1)|dy2dy1
≤ lim
x→+∞
e−
(λ2−1)
2 x
2
∫ K
−K
∫ M
−M
e
−y21−y
2
2+2λy1x
2 | ln g(y;F ∗X1 )|dy2dy1
≤ lim
x→+∞
e−
(λ2−1)
2 x
2
∫ K
−K
∫ M
−M
e
−y21−y
2
2+2λy1x
2 R(λ|y1|+ |y2|)dy2dy1 (44)
= 0 (45)
where in (44), we use the following upper bound for g(y;F ∗X1 ) defined in (38)
g(y;F ∗X1 ) ≤ eR(λ|y1|+|y2|). (46)
9Similarly, for the term I−K−∞, we can write
lim
x→+∞
|I−K−∞| ≤ lim
x→+∞
e−
(λ2−1)
2 x
2
∫ −K
−∞
∫ M
−M
e
−y21−y
2
2+2λy1x
2 R(λ|y1|+ |y2|)dy2dy1 (47)
= 0. (48)
Bounding I+∞K is more involved. First, according to the boundary of integration in I
+∞
K , we have y1 ≥ K ≫M ≥
|y2|. By rewriting g(y;F ∗X1 ) in this regime, we get
g(y;F ∗X1 ) =
∫ R
−R
e−
(λ2−1)x2
2 +λy1x cosh(y2
√
R2 − x2)dF ∗X1 (x)
=
∫ R
−R
[
1
2
e−
(λ2−1)x2
2 +λy1x+y2
√
R2−x2 +
1
2
e−
(λ2−1)x2
2 +λy1x−y2
√
R2−x2
]
dF ∗X1(x)
≈
∫ R
−R
[
1
2
eλy1x +
1
2
eλy1x
]
dF ∗X1 (x) (49)
=
∫ R
−R
eλy1xdF ∗X1(x) (50)
where (49) is due to the fact that y1 ≥ K ≫M ≥ max{|y2|, R} and this approximation gets better when M →∞
and K grows faster than M . Therefore,
lim
M→+∞:x≫K≫M
|I+∞K | (51)
= lim
M→+∞:x≫K≫M
∣∣∣∣∣e− (λ2−1)2 x2
∫ ∞
K
∫ M
−M
e
−y21−y
2
2+2λy1x
2 cos(y2
√
x2 −R2) ln g(y;F ∗X1 )dy2dy1
∣∣∣∣∣
≈ lim
M→+∞:x≫K≫M
∣∣∣∣∣e− (λ2−1)2 x2
∫ ∞
K
e
−y21+2λy1x
2
∫ M
−M
e−
y22
2 cos(y2
√
x2 −R2)dy2 ln
(∫ R
−R
eλy1xdF ∗X1 (x)
)
dy1
∣∣∣∣∣
= lim
K→+∞:x≫K
∣∣∣∣∣√2πe−λ22 x2+R22
∫ ∞
K
e
−y21+2λy1x
2 ln
(∫ R
−R
eλy1xdF ∗X1 (x)
)
dy1
∣∣∣∣∣ (52)
≤ lim
K→+∞:x≫K
√
2πe−
λ2
2 x
2+R
2
2
∫ ∞
K
e
−y21+2λy1x
2 Rλy1dy1
= lim
K→+∞:x≫K
√
2πRλe
R2
2
∫ ∞
K
e−
(y1−λx)
2
2 y1dy1
= lim
K→+∞:x≫K
√
2πRλe
R2
2
(
e−
(K−λx)2
2 +
√
2πλxQ(K − λx)
)
(53)
= lim
x→+∞
2πRe
R2
2 λ2x (54)
where in (52), we have used the equality ∫ +∞−∞ e−βx2 cos bxdx = √πβ e− b24β (Re{β} > 0) and this approximation
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becomes better as M grows. In (53), Q(a) = ∫∞
a
e
−
t2
2√
2π
dt. The limit of the left hand side of (39) is
lim
x→+∞ ln(2π) +R
2 + 1 +
λ2 − 1
2
x2 − I = lim
M→+∞:x≫K≫M
ln(2π) +R2 + 1 +
λ2 − 1
2
x2 − I(M) (55)
= lim
M→+∞:x≫K≫M
ln(2π) +R2 + 1 +
λ2 − 1
2
x2 − I−K−∞ − IK−K − I+∞K
≥ lim
M→+∞:x≫K≫M
ln(2π) +R2 + 1 +
λ2 − 1
2
x2 − |I−K−∞| − |IK−K | − |I+∞K |
≥ lim
x→+∞
ln(2π) +R2 + 1 +
λ2 − 1
2
x2 − 2πReR
2
2 λ2x
= +∞. (56)
Note that the assumption of λ > 1 is crucial for all of the bounds specially in (56). Therefore, (39) does not hold
on the whole real line (and in turn (27) does not hold on D) which makes the assumption of infinite number of
mass points incorrect. This completes the proof.
V. ASYMPTOTIC BEHAVIOR
Corollary 1. For λ ≥ 1, when the norm of the input vector is very small, we have
C(R) ≈ λ
2R2
2
, R→ 0 (57)
and the asymptotically optimal input distribution is given by
F
asym
X (x) =
[
1
2
u(x1 −R) + 1
2
u(x1 +R)
]
u(x2) (58)
where u(.) is the unit step function.
Proof: From (2), we can write
C(R) ≤ sup
FX(x):E[‖X‖2]≤R2
I(X;Y)
=
1
2
ln(1 + λ2P ∗1 ) +
1
2
ln(1 + P ∗2 ) (59)
where the solutions of the water filling algorithm are given by
(P ∗1 , P
∗
2 ) =

 (R
2, 0) R2 ≤ 1− 1
λ2
(
R2+1− 1
λ2
2 ,
R2−1+ 1
λ2
2 ) o.w.
. (60)
When R is vanishingly small, from (59) and (60), we have
lim
R→0
C(R) ≤ lim
R→0
1
2
ln(1 + λ2R2) =
λ2R2
2
. (61)
In what follows, we show that the distribution in (58) achieves the upper bound in (79) asymptotically. The pdf of
the output induced by this input distribution is
fY(y;F
asym
X ) =
1
2π
e−
y22
2
(
1
2
e−
(y1−λR)
2
2 +
1
2
e−
(y1+λR)
2
2
)
. (62)
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When R is small,
h(Y;F
asym
X ) = lim
R→0
−
∫ ∞
−∞
∫ ∞
−∞
fY(y;F
asym
X ) ln fY(y;F
asym
X )dy
= lim
R→0
∫ ∞
−∞
∫ ∞
−∞
1
2π
e−
y22
2
(
1
2
e−
(y1−λR)
2
2 +
1
2
e−
(y1+λR)
2
2
)(
ln 2π +
y22
2
+
y21
2
+
λ2R2
2
− ln cosh(λRy1)
)
dy
= lim
R→0
∫ ∞
−∞
∫ ∞
−∞
1
2π
e−
y22
2
(
1
2
e−
(y1−λR)
2
2 +
1
2
e−
(y1+λR)
2
2
)(
ln 2π +
y22
2
+
y21
2
+
λ2R2
2
− λ
2R2y21
2
)
dy
(63)
= lim
R→0
1 + ln 2π +
λ2R2
2
(64)
where in (63), we have used the approximations coshx ≈ 1+ x22 and ln(1+x) ≈ x for x≪ 1 and in (64), we have
dropped the higher order terms of R. Therefore, when the norm of the input is very small, the mutual information
resulted by the input distribution F asymX (x) is
lim
R→0
h(Y;F
asym
X )− ln 2πe =
λ2R2
2
(65)
which confirms that the upper bound in (79) is asymptotically tight.
The asymptotic optimality of the distribution in (58) can alternatively be proved by inspecting the behavior of
the marginal entropy density h˜Y(x;FX1 ) when R is sufficiently small. From (19), we have
fY(y;FX1 )
R→0−→ 1
2π
e−
y21+y
2
2
2 . (66)
Therefore,
h˜Y(x;FX1 ) = −
∫ ∞
−∞
∫ ∞
−∞
K(y1, y2, x) ln fY(y;FX1 )dy (67)
→
∫ ∞
−∞
∫ ∞
−∞
1
2π
e−
(y1−λx)
2
2
[
1
2
e−
(y2−
√
R2−x2)2
2 +
1
2
e−
(y2+
√
R2−x2)2
2
]
(ln 2π +
y21 + y
2
2
2
)dy (68)
= 1 + ln 2π +
R2
2
+
λ2 − 1
2
x2 (69)
which is a strictly convex (and even) function. Hence, the necessary and sufficient conditions in (10) and (11)
are satisfied if and only if the input is distributed as (58)6. Note that in contrast to the optimal distribution, the
asymptotically optimal distribution is not unique. As a special case, when λ = 1, the distribution in (58) with two
mass points is still asymptotically optimal. However, the optimal input distribution has an infinite number of mass
points uniformly distributed on the circle with radius R (as shown in [10]).
Corollary 2. For high SNR values, we have
lim
R→∞
C(R)
lnR
= 1. (70)
In other words, the constant envelope signaling in a 2 by 2 channel has only one degree of freedom.
6It can alternatively be verified that when R ≪ 1, h˜Y(x;FX2) becomes strictly concave and one mass point at zero on the x2 axis is
optimal which is equivalent to (58).
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Proof: By writing the input of the channel in polar coordinates as X = R[cosΘ , sinΘ]T , the differential
entropy of the input in polar coordinates is given by
h(X) = −
∫
‖x‖=R
fX(x) ln fX(x)dx
= −
∫ 2π
0
fX(x(R, θ)) ln fX(x(R, θ))| ∂x
∂(R, θ)
|dθ
= −
∫ 2π
0
fΘ(θ) ln
fΘ(θ)
| ∂x
∂(R,θ) |
dθ
= h(Θ) + lnR
≤ ln 2πR (71)
where ∂x
∂(R,θ) = R is the Jacobian of the transform and the maximum in (71) is achieved iff the Θ ∼ U [0, 2π).
The capacity is bounded below as follows.
C(R) = sup
FX(x):‖X‖=R
h(Y;FX)− ln(2πe)
≥ sup
FX(x):‖X‖=R
ln
(
eh(HX) + eh(W)
)
− ln(2πe) (72)
= sup
FX(x):‖X‖=R
ln
(
eln |det(H)|+h(X) + 2πe
)
− ln(2πe)
= ln(2πλR + 2πe)− ln(2πe) (73)
where (72) is due to the vector entropy-power inequality (EPI) and in (73) the upper bound in (71) is used.
The capacity is bounded above as follows.
C(R) = sup
FX(x):‖X‖=R
h(HX+W;FX)− ln(2πe)
≤ sup
FX(x):‖X‖=R
h(HX,W;FX)− ln(2πe)
≤ sup
FX(x):‖X‖=R
h(HX;FX) + h(W)− ln(2πe)
= ln(2πR) + lnλ. (74)
Combining (73) and (74), we have
ln(2πλR + 2πe)− ln(2πe) ≤ C(R) ≤ ln(2πR) + lnλ. (75)
Dividing by lnR and letting R→∞ results in (70).
The analysis can be readily generalized to the n-dimensional full rank channels by noting that
h(X) ≤ ln
(
2π
n
2Rn−1
Γ(n2 )
)
(76)
which is tight iff the distribution of the phase vector of X in the spherical coordinates is as follows
fΘ(θ) =
1
2π
n−2∏
i=1
α−1i sin
n−i−1 θi (77)
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where αi =
√
πΓ(n−i2 )
Γ(n−i+12 )
. Therefore, we have
n
2
ln
(
(
2Rn−1π
n
2 |det(H)|
Γ(n2 )
)
2
n + 2πe
)
− n
2
ln(2πe) ≤ C(R) ≤ ln
(
2π
n
2Rn−1
Γ(n2 )
)
+ ln |det(H)| (78)
which results in
lim
R→∞
C(R)
lnR
= n− 1. (79)
Intuitively, that loss of 1 degree of freedom is due to the fact that for a constant norm n-dimensional vector, given
its n − 1 elements, the remaining element has the uncertainty of at most 1 bit which does not scale with R as it
goes to infinity. Finally, note that the phase distribution in (77) is equivalent to uniform distribution on the surface
of the hypersphere with radius R which is optimal in the DoF sense7.
VI. ANALYSIS IN POLAR COORDINATES
In this section, the problem in (2) is analyzed in polar coordinates. Also, in the numerical section, we adopt the
notations used in this section. By writing the input and output of the channel in polar coordinates, we have
X = R[cosΘ , sinΘ]T , Y = P [cosΨ , sinΨ]T Θ,Ψ ∈ [0, 2π) , P ∈ [0,∞). (80)
Therefore,
h(Y) = −
∫
R2
fY(y) ln fY(y)dy (81)
= −
∫ ∞
0
∫ 2π
0
fY(y(ρ, ψ)) ln fY(y(ρ, ψ))| ∂y
∂(ρ, ψ)
|dψdρ (82)
= −
∫ ∞
0
∫ 2π
0
fP,Ψ(ρ, ψ) ln
fP,Ψ(ρ, ψ)
| ∂y
∂(ρ,ψ) |
dψdρ (83)
= h(P,Ψ) +
∫ ∞
0
fP (ρ) ln ρdρ (84)
= h(V,Ψ) (85)
where ∂y
∂(ρ,ψ) = ρ is the Jacobian of the transform and V =
P 2
2 . It can be easily verified that
fV,Ψ(v, ψ;FΘ) =
∫ 2π
0
K˜(v, ψ, θ)dFΘ(θ) (86)
where the kernel function is given by
K˜(v, ψ, θ) =
1
2π
e−
λ2−1
2 R
2 cos2 θ−R22 +R
√
2v(λ cosψ cos θ+sinψ sin θ)−v. (87)
The marginal entropy density of the output variables induced by the input distribution is defined as
h˜V,Ψ(θ;FΘ) = −
∫ ∞
0
∫ 2π
0
K˜(v, ψ, θ) ln fV,Ψ(v, ψ;FΘ)dψdv (88)
which satisfies the following
h(V,Ψ;FΘ) =
∫ 2π
0
h˜V,Ψ(θ;FΘ)dFΘ(θ). (89)
7It is important to note that the DoF-achieving distribution is not unique in contrast to the capacity-achieving distribution.
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Finally, the optimization problem in (2) becomes
C(R) = sup
FΘ(θ)
h(V,Ψ;FΘ)− ln(2πe) (90)
Let ǫ∗θ denote the set of points of increase for the optimal input phase distribution F ∗Θ(θ). Analogous to the proof
of the theorem in Cartesian coordinates, Lagrangian optimization gives the necessary and sufficient condition for
the unique maximizer F ∗Θ(θ) as
h˜V,Ψ(θ;F
∗
Θ) = h(V,Ψ;F
∗
Θ) ∀θ ∈ ǫ∗θ
h˜V,Ψ(θ;F
∗
Θ) < h(V,Ψ;F
∗
Θ) ∀θ ∈ [0, 2π)− ǫ∗θ. (91)
For the second part of the proof (i.e., showing that |ǫ∗θ| <∞), the difference between investigating the problem in
the Cartesian and polar coordinates is in the extension to complex domain. In other words, the kernel and marginal
entropy density are entire functions (i.e., holomorphic on the whole complex plane) in polar coordinates. This helps
us avoid the consideration of checking the position of accumulation point (see the paragraph below (27)). Therefore,
the assumption of an infinite number of points of increase results in
h˜V,Ψ(z;F
∗
Θ) = h(V,Ψ;F
∗
Θ) , ∀z ∈ C (92)
or equivalently
− 1
2π
e−
R2
2
∫ ∞
0
∫ 2π
0
e−
λ2−1
2 R
2 cos2 z+R
√
2v(λ cosψ cos z+sinψ sin z)−v ln fV,Ψ(v, ψ;F ∗Θ)dψdv = c , ∀z ∈ C (93)
where c is a constant (= h(V,Ψ;F ∗Θ)). Taking z on the imaginary line, we have
cos z = t (t ≥ 1) , sin z = i
√
t2 − 1. (94)
By replacing (94) in (93), we get
− 1
2π
e−
R2
2
∫ ∞
0
∫ 2π
0
e−
λ2−1
2 R
2t2+R
√
2v(λ cosψt+i sinψ
√
t2−1)−v ln fV,Ψ(v, ψ;F ∗Θ)dψdv = c , ∀t ≥ 1. (95)
Finally, by separating the real and imaginary parts of the left-hand side of (95), the following is resulted
− 1
2π
e−
R2
2
∫ ∞
0
∫ 2π
0
e−
λ2−1
2 R
2t2+R
√
2vλ cosψt−v cos
(
sinψR
√
2v(t2 − 1)
)
ln fV,Ψ(v, ψ;F
∗
Θ)dψdv = c (96)
− 1
2π
e−
R2
2
∫ ∞
0
∫ 2π
0
e−
λ2−1
2 R
2t2+R
√
2vλ cosψt−v sin
(
sinψR
√
2v(t2 − 1)
)
ln fV,Ψ(v, ψ;F
∗
Θ)dψdv = 0. (97)
It is easy to verify that the integrand of (97) is an odd function with respect to ψ = π which is a consequence
of the symmetry of the additive noise. Therefore, (97) is always true. The way to show that (96) does not hold is
similar to that for disproving (36).
VII. NUMERICAL RESULTS
The theorem in section III states that the optimal input has a finite number of mass points on the circle defined
by the constraint. The algorithm for finding the number, the positions and the probabilities of these points is the
same as that explained in [2] where we start with two points for very small R and then increase R by some step
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and check the necessary and sufficient conditions. At any stage that these conditions are violated, we increase the
number of points, do the optimization to find the position and probabilities of the points, check the conditions and
keep repeating this process.
The support of the capacity achieving input and the marginal entropy densities induced by them are shown in
figures 1 to 3 for λ = 2 and different values of R. Here, we have performed the optimization in polar coordinates.
The optimality of the points in the left figures (i.e., figures 1a to 3a) is guaranteed by the necessary and sufficient
conditions in (91) which can also be verified through figures 1b to 3b. As it can be observed, the points of increase
of the optimal input, which correspond to the peaks in the marginal entropy densities, have a finite number.
Let F 1X1(x) be defined as
F 1X1(x) =
1
2
[u(x−R) + u(x+R)] . (98)
According to section V, we know that this CDF is optimal for sufficiently small values of R. As R increases,
F 1X1(x) remains optimal until it violates the necessary and sufficient conditions. By observing the behavior of
h˜Y(x;F
1
X1
), it is concluded that as R increases, the first point to violate the necessary and sufficient conditions
will happen at x = 0 (which is equivalent to (0, R) and (0,−R) on the circle).
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Fig. 1: The support of the optimal input (a) and the marginal entropy density induced by it (b) for R = 0.5477 and
λ = 2. In (a), the pairs represent the phase and its probability as in (θ, PΘ(θ)).
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Fig. 2: The support of the optimal input (a) and the marginal entropy density induced by it (b) for R = 0.6325 and
λ = 2. In (a), the pairs represent the phase and its probability as in (θ, PΘ(θ)).
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Fig. 3: The support of the optimal input (a) and the marginal entropy density induced by it (b) for R = √2 and
λ = 2. In (a), the pairs represent the phase and its probability as in (θ, PΘ(θ)).
This is shown in figure 4 for λ = 10. Therefore, the norm threshold (Rt) for which F 1X1(x) remains optimal is
obtained by solving the following equation for Rt
h˜Y(0;F
1
X1
) = h˜Y(R;F
1
X1
) (99)
which, after some manipulation, becomes equivalent to
1√
2π
∫ +∞
−∞
(e−
(y−λR)2
2 − e− y
2
2 ) ln cosh(λRy)dy =
(λ2 − 1)
2
R2. (100)
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Fig. 4: For small values of R, when R increases, the first point to become a mass point is x = 0. (here λ = 10).
By solving (100) numerically, the values of Rt are obtained for different values of λ as shown in figure 5. For
example, for λ = 10, Rt = 0.1647 which means that when the norm R is below 0.1647 the support of the optimal
input has only two equiprobable mass points at (R, 0) and (−R, 0), and at this threshold it gets another mass point
at zero as already shown in figure 4. In the conventional case (i.e., the case with only average power constraint),
according to (59) and (60), the water filling algorithm starts allocating power to X2 at R =
√
1− 1
λ2
. The red
curve in figure 5 shows this water level which is the conventional counterpart of Rt for the constant envelope
signaling. As it can be observed both curves have the same trend when the channel is ill-conditioned, but diverge
as the condition number increases. In the conventional case, when R < 1, by increasing the quality of the stronger
channel (i.e., by increasing λ), the weaker channel will become inactive, while in the constant envelope signaling,
increasing the quality of the stronger channel does not have a similar result. To elaborate this further, figure 6 shows
an example in which R = 0.65 and by increasing λ, the weaker channel becomes inactive first and then active.
This is due to the behavior of Rt in figure 5 which first increases and then decreases. It can be verified that for
R = 0.65, the distribution in (98) is optimal only in the interval λ ∈ (1.55, 1.7).
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Fig. 5: The value of the norm threshold as a function of λ.
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Fig. 6: The support of the optimal input for R = 0.65 and different values of λ.
VIII. CONCLUSION
In this paper, constant envelope signaling in point-to-point Gaussian MIMO channels was considered. For a 2
by 2 channel, we showed that the capacity-achieving input distribution has a finite number of mass points on the
circle defined by the constant norm. In this setting, the optimal DoF of a full rank n by n channel was shown to
be n − 1 which is achieved by a uniform distribution over the surface of the hypersphere defined by the constant
envelope. Finally, when the channel is ill-conditioned, the performance of the constant envelope signaling was
shown to be similar to that of the conventional case (i.e., water-filling) for a 2 by 2 channel in terms of power
allocation. However, it was observed that this similarity vanishes as the condition number grows.
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