Abstract Supporting and representing the group decision-making process is a complex task that requires very specific aspects. The current existing argumentation models cannot make good use of all the advantages inherent to group decision-making. There is no monitoring of the process or the possibility to provide dynamism to it. These issues can compromise the success of group decision support systems if those systems are not able to provide freedom and all necessary mechanisms to the decision-maker. We investigate the use of argumentation in a completely new perspective that will allow for a mutual understanding between agents and decision-makers. Besides this, our proposal allows to define an agent not only according to the preferences of the decision-maker but also according to his interests towards the decisionmaking process. We show that our definition respects the requirements that are essential for groups to interact without limitations and that can take advantage of those interactions to create valuable knowledge to support more and better.
Introduction
There are several reasons which lead decisions to be made in group: to improve the quality of the decision, to share workloads, to gain support among stakeholders, to train less experienced group members, and due to the majority of organograms existing nowadays [1, 25] . It has been proven that groups obtain performances that are qualitatively and quantitatively superior to the individual performance [24, 43] . However, in order to take advantage of the benefits behind group decision-making, it is necessary to create conditions in which groups can perform certain tasks, such as generating ideas and solutions through group interaction [21, 47] . It is considered that with the group decision-making process, members will enhance the ability to learn and stimulate the cognition level [31, 38] . Moreover, studies [24] show that cognitive stimulation helps people to think of new ideas, "unique combination or sub-ideas, or a complex solution whose total value is greater than the sum of its parts".
Group decision support systems (GDSS) appeared with the goal to support groups in the decision-making process [13] . They have been studied over the past 30 years and have become one of the most important investigation topics in the area of artificial intelligence [12, 13, 25, 35] . With the appearance of global markets, the growth of multinational enterprises and a more global vision of the planet, we easily find chief executive officers and top managers (decisionmakers) spread around the world, in countries with different time zones [20] . Nowadays, the study of GDSS has been oriented to support groups with members that cannot gather at the same place and at the same time [30] . In order to provide an answer and operate correctly in this type of scenarios the traditional GDSS have evolved to what we identify today as Ubiquitous group decision support systems (UbiGDSS). The UbiGDSS support the decision-making process by using the main characteristics of ubiquity ("anytime and "anywhere") [11, 30] . For UbiGDSS to be advantageous, they must share a number of features that put them above all the traditional GDSS. In order to support the decision-making process in an ubiquitous context, it makes sense that UbiGDSS should: allow automatic negotiation, represent interests of decision-makers, allow the existence of a process, generate ideas, discuss points of view, etc [5, 8] . However, something is wrong with GDSS that we know today. Everyone has acknowledged the benefits of this type of systems; however, we do not actually see these systems being used in reality, and it is not because the concept is still fresh. In fact, it is impossible to identify the reasons that lead to their absence and why they are not accepted in the industry sector nowadays. On the other hand, what we know is that most of artificial intelligence techniques proposed in the literature that could be used in UbiGDSS go against what are considered to be the benefits of group decision-making.
In this work, we propose a refreshing look into the concept of what and how should be the artificial intelligence mechanisms that compose an UbiGDSS. For that, we introduce a dynamic argumentation framework, which provides the system with the features that are necessary for decision-makers to take advantage of the benefits of group decision-making. Our proposal intends to follow decision-makers throughout the entire process. Our approach allows a group of decision-makers, where each agent represents a decision-maker, to seek a possible solution to a problem (choosing between several alternatives) while taking into account all the preferences of the decision-makers. Besides this, and considering that the decision-makers can understand the conversation performed between agents, those agents will also be able understand the new arguments created and exchanged between decisionmakers. These new arguments can be processed and used by agents not only to advice decision-makers, but also to find solutions throughout the decision-making process.
With this work, we intend to change the current perspective on UbiGDSS. The idea is that decision-makers see the system as something that is easy to use and that guides them throughout the decision-making process, helps them to achieve better decisions, is clear, does not inhibit the generation of new ideas, allows decision-makers to create new arguments, etc. Our approach intends, above everything else, to promote group interaction and help achieving the typical high-quality decisions that are common in face-to-face meetings. We believe that our proposal will allow to overcome many issues while supporting ubiquitous group decisionmaking, but mainly (1) make it possible for both agents and decision-makers to use a dialogue which is clear to everyone involved in the decision-making process (2) let both agents and decision-makers to take advantage of the knowledge which is generated and (3) not force decision-makers with information formulation patterns which may compromise the usability of the entire system as well as the process.
The rest of the paper is organized in the following order: Sect. 2 exposes the literature review of most recent works related to argumentation-based negotiation. In Sect. 3, our approach is presented and the definition of the argumentation model is described. In Sect. 4 , we can find the evaluation and results of this work, and in Sect. 5 the discussion is presented. Finally, some conclusions are taken in Sect. 6, along with the work to be done hereafter.
Related work
In the literature, there are various negotiation models adapted to decision-making [19, 26, 27, 29, 35] . To study argumentation (in the perspective of automated negotiation), it is crucial to read Dung [14] "On the acceptability of arguments and its fundamental role in non monotonic reasoning, logic programming and n-person games," Kraus et al. [28] "Reaching agreements through argumentation: a logical model and implementation," Sierra et al. [44] "A framework for argumentation-based negotiation," and other works in this area. However, in this document, only the most recent literature will be reviewed.
Heras et al. [22] analysed how argumentation schemes theory can be used to formalize and structure online discussions and user opinions. They considered a social network to be an abstraction of social structures that connect individuals or organizations. They distinguished implicit and explicit social networks and presented several features that could be used to define those networks (purpose, nodes, roles, etc.). They also identified three main advantages of applying argumentation schemes to social network business (to provide a formal structure to opinions and recommendations, to provide a way of evaluating user opinions and recommendations, and to provide a formal structure to the dialogue). As a final remark, they believe that argumentation can enhance business driven social networking.
Sánchez-Anguix et al. [42] proposed and studied the performance of several intra-team strategies that could be used by negotiation teams. These strategies define how the communication is carried out between team members and how decisions can be made (which requests are sent to the opponent and what mechanisms are used for the opponent to accept or refuse the request). They concluded that the negotiation environment (diversity, negotiation on time, concession strategy) affects greatly the performance of the intra-strategy that is chosen. They also referred to the fact of their approach being new in the literature and that they could further improve its performance by considering more environmental conditions (opponent strategies, non-static team memberships, etc.)
Van der Weide et al. [46] published a scientific work where they proposed a formalism to argue on a meta-level about which argument an agent should select in a given persuasion dialogue. They claimed their approach is easier to design compared to a purely quantitative approach, it allows the use of criteria that are partial and/or incommensurable, and it is possible for the agent to explain why a certain argument is selected.
El-Sisi and Mousa [15] presented a paper where they analysed the benefits of argumentation-based negotiation (ABN) against proposal-based approaches (PBA). They considered the possibility to exchange additional information as the biggest advantage of ABN. They concluded that the argumentation increased the quality of the agreements. Another very important fact was that all the failed examples in PBA become accepted in ABN. They stated the ABN is much better than PBA in terms of the quality of the agreements and the quantity of unsuccessful negotiations.
Booth et al. [4] addressed a work where they proposed a way to measure and quantify the disagreement in argument-based reasoning. They highlighted the need for an approach to measure the distance between different positions. To achieve this objective, they presented several different distance functions. As future work, they pretend to continue studying this issue and apply it to the problems of revision and judgement aggregation in argumentation.
Müller and Hunter [37] published a work proposing the use of argumentation to satisfy the needs to support the decision-maker and to document the reasons behind decisions. Their framework consists in two different steps: the first step is related to the creation of arguments, and the second step is to consider arguments created and choose the best alternative. Although their work has a strong relation with industry, they did not present any validation.
Bonzon et al. [3] presented an extended abstract where they proposed a reasoning mechanism "that allows negotiating agents to take into account information about their counterparts". To validate their approach, they ran a wide set of experiments, where they compared the negotiation strategy with and without their approach. They concluded that the new approach improves the performance of the system (namely the length of the negotiation and the quality of the agreement).
Wyner et al. [48] presented a notable work about abstract argumentation and argumentation schemes. Their idea was to integrate the argumentation schemes with abstract argumentation through a functional language. They did not run any tests until then; however, they intend to "implement argumentation schemes in a database for Web-based applications and functional or logic programs that instantiate the argumentation schemes, as well as to generate arguments, calculate attacks and determine extensions".
Heras et al. [23] proposed an argumentation framework for multi-agent systems using casebased reasoning. In their framework, the agents use arguments to reach an agreement. During the dialogue, the arguments can be classified as acceptable, unacceptable, or undecided. They evaluated their system in terms of knowledge which agents have about the social context of their partners, performance, percentage of agreement and influence on the amount of argumentation knowledge of each agent. They concluded that arguments used by experts are usually preferred; agents using their argumentation framework usually provide more accurate solutions and achieve higher percentages of agreement compared to agents who do not use it; the more knowledge an agent possess about the context of the argumentation process, the number of agreements as well as the number of agreeing agents will also increase. However, they also pointed to the fact that achieving a consensus could be difficult in case all agents had the same amount of knowledge and, therefore, had the same persuasive power.
Fan et al. [16] published a scientific work about assumption-based argumentation for decision-making including preferences over goals. One of the most interesting points of this work is the possibility to define preferences over combined goals. They applied their approach to a case study in medical research area, and they obtained satisfactory results. They claimed that their approach is easy to apply to other domains.
Parsons et al. [39] produced a research where they included the concept of trust in their argumentation-based approach. The focus of their work is to support the decision-making in scenarios where trust is variable. In their work, they used an example of military decisionmaking where they applied their argumentation-based approach. However, no results were presented, nor any kind of evaluation.
Fan and Toni [17] presented a relevant work about assumption-based argumentation. In this work, they presented two different frameworks to represent decision-making. They introduced very interesting notions of dominant decisions: strongly dominant, dominant and weakly dominant. In one of their frameworks, they included the possibility to define preferences over goals. The main advantage of their work is the possibility to explain the selected decisions through argumentation-based justification. However, they considered important to continue the studies for decision-making with preference.
Fan et al. [18] addressed a work about assumption-based argumentation. They considered that most works found in the literature related to argumentation-based decision-making did not pay attention to decision-making among multiple agents. The main contribute of this paper is how it covers the entire decision-making process: decision frameworks, argumentation-based computation, dialogues and a real-world application with implementation. They concluded that successful dialogues generate good decisions.
Marey et al. [32] published a paper where they included uncertainty in argumentationbased negotiation. This work came in the sequence of the one presented in Marey et al. [33] . They conducted a case study (buyer/seller scenario) based on their proposed approach and concluded that with their techniques negotiating agents achieve better results than nonnegotiating agents.
Marey et al. [34] addressed the problematic of negotiation in ambiguous conditions. They proposed a framework capable of tackling the agents' uncertainty. Their framework allows to measure agents' uncertainty and helps them to select better choices among the available possibilities. They ran a case study (Buyer/Seller), and they considered their results were better than others that use pure argumentation without considering uncertainty.
Sklar et al. [45] conducted a study in order to evaluate the effectiveness of "ArgTrust". The "ArgTrust" is an interactive application developed to help human users in the decision-making process [39] . In this work, they tested the "ArgTrust" in an ambiguous and complex scenario, where participants completed pre-, mid-and post-surveys based in their understanding about a certain scenario, before and after use "ArgTrust". The major conclusion is that "ArgTrust" has contributed to help users "consider their decisions more carefully".
The argumentation model
In this paper, we consider the following structure of a decision problem: there are a set of possible alternatives A, a set of criteria C and a set of agents Ag, such that an alternative a ∈ A has a value for all the defined criteria C. The decision problem has a defined communication language L c which allows agents A g to communicate. In order to operate with the defined L c , there is a set of algorithms L a , which specify for each locution ϕ ∈ L c its effect. The relations between alternatives, criteria, agents, communication language and algorithms jointly form a decision system, represented as follows: -a 1 = {car1, 10000, automatic, no };
-a 2 = {car2, 15000, manual, yes };
The way each criterion is defined allows an agent to know (in the previous example) that
An agent has a special structure that allows him to act according to the interests of the decision-maker he represents. Besides the agent's identification code, the decision-maker can also define the agent's style of behaviour for a certain time interval. The decision-maker may change that style of behaviour whenever he thinks to be appropriate. The proposed styles of behaviour (previously defined in [6, 36] ) allow the agent to act according to four dimensions: activity, resistance to change, concern for other and concern for self. Agents also include a protocol where it is defined a set of available locutions available to ag i in a time instant of t. An agent also holds the information about the evaluation done by the decision-maker about the preference of each alternative and the importance given to each considered criterion. In order to perform these configurations, the decision-maker can use a template that was proposed in [7, 9] . This template is very easy and fast to configure and can be used to obtain all this information with mechanisms that make it easier for the decision-maker to express his opinion and evaluations. The agent also includes a list of objectives to pursue after. This list is ordered ( pre f erence relation ≥ on the set O ag i ) and may contain alternatives and criteria. An agent can have as the main objective to achieve alternative a 1 as the final decision or to achieve an alternative with the best c 1 as possible, which in our example would correspond to the "the less expensive car". Agents may keep adding new objectives to their list of objectives throughout the process as well as reordering existing ones.
Example 3
An agent ag i with the defined behaviour 'Obliging' can start a discussion with the main objective to achieve the alternative, which the decision-maker (that he represents) chose as the most preferred (in the problem configuration). However, if more and more agents support another alternative, and since that agent has a high level of "concern for others", he may reorder his objectives and choose other alternatives as his main objective.
Definition 4 An agent
-∀ag i ∈ Ag, i ∈ {1, 2..., n}; -id ag i is the identification of a particular agent; -uid ag i is the identification of the decision-maker represented by the agent ag i ; -β ag i is the agent's behaviour (Dominating, Compromising, Obliging, Integrating, Avoiding and No Style); -Pr ag i is the agent's protocol for L c , specifying the 'legal' moves at each instant. A protocol on L c is a set of locution available to ag i , where O ag i can be reordered using the following formula:
where:
-o i is the assessment done to the objective i for which the result is being measured; -C S is the value of Concern for Self [1, 2, 3] ; -N S is the current number of agents supporting Alt x ; -N D is the total number of participating agents; -C O is the value of Concern for Others [1, 2, 3] .
Formula 1 reflects the importance of the objective to an agent with a certain style of behaviour, while he takes into account the probability to achieve that same objective. Our proposal intends to (besides helping to achieve a consensus) help the group to take advantage of the benefits related to group decision-making and be able to achieve decisions with more quality. Therefore, an important metric is to relate the level of consensus with the final level of satisfaction that is achieved by each decision-maker.
-Rc β i is the agent's resistance to change dimension value; -Al β i is agent's activity level dimension value; -Cs β i is the agent's Concern for Self dimension value; -Co β i is the agent's Concern for Others dimension value.
-id ϕ i is the locution's id (unique); -T p ϕ i is the locution's type (Question, Statement and Request); -T x ϕ i is the text associated with the locution; 
Rule 2 Whenever a locution is added to Pr ag i in the time instant t, its state will be
Av t
Rule 3 Whenever a locution is used at a time instant t, its state will change to Av t
Rule 4 Whenever a locution Dm ϕ i , Dm = Speci f ic is added to Pr ag k at the time instant t, then ∀Dm ϕ i ∈ L Dm ⊂ Pr ag k , Dm = General and its state will be Av t
Some examples of possible locutions are specified in Table 1 (in our experiments we are dealing with 18 different locutions).
-id ψ i is the conversation code; -ϕ ψ i is the locution sent in the message; -tr ψ i is the target associated with the message (can be null or be another message); -α ψ i is the justification associated with the locution (can be an argument or can be null); -en s ψ i is the agent/user who sent the message; -En r ψ i is the set of agents/users who will receive the message (can be 1 or *).
Rule 7
For any message ψ created by a decision-maker Dr ϕ ψ , Dr = null. This means that the message's locution can only be either infavor or against V r ϕ ψ . -i ∈ {1, 2, . . . , n}; -id α i is the identification of a particular argument; -t x α i is the text associated with a particular argument; -V r α i is the set of variables associated with a particular argument (can contain alternatives and criteria). Figure 1 represents the workflow proposed to use the argumentation model definition that is presented in this work. This workflow represents the communications and the interactions which can be performed by agents. The process is very clear and allows the decision-makers to understand the interactions and communications that happen between agents.
Definition 8 An argument
α i = {id α i , t x α i , V r α i } consists of:
Proposition 1 The system is finite.
Proof The size of the list of objectives of an agent ag i , which includes criteria and alternatives will be |O ag i | ≤ |A| ∪ |C|, which corresponds at best to the entire set of all criteria and alternatives. This means that at a certain time instant t agent ag i may use legally L t Ct , Ct = Alter native ∨ Criterion locutions. Whenever a new objective is added (for example, a new alternative), the L sp a j is added to Pr ag i . If in a time instant t +x all the criteria and alternatives were added to Pr ag i , then Pr t+x
, Dm = Speci f ic can only be used once, even if Pr ag i size may increase throughout the process, the system will be always finite.
Up until now, we have presented the definition for the proposed argumentation model only considering the agents' point of view. From this point forward, all the definitions presented will be directed towards to the interactions between decision-makers. However, these definitions are an extent of what has been proposed so far which will allow both agents and humans to use the same model definition.
Decision-makers, compared to agents, can also create messages that will hold the new knowledge as well as a new set of dynamic arguments. We can imagine an UbiGDSS as something that can be used in all sort of electronic devices and that allows quick interactions. An example of a quick interaction would be the easiness in which we can leave a "Like" in a Facebook photograph. Our approach allows decision-makers to create messages that include arguments that are infavor or against. Each created message may lead to n − 1 messages, where n is the number of decision-makers evolved in the process. Decision-makers can argue against a message through the use of an attack or argue in favour of a message through the use of a reinforcement. The way the model is defined allows the message content to be of any sort of format like text or voice, since that information is irrelevant to the agent. A decisionmaker may evaluate messages sent by other decision-makers, and this will allow agents to understand human interactions and the impact of every conversation. Figure 2 represents the workflow proposed for all the interactions and communications that happen between decision-makers. 
Definition 9
Let Ψ = {ψ 1 , ψ 2 , . . . , ψ n }, n > 0 denote a finite set of n messages that are exchanged during a human discussion.
Let us now define two functions that relate the messages in favour or against an
-F in f avour : X → ∀ψ ∈ Ψ, Dr ϕ ψ = in f avour, is a function that returns the messages in favour of X . Such messages are said pro the X ; -F against : X → ∀ψ ∈ Ψ, Dr ϕ ψ = against, is a function that returns the messages against X . Such messages are said cons the X .
Rule 8 A message is either in favour or against X . It cannot be both, so:
It is obvious that we are dealing with a context where we can easily find many conflicts of interests. This means that even if decision-makers have the collective goal to achieve the best possible solution for the group, they will still try to persuade each other to accept their preferred alternatives that they consider to be the best solution for the problem. This leads to different views on how to solve the problem (which is an advantage of group decisionmaking). In order to represent this situation, our proposal allows decision-makers to evaluate messages created by other decision-makers.
Our messages may have strengths of various weights. But those strengths depend on each decision-maker evaluation. This means that in our proposal a decision-maker can consider an argument to be very strong (or important), while another decision-maker may consider that same argument to be completely irrelevant. That strength allows arguments to rank-order each alternative according to the decision-maker point of view. We believe that this evaluation should be made in a very simple way, similarly to how a person leaves a "Like" in a social network. With the definition here proposed, it is possible to filter all the information towards decision-makers' evaluations and the messages interdependency.
-en ξ i is the user who performed the evaluation; -ψ ξ i is the message being evaluated; -ev ξ i is the evaluation mode [−1, 1]. Definition 11 Let Ξ = {ξ 1 , ξ 2 , . . . , ξ n } denote a finite set of n evaluations that are made during a human discussion.
Let us now define two functions that return all messages approving or disapproving a message ψ i :
In our proposal, the notion of attack is intrinsically directional: if ψ 1 attacks ψ 2 , this corresponds to the fact that ψ 1 has the power to affect ψ 2 , and not vice versa. Likewise, if ψ 1 reinforce ψ 2 , this corresponds to the fact that ψ 1 has the power to support ψ 2 . Notice that, we consider the attacks and reinforcements between messages and not between arguments. However, when a decision-maker decides to perform an attack or a reinforcement, it is mandatory to insert the justification, so a message has mandatorily an argument included. We represent an attack through ψ 1 → ψ 2 and a reinforcement through ψ 1 ψ 2 . Each message can result in n −1 messages, where n is the number of decision-makers evolved in the process. A group of messages with the same id ψ i can be represented through a (n −1)ar y tree (Fig. 3) .
A message ψ i can only affect a message ψ j only if there is a directed path from ψ i to ψ j . That means (considering Fig. 3 ) if a decision-maker evaluates positively the ψ 9 , his evaluation is also affecting ψ 9 , ψ 7 , ψ 3 and ψ 1 . On the other hand (and again considering Fig. 3) , if the decision-maker evaluates positively ψ 4 , although ψ 4 has the same sign as ψ 3 , we cannot correlate the messages.
Let us now define two functions that relate a message ψ 1 to the messages reinforcing it and to the messages attacking it:
, is a function that returns the messages reinforcing ψ 1 . Such messages are said pro the message ψ 1 ; -
, is a function that returns the messages attacking ψ 1 . Such messages are said cons the message ψ 1 .
Let us define a function which returns the messages sent by user en 1 :
-F sentby : en 1 → ∀ψ ∈ Ψ, en ψ = en 1 , is a function that returns all the messages sent by user en 1 .
Let us define a function which returns all evaluations done by user en 1 :
-F evaluatedby : en 1 → ∀ξ ∈ Ξ, en ξ = en 1 , is a function that returns all evaluations done by user en 1 .
Let us define a function which returns all messages evaluated by user en 1 :
-F msgevaluatedby : en 1 → ∀ψ ∈ Ψ, ∀ξ ∈ F evaluatedby (en 1 ), ψ ξ = ψ, is a function that returns all messages evaluated by user en 1 .
Let us define a function which returns the evaluation given to a message ψ 1 by user en 1 :
-F usermessageevaluation : en 1 , ψ 1 → ∀ξ ∈ F evaluatedby (en 1 ), ψ ξ = ψ 1 , is a function which returns the evaluation given to a message ψ 1 by user en 1 .
Let us now define a function to identify leaf messages sent during a human discussion:
is a function that returns the messages that are not attacked or reinforced thus being leaf messages exchanged in a human discussion.
Let us now define a function that returns all the messages done until message ψ 1 which can be more than one reinforcement or just only one attack:
, is a function that returns all the reinforcement or the attack done until ψ 1 .
Let us now define a function that returns all the messages prior to each last message in a human discussion that are either reinforcements (in the limit it could be all reinforcements until the initial message) or an attack:
, is a which returns all the messages prior to each last message that are either reinforcements or an attack.
Let us define a function that returns all the last evaluations done by user en 1 :
-F lastevaluatedby : en 1 → ∀ξ ∈ F evaluatedby (en 1 ), ψ ξ ∈ F lastdiscussions , is a function that returns all the last evaluations done by user en 1 .
In order to identify all the last evaluations done by en 1 in a certain dialogue, the id ψ can be used to filter those evaluations, and therefore the function which returns all the leaf evaluations done by user en 1 in a dialogue with id ψ 1 would be:
returns all the last evaluations done by user en 1 for the human dialogue with the id id ψ 1 .
In [41] the researchers state that argumentation-based decision process can be decomposed into the following steps: (1) Constructing arguments infavor/against statements (beliefs or decisions), (2) Evaluating the strength of each argument, (3) Determining the different conflicts among arguments, (4) Evaluating the acceptability of arguments and (5) Comparing decisions on the basis of relevant "accepted" arguments. We consider that in our work, we are able to deal with all of this topics as we will prove in our experiments. In addition, our model has the advantage of integrating those points in a perspective that deals with both agents and humans using the same definition.
It will be next described each step for agents to take advantage of the information exchanged during human dialogues.
When an agent is starting a new discussion, it will first select the highest evaluation whose representing decision-maker evaluated from all topics that were created. For that, it is next shown a function that returns all root messages from Ψ set: -F r oot : X → ∀ψ ∈ Ψ, tr ψ = null, is a function that returns all root messages.
Let us now define a function which returns the root message from the same topic of a message ψ 1 :
, is a function which returns the root message from the same topic of a message ψ 1 .
Let us now define a function which returns all messages from a topic whose root message is ψ 1 :
-F messagesintopic : ψ 1 → ∀ψ ∈ Ψ, F topico f message (ψ) = ψ 1 , is a function which returns all messages from a topic whose root message is ψ 1 .
Let us now define a function which returns all evaluations by a user en 1 for a topic whose root message is ψ 1 :
function which returns all evaluations by a user en 1 for a topic whose root message is ψ 1 .
In order to select the highest evaluation ξ highest given by an agent en 1 , we can perform algorithm (1) .
After identifying the highest evaluation, the agent should express whether he agrees or disagrees with the corresponding evaluated topic.
Let us define a function which returns a sorted list of messages exchanged prior to a message ψ 1 until the root message:
Let en 1 be the agent; Let maxeval be the highest evaluation value; Let m be a float; Let ξ highest , ξ 1 be two evaluations; Let us now define a function which returns the direction value of a given message ψ 1 . It returns 1 in case Dr ϕ ψ 1 = in f avour and −1 in case Dr ϕ ψ 1 = against:
, is a function which returns the direction value of a given message ψ 1 .
To know whether an agent agrees or disagrees with a certain topic, with a root message ψ r oot , depending on the highest evaluation given to that topic, we can perform algorithm (2) .
The remaining agents can respond to the message created in the previous algorithm and may extend the discussion on the same branch whether there is more relevant information that can be exchanged or not depending if the message is a leaf in that branch.
Let us define a function which returns the evaluation done by an agent en 1 for a message ψ 1 
is a function which returns the evaluation done by an agent en 1 for a message ψ 1 .
The algorithm (3) shows how an agent can respond to a message ψ received in a branch in case that message is one of the leaf messages exchanged. In the case the agent has to respond to a message ψ received and that message is not one of the leaf messages exchanged, then ψ r oot became ψ received and the highest evaluation ξ highest after that message is measured using the algorithm (4). 
Algorithm 5: Response to non-leaves' messages
The response process repeats until there are only last messages to be discussed, and agents must obligatorily respond with either "Agree" or "Disagree" or "With no Information" thus not being able to extend the conversation in that branch. The discussion on the same topic ends if no agent intends to discuss more information existing in different branches of the same topic. Otherwise, the agent must repeat algorithm (4) to identify ξ highest value and then repeat algorithm (2) only if ψ ξ highest has not been discussed before.
Experiments
To validate our approach, we have implemented the proposed argumentation model and a multi-agent decision-making dialogue system using JADE [2] . In addition, we developed a graphical user interface (GUI), to the decision-makers interaction with the system. The main goal of the performed experiments was to validate each hypothesis defined in this work: (1) make it possible for both agents and decision-makers to use a dialogue which is clear to everyone involved in the decision-making process (2) let both agents and decision-makers to take advantage of the knowledge which is generated and (3) not force decision-makers with information formulation patterns which may compromise the usability of the entire system as well as the process.
We have used a very simple scenario where decision-makers would feel comfortable with the chosen topic. The idea was to put four persons together (which represented each decisionmaker) with the goal to choose a certain car model that would be purchased by an organization (each decision-maker was told that it would be purchased 300 units of the chosen model). For this work, it is not relevant to perform demographic analysis as it is not intended to evaluate the quality of the decision, and these experiments will be only focused on each hypothesis that was introduced. However, all participants were graduated and aged between 23 and 45 years. Each agent intended to represent one member of the organization administration board. This means that agents are cooperative because they all have to choose the best decision for that organization and they are also competitive because they aim to persuade other agents to accept what they believe that is the best decision (according to their configuration). Table 2 represents the multi-criteria problem in question. There have been identified four possible alternatives.
These alternatives have been classified according to seven criteria (see Table 3 for all the information regarding the criteria). Considering that we do not evaluate criteria while trying to solve a multi-criteria problem [6, 7, 9] , a decision-maker may prefer a certain alternative for subjective or unknown reasons that are not specified in the problem configuration.
In order to let decision-makers interact with the system, four basic functions were created: problem configuration (evaluation of alternatives, criteria and style of behaviour), message creation, message evaluation (and response to that message) and the possibility to view results (from the decision-making process as well as other information). Figures 4, 5, 6 and 7 represent the GUI developed to support these functions.
Decision-makers classify both alternatives and criteria using slide bars with values ranging from 0 to 100 (Fig. 4) . These slide bars are based on the visual analogue scale (VAS) as many studies have proven that VAS allows obtaining information more quickly and assertively [40] . It is very easy to configure and can be used in many different electronic devices. Besides this, it also enhances the interaction between the user, and the system allowing him to compare directly different alternatives and criteria and make more accurate evaluations.
To create a new message, decision-makers can select the variable that will be discussed and insert an argument in favour or against that variable (Fig. 5) . Once again, this step is When evaluating received messages, decision-makers can once again use a slide bar and the system will automatically suggest the user respond that message with an attack or reinforcement depending on the given evaluation (Fig. 6) . If the user approved the message, he will be suggested to reinforce that message. If the user disapproved the message, he will be suggested to attack that message. It must be noted that both evaluations and responses are not mandatory and can be done only if the user intends to do so.
As can be seen in these figures, each step requires very simple and intuitive configuration. To perform all experiments, it was requested to each participant (decision-maker) to imagine and reflect on which alternative he would personally consider as the best and only after that reflection that interaction process could be started. It was requested for all participants to configure the problem according to that initial reflection. The results are shown in Tables 4, 5, 6 and 7.
Experiment #1
The first experiment studied the way in which agents use the configurations done by decisionmakers and the type of information that they can collect and provide to each decision-maker Agents actions were different according to the style of behaviour that was chosen by each representing decision-maker. Agents achieved a consensus towards alternative Brand_B2er. The dialogue is relatively short due to the quickness in which agents were able to achieve the consensus. However, it was still possible for agents to know during each phase of the dialogue the numbers of supporters for each alternative as well as the most preferred criteria. It was also still possible to identify alternatives which were not initially preferred but were still within the acceptation range of participants (always considering the style of behaviour and the goals for the meeting).
Experiment #2
The second experiment consisted in decision-makers proceeding with the decision-making process and using the system to insert new knowledge (creating new messages with arguments) about the problem. In this experiment, it was requested for each decision-maker to evaluate all existing messages in order to understand how agents would use the new information shared between decision-makers (Figs. 8, 9 ). The result was the following: that the other brands also have good marks in terms of assistance service . ψ 6 -Participant1 ( Attack ) : Yes . However , this particular brand has always the highest scores and more importantly we have a positive past experience with this brand . ψ 7 -Participant4 ( Attack ) : That was verified on previous models .
However , if you check the tests regarding the newest models , you will see that the difference is considerable . #2 Topic ψ 1 -Participant4 ( In Favour -Consumption ) : Considering each vehicle does 3000 km ( in average ) per month , we all should consider the '' consumption ' ' as the most important criterion . ψ 2 -Participant2 ( Attack ) : I disagree because we are going to purchase 300 vehicles , so for me the price should be the most important criterion . ψ 3 -Participant3 ( Attack ) : I also think the price is a very important criterion however , since there is not a big difference between the prices for each alternative , we should focus our attention in the consumption . ψ 4 -Participant4 ( Reinforcement ) : Besides this we will set up a payment plan with instalments ( in 5 years ) turning the price difference even less significant . ψ 5 -Participant1 ( Reinforcement ) : That is true but only in alternatives with diesel fuel .
After participants (decision-makers) have performed a few conversations (2 topics), the goal was to understand how agents would use the new knowledge in their dialogue. For that, 
Experiment #3
In the third experiment, it was intended to study how agents would behave in case decisionmakers did not evaluate all existing messages. For that it was requested for each decisionmaker to only evaluate some existing messages in order to simulate more realistic situations in which decision-makers may not have enough time to completely follow the decision-making process (Fig. 10) . It should be once again mentioned the main purpose of a group decision support system which is to support the decision process and not replace decision-makers, which means that it is very important that the system is able to provide sustained solutions as the process proceeds further. It should be possible for a decision-maker who may not have enough time to follow the process closely to still be able to collect and access information at a later time which will allow him to understand how the process evolved and still be able to insert new information as well as reconfigure the problem if it is necessary.
The results obtained in the new evaluations are the following: Using this more complex scenario with much less available information, it was then intended to study how agents would use the new existing knowledge in their dialogue, similarly to the previous experiment. For that, a new negotiation round was generated. It is next show the dialogue performed between agents. It is only shown the part of the dialogue which differs from the first experiment. 
Experiment #4
In this last experiment, random arguments were created in order to build a more complex tree. The idea was to study how agents would use the information existing in a tree with higher complexity compared with the trees that were created in simulations with real participants. The resulting tree as well as its information usage between agents is in Figs. 11 and 12 .
Tree 1 is the initial tree. Tree 2 corresponds to the selection of most important argument (ψ 6 ) of the agent ag 1 . When ag 1 uses ψ 6 (Tree 3), the entire path from the root message (ψ 1 ) until ψ 6 is locked and cannot be used again by other agents. In Tree 4 it is possible to identify an agent (ag 2 ) which considers the argument in message ψ 11 as the most important which belongs to a branch that was not discussed before. He will then use that argument (Tree 5). Since no other agent considers to be relevant to answerψ 11 with an attack or reinforcement, despite ψ 11 not being the leaf message in that branch, the discussion about it will then end. In Tree 6 we can see that for agent ag 4 the most important argument in this topic was in message ψ 8 , and therefore, he then uses this argument (Tree 7) to express his opinion on the topic. However, agent ag 1 disagrees with this argument and performs an attack to message ψ 8 using message ψ 9 (Tree 8 and 9).
Discussion
In this section, all the hypotheses are discussed. Besides this, some important points are also considered. As mentioned before, the goal of this work is to answer each hypothesis that was previously identified.
Experiments overview
The first experiment reflects most aspects which are observed in existing argumentation models. It allows creating statistic data and at the same time aim to identify a possible agreement for all agents. We can already consider that our approach differs from this more conventional paradigm since agents are defined with a style of behaviour which allows to better represent the interests of decision-makers. Therefore, we think agents behave in a more dynamic and intelligent way. Nevertheless, this behaviour is not the focus of how work (to learn more please consult [36] ).
In the second experiment, agents used all information obtained from the first experiment plus the dialogues performed between decision-makers. It was possible to verify that agents used the dialogues performed between decision-makers successfully. They are able to justify the reasons to support certain preferences as well as identify which agents supported (or not) each argument used by decision-makers. However, since the dialogues used in these experiments were very short, agents used most of the arguments that were not attacked or reinforced. Besides this, since agents could use this dynamic argumentation, they were able to reach a consensus on a different alternative compared to the first experiment. In the third experiment, it was verified that using dynamic argumentation was not very useful as decision-makers evaluated very few messages. The decision achieved was the same of the first experiment. It was still considered as an advantage the fact that new information can be created such as decision-makers knowing why ag 1 agrees with message ψ 5 but at the same time did not evaluate any message attacking it, or which decision-maker does not have an opinion on each message, etc. Finally, in the last experiment, it was necessary to create artificial dialogues with a higher level of complexity in order to learn if agents are able to deal with such kind of context. It was verified that agents are able to "ignore" less relevant messages and create interesting dialogues about only the most relevant messages. The dialogue presented a natural flow which allows agents to take further advantage of this process when making requests in the future.
Hypotheses
The main goal of this work was to validate each hypothesis that was defined: (1) make it possible for both agents and decision-makers to use a dialogue which is clear to everyone involved in the decision-making process (2) let both agents and decision-makers to take advantage of the knowledge which is generated and (3) not force decision-makers with information formulation patterns which may compromise the usability of the entire system as well as the process.
This work allowed to validate each hypothesis by observing the results. This means that it was not possible to mathematically validate each hypothesis; however, it seems their validation can still be supported looking at the obtained results for each experiment. It was possible to verify that agents were able (with great success) to use the dialogue performed between decision-makers to create new dialogues, and these dialogues offered several advantages to decision-makers as can be seen in the next section of this work. In terms of configuration costs and looking at the figures presented in previous sections of this work (as well as with the feedback received from the participants in the experiments), they were almost null. When a decision-maker intends to respond to a message, he only needs to evaluate that message using a one-click slide bar.
Advantages of the proposed approach
The approach here introduced should be used in a ubiquitous group decision support system. Therefore, in this context, decision-makers do not have much availability or means to gather at the same place and at the same time just to make a decision. It is necessary to use an approach which can suggest intelligent solutions but also report those solutions in a very clear and organized way to each decision-maker saving time and also supporting solutions with explanations that actually let decision-makers learn the reasons behind such suggestions. This allows decision-makers to trust the system and eventually accept the proposed solution or make them look for different options.
Looking at all the reviewed works, it seems that there is not a single proposal that can represent the decision-making process as it happens in face-to-face meetings. This is a very important issue that may compromise the success of the system. Furthermore, looking at the negation process itself, some authors refer the need to define a flexible argumentation framework; however, the current proposals cannot suggest a dynamic approach that allows decision-makers to participate in the decision-making process like it happens in face-to-face meetings. The existing approaches only allow to define initial configurations and generate final outputs (undervaluing the process). Besides this, looking at existing proposals, it seems that there is some difficulty to generate information which both decision-makers and agents can understand and use.
The approach presented in this work aims to answer all these necessities. It is the first existing approach in literature completely directed to ubiquitous scenarios which combines both agent and human dialogues. Agents are able to report decision-makers typical questions such as: percentage of agents in favour of each alternative, which agent supports each alternative/ criterion, which criterion is considered as the most important and many other statistical data that can be retrieved from initial configurations. Besides this, with the approach here presented, agents are able to use the arguments created by decision-makers in their dialogue, and learn (within their necessities) its meaning and importance. It is also possible for agents to report decision-makers the most disagreed points of the discussion which are impeding an eventual consensus. It is possible to know exactly who is in favour of certain alternatives/criteria and also measure, or at least guess, with which level of intensity. This approach allows (due to the type of argumentation that is considered) documenting decisions so that in the future it can be known the reasons that made certain decisions. It is obvious that agents can report the main aspects in favour/against each criterion/alternative and measure the strength-/trust for arguments sustaining certain messages, allowing to "ignore" less relevant arguments and building more intelligent reports based on the interests of the decision-makers.
Finally, looking at the definition of the approach, it will be possible to obtain many future advantages which will depend on the work that can be done using the same approach. For example, the intelligence complexity hat can be included in agents. There is enough information that allows agents to perform and accept requests in a much more complex yet interesting way compared to other existing models.
Complex or problematic situations
Some problems may occur under certain situations. One of those is when the decision-maker approves (positively evaluates) an attack done to a message created by him. This situation may seem strange but may still happen; for example, if the message which is attacking contains new knowledge which the decision-maker did not know in first place and he agrees with it. Another problematic situation happens when a decision-maker evaluates (approves or disapproves) two branches with different signs (one branch is attacking the initial message and the other is reinforcing it) with the same value. However, we think that these situations are not too problematic in our approach as the algorithm always considers the message which the decision-maker considered as most important. That message with the highest evaluation is used as reference to know the opinion of the decision-maker towards the root message. We still think that it is fundamental, for this specific situation, that the system should warn the decision-maker in the moment of the evaluation (through the user interface). Furthermore, we even consider that if a decision-maker evaluates a message with a value higher than another message which he had evaluated previously, the system should also warn him asking if he really intends to consider the new message more important than the previous evaluated message.
Conclusions and future work
Supporting and representing the group decision-making process is a complex work, especially when we consider decision-makers that cannot gather at the same place and time. One of the mechanisms suggested in the literature that supports this type of problem is the automatic negotiation. This mechanism aims to find possible solutions to solve a problem while considering every preference of each decision-maker for that problem.
In this work, we introduced the possibility to create dynamic arguments through a definition of an argumentation model. With our proposal, it is possible (and motivates) for an interaction between decision-makers, which allows to create new arguments (in favour or against) and also reinforce or attack other arguments created by other decision-makers. The way decision-makers can evaluate each argument will allow the agents to understand the impact of the interactions for the decision-maker they represent and not the content of the conversation (which could be text, sound, etc.). Besides this, since agents share the same problem definition, it allows decision-makers to understand all the interactions between those agents and the reason why they suggest a certain solution for the problem. This approach may also be advantageous to register the reasons that led decision-makers to choose a certain decision. In this work, we also proposed an algorithm that allows agents to navigate and manipulate message trees.
It is always very difficult to validate a proposal of this nature, mainly because we are talking about something that will be used by human beings, and therefore there is not a mathematical proof that grants the acceptance of a model/system. However, our proposal was defined so that it takes advantage of the typical benefits related to group decision-making (unlike the approaches on existent argumentation models that deal with this type of context). We verified that agents were able to use dialogues performed by decision-makers and create/organize new knowledge which in turn is completely perceptible to decision-makers. We verified that our approach takes advantage of the benefits inherent to group decision-making and deals with the decision-making process in a continuous way through several interactions. Besides this, we verified that our approach can be implemented without compromising the system in terms of usability.
As future work, we intend to develop a framework where the information will be analysed using multidimensional matrices. This way agents will be able to use this new knowledge and improve their ability to make requests and consequently evaluate them. Besides this, the agent should also take his defined behaviour into account when doing any analysis in order to properly support and defend the perspective of the decision-maker he represents. Finally, we intend to work on the branch of how and what type of information should be presented to the decision-maker, through what we will call as intelligent reports. 
Goreti Marreiros is graduated in

