Abstract|A speci cation language used in the context of an e ective theorem prover can provide novel features that enhance precision and expressiveness. In particular, typechecking for the language can exploit the services of the theorem prover. We describe a feature called \predicate subtyping" that uses this capability and illustrate its utility as mechanized in PVS.
I. Introduction F OR programming languages, type systems and their associated typecheckers are intended to ensure the absence of certain undesirable behaviors during program execution 1]. The undesired behaviors generally include untrapped errors such as adding a boolean to an integer, and may (e.g., in Java) encompass security violations. If the language is \type safe," then all programs that can exhibit these undesired behaviors will be rejected during typechecking.
Execution is not a primary concern for speci cation languages|indeed, they usually admit constructs, such as quanti cation over in nite domains or equality at higher types, that are not e ectively computable|but typechecking can still serve to reject speci cations that are erroneous or undesirable in some way. For example, a minimal expectation for speci cations is that they should be consistent: an inconsistent speci cation is one from which some statement and its negation can both be derived; such a specication necessarily allows any property to be derived and thus fails to say anything useful at all. The rst systematic type system (now known as the \Rami ed Theory of Types") was developed by Russell 2] to avoid the inconsistencies in na ve set theory, and a simpli ed form of this system (the \Simple Theory of Types," due to Ramsey 3] and Church 4] ) provides the foundation for most speci cation languages based on higher-order logic. If a speci cation uses no axioms (beyond those of the logic itself), then typechecking with respect to such a type system guarantees consistency. However, the consistency of speci cations (such as 2 in Section III) that include extra-logical axioms cannot be checked algorithmically in general, so the best that a typechecker can do in the presence of axioms is to guarantee \conservative extension" of the other parts of the speci cation (i.e., roughly speaking, that it does not introduce any new inconsistencies).
Since their presence weakens the guarantees provided by typechecking, it is desirable to limit the use of axioms and to prefer those parts of the speci cation language for which typechecking ensures conservative extension. Unfortunately, those parts are usually severely limited in expressiveness and convenience, often being restricted to quanti er-free (though possibly recursive) de nitions that have a strongly constructive avor; such speci cations may resemble implementations rather than statements of required properties, and proofs about them may require induction rather than ordinary quanti er reasoning. Thus, a worthwhile endeavor in the design of type systems for specication languages is to increase the expressiveness and convenience of those constructions for which typechecking can guarantee conservative extension, so that the drawbacks to a de nitional style are reduced and resort to axioms is needed less often.
In developing type systems for speci cation languages, we can consider some design choices that are not available for programming languages. In particular, a specication language is meant to be part of an environment that includes an e ective theorem prover, so it is feasible to contemplate that typechecking can rely on general theorem proving, and not be restricted to the trivially decidable properties that are appropriate for programming languages.
\Predicate subtypes" are one example of the opportunities that become available when typechecking can use theorem proving. 1 Predicate subtypes can be used to check statically for violations such as division by zero or outof-bounds array references, and can also express more sophisticated consistency requirements. Typechecking with respect to predicate subtypes is done by proof obligation (veri cation condition) generation.
In the following sections we will use simple examples to explain what predicate subtypes are, and to demonstrate their utility in a variety of situations. The examples illustrating the use of predicate subtypes are all drawn from the PVS speci cation language 6].
II. Predicate Subtypes
Types in speci cation languages are often interpreted as sets of values, and this leads to a natural association of subtype with subset: one type is a subtype of another if the set interpreting the rst is a subset of that interpreting the second. In this treatment (found, for example, in Mizar 7] ) the natural numbers are a subtype of the integers, but the subtyping relation does not characterize those integers that are natural numbers. Predicate subtypes provide such a tightly bound characterization by associating a predicate or property with the subtype. For example, the natural numbers are the subtype of the integers characterized by the predicate \greater than or equal to zero." Predicate subtypes can help make speci cations more succinct by allowing information to be moved into the types, rather than stated repeatedly in conditional formulas. For example, instead of 8 is well-typed only if we can prove that the integer expression i+i+2 satis es the predicate for the subtype even: that is, if we can discharge the following proof obligation. Predicate subtypes seem a natural idea and often appear, in inchoate form, in informal mathematics. Similar ideas are also seen in formalized speci cation notations where, for example, the datatype invariants of VDM 8, Chapter 5] have much in common with predicate subtypes. However, datatype invariants are part of VDM's mechanisms for specifying operations in terms of pre-and post-conditions on a state, rather than part of the type system for its logic. Predicate subtypes are fully supported as part of a specication logic by the Nuprl 9], ABEL 10], Raise 11], Veritas 12], and PVS 6] veri cation systems. Predicate subtypes arose independently in these systems (in PVS, they came from its predecessor, Ehdm, whence they were introduced from the ANNA notation 13] by Friedrich von Henke, who was involved in the design of both), and there are di erences in their uses and mechanization. In Nuprl, for example, all typechecking relies on theorem proving, whereas in PVS there is a rm distinction between conventional typechecking (which is performed algorithmically) and the proof obligations (they are called Type Correctness Conditions, or TCCs in PVS) engendered by certain uses of predicate subtyping.
The circumstances in which proof obligations are generated, and other properties of predicate subtypes are described in the remainder of this paper. The examples use PVS notation, which is brie y introduced in the following section.
PVS and its Notation for Predicate Subtypes
PVS is a higher-order logic in which the simple theory of types is augmented by dependent types and predicate subtypes. Type constructors include functions, tuples, records, and abstract data types (freely generated recursive types) such as trees and lists. A large collection of standard theories is provided in libraries and in the PVS \prelude" (which is a built-in library). The PVS system includes an interactive theorem prover that can be customized with user-written \strategies" (similar to tactics and tacticals in LCF-style provers), and that provides rather powerful automation in the form of decision procedures (e.g., for ground equality and linear arithmetic over both integers and reals) integrated with a rewriter 14, 15] .
As noted, some constructions involving predicate subtypes generate TCCs (proof obligations); these are not decidable in general as there are no constraints on the predicates used to induce subtypes. However, many of the TCCs encountered in practice do fall within a class that is decided by the automated procedures of PVS. In other cases, the user must develop suitable proofs interactively; this arrangement provides the exibility of arbitrary type constraints without loss of automation on the decidable ones. Proof of TCCs can be postponed, but the system keeps track of all undischarged proof obligations and the a ected theories and theorems are marked as incomplete.
A Functions (and predicates, which are simply functions with range type bool) can be de ned using -notation, so that the predicate that recognizes even integers can be written as follows (it is a PVS convention that predicates have names ending in \?"). The strictness of the type hierarchy ensures that the principle of comprehension is sound in higher-order logic: that is, predicates and sets can be regarded as essentially equivalent. 3 PVS therefore also allows set notation for predicates, so that the following de nition is equivalent to the previous two.
even?: int!bool] = fi:int | 9(j:int): i = 2 jg Viewed as a predicate, the test that an integer x is even is written even?(x); viewed as a set it is written x 2 even?.
These are notational conveniences; semantically, the two forms are equivalent.
Predicates induce a subtype over their domain type; this subtype can be speci ed using set notation (overloading the previously introduced use of set notation to specify predicates), or by enclosing a predicate in parentheses. Thus, the following are all semantically equivalent, and denote the type of even integers. III. Discovering Errors with Predicate Subtypes PVS makes no a priori assumptions about the cardinality of the sets that interpret its types: they may be empty, nite, or countably or uncountably in nite. When an uninterpreted constant is declared, however, we need to be sure that its type is not empty (otherwise we have a contradiction). This cannot be checked algorithmically when the type is a predicate subtype, so an \existence TCC" is generated that obliges the user to prove the fact. 4 Thus the constant declaration c: even generates the following proof obligation, which requires nonemptiness of the even type to be demonstrated. The existence TCC is a potent detector of erroneous speci cations when higher (i.e., function and predicate) types are involved, as the following example illustrates.
Suppose we wish to specify a function that returns the minimum of a set of natural numbers presented as its argument. De nitional speci cations for this function are likely to be rather unattractive|certainly involving a recursive de nition and possibly some concrete choice about how sets are to be represented. An axiomatic speci cation, on the other hand, seems very straightforward: we simply state that the minimum is a member of the given set, and no larger than any other member of the set. In PVS this could be written as follows.
Here, the rst declaration gives the \signature" of the function, stating that it takes a set of natural numbers as its argument and returns a natural number as its value. The axiom simple ax then formalizes the informal speci cation in the obvious way, and seems innocuous enough. However, as many readers will have noticed, this axiom harbors an inconsistency: it states that the function returns a member of its argument s|but what if s is empty?
How could predicate subtypes alert us to this inconsistency? Well, as noted earlier, sets and predicates are equivalent in higher-order logic, so that a set s of natural numbers is also a predicate on the natural numbers, and thereby induces the predicate subtype (s) comprising those natural numbers that satisfy (or, viewed as a set, are members of) s. Thus we can modify the signature of our min function to specify that it returns, not just a natural number, but one that is a member of the set supplied as its argument. Now this declaration is asserting the existence of a function having the given signature and, in higher-order logic, functions are just constants of \higher" type. Because we have asserted the existence of a constant, we need to ensure that its type is nonempty, so PVS generates the following TCC. Inspection, or fruitless experimentation with the theorem prover, should convince us that this TCC is unprovable and, in fact, false. 6 We are thereby led to the realization that our original speci cation is unsound, and the min function must not be required to return a member of the set supplied as its argument when that set is empty.
We have a choice at this point: we could either return to the original signature for the min function in 2 and weaken its axiom appropriately, or we could strengthen the signature still further so that the function simply cannot be applied to empty sets. The latter choice best exploits the capabilities of predicate subtyping, so that is the one used here. The predicate that tests a set of natural numbers for nonemptiness is written nonempty? nat] in PVS, so the type of nonempty sets of natural numbers is written (nonempty? nat]), and the strict signature for a min function can be speci ed as follows. 5 This is an example of a \dependent" type: it is dependent because the type of one element (here, the range of the function) depends on the value of another (here, the argument supplied to the function). Dependent typing is essential to derive the full utility of predicate subtyping. It is discussed in more detail in Section VII. 6 A function type is nonempty if its range type is nonempty or its domain type is empty. Here the domain type is nonempty (be careful not to confuse emptiness of the domain type, setof nat], with emptiness of the argument s), so we need to be sure that the range type, (s), is also nonempty|which it is not, when s is empty.
This declaration generates the following TCC min_TCC1:OBLIGATION 9(x: s: (nonempty? nat])! (s)]): TRUE which can be discharged by instantiating x with the choice function for nonempty types that is built-in to PVS. 7 With its signature taken care of, we can now return to the axiom that speci es the essential property of the min function. First, notice that the rst conjunct in the axiom simple ax shown in 2 is unnecessary now that this constraint is enforced in the range type of the function. Next, notice that the implication in the second conjunct can be eliminated by changing the quanti cation so that n ranges over only members of s, rather than over all natural numbers. This leads to the following more compact axiom. Satis ed that this speci cation is correct (as indeed it is), we might be tempted to make the \obvious" next step and de ne a max function dually. Using predicate subtyping, we can eliminate the axiom max ax and add the property that it expresses to the range type of the max function as follows. This causes PVS to generate the following TCC to ensure nonemptiness of the function type speci ed for max. PVS proof commands are given in Lisp syntax; the rst term identi es the command (here \INST" for instantiate), the second generally indicates those formulas in the sequent (see below) to which the command should be applied (+ means \any formula in the consequent part of the sequent"), and any required PVS text is enclosed in quotes. The next two proof commands 7 We need to demonstrate the existence of a function that takes a nonempty set of natural numbers as its argument and returns a member of that set as its value. Choice functions, which are discussed in Section IV, have exactly this property.
(GRIND :IF-MATCH NIL) (REWRITE "forall_not") then reduce the TCC to the following proof goal. (s!1 and x!1 are the Skolem constants corresponding to the quanti ed variables s and x in the original formula).
This is a \sequent," which is the manner in which PVS presents the intermediate stages in a proof. In general, there is a collection of \antecedent" formulas (here two) above the sequent line (|-------), and a collection (here, only one) of \consequents" below; the sequent is true if the conjunction of formulas above the line implies the disjunction of formulas below (if there are no formulas below the line then we need a contradiction among those above). PVS proof commands transform the current sequent to one or more simpler (we hope) sequents whose truth implies the original one. The three proof commands shown earlier respectively instantiate an existentially quanti ed variable (INST), perform quanti er elimination, definition expansion, and invoke decision procedures (GRIND; the annotation :IF-MATCH NIL instructs the prover not to attempt instantiation of variables), and apply a rewrite rule (REWRITE; the rule concerned comes from the PVS prelude and changes a 8 : : : : : : : above the line into an 9 : : : below the line, which makes it easier to read). Once again, inspection, or fruitless experimentation with the theorem prover, should persuade us that the goal 4 is unprovable (we are asked to prove that any nonempty set of natural numbers has a largest element) and thereby reveals the aw in our speci cation.
The aw revealed in max might cause us to examine a speci cation for min given in the same form as 3 to check that it does not have the same problem. This min speci cation generates a TCC that reduces to a goal similar to 4 (with substituted for in the consequent) but, unlike the max case, this goal is true, and can be proved by appealing to the well-foundedness (i.e., absence of innite descending chains) of the less-than ordering on natural numbers.
With the signi cance of well-foundedness now revealed to us, we might attempt to specify a generic min function: one that is de ned over any type, with respect to a wellfounded ordering on that type. This speci cation introduces a general min function in the context of a theory parameterized by an arbitrary (and possibly empty) type T, and a well-founded ordering < over that type. Notice how predicate subtyping is used in the formal parameter list of this theory to specify that < must be well-founded (the predicate well founded? is de ned in the PVS prelude). A proof obligation to check satisfaction of this requirement will be generated whenever the theory is instantiated. Observe that the speci cation has been adjusted a little to separate the < and = cases that were combined into for the special case of natural numbers. Typechecking this speci cation results in the following TCC, requiring us to demonstrate that the function type asserted for min is nonempty. This discharges the original proof obligation, but choose requires its argument to be nonempty, so the prover generates a new TCC subgoal to establish this fact. This is asking us to demonstrate the existence of a minimal element for any nonempty set s (more precisely, it is asking us to demonstrate the nonemptiness of the set of all such minimal elements). Now the type speci ed for < requires it to be a well-founded ordering, and we can introduce this knowledge into the proof by the command (TYPEPRED "<"). The command (GRIND :IF-MATCH NIL) then produces the following simpli ed sequent. Here, the formula f-2g is expressing the well-foundedness of <; instantiating the variable p with s!1 and giving a few more interactive commands, we arrive at the following sequent (this is one of two subgoals generated; the other is trivial).
For the specialized min function on natural numbers, the decision procedures completed the proof at this point, but here we recognize that this goal is not true in general, and we need the additional assumption that the relation < be trichotomous (i.e., one of the three consequents must hold, as they do on the natural numbers). Once again, predicate subtypes have led us to discover an error in our speci cation. We can exit the prover, modify the speci cation 5 to stipulate that the theory parameter < must be of type well ordered? T] (a well-ordering is one that is both wellfounded and trichotomous) and rerun the proof of the TCC. This time we are successful.
Given the generic theory, we can recover min on the natural numbers by the instantiation min nat,<]. Because of the subtype constraint speci ed for the second formal parameter to the theory, PVS generates a TCC requiring us to establish that < on the natural numbers is a well-ordering. This is easily done, but min nat,>] correctly generates a false TCC (this theory instantiation is equivalent to our previous attempt to specify a max function on the naturals). However, the TCC for min fi:int | i < 0g,>] (i.e., the max function on the negative integers) is true and provable.
The examples in this section illustrate how a uniform check for nonemptiness of the type declared for a constant leads to the discovery of several quite subtle errors in the formulation of an apparently simple speci cation. In our experience, the same bene t accrues in larger speci cations.
IV. Automating Proofs with Predicate Subtypes
A theorem prover is needed to discharge the proof obligations engendered by predicate subtyping. Conversely, however, predicate subtypes provide information that can actively assist a theorem prover. In this section we illustrate two ways in which predicate subtypes can help automate proofs, beginning with the use of very precise range types for functions.
A couple of the proofs in the previous section used the \choice function" choose. PVS actually has two choice functions de ned in its prelude. The rst, epsilon, is simply Hilbert's " operator. The new choice function epsilon alt is similar to the built-in function choose, but if we return to the proof of min TCC1 (recall 6 ) but use epsilon alt in place of choose, we nd that in addition to the subgoal 7 , we are presented with the following. This subgoal requires us to prove that the value of epsilon alt satis es the predicate supplied as its argument; it can be discharged by appealing to epsilon alt ax, but the proof takes several steps and generates a further subgoal that is similar to 7 (and proved in the same way). How is it that the choice function choose avoids all this work that epsilon alt seems to require?
The explanation is found in the de nition of choose. A further use of subtypes to assist automation of proofs involves encapsulation. Below is the speci cation for the cardinality of a nite set. Here, inj set(S) is the set of natural numbers n for which there is an injection from S to the initial segment of natural numbers smaller than n (the predicate injective? is de ned in 16 in Section VII). Card(s) is then de ned as the least such n.
This construction has the advantage of being de nitional, and therefore demonstrably sound, but it is inconvenient to work with. Consequently, the PVS library provides numerous lemmas that are derived from the de nition but are more suitable for automated reasoning. Unfortunately, however, the automated prover strategies may sometimes choose to open up the de nition of Card when it would be better to rewrite with the lemmas.
One way to abstract away the de nition of cardinality is to use predicate subtypes to encapsulate it in the type of a new cardinality function. card(S): fn: nat | n = Card(S)g This implicitly de nes card because the range type is a singleton. The lemmas can then be stated in terms of card, which is used as the main cardinality function, and automated prover strategies can be used safely because there is no de nition of card for them to open up inappropriately.
Whereas the previous section demonstrated the utility of predicate subtypes in detecting errors in speci cations, the examples in this section demonstrate their utility in improving the automation of proofs. When properties are speci ed axiomatically, it can be quite di cult to automate selection and instantiation of the appropriate axioms during a proof (unless they have special forms, such as rewrite rules). Properties expressed as predicate subtypes on the type of a term are, however, intimately bound to that term, and it is therefore relatively easy for a theorem prover to locate and instantiate the property automatically. Predicate subtypes also provide a form of encapsulation, so that speci cations can be written in a style that prevents the theorem prover from opening up certain de nitions.
V. Enforcing Invariants with Predicate Subtypes
Consider a speci cation for a city phone book. Given a name, the phone book should return the set of phone numbers associated with that name; there should also be functions for adding, changing, and deleting phone numbers. Here is the beginning of a suitable speci cation in PVS, giving only the basic types, and a function for adding a phone number p to those recorded for name n in phone book B. Here, the WITH construction is PVS notation for function overriding: B WITH (n) := B(n) fpg] is a function that has the same values as B, except that at n it has the value B(n) fpg. Now suppose we wish to enforce a constraint that the sets of phone numbers associated with di erent names should be disjoint. We can easily do this by introducing the unused number predicate and modifying the add number function as follows. If we had speci ed other functions for updating the phone book, they would need to be modi ed similarly.
But where in this modi ed speci cation does it say explicitly that di erent names must have disjoint sets of phone numbers? And how can we check that our specications of updating functions such as add number preserve his property? Both de ciencies are easily overcome with a predicate subtype: we simply change the type phone book to the following. This states exactly the property we require. Furthermore, typechecking the speci cation 9 now causes the following proof obligation to be generated. Similar proof obligations would be generated for any other functions that update the phone book. This proof obligation, which is discharged by three commands to the PVS theorem prover, requires us to prove that a phone book B (having the disjointness property), will satisfy the disjointness property after it has been updated by the add number function. The proof obligation in 11 arises for the same reason as the one in 1 : a value of the parent type has been supplied where one of a subtype is required, so a proof obligation is generated to establish that the value satis es the predicate of the subtype concerned. Here, the body of the de nition given for add number in 9 has type names ! setof phone numbers]], which is the parent type given for phone book in 10 , and so the proof obligation 11 is generated to check that it satis es the appropriate predicate.
Observe how this uniform check on the satisfaction of predicate subtypes automatically generates the proof obligations necessary to ensure that the functions on a data type (here, phone book) preserve an invariant. In the absence of such automation, we would have to formulate the appropriate proof obligations manually (a tedious and error-prone process), or construct a proof obligation generator for this one special purpose. The following section describes how the same mechanism can alleviate di culties caused by partial functions.
VI. Avoiding Partial Functions with Predicate Subtypes
Functions are primitive and total in higher-order logic, whereas in set theory they are constructed as sets of pairs and are generally partial. There are strong advantages in theorem proving from adopting the rst approach: it allows use of congruence closure as a decision procedure for equality over uninterpreted function symbols, which is essential for e ective automation 16]. On the other hand, there are functions, such as division, that seem inherently partial and cause di culty to this approach. One way out of the di culty is introduce some arti cial value for unde ned terms such as x=0, but this is clumsy and has to be done carefully to avoid inconsistencies. Another approach introduces \unde ned" as a truth value 17]; more sophisticated approaches use \free logics" in which quanti ers range only over de ned terms (e.g., Beeson's logic of partial terms 18]; Parnas 19] and Farmer 20] have introduced logics similar to Beeson's 10 ). Both approaches have the disadvantage of using nonstandard logics, with some attendant di culties. These problems have led some to argue that the discipline of types can be too onerous in a speci cation language, and that untyped set theory is a better choice 22].
Predicate subtypes o er another approach. Many partial functions become total if their domains are speci ed with su cient precision; applying a function outside its domain then becomes a type error, rather than something that has to be dealt with in the logic. Predicate subtypes provide the tool necessary to specify domains with suitable precision.
For example, division is a total function if it is typed so that its second argument must be nonzero. In PVS this can be speci ed as follows. Now consider the well-formedness of following formula. Subtraction is closed on the reals, so x-y and y-x are both reals. The second argument to the division function is required to have type nonzero real; real is its parent type, so we have the proof obligation (y-x) 6 = 0, which is not true in general. However, the antecedent to the implication in 13 will be false when x = y, rendering the theorem true independently of the value of the improperly typed application of division. This leads to the idea that the proof obligation should take account of the context in which the application occurs, and should require only that the application is well-typed in circumstances where its value matters. In this case, a suitable, and easily proved, proof obligation is the following. test_TCC1:OBLIGATION 8(x, y: real):x 6 = y (y-x) 6 = 0 This is, in fact, the TCC generated by PVS from the formula 13 . PVS imposes a left-to-right interpretation on formulas, and generates TCCs that ensure well-formedness under the logical context accumulated in that order. For example, the requirements for well-formedness of an implication P Q are that P be well-formed, and that Q be well-formed under the assumption that P is true; if-then-else is treated as two implications, and the rules for disjunctions P _ Q and conjunctions P^Q are similar to that for implication, except that for disjunctions Q must be shown well-formed under the assumption that P is false. Thus, PVS generates the same TCC as above when the formula in 13 is reformulated as follows. As described in an earlier paper 6, Section III], this challenge is easily handled in PVS using dependent predicate subtyping to require that the second argument is no greater than the rst. The function is then speci ed as follows. This generates three TCCs: one to ensure that the recursive call satis es the type speci ed for the arguments, one to ensure that i-j in the MEASURE satis es the predicate for nat, and another to establish termination using this measure. All three are discharged automatically by the PVS decision procedures.
The PVS formulation of subp is adequate for most purposes, but the following formula (from Maharaj and Bicarregui 24]) reveals a limitation. This formula is true in some treatments of partial functions, but generates false TCCs and is unacceptable to PVS.
We have considered using symmetric rules for TCC generation so that examples such as 14 and 15 can be accepted: the left side of an expression would be typechecked in the context of the right side, as well as vice-versa, and the expression would be considered type-correct if either proof obligation can be discharged. However, we decided not to adopt this treatment for reasons of simplicity and e ciency. Since most speci cations are written to be read from left to right (for the convenience of human readers), the conservatism of the left-to-right interpretation is seldom a problem in practice. (An exception is when PVS speci cations are mechanically generated from some other representation.)
Predicate subtypes also yield an elegant treatment of recursive datatypes. The stack datatype, for example, can be speci ed as consisting of a constructor empty and another constructor push with accessors top and pop. In PVS, this is speci ed concisely as follows. 10 The traditional notation for the second bound variable is (j: fj: int | j ig); PVS also allows the less redundant form used here. In our experience, use of predicate subtypes to render functions total is not onerous, and contributes clarity and precision to a speci cation; it also provides potent error detection. As another illustration of the latter, the \domain checking" for Z speci cations provided by the Z/EVES system 25] has reportedly found errors in every Z speci cation examined in this way 26]. (Domain checking is similar to the use of predicate subtypes described in this section, but lacks the more general bene ts of predicate subtyping.)
VII. Dependent Types and Higher-Order Subtypes
Predicate subtypes are useful for de ning very re ned type dependencies through dependent typing. We have already seen a few examples of dependent typing, such as some of the treatments of min in Section III and subp in the previous section. Here, we illustrate its use to constrain the elds of records to \reasonable" values, and to ensure a natural treatment of equality.
Dependent typing can be used to constrain the type of one eld in a record according to the value of another eld, as in the following example. The utility of the combination of dependent typing and predicate subtyping can be further illustrated by an example due to Carl Witty: the \implementation" of stacks as a record consisting of a size eld and an array of elements of some type T. A simple formalization of this is the following record type. The problem with this implementation is that two stacks that have the same size, say n, and agree on the rst n values in the elements array, can still be unequal by disagreeing on irrelevant array values (i.e., those beyond size). 11 This makes it awkward to formulate correctly even such simple theorems as pop(push(x, stack)) = stack. The problem can be solved using dependent typing to reformulate the speci cation as follows. With this re ned typing, two stacks are equal when they have the same size and agree on the stack elements. Finite sequences are de ned similarly in the PVS prelude.
PVS is a higher-order logic, meaning that functions can be applied to functions, and quanti cation can range over function types. Consequently, predicates can be de ned over functions, and induce corresponding subtypes. By the standard mechanisms, this generates a TCC requiring a demonstration that the function int2nat is indeed a bijection between the integers and the naturals. The combination of predicate subtyping, dependent typing, and higher-order types and subtypes is a powerful one. Higher-order subtypes can be used to introduce types such as order-preserving or order-inverting maps, and monotone predicate transformers. A drawback to some uses of predicate subtypes, however, is that large numbers of TCCs may be generated. In the next section we describe how this drawback can be overcome.
VIII. Judgements
The examples given in the preceding three sections illustrate the proof obligations that are generated when a term of a given type is provided where a subtype is expected. This can lead to a proliferation of many similar proof obligations. One way the PVS typechecker controls this proliferation is to check whether a new TCC is subsumed by earlier ones in the same theory: the TCC is suppressed if it is so subsumed. Although this does remove some duplicates, it is still possible to generate TCCs that di er only in some irrelevant contextual formulas.
An e ective way to minimize|and often eliminate|the generation of trivially di erent TCCs for a given expression is for the user to state the needed proof obligation once and for all, and in its strongest form. In PVS, this is accomplished using judgements. The simplest form of judgement states that a given constant has a speci c type. For example, we could give the judgement declaration 17 JUDGEMENT 2 HAS_TYPE even This generates an immediate TCC to show that 2 is indeed even, but the typechecker can then make use of this fact to avoid generating similar TCCs in any context where the judgement is visible.
Judgements can also assert subtype constraints on the value returned by a function in terms of those on its arguments. Suppose we have the following formula declaration. Recall that half requires an even argument. We would like the typechecker to recognize that the result of adding two even numbers is again even; this can be accomplished with the following judgement declaration. 13 
19
JUDGEMENT + HAS_TYPE even, even ! even] Such a judgement over a function type is interpreted as a closure condition equivalent to the following formula. This is, in fact, the TCC generated by this judgement declaration. 14 The combination of the judgements 17 and 19 allows the PVS typechecker to determine immediately that the application of half in 18 is well-typed.
The nal kind of judgement informs the typechecker of subtype relations that are not explicit in their constructions. For example, the types nonzero real and nonzero rational are de ned as follows in the PVS prelude.
nonzero_real: NONEMPTY_TYPE = fr: real | r 6 = 0g nonzero_rational: NONEMPTY_TYPE = fr: rational | r 6 = 0g From this the typechecker can deduce the subtype relationship between nonzero rational and rational, and hence also the type real (since rational is de ned as a subtype of real), but it cannot deduce a subtyping relation between nonzero rational and nonzero real. With division typed as in 12 in Section VI, the following formula generates a TCC to show that q is nonzero. Such proof obligations can be avoided if the desired subtype relation is stated explicitly using following judgement.
JUDGEMENT nonzero_rational SUBTYPE_OF nonzero_real
As with other judgement declarations, this immediately generates the necessary TCC and enlarges the collection of facts known to the typechecker, thereby reducing the number of TCCs generated subsequently. 13 This, along with a large number of similar judgements, is in the PVS prelude.
14 A future version of PVS will allow such closure constraints to be stated more directly as: JUDGEMENT +(e1, e2: even) HAS TYPE even IX. Conversions Conversions are functions that the typechecker can insert automatically whenever there is a type mismatch. Their purpose is to provide increased syntactic convenience in situations involving subtyping of higher types, but we introduce them by means of a simpler example. Here, since formulas must be of type boolean, the typechecker automatically invokes the conversion and changes the formula to c(2). This is done internally, and is only visible to the user on explicit command and in the proof checker. (To avoid confusion, the typechecker warns the user if there is ever more than one applicable conversion.)
This simple kind of conversion has nothing to do with subtypes, but standard conversions restrict and extend do play an important role in handling subtyping on function types in PVS. The construction S: TYPE FROM T speci es that the actual parameter supplied for S must be a subtype of the one supplied for T. The speci cation states that restrict(f) is a function from S to R whose values agree with f (which is de ned on the larger domain T). Using this approach, a type correct version of F app can be written as F(restrict int,nat,int](g)). This is, of course, inconvenient to read and write, so restrict is speci ed as a conversion, which allows the PVS typechecker to insert it automatically when needed, thereby providing much of the convenience of contravariant function subtyping in this circumstance.
It is not so obvious how to expand the domain of a function in the general case, so this approach does not work so automaticallyin the other direction. It does, however, work well for the important special case of sets (or, equivalently, predicates): a set on some type S can be extended naturally to one on a supertype T by assuming that the members of the type-extended set are just those of the original set. Thus, if extend(s) is the type-extended version of the original set s, we have extend(s)(x) = s(x) if x is in the subtype S, and extend(s)(x) = false otherwise. We can say that false is the \default" value for the type-extended function. Building on this idea, we arrive at the following speci cation for a general type-extension function. The function extend(f) has type T!R] and is constructed from the function f of type S!R] (where S is a subtype of T) by supplying the default value d whenever its argument is not in S (S pred is the recognizer predicate for S). Because of the need to supply the default d, this construction cannot be applied automatically as a conversion. However, as noted above, false is a natural default for functions with range type bool (i.e., sets and predicates), and the following theory establishes the corresponding conversion. These examples illustrate the utility of conversions in bringing some of the convenience of contravariant function subtyping to the more restricted type system of PVS. Conversions are also useful (for example, in semantic encodings of temporal logics) in \lifting" operations to apply pointwise to sequences over their argument types.
X. Comparison with Subtypes in Programming Languages
We know of no programming language that provides predicate subtypes, although the annotations provided for \extended static checking" (proving the absence of runtime errors such as array bound violations) 27,28] have some similarities. Bringing the bene ts of predicate subtyping to programming languages seems a worthwhile research endeavor that might generalize the bene ts of extended static checking, while also providing information that could be useful to an optimizing compiler.
Subtypes of a di erent, \structural," kind are sometimes used in type systems for programminglanguages to account for issues arising in object-oriented programs 1]. In particular, a record type A that contains elds in addition to those of a record type B is regarded as a subtype of B. The intuition behind this kind of subtyping is rather di erent than the \subtypes as subsets" intuition. Here, the idea is that a subtype is an elaboration of a type, so that anywhere a value of a certain type is required, it should be acceptable to supply a value of a subtype of that type (e.g., a function that requires \points" should nd a \colored point" acceptable). Structural subtypes are characterized by having a canonical coercion from the subtype to the supertype (e.g., by dropping the extra elds from a record) so that a supertype operation can be applied by means of this coercion. Using this approach, some operations can be structural subtype polymorphic|meaning that they apply uniformly to all structural subtypes of a given type. When these ideas are applied to functions, they lead to the \normal" or covariant subtyping on range types, but contravariant subtyping on domain types.
We know of no speci cation language that provides structural subtyping, still less combines it with predicate subtyping. The di culty is that reasoning about equality is problematical in the presence of structural record subtypes and contravariant or covariant function subtyping.
In PVS the type of the equality relation in an equation x = y can be determined simply by considering the types of x and y (it is equality on their least common supertype). For example, in the expression x/y y = x, where x and y are natural numbers, it is equality on rationals (because the division operator coerces the left hand expression to be rational). This means that if x = y and y = z are type-correct, then so is x = z, and it is true if the other two are. Now consider contravariant subtyping on function domains. This allows abs = id nat], where abs: int!nat] is the absolute value function on the integers and id T] is the identity function on type T (here, the naturals). This follows by promoting abs to its contravariant supertype nat!nat] and taking equality on that type. It also allows id nat] = id int] by the same reasoning, and transitivity of equality might lead us to conclude abs = id int]. But there is no reason to invoke contravariant subtyping in this nal equation, since both functions have the same domain (we do need to use covariant subtyping on the range), so the equality is on the type int!int], and the equation is false. (The equation is true if equality is interpreted on nat!nat] but, as noted, there is no reason to assign this type on the basis of the arguments appearing in the expression.)
Because of this di culty in contravariant subtyping on function domains, 15 and in order to allow equals to be freely substituted, we have chosen to allow function subtyping in PVS only when the domains are equal. PVS does extend subtyping covariantly over the range types of functions (e.g., nat ! nat] is a subtype of nat ! int]) and over the positive parameters to abstract data types (e.g., list of nat is a subtype of list of int), since these cases do not present problems. We consider predicate subtyping to be a basic element of a speci cation language| whereas structural subtyping and subtyping on function domains are largely syntactic conveniences that we prefer to handle by mechanisms such as conversions (see also 29]), rather than incorporate them into the type system. Nonetheless, combining some structural subtyping (e.g., for records) with predicate subtyping is an interesting topic for research.
XI. Conclusion
We have illustrated a few circumstances where predicate subtypes contribute to the clarity and precision of a specication, to the identi cation of errors, and to the automation provided in analysis of speci cations and in theorem proving. There are many other circumstances where predicate subtypes provide bene t, and they have been used to excellent e ect by several users of PVS (see, for example, the PVS bibliography 30] and the links from its Web page). We hope the examples we have presented do convey the value of predicate subtyping in speci cation languages, and suggest their possible utility in programming languages.
