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Abstract
Wireless data access for nomadic users is predicted to be a major growth direction
for the future Internet. However, no single existing wireless technology fits all
user requirements at all times. Instead, several overlaying wireless networks can
provide best possible data delivery service. Nomadic users can run interactive,
conversational, streaming, and background applications that rely on end-to-end
transport protocols to communicate over unreliable wireless links. Achieving effi-
cient data transport in wireless overlay networks implies meeting Quality of Ser-
vice requirements of applications while preserving radio resources, battery power,
and friendliness to other flows on the Internet.
Events such as delay spikes, bandwidth oscillation, and connectivity outages are
difficult to prevent in the heterogeneous and dynamic wireless environment. For
instance, delay spikes can be caused by handovers, higher priority voice calls,
and link layer retransmissions. Furthermore, link characteristics can change by
an order of magnitude when a handover is executed between overlay networks.
Such disruptive events can cause delivery of duplicate, stale, aborted data, and
low utilization of the wireless link. Achieving efficient data transport in this envi-
ronment demands coordinated efforts from the link layer and from end-to-end
transport protocols.
In this dissertation, existing and emerging wireless networks are examined through
measurements and simulations. We paid special attention to the models used in
simulations. We studied end-to-end transport of real-time and non-real-time data.
For non-real-time data, TCP is a highly suitable transport protocol when profiled
with state-of-the-art features and when its robustness to delay spikes is improved.
We measured the response of different TCP variants to delay spikes and developed
mechanisms to alleviate negative effects of spurious timeouts in TCP.
Delay spikes in the network can often make real-time data useless to the receiver.
For streaming and conversational traffic we suggested using a transport protocol
that incorporates an explicit lifetime into packet headers. The Lifetime Packet
Discard eliminates stale and duplicate data delivery over the wireless link that
preserves radio resources and battery power of wireless users.
An inter-system handover can cause an abrupt change in the link bandwidth and
latency. It is hard for end-to-end congestion control to adapt promptly to such
changes. This is especially a concern for slowly responsive congestion control
algorithms, such as TCP-Friendly Rate Control (TFRC), that are designed to pro-
vide a smooth transmission rate for real-time applications and therefore are less
responsive to changes in network conditions than TCP. We measured the perfor-
mance of TFRC and TCP flows during vertical handovers in overlay networks in a
testbed and using a simulator. Overbuffering and an explicit handover notification
are shown to improve transport performance during vertical handovers.
Computing Reviews (1998) Categories and Subject Descriptors:
C.2.1 Network Architecture and Design: Wireless Communication
C.2.5 Local and Wide-Area Networks: Internet
C.2.6 Internetworking: Standards
C.4 Performance of Systems: Modeling techniques
General Terms:
Experimentation, Performance, Design, Standardization
Additional Key Words and Phrases:
Vertical handover, Congestion control, Link layer, Cellular systems
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Chapter 1
Introduction
Wireless data access for nomadic users is the key enabling technology for the
future Internet [93]. However, widespread use of wireless data networks for data
services has been hindered by low quality and frequent service disruptions on
wireless links. Despite the recent progress in wireless technology, wireless links
are slow in comparison with fast fixed networks. The latency of cellular and
satellite links is high and difficult to reduce. Unless a significant breakthrough is
achieved, battery power of a wireless device remains a major constrain. Despite
these challenges, wireless links are attractive because they provide unconstrained
access to data services for mobile users. Telecom operators have invested signifi-
cantly into radio spectrum licenses for third generation cellular networks.
To ensure successful operation of multimedia data applications over wireless net-
works, it is important to run widely deployed Internet TCP/IP protocols efficiently.
While wireless technologies are becoming increasingly heterogeneous, the transi-
tion from telecom protocols to “All-IP” appears imminent. There is a clear benefit
of using the same protocol stack for fixed and wireless links [81]. It enables
interoperability between users with an adjacent wireless link and the rest of the
Internet. Therefore, existing and new transport protocols should be designed for
good performance over both wireless and fixed links. At the same time, wireless
links should be designed to minimize negative effects on transport protocols.
Several wireless networks are often available in a single location as “overlays”.
Wide-area wireless networks provide low to moderate rate connectivity in a geo-
graphically large area. Wireless local area networks provide high-speed connec-
tivity with a limited coverage for “hot-spot” locations. A user typically experi-
ences some service disruption when performing a “horizontal” handover between
cells of the same wireless network or a “vertical” handover between different over-
lay networks.
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1.1 Research Area
The concept of overlay networks was introduced in 1998 during the BARWAN
project [28]. It was argued that no existing data access technology provides best
connectivity in all locations. Instead, there is always a trade-off between band-
width, latency, power consumption, cost, and coverage. Wireless networks often
form an overlay structure, because a high-speed network is located inside a slower
network with wider coverage. A user with a multi-mode terminal can execute a
handover to an overlay that provides optimal data access at the given time and
location.
Transport protocols in the Internet run over a best-effort IP delivery service. The
task of the transport protocol is to provide adequate data delivery service to the
application and to avoid overloading the network. In this dissertation, we focus on
loss recovery and congestion control of transport protocols. Loss recovery serves
to ensure delivery of data in the presence of packet drops due to congestion or cor-
ruption. End-to-end congestion control is crucial to the stability of the Internet.
In a best-effort delivery network, such as the Internet, loss recovery and conges-
tion control are tightly coupled, because a packet loss is taken as an indication of
congestion.
Efficient transport requires addressing the challenges on the application, network,
and link layer. At the application layer, the requirement is to satisfy demands on
Quality of Service (QoS), such as low response time, high throughput, and low
loss rates [3]. At the network layer, the requirement is to be friendly to other data
flows by following the congestion control principles [49]. At the link layer, scarce
radio bandwidth and battery power require that duplicate or stale data are not sent
over a wireless link.
1.2 Overview of the Approach
We argue that due to the nature of the wireless medium, QoS violations cannot
be totally avoided in wireless networks. It is the task of a transport protocol to
minimize the negative impact of events, such as delay spikes or data losses, on
the application and at the same time avoid loading the network with unnecessary
transmissions.
We approach the problem of efficient transport over wireless overlay networks by
introducing enhancements to the end-to-end transport protocols and to the link
layer protocols of wireless networks. Optimizations of transport protocols do not
harm their use in the fixed Internet, and may even be beneficial as well. Enhance-
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ments of the link layer serve to prevent unnecessary data delivery over a wireless
link. However, in conjunction with the end-to-end argument [138], they serve only
to enhance performance and do not introduce a weak point in the reliability of the
system. An IP option for cross-layer communication coordinates the link opera-
tion with end-to-end transport protocols to prevent undesired interaction between
layers [106, p. 34]. The IP option does not violate the protocol layering nor does
it prevent the use of IPsec.
We consider reliable transport and real-time transport protocols separately. For
reliable transport, Transmission Control Protocol (TCP) is a de-facto standard
protocol. Therefore, we introduce backward compatible improvements to TCP.
Real-time transport protocols are still under development. Our work is based on
two concepts: selective reliability and slowly responsive congestion control [45,
94].
Our methodology is a combination of real measurements and simulations using
the ns-2 network simulator [156]. To understand existing problems with wireless
overlay networks we used measurements. We performed tracing of wireless link-
layer protocols in a test network and mobile measurements in a live network.
We also used a testbed for measurements of vertical handovers between several
overlay networks. Simulation models are used for scenarios and parameter ranges
that are difficult to measure or reproduce in existing wireless networks.
1.3 Contributions
Work on this dissertation started with measurements of behavior of TCP variants
in the presence of delay spikes [63, 62]. We evaluated the Eifel algorithm [108]
for detection and recovery from spurious timeouts in a simulated wireless wide
area network [69].
The main contributions of this dissertation are:
A TCP robust to delay spikes and losses. We optimized TCP response to
spurious timeouts with resilience to packet losses, appropriate restoration of
congestion control, and avoidance of future timeouts [71]. Two heuristics
were proposed to improve TCP loss recovery after a retransmit timeout [67].
Eliminating duplicate and stale data delivery. We showed that with Life-
time Packet Discard (LPD) the efficiency of real-time transport can be sig-
nificantly improved. We proposed headercasting as a solution for prevent-
ing unnecessary triggering of congestion control by expiration drops [70].
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Measurement results of wireless overlay networks. We found that cell rese-
lections can introduce large delay spikes in data transmission. We collected
a large body of measurements of bandwidth, latency, and buffering of wide-
area wireless networks [72, 98]. We measured data loss and duration of
vertical handovers [68].
A Fast Reset algorithm for eliminating unnecessary data transmission over
slow links from aborted TCP connections [64].
Realistic models for simulation of wireless links [66].
The TCP enhancements for wireless links are standardized in RFC3481 [81]. The
author contributed Section 2 on reviewing link characteristics of wireless overlay
networks, Section 3.3 describing the GPRS architecture, and most of Section 4.8
advocating the use of the timestamp option.
Although publications [71, 70, 72, 68, 66, 67] include several co-authors, the
author’s role was central in creating the papers. Publication [68], with excep-
tion of Section 4.1 and collecting some measurement data, was prepared by the
author. Publication [71] was entirely made by the author, but some ideas originate
from discussions with Ludwig, Floyd, and Allman.
The idea of lifetime packet discard in publication [70] was from Ludwig but all
experiments, implementation, and analysis of the results were done by the author.
The GPRS protocol stack operation was traced on multiple protocol layers [72].
The author’s contribution was in performing part of the measurements and the
analysis of all measurement data.
1.4 Structure of Dissertation
In this chapter, we briefly outlined the research area and our approach. We also
stated the contributions of this dissertation. The rest of the dissertation is orga-
nized as follows.
Chapter 2 provides the necessary background on applications, transport proto-
cols, and wireless overlay networks. Furthermore, it defines the problem of ineffi-
cient transport in detail and reviews related work. In Section 2.1, we examine the
requirements for delivery service that future applications will need from transport
protocols. In Section 2.2, we review congestion control and error recovery mech-
anisms for reliable and real-time transport protocols. We describe the architecture
and characteristics of wireless overlay networks in Section 2.3. The research prob-
lem of eliminating inefficiencies in data transport over wireless overlay networks
1.4. STRUCTURE OF DISSERTATION 5
is stated in Section 2.4. In Section 2.5, we describe the current state of the research
area. In Section 2.6, our approach is compared against the related work.
In Chapter 3, we outline our measurement platform and simulation models. In
Section 3.1, we describe multi-layer tracing of the GPRS network and show a
few interesting results of interactions between protocol layers. In Section 3.2,
our vertical mobility testbed is described and simulation scenarios are presented.
In Section 3.3, we discuss validity of simulation models for evaluating transport
protocols over wireless links. Section 3.4 is a brief summary explaining how the
presented methodology is applied in the rest of the dissertation.
In Chapter 4, the efficiency of reliable data transport is considered. In Section 4.1,
we describe a general TCP profile for wireless networks. In Section 4.2, the prob-
lem of spurious timeouts in TCP and proposed solutions for it are reviewed. In
Section 4.3, we enhance TCP response to spurious timeouts. The main issues are
restoring the congestion control state, robustness to packet losses, and adapting
the retransmit timer. In Section 4.4, the proposed response is evaluated for vari-
ous levels of congestion. In Section 4.5, two heuristics for improving NewReno
TCP performance are presented and evaluated. Section 4.6 concludes this chapter
with a summary of the results.
Chapter 5 is devoted to Lifetime Packet Discard (LPD). In Section 5.1, our view
of the architecture for delivery of real-time data over wireless links is presented.
Section 5.2 motivates the need for LPD by describing problems that can be solved
by our approach. Section 5.3 shows how LPD avoids delivery of stale and dupli-
cate data. In Section 5.4, we evaluate the effect of LPD on the performance of
various types of flows. Section 5.5 presents ideas for future work. Section 5.6
concludes the chapter.
Chapter 6 evaluates the effect of vertical handovers on end-to-end transport pro-
tocols and shows how the performance problems can be solved. In Section 6.1,
measurement results of vertical handovers in a testbed are presented. In Sec-
tion 6.2, the behavior of TCP and TFRC during an ideal handover is explored
via simulation. In Section 6.3, we examine the effect of TFRC parameters. In
Section 6.4 and 6.5, we introduce and evaluate overbuffering and explicit han-
dover notification for improving aggressiveness and responsiveness of TFRC and
TCP. In Section 6.6, a Fast Reset algorithm for eliminating aborted data delivery
is introduced. Section 6.7 presents the main conclusions from this chapter.
In Chapter 7, the main results of this dissertation are summarized and future work
is outlined.
6 CHAPTER 1. INTRODUCTION
Chapter 2
Background
In this chapter, we provide the necessary background on transport protocols and
wireless networks, state the research problem, and review related work. In Sec-
tion 2.1, we examine requirements for data delivery that future applications will
need from transport protocols. In Section 2.2, we review congestion control and
error recovery mechanisms for reliable and real-time transport protocols. We
describe the architecture and characteristics of wireless overlay networks in Sec-
tion 2.3. The research problem of eliminating inefficiencies in data transport over
wireless overlay networks is stated in Section 2.4. In Section 2.5, we describe
the current state of the research area. In Section 2.6, our approach is compared
against related work.
2.1 Application Requirements
Preserving resources and satisfying Quality of Service (QoS) requirements of
applications are two main goals of efficient data transport. 3GPP suggested divid-
ing wireless applications into four classes: background, streaming, interactive,
and conversational [3].
Examples of background applications include file transfer and email download.
Background applications normally require reliable data delivery but are not highly
sensitive to inter-packet jitter and can also tolerate a high round-trip time (RTT).
Thus, the main performance goal for such applications is high throughput or its
inverse, short download time. TCP is a highly suitable protocol for such applica-
tions.
Interactive applications include web browsing and remote terminal access, such as
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provided by a secure shell (SSH). Users of such applications expect an immediate
result of their actions. Therefore, the most important characteristic for interactive
applications is low response time. Interactive applications often exhibit “click
from page to page” behavior. As an example, when the user clicks on a world
wide web (WWW) link, an ongoing web page download is aborted, and its data
buffered in the network become obsolete.
Streaming applications can playback video or audio files without waiting for
the entire download to complete. Such applications typically buffer data at the
receiver to accommodate jitter in packet arrivals. However, the buffer size avail-
able at the receiver is often limited due to memory size constraints in mobile
devices and a possible change of the play point by the user. Streaming applica-
tions do not require perfect reliability but favor on-time delivery. In fact, data
packets may only be useful for a streaming application until the receiver playback
buffer becomes empty. A transport protocol is most attractive for streaming appli-
cations if it provides partial reliability by performing retransmissions only within
the allowed time limit.
Conversational traffic – also referred to as voice over IP (VoIP) – includes bi-
directional video and audio. Conversational traffic does not necessarily require
high bandwidth, but it has stringent requirements on latency and delay jitter. The
acceptable one-way latency is 100-300 milliseconds which often leaves no time
for loss recovery through retransmissions.
2.2 Transport Protocols
Data transport protocols can be loosely divided into two classes. Reliable proto-
cols ensure that all data are delivered to the receiver at the maximum throughput
but without regard for delay. Real-time protocols do not provide any reliability at
all or only limited recovery within the data lifetime. In this section, we describe
existing reliable and real-time transport protocols that are relevant to this disser-
tation.
The delay-bandwidth product is an important characteristic of a network [152].
It defines the minimum amount of data in flight (the load) to utilize the available
network bandwidth (the pipe capacity). Networks with a large delay-bandwidth
product, such as satellite links, demand special attention from a transport proto-
col. As an example, the slow start phase of TCP can be time-consuming in such
networks [10].
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2.2.1 Reliable Data Transport
The Transmission Control Protocol (TCP) [150, p. 223] is the most widely used
transport protocol on the Internet. TCP provides applications with reliable byte-
oriented delivery of data on the top of the Internet Protocol (IP). TCP sends user
data in segments not exceeding the Maximum Segment Size (MSS) of the connec-
tion. MSS is negotiated during the connection establishment procedure known
as the three-way handshake. To open a connection the client transmits a SYN
segment, the server replies with its SYN, and the client replies with a SYN-ACK
segment. After that the connection is established and data can be transmitted in
both directions. When all data is sent, the client and the server exchange FIN and
FIN-ACK segments to terminate the connection. A reset packet (RST) can be sent
at any time to abort the connection.
Each byte of the data is assigned a unique sequence number. The receiver sends
an acknowledgment (ACK) upon reception of a segment. TCP acknowledgments
are cumulative; an acknowledgment confirms all bytes up to the given sequence
number. The sender has no information whether some of the data beyond the
acknowledged byte has been received. TCP has an important property of self-
clocking; in the equilibrium condition each arriving acknowledgment triggers a
transmission of a new segment. Normally, TCP does not acknowledge a received
segment immediately, but waits for a certain time. If a data segment is sent during
this time, the acknowledgment is “piggybacked” into it. Alternatively, another
data segment can arrive, and the acknowledgment can confirm both received seg-
ments at once. However, TCP must not delay acknowledgments for more than
half a second and should send an acknowledgment for every second received seg-
ment [13].
Data are not always delivered to TCP in a continuous way; the network can lose,
duplicate or re-order packets. Arrived bytes that do not begin at the number
of the next unacknowledged byte are called out-of-order data. As a response
to out-of-order segments, TCP sends duplicate acknowledgments (DUPACKs)
that carry the same acknowledgment number as the previous ACK. In combi-
nation with a retransmit timer on the sender side, acknowledgments provide reli-
able data delivery [135]. The retransmission timeout (RTO) is computed using
the smoothed round trip time (SRTT) and its variation (RTTVAR). The retrans-
mit timer is backed off exponentially at each unsuccessful retransmit of the seg-
ment [130]. When the timer expires, outstanding segments are retransmitted as
go-back-N using the slow start algorithm described below.
TCP recovery was enhanced by the fast retransmit and fast recovery algorithms
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to avoid waiting for a retransmit timeout every time a segment is lost [82]. Recall
that DUPACKs are sent as a response to out-of-order segments. Because the net-
work may re-order or duplicate packets, reception of a single DUPACK is not
sufficient to conclude a segment loss. A threshold of three DUPACKs was chosen
as a compromise between the danger of a spurious loss detection and a timely loss
recovery. Upon the reception of three DUPACKs, the fast retransmit algorithm
is triggered. The first unacknowledged segment is considered lost and is retrans-
mitted. At the same time congestion control measures are taken; the congestion
window is halved. The fast recovery algorithm controls the transmission of new
data until a non-duplicate ACK is received. The fast recovery algorithm treats
each additional arriving DUPACK as an indication that a segment has left the net-
work. This allows inflating the congestion window temporarily by one MSS per
each DUPACK. When the congestion window is inflated enough, each arriving
DUPACK triggers a transmission of a new segment, thus the ACK clock is pre-
served. When a non-duplicate ACK arrives, the fast recovery is completed and
the congestion window is deflated.
To prevent a fast sender from overflowing a slow receiver, TCP implements the
flow control based on a sliding window [152]. In every acknowledgment, the
receiver advertises to the sender the receiver window, the number of bytes allowed
for transmission. The receiver window is always relative to the acknowledgment
number. An arriving acknowledgment allows more data to be sent by advancing
the edge of the sliding window to the right. When the total size of outstanding
segments, segments in flight (FlightSize), reaches the receiver window, the trans-
mission of data is blocked until the sliding window advances or a larger receiver
window is advertised. Advertising a window of zero bytes is legal and can be
used to force the sender into the persist mode. In the persist mode the TCP con-
nection is alive, but no new data can be sent until a non-zero receiver window is
advertised.
Early in its evolution, TCP was enhanced by congestion control mechanisms to
protect the network against the incoming traffic that exceeds its capacity [82].
A TCP connection starts by sending out the initial window number of segments.
The proposed congestion control standard allows the initial window of one or two
segments [13]. During the slow start phase, the transmission rate is increased
exponentially. The purpose of the slow start algorithm is to get the “acknowledg-
ment clock” running and to determine the available capacity in the network. A
congestion window (cwnd) is a current estimation of the available capacity in the
network. At any point of time, the sender is allowed to have no more segments
outstanding than the minimum of the advertised and congestion window.
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Figure 2.1: Loss recovery and congestion control in TCP (A steady state is in
congestion avoidance).
Upon reception of an acknowledgment, the congestion window is increased by
one segment, thus the sender is allowed to transmit the number of acknowl-
edged segments plus one. This roughly doubles the congestion window per RTT
(depending on whether delayed acknowledgments are in use). The slow start ends
when a segment loss is detected or when the congestion window reaches the slow-
start threshold (ssthresh). When the slow start threshold is exceeded, the sender is
in the congestion avoidance phase and increases the congestion window roughly
by one segment per RTT. When a segment loss is detected, it is taken as a sign
of congestion and the load on the network is decreased. The slow start threshold
is set to half of the current FlightSize. After a retransmit timeout, the conges-
tion window is set to one segment and the sender proceeds with the slow start.
Figure 2.1 illustrates functions of loss recovery and congestion control in TCP.
Figure 2.2 shows dynamics of the TCP sender’s load for changing path capacity.
The congestion control is required for estimation of available bandwidth in the
network and fair co-existence with other flows [49]. Congestion control in TCP is
tightly connected with loss recovery because a packet loss is taken as an indication
of congestion in the network [82].
When a delay spike in the network exceeds the current value of the retransmit
timer, a timeout occurs. The TCP sender retransmits the oldest outstanding seg-
ment. Since the original segment or the corresponding acknowledgment is only
delayed but not lost, the retransmission is unnecessary and the timeout is said to be
spurious. TCP suffers from a retransmission ambiguity problem [87]. Acknowl-
edgments bear no information that would allow the TCP sender to distinguish
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an acknowledgment for the original segment from that for the retransmission.
Therefore, the sender interprets the acknowledgment generated by the receiver in
response to the original segment as corresponding to the retransmitted segment.
This leads to unnecessary go-back-N retransmission behavior and violation of the
packet conservation principle [108].
A genuine retransmission timeout occurs when a large amount of data is lost in the
network, for instance due to a vertical handover. Alternatively, a retransmission
is lost, which cannot be recovered without a timeout by widely deployed TCP
implementations.
2.2.2 TCP Variants
The TCP behavior is standardized by IETF and is described in RFCs. However,
the standards leave many issues unspecified and TCP implementations differ in
how they behave under similar conditions. For a long time, the reference imple-
mentation has been Reno TCP found in the Unix BSD4.3 operating system [162].
Modern TCP implementations differ significantly from Reno.
NewReno [52] is a small but important modification to the TCP fast recovery
algorithm. Reno fast recovery suffers from timeouts when multiple packets are
lost from the same flight of segments [44]. NewReno can recover from multiple
losses at the rate of one packet per round trip time. If during the fast recov-
ery the first non-duplicate acknowledgment does not acknowledge all outstanding
data prior to the fast retransmit, such an acknowledgment is called partial. The
NewReno algorithm is based on an observation that a partial acknowledgment is
a strong indication that another segment was also lost. During the recovery phase
NewReno retransmits the presumably missing segment and transmits new data if
the congestion window allows it. The recovery phase ends when all segments
outstanding before the fast retransmit are acknowledged or the retransmit timer
expires.
TCP acknowledgments are cumulative; an acknowledgment confirms reception of
all data up to a given byte, but provides no information whether any bytes beyond
this number were received. The Selective Acknowledgment (SACK) option [117]
in TCP is a way to inform the sender which bytes have been received correctly and
which bytes are missing and thus need a retransmission. How the sender uses the
information provided by SACK is implementation-dependent [24]. Linux uses a
Forward Acknowledgment (FACK) algorithm [116]. The BSD Unix implemen-
tation is sometimes referred to as “Reno+SACK” [117, 116]. SACK does not
change the semantics of the cumulative acknowledgment. Only after a cumulative
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acknowledgment, are the data “really” confirmed and can be discarded from the
send buffer. The receiver is allowed to discard SACKed, but not acknowledged,
data at any time.
The FACK algorithm uses the additional information provided by the SACK option
to keep an explicit measure of the total number of bytes of data outstanding in the
network [116]. In contrast, Reno and Reno+SACK both attempt to estimate the
number of segments in the network by assuming that each duplicate acknowledg-
ment received represents one segment which has left the network. In other words,
FACK assumes that segments in the “holes” of the SACK list are lost and thus
left the network. This allows FACK to be more aggressive than Reno+SACK in
recovery of data losses. In particular, the fast retransmit can be triggered as soon
as after a single DUPACK in FACK implementation if the SACK information in
the DUPACK indicated that several segments were lost. In contrast, Reno+SACK
will wait for three DUPACKs to trigger the fast retransmit.
The TCP timestamp option [84] requires the peer to place a current timestamp
and echo the most recent received timestamp in each transmitted segment. The
timestamp option was introduced for protection against wrapped sequence num-
bers. It can also be used to improve the accuracy of round-trip time estimation.
With timestamps, every received segment, also retransmitted, can be used as an
RTT sample. The timestamp option occupies 12 bytes in every segment.
A control block of a TCP connection maintains the connection state, round-trip
time estimation, slow start threshold, maximum segment size, and other similar
parameters. When a new connection is created, it has no idea what the prop-
erties of the underlying network path are, and it has to determine the values of
these parameters empirically. The performance of this new connection could
be improved if it takes advantage of parameters obtained by earlier connections.
TCP Control Block Interdependence (CBI) [155] enables sharing of information
between connections.
2.2.3 Real-Time Data Transport
The User Datagram Protocol (UDP) [133] is the basic unreliable transport pro-
tocol used for real-time transport. It includes only the essential transport mech-
anisms, such as port numbers and a checksum. UDP-Lite was developed so that
error-resilient applications can make use of corrupted data. UDP-Lite has a partial
checksum that covers only the beginning of a datagram. UDP-Lite was shown to
improve the performance of streaming video over a cellular link [144].
14 CHAPTER 2. BACKGROUND
0
10
20
30
40
50
60
0 10 20 30 40 50 60
Lo
ad
, k
ilo
by
te
s
Time, seconds
TFRC load
Path capacity
With buffer
0
10
20
30
40
50
60
0 10 20 30 40 50 60
Lo
ad
, k
ilo
by
te
s
TCP load
Path capacity
With buffer
Figure 2.2: Load of TCP and TFRC versus path capacity. Available path capacity
is reduced to 30% at time 20-40 seconds by a constant bit rate flow.
The Real-time Transport Protocol (RTP) [142] is an application-layer protocol
based on the Application Layer Framing (ALF) concept [38]. RTP supports com-
mon features required for real-time applications that are sequence numbers, times-
tamps, and the media source identifiers. Itself, RTP makes no guarantees on data
delivery. However, there are extensions, such as Selectively Reliable RTP (SR-
RTP) [45], that support selective retransmissions and congestion control.
The Datagram Congestion Control Protocol (DCCP) [94] is a new connection-
oriented protocol that uses acknowledgments for congestion control. However,
DCCP does not provide any reliability. The most important feature of DCCP is
TCP-friendly congestion control (TFRC) [78] that provides a smoother transmis-
sion rate than the Additive Increase Multiple Decrease (AIMD) algorithm used
in TCP. Therefore, DCCP is a suitable protocol for applications that cannot tol-
erate rapid variation in throughput. We assume in the rest of the dissertation that
SR-RTP on top of DCCP is used as a real-time transport protocol.
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2.2.4 TCP-Friendly Rate Control
TCP can introduce an arbitrary delay in data delivery because of its reliability
and in-order delivery requirements; thus, applications such as on-line gaming
and streaming often use UDP. The growth of long-lived congestion-uncontrolled
traffic, relative to congestion-controlled traffic, can be a threat to Internet stabil-
ity [49]. The unsuitability of TCP-like AIMD congestion control for real-time
flows motivated development of slowly responsive TCP-friendly congestion con-
trol algorithms [159, 51, 153].
The TCP-friendly Rate Control (TFRC) [51] is perhaps the most popular protocol
among the proposed alternatives. TFRC maintains a similar transmission rate as
TCP in the long run, but avoids abrupt changes in the transmission rate. Figure 2.2
shows dynamics of the TFRC sender’s load for changing path capacity. The load
is less variable than the TCP load in similar conditions. TFRC is not a complete
transport protocol, as it only concerns end-to-end congestion control. Therefore,
TFRC should be deployed together with a transport protocol, such as UDP, RTP,
or DCCP [94].
TFRC allows an application to transmit at a steady rate that is typically within a
factor of two from the TCP rate in similar conditions [51]. TFRC does not halve
the transmission rate after a single packet loss, but is also slow to increase the rate
in the absence of congestion. The TFRC receiver reports the loss event rate   and
the average receive rate 
 
to the sender. The sender computes the reference
transmission rate

based on  ,
 
, and average round-trip time using a TCP
rate equation [126]. The actual transmission rate  is set as follows [73]:
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Here  represents the packet size,  is the time when the rate was last doubled, 
is the round-trip time, and 

represents the maximum back-off time (64 seconds
by default) in persistent absence of feedback. If   is zero, no packet loss has yet
been seen by the flow. In this phase, the sender emulates slow start of TCP by
doubling the transmission rate every round-trip time.
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TCP does not typically reduce the congestion window more than once per a win-
dow of data. Therefore, calculating the loss event rate rather than simply taking
the packet loss rate is an important part of TFRC. The default method that TFRC
uses for calculating the loss event rate is called the Average Loss Interval. With
this method, a weighted average of recent intervals between packet losses is com-
puted. The weights are 1, 1, 1, 1, 0.8, 0.6, 0.4, and 0.2 for the oldest loss interval.
History discounting allows the TFRC receiver to adjust the weights, concentrat-
ing more on the most recent loss interval, when it is more than twice as large
as the computed average loss interval. This is an optional mechanism to allow
TFRC to respond somewhat more quickly to the sudden absence of congestion, as
represented by a long current loss interval.
Self-clocking is seen as the key feature of TCP congestion control that contributes
to the stability of the Internet [19]. An optional self-clocking mechanism for
TFRC is applied in the round-trip time following a packet loss. The sender’s rate
is limited to at most the receive rate in the previous round-trip time. Furthermore,
in the absence of losses, the TFRC maximum sending rate can be limited to the
earlier receive rate times a constant to prevent a rapid increase in the transmission
rate.
The main performance metrics of a congestion control algorithm are through-
put, fairness, aggressiveness, responsiveness, and smoothness. Throughput is the
rate at which data is delivered to the receiver. Fairness reflects the ability of a
flow to share bandwidth in a compatible way with a TCP flow running in simi-
lar conditions. Aggressiveness describes how rapidly the algorithm increases the
transmission rate in the absence of congestion. Responsiveness reflects how fast
the rate is decreased in time of persistent congestion. Finally, smoothness defines
how variable the rate is when packet losses are relatively rare.
Formally, the responsiveness of a congestion control mechanism has been defined
as the number of round-trip times of persistent congestion until the sender halves
its sending rate, where persistent congestion is defined as the loss of one packet
per round-trip time [51]. The aggressiveness of a congestion control mechanism
has been defined as the maximum increase in the sending rate in one round-trip
time, in packets per second, given the absence of congestion [19]. The maximum
increase of the TFRC rate assuming a constant round-trip time is estimated to be
0.14 packets per RTT and 0.22 packets per RTT with history discounting [51].
It takes four to eight RTTs for TFRC to halve its sending rate in the presence of
persistent congestion.
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Window-based protocols, such as TCP, are sensitive to changes in the delay-
bandwidth product, but not necessarily to changes in bandwidth. For rate-based
protocols, such as TFRC, the opposite is true. TFRC does not estimate the amount
of outstanding data necessary to utilize the link but rather transmits at a relatively
steady rate. Therefore, TFRC is more sensitive to changes in the link bandwidth
than in the delay-bandwidth product.
In this dissertation, we examine aggressiveness and responsiveness of TFRC dur-
ing step changes in link characteristics triggered by a vertical handover. Fairness
and smoothness are considered only briefly. Our study goes further than previous
work [166, 51, 19] in several ways. First, we evaluate changes in link bandwidth
and latency of up to two orders of magnitude. Second, we consider the effect of
varying RTT. Third, we are interested in cellular networks where little statistical
multiplexing is present. Our results are based on both measurement and simula-
tion. We are not aware of other TFRC measurements over wireless links except
by Beaufort et al. [20].
2.3 Wireless Overlay Networks
In this section, we review link-layer mechanisms used in wireless networks, their
buffering and header compression schemes, characteristics of main categories of
wireless networks, the GPRS wireless network architecture, and discuss realiza-
tion of vertical handovers.
2.3.1 Link-Layer Transmission Control
Transmission over a radio interface introduces bit errors. To reduce the error rate
to a level acceptable for transport protocols, several techniques are commonly
used by link layers. IP datagrams are fragmented into radio blocks of the length
of a few tens of bytes for transmission over the radio interface. Upon reception
they are reassembled into a datagram. The whole process is transparent for the
upper layers. Smaller data blocks are more likely to get transmitted error-free
than a larger IP datagram. However, a small block size increases the relative
header overhead.
Forward Error Correction (FEC) is a mechanism to reduce the number of errors
without resorting to retransmissions. Redundant error-correcting codes are added
to data so that a limited number of corrupted bits can be recovered by the link
receiver. Furthermore, data blocks are not transmitted consequently but inter-
leaved with other blocks to increase effectiveness of FEC against bursts of errors.
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Interleaving increases transmission latency by tens of milliseconds.
Many wireless links recover lost packets using link-level retransmissions called
the Automatic Repeat Request (ARQ) [157, p. 239]. Link errors are hidden from
upper layers at the expense of variable delays in the data delivery. Some link-layer
protocols provide semi-reliable data delivery, by performing only a small number
of local retransmissions before discarding a packet [86]. The persistency of a link
is defined as the maximum time during which the link attempts to deliver a data
packet before discarding it. Current research favors highly persistent link-layer
recovery for reliable transport flows [106, p. 76].
For certain types of traffic, such as real-time video, link-layer recovery can be
harmful since data must be delivered in a timely manner or not at all. Lud-
wig [111] and Xylomenos [163, p. 97] introduced the concept of a flow-adaptive
link. It is capable to satisfy the Quality of Service (QoS) requirements of a data
packet by changing, for instance, the link retransmission policy. The QoS require-
ments of a packet are given to the link layer in the type-of-service octet in the IP
header.
Medium Access Control (MAC) is responsible for resource-sharing among wire-
less users that compete during data transmission. Resources could be shared
using Time Division Multiple Access (TDMA), Code Division Multiple Access
(CDMA), Frequency Division Multiple Access (FDMA) or a combination of them.
A mobile station is usually assigned a channel for transmission at a specific time,
frequency or code. Packet Reservation Multiple Access (PRMA) is often used to
share the channel among several users [59].
2.3.2 Buffering and Compression
The wireless link is often the bottleneck in the path of a data flow, because fixed
networks are fast and reliable compared to wireless links. When data packets
arrive from the relatively fast Internet to the slow wireless link, they are buffered in
the last-hop router that connects the wireless link to the Internet. This router plays
a significant role in the performance of transport protocols, because congestion
data losses are most likely to occur in the bottleneck queue. A limited number of
buffers can be allocated in the last-hop router per user. Often this buffer space is
shared among traffic of the same user, but there is no interference between traffic
of different users.
The size of the buffer has important effects on transport efficiency. A link is
overbuffered if it persistently has a longer queue than required for its efficient uti-
lization. In static network conditions, overbuffering usually occurs when a redun-
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dantly large buffer is allocated. Underutilization is typical in the initial phase of
a TCP connection due to slow start or due to non-congestion-related losses. In
general, overbuffering or underutilization appear when an estimate of the network
capacity made by the transport protocol does not match the real network capacity.
Overbuffering is common in wireless networks and can harm performance [106, p.
79]. Radio networks often have a large buffer with drop-tail policy which has been
shown to perform poorly [112]. Our GPRS measurements indicated the downlink
bottleneck buffer of approximately 50 kilobytes [72]. This is several times larger
than is required to accommodate traffic burstiness and utilize the link.
A method that allows routers to decide when and how many packets to drop is
called the active queue management. The Random Early Detection (RED) algo-
rithm [54] is perhaps the most popular active queue management algorithm today.
A RED router detects incipient congestion by observing the moving average of the
queue size. To notify connections about upcoming congestion, the router selec-
tively drops packets. TCP connections reduce their transmission rate when they
detect lost packets and congestion is prevented. The major design goals for RED
were maintaining a normally small packet queue in the router while allowing for
short-term traffic bursts and avoiding synchronization among flows.
A packet loss serves TCP as an implicit notification of congestion. The Explicit
Congestion Notification (ECN) is a complementary mechanism to the active queue
management [136]. ECN provides means to notify a TCP connection of incipi-
ent congestion as an alternative to dropping packets. ECN uses bits in the packet
header to indicate that this packet has passed through a congested router. The
receiver echoes the congestion indicator in acknowledgments. Upon reception of
a congestion notification, the sender must react in the same way as for a single
dropped packet, that is reducing the transmission rate.
The Quality of Service in the Internet can be provided using the architecture for
Differentiated Services [22, 100]. DiffServ achieves scalability by aggregating
traffic into classes receiving similar per-hop forwarding behavior. The class infor-
mation is conveyed by means of IP-layer packet marking using code points in the
DS field.
Compressing TCP and IP headers can decrease the packet header overhead. A
widely used Van Jacobson (VJ) header compression [83] is the proposed standard.
The VJ compression is sensitive to packet losses; a single-packet loss causes a full
window of segments to be dropped, which forces TCP into a retransmit timeout.
A more recent header compression proposal [40] supports an explicit request for a
retransmission of an uncompressed packet, and thus does not have this drawback.
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Figure 2.3: IMT-2000 vision of integrated wireless networks [31].
Some TCP options, such as timestamps, prevent the header compression. How-
ever, new compression algorithms are being developed in the IETF [80] that are
resilient to packet losses and can compress header options.
2.3.3 Overview of Link Technologies
An IMT-2000 vision [31] of heterogeneous wireless networks integrated to form a
coherent overlay structure is shown in Figure 2.3. Table 2.1 lists the characteristics
of overlay networks considered in this dissertation. The main types of wireless
links are wide area cellular, wireless local area, and satellite. In this section, we
summarize their properties.
Cellular. Most common cellular links for data transfer are provided today by
GPRS (General Packet Radio Service) and CDMA2000 systems, and in the future
possibly by UMTS (Universal Mobile Telecommunication System) [157, p. 435].
The bandwidth of such links is in the range of 0.01-1 Mbps, with high one-way
latency of 0.1-0.5 seconds. The coverage radius of a single cell varies from several
hundred meters in urban areas up to 30 kilometers in rural areas. In this disserta-
tion, we use GPRS as an example of a cellular link. A GPRS link typically has
40 kbps bandwidth and 400 milliseconds latency in downlink and 10 kbps, 200
milliseconds in uplink.
Because of the challenging radio propagation environments that cellular links
face, they are typically heavily protected by forward error correction and link-
layer retransmissions [112]. Furthermore, due to high link round-trip times, acquir-
ing a channel access can cause considerable delays. Every packet may require a
new channel allocation. In addition to low bandwidth, battery power preservation
is a major challenge for transport protocols.
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Table 2.1: Link characteristics of overlay networks.
System RTT, Bandwidth, Bw*RTT, Coverage
ms Mbps Kbytes
GPRS 600 0.03 2 country
UMTS 300 0.384 15 city
WLAN 10 11 14 building
LAN 1 100 13 desk
Wireless LANs. The most commonly used WLAN today is IEEE 802.11b with
a bandwidth of 2-11 Mbps [157, p. 797]. In general, WLANs have a low latency
of 3-10 milliseconds and bandwidth in the range of 1-50 Mbps. WLAN uplink
and downlink channels are not independent as in cellular or satellite, but compete
with each other for shared bandwidth. The coverage radius of a single base station
varies from tens to hundreds of meters.
The link error control of 802.11b is tightly coupled with the MAC mechanism.
There are at most three retransmission attempts per data frame [124]. Packet
fragmentation is supported for higher efficiency of error recovery, but it is not
commonly used.
Satellite. In general, satellite links are characterized by high latency in the range
of 50-300 milliseconds and bandwidth of 0.01-50 Mbps. Today, satellite links are
mostly provided by a fixed GEO satellite. Such links typically have a latency of
270 milliseconds, downlink bandwidth of 40 Mbps, and uplink bandwidth of 1
Mbps [74]. There is tremendous variation in capacity provided by satellite links;
the uplink bandwidth might be only 64 kbps for VSAT terminals. Modern satellite
links are generally error-free except for occasional fades. A single GEO satellite
can cover an entire continent.
Multiple overlay networks can be integrated under a single operator as shown
in Figure 2.4. In this dissertation, we primarily consider the cellular networks.
However, in Chapter 6 handovers between cellular networks and Wireless LAN
are considered.
2.3.4 The General Packet Radio Service
In this dissertation, we often use GPRS as an example for evaluating transport
protocol performance over wireless networks. Therefore, this section presents the
GPRS architecture and characteristics in detail.
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Figure 2.4 and 2.5 illustrate the architecture and interfaces of GPRS. The rele-
vant network elements for us are the Mobile Station (MS), Base Transceiver Sta-
tion (BTS), Base Station Controller (BSC), Serving GPRS Support Node (SGSN),
and Gateway GPRS Support Node (GGSN). BSC handles the medium access and
radio resource scheduling, as well as data transmission toward MS over the Abis
interface. SGSN handles user mobility and controls the data flow toward BSC
over the Gb interface. GGSN provides connectivity to external packet networks.
A firewall shields the GPRS network from the rest of the Internet. Interested
readers can refer to a detailed overview of the GPRS system [27].
The GPRS Protocol Stack. Figure 2.5 shows the protocol stack of the user
data transmission plane of GPRS. The Radio Link Control (RLC) protocol pro-
vides acknowledged or unacknowledged data transfer between MS and BSC in
uplink (UL) and downlink (DL) directions. The Logical Link Control (LLC)
protocol provides an acknowledged and unacknowledged mode between MS and
SGSN. The Base Station Subsystem GPRS (BSSGP) protocol controls the data
flow between BSC and SGSN. Finally, GPRS Tunneling Protocol (GTP) encap-
sulates user packets for delivery between SGSN and GGSN.
Medium Access Control (MAC) manages sharing of radio resources among mul-
tiple users. A mobile station can utilize several radio timeslots simultaneously
to increase the data rate and decrease the transmission latency. The multislot
class of a mobile station determines the maximum number of timeslots in uplink
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and downlink. Before transmitting user data, the mobile station must activate a
Temporal Block Flow (TBF) toward BSC. Mobile stations contend on a slotted-
ALOHA random access channel (similar to Packet Reservation Multiple Access
(PRMA) [59]) to receive a resource allocation from the network [114]. Option-
ally, a second stage is used for extending the assignment if a mobile station is not
satisfied with allocated resources.
RLC operates on small (20 to 50 bytes) blocks of user data that are encoded with
a coding scheme (CS-1 to CS-4 for basic GPRS) to provide Forward Error Cor-
rection (FEC). RLC uses wrapping sequence numbers for blocks in the range of
0-127 and a sliding window of 64 blocks. In an acknowledged mode, a bitmap
of received block is used to retransmit missing blocks. In contrary to TCP, RLC
acknowledgments are sent on a separate control channel and cannot be piggy-
backed onto the reverse data traffic. BSC controls the acknowledgment frequency
by sending acknowledgments in downlink or polling mobile stations for acknowl-
edgments in uplink. As we will see in Section 3.1.3, the frequency of acknowledg-
ments and retransmission policy at the sender are important to avoid unnecessary
retransmissions in RLC. A situation when too many outstanding unacknowledged
blocks prevent advancing the sliding window should be avoided. Then, the win-
dow is stalled, and no new data blocks can be transmitted.
LLC provides a retransmission capability between MS and SGSN, and is designed
to recover losses due to user mobility. However, most GPRS networks operate in
the unacknowledged LLC mode. LLC fragments and reassembles user packets if
they exceed the maximum size, which can be configured up to 1556 bytes.
Buffering of User Data in GPRS. Figure 2.5 illustrates buffering of user data
in GPRS. Buffering is performed at multiple protocol layers, but a corresponding
buffer is used only if the protocol operates in the acknowledged mode. In our
measurements, reliable RLC and unreliable LLC modes are used, thus the only
enabled buffers are at the RLC and BSSGP layer. In downlink, LLC frames are
stored in the BSSGP buffer in SGSN prior to transmission over the Gb interface.
Although the buffer is located in SGSN, it is controlled by the BSSGP function
in BSC. This enables BSC to adjust the data flow rate from SGSN in order to
match it with available radio resources and prevent an overflow of the RLC buffer.
Therefore, the BSSGP buffer can be seen as an extension of the RLC buffer.
The RLC buffer size is 64-128 RLC blocks or up to six kilobytes of user data.
Using multiple timeslots the content of the RLC buffer can be transmitted in a
few hundred milliseconds. Therefore, multiple retransmissions can easily stall the
window. This problem is corrected in Enhanced GPRS where the RLC buffer size
can be 64-1024 blocks [2].
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Figure 2.5: Buffering on multiple protocol layers in GPRS.
Cell Reselection. In the GPRS release 97, the mobile terminal changes the serv-
ing cell by performing cell reselection. This is different from circuit-switched
GSM data, where a handover is controlled by the network. A routing area is
a group of cells arranged together to balance between signaling overhead and
positioning of a mobile station. In the simplest case when the user changes the
serving cell while staying in the same routing area, a cell update procedure is
performed. When the new cell belongs to a different routing area, the cell rese-
lection involves more signaling, especially if GSM-specific location information
is updated as well. Finally, the most complicated case concerns an inter-SGSN
handover. However, it is expected to be a rare event and therefore we have not
measured it.
We briefly describe the signaling required to accomplish a cell update. First, MS
makes a cell reselection decision based on tracking the signal power of surround-
ing cells. After synchronizing at the frequency in the new cell, MS starts a random
access procedure to acquire radio resources. Then, MS starts transmitting data in
the new cell. When SGSN receives an LLC frame with a new cell identity, it inter-
nally updates the MS location. Finally, SGSN signals the old cell using a BSSGP
protocol to release any resource reservations for MS and discard buffered data.
Shortcomings of the mobile-controlled cell reselection are widely recognized and
improvements are being standardized in 3GPP. A Network Controlled Cell Change
(NCCC) will make the BSC responsible for a cell-change decision. NCCC will
eliminate unnecessary cell reselections currently performed by stationary MSs. A
Network Assisted Cell Change (NACC) should reduce the delay and data losses
seen by a moving MS.
2.3.5 Vertical Handover Mechanisms
The main problem with implementing an intersystem handover is that transport
connections in the standard TCP/IP stack are bound to use the same IP address
through their lifetime. Some applications, such as HTTP without persistent con-
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nections, are transactional and have short data transfers. For such applications
maintaining a transport-layer connection after a handover is not that important.
However, many applications, such as streaming and FTP, use long-lived flows
transferring large amounts of data. For such applications it is important that the
transport connection is not broken by a handover, and preferably adapts quickly
to changes in the networking environment.
Several mechanisms were proposed to solve this problem. Mobile IP [131] assumes
that the mobile host uses its permanent IP address from the home network at all
times. Packets destined to this IP address are tunneled from the router in the
home network (called a home agent) to the router in the visiting network (called
a foreign agent). Other approaches [43, 154] to implementing intersystem mobil-
ity can be classified into application-based (e.g. using the Domain Name Sys-
tem [145]), multicast-based [149], and micro mobility protocols [34] with context
transfers [97]. A good mobility protocol minimizes the delay and packet loss
during a vertical handover.
2.4 The Problem: Inefficient Transport
In this section, we state the main research problems that are studied and solved in
this dissertation.
2.4.1 Duplicate Data Delivery
A transport protocol that unnecessarily retransmits packets decreases efficiency,
as some packets are delivered more than once over a wireless link. Reasons for
unnecessary retransmissions include lack of knowledge of which packets were
already received [52] and spurious timeouts [108]. Spurious timeouts cause unnec-
essary retransmissions that can violate the packet conservation principle, because
the original packets could still be in the network.
2.4.2 Stale Data Delivery
A real-time data packet delivered past its deadline is called stale and is typically
discarded by the receiver. Delivery of stale data decreases efficiency by wasting
wireless bandwidth and delaying delivery of useful data. Achieving timely deliv-
ery and avoidance of unnecessary transmissions is difficult purely on the end-to-
end basis, especially when such disruptive events as delay spikes are unavoidable
in the network. The end hosts have little information about the current network
conditions, about how much data is still in the network and where it is buffered.
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2.4.3 Underutilization of Available Bandwidth
A vertical handover can often cause an order-of-magnitude change in bandwidth
and latency of the data link [158, 28], because a user moves from a wider area
and slower radio network into a smaller area and faster overlay network. It is
hard for end-to-end congestion control to adapt promptly to such changes. This is
especially a concern for slowly responsive congestion control algorithms, such as
TFRC, designed to provide a smooth transmission rate for real-time applications
and therefore less responsive to changes in network conditions than TCP.
Another possible reason for bandwidth underutilization is spurious timeouts in
transport protocols. A transport protocol must assume that lack of feedback from
its peer indicates congestion in the network. Therefore, the transmission rate is
reduced after a timeout. When a timeout is spurious, reducing the rate is unneces-
sary and can cause significant underutilization of the link.
2.4.4 Aborted Data Delivery
An active Internet user often aborts ongoing TCP connections, for example, by
clicking from page to page in a web browser. Packets from aborted TCP con-
nections are still transmitted to the user, which wastes resources. This problem
is aggravated by a significant amount of buffering in today’s wireless networks.
When a TCP connection is aborted at the receiver, an arriving data segment on that
connection is discarded and a reset packet is sent to the sender. GPRS measure-
ments show that after aborting a file download, data packets are still unnecessarily
delivered to the mobile host for up to thirty seconds.
2.5 Related Work
In this section, we review existing measurements of wireless link characteristics,
performance studies of transport protocol over wireless links, proposals for adapt-
ing link characteristics based on the traffic requirements, and evaluations of the
effect of vertical handovers on transport protocols.
2.5.1 Measurements of Cellular Links
One contribution of this dissertation is measurement results of cellular links. This
section reviews existing measurements of wireless links. There are relatively few
available measurement results for cellular links, because such measurements are
expensive and often require cooperation from the network operator.
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Kojo et al. measured performance and reliability of a circuit-switched GSM link
in varying conditions with different strengths of radio field [96]. Frequent service
disruptions and unnecessary retransmissions were found. A split-state hard proxy
architecture is proposed to improve performance. Ludwig et al. measured a GSM
link at multiple protocol layers in stationary and mobile conditions [112]. The
study found that undesired interactions between the link layer and TCP are rare
and mostly caused by link resets.
Performance evaluation of GPRS is an active research area. TCP performance [120],
buffering [75], scheduling [141, 104, 5, 6], and quality of service [168, 36, 148]
were studied through analytical analysis and simulation. Kilpi characterized GPRS
traffic using traces from a live network [92]. An end-to-end measurement study of
GPRS is presented by Chakravorty [35]. The study describes excessive buffering
in the GPRS network that results in unfair sharing of bandwidth between several
TCP flows. The paper also presents a transparent proxy that improves TCP per-
formance. A measurement study of TFRC over GPRS by Beaufort [20] concludes
that TFRC performance is affected by large RTT and low bandwidth of the GPRS
link. The study proposes an improvement to GPRS performance.
In summary, related work either provides measurements of older circuit-switched
links or is limited to end-to-end measurements in stationary conditions. We mea-
sure protocol performance both end-to-end and at the link layer, in stationary and
in mobile conditions.
2.5.2 Performance of Transport Protocols over Wireless Links
Improving TCP performance over paths including a wireless link has been an
active research area for a few years [165]. The PILC working group in the IETF
published several recommendations on TCP optimizations for wireless links [122,
39]. A study by Balakrishnan outlines three different categories of solutions: pure
end-to-end proposals, split TCP, and link-layer proposals [17].
Ludwig [106, p. 87] and Xylomenos [163, p. 51] showed that pure end-to-
end proposals fail to achieve optimal performance over wireless links. However,
split-layer approaches violate end-to-end TCP semantics, are difficult to deploy
securely, and raise reliability concerns. Ludwig described the problem of spuri-
ous timeouts in TCP [108]. An optimization of the TCP sender called the Eifel
algorithm was proposed to detect spurious timeouts and recover from them. A
new retransmit timer for TCP was proposed [113] to eliminate deficiencies of the
standard TCP.
A “Forward RTO Recovery” (F-RTO) algorithm for recovering from TCP time-
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outs was proposed by Sarolahti [139]. F-RTO is a TCP sender-only algorithm that
does not require any TCP options to operate. After retransmitting the first unac-
knowledged segment triggered by a timeout, the F-RTO algorithm at a TCP sender
monitors the incoming acknowledgments to determine whether the timeout was
spurious and to decide whether to send new segments or retransmit unacknowl-
edged segments. The algorithm reverts to standard go-back-N behavior only if a
Duplicate ACK is received. Otherwise, the timeout is considered spurious and the
sender continues transmitting new data. F-RTO cannot properly classify timeout
under packet reordering [21] and when no new data is available for transmission.
In such cases it uses the standard TCP behavior.
The effect of bandwidth oscillation in CDMA2000 on TCP was studied by Yavuz
and Khafizov [167]. Due to switching of a high-speed radio channel between
several users, the link RTT can increase above the estimate of the TCP retransmit
timer with certain configuration options from the standard IS-2000 Rel.A [91].
Then, spurious TCP timeouts are triggered and the performance is reduced. A
further study reports that use of timestamps and increasing the TCP window helps
to decrease the number of spurious timeouts [167]. It is achieved with larger
network buffers and a larger TCP receiver window.
Morabito et al. proposed TCP-Peach for satellite networks with long propagation
delays and high link error rates [7]. TCP-Peach uses dummy segments to probe
the availability of network resources. Dummy segments are treated as low-priority
packets in the network and do not affect other traffic. However, all routers in the
path need to support priority queuing for TCP-Peach to operate.
2.5.3 Flow-Adaptive Wireless Links
Ludwig developed a concept of flow-adaptive wireless links that select the best
link-layer mechanism depending on the type of transmitted traffic [111]. A simple
heuristic is used to classify TCP packets as requiring the maximum persistency
from the link layer and UDP packets as being real-time and requiring limited
persistency. However, the study only evaluated reliable flows.
Xylomenos proposed the concept of a multi-service link layer [163, 164]. This
study evaluated both reliable and real-time flows. However, the considered real-
time flows are not TCP-friendly. The effect of spurious timeouts and unnecessary
delivery of stale real-time data was not considered.
The possibility of cross-layer interactions of TCP with the link layer in GPRS was
studied by Meyer [120]. Using simulation, the study showed that even in very
poor radio conditions link-layer retransmissions are not likely to trigger spurious
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TCP timeouts. It is because the TCP retransmit timer is inflated by delay jitter
caused by link retransmissions.
Wong and Liu proposed a lifetime-based approach to support real-time flows over
wireless links [161]. Every packet includes its size and deadline, which are used
by the link to schedule packets. This approach is shown to maximize the ratio
of packets delivered on time. However, this study did not consider the effect of
end-to-end retransmissions and congestion control.
2.5.4 Effects of Vertical Handovers
The BARWAN research project [28] developed a network architecture that can
support wireless access across multiple overlay networks. It allows mobile appli-
cations to seamlessly operate with network connectivity that provides the best
bandwidth/battery use and price trade-offs in the current location.
A study of mobility effects on TCP found that packet losses during a handover sig-
nificantly reduce TCP throughput [115]. The most significant factor contributing
to long TCP recovery from handovers was found to be in the exponential back-off
of the TCP retransmit timer [32]. A proposed solution is to artificially generate
three Duplicate ACKs at the TCP receiver to trigger fast retransmit at the sender
and avoid lengthy recovery using the retransmit timer. However, this approach
may not work if Selective Acknowledgments are used by the TCP connection. An
improved variant of this mechanism is proposed by Fladenmuller and Silva [46].
To avoid useless retransmissions during handovers and periods of poor radio chan-
nel conditions, the TCP advertised window can be closed by a proxy in M-TCP [30].
This forces the sender to enter a persist mode and freeze data transmission until
the advertised window is open again. However, shrinking of the TCP window
is not recommended by the standard [135]. Alternatively, Explicit Bad State
Notification (EBSN) can be used to reset the TCP sender’s retransmission timer
during a handover [14]. As an alternative to modifying TCP, Hsieh proposed a
new receiver-centric transport protocol that performs well in the presence of han-
dovers [76].
Several studies evaluated the performance of a Mobile IP handover in overlay
networks. A common conclusion appears to be that while Mobile IP can provide
sufficiently quick handovers for non-real-time applications, the disruption is too
long to be tolerated by real-time applications [46]. However, using optimizations,
handover times as low as 10 milliseconds can be achieved in WLANs [33]. Local
loss recovery using a snoop proxy was shown to improve TCP performance during
handovers [18]. A study of an optimized smooth handover in Mobile IP observed
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that forwarding packets from the old access point to the new one can significantly
reduce packet losses [25].
Hsieh compared several mechanisms for improving the performance of Mobile
IP [77] for TCP. The basic Mobile IPv6 framework is compared with Hierarchical
Mobile IPv6, Hierarchical or Flat Mobile IPv6 with Fast-handover, Simultaneous
Bindings, and Seamless handoff architecture for Mobile IP (S-MIP) for linear and
ping-pong mobility scenarios. All frameworks except S-MIP suffered from packet
losses and performance degradation.
To our knowledge, the only proposed mechanism for improving UDP perfor-
mance during handovers is M-UDP [29]. The proposal is to locally retransmit
UDP datagrams lost during a handover to keep the overall loss rate sufficiently
low.
2.6 Brief Outline and Motivation of Our Approach
In this section, we describe the main principles of our approach and compare them
with related work.
Studies that are entirely focused either on simulations or measurements
often do not produce the best possible results. It is easy to delve into rich
behavior produced by simulation models that bear no close resemblance to
reality. Pure measurement studies often do not explore a sufficiently large
parameter space and can be affected by implementation problems of real-
world systems. We use a combination of measurement and simulations to
avoid these problems.
The Internet has reached a mature state with a wide deployment base of
standard protocols. Developing brand-new protocols is likely to remain
an academic exercise. All changes must be incrementally deployable to
be useful. Therefore, we focus on incremental enhancements to existing
protocols and rely on the IETF standardization body to publish them (Eifel,
NewReno, Wireless TCP profile).
Strict layering of protocols in the Internet has many benefits. One layer can
be changed without affecting other layers and new protocols are easier to
deploy. We try to avoid violating the layering concept by relying on cross-
layer communication using an IP option (LPD). However, because such
communication mechanisms are not yet universally deployed, sometimes
layering can be violated for the sake of performance but without affecting
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interoperability (Fast Reset, Explicit Handover Notification). Header com-
pression is an example of a highly successful layering violation.
The dynamics of data transfers should be considered. Previous work mostly
concentrated on performance of individual data transfers. We take into
account the interactive nature of many applications that often abort a trans-
fer before its regular completion.
We believe that the results presented in this dissertation advance the current state
in the field of wireless data transport. In Chapter 4, we describe several TCP
enhancements that have a good chance to be actually deployed in the Internet. In
Chapter 5, the concept of flow-adaptive wireless links is extended by explicit com-
munication of application QoS requirements down to the link layer. In Chapter 6,
a problem of disruptions to congestion control by vertical handovers is tackled.
Previous studies in this domain are limited to TCP and did not consider the effects
of the changing bandwidth-delay product after a handover.
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Chapter 3
Methodology
In this dissertation we use both measurement and simulation. Measurements are
useful for finding existing inefficiencies in data transport. However, measurement
results are time-consuming to obtain, to reproduce, and can be affected by imple-
mentation problems. Simulation is an indispensable tool for exploiting a broader
parameter space and evaluating new solutions where working prototypes are not
easily made. It would be possible to use a network emulator [95], but we chose
the ns-2 simulator because of its widespread use and extensibility.
In Section 3.1, we describe multi-layer tracing of the GPRS network and show
a few interesting examples of interactions between layers. In Section 3.2, our
vertical mobility testbed is described and simulation scenarios are presented. In
Section 3.3, we discuss simulation models for evaluating transport protocols over
wireless links. Section 3.4 is a brief summary explaining how the presented
methodology is applied in the rest of the dissertation.
3.1 Multi-Layer Protocol Tracing
A powerful multi-layer tracing methodology was introduced by Ludwig [112] to
study the GSM data transmission. We adapt this methodology to perform multi-
layer protocol tracing in a GPRS test network.
3.1.1 Measurement Arrangements
For measurements we used a live GPRS network in Finland [72]. The network
implemented the 3GPP release 97. The GPRS network was able to support the
maximum number of time slots defined by the terminal multislot class. All termi-
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Figure 3.1: Multi-layer protocol tracing setup.
nals are forced to use CS-2 encoding, as it provides better throughput with only a
small loss over CS-1 in error recovery. Use of CS-3 and 4 is currently not possible
due to capacity limitations at the Gb interface. The network uses unacknowledged
LLC. The Van Jacobson header compression is disabled due to poor performance
in the presence of packet losses, high computing burden on the network, and lack
of support from terminals.
For end-to-end throughput measurements, we used a tool generating bulk data
transfers over TCP. For measuring latency, we used a standard ping program [1].
The NetHawk tracing tool records data traffic and signaling messages at the Abis
or Gb interface as shown in Figure 3.1. Using an engineering mode available in
some terminals it is possible to see an identifier of the serving cell, as well as
force a cell reselection to one of the surrounding cells. Finally, we use tcpdump
to record TCP traces at the end hosts.
3.1.2 Throughput, Latency, and Buffering
Figure 3.2(a) and 3.2(b) show downlink and uplink throughput measured with
four different terminals. In addition to the minimum, average, 90% quantile, and
maximum TCP throughput observed over 40 replications, the graphs also show the
theoretical line rate and the limit of TCP throughput. The line rate is computed
based on the number of available timeslots and the coding scheme. The TCP
throughput limit equals the line rate minus the TCP/IP header overhead.
The multislot class of the terminal chiefly determined the throughput; the data rate
per slot was approximately the same for all terminals. In downlink, the maximum
measured value of 43 kbps is achieved by a T280 terminal using four timeslots. In
uplink, the maximum value of 21 kbps is provided by N8310 using two timeslots.
3.1. MULTI-LAYER PROTOCOL TRACING 35
0
10
20
30
40
50
60
T39m R520m N8310 T280
Th
ro
ug
hp
ut
, k
pb
s
MIN MAX AVG
90% TCP MAX Line rate
(a) Downlink
0
10
20
30
40
50
60
T39m R520m N8310 T280
Th
ro
ug
hp
ut
, k
pb
s
MIN MAX AVG
90% TCP MAX Line rate
(b) Uplink
Figure 3.2: Bulk TCP throughput in GPRS.
This is a notable improvement over earlier measurements [98]; at that time the
maximum downlink throughput was 20 kbps and only 7 kbps in uplink.
In general, setting a larger IP MTU at the end hosts resulted in higher through-
put. For instance, increasing the MTU from 576 bytes up to 1480 bytes improves
throughput by one percent due to reduced TCP/IP header overhead. However, the
MTU of 1500 bytes gave slightly lower throughput than that of 1480 bytes. Trac-
ing at the Gb interface showed inefficient fragmentation at the LLC layer. The
maximum LLC frame size was configured to 500 bytes, thus 1500-byte IP pack-
ets were fragmented into four frames, with the fourth frame only a few bytes long.
Sending plenty of small frames reduces efficiency due to higher header overhead.
In the acknowledged LLC mode, using a smaller frame size than 1556 bytes can
be beneficial by achieving finer grain retransmissions. However, for the unac-
knowledged mode we do not see a compelling reason to reduce the maximum
LLC size.
We measured RTT of a GPRS link using 32-byte pings. RTT varies depending
on the terminal and a serving cell in the range of 500-1100 milliseconds on the
unloaded link. A typical value is 700 milliseconds. The minimum RTT improved
since our earlier measurements [98] approximately by 200 milliseconds. Inter-
estingly, we observed regular oscillations in RTT when every second ping gets
roughly 100 milliseconds higher RTT than the other. This effect is related to radio
resource allocation as explained in Section 3.3.2.
To estimate the buffer size of the GPRS link, we started a bulk TCP transfer with
a sufficiently large window (200 kilobytes) to overflow the bottleneck buffer. The
amount of outstanding data when the first loss occurs reflects the size of a drop-tail
buffer. Based on specifications, we expected to see an approximately 10 kilobyte
buffer. However, measurements indicated the downlink buffer of 50 kilobytes.
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Figure 3.3: Tracing of the RLC protocol.
Apparently, GPRS implementations include additional buffers not present in the
standards. The per-user buffer size for GPRS downlink is optimally 5-10 packets
since the bandwidth-delay product of a GPRS link does not exceed 5 kilobytes.
The uplink buffer measurement indicated the buffer size in terminals in the range
of 3 to 30 kilobytes. A terminal having only a 3-kilobyte buffer showed through-
put of one-third of other terminals for an uplink bulk transfer. The reason was in
repeating TCP retransmit timeouts. TCP needs at least three buffers in the net-
work to utilize the fast retransmit algorithm [13]. On the other hand, the buffer of
30 kilobytes is excessive as it allows for unacceptably high link round-trip time
and unnecessary delivery of data from aborted TCP connections.
3.1.3 Tracing at the Radio Link Layer
Tracing at the Abis interface illustrates several interesting details on the function-
ing of the RLC protocol [129]. Figure 3.3 shows an RLC trace of a downlink TCP
transfer. Small RLC data blocks are transmitted in downlink with a sequence
number that wraps every 128 segments. RLC acknowledgments are periodically
sent in the uplink direction. On the x-axis, MAC messages requesting and grant-
ing the channel access are shown. In uplink, there are only a few RLC data blocks
sent containing TCP acknowledgments. They are transmitted in a burst following
the channel access procedure.
The first problem is the allocation and release of a Temporal Block Flow (TBF).
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According to GPRS release 97 specifications, TBF should be turned down imme-
diately when the data buffer empties. Such a policy increases TCP RTT, since
every segment and acknowledgment may trigger the setup of a new TBF. Keep-
ing TBF for longer periods has been suggested [160] and is reflected in Enhanced
GPRS specifications [2]. The extended TBF release decreases RTT seen by TCP
by more than a hundred milliseconds and reduces the signaling load.
However, BSC is unaware if MS with an active TBF has any data to transmit
and has to schedule idle mobile stations, too, which wastes radio resources. Fur-
thermore, the number of simultaneous TBFs is limited and postponing the TBF
release can prevent data transmission by other MSs. In Figure 3.3, TCP acknowl-
edgments are sent in groups of two on separate TBFs. The graph also shows an
increase in TCP RTT caused by signaling to set up TBF for every TCP acknowl-
edgment in uplink. The network transmits dummy RLC blocks downlink to keep
TBF up for instance at 11.5-12 seconds.
Another interesting case is premature retransmissions when there are unacknowl-
edged blocks at the RLC layer but no new blocks to transmit. The RLC sender
retransmits unacknowledged blocks in round robin until an acknowledgment is
received [157, p. 355]. It can be seen in Figure 3.3 for instance at 10.7 seconds.
On the one hand, it increases the probability of data blocks to get through the radio
link. On the other hand, it can waste radio resources and battery power of MS.
However, MS has no knowledge whether there is new data in BSC to be sent and
therefore has to decode assigned timeslots anyway. It consumes the battery power
as well. Avoiding such retransmissions when other users have data to transmit
would prevent waste of radio resources.
Occasionally, the RLC sender retransmits lost blocks several times unnecessarily.
It happens when the RLC receiver generates several acknowledgments before the
first retransmission has arrived to it. Such acknowledgments will indicate the
same lost segments and therefore can trigger unnecessary retransmissions at the
RLC sender. A timer at the RLC receiver could prevent repeated retransmission of
blocks approximately for one RLC RTT [157, p. 355]. This gives enough time for
the first retransmission to arrive and be acknowledged. Alternatively, the receiver
can generate acknowledgments less frequently.
According to specifications, BSC schedules acknowledgments in uplink and down-
link “when needed” [2]. In Figure 3.3, BSC requests an acknowledgment for every
tenth block. Less frequent acknowledgments preserve radio resources and battery
power, but increase the probability of stalling the window. We suggested that
during uplink transfers BSC sends a selective acknowledgment immediately or
shortly after a missing block is detected. On the other hand, when all blocks are
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Figure 3.4: Tracing of LLC and TCP protocols.
received correctly, infrequent acknowledgments suffice. In downlink transfers,
BSC can poll MS for acknowledgments more frequently when the link quality
drops down.
3.1.4 Mobility Measurements
We measured frequency, length, and data loss of cell reselections in a live GPRS
network. In the test network, we recorded multi-layer protocol traces of cell res-
elections. Tests in the live network were performed while driving in downtown
Helsinki. Cell reselections occurred at irregular intervals on the average every
40-70 seconds. The interval depended on the route and speed, but cell reselec-
tions occurring even in stationary conditions are not uncommon. Cell reselections
suspended the data transfer by 3 to 15 seconds with most cases below 5 seconds.
There were a few exceptions when a failed cell reselection made the link unusable
for two minutes. By examining receiver TCP traces it is possible to calculate the
number of lost segments during cell reselections. In the downlink direction a large
number and sometimes all outstanding packets were lost.
However, we also observed cases where data segments were not lost but just
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delayed. In uplink, data loss was less common. In the test network we traced
LLC and TCP protocols during cell reselections with and without a routing area
update. At the LLC layer, cell reselections cause a delay spike in uplink and down-
link transfers of 2-4 seconds with cell update procedure only. The delay increases
to 4-5 seconds when a routing area update is also triggered. We recorded signal-
ing messages when a routing area update was performed between BSCs from two
different vendors. The message exchange typically lasted less than two seconds.
During cell reselections about ten TCP segments were lost in downlink and none
or one segment in uplink. The difference can be explained by the fact that in the
uplink direction buffered data can easily be sent to the new cell. In the downlink
direction data need to be transferred to a new buffer, which is rarely done. There-
fore, in downlink cell reselections are seen by TCP as loss bursts that can cause
lengthy timeouts and underutilization of the radio link in a new cell. In contrast,
for uplink transfers cell reselections are seen by TCP as delay spikes that can
cause spurious timeouts [112]. Figure 3.4 illustrates two cell reselections during
a downlink transfer. At the LLC layer a visible break due to cell reselection is
approximately 5 seconds. However, it takes 5 to 10 seconds longer for TCP to
retransmit lost segments.
3.2 Vertical Handovers
In this section, we describe our testbed and simulation setup used for evaluation
of TCP and TFRC performance durting vertical handovers.
3.2.1 Measurement Setup
Figure 3.5 shows the network architecture that we use for handover measurements.
Mobile nodes can connect to the testbed using 100 Mbps Ethernet LAN, 11 Mbps
802.11b WLAN, a live GPRS network, and a live UMTS network. For brevity,
we only present measurement results of handovers between GPRS and WLAN.
The connection to the GPRS and UMTS cellular networks is realized using a ded-
icated Access Point Name (APN). IP traffic from GPRS and UMTS is sent over
a Generic Router Encapsulation (GRE) tunnel between a Gateway GPRS Sup-
port Node (GGSN) and the APN router. This is necessary because the firewall in
the live cellular network would otherwise drop Mobile IP messages. The Mobile
Node, Correspondent Node, Home Agent, and the APN router are PCs with a
Pentium-3 600 MHz processor running the Linux operating system. The APN
router has a Debian distribution with a 2.2.17 kernel. The Mobile Node, Home
40 CHAPTER 3. METHODOLOGY
    
    
    



Router
Correspondent Node
Mobile Node
APN
GPRS/UMTS
Home Agent DNS
Firewall
WLANLAN
Figure 3.5: Measurement testbed based on Mobile IP.
Agent, and Correspondent Node have the RedHat 7.3 distribution.
For GPRS access we used a Nokia D211 PCMCIA card, which is capable of
three downlink and one uplink timeslots. With CS-2 coding it can achieve 36
kbps downlink and 12 kbps uplink transfer speeds. Our testbed has a commercial
SecGo Mobile IPv4 installation. This Mobile IPv4 implementation is based on
the previous work done in the Dynamics research project [57]. The SecGo Mobile
IPv4 implementation is fully compliant to the latest specification [131] and also
implements NAT Traversal (NATT) tunneling [102]. The Mobile IPv4 product
we used does not implement any handover enhancements, such as a smooth hand-
off [25]. Buffering in the Home Agent and in the Mobile Node does not modify
standard Linux buffering.
In handover tests we used a co-located Foreign Agent residing at the Mobile Node.
We forced reverse NATT tunneling and defined zero agent solicitations to be sent
from the Mobile Node. These settings caused all traffic to go through the Home
Agent. During a handover, the Mobile Node sends a registration request message
immediately to the Home Agent using a new link. The new and old links are
simultaneously active, the layer two handover delay is zero and all delay is at layer
three. Handovers were manually forced by changing the interface prioritization
from the client software graphical interface. It may not be a practical scenario
for vertical mobility, but is sufficient for our purposes of studying the effect of a
change in link characteristics on end-to-end congestion control.
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NATT tunneling adds header overhead of 32 bytes, which consists of 20 bytes
of encapsulating IP-header, 8 bytes of UDP headers, and 4 bytes of NATT tun-
neling header. The IP Maximum Transfer Unit (MTU) was intentionally lowered
to 1440 bytes to avoid packet fragmentation. We concentrated on downlink bulk
data transfers from the server to the mobile node. TCP traffic is generated with
ttcp, and TFRC traffic with an application-level implementation of TFRC over
UDP [78]. This implementation does not completely correspond to the TFRC
specification, but it was the best implementation available. Packet traces were
recorded at the end hosts using tcpdump.
3.2.2 Simulation Setup
In simulations, we want to focus on fundamental effects of a change in link char-
acteristics, but not on transient disruptions caused by imperfect handover mech-
anisms. Therefore, a simple approach presenting a handover as a step change in
the bottleneck link bandwidth, latency, and the buffer size is sufficient for our
purposes. We model an ideal handover using the ns-2 simulator [156]. We imple-
mented an algorithm described in Appendix A.2 to prevent packet reordering dur-
ing a handover. The implementation of the Drop-Tail queue was enhanced to
check for buffer overflow when the limit of the queue size changes.
The network topology is described in the following section. Traffic is generated
by uni-directional downlink transfers. A handover is triggered on the 30th sec-
ond after the start of simulation. The bottleneck queue is Drop-Tail. The band-
width and one-way latency of the link are set according to Table 2.1 on page 21.
The end-to-end one-way latency is higher than the link latency by 50 millisec-
onds to account for an Internet path. The link buffer is set to 7 packets for
GPRS and WLAN, and to 20 packets for UMTS. The TCP agent is uni-directional
TCP SACK with delayed acknowledgments, Limited Transmit, timestamps, and
the receiver window of 50 segments. By default, TFRC history discounting is
enabled, the feedback frequency is once per RTT, and self-clocking is disabled.
3.3 Simulation Models
Simulation is an ideal approach for preliminary evaluation of protocol design, as
it allows a rapid exploration of a wide parameter space. The Network Simula-
tor (ns-2) [156] is a de facto standard tool for evaluation of Internet protocols.
It provides a reproducible and controllable environment with reference protocol
implementations. Simulation scripts and modifications to ns-2 from all simula-
tions in this dissertation are publicly available [65]. In this section, we describe
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Figure 3.6: Simulation topology for wireless overlay networks.
simulation models used for performance evaluation and give an example of mod-
eling a particular link characteristic (on-demand channel allocation) in ns-2.
3.3.1 Modeling Assumptions
For experiments we use the simple topology shown in Figure 3.6. The end points
implement the transport protocol under study. A wireless link is represented as a
link with variable bandwidth, packet losses, and periodic delay spikes. The bot-
tleneck queue preceding the link is controlled by a queue management algorithm,
such as Drop-Tail or RED. The details of configuration differ from case to case,
please refer to the methodology part of the publications.
In most tests we used a uni-directional bulk TCP transfer as workload. It is a sim-
ple, well-understood and commonly used type of workload. During measurements
of response time for transactional traffic [98], request and reply messages are sent
of a size estimated from logs of a local web proxy. For latency measurements, the
standard ping program [1] provides a simple and widely used workload.
For mobile users and operators, battery power consumption and radio resource
preservation are often as important as the throughput across the wireless link.
Therefore, throughput (calculated based on all data transmitted by the sender
including retransmissions) and goodput (calculated based on useful data arrived
to the receiver) are equally important performance metrics. Additional metrics
are used when necessary for a specific experiment. For instance, we also give the
average number of spurious and genuine timeouts for each connection to indicate
how susceptible a TCP modification is to timeouts.
We make typical modeling assumptions that TCP connections are long-lived and
there is no congestion in the opposite direction. Determining the extent to which
these assumptions hold in the Internet is a hard problem [56]. It is well known, for
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example, that TCP connections carrying HTTP messages commonly transfer only
10 kilobytes of data [99, p. 380]. However, most of the transferred bytes result
from long-lived “elephant” connections. The recent popularity of peer-to-peer file
sharing applications reinforces this rule [60].
3.3.2 Example: On-Demand Resource Allocation
Wireless links often allocate channels based on the availability of user traffic.
For instance, in GPRS a radio channel is allocated when data arrives toward the
user, and released when the queue size falls below a certain threshold [157, p.
310], [72]. This section discusses modeling of on-demand resource allocation.
Packet Reservation Multiple Access (PRMA) [59] from GPRS is used as an exam-
ple.
Effect on transport protocols. On-demand resource allocation causes delay vari-
ation that depends on traffic patterns. The channel allocation delay can trigger
spurious TCP timeouts [125]. In addition, the increased delay due to on-demand
resource allocation translates to increased delay to the user.
Presence in current and future wireless links. A typical GPRS network requires
a 200 millisecond delay to allocate a channel for the uplink and 80 millisecond
delay for the downlink. For WLAN and satellite links, a new data burst triggers
MAC contention. However, subsequent data can often be transmitted without
delay, due to the capture effect.
Figure 3.7 shows measurements of uplink and downlink delay jitter for a GPRS
link [4]. The top graph shows pings sent at 0.5-second intervals. The uplink delay
is highly variable, because while some packets trigger a channel allocation, other
packets get a “free ride” on an existing channel. In the downlink, the channel is
kept allocated all the time, thus there is no variability for the downlink delay. The
bottom graph shows pings sent at 5-second intervals. The uplink delay is higher
than for 0.5-second pings, but is less variable because every packet triggers a
channel allocation. The downlink delay is higher with 5-second pings for the
same reason.
How to model. On-demand channel allocation can be modeled by introducing
an additional delay when a packet arrives to a queue that has been empty longer
than the channel hold time. The delay value represents the channel allocation
delay, and the hold time represents the duration of channel holding after transmit-
ting a data packet. Detailed simulations of channel allocation in GPRS are also
available [160].
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Figure 3.8 shows a simulation of channel allocation for a GPRS link. The model
uses a uniform distribution for channel allocation delay separately for the uplink
and downlink. Although the simulation results are not exactly the same as the
measurements in Figure 3.7, they are reasonably close. The mean and variance
of the uplink and downlink latency are similar in the measured and simulated
results. The largest divergence is present for the uplink latency with pings sent
at a 0.5-second interval. Measurement samples are evenly distributed within the
220-800 milliseconds region. In simulation, samples concentrate on two levels
of 300 and 800 milliseconds that correspond to active and inactive channel states.
Still, evaluating a transport protocol with this model should produce more relevant
results than with a link having a constant delay.
3.4 Summary
In this chapter, we described measurement results and simulation models used in
the rest of the dissertation. Measurements have been a major source of information
on link characteristics, as well as on problems that real-world users face. Below
the main measurement results are summarized, followed by a brief discussion on
the use of realistic parameters in simulation models.
We measured the performance of GPRS in stationary and mobile operation. The
maximum downlink TCP throughput was 43 kbps and 21 kbps in uplink. The
typical RTT of the unloaded link is around 0.7 seconds. We have estimated a
50-kilobyte downlink buffer available for a single GPRS user. It exceeds the
optimal value by several times and allows for undesired effects such as inflated
RTT and delivery of stale data. By combining end-to-end tracing with tracing
performed within the network, we observed several undesired cross-layer inter-
actions between RLC, LLC, and TCP. In particular, the slow start phase of TCP
and delayed acknowledgments interact badly with radio resource allocation at the
RLC layer. At the LLC layer, a mismatch between the maximum size of data
units in LLC and in TCP results in inefficient fragmentation. Finally, we showed
situations when RLC retransmits data unnecessarily.
While driving in an urban area we observed cell reselections to occur roughly
every minute and to last for five seconds. In downlink, most of the outstanding
data gets lost during a cell reselection. It takes 5 to 10 seconds for TCP to recover
lost data. In the uplink, cell reselections often do not cause data loss, but instead
are seen as a delay spike by the upper layers. In this case, TCP can experience a
spurious timeout and retransmit the outstanding data unnecessarily [69].
We described a testbed that supports vertical handovers between wireless overlay
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Figure 3.7: Measured one-way latency of a GPRS link at a 0.5-second (top) and
5-second (bottom) interval.
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Figure 3.8: Simulated one-way latency of a GPRS link at a 0.5-second (top) and
5-second (bottom) interval.
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networks using Mobile IP. During experiments, we made two important obser-
vations. First, implementing congestion control at the application layer may not
be feasible, because UDP applications do not receive prompt congestion notifi-
cation from the operating system. When we first run measurements with a stan-
dard Linux kernel, the user-level TFRC implementation had been grossly unfair to
concurrent TCP flows. The problem was found in a local congestion notification
inside the kernel. While TCP flows reduce the transmission rate upon filling of
network buffers, TFRC flows continue to run at a high rate until detecting a packet
loss. The second observation is that it is possible to define a set of TCP options
that provides good performance in all overlay networks we considered. Thus, no
modifications to TCP specifications to enable option renegotiation are needed.
Simulation models are the primary tool that we use for performance evaluation
in this dissertation. The assumptions made about wireless link characteristics can
strongly affect the evaluation of transport protocols. As an example, consider
the issue of an abrupt increase in delay triggering a spurious timeout in TCP.
Link-level error recovery was believed to be one possible source of this form of
delay variation [41]. However, a measurement study of a GSM radio link in poor
radio conditions found that spurious TCP timeouts are rare [112]. This is because
the delay variation had a pattern of moderate jitter in inter-packet arrivals rather
than sharp delay spikes. Such moderate jitter leads to an inflated TCP retransmit
timer, preventing spurious timeouts while prolonging loss recovery. In contrast,
a measurement and simulation study found that handovers introduce a sharper
pattern of delay jitter and can indeed trigger spurious timeouts [62]. Therefore,
when evaluating a transport protocol using simulation, it is important to select
parameters that accurately reflect real-world scenarios.
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Chapter 4
Reliable Data Transport
Recent measurement studies [118] show that TCP maintains its position as the
dominant transport protocol in the Internet. TCP is a stable, mature, and probably
the most thoroughly tested protocol of its kind. Nevertheless, there are some
special cases where TCP could still be improved.
In Section 4.1, we describe a general TCP profile for wireless networks. In Sec-
tion 4.2, the problem of spurious timeouts in TCP and available solutions are
reviewed. In Section 4.3, we enhance TCP response to spurious timeouts. In Sec-
tion 4.4, the proposed response is evaluated for various levels of congestion. In
Section 4.5, two heuristics for improving NewReno TCP performance are pre-
sented and evaluated. Section 4.6 concludes this chapter with a summary of
results.
4.1 TCP Profile for Wireless Overlay Networks
Operators having control over handset configuration, such as NTT DoCoMo, as
well as standardization organizations, such as WAP Forum, who wish to adapt
TCP for use in wireless networks would benefit from a wireless TCP profile. IETF
RFC3481 [81] defines and motivates the use of state-of-the-art standard-track TCP
features found in modern TCP stacks. These TCP features are widely available,
can be used safely in the Internet, and include:
a large initial window [11],
a window scale option [84],
Limited Transmit algorithm [9],
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discovery of the path Maximum Transfer Unit (MTU),
Selective Acknowledgments (SACK) [117],
Explicit Congestion Notification (ECN) [136],
a timestamp option [84], and
disabling TCP/IP header compression which is not robust to packet losses.
We found that the TCP timestamp option increases the accuracy of RTT measure-
ments in bandwidth-limited networks and decreases the likelihood of spurious
timeouts [63]. This is different from previous work that did not regard the times-
tamp option to be useful in the Internet [12]. As an example, Figure 4.1(a) shows
that TCP underestimates the end-to-end delay and experiences a spurious time-
out during fast recovery. The graph is obtained using the ns-2 simulator. When
timestamps are enabled in Figure 4.1(b), there is no timeout and throughput is
higher. Timestamps enable the TCP sender to have a more accurate estimate of
RTT, because all acknowledgments, including those for retransmitted segments,
can be used for taking a RTT sample.
Traditional compression protocols, such as Van Jacobson’s header compression [83],
do not work well with a high level of data losses in a wireless environment [106,
p. 35]. The Robust Header Compression working group in IETF is developing
new solutions suitable for wireless networks [80].
TCP options cannot be adjusted later during the connection lifetime. Options
negotiated at the connection establishment may not be appropriate after a han-
dover to the network with vastly different characteristics. In opposite to reconfig-
uring the options on every handover [123], we identified option values adequate
for all overlay networks considered in this paper. The values of these options are
listed in Appendix A.1.
4.2 The Problem of Spurious Timeouts
Internet measurements show highly variable delays on some paths resulting, for
example, from route flipping [12, 8, 26]. A measurement study of dial-up con-
nections reports occasional delay jitter of several seconds due to link-layer error
recovery by a modem [105]. Especially on wireless links mechanisms providing
error recovery, mobility, on-demand resource allocation, and priority scheduling
can cause high delay variation [62]. We measured delay spikes of several seconds
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Figure 4.1: SACK TCP without timestamps experiences a spurious timeout during
fast recovery.
occurring frequently in a wireless cellular network due to cell changes [72]. An
independent study reports abrupt changes in link RTT resulting from on-demand
allocation of a high-speed radio channel [167].
A sudden delay increase can cause a spurious TCP timeout that presents two prob-
lems [108]. First, outstanding segments are retransmitted unnecessarily. Second,
congestion control [82, 13] is falsely triggered. The Eifel algorithm suggested
by Ludwig [108] uses the TCP timestamp option [84] to reliably detect spurious
timeouts and eliminates these two problems. The algorithm can be also used to
detect spurious fast retransmits due to packet reordering. In this dissertation, we
only address response to spurious timeouts.
The importance of recovering from spurious timeouts is increasing as modern
TCP implementations, Linux 2.4 for instance, are starting to use a finer-grain timer
(10 milliseconds) and a low minimum retransmit timeout value (200 millisec-
onds) [140]. The recent stable Linux kernel release 2.4 includes the Eifel algo-
rithm. Eifel is advancing through the standardization process in the IETF [110,
107]. Therefore, it is important to assure that the algorithm is efficient and safe
for wide deployment in the Internet. Our goal is to refine the response part
of the algorithm and to demonstrate its utility in the environment with a high
delay-bandwidth product. We show that Eifel can potentially have significant per-
formance benefits for TCP that justifies efforts and additional complexity in its
development in order to produce an efficient and robust solution to the problem of
spurious timeouts. All required modifications are located at the TCP sender.
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Figure 4.2: Spurious retransmission timeouts in TCP (Reno-SACK using the
timestamp option).
4.2.1 Definition of a Spurious Timeout
A retransmit timer is a prediction of the upper limit of the RTT. In common TCP
implementations, an adaptive retransmit timer accounts for RTT variations [82].
A spurious timeout occurs when the RTT suddenly increases, to the extent that it
exceeds the retransmit timer that had been determined a priori. RTT can quickly
return back to normal in case of a handover-triggered delay spike, but stays high
when the bandwidth of the wireless link has suddenly decreased.
On a spurious timeout TCP assumes that all outstanding segments are lost and
retransmits them unnecessarily as shown in Figure 4.2(a). It was shown by Lud-
wig [108] that the go-back-N retransmission behavior triggered by spurious time-
outs has a root: the retransmission ambiguity [87], i.e., a TCP sender’s inability
to distinguish an acknowledgment for the original transmission of a segment from
the acknowledgment for its retransmission. Shortly after the timeout acknowledg-
ments for the original transmissions return to the TCP sender. On receipt of the
first acknowledgment after the timeout, the sender must interpret this acknowl-
edgment as acknowledging the retransmission, and must assume that all other
outstanding segments have also been lost. Thus, the sender enters the slow start
phase, and retransmits all outstanding segments in this fashion. The go-back-N
retransmission triggers the next problem: the receiver generates a DUPACK for
every segment received more than once. The receiver has to do that because it
must assume that its original acknowledgments had been lost. This may trigger a
spurious fast retransmit at the sender.
Another major problem is distortion of congestion control. On one hand, the
congestion window and slow start threshold are reduced after a spurious timeout.
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Figure 4.3: TCP sender response to a spurious timeout with the Eifel algorithm.
The reduction is unnecessary as no data loss has yet been detected that would
indicate congestion in the network. On the other hand, TCP makes an assumption
that all outstanding segments were lost and left the network. In fact, they are
likely still located in the bottleneck queue. Therefore, go-back-N retransmissions
performed in slow start lead to aggressive sender behavior. That is, while the
original transmissions are draining from the queue, the retransmissions get sent at
twice the link rate (assuming the receiver generates an acknowledgment for every
segment). This behavior violates the “packet conservation” principle [82] and can
cause real packet losses due to congestion [108]. After a spurious timeout TCP
should not cause short-term congestion and should utilize the link in the long run.
Figure 4.2(b) shows a spurious timeout resulting from a bandwidth change. The
available bandwidth of a bottleneck link is reduced from 300 kbps down to 10
kbps. Such rapid bandwidth changes can occur due to on-demand allocation and
release of a high speed radio channel [167]. The link RTT is increased by several
times, which causes a spurious TCP timeout. The sender’s response is largely the
same as in the case of a delay spike.
4.2.2 The Eifel Detection Algorithm
Eliminating the retransmission ambiguity requires extra information in acknowl-
edgments that the sender can use to unambiguously distinguish an acknowledg-
ment for the original transmission of a segment from that of a retransmission. The
TCP timestamp option provides exactly what we need. When using the timestamp
option the TCP sender writes the current value of a “timestamp clock” into the
header of each outgoing segment. The receiver then echos those timestamps in the
corresponding acknowledgments according to the rules defined in RFC1323 [84].
Eliminating the retransmission ambiguity is then implemented as follows. The
54 CHAPTER 4. RELIABLE DATA TRANSPORT
sender always stores the timestamp of the first retransmission triggered by an
expiration of the retransmission timer. Then, when the first acknowledgment that
acknowledges the retransmission arrives, the sender compares the timestamp of
that acknowledgment with the stored value. If it is smaller than the stored value,
this indicates that the retransmission was spurious.
A case when a timeout occurs due to lost acknowledgments has been the subject
of some discussion. When receiving a duplicate segment below the cumulative
acknowledgment some TCP implementations update a cached timestamp [85],
and some do not [84]. If a TCP sender receives the timestamp from the original
segment after a timeout, it deduces that the timeout was spurious. Therefore, if
the receiver echoes the original timestamp in response to duplicate segments as
the current standard defines [84], then a timeout due to lost acknowledgments
is considered spurious. Restoring the congestion control state in this situation
is partly justified; there is no loss and therefore no congestion in the forward
path. Ideally, TCP should implement some mechanism to reduce the amount of
generated acknowledgments to alleviate congestion in the reverse path [15, p.
141].
Including the 12 bytes TCP timestamp option field in every segment and acknowl-
edgment might seem heavy-weight. The advantage of using the timestamp option
is that this scheme is already a proposed standard and that it is widely deployed [8].
Existing TCP/IP header compression schemes [40, 83] do not support compres-
sion of TCP options, but there is ongoing work to enable it [80]. Furthermore,
there is some evidence that timestamps are useful in general on bandwidth-limited
paths [63].
4.3 TCP Sender Response to Spurious Timeouts
When a timeout occurs, the Eifel algorithm at the sender stores the current values
of the slow start threshold and the congestion window. Upon detecting a spurious
timeout, the sender can restore them and resume transmission with the next unsent
segment, as shown in Figure 4.3(a). This section outlines enhancements to this
basic response algorithm proposed by Ludwig [108].
4.3.1 Efficient Recovery from Packet Losses
The original Eifel proposal simply specified that the transmission after detecting a
spurious timeout always resumes with the next unsent segment [108]. This works
fine when none of the delayed segments are lost. In reality, delay spikes are often
coupled with data losses, for instance during a handover [72]. In the extreme
case, all but the oldest outstanding segment are lost. Simply transmitting new
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data in this case leads to a second genuine timeout. In such a case, recovery using
standard go-back-N retransmissions would be faster. However, it is difficult to
select a transmit policy on a first acknowledgment after a timeout since there is
no information available on the amount of lost data. Therefore, we still believe
in resuming transmission with the next unsent segment while relying on efficient
loss recovery algorithms to cope with data losses.
It is well-recognized that TCP Reno usually experiences a timeout when mul-
tiple segments are lost from the same window [44]. Reno with Eifel is not an
exception; when several delayed packets are lost, the timeout is inevitable. We
showed [69] that allowing fast retransmits below the recovery point [52], using
Limited Transmit [9], and Reno-SACK [24, 117] largely solves the problem of
poor performance with packet losses. In this section, we suggest even more robust
recovery methods.
A single lost segment. We begin with this simple case illustrating the response
when one of the delayed segments is lost. Understanding it is important also for
the more advanced recovery schemes discussed in the rest of this section; these
schemes still need three DUPACKs to enter the loss recovery phase.
Figure 4.4(a) illustrates TCP Reno that blocks fast retransmit until the recov-
ery point is acknowledged. The TCP sender has to wait for a second genuine
timeout to recover this lost segment. The RTO value is large, as it is calculated
from delayed segments (and even may still be backed-off). The reason to block
fast retransmits in conventional TCP is the possibility of a DUPACK series from
unnecessarily retransmitted segments during go-back-N [52]. However, the trans-
mission is resumed by the Eifel algorithm with the next unsent segment. There
are no unnecessary retransmissions and thus a DUPACK series can only indicate
a lost segment. There is no reason to block fast retransmit in such a case. As
Figure 4.4(b) shows, Reno successfully recovers from a lost segment with fast
retransmit when allowed to do so.
Loss of all but one segment. A worst-case spurious timeout occurs when all
outstanding segments are lost except for the oldest segment that is delayed. It is
an example of a case when Reno-SACK often cannot recover without a genuine
timeout. Figure 4.5(a) illustrates the case when segments 9 to 15 are deliber-
ately dropped. In summary, Reno-SACK cannot often avoid the genuine timeout
when there are large “holes” in the receiver window or a few acknowledgments
were lost. The Reno-SACK scheme is conservative because it considers segments
reported missing by the receiver to be still outstanding in the network. The cost
is that the sender cannot retransmit segments as it is limited by the congestion
window.
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Figure 4.4: Response of TCP Reno with Eifel to a spurious timeout. A single
delayed segment is lost.
The Forward Acknowledgment algorithm [116], on the other hand, assumes that
missing packets left the network. This often allows for faster recovery than with
Reno-SACK. In Figure 4.5(c), TCP with the FACK algorithm recovers efficiently
from packet losses. FACK is not standardized by IETF due to concerns with
operation in presence of packet re-ordering. Linux TCP uses FACK by default but
disables it when packet reordering is detected [140].
A question is whether genuine timeouts for Reno-SACK could be avoided with a
simple modification retaining the principles of conservative recovery. We found
that a major part of genuine timeouts of Reno-SACK is due to lack of retrans-
missions on partial acknowledgments. NewReno retransmits a packet on every
partial acknowledgment and is widely used in the Internet [127]. We combined
the NewReno and SACK so that the sender always retransmits at least one seg-
ment on a partial acknowledgment. These retransmissions are accounted into the
pipe estimate and, therefore, in the long run NewReno-SACK should be fair to
other TCP flows. Although we believe it is a safe modification for general use,
as an extra precaution it is possible to enable it only after a spurious timeout and
disable it when the recovery point is acknowledged.
In Figure 4.5(b), NewReno-SACK recovers lost packets without experiencing a
genuine timeout. On a first partial acknowledgment, which arrives on the 11th
second, NewReno-SACK retransmits a segment. Reno-SACK in Figure 4.5(a) has
to remain silent on this partial acknowledgment, because the estimated number of
segments in flight is larger than the congestion window. As a result, the go-back-N
recovery has to be used on the 18th second.
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4.3.2 Restoring the Congestion Control State
In Section 4.2, we described problems with congestion control experienced by
conventional TCP after a spurious timeout. We explain how these problems can
be resolved.
Ludwig [108] proposed the following options for restoring the congestion control
state:
1. ssthresh=ssthresh old, cwnd=cwnd old
2. ssthresh=cwnd old/2, cwnd=ssthresh
3. ssthresh=cwnd old/2, cwnd=1
The first option, complete restoration, is to set the slow start threshold and the
congestion window to values stored before the timeout. The second option, partial
restoration, is to set the slow start threshold to half of the old congestion window
(as done normally by TCP). However, instead of leaving the congestion window at
one segment after the timeout, it is set to the new value of the slow start threshold.
The third option is not to restore the congestion control state, that is to set the slow
start threshold to half of the old congestion window and the congestion window
to one segment.
The first option was used only after a single spurious timeout. The second option
was used after two subsequent timeouts, and the third option was used after three
or more timeouts. So far we have not found any practical evidence that the length
of a delay reflects the amount of change in network characteristics. Therefore,
we do not make our response algorithm depend on the number of subsequent
timeouts.
Figure 4.3(a) on page 53 showed use of option 1 after a spurious timeout. The
question was raised whether restoring the congestion control state after a spu-
rious timeout can cause undesirable bursty TCP behavior. This is not the case
because the Eifel algorithm resumes transmission with the next unsent segment
(snd nxt=snd max) which also restores the estimate of the flight size [13, 162].
As TCP only transmits data when the congestion window is greater than the flight
size, no burst is produced when both parameters are restored from the equilib-
rium state. However, we emphasize that TCP implementations, such as Linux
2.4 [140], that determine the flight size in a different way than BSD TCP must
explicitly restore it after a spurious timeout.
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Figure 4.5: Response of TCP variants with Eifel to a spurious timeout. All delayed
segments but one are lost.
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In practice, options 2 and 3 do not perform well. If the congestion window is not
restored fully, the sender cannot transmit on original acknowledgments after a spu-
rious timeout as shown in Figure 4.6(a) and 4.6(b), because the flight size estimate
is larger than the congestion window. Additionally, lack of restoring of the slow
start threshold can cause significant unnecessary underutilization of a link if a spu-
rious timeout occurs in an early phase of slow start. Experiments in Section 4.3
indicate that with options 2 and 3 the TCP sender is prone to genuine timeouts
which decreases throughput. Furthermore, the load on the network is actually
increased due to a greater number of unnecessary retransmissions. Given this
fact and that full restoring of the congestion control state does not cause bursts,
applying option 1 seems to be an attractive choice.
We did not find much difference between option 2 and 3 for links with a moderate
delay-bandwidth product. With option 2 the sender continues in congestion avoid-
ance incrementing the congestion window only by a single segment per window.
With option 3, the sender is in slow start and increments the congestion window
by one segment per acknowledgment. Therefore, it reaches the same size as used
by option 2 quickly.
We suggest a fourth option to restore the congestion control state
4. ssthresh=cwnd old, cwnd=ssthresh,
where the slow start threshold is set to the old value of the congestion window, and
the congestion window is fully restored. This allows the sender to immediately
resume transmission on acknowledgments as shown in Figure 4.6(c). The sender
is forced to continue in congestion avoidance which may lead to underutilization
on high-delay bandwidth paths. However, it is a sufficiently conservative option
that behaves appropriately even if the available bandwidth is significantly reduced
after a delay spike. In congestion avoidance, TCP transmits at the rate of arriving
acknowledgments determined by available bandwidth.
A variation of this approach would restore the slow start threshold but only when
no loss has yet been detected during the connection. Different other options for
restoring the congestion control state are possible. As an example, the slow start
threshold could be set to the old value of the congestion window, and the con-
gestion window halved. We have not found any such options to be particularly
attractive and therefore do not present them.
So far we have discussed the situation when a spurious timeout occurs during a
slow start. The response when a spurious timeout occurs in congestion avoidance
is similar.
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4.3.3 Adapting the Retransmit Timer
With traditional TCP, a sender that uses too aggressive a retransmit timer has to
pay the price (i.e. slow down) after a spurious timeout. Presumably this discour-
ages developing too aggressive retransmission timers and preserves the network
from duplicate retransmissions that do no useful work. Therefore, some modifica-
tion to the retransmit timer that makes it more conservative after a spurious time-
out is needed. This section discusses various approaches to adapting the retransmit
timer after a spurious timeout. Note that in order to increase conservativeness of
the retransmit timer, the TCP sender must be robust to packet losses. Otherwise,
the sender will suffer excessively from waiting for genuine timeouts. TCP FACK
and NewReno-SACK seem to be sufficiently robust to packet losses.
Next we show RTO parameters of TCP Reno, Reno with timestamps, and Reno
with timestamps and with the Eifel algorithm after a spurious timeout. In Fig-
ure 4.7(a) the RTO parameters of Reno without timestamps remain nearly at the
same level as before the timeout. In other words, TCP does not learn much from
a delay spike. This situation is explained by Karn’s algorithm, as collecting RTT
samples from retransmitted segments is denied due to the retransmission ambigu-
ity problem [87]. Therefore, during the go-back-N behavior no RTT samples can
be collected, but the RTO is kept backed off. A spurious fast retransmit present
in some TCP implementations after go-back-N can even further delay obtaining
a valid RTT sample. Once a new RTT sample is collected, SRTT and RTTVAR
are recalculated from the new sample and the back-off counter is reset. The RTO
value basically returns at the level before the delay spike.
Figure 4.7(b) shows the behavior of RTO parameters for Reno with timestamps.
It is less aggressive than RTO computed without timestamps due to the use of
delayed segments for RTT sampling. Immediately after a timeout when the origi-
nal acknowledgments are arriving, the RTO becomes very high. Lack of updates
in the graph between 10-13 seconds is due to arriving DUPACKs which cannot be
used for RTT sampling [84]. The RTO stabilizes at the new level approximately
10 seconds after the spurious timeout. This is likely too quick a decrease to pro-
tect the sender from spurious timeouts in the future. Making SRTT and RTTVAR
weights adaptive to the frequency of RTT sampling as suggested by Ludwig [113]
can solve this problem.
Figure 4.7(c) shows the RTO dynamics of Reno with Eifel. The retransmit timer
naturally uses timestamps since they are required for the Eifel detection algorithm.
Already this fact makes TCP with Eifel more conservative than the widely used
Reno without timestamps. Furthermore, the idle period in RTO updates due to
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DUPACKs, such as in Figure 4.7(b), is not present here. The RTO with Eifel
does not decrease as quickly after the timeout. This is because Eifel restores the
congestion control state and gets more data outstanding in the network. Higher
RTT in such a case makes the timer less prone to spurious timeouts [167].
In summary, using a conservative RTO such as suggested in RFC2988 [130] with
timestamps provides a sufficient protection against excessive spurious timeouts in
many cases.
Further adapting the timer may include the following options:
1. re-seed the RTO after a spurious timeout,
2. reset the back-off counter only on a genuine timeout, and
3. increase the minimum RTO.
The first option is to use an RTT sample obtained with timestamps from delayed
segments to re-initialize SRTT and RTTVAR variables and restart the timer. The
second option is to keep the back-off counter at the level set during a spurious
timeout and reset it only on a genuine timeout. The third option is to perform
additive increase of the minimum RTO value on each spurious timeout and reset
it to the default value on a genuine timeout.
Another possible option could be to increase the minimum RTO value based on the
length of a delay or its experientially smoothed average. We have not evaluated
such options; a study on adapting the DUPACK threshold shows that they do
not work particularly well [23]. It is also possible to exploit different options
for reducing the minimum RTO value, such as halve it on every genuine timeout
instead of simply resetting it to the default value.
4.4 Performance Evaluation of Proposed Response
We choose simulation for performance evaluation to have a reproducible and con-
trollable environment with reference TCP implementations. A simple “dumb bell”
topology has a bottleneck link with 2 Mbps and with high latency of 150 millisec-
onds. Such characteristics are typical for satellite links and the third generation
wireless wide area networks [157, p. 937]. In all simulations the TCP time-
stamp option [84] was enabled, the MSS was 1000 bytes, the receiver advertised a
window of 150 kilobytes, and the bottleneck queue was Drop-Tail with the max-
imum queue length of 75 packets. We used one-way models of Reno-SACK,
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Table 4.1: Effect of Eifel on Reno-SACK on an uncongested link.
TCP Eifel Download time, Segments Spurious Genuine
variant seconds sent timeouts timeouts
Reno-SACK Off 138 5234 4.68 0.00
Reno-SACK On 39 5088 1.37 0.03
NewReno-SACK, and FACK TCP with delayed acknowledgments. Our modified
Eifel response algorithm is implemented for ns-2 and is publicly available [65].
We also implemented a tool to trigger delay spikes over a simulated link. It sus-
pends transmission in both directions simultaneously. The length of delay spikes
is uniformly distributed between 3 and 15 seconds; they occur at the interval of
20-40 seconds. Shorter delay spikes would suffice to trigger spurious timeouts
in our tests, but we decided to use the typical values experienced by a cellular
network user driving in an urban area [72]. In all tests a conservative retransmit
timer [130] is applied.
Tests summarized in Table 4.1 use a single TCP connection transferring 5 mega-
bytes of data. In Table 4.2, Table 4.3, and Table 4.4, a competing constant bit
rate flow is added running at 1 Mbps. It congests the link especially during delay
spikes. Adaptation of the retransmit timer is only performed in Table 4.4. In
Table 4.1, Table 4.2, and Table 4.4, the congestion control state is completely
restored (option 1). All values are averaged over 100 repetitions.
4.4.1 Results
For mobile users and operators the battery power consumption and radio resource
preservation are often as important as the throughput across the wireless link. We
therefore used the download time and the total number of transmitted segments
as equally important performance metrics. We also give the average number of
spurious and genuine timeouts for each connection to indicate how susceptible a
TCP modification is to timeouts.
In the first test, we use Reno-SACK over a link without other traffic. Table 4.1
shows results with and without Eifel. Applying the Eifel algorithm gives a 254%
increase in throughput and at the same time requires 3% less segments to complete
the connection. Most of the improvement in throughput comes in this case from
restoring the congestion control state after spurious timeouts. Figure 4.8(a) shows
that Reno-SACK reduces the congestion window and performs go-back-N retrans-
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Table 4.2: Effect of Eifel on TCP variants over a congested link (5000 original
segments are transmitted).
TCP Eifel Download time, Segments Spurious Genuine
variant seconds sent timeouts timeouts
Reno-SACK Off 191 5251 5.79 0.68
On 331 5237 6.02 4.98
NR-SACK Off 191 5251 5.78 0.69
On 146 5192 4.35 0.57
FACK Off 191 5251 5.74 0.70
On 108 5225 3.24 0.38
missions on every spurious timeout. Enabling the Eifel algorithm in Figure 4.8(b)
allows the connection to increase the congestion window until a segment loss is
detected on the 20th second. The number of spurious timeouts is decreased due
to a shorter connection lifetime.
Table 4.2 shows results for Reno-SACK over a congested link with the same delay
jitter model. It is a challenging scenario for Eifel, as often many segments are
lost during a delay spike. Reno-SACK with Eifel has a 73% longer download
time in this case due to a large number of genuine timeouts. Timeouts typically
occur when the TCP sender enters the fast recovery phase but cannot retransmit
lost segments due to large “holes” in the receiver window. Figure 4.9(a) shows
three such timeouts at 100, 200, and 250 seconds. NewReno-SACK corrects this
problem by recovering at least one segment per RTT and allows Eifel to achieve
higher throughput and goodput. In Figure 4.9(b), no genuine timeouts are present.
FACK with Eifel achieves 43% reduction in download time over Reno-SACK
even in such harsh conditions. Figure 4.9(c) shows that FACK avoids genuine
timeouts and recovers from packet losses faster than NewReno-SACK.
Table 4.3 shows performance of FACK with Eifel with different options (described
in Section 4.3) of restoring the congestion control state. Options 2 and 3 perform
poorly in terms of throughput and goodput. Not only is the download time several
times higher than for option 1, but more unnecessary re-transmissions are also
sent, wasting the network capacity. Option 4 achieves close to the same through-
put as option 1. Thus, option 4 can be used by a careful sender that does not want
the more aggressive option 1.
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Figure 4.6: Different options of restoring the congestion control state.
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Figure 4.7: RTO dynamics after a spurious timeout.
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Figure 4.8: Effect of Eifel on Reno-SACK on an uncongested link.
Table 4.4 shows results of experiments with adapting the retransmit timer. Re-
seeding the timer with a new sample after a spurious timeout does not have any
effect in this scenario. The RTO is already high after a timeout but re-reseeding it
does not help to prevent its fast descent. Using the back-off approach reduces the
number of spurious timeouts by 40% with only a small decrease in throughput.
This might be an attractive option to use. Increasing the minimum RTO is slightly
less effective in this scenario than using the back-off counter.
The effect of the proposed RTO adaptation methods could be different for other
delay scenarios. As an example, when the link bandwidth oscillates the delay jitter
typically only slightly exceeds the RTO. In the scenario we have studied, RTO is
exceeded significantly. Finally, adaptation techniques could be more effective if
discovered characteristics of the path would be shared between TCP connections
to the same destination [155].
Table 4.3: FACK with Eifel on a congested path with varying restoration of the
congestion control state.
Congestion Download time, Segments Spurious Genuine
control seconds sent timeouts timeouts
option 1 108 5225 3.24 0.38
option 2 540 5325 8.48 8.43
option 3 912 5558 11.19 14.68
option 4 109 5226 3.26 0.38
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Figure 4.9: Effect of Eifel on TCP variants over a congested link.
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Table 4.4: FACK with Eifel on a congested path with different RTO adaptation
techniques (Option 1 for congestion control).
Timer Download time, Segments Spurious Genuine
adaptation seconds sent timeouts timeouts
std 109 5225 3.24 0.38
reseed 109 5225 3.24 0.38
back-off 113 5166 1.92 0.40
min++ 114 5168 2.41 0.43
4.4.2 Discussion
We believe that TCP with the Eifel algorithm is friendly to other TCP variants,
as the basic congestion control mechanisms triggered on a packet loss are not
modified. Even if the congestion window and the slow start threshold are fully
restored after a spurious timeout, they are reduced again after detecting a packet
loss. TCP with the Eifel algorithm gains the capacity underutilized by other TCP
flows.
The experiments were also executed by setting Adaptive RED [50] with auto-
matic configuration of parameters as the bottleneck queue instead of Drop-Tail.
The conclusions made based on the Drop-Tail measurements still hold and Eifel
showed equal or better performance. However, TCP throughput was from slightly
to many times lower than in case of a Drop-Tail queue. We interpret this as a
result of our test setup with a low degree of statistical multiplexing and presence
of a competing constant bit rate flow unresponsive to congestion.
We made typical modeling assumptions that TCP connections are long-lived and
there is no congestion in the opposite direction. Determining the extent to which
these assumptions hold in the Internet is a hard problem [56]. Wide-scale Inter-
net measurements of TCP with the Eifel algorithm would be useful, but they are
difficult to obtain, share, and reproduce.
Formally assessing performance gains of applying the Eifel algorithm is difficult
as the result depends on many factors [108]. It could be from nothing to several
hundred percent depending on the frequency of delay spikes, path characteristics,
the retransmit timer, and the type of workload. The best case for Eifel occurs
when one of the segments in the initial window experiences a spurious timeout
on a high-delay bandwidth path. In such a case, the TCP connection stays in
congestion avoidance and is likely to use only a small fraction of the available
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Figure 4.10: NewReno TCP with unnecessarily retransmitted packets (left); a
retransmitted packet that is lost (right).
bandwidth. A TCP connection with the Eifel algorithm will continue the slow
start until a segment loss indicating a real need to slow down occurs.
The Eifel algorithm is robust to packet losses caused by data corruption, but does
not perform more aggressively than traditional TCP, as it still relies on a segment
loss as an indication of congestion.
4.5 NewReno Heuristics
After a TCP Retransmit Timeout, duplicate acknowledgments can result either
from unnecessarily retransmitted packets or from the loss of a retransmitted packet.
If the sender always responded to three or more duplicate acknowledgments with
a Fast Retransmit, this could result in unnecessary Fast Retransmits, and unnec-
essary reductions of the congestion window [47]. A solution called “bugfix” [52]
disables Fast Retransmits after a Retransmit Timeout or Fast Retransmit until
recovery is completed, and the possibility of three duplicate acknowledgments
from unnecessarily-retransmitted packets has been removed. However, because
the ambiguity is not resolved, the sender in this case might have to wait unneces-
sarily for a Retransmit Timeout when a retransmitted packet is lost.
The long-term solution to this problem is to use Selective Acknowledgments [117,
24] to prevent unnecessary retransmissions, and to use the Duplicate SACK exten-
sion to the SACK option [55] to help resolve duplicate acknowledgment ambigu-
ity. However, while SACK TCP is fairly widely deployed, it is not ubiquitous. Out
of 6700 web servers tested in October 2003, only 47% reported that they support
SACK [119].
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Figure 4.11: The acknowledgment heuristic with unnecessarily retransmitted
packets (left); a retransmitted packet that is lost (right).
This section presents two heuristics for a TCP sender in a non-SACK TCP con-
nection to determine whether duplicate acknowledgments indicate unnecessarily
retransmitted packets or a lost packet [53]. The heuristics should be implemented
with NewReno TCP, but could be used also with older TCP versions, such as
Reno.
The rest of the section is organized as follows. In Section 4.5.1 we describe the
problem of duplicate acknowledgment ambiguity in detail. The two heuristics are
presented in Section 4.5.2. In Section 4.5.3, failure scenarios for the two heuristics
are discussed. Section 4.5.4 provides an evaluation of heuristics for various packet
loss patterns.
4.5.1 The Ambiguity Problem
When the TCP sender invokes a Fast Retransmit or a Retransmit Timeout, the TCP
sender sets a variable “recover” indicating the highest sequence number trans-
mitted so far. If the TCP sender retransmits three consecutive packets that have
already been received by the data receiver, then the TCP sender will receive three
duplicate acknowledgments below this recovery point. In this case, the duplicate
acknowledgments are not an indication of a new instance of congestion. They are
simply an indication that the sender has unnecessarily retransmitted at least three
packets, as illustrated in the left graph of Figure 4.10.
On the other hand, if a retransmitted packet is lost, the duplicate acknowledgments
indicate a hole in the receive buffer, as illustrated in the right graph of Figure 4.10.
For a non-SACK TCP connection with a sender that implements the algorithm
recommended in RFC2582 [52], the sender does not infer a packet drop from
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Figure 4.12: The timestamp heuristic with unnecessarily retransmitted packets
(left); a retransmitted packet that is lost (right).
duplicate acknowledgments in these circumstances. The retransmit timer is the
backup mechanism for inferring packet loss in this case. However, due to the pos-
sibility of multiple Retransmit Timeouts, it can take an excessively long time for
a sender to reach the recovery point. In addition, in the absence of the timestamp
option [84], the retransmit timer is kept backed-off according to Karn’s rule [130].
In this case, each new Retransmit Timeout increases the back-off counter. Even
when timestamps are used, the sender can be significantly delayed by Retransmit
Timeouts due to lost retransmissions.
4.5.2 Heuristics
The sender in a non-SACK TCP connection is still often able to detect whether the
duplicate acknowledgments after a timeout are from unnecessarily retransmitted
packets or a lost packet. Below we describe two heuristics that may be used to
trigger Fast Retransmit below the recovery point.
Acknowledgment Heuristic. The acknowledgment heuristic is based on an obser-
vation that if the TCP sender unnecessarily retransmits at least three adjacent
packets, there will be a jump by at least four segments in a cumulative acknowl-
edgment field. The sender will have correctly retransmitted at least one packet,
to advance the cumulative acknowledgment field, and unnecessarily retransmit-
ted at least three more to result in three duplicate acknowledgments. Follow-
ing the advancement of the cumulative acknowledgment field, the sender stores
the value of the previous cumulative acknowledgment as     and
stores the latest cumulative acknowledgment as  . Upon receiving the
third duplicate acknowledgment, the sender invokes a Fast Retransmit if its con-
gestion window is greater than one MSS (Maximum Segment Size), and the dif-
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Figure 4.13: The acknowledgment heuristic fails in the presence of acknowledg-
ment losses.
ference between   and     is at most three MSS. The
congestion window check serves to protect against a Fast Retransmit immediately
after a Retransmit Timeout, when duplicate acknowledgments from the previous
flight of packets might still be arriving. Figure 4.11 gives examples of applying
the acknowledgment heuristic.
Timestamp Heuristic. The timestamp heuristic uses timestamps echoed by the
receiver in acknowledgments. Following RFC1323 [84] or its attempted revi-
sions [85], the receiver echoes different timestamps depending on whether there
is a hole in the receive buffer. When the timestamp heuristic is used, the sender
stores the timestamp of the last acknowledged segment. Upon receiving the third
duplicate acknowledgment, the sender checks if the timestamp echoed in the last
non-duplicate acknowledgment equals to the stored timestamp. If so and the con-
gestion window is greater than one MSS, then the duplicate acknowledgments
indicate a lost packet, and the sender invokes Fast Retransmit. Otherwise, the
duplicate acknowledgments are assumed to be from unnecessary packet retrans-
missions, and are ignored. Figure 4.12 gives examples of applying the timestamp
heuristic.
If the TCP connection uses the timestamp option, then the timestamp heuristic
is to be preferred over the acknowledgment-based heuristic, because it is more
accurate. Before applying either heuristic, the sender should check that the time-
out was not spurious to avoid using acknowledgments generated in response to
the original and not retransmitted segments [110].
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Figure 4.14: Heuristics improve performance in “loss” (left) and “duplicate”
(right) scenarios.
4.5.3 Possible Failures
The acknowledgment heuristic can fail to trigger a Fast Retransmit when a packet
is lost as in the case shown in Figure 4.13. If several acknowledgments are lost,
the sender can see a jump in the cumulative acknowledgment of more than three
segments. Following the acknowledgment heuristic, the sender infers that the
duplicate acknowledgments are due to unnecessary retransmissions and ignores
them. However, if there had been congestion in both directions, the sender might
have been better off to invoke Fast Retransmit.
The acknowledgment heuristic is more likely to fail if the receiver uses delayed
acknowledgments, because then a smaller number of acknowledgment losses are
needed to produce a sufficient jump in the cumulative acknowledgment. If the
receiver arbitrarily echoes timestamps, the timestamp heuristic can fail. However,
such use of timestamps by TCP receivers appears to be rare in the Internet.
4.5.4 Evaluation
In this section we evaluate NewReno TCP in the ns-2 simulator using bugfix, with-
out bugfix, with the acknowledgment heuristic, and with the timestamp heuristic
for various packet loss patterns.
All variants behave the same when the loss rate is uniform and we do not show
these results in detail. The difference between variants can only appear when there
are Retransmit Timeouts and there is a sufficient flight of packets in the network.
These conditions are not met with uniform packet losses, because at lower loss
rates there are no timeouts and at high loss rates the flight size is small.
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Next we experimented with bursty losses using a three-state model with sequential
transition between states. This model represents, for example, a hard handover
or a short link outage caused by a temporal loss of radio signal or interference.
The initial state is loss-free. The second state is short and serves to trigger a
Retransmit Timeout. In the “loss” scenario all packets are dropped in the second
state. In the “duplicate” scenario, the second state has a 50% loss rate and a fast
retransmitted segment is dropped. The third state lasts two seconds and has a 10%
loss rate. This state serves to cause drops of a small number of retransmissions.
These simulations have been carefully designed to capture some of the behavior
discussed earlier in this chapter, and therefore explore scenarios where TCP’s
acknowledgment ambiguity is most likely to affect performance. We used a single
short-lived TCP connection in the simulations.
The left graph in Figure 4.14 shows results of simulations for the “loss” scenario.
As expected, without bugfix TCP achieves higher throughput than when bug-
fix is enabled. With bugfix, TCP experiences unnecessary Retransmit Timeouts
because of lost retransmissions. Both heuristics successfully determine that dupli-
cate acknowledgments result from lost segments and achieve the same throughput
as without bugfix, up to 300% improvement over TCP with bugfix.
The right graph in Figure 4.14 shows results of simulations for the “duplicate”
scenario. As expected, with bugfix TCP achieves higher throughput than when
bugfix is disabled. Without bugfix, TCP experiences unnecessary Fast Retrans-
mits because of duplicate delivery of some segments. Both heuristics successfully
determine that duplicate acknowledgments result from unnecessary retransmis-
sions and achieve the same throughput as with bugfix, up to 30% improvement
over TCP without bugfix.
In both scenarios throughput is lower than the bottleneck bandwidth, because the
first Retransmit Timeout forces the connection into Congestion Avoidance with a
low value of the slow start threshold.
Simulations for Figure 4.10-4.13 are from the “test-all-newreno” validation test in
the ns-2 simulator [156]. Simulation scripts for Figure 4.14 are publicly available.
We plan to add the heuristics to the Linux TCP implementation.
4.6 Summary
When profiled with the state-of-the-art capabilities, TCP is a well-suited protocol
for reliable data transport over wireless links. This chapter showed that in a broad-
band environment applying the Eifel algorithm can give up to 250% increase in
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TCP throughput and at the same time decrease the load on the network by 3%. In
a scenario with heavy congestion, TCP with Eifel suffers from genuine timeouts
even with Reno-SACK and Limited Transmit.
The original response [108] could be further improved as follows. Eifel performs
well in combination with FACK, but it may not always be used due to concerns
in the presence of packet reordering. Therefore, we suggested combining the
NewReno and SACK algorithms in a single TCP. NewReno-SACK avoids retrans-
mission timeouts present for Reno-SACK due to large “holes” in the receiver win-
dow. Eifel with NewReno-SACK works well in the presence of frequent packet
losses, and given that it preserves the packet-conservation principle, it is safe to
use in the Internet.
We showed that full restoration of the congestion control state does not cause
bursty behavior. Furthermore, partial or lack of restoration of the congestion
window reduces the throughput and loads the network with a greater number of
unnecessary retransmissions. This is because if only the flight size is restored
the sender cannot transmit segments on arriving acknowledgments. It makes the
sender prone to genuine timeouts. We suggested a new option for partially restor-
ing the congestion control state which seems to perform as well as full restoration
but is more conservative.
We studied a number of techniques for adapting the RTO to avoid further spuri-
ous timeouts. TCP with the Eifel algorithm uses samples from delayed segments
to update RTO. This alone provides a more conservative timer than TCP Reno
without timestamps. However, additional methods for learning from a spurious
timeout may be desirable. Re-seeding the timer with a new sample is ineffective
in the scenario we used. Increasing the exponential back-off counter decreases
the number of spurious timeouts by 40% with only a small decrease in through-
put. Increasing the minimum RTO works slightly worse than the back-off method.
Therefore, it is reasonable to implement one of the latter techniques with the Eifel
algorithm. However, either FACK or NewReno-SACK are required at the same
time to avoid low throughput due to a large number of genuine timeouts.
We presented two heuristics that enable a TCP sender in a non-SACK TCP con-
nection to decide whether duplicate acknowledgments result from a lost packet or
from unnecessarily retransmitted packets. Using these heuristics TCP can make
a more informed choice whether or not to invoke Fast Retransmit. The acknowl-
edgment heuristic is simple to implement but fails in some scenarios in the pres-
ence of acknowledgment losses. The timestamp heuristic is more robust to packet
losses but requires the use of the timestamp option and is more difficult to imple-
ment. We compared the two heuristics in detail and provided quantitative results
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illustrating their benefit to NewReno TCP over lossy paths. Using either of the
heuristics, TCP can achieve 300% higher throughput than the standard TCP that
disables Fast Retransmits during go-back-N. The heuristics are under standardiza-
tion in the IETF [53].
Chapter 5
Real-TimeData Transport
By definition, the usefulness of real-time data is limited by a certain deadline.
For a video-streaming application, the data lifetime is determined by the size of
the playback buffer at the receiver. For a telemetric application, old measurement
samples become obsolete when a new sample is recorded. If delivery across the
network takes longer than the data lifetime, packets become stale and are typically
discarded by the receiver.
Slow last-hop links, especially those provided by wide-area cellular networks,
often have significant delay jitter. A measurement study of dial-up connections
reported occasional delay jitter of several seconds due to link-layer error recovery
by a modem [105]. Frequent delay spikes of 3 to 15 seconds were observed in a
wide-area cellular network due to handovers [62].
Consider Figure 5.1(a) showing delay jitter of UDP packets transmitted at 30 kbps
over a cellular link. The trace is about an hour long, with 20 minutes of walking,
20 minutes in stationary conditions, and 20 minutes in a moving train. Packets of
500 bytes are transmitted at a constant bit rate downstream on a GPRS link [27].
Delay spikes of several seconds are clearly visible in mobile conditions. About 8%
of all packets were lost. To confirm that delays were not only due to congestion,
we repeated measurements using a congestion-responsive TFRC flow [51] and
still observed significant delay jitter.
Many real-time applications account for delay jitter in the network by buffering
data at the receiver. However, extensive buffering increases a start-up delay and
harms interactivity for rewind-type operations. For certain types of media, such as
live streaming, conversational audio or stock quote updates, significant delaying
of the playback may not be an option.
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Figure 5.1: Delay jitter in a streaming test in a live GPRS network.
In summary, we believe that eventual disruptions in delivery of real-time data in
a wireless environment are inevitable. The goal of our work is to make sure that
such disruptions bring minimum dissatisfaction to the user.
The approach that we explore is to assign a lifetime to every packet at the send-
ing host. It gives the link layer the necessary information on how persistent it
should be on transmitting a packet. We show that Lifetime Packet Discard (LPD)
improves performance by nearly eliminating the delivery of stale and duplicate
data over an expensive wireless link. Although the idea of LPD is not entirely
new [161, 59], we are not aware of its systematic evaluation. We provide exten-
sive simulations of LPD for constant bit rate (CBR), TCP, and TFRC flows.
We show that LPD can unnecessarily trigger end-to-end congestion control and
suggest a method to avoid it. Furthermore, a solution to the problem of spurious
timeouts in transport protocols is proposed using LPD. The rest of the chapter is
organized as follows. In Section 5.1, our view of the architecture for delivery of
real-time data over wireless links is presented. Section 5.2 motivates this work
by describing problems that can be solved by our approach. Section 5.3 shows
in detail how LPD avoids delivery of stale and duplicate data. In Section 5.4, we
evaluate the effect of LPD on the performance of various types of flows. Sec-
tion 5.5 presents ideas for future work. Section 5.6 concludes the chapter.
5.1 The Architecture for Real-Time Transport
Generally speaking, limited bandwidth and battery power are two primary con-
cerns for wireless users. Therefore, an efficient architecture would attempt to
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Figure 5.2: Network architecture for real-time transport.
satisfy Quality of Service (QoS) requirements of all flows at the minimum cost of
bandwidth and battery power.
5.1.1 Network Architecture
We assume the network architecture illustrated in Figure 5.2 that resembles the
architecture of a GPRS cellular network [27]. The Radio Link Control (RLC)
protocol provides recovery of error losses on the radio link between the mobile
station (MS) and the Base Station Controller (BSC). Link-layer retransmissions
and mobility signaling during handovers are the main sources of delay jitter.
The last-hop router implements LPD by dropping packets with a remaining packet
lifetime of less than it would take to deliver them over the wireless link. The packet
lifetime can be used for several other purposes in the last-hop router, such as the
earliest deadline scheduling [143]. In this chapter, we only consider using the
packet lifetime for discarding stale and duplicate data. When the real-time server
is located in the Internet, clock synchronization between the last-hop router and
the server would typically be required. The Network Time Protocol (NTP) [121]
can provide sufficient accuracy for our purposes. When the real-time server is
located close to the last-hop router or the network delay to the server is static
and known, clock synchronization is not necessary. In our experience, it is a
common practice for network operators to locate servers as close as possible to
their intended users.
In this chapter we focus on downlink flows from the real-time server to the client.
In practice, the client and the mobile station are often combined in a single device;
thus, removing stale data from the bottleneck queue is straightforward for uplink
flows. For downlink flows, a real-time server has no direct control over data
buffered in the last-hop router; therefore, a mechanism to inform the router of
the packet lifetime is needed.
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Unfortunately, the time-to-live (TTL) field in IPv4 and IPv6 headers is too short
to provide sufficient accuracy for the packet lifetime. Using a custom format of
the IP timestamp option [134] could be one possibility for carrying the packet
lifetime. However, a generic method for cross-layer communication would be
helpful for future generations of transport protocols and wireless links. As an
example, if a transport protocol could inform the link layer that it is tolerant to
packet reordering, the link layer could avoid overhead of ordered packet delivery.
Therefore, we defined a new IP option to carry the packet lifetime and information
about preferences of a transport protocol.
Section 5.1.2 gives a detailed format of the proposed IP option. Using the IP
option does not cause a layering violation, in contrast to using transport-layer
timestamps. As routers operate on the networking layer, they are not supposed
to examine other packet headers than the IP header [37]. A drawback of an IP
option is that it costs several bytes of overhead and can load a router because of
slow-path processing.
Sending the packet lifetime in an IP option is convenient when the server deter-
mines the data lifetime. If the receiver determines the data lifetime, a mechanism
is needed to convey it to the sender or the last-hop router. Some existing wireless
networks already allow a mobile station to send the maximum delay requirement
to the base station and last-hop router using link-layer signaling [3].
If all packets in a flow have the same lifetime, then only the first packet in the
flow could have the IP option. This approach eliminates the overhead of having
an option in every packet, but raises concerns with managing per-flow state in
routers, robustness for unreliable flows and is only applicable when all packets
from the flow follow the same path. Although these concerns can be partly solved
with periodic state refreshments, for example using ICMP messages, including
lifetime information in every packet appears more suitable.
5.1.2 IP Option for Cross Layer Communication
Figure 5.3 is a proposal for an IPv4 option for cross-layer communication. Using
an IP option seems to be the only feasible way to implement the concept. Enabling
the router to access headers above IP would be a poor design choice and changing
the basic format of IPv4 or IPv6 header is not realistic. However, the proposed
format is preliminary. There are different alternatives to explore, such as creating
a separate IP option for the lifetime, reordering, and corruption information versus
combining them all in a single IP option.
Fields type and length have the same meaning as for all IPv4 options. The type
could be any unallocated number; the length is eight bytes.
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Figure 5.3: An IP option for cross-layer communication.
The field reorder tells how deep reordering the transport protocol is willing to tol-
erate. As an example, for standard TCP the value would be three, that is the num-
ber of duplicate acknowledgments required to trigger fast retransmit. This field
could be set dynamically if the value of the duplicate acknowledgment threshold
is made adaptive [23].
The lifetime field carries the packet lifetime in milliseconds and determines for
how long a time a packet can be kept in the network. If the value is less than
65535, the lifetime value is relative to the sender’s clock. In this case every router
can decrement it by the delay introduced to the packet. If the timestamp value is
larger than 65535, it is absolute deadline time (modulo 24 hours from midnight
UT plus 65535). This format requires that participating routers have synchronized
clocks with the sender.
The flags field contains four flags. The corruption-tolerable bit tells that it is
acceptable to deliver a packet with corrupted payload (that otherwise would be
dropped by the link layer). This flag is useful when an application is resilient to
errors and the transport protocol implements partial checksums. The data cor-
rupted bit is set by the link layer if some data in the packet is known to be cor-
rupted. Two stale-treatment bits determine the desired treatment of a packet with
expired lifetime. A value 00 indicates that the packet should be forwarded, 01
that it should be discarded, 10 that the packet should be forwarded with truncated
payload. The slow bit is set if the packet belongs to a slowly responsive flow.
The IPv6 option follows the same format as above. It is a hop-by-hop option. The
highest two order bits of the type field are set to 00 to inform the router to ignore
this option if not understood and forward the packet. The third highest order bit
is set to 0 if the timestamp field is in a deadline form. It indicates that the option
does not change in transit. If the timestamp field is in a lifetime form, this bit is
set to 1 to indicate that the option can change in transit (when routers decrement
the packet lifetime).
82 CHAPTER 5. REAL-TIME DATA TRANSPORT
SR−RTP
DCCP/TFRC
Application
IP
Data Lifetime
Packet Lifetime
Figure 5.4: End-to-end transport for real-time flows.
5.1.3 End-to-End Real-Time Transport
We believe that future transport protocols for real-time data will support 1) selec-
tive reliability and 2) TCP-friendly congestion control. Real-time data can have
tight delivery constrains; recovery of lost packets through retransmissions is not
always feasible. However, it was shown that selective reliability is highly benefi-
cial for certain types of data, such as a compressed MPEG-4 video stream [45].
By recovering important packets within the playback delay, the perceived quality
of the application can be significantly enhanced [132]. SR-RTP is a backward-
compatible RTP extension that supports selective reliability [45]. PR-SCTP is
another example of a partially reliable transport protocol [151].
Congestion control is a general requirement for all Internet flows [49]. However,
the oscillatory nature of TCP congestion control may not be desirable for real-time
applications. The notion of TCP friendliness permits a smoother transmission
rate if the average rate is the same as for a TCP flow in similar conditions. TCP
Friendly Rate Control (TFRC) is one of the proposed slowly responsive conges-
tion control algorithms [51]. Datagram Congestion Control Protocol (DCCP) [94]
is a new unreliable transport protocol that allows applications to use TFRC con-
gestion control.
Figure 5.4 shows how SR-RTP and DCCP fit into our architecture. The appli-
cation passes a data object to SR-RTP for transmission indicating a maximum
tolerable delivery delay (the data lifetime). The SR-RTP protocol verifies if the
data object can be delivered within the data lifetime. If retransmissions are fea-
sible within the data lifetime, SR-RTP sets the packet lifetime to the value of the
retransmit timeout. Otherwise, the data lifetime is copied to the packet lifetime.
The DCCP protocol provides TCP-friendly rate control to SR-RTP.
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5.2 Motivation of the Approach
In this section we argue why controlling the packet lifetime in the network is the
right approach from an architectural point of view. A practical argument is that
since many wireless networks employ billing based on the amount of transferred
data, users become particularly concerned about the usefulness of the data they
receive.
5.2.1 Flow Adaptive Link Layer
It is well known that wireless links can potentially introduce high loss rates on
data traffic. To effectively carry IP traffic, most modern wireless networks deploy
retransmissions at the link layer. The link persistency is defined as the time the
link protocol attempts to recover a corrupted packet before discarding it and pro-
ceeding with transmission of other packets. Previous work has shown that the link
layer operating on small data blocks is more efficient than purely end-to-end error
recovery [109].
A natural problem for a link carrying a mixture of reliable and real-time traffic is
how persistent it should be on a given packet. It was shown that high persistency
is beneficial for reliable transport protocols, such as TCP. In opposite, real-time
flows favor timely delivery over reliability and require low persistency. Existing
link layers do not discriminate among data packets and use the same persistency
for reliable and real-time data, thus giving a non-optimal trade-off.
A concept of a flow-adaptive link layer was proposed to tailor link behavior to
demands of various application flows [111]. The proposed solution is a simple
heuristic of being highly persistent on TCP packets and low persistent on UDP
packets. That paper itself recognized that this crude discrimination is not suffi-
cient, as there are UDP applications, such as the Network File System (NFS), that
assume nearly reliable delivery from the network. Furthermore, the choice of per-
sistency for each class is arbitrary and may not correspond to actual requirements
of applications.
An improvement [163, p. 97] over a simple TCP/UDP heuristic is to use quality
of service information from DiffServ code points [22]. However, there are only
256 code points available and this number may not be sufficient to convey the
packet lifetime with sufficient granularity. With our approach, every packet has
exact information about its maximum tolerable delay. This information allows
a flow-adaptive link to optimally control the delay versus loss probability in the
presence of transmission errors.
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5.2.2 Competing Error Recovery
Another problem resulting from uncontrolled link-layer retransmissions is pos-
sible competition between link-layer and end-to-end error recovery [106, p. 34].
Because link error recovery is observed as delay jitter by the end hosts, the retrans-
mit timer of a transport protocol can expire prematurely. Spurious timeouts trigger
unnecessary retransmissions and congestion control.
The Eifel algorithm [108] was proposed as an end-to-end solution for detect-
ing [110] and recovering spurious TCP timeouts [107, 71]. The Eifel algorithm
uses the TCP timestamp option to determine if arriving acknowledgments after
a timeout refer to original or to retransmitted segments. F-RTO is an alternative
end-to-end proposal for the problem of spurious timeouts in TCP and SCTP [139].
There are several advantages of our approach versus end-to-end solutions for real-
time protocols:
End-to-end protocols rely on delivery of old packets in the network and sup-
press transmission of duplicate packets after a delay. Our approach allows
the end host to retransmit a fresh version of data after a delay.
End-to-end solutions proposed so far are for TCP or SCTP, which are window-
based protocols acknowledging every or at least every other packet. Our
approach is well suited for rate-based real-time protocols with infrequent
acknowledgments. End-to-end proposals would be inefficient for such pro-
tocols.
Ideally, our approach entirely avoids delivery of duplicate packets. End-
to-end solutions often require several unnecessary retransmissions to detect
that a timeout was spurious.
The strong side of end-to-end solutions is that false congestion control actions can
be easily undone at the sender. However, our approach can be complemented by
a mechanism to undo congestion control at the end hosts.
5.2.3 Application Empowerment
A popular paper on the next generation of protocols [38] argues that the applica-
tion should be given control over recovery from lost and delayed packets. Indeed,
the application may not need recovery of that particular data object or can re-
generate a fresh version of it for retransmission. Our approach supports this prin-
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Figure 5.5: Disruption introduced to an unresponsive ON/OFF flow by a delay
spike.
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ciple by empowering the application to control for how long time the network
should try to deliver the data.
Another trade-off that should be under the control of the application is a maximum
transmission burst size versus a maximum queuing delay. The size of the link
buffer sets this trade-off in the network. Having a small buffer reduces the queuing
delay and possibly the amount of stale data delivered to the receiver.
However, a small link buffer can also cause undesirably high packet loss rates
for a bursty real-time application with a variable bit rate data encoding. With
our approach, the network buffer can be sufficiently large to accommodate bursty
sources, because the application can explicitly limit the maximum queuing delay.
Discarding stale data in the network is particularly useful when the data lifetime is
comparable with round trip time of the path. In this case, end-to-end mechanisms
to compensate for delay variation cannot adapt effectively. However, a situation
when a significant fraction of packets persistently expires in the network should be
avoided. On a network path with multiple congestion points, packets that expire
after crossing a congested router consume resources from useful traffic. There-
fore, an application or transport protocol should detect persistent expiration and
adapt by increasing the packet lifetime.
5.3 Lifetime Packet Discard
5.3.1 Preventing Stale Packet Delivery
In this section, we show how LPD can improve the performance of UDP flows that
are unresponsive to congestion. Packets buffered in the network become stale and
are unnecessarily transmitted after a delay spike producing two negative effects:
Transmitting stale data wastes resources.
Transmitting stale data delays delivery of packets that contain fresh data.
Figure 5.5(a) shows a trace from the ns-2 simulator of an ON/OFF UDP flow
experiencing a 10 second delay spike. In this example, the packet lifetime is set
to five seconds that equals the interval at which the application generates new
data objects. The bottom graph shows packet sequence numbers at the sender
and the top graph shows the remaining lifetime of arriving packets at the receiver.
Negative values mean that the packet is stale and should be discarded. When the
5.3. LIFETIME PACKET DISCARD 87
delay spike starts on the 10th second, no packets are delivered until it ends, but
newly arriving packets get queued in the last-hop router. When the delay spike
ends on the 20th second, for the following seven seconds the link delivers only
stale packets. The backlog of stale packets prevents fresh updates to be delivered
to the receiver.
Figure 5.5(b) shows a similar scenario when the router implements LPD. Imme-
diately when the delay spike ends, fresh updates are delivered to the receiver.
Furthermore, no stale packets are sent over the wireless link that saves resources.
5.3.2 Preventing Duplicate Packet Delivery
Transports protocols, such as TCP, SR-RTP [45], HPF [103], and PR-SCTP [151],
provide some degree of reliability by retransmitting lost packets. A packet is con-
sidered lost when a retransmission timer expires at the sender. When the delay in
the network increases, the timer can expire prematurely. As a result, two or more
duplicate packets can be transmitted over the wireless link wasting resources.
Below we describe this situation for TCP in detail.
When a sudden delay occurs in the network that exceeds the current value of
the TCP retransmit timer, the oldest outstanding segment is retransmitted. Since
data segments are delayed but not lost, the retransmission is unnecessary and the
timeout is spurious. A spurious TCP timeout is shown in Figure 5.6(a). The delay
spike is generated between the 10th and 20th seconds in this test. The first retrans-
mission that occurs on the 17th second is also delayed. The sender interprets the
acknowledgment generated by the receiver in response to the delayed segment as
related to the retransmission, not the original segment. TCP retransmits all out-
standing segments using the slow start algorithm. Such a retransmission policy is
referred to as go-back-N, because the sender forgets about all segments it has ear-
lier transmitted. On the 30th second, retransmitted segments arrive to the receiver
and generate duplicate acknowledgments as the original segments have already
been delivered.
In summary, spurious timeouts in a semi-reliable transport protocol cause two
problems:
Unnecessary end-to-end retransmissions produce duplicate packet delivery
over a wireless link.
Congestion control is disturbed. In the short run, retransmissions using
slow start can overload the network. In the long run, the network can be
underutilized.
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Figure 5.6: Duplicate packet delivery in a TCP flow after a spurious timeout. The
receiver trace (top) and the sender trace (bottom).
5.3. LIFETIME PACKET DISCARD 89
0
20
40
60
80
0 5 10 15 20 25 30 35 40 45 50
Se
gm
en
t n
um
be
r
Time, seconds
Delay
snd_data
snd_ack
(a) Without LPD
0
20
40
60
80
0 5 10 15 20 25 30 35 40 45 50
Se
gm
en
t n
um
be
r
Time, seconds
Delay
snd_data
snd_ack
drops
(b) With LPD
Figure 5.7: Behavior of end-to-end TFRC congestion control after a delay spike.
Figure 5.6(b) shows the same scenario with LPD. The packet lifetime is set to the
retransmission timeout value at the TCP sender. When the sender times out and
retransmits the first segment on the 17th second, the last-hop router has dropped
all outstanding segments from the flow. When the delay spike ends, the sender
immediately gets an acknowledgment for the retransmitted segment and contin-
ues retransmitting segments using go-back-N. Since all originally transmitted seg-
ments are dropped, no duplicate packets are delivered to the receiver.
LPD alone does not solve the second problem triggered by spurious timeouts,
unnecessary congestion control at the end hosts. In Figure 5.6(b) the problem is
not significant because the bandwidth-delay product of the path is small. How-
ever, a reduction of the transmission rate after a spurious timeout can reduce per-
formance on paths with a larger bandwidth-delay product [71]. In the next section
we discuss how this problem can be alleviated.
Another possible complication is that setting the packet lifetime correctly can be
difficult for transport protocols that update the retransmit timer after sending a
segment. During bulk data transmission in TCP, the retransmit timer is offset by
one RTT because the timer is restarted upon every acknowledgment [113, 130].
Furthermore, the retransmit timeout value can be updated more frequently than
once per RTT [84]. For optimal performance (to avoid occasional dropping of
valid packets and delivery of duplicates) the transport protocol should not update
the retransmit timeout value nor restart the timer until the oldest outstanding seg-
ment is acknowledged. However, if RTT increases significantly, the timer has to
be updated to avoid many spurious timeouts.
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Figure 5.8: Interference of LPD with end-to-end congestion control is resolved by
transmitting headers of stale packets.
5.3.3 Interactions with End-to-End Congestion Control
End-to-end congestion control in the Internet is based on an assumption that
almost all packet losses are due to congestion [82]. Hence, discarding expired
packets in the network incorrectly triggers a reduction of the transmission rate at
the sender. In this section, we explore how TFRC congestion control reacts to
packet drops by LPD.
Figure 5.7(a) shows a sender trace of a TFRC flow when a 10 second delay spike
is introduced. We assume the data and packet lifetime of five seconds in this
example. The sender gets no feedback during the delay spike and gradually slows
down to eventually transmit one packet per RTT. When the delay spike ends, sev-
eral feedback packets that were delayed arrive to the sender. It takes about 15
seconds after the delay spike ends for the sender to return to the normal trans-
mission rate. Because the receiving application discards stale data, the transport
protocol does not see any data loss in this example. The receiver reports no loss
events and the sender does not further invoke congestion control.
Figure 5.7(b) shows the same flow with LPD. Until the delay spike ends, the
sender’s behavior is identical to Figure 5.7(a), as expected. But later, feedback
packets report packet losses and the sender keeps the transmission rate reduced.
Still, the sender is able to reach a higher sequence number than without LPD
because unnecessary transmission of stale packets is eliminated. However, in tests
with higher link bandwidth we observed that unnecessary triggering of congestion
control reduces performance.
Figure 5.8 shows how the undesired triggering of end-to-end congestion control
can be avoided. We call our solution headercasting. The idea of headercast-
5.4. PERFORMANCE EVALUATION 91
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
10 15 20 25 30 35 40
Va
lid
 p
ac
ke
ts
 re
ce
ive
d 
(fr
om
 al
l s
en
t)
Router buffer size, packets
DropTail-3s
LPD-3s
DropTail-5s
LPD-5s
DropTail-8s
LPD-8s
DropTail-10s
LPD-10s
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
10 15 20 25 30 35 40
St
al
e 
pa
ck
et
s 
re
ce
ive
d 
(fr
om
 al
l re
ce
ive
d)
Router buffer size, packets
DropTail-3s
DropTail-5s
DropTail-8s
DropTail-10s
LPD-3,5,8,10s
Figure 5.9: Effect of LPD on performance of a single CBR flow with various
packet lifetimes.
ing is to transmit only IP and transport headers of stale packets. The receiver
knows upon getting a header that there was no packet loss due to congestion and
there is no reason to trigger congestion control at the sender. When a feedback
packet arrives to the sender, it can undo the reduction of the transmission rate that
occurred because of no-feedback timeouts. A flow uses a bit in the IP option to
indicate if it is interested in headercasting or its packets can be simply dropped.
Headercasting requires re-computing checksums and may not work in the pres-
ence of IPsec.
5.4 Performance Evaluation
We run an extensive set of ns-2 simulations to explore the effects of LPD on CBR,
TCP, and TFRC flows. Figure 3.6 shows the topology we have used; it resem-
bles the setup of a GPRS user. We used the state-of-the-art TCP with SACK,
delayed acknowledgments, limited transmit, segments of 1000 bytes, the retrans-
mit timer compliant to RFC2988, and the receiver window of 50 segments. Delay
jitter was introduced by inserting delay spikes of 7-10 seconds at a 30-second
interval according to real-world traces in Figure 5.1(a). We present simulations
using Drop-Tail buffers, but we also experimented with Random Early Detection
(RED) [54] with similar results. LPD is executed in R1. Our simulation scripts
are publicly available [65].
5.4.1 Constant Bit Rate Flows
In this section, we evaluate performance of a CBR flow in the presence of delay
jitter in the network. We are interested in the two main performance metrics.
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Figure 5.10: Comparison of TCP with LPD, TCP with the Eifel algorithm, and
standard TCP. The packet lifetime is set to the TCP retransmission timeout.
A fraction of valid packets (received within their lifetime) describes perceived
quality of the application. A fraction of packets delivered stale describes how
efficient the use of wireless link bandwidth and battery power of the mobile station
are.
Figure 5.9 shows performance of a 25-kbps CBR flow with various values of data
lifetime. In this test, the packet lifetime is assumed to be determined by the appli-
cation according to the available playback buffer. With a Drop-Tail buffer, fewer
packets are delivered valid when the data lifetime becomes tighter. Furthermore,
the number of valid packets quickly decreases with increase of the buffer size in
the last-hop router. The fraction of stale packets increases with a smaller data
lifetime or a larger buffer size. Eventually, nearly all packets are delivered stale.
When LPD is enabled, performance for different data lifetimes and buffer sizes is
stable and nearly optimal. About 85% of the packets are delivered valid. At the
same time, no stale packets are sent over the wireless link.
5.4.2 TCP Flows
In this section, we explore how LPD can prevent delivery of duplicate segments
in the presence of spurious TCP timeouts. We compare performance of TCP over
LPD, the standard TCP, and TCP with the Eifel algorithm. The download time
reflects the perceived performance of the application. The number of duplicate
segments received shows efficiency of the resource use. The packet lifetime is set
to the retransmission timeout value of the TCP sender.
In Figure 5.10, the download time of TCP over Drop-Tail is 10-20% higher than
over LPD. TCP with the Eifel algorithm has only a slightly higher download time
5.4. PERFORMANCE EVALUATION 93
350
400
450
500
550
600
650
700
750
10 15 20 25 30 35 40
D
ow
nl
oa
d 
tim
e,
 s
ec
on
ds
Router buffer size, packets
LPD-3s
LPD-5s
LPD-8s
LPD-10s
DropTail-3,5,8,10s
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
10 15 20 25 30 35 40
D
up
lic
at
e 
se
gm
en
ts
 re
ce
ive
d 
(fr
om
 al
l re
ce
ive
d)
Router buffer size, packets
LPD-3s
LPD-5s
LPD-8s
LPD-10s
DropTail-3,5,8,10s
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
10 15 20 25 30 35 40
Va
lid
 p
ac
ke
ts
 re
ce
ive
d 
(fr
om
 al
l s
en
t)
Router buffer size, packets
DropTail-3s
LPD-3s
DropTail-5s
LPD-5s
DropTail-8s
LPD-8s
DropTail-10s
LPD-10s
0
100
200
300
400
500
600
700
800
900
10 15 20 25 30 35 40
St
al
e 
da
ta
 re
ce
ive
d,
 k
ilo
by
te
s
Router buffer size, packets
DropTail-3s
LPD-3s
DropTail-5s
LPD-5s
DropTail-8s
LPD-8s
DropTail-10s
LPD-10s
Figure 5.11: Effect of LPD on performance on concurrent TCP (top) and TFRC
(bottom) flows for various data lifetimes.
than TCP over LPD for large buffers. However, when the buffer size is small,
Eifel suffers from genuine retransmission timeouts due to congestion losses [71].
Its download time is variable and up to 60% higher than of TCP over LPD. When
congestion control is not undone after a spurious timeout with the Eifel algorithm
(Eifel-CC), then its performance is even worse compared to TCP over LPD.
The number of duplicate segments for standard TCP grows with a larger buffer
size. Up to 16% of all delivered segments are duplicates. Both the Eifel algorithm
and TCP over LPD perform well in reducing the number of duplicate delivered
segments below 3%.
We would like to note that the goal of LPD was not to beat end-to-end solutions,
such as Eifel, for non-real-time flows. We believe that end-to-end solutions work
well for fully reliable protocols. Instead, the main benefits of LPD are for real-
time flows as described in Section 5.2.1. The reason we used TCP for evaluation
is lack of support for semi-reliable transport protocols in ns-2.
94 CHAPTER 5. REAL-TIME DATA TRANSPORT
5.4.3 TFRC and TCP Flows
In this section, we compare concurrent TCP and TFRC flows with and without
LPD. For TCP flows, we use download time and the number of received duplicate
segments as performance metrics. The packet lifetime of TCP segments is set
to the TCP retransmission timeout value. For TFRC flows, we look at the total
amount of received stale packets. The packet lifetime of TFRC packets is set to 3,
5, 8 or 10 seconds to correspond to various data lifetimes.
In Figure 5.11, the two top graphs show TFRC performance and the two bottom
graphs show TCP performance. TFRC flows over Drop-Tail receive less valid
packets than over LPD for a given data lifetime. The difference is growing with
an increase in the router buffer size. Similarly, the number of bytes delivered stale
is large for Drop-Tail and small for LPD.
For TCP, download time over LPD is lower than over Drop-Tail, with a growing
difference when the data lifetime in the TFRC flow gets lower. The number of
unnecessary retransmissions is low and stable for a TCP flow over LPD, but grows
quickly over Drop-Tail with the increasing buffer size.
Figure 5.12(a) and 5.12(b) show in detail why performance with LPD is better.
Unnecessary go-back-N retransmissions are prevented for the TCP flow when
LPD is enabled. Stale packets of the TFRC flow are discarded when LPD is
enabled that saves bandwidth. Finally, throughput of TCP and TFRC flows are
closer, which is a crude indicator that LPD improves fairness between flows.
5.5 Considerations for Future Work
In this section, we discuss issues that should be considered in more detail in future
work. First, we discuss concerns of using LPD in the presence of IP security and
incremental deployment. Second, a possibility of dropping entire application data
units with stale fragments is considered.
5.5.1 Operation with IPsec
The use of IP security (IPsec) [90] can affect LPD if the router is unable to read
the packet lifetime from an IP option or recompute checksums for headercasting.
The IPsec architecture provides two modes for payload encryption, the transport
mode and the tunnel mode. In the transport mode, IP options for IPv4 and IPv6 are
not encrypted [88]. Therefore, the router can read the packet lifetime but cannot
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Figure 5.12: LPD improves goodput, throughput, and fairness of TCP and TFRC
flows when delay spikes occur in the network. The packet lifetime of the TFRC
flow is five seconds. The packet lifetime of the TCP flow is set to the retransmis-
sion timeout.
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recompute checksums. In the tunnel mode, some outer fields are constructed from
the original header, but IP options are “never copied” according to RFC2401 [90].
Therefore, the router can have difficulties executing LPD in the tunnel IPsec mode.
A similar problem with the Explicit Congestion Notification (ECN) and DiffServ
was solved by a correction to RFC2401 that requires copying the relevant fields
to the outer header. A similar correction for IP options was proposed stating
that the “post-IPsec code may insert/construct options for the outer header” [89].
Furthermore, the IPsec tunnel is often terminated before the last-hop router that
allows LPD execution without problems.
5.5.2 Deployment Concerns
As for many new proposals, LPD raises some deployment concerns. The sender
end host has to be modified to set the packet lifetime. The last-hop router needs
a modification to check for expired packets. However, real-time transport proto-
cols supporting TCP-friendly congestion control and selective reliability are still
in development. Therefore, it is not a significant burden to complement them
now with packet lifetime functionality. Furthermore, in our experience software
in last-hop routers in cellular networks is updated frequently, which facilitates
deploying LPD. We recognize that it is not feasible to require that all hosts and
routers be upgraded in order to deploy a new solution. Fortunately, LPD can be
incrementally deployed starting from a limited number of real-time servers.
The server can discover if routers in the path to the destination support, or at
least tolerate, carrying the packet lifetime as an IP option. The IP timestamp
option is a part of the standard [134] and should be supported by all Internet
routers. However, some misbehaving routers or firewalls can discard IP datagrams
with IP options. To avoid unnecessary overhead if LPD is not supported and
prevent dropping of packets if routers do not tolerate an IP option, the sender
host should first probe the destination by sending a train of knowingly stale and
valid packets. Based on the transport layer acknowledgments or ICMP “packet
discarded” notifications the sender host can decide whether to send the IP option
with packet lifetime for a given destination.
As a simple experiment, we sent ICMP ping messages from a host in ICSI, Berke-
ley to a host in UH, Helsinki. The path contained 19 hops. All pings containing
the IP timestamp option returned successfully, but the RTT was 214-515 millisec-
onds, which is more variable than a nearly constant RTT of 191 milliseconds with
“normal” pings. This variability is probably because of slow-path processing for
packets with IP options and overhead of adding a timestamp to an ICMP message
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in routers. Finally, when we pinged a host located behind a firewall in Helsinki,
pings containing an IP option did not get through, but “normal” pings did.
5.5.3 Discarding Application Data Units
The concept of application-level framing suggests that data objects should be
delivered over the network as application data units (ADU) [38]. One ADU cor-
responds to the data entity convenient for the application, such as a video frame.
The ADU size can exceed the maximum transmit unit (MTU) of an IP network.
Therefore, large ADUs are transmitted as several IP datagrams, or as fragments
of a single datagram.
A congested router in today’s Internet drops IP datagrams arbitrarily between
ADUs. When the application has tight real-time constraints, there is no possibility
to recover lost ADU fragments. Therefore, the receiver host can drop large ADUs
with only a few missing fragments. Consequently, the playback quality of the
application can deteriorate to an unacceptable level. A similar problem appeared
previously in the context of dropping ATM cells from TCP segments [137].
To prevent this problem, the router could drop entire ADUs while possibly taking
their priority and the lifetime into consideration. However, if ADU framing is
at a transport or upper layer, the router cannot classify packets into ADUs with-
out snooping into transport or application headers. Such “layering violation” is
undesirable from the point of view of the Internet architecture [37].
A possible solution is to rely on IP fragmentation for delivery of large ADUs. In
this case, the router can identify and discard an entire ADU based on the stan-
dard datagram identifier field in the IP header without snooping into upper-layer
headers. We are investigating possible performance benefits of this approach for
real-time data transport.
5.6 Summary
Emerging real-time transport protocols combine selective retransmissions and TCP-
friendly congestion control. In our architecture for efficient real-time transport
over wireless links, new transport protocols are reinforced with Lifetime Packet
Discard at the link layer. In this chapter we evaluated effects of LPD on CBR,
TCP, and TFRC flows.
The lifetime of a packet is set to the minimum of the data lifetime determined by
the application and the retransmission timeout value determined by the transport
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protocol. The packet lifetime coordinates the operation of link and transport lay-
ers. A flow adaptive link can use the packet lifetime for determining the number
of retransmission attempts, data encoding, and scheduling of transmissions. The
transport protocol can recover lost packets faster by deploying a more aggressive
retransmission timer [113], because the cost of spurious timeouts is minimal with
LPD.
End-to-end congestion control in the Internet is based on the assumption that all
packet losses result from congestion. Therefore, discarding stale data in the net-
work can incorrectly trigger end-to-end congestion control reducing the transmis-
sion rate at the sender. We show that transmitting only headers of packets with
expired lifetime prevents interactions with congestion control and still provides
significant efficiency gains. The benefit of LPD is higher for a larger size of the
bottleneck buffer. Below we provide some arguments on why using a very small
buffer is not a desirable solution.
A small buffer causes a short congestion avoidance cycle that generates
frequent packet drops.
A small buffer is inadequate for smoothing bursty traffic generated by vari-
able bit rate codecs.
A larger buffer can accommodate bandwidth variation occurring during ver-
tical handovers.
The current practice is to use large buffers in cellular links [112]. A per user
buffer of 50-200 kilobytes was measured in a GPRS network [72].
Using an active queue management algorithm, such as RED [54], may seem an
attractive alternative to LPD. However, we run tests using RED instead of Drop-
Tail and obtained similar results. Drop From Head (DFH) [101] could be used
together with LPD to increase performance.
In future work, we will consider use of explicit loss notification [16] as an alterna-
tive to headercasting for avoiding unnecessary triggering of congestion control by
expiration losses. The cumulative explicit transport error notification [42] takes a
different approach from providing fine-grain feedback per every discarded packet.
Instead, routers tell the sender the average fraction of lost packets due to trans-
mission errors. The sender makes a smaller decrease in the transmission rate on
individual loss events. Preliminary evaluation of this approach suggests that it is
effective in improving TCP throughput over links with error losses while remain-
ing congestion-friendly to other TCP flows. We expect these results to be directly
applicable to our work.
Chapter 6
Effect of Vertical Handovers
We begin this chapter by presenting measurement results of TCP and TFRC flows
in wireless overlay networks [68]. Furthermore, the experiments are repeated
using the ns-2 simulator, which allows to concentrate on changes of bandwidth
and latency without avoidable disruptions due to imperfect handover mechanisms.
In particular, we are interested in responsiveness and aggressiveness of TFRC
flows.
In Section 6.1, measurement results of vertical handovers in a testbed are pre-
sented. In Section 6.2, the behavior of TCP and TFRC during an ideal han-
dover is explored via simulation. In Section 6.3, we examine the effect of TFRC
parameters. In Section 6.4 and 6.5, we introduce and evaluate overbuffering and
explicit handover notification for improving the aggressiveness and responsive-
ness of TFRC and TCP. In Section 6.6, a Fast Reset algorithm for eliminating
aborted data delivery is introduced. Section 6.7 presents a summary of results.
6.1 Measurements of Vertical Handovers
In this section, we present measurement results of TFRC flows during vertical
handovers. For comparison, we also show traces of a TCP flow running alone and
concurrently with TFRC.
6.1.1 TCP Measurement Results
Table 6.1 summarizes the delay and packet loss estimated from TCP traces during
handovers in our testbed. No packet duplication or reordering was observed dur-
ing the measurements. The delay refers to the total duration of the handover on
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Table 6.1: Delay and packet loss during handovers as measured in the testbed.
From  to Delay, DL loss, UL loss,
seconds % %
GPRS  LAN 13 100 -
LAN  GPRS 3 0 100
GPRS  WLAN 1 95 -
WLAN  GPRS 4 0 100
LAN  WLAN 0.2 0 100
WLAN  LAN 0.8 0 100
the IP layer and does not include, for example, the effect of TCP timeouts. The
fraction of lost packets during handovers is given separately for downlink (DL)
and uplink (UL) directions. During handovers from WLAN and LAN, packets
were rarely lost in downlink, but always in the uplink direction.
During handovers from GPRS, all packets in downlink were lost and we did not
have sufficient information to estimate losses in uplink. TCP transmits acknowl-
edgments only when data segments are arriving. As we only experimented with
downlink transfers, loss of data segments in the downlink direction stops trans-
mission of acknowledgments in uplink. Without any packets sent in the uplink
direction, it is not possible to estimate the loss probability for uplink traffic.
In the rest of this section, we focus on traces of TCP connections during verti-
cal handovers between GPRS and WLAN. Handovers to and from LAN have had
a similar pattern and we do not include those traces here. Figure 6.1(a) shows
TCP behavior during a handover from GPRS to WLAN. The graph shows a time-
sequence trace of TCP segment numbers modulo 90 from the sender side. The
handover takes a second to execute. Although almost all data segments were
lost, a single acknowledgment arriving after the handover resumes the connection
quickly. Linux TCP uses the FACK algorithm [140] that enables triggering a fast
retransmit after a single Duplicate ACK rather than waiting for three Duplicate
ACKs as required by the standard TCP [13]. In experiments where the TCP sender
had to rely on the retransmit timeout to recover lost segments, we observed con-
nection breaks of more than ten seconds during handovers from GPRS to WLAN
and LAN. The reason for such breaks is a high latency and queuing delay in
GPRS.
A handover from WLAN to GPRS in Figure 6.1(b) lasted four seconds. The TCP
sender timed out and performed three retransmissions using exponential back-off.
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Interestingly, the first acknowledgment that returns to the sender after a handover
on the 31st second confirms all outstanding segments. This tells us two things.
First, all data segments outstanding when the handover has started were deliv-
ered to the receiver. Second, all acknowledgments except the one for the highest
outstanding segment were lost. TCP generates an acknowledgment for at least
every second segment; if they arrived to the sender we would see unnecessary
go-back-N retransmissions [108].
6.1.2 TFRC Measurement Results
Figure 6.2(a) and 6.2(b) show the behavior of a single TFRC flow during han-
dovers between GPRS and WLAN. As before, the time-sequence trace is recorded
at the sender side and the sequence numbers in the graph wrap after 90 segments.
Handovers are triggered approximately on the 30th second.
TFRC aggressiveness can be evaluated from Figure 6.2(a), when a handover is
made from a slow (GPRS) to a fast link (WLAN). In this test, the TFRC flow
accelerates quickly to the bandwidth of the new link. A possible reason is that the
flow has not yet exited the slow start phase when the handover occurs [66]. In slow
start, TFRC is much more aggressive than after reaching the steady state with a
smooth transmission rate. Then, the past history of high RTT and low bandwidth
can make TFRC adaptation slow after a handover from GPRS to WLAN.
The responsiveness of TFRC to a decrease in bandwidth after a handover from
WLAN to GPRS can be seen in Figure 6.2(b). On the 30th second feedback pack-
ets stop arriving to the sender. About a second later, a no-feedback timer expires
at the sender and the transmission rate is halved several times until the first feed-
back packet arrives on the 40th second. Because TFRC is a rate-based protocol,
there is no visible break in transmission during a handover as with TCP. There is
a significant time period before the TFRC flow converges to the bandwidth on the
new link.
6.1.3 TFRC Measurement Results with a Competing TCP Flow
In this section, we describe packet traces of a TFRC flow with a competing
TCP flow during vertical handovers between GPRS and WLAN. In Figure 6.3(a)
and 6.3(b), handovers are triggered approximately on the 30th second. The fig-
ures show a time-sequence graph from the sender side of TCP and TFRC. Segment
numbers modulo 90 are plotted for TCP in the lower and for TFRC in the upper
part of the graph.
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Figure 6.1: Measured behavior of a TCP flow during a vertical handover in the
testbed (the handover occurs approximately at time 30).
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Figure 6.2: Measured behavior of a TFRC flow during a vertical handover in the
testbed (the handover occurs at time 30).
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Figure 6.3: Measured behavior of a TFRC (top) and TCP flow (bottom) during a
vertical handover in the testbed (the handover occurs at time 30).
6.2. SIMULATING IDEAL VERTICAL HANDOVERS 103
Figure 6.3(a) shows TCP and TFRC behavior during a handover from GPRS to
WLAN. Prior to handover, both flows are running at similar rates. However, the
TFRC flow accelerates slower than the TCP flow after a handover. The TFRC
flow obtains only 15% of the throughput of a competing TCP flow. This scenario
illustrates that TFRC discovers the increased bandwidth significantly slower than
TCP. Several minutes can be needed for TFRC to achieve a fair share of bandwidth
after a handover from a slow to a fast link.
Figure 6.3(a) shows TCP and TFRC behavior during a handover from WLAN
to GPRS. As in the previous graph, flows share the bandwidth fairly before the
handover. However, after a handover the TCP flow is starved, performing retrans-
missions using the exponential back-off. Only when the TFRC flow terminates
(not shown in the graph) the TCP flow is able to resume transmission. A possible
explanation for this behavior is that the TFRC implementation used for measure-
ments has the minimum sending rate of one packet per RTT [51]. On a slow GPRS
link, a TFRC flow transmitting at this minimum rate can starve a TCP flow that
uses the exponential back-off up to 64 seconds between retransmission attempts.
Although the latest TFRC specification [73] requires a similar type of behavior,
TFRC still reacts considerably slower than TCP to decreased bandwidth, causing
congestion and a high packet loss rate for concurrent flows after a handover from
a fast to a slow link.
6.2 Simulating Ideal Vertical Handovers
In this section, we evaluate the effect of abrupt changes in link bandwidth, latency,
and buffer size on TCP and TFRC flows after a vertical handover.
6.2.1 TCP Simulation Results
In this section, we evaluate the performance of a single TCP connection during
an ideal handover between GPRS and UMTS. After a handover from GPRS to
UMTS in Figure 6.4(a), it takes approximately 10 seconds for the connection to
fully utilize the new link. This delay is explained by the slow increase of the TCP
window in congestion avoidance and the increased bandwidth-delay product of
the path.
In Figure 6.4(b), a TCP flow creates congestion after a handover from UMTS to
GPRS. The handover causes packet losses due to the reduced bandwidth-delay
product of the path. TCP experiences a retransmit timeout due to many lost seg-
ments. For several seconds the TCP flow remains idle waiting for the retransmit
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timer to expire. In previous work [71], we proposed a TCP variant NewReno-
SACK that better avoids retransmit timeouts than the standard Reno-SACK used
in this simulation. It can improve TCP throughput in the presence of handovers,
but cannot entirely eliminate delays due to the retransmissions of lost packets.
In summary, the self-clocking property of TCP allows a relatively rapid adapta-
tion to changed link bandwidth after a handover. However, a retransmit timeout
due to packet losses forces TCP to lose self-clocking. Furthermore, it is impor-
tant to avoid a spurious retransmit timeout when RTT suddenly increases after a
handover [71].
6.2.2 TFRC Simulation Results
In this section, we evaluate the behavior of a single TFRC flow during an ideal
handover between GPRS and UMTS. In Figure 6.4(a), a TFRC flow significantly
underutilizes the UMTS link after a handover from GPRS. This behavior differs
from measurements shown in Figure 6.5(a), where TFRC quickly increased the
transmission rate. This discrepancy is explained by the presence of losses due to
a buffer overflow at time 10 in Figure 6.4(a). They terminate TFRC slow start
and prevent rapid acceleration after a handover. Furthermore, the high latency of
UMTS contributes to the slow increase of the transmission rate. Such sluggishness
can prevent TFRC from using the available bandwidth if the fast link is available
only for a short period of time.
In Figure 6.4(b), a TFRC flow creates heavy congestion after a handover from
UMTS to GPRS. The TFRC flow starts to react to the reduced bandwidth only
after several acknowledgments. Taking the interval at which acknowledgments
are sent, about 50 data packets are transmitted and dropped before the sender
starts slowing down. The flow slows down sufficiently only after 20 seconds from
the handover. Such delays in the reduction of transmission rate can negatively
affect concurrent traffic from other users and applications.
6.2.3 TFRC Simulation Results with a Competing TCP Flow
In this section, we experiment with a TFRC flow with a competing TCP flow
during an ideal handover between GPRS and UMTS. In Figure 6.4(a), the TFRC
flow is shown at the upper and the TCP flow at the lower part of the graph. For
convenience, sequence numbers wrap every 90 segments. In this scenario, the
TCP flow receives 12 times more bandwidth than the TFRC flow. Such gross
unfairness starts at time 5 after a burst of losses resulting from buffer overflow.
While the TCP connection is able to recover from losses and transmit at a steady
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Figure 6.4: Simulated behavior of a TCP flow during an ideal handover. A vertical
line indicates the handover time. X marks show drops at the bottleneck queue.
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Figure 6.5: Simulated behavior of a TFRC flow during an ideal handover.
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Figure 6.6: Simulated behavior of a TFRC flow (top) with a competing TCP flow
(bottom) during a vertical handover.
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Figure 6.7: Effect of a higher feedback frequency (three acknowledgments per
RTT) on TFRC during a handover from GPRS to UMTS.
rate, the TFRC flow only transmits a packet every five seconds. After the handover
at time 30, TCP adapts to the new link rate after ten seconds. The TFRC flow
increases the rate very slowly and even at time 60 has not yet converged to the fair
share of the link bandwidth.
In Figure 6.4(b), the TFRC and TCP flow are shown during a handover from
UMTS to GPRS. As in Figure 6.4(a), TFRC reduces the rate excessively after a
buffer overflow in UMTS at time 5, which results in TCP obtaining more band-
width than the TFRC flow before the handover. However, after the handover,
despite the high packet loss rate, TFRC runs at a faster rate than TCP. In fact, a
similar observation was made during measurements in Figure 6.6(b), where TFRC
prevented a TCP flow from getting any packets through after a handover.
6.3 Effect of TFRC Parameters
In this section, we examine the effect of self-clocking, history discounting, and
feedback frequency on aggressiveness and responsiveness of TFRC during a sim-
ulated ideal handover.
Self-clocking can improve TFRC responsiveness after a UMTS to GPRS vertical
handover when the available bandwidth sharply decreases. Figure 6.5(b) showed
TFRC behavior without self-clocking. With self-clocking, a TFRC flow reduces
the rate faster after a handover; the transmission rate better corresponds to the
actual link bandwidth. There are fewer congestion losses with self-clocking.
When history discounting is enabled, TFRC is able to forget about losses in the
past faster. This is a useful feature for handovers from GPRS to UMTS when
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Figure 6.8: Effect of overbuffering on TCP.
the available bandwidth increases, especially when error losses occur during a
handover. Figure 6.5(a) showed TFRC behavior with history discounting enabled.
When we repeated the experiment without history discounting, TFRC was slightly
more aggressive than with history discounting.
Normally, TFRC uses feedback frequency of one packet per RTT. Higher feed-
back frequency makes it more resilient to loss of feedback packets, but should
not significantly affect the dynamics of the protocol. Figure 6.7 shows TFRC
with feedback frequency increased from one to three times per RTT. The result
can be compared to Figure 6.5(a), where feedback frequency was once per RTT.
Surprisingly, a shorter feedback interval improves aggressiveness and responsive-
ness TFRC by 30%. However, a scenario with a higher feedback frequency was
shown where TFRC transmits at a lower rate, because several packets are lost at
the beginning of a flow [66].
In summary, existing TFRC optimization mechanisms are helpful but not suffi-
cient to adapt to changing link characteristics after a vertical handover. Even with
an optimal choice of TFRC parameters, heavy congestion is present for several
seconds after switching from a fast to a slow link. It can take tens of seconds for
a TFRC flow to fully utilize a fast link after a handover from a slower link.
6.4 Dealing with a Changing Bandwidth-Delay Product
The size of the link buffer is commonly set to the product of delay and bandwidth
of the link. An interesting problem arises when a handover occurs between two
networks with different bandwidth-delay products (e.g., GPRS and UMTS). When
forwarding packets from a network with a high bandwidth-delay product to a low
one, some data can be lost because the buffer space is insufficient to hold all
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packets. When transferring from a low bandwidth-delay product network to a
high one, the number of buffered packets may not be enough to utilize the new
link.
A possible solution to this problem can be configuring the buffer of all links to
the maximum bandwidth-delay product of any link. Some links would become
overbuffered, that is, persistently have a longer queue than required for utilizing
the link. However, packet losses or underutilization present after handovers can
be reduced. A drawback of the proposed approach is a requirement to the network
operator to know the type of links that the user can handover to, which may not
always be feasible in practice.
The effect of overbuffering on TCP flows can be seen in Figure 6.8(a) during a
handover from GPRS to UMTS. In this simulation, the buffer size is fixed at 20
packets. TCP behavior can be compared to Figure 6.4(a) where the buffer size
changes after the handover and the link is underutilized for four seconds. With
overbuffering, a UMTS link is better utilized after a handover from the GPRS
link. Figure 6.8(b) shows the effect of overbuffering after a handover from UMTS
to GPRS. Packet losses that triggered a retransmission timeout in Figure 6.4(b)
are eliminated and TCP performs optimally.
Overbuffering is known to have three negative aspects. First, interactive applica-
tions can suffer from the increased response time because of the queuing delay.
Second, the inflated RTT causes the retransmit timeout value at the sender to be
very high delaying loss recovery. Third, when a data transfer is aborted, packets
buffered in the network are unnecessarily delivered to the receiver.
It is planned that traffic in cellular systems is separated into different service
classes [3]. Streaming and background traffic can use overbuffering without harm-
ing the interactive traffic, which solves the first problem. The second problem can
be partly solved by implementing the state-of-the-art TCP at the end hosts, which
is less prone to timeouts than the older TCP Reno. We proposed a solution to the
third problem called Fast Reset, which eliminates unnecessary data delivery from
aborted data connections [64].
A scenario with overbuffering was shown where TFRC transmits at a higher rate
after a handover, because the sender stays in slow start due to absence of losses in
the beginning of a flow [66]. We also found scenarios where TFRC does not ben-
efit from overbuffering. The TFRC transmission rate is inversely proportional to
the RTT. Reducing losses with overbuffering is compensated with increasing RTT
due to queuing. Therefore, overbuffering is a more useful mechanism for TCP
than TFRC. The next section presents a highly efficient mechanism for TFRC.
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Figure 6.9: Effect of explicit handover notification on TFRC.
6.5 Explicit Handover Notification
In a highly dynamic network environment it is challenging for end-to-end pro-
tocols to estimate network characteristics accurately. Feedback from link lay-
ers that have local knowledge of the link conditions can be helpful to transport
protocols [163]. Such mechanisms are currently under discussion in IETF (Trig-
tran) [79]. In this section, we examine how TCP and TFRC could utilize such
information if it is made available to them.
To improve TCP performance for vertical handovers it can be helpful to artificially
change the transmission rate of the sender. The TCP receiver is able to limit the
transmission rate by manipulating the advertised window [146]. Additionally,
by setting the Explicit Congestion Notification bit, the receiver can signal to the
sender the need to reduce the transmission rate. As a last resort, the receiver
can deliberately drop a packet to avoid heavy losses in the future. Using the
receiver window also allows accelerating the sender. The TCP sender can grow
the congestion window while being limited by the receiver window. By increasing
the receiver window the TCP sender can be made to transmit at a higher rate.
For slowly responsive congestion control, such as TFRC, the problem of adapt-
ing to varying network conditions is even more topical than for TCP. TFRC is
forced to reduce the rate quickly during high loss rates to avoid heavy congestion.
However, it is fairly slow to probe for available network bandwidth.
The TFRC receiver reports the estimated throughput and recent loss history to the
sender. It is possible to adjust receiver reports to reflect changes in the networking
conditions after a handover. TFRC implementations differ in how rapidly they
increase the transmission rate when the calculated rate suddenly increases. The
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TFRC specification [73] makes possible an instant increase of the transmission
rate to the rate given by the rate equation. (However, the specification discourages
increasing the rate more than twice per RTT to be compatible with TCP).
When receiving a handover notification from lower layers, the TFRC receiver
could change the loss rate and throughput estimates in reports according to char-
acteristics of a new link for several RTTs (three in our tests). Consequently, the
receiver reports real throughput and loss rate. These “faked reports” allow to
instantly change the transmission rate of the sender and hide non-congestion-
related losses during a handover. Figure 6.9(a) shows the effect of the explicit
handover notification on a TFRC flow after a handover from GPRS to UMTS.
Underutilization on the UMTS link present in Figure 6.5(a) is eliminated. A
TFRC flow with a handover notification in Figure 6.9(b) (from UMTS to GPRS)
causes fewer losses than without it in Figure 6.5(b).
However, simply changing the receiver reports without adjusting the receiver state
allows the transmission rate to restore when reports are not changed anymore.
Indeed, TFRC keeps estimates of the loss rate, RTT, and throughput as smoothed
averages. Plenty of new samples may be needed to change the average value so
that it reflects new network characteristics. We found that resetting the TFRC
receiver state after a handover eliminates this problem.
The explicit handover notification can be used when servers connect to the wire-
less network via a LAN with abundant transmission capacity. It is reasonable to
expect that network operators place their real-time application servers as close to
the user as possible to avoid extra latency of an Internet path.
It is an open question if the explicit handover notification for TFRC can be used in
the public Internet. An abrupt increase in the transmission rate can cause transient
congestion when the bottleneck link is somewhere else than in the wireless link.
However, slow start in TCP causes a similar problem of transient congestion, but
is widely accepted as a safe mechanism for the Internet.
6.6 Eliminating Aborted Data Delivery
Internet users often abort their transfers in progress, for example by clicking on
the “Reload” button or another link in a web browser. Analysis of backbone Inter-
net traces [118] shows that 15-30% of all TCP connections are abnormally ter-
minated via a reset. The average length of reset connections is not significantly
different from completed connections. Thus, resets are not merely generated by
TCP connection refusals or misbehaving firewalls [48].
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Figure 6.10: Aborted TCP connection over GPRS to www.zed.com (receiver
trace, Mozilla/HTTP 1.1).
Packets from aborted transport connections are often sent unnecessarily to the user
over a slow last-hop link delaying useful traffic. This is a particular concern for
wide-area wireless links, because unnecessary transmissions waste scarce radio
bandwidth, battery power at the mobile terminal and incur monetary cost due to
billing by data volume.
Although the total fraction on aborted traffic is only a few percent in backbone
Internet traces, we believe it is a significant problem for slow last-hop links for two
reasons. First, users easily get impatient while waiting for a transfer to complete
over a slow link. Second, the round trip time for such links can reach several
seconds during a bulk transfer. This delays delivery of an abort notification from
the receiver to the sender.
Measurements in a live cellular network show that the loading of a new web page
is often delayed up to ten seconds due to delivery of data from previously aborted
pages. Figure 6.10 shows a trace of a web page download being aborted. It takes
seven seconds until the server receives the abort notification, stops sending and
page data drains from the link queue. About 25 kilobytes of data is unnecessarily
transmitted over a 30-kbps GPRS link.
Deploying an active queue management algorithm (AQM), such as RED, in the
last-hop router can reduce the number of aborted packets sent over the last-hop
link. AQM keeps the average queue size low without penalizing bursty sources.
However, cellular links require a buffer larger than the bandwidth-delay product of
the link to efficiently implement local error recovery. In existing cellular networks
we often find the bottleneck buffer of about ten times the bandwidth-delay product
of the link [72].
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The standard TCP receiver generates reset (RST) packets after receiving (and dis-
carding) packets on an aborted connection [150, p. 247]. We propose a Fast Reset
algorithm to eliminate delivery of aborted data over a last-hop link. The algorithm
can be included into a performance-enhancing proxy snooping packet headers at
the last-hop link. The algorithm is illustrated in Figure 6.11 and has the following
steps:
1. An application on the mobile client opens a TCP connection and requests a
web object.
2. The server receives the request and starts transmitting data to the client.
3. Data packets are buffered in the last-hop router and transmitted to the client.
4. The user decides to abort the download, for example by pressing a “Reload”
button. The TCP receiver responds with reset packets to data packets arriv-
ing from the server.
5. The last-hop router notices a reset packet and discards buffered packets
in the downlink direction that belong to the aborted connection. It then
forwards the reset packet toward the server.
6. The server receives the reset packet and stops transmitting data on the
aborted connection.
Step 5 can be further detailed as follows:
for every arriving pkt1 in uplink
if pkt1 is RST
for each queued pkt2 in downlink
if (src1, dst1, sport1, dport1, prot1)
== (dst2, src2, dport2, sport2, prot2)
discard(pkt2)
forward(pkt1)
The 5-tuple (src, dst, sport, dport, prot) uniquely identifies a transport connection
by its source and destination IP addresses, source and destination port numbers
and the protocol number.
If a reset packet gets lost, the sender retransmits a TCP segment after a timeout.
This segment will not be dropped by the last-hop router according to the algo-
rithm. Instead, the retransmitted segment will generate another reset packet at the
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Figure 6.11: The Fast Reset algorithm.
receiver. There is no state kept in the router, thus there is no harm to new TCP
connections if the client reuses ports from aborted connections. Fast Reset works
robustly for all TCP applications including HTTP, FTP, and peer-to-peer.
Since web browsing is the main contributor of aborted connections, we describe
how resets affect HTTP in detail. HTTP v1.0 allows a maximum of four con-
current TCP connections to a server. Thus, aborting a web page download can
generate resets for several TCP connections. This reduces the performance bene-
fit of Fast Reset, because aborted data contained in the buffer of the last-hop router
is distributed over several TCP connections.
HTTP v1.1 defines persistent connections. With pipelining, several HTTP requests
can be outstanding over a single TCP connection. Once an abort of a single request
is initiated, the whole pipeline is aborted. This helps the Fast Reset algorithm,
because with a single reset packet unnecessary data from several data objects can
be eliminated.
We evaluated Fast Reset using the Netscape browser in Linux over a GPRS cellu-
lar link. When the loading of a web page is aborted, 5-25 packets unnecessarily
arrive to the receiver from aborted TCP connections. This corresponds to 1-10
seconds of time wasted before a new page begins loading. Fast Reset reduces
the penalty of aborting a web page to one-two packets per a TCP connection.
As a result, the response time is reduced, battery power and radio spectrum are
preserved.
The main limitation of the Fast Reset algorithm is the requirement for a TCP
connection to traverse through the last-hop router in both directions. Although
we expect this requirement to be met in most cases, there are asymmetric setups,
e.g. for satellite links [128]. Another drawback of Fast Reset is the processing
load on the router to parse the queue on every arriving reset packet. We expect
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the load to be acceptable for low rate links [61]. Finally, Fast Reset creates a
layering violation because the router has to access transport-layer headers. TCP/IP
header compression is another example of a layering violation. If the network-
layer protocol, such as ISO CONP, is connection-oriented, Fast Reset can avoid
this problem.
Fast Reset can also be implemented in the mobile client to eliminate aborted data
delivery for uplink transfers. We expect it to have only a modest performance
gain because the clients and not servers seem to initiate aborts. Fast Reset can be
adopted for other connection-oriented transport protocols than TCP, such as SCTP
and DCCP [94].
6.7 Summary
We believe that vertical handovers are a fundamental property of future mobile
networking. In this chapter, we explored the effect of a change of networking
characteristics triggered by vertical handovers on end-to-end transport protocols
and arrived at the following results:
Using measurements of handovers between GPRS and WLAN, as well as
simulation of ideal handovers between GPRS and UMTS, we have shown
that TFRC has significant difficulties in adapting to new link characteris-
tics after a handover. In particular, TFRC receives only 10-50% of TCP
thoughput over a fast link, while it can completely starve a TCP flow after
handover to a slow link after a handover. The adaptation time of the TFRC
rate to new link characteristics can be from tens to hundreds of seconds.
Tuning TFRC parameters has only a minor positive effect. In particu-
lar, enabling self-clocking and history discounting in TFRC has slightly
improved its responsiveness and aggressiveness. A higher feedback fre-
quency from the TFRC receiver allows to increase the rate faster.
We proposed and evaluated two mechanisms to improve transport perfor-
mance during vertical handovers. With overbuffering, the bottleneck buffer
of all links is set according to the maximum delay-bandwidth product of
any link. It helps TCP to smoothly change between links with different
delay-bandwidth products. With an explicit handover notification, a TFRC
receiver or a performance-enhancing proxy adjusts TFRC feedback reports
for several RTTs. It enables TFRC to quickly adapt to new link character-
istics, while otherwise maintaining a smooth sending rate.
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The effort that designers of transport protocols are willing to spend for achieving
good performance in the presence of handovers needs motivation. If handovers
occur only rarely, their negative effect on transport protocols could be ignored.
However, there are scenarios, such as Infostations on a highway [58], where ver-
tical handovers can be frequent. Therefore, we believe that the effect of vertical
handovers on transport protocols is an issue of growing importance.
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Chapter 7
Conclusions and Future Work
Achieving efficient data transport in wireless overlay networks implies meeting
QoS requirements of applications while preserving radio resources, battery power,
and friendliness to other flows in the Internet. Contributions of this dissertation
toward this goal are summarized in Section 7.1. Still, much remains to be done for
wireless Internet to become truly ubiquitous. Open research problems are listed
in Section 7.2.
7.1 Summary
In this dissertation, the efficiency of reliable and real-time data transport was stud-
ied. We outlined problems of duplicate, stale, aborted data delivery, and band-
width underutilization. These problems were solved using end-to-end transport
protocol optimizations, link-layer enhancements, and cross-layer communication
between the transport and link layers.
The main contributions of the dissertation are as follows:
Efficient TCP for reliable data transport. We contributed to the general TCP
profile for wireless networks for use in WAP version 2 specifications and
in mobile phones by NTT DoCoMo. We enhanced TCP to respond appro-
priately to spurious timeouts caused by delay jitter. We applied NewReno-
SACK for efficient loss recovery, evaluated options for undoing congestion
control and adapting the retransmit timer. Two heuristics for efficient recov-
ery of lost retransmissions in NewReno TCP were proposed and evaluated.
Cross-layer optimizations for efficient real-time data transport. Building
on the concept of flow-adaptive links, we designed and evaluated Life-
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time Packet Discard (LPD) for efficient real-time transport. With LPD, the
packet lifetime is set to the minimum of the application data lifetime and the
retransmission timeout at the sender host. We showed that LPD improves
efficiency by eliminating stale and duplicate data delivery over the wireless
link.
Optimization of transport performance for vertical handovers. We showed
using measurements and simulations that slowly responsive congestion con-
trol has difficulties to adapt to large bandwidth and delay changes intro-
duced by vertical handovers. Using overbuffering and explicit congestion
notification, the wireless link can be utilized more efficiently. We intro-
duced a Fast Reset algorithm that eliminates inefficient use of a wireless
link by aborted transport connections in the presence of overbuffering.
Measurements results and simulation models of wireless overlay networks.
We used a combination of measurements and simulations. Using measure-
ments and protocol tracing in wireless overlay networks, we showed signif-
icant delay jitter caused by handovers. Vertical handovers between wireless
overlay networks were measured. We developed a set of simulation models
for evaluating transport protocols over wireless links.
While we believe this dissertation advanced the state of the art in the area of
wireless data transport, much remains to be done to achieve seamless operation of
multimedia applications in wireless overlay networks. Remaining open problems
are summarized in the following section.
7.2 Future Work
Reliable data transport over wireless links appears to be a mature area where few
open issues remain. However, real-time transport protocols are only starting to
be widely used in wireless networks. Slowly responsive congestion control for
real-time applications is not yet well understood. Much more measurements and
experience are necessary in this area. As one example, the impact of overbuffering
and explicit handover notification on various flows in the Internet needs more
evaluation.
While both selective reliability and congestion control are needed for real-time
transport, it is challenging to combine them appropriately. A real-time appli-
cation needs to maintain a steady transmission rate while retransmitting packets
consumes bandwidth from “new” packets. Another open problem is congestion
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control for real-time application with silent periods, such as conversational audio.
During periods of silence, the allowed transmission rate is halved every few RTTs,
because concurrent active flows can take over bandwidth freed by a real-time
flow [73]. However, when a real-time application becomes active again, it has
to use slow start to increase the transmission rate. This can cause disruptions in
speech quality.
Our experience is that wireless links are capable of adapting their characteris-
tics so that transport protocols perform well. However, currently link layers have
limited information on the transport capabilities of flows. Cross-layer communi-
cation could be helpful for future generations of transport protocols and wireless
links. For example, if a transport protocol could inform the link layer that it was
tolerant to packet reordering, the link layer could avoid the unnecessary overhead
of ordered packet delivery. We made a step in this direction by proposing an IP
option for cross-layer communication. However, much remains to be done for its
implementation and deployment.
We feel that aborts of transport connections have not received sufficient atten-
tion in networking research. Fingerprinting of packets was proposed to elimi-
nate redundant data delivery [147], but this study is orthogonal to the problem
of unnecessary data delivery from aborted connections. We are not aware of any
HTTP traffic generator that would take into account the abortion of web page
transfers. Typically, such generators include “thinking time” between the loading
of web pages. If the user starts loading a new page before the old one is completely
loaded, then thinking time becomes “negative”.
It would be interesting to extend the idea of Fast Reset to aborts of data transfers
at the application layer that do not result in aborts of transport connections. One
example of such abort operations is a rewind command in a streaming player or
abort of queries in a database system. To avoid layering violations, a cross-layer
communication mechanism needs to be developed to signal the aborted data to
network routers.
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Appendix A
Considerations for Vertical
Handovers
A.1 Static Protocol Options
Most connection-oriented transport protocols, such as TCP or DCCP, perform
negotiation of protocol options during the connection establishment. In case of
TCP, the options cannot be adjusted later during the connection lifetime. Options
negotiated at the connection establishment may not be appropriate after a han-
dover to the network with vastly different characteristics. In this section, we seek
values of TCP options that would be appropriate for all considered overlay net-
works. Table A.1 lists four widely implemented TCP options and a TCP header
flag [136].
Table A.1: Currently deployed TCP options.
Option Name Values Recommended Value
Timestamps On/Off On
Window scaling Scale factor 4
MSS Bytes 1500
SACK-enabled On/Off On
ECT (flag) On/Off On
The timestamp option requires that both connection end points use it through the
connection lifetime. A timestamp and an echo of the received timestamp are
placed in every segment. The benefit of always using the timestamp option is
questioned [12] because of its 12-byte overhead in every segment. However, sev-
eral studies found that timestamps are useful in the wireless environment [63,
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167]. Therefore, we believe that the use of the timestamp option is justified in all
considered overlay networks.
The window scale option defines a multiplier for the receiver window. A scaled
window is appropriate in networks with a high bandwidth-delay product, such as
UMTS (with bandwidth close to 2 Mbps). However, limiting the receiver window
to a smaller size is often beneficial in slow networks, such as GPRS, to prevent
excessive queueing in the network [72]. Using the scaling option, the receiver
window becomes of a granularity of 2, 4, 8, . . . bytes for the scaling parameter
of 1, 2, 3, . . . . Reduced granularity does not significantly affect the ability of the
receiver to limit the size of the receiver window, if necessary. Hence, the receiver
can negotiate the largest required scale factor even if the connection is initiated in
the network with a low delay-bandwidth product, such as GPRS.
Justifications for setting the maximum segment size (MSS) were given, for exam-
ple, by Stevens [150]. In summary, the trade-off is between lighter header over-
head (with larger segments) and inefficient operation in the presence of packet
losses and high latency. GPRS does not have high packet loss rates because of
retransmissions at the link layer. In GPRS, the latency is already so high that
using a large segment size does not significantly increase it. Therefore, using the
MSS of 1500 bytes in all overlay networks is acceptable. A slightly smaller value
should be used to avoid fragmentation due to tunneling by Mobile IP.
The SACK-enabled option [117] informs that the end point supports selective
acknowledgments. The ECN-capable transport (ECT) flag defines that the end
point understands an explicit congestion notification [136] given by routers. These
options are useful in any network.
Hence, we found a set of option values adequate for all considered overlay net-
works. In fact, these values are approved as a best current practice recommenda-
tion in the IETF [81]. It is fortunate that the TCP protocol need not be modified
to enable re-negotiation of options during an ongoing connection.
A.2 Preventing Packet Reordering
We implemented an algorithm in ns-2 to prevent packet reordering that can occur
during a step change in link bandwidth and latency. The algorithm can be imple-
mented in real-world networking nodes scheduling packets over multiple links or
over a link with frequently changing bandwidth [167]. An intuitive purpose of the
algorithm is to avoid transmitting a packet if it could arrive to the receiver earlier
than the previously sent packet.
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Here  is the link bandwidth,  is the link one-way latency, and   esti-
mates when the packet would arrive to the receiver across the link. Note that 
and  can change during the execution of the algorithm. In ns-2, an arrival of
the packet to the receiver is scheduled directly with schedulePkt(). If the algo-
rithm is implemented in a real router, then schedulePkt() refers to transmission of
the packet to the link and should be called with       as a
parameter.
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Appendix B
List of Abbreviations
2.5G3G Extended Second and Third Generation
3GPP Third Generation Partnership project
ACK Acknowledgment
ADSL Asymmetric Digital Subscriber Line
ADU Application Data Unit
AIMD Additive Increase Multiplicative Decrease
ALF Application Layer Framing
API Application Programming Interface
AQM Active Queue Management
ARQ Automatic Repeat Request
ATM Asynchronous Transfer Mode
BARWAN Bay Area Research Wireless Access Network
BSC Base Station Controller
BSD Berkeley Software Distribution
BSSGP Base Station System GPRS Protocol
BTS Base Transceiver Station
CDMA Code Division Multiple Access
CBR Constant Bit Rate
CRC Cyclic Redundancy Check
CS Coding Scheme
CONP Connection Oriented Network Protocol
DCCP Datagram Congestion Control Protocol
DL Downlink
140 APPENDIX B. LIST OF ABBREVIATIONS
DoCoMo Do Communications over the Mobile network
DupThresh Duplicate Acknowledgment Threshold
DUPACK Duplicate Acknowledgment
ECN Explicit Congestion Notification
ECT ECN-Capable Transport
EDGE Enhanced Data for GSM Evolution
ETSI European Telecommunications Standards Institute
FACK Forward Acknowledgment
FEC Forward Error Correction
FTP File Transfer Protocol
GGSN Gateway GPRS Serving Node
GEO Geosynchronous
GPRS General Packet Radio Service
GSM Global System for Mobile communications
HSCSD High Speed Circuit Switch Data
HTTP Hyper Text Transfer Protocol
ICMP Internet Control Message Protocol
IETF Internet Engineering Task Force
IFIP International Federation for Information Processing
IMT-2000 International Mobile Telecommunications-2000
IP Internet Protocol
IS-96 Interim Standard 96
LLC Logical Link Control
LPD Lifetime Packet Discard
MAC Medium Access Control
MPEG Motion Picture Experts Group
MS Mobile Station
MTU Maximum Transmission Unit
NFS Network File System
NRT None Real Time
ns-2 Network Simulator version 2
NTP Network Time Protocol
NTT Nippon Telephone & Telegraph
PDC-P Personal Digital Cellular Packet-switched
PILC Performance Implications of Link Characteristics
QoS Quality of Service
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RED Random Early Detection
RFC Request for Comments
RLC Radio Link Control
RNC Radio Network Controller
RST Reset
RT Real Time
RTO Retransmission Timeout
RTP Real Time Protocol
RTT Round Trip Time
RTTVAR Round Trip Time Variation
SACK Selective Acknowledgment
SCTP Stream Control Transmission Protocol
SGSN Serving GPRS Support Node
SR Selectively Reliable
SRTT Smoothed Round Trip Time
SSH Secure Shell
TBF Temporal Block Flow
TCP Transmission Control Protocol
TFRC TCP-Friendly Rate Control
TTL Time To Live
UDP User Datagram Protocol
UL Uplink
UMTS Universal Mobile Telecommunications System
WAP Wireless Application Protocol
WCDMA Wideband Code Division Multiple Access
WLAN Wireless Local Area Network
WWAN Wireless Wide Area Network
WWW World Wide Web
VoIP Voice over Internet Protocol
