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We study the structure of two-point correlators of the inflationary field fluctuations in order to
improve the accuracy and efficiency of the existing methods to calculate primordial spectra. We
present a description motivated by the separation of the fast and slow evolving components of the
spectrum which is based on Cholesky decomposition of the field correlator matrix. Our purpose is to
rewrite all the relevant equations of motion in terms of slowly varying quantities. This is important
in order to consider the contribution from high-frequency modes to the spectrum without affecting
computational performance. The slow-roll approximation is not required to reproduce the main
distinctive features in the power spectrum for each specific model of inflation.
PACS numbers: 98.80.-k, 98.80.Cq
I. INTRODUCTION
The Inflationary paradigm has become an important
piece in our understanding of the Early Universe. It
has been designed and constantly improved since its very
first appearance in Ref. [1] wherein it solves the main is-
sues of standard Big Bang Cosmology. In the last three
decades, we witnessed the emergence of a plethora of
models, which not only aim to provide expansion for a
sufficient number of e-folds, but also expect to produce a
power spectrum of fluctuations consistent with the actual
structure of the universe.
Direct computation of the power spectrum from equa-
tions of motion can be time consuming, especially when
resolving specific features of each model in a wide range
of energy scales. These problems will be aggravated for
multifield models of inflation such as the proposals in
Refs. [2, 3].
The primordial power spectrum is valuable in finding
sensible ranges of validity for the parameters of any pro-
posed Inflationary model. In the case of models with mul-
tiple fields, it encodes vital information about the power
transfer between different components. The viability of
a model is usually tested when the spectrum is loaded as
an input in any of the existing schemes based in Boltz-
mann transport equations (such as CAMB in Ref. [4]
or CLASS in Ref. [5]) and compared with data. Being
aware of the existing difficulties to design a spectral code,
we suggest an approach intended to isolate all the high
frequency terms and only use the slowly evolving quanti-
ties relevant for calculating the spectrum. These degrees
of freedom remain “frozen” outside the horizon, which
implies the use of large time steps in any numerical evo-
lution scheme.
A crucial part of separating fast and slow degrees of
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freedom relies on focusing on the spectrum, which con-
tains information about all the field correlations. This
spectrum is generated by the symmetric product between
two field multiplets, forming a correlation matrix. Field
dynamics reveals the approximate time-translational in-
variance of each multiplet component on subhorizon
scales. This symmetry must be exploited to define a well-
posed Cauchy problem each time vacuum correlations are
defined as initial conditions. When the cases of anticorre-
lation are excluded, positive definite correlation matrices
are suitable for Cholesky decomposition into two unique
triangular factors. Anticorrelations break the unique-
ness of this factorization. This decomposition has been
the preferred tool of statisticians to generate correlated
samples from any set of unit variance random vectors.
Amplitudes of the modes and power of the cross correla-
tions are carried in these Cholesky factors, which act on
a rotating basis of solutions, just as in the Schrodinger
picture in Quantum Mechanics. The fast rotation of this
basis is separated from the slow evolution of amplitudes.
We implement a dynamical Cholesky decomposition mo-
tivated by the separation of wave solutions into phases
and amplitudes. This separation has been explored in
single field solutions, (see Refs. [6, 7] for more details)
with exact results in the case of massless perturbations.
The plan for this paper is as follows: in section II, we
will review the notions of perturbation theory for infla-
tionary models, along with the equations of motion for
the background fields. In section III, we describe the
field decomposition technique used in order to separate
the fast oscillating phases from the amplitudes. The lat-
ter are required to calculate the spectrum. In section
IV, we discuss the background dynamics and the use of
initial conditions based on asymptotic vacuum solutions.
Additionally, we introduce a scheme for injecting modes
in the system. To conclude, we present our results and
discussions.
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2II. PERTURBATION THEORY: A LIGHTNING
REVIEW
For the purposes of this work, we only consider La-
grangian densities with canonical kinetic terms. We will
later extend our treatment in Appendix A for the case
of a generic curved field space developed in Ref. [8]. The
action S needed to describe a generic model of inflation
with multiple fields coupled reads,
S =
∫
d4x
√−g
(
M2Pl
2
R− 1
2
∂µφA∂
µφA − V (φA)
)
,
(1)
where all the fields become coordinates of a generically
non-flat field space. We pick spatially flat coordinates
just as described in Ref. [8]
ds2 = −(1 + 2A)dt2 − 2a2∂iBdxidt+ a2δijdxidxj , (2)
with the (− + ++) signature. Now, as is usual in this
perturbative approach, we decompose each component
of the N field multiplet φA into a spatially homogeneous
background field and its fluctuations
φA(x
µ) = φ0A(t) + Φ˜A(x
µ). (3)
At the background level, the field equations given by (1)
read
φ¨0A + 3Hφ˙
0
A +
∂V
∂φA
= 0. (4)
The expansion history is obtained from the first Fried-
mann equation
3M2PlH
2 =
1
2
φ˙0Aφ˙
0
A + V (φ
0
A). (5)
where we define φ˙ ≡ dφ/dt. These equations describe all
the quantities needed from the homogeneous limit – such
as the scale factor and the masses – and hence, these
become a part of the overall evolution scheme.
In order to find the spectrum, quantum fluctuations
are normally expressed as Fourier modes ΦA(k, t) eval-
uated on a constant time surface, where we are able to
set the scale as a constant a without loss of generality.
These modes are contained in a second order expansion
of (1)
SΦ(k) =
1
2
∫
a3 dt
[
Φ˙AΦ˙A − ΦA
(
k2
a2
δAB +M
2
AB
)
ΦB
]
,
(6)
where M2AB ≡ ∂2V/∂φA∂φB −
(
a3φ˙Aφ˙B/H
).
/a3M2Pl is
the well-known “mass-squared matrix” modified by the
coordinate choice made on (2). All the equations of mo-
tion just follow from variational principle. Initial con-
ditions will be consistent with the high-frequency be-
haviour k/a  M2AB , where the solutions for ΦA are
treated as in Minkowski spacetime.
III. TWO-POINT CORRELATORS REVISITED
It is important to compute the spectrum of linearized
field perturbations at the end of inflation since it is di-
rectly related to the spectrum of primordial curvature.
An interesting procedure for this calculation is described
in Ref. [9], where the authors consider the evolved com-
ponents of a complex “mode matrix”, which follows the
same equations of motion obtained from (6). More re-
cently, the Hamiltonian evolution of the field correlators
〈ΦA,ΦB〉 was considered in Ref. [10] with the purpose of
separating fast and slow evolution scales. In these per-
spective, more than one time scale is still necessary to
resolve the mode correlations.
Here we present a different approach: a dynamical de-
composition method which suppresses the fastest oscil-
lation scales in the equations of motion of the correla-
tion modes regardless of the mode frequency. Hence, the
evolution of the correlation modes is more efficient, par-
ticularly for deep sub-horizon scales where integration
costs scale linearly with number of e-folds in our method,
as opposed to exponential scaling in other methods. To
achieve that, we suggest the following extended form of
the field
ΦA = LAB χˆB (7)
as an effective way to separate a real matrix of amplitudes
(LAB) from phases (χˆB) on each mode. We initially as-
sume N × N independent degrees of freedom contained
by LAB . Field fluctuations in de Sitter spacetime before
crossing the horizon only add “damping” to the standard
massive wave solutions in empty space. For that reason,
it is possible to consider the vector χˆB as a set of evolved
phases. By inserting the ansatz (7) in (6), we get
SΦ =
1
2
∫
a3 dtδAB
[
LACLBD ˙ˆχC
˙ˆχD
+ 2L˙BDLAC χˆD ˙ˆχC + L˙ACL˙BD χˆC χˆD
]
− LAC
(
k2
a2
δAB +M
2
AB
)
LBD χˆC χˆD (8)
and the equations of motion for χˆE are
¨ˆχE +
(
3HδEB + 2
(
L−1
)
ED
L˙DB
)
˙ˆχB +[ (
L−1
)
ED
L¨DB + 3H
(
L−1
)
ED
L˙DB +(
L−1
)
ED
[
k2
a2 δDC +M
2
DC
]
LCB
]
χˆB = 0 (9)
which turn out to be minimally different from the
case of Coriolis’ equation written in a rotating non-
inertial frame. The last term corresponds to the ef-
fective rotation frequency. Calculating the conjugate
momentum of χˆB from this action, we find PˆB =
a3
(
LABLAD ˙ˆχD + L˙ADLAB χˆD
)
, hence the canonical
3commutators
[
χˆA, PˆB
]
= iδAB now imply[
χˆA, ˙ˆχB
]
=
i
a3
(LT )−1BC(L
−1)CA. (10)
The dependence on a−3 is responsible for the sup-
pressed commutators during inflation. This is consis-
tent with the decoherence conditions stated in Ref. [11].
Transitioning into classical states has dynamical conse-
quences: χˆA can be treated as in Ref. [6], Gaussian ran-
dom variables in which the central limit theorem is fully
applicable and a complex phase is convenient in evolv-
ing two copies of the same field under different initial
conditions. As a result, complexification is no longer a
requirement. In addition to this, our prescription in (7)
allows us to rewrite the two-point correlators as
〈ΦA,ΦB〉 = LACLTDB〈χˆC , χˆD〉. (11)
A similar separation is performed in Ref. [12]. It is in-
spired by geometrical optics and considers the evolution
of the correlators by describing the elements – i.e. ro-
tations, expansions and shears– of the unitary evolution
operator acting on each mode. However, our approach is
more concerned on the dynamical constraints required to
hold a specific gauge choice after the separation in (7).
Following the Central Limit Theorem, we can demand
independence between different phases (i.e. a normalized
covariance matrix) at all times. This is analog to using
“cosine” or “sine” waves as an orthonormal basis for a
simple harmonic oscillator with the purpose of maximiz-
ing amplitude and velocity as initial conditions for the
oscillating system. This independence condition is our
gauge choice
〈χˆC , χˆD〉 = δCD, (12)
and it must be held at all times. The expression for the
correlator in (11) reduces to
〈ΦA,ΦB〉 = LACLTCB . (13)
Because phases are fast oscillating degrees of freedom
and can cancel out, these are not required to calculate
two-point correlators. All information of the correlations
is carried by LBC , the slowly varying “square root” of
the correlation matrix. We look for an effective set of
equations of motion which mainly depend on amplitudes
instead of phases. Therefore, we must consider that the
evolution of χˆA follows the second order differential equa-
tions in (9). Hence, time translational invariance requires
two derivatives of (12) as additional constraints for the
system at an arbitrary time slice
SymCDAB 〈 ˙ˆχC , χˆD〉 = 0, (14)
SymCDAB
[
〈¨ˆχC , χˆD〉+ 〈 ˙ˆχC , ˙ˆχD〉
]
= 0, (15)
where we define (Anti)SymCDAB ≡ δCAδDB ∓ δCBδDA and its
antisymmetric analog as (anti-)symmetrizing multilinear
operators. Equations (12) and (14) are just constrained
by initial conditions. With (9), we can rewrite (15) as
SymCDAB
[ (
L−1
)
CE
L¨ED + 3H
(
L−1
)
CE
L˙ED +(
L−1
)
CE
[
k2
a2 δEF +M
2
EF
]
LFD − 〈 ˙ˆχC , ˙ˆχD〉
+ (L−1)CEL˙EF 〈 ˙ˆχF , χˆD〉
]
= 0. (16)
In all the terms, symmetrization in both free indices in-
dicates the existence of N (N − 1)/2 repeated degrees
of freedom in the system. Only when the cases of an-
ticorrelation are discarded, positive definiteness of the
correlation matrix is useful to eliminate the redundancy
by picking LAB to be Cholesky matrices. These do not
have more than N (N + 1)/2 non-zero real elements in
the lower triangular corner of the matrix. Our choice of
Cholesky matrices is convenient for a variety of reasons,
especially since matrix inversions and other operations
are computationally inexpensive and easily scalable for
the case of models with a large number of fields.
Moreover, the largest term in the squared brackets of
equation (16) has a gauge symmetry due to the over-
all symmetrization acting on it. Such a gauge freedom
can be exploited to fix the shape of the Cholesky repre-
sentation at all times. Only the first two terms in this
expression preserve the shape of a Cholesky matrix. As
the system evolves, all the other terms will migrate de-
grees of freedom out of the lower triangular form of L.
Consequently, we need to add an antisymmetric matrix
ACD, which will be canceled out when symmetrized. In
Fig. 1, we represent the way in which the Cholesky rep-
resentation is preserved.
Gauge fixing condition emerges by supressing the up-
per diagonal terms (D > C)
ACD = −
(
L−1
)
CE
M2EFLFD − (17)
(L−1)CEL˙EF 〈 ˙ˆχF , χˆD〉+ 〈 ˙ˆχC , ˙ˆχD〉.
Thus, Cholesky matrices evolve in agreement with[
L¨AB + 3HL˙AB +
[
k2
a2 δAC +M
2
AC
]
LCB
]
+ LACACB + L˙AC〈 ˙ˆχC , χˆB〉 − LAC〈 ˙ˆχC , ˙ˆχB〉 = 0.(18)
To find appropriate expressions for the expected phase
correlators 〈 ˙ˆχA ˙ˆχB〉 and 〈 ˙ˆχAχˆB〉, we will write the deriva-
tives for each one of the unknown correlators
d
dt 〈 ˙ˆχA, ˙ˆχB〉 = SymCDAB 〈¨ˆχC , ˙ˆχD〉 (19)
d
dt 〈 ˙ˆχA, χˆB〉 = 〈¨ˆχA, χˆB〉+ 〈 ˙ˆχA, ˙ˆχB〉.
The last expression is equivalent to
d
dt 〈 ˙ˆχA, χˆB〉 = 12SymCDAB
[
〈¨ˆχC , χˆD〉+ 〈 ˙ˆχC , ˙ˆχD〉
]
+ 12Antisym
CD
AB
[
〈¨ˆχC , χˆD〉+ 〈 ˙ˆχC , ˙ˆχD〉
]
= 12Antisym
CD
AB 〈¨ˆχC , χˆD〉 (20)
43H = 0
- - - Antisymmetricparts= ;
=3H
FIG. 1. Schematic representation of (16). Fixing the shape of Cholesky amplitudes by adding the antisymmetric matrix ACD.
This matrix is an antisymmetrized collection of all components precluding out of the lower triangular form. After rearranging
terms in the final sum, the expression in (18) keeps its Cholesky shape at all times.
Equation (20) conserves the antisymmetric properties of
〈 ˙ˆχA, χˆB〉 found in (14), whose behavior seems to match
the rotation generators in a real vector space. Using (9)
and (18), we can write equations of motion for the miss-
ing two-point correlators
d
dt 〈 ˙ˆχA, ˙ˆχB〉 = SymCDAB
[
− 3H〈 ˙ˆχC , ˙ˆχD〉 (21)
− 2 (L−1)
CE
L˙EF 〈 ˙ˆχF , ˙ˆχD〉 − ACE〈 ˙ˆχE , χˆD〉
+
(
L−1
)
CE
L˙EF 〈 ˙ˆχF , χˆG〉〈χˆG, ˙ˆχD〉+ 〈 ˙ˆχC , ˙ˆχF 〉〈 ˙ˆχF , χˆD〉
]
,
and also
d
dt 〈 ˙ˆχA, χˆB〉 = AAB − 3H〈 ˙ˆχA, χˆB〉 −
1
2Antisym
CD
AB
[ (
L−1
)
CE
L˙EF 〈 ˙ˆχF , χˆD〉
]
(22)
At first glance, the symmetrizer doubles the first coef-
ficients in (21). After comparing (21) with (22) we no-
tice that 〈 ˙ˆχA, ˙ˆχB〉 ∼ 〈 ˙ˆχA, χˆB〉2, which is consistent with
our analogy with the rotation generators in a real vector
space. However, a careful review of all the terms in both
expressions reveals that this is not an accurate statement.
Henceforth, both correlators are considered as separate
elements in the evolving system. The expressions found
in (18), (21) and (22) constitute the system of differen-
tial equations required to evolve the “square root” of the
two-point correlators.
IV. INITIAL CONDITIONS AND SPECTRAL
EVOLUTION SCHEME
It is reasonable to ask about the proper set of values
required to initialize the equations of motion as described
in (4) and (18). To do so, we first consider the evolution
of the background fields.
Alternative choices of a time scale (such as the number
of e-folds N ≡ log a) can only be implemented without
affecting the background evolution before the end of in-
flation. The application of such scales does not affect the
overall performance of any evolution scheme. Through-
out the rest of the paper, we choose
V (φ, σ) =
λ
4
φ4 +
g
2
φ2σ2, (23)
as an example of a multifield non-linear potential. Hav-
ing a system of highly coupled second order differential
equations, we must investigate the behaviour of first and
second derivatives for both fields since those provide ini-
tial conditions for the background. Thus, we can observe
in Fig. 2 three phase space projections of the background
field trajectories, where λ = g/2 = 10−14 is the typ-
ical numerical value assigned to the coupling constant.
From Fig. 2, we notice that φ˙(t0) ≈ σ˙(t0) ≈ 0.0 are
suitable choices for the derivatives of the slowly rolling
background field. Other values will not modify the con-
vergence time substantially. The lapse of time the system
takes to fall into the inflationary attractor is very small.
However, we always have the option of getting closer to
the attractor in order to reduce the convergence time of
the complete system of equations, which includes fluctu-
ations. Hence, we are left with two numbers we have to
fix in order to achieve enough expansion in the model.
In Fig. 3, we generated a “map” of initial values for φ
and σ, including the number of expanded e-folds. Once
we choose a set of initial field coordinates, we can ensure
the conditions necessary to produce an inflating homoge-
neous background state considering the potential in (23).
In this case, following the data from the map in Fig. 3,
initial conditions were chosen to produce a model ex-
panding for 88 (approx.) e-folds, with φ0 = σ0 = 20MPl.
The horizon and all the physical wavenumbers (kphys) as-
sociated with each perturbation mode evolve according
to the curves in plot in Fig. 4.
To describe the evolution of the correlations between
perturbations of the different scalar degrees of freedom,
we rely on our knowledge of the correlators 〈ΦA,ΦB〉,
〈Φ˙A,ΦB〉 and 〈Φ˙A, Φ˙B〉 to provide suitable (approxi-
mate) initial conditions at (t = t0).
Asymptotic consistency with the field amplitudes in
Minkowski vacuum with a non-diagonal mass matrix is
sufficient to determine these correlation matrices. Di-
agonalization of the mass matrix in the initial time
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FIG. 2. Evolution of eight different background trajectories labeled from (a) to (h) and represented in three transversal sections
of the phase space: (φ˙, φ) in Fig. 2(a), (σ˙, σ) in Fig. 2(b) and (φ, σ) in Fig. 2(c). The projection (φ, σ) is embedded on the field
potential. Here we observe the overlap of trajectories with the same initial values of φ(t0) and σ(t0). Equipotential curves of
(23) are plotted in the three projections as a reference for the energy scale at different field configurations.
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FIG. 3. Projected surface of initial conditions. The contours
plotted highlight the regions (similar to equipotential curves)
which would generate 20, 60, 100 and 140 e-folds of inflation.
surface provides estimated values of the correlations in
〈ΦA,ΦB〉t0 :
DAB ≡ UACUTDBM2CD,
〈ΦA,ΦB〉t0 = UTACUDB
(
a−3
2ωˆCD
)
, (24)
where ωˆCD ≡
√
(k2/a2)δCD +DCD, DAB is the diagonal
version of M2AB and UAB is the orthonormal transforma-
tion matrix responsible of the diagonalization.
The classicality arguments stated in section III allow us
to consider independent initial conditions for each com-
ponent of the multiplet and its derivatives:
〈ΦA,ΦB〉t0 = LACLTCB ,
〈Φ˙A,ΦB〉t0 = L˙ACLTCB + LACLTDB〈 ˙ˆχC , χˆD〉t0 = 0,
〈Φ˙A, Φ˙B〉t0 = L˙ACL˙TCB + LACLTDB〈 ˙ˆχC , ˙ˆχD〉t0
+
(
L˙ACL
T
DB − LACL˙TDB
)
〈 ˙ˆχC , χˆD〉t0 . (25)
Initial conditions for L˙AB must be compatible with both
the classicality 〈Φ˙A,ΦB〉t0 = 0 and the antisymmetry of
〈 ˙ˆχA, χˆB〉t0 , which leads us to L˙AB = 〈 ˙ˆχA, χˆB〉t0 = 0.
Therefore, it is possible to use (25) to obtain the corre-
sponding initial state of every phase correlations. From
(25), we observe that the dependence of 〈 ˙ˆχA, ˙ˆχB〉t0 on
both 〈Φ˙A, Φ˙B〉t0 and L−2AB(t0) guarantees the supression
of the fastest frequency scales at the time these reached
their maximum values.
The scheme of evolution is also responsible for the ef-
ficiency of any spectral code. It represents the way in
which modes are injected in the system and then evolved
from subhorizon scales to a final instant of time outside
the horizon. We are interested of reducing the time in
which mode evolution is irrelevant to the spectrum via
time translational invariance. To achieve this, we release
modes every five or ten e-folds from a constant energy
scale kphys as in Fig. 4, being aware of the initial condi-
tions for the fluctuation modes and the background dis-
cussed previously. Each mode can be traced back into
a physical wave mode leaving the horizon. This simple
technique saves half of the evolution time necessary to
evolve all the modes from any constant time surface.
V. RESULTS
In order to evaluate the validity of the statements made
so far, we produced two codes: the first one generates
the correlation matrix by taking correlations of a ran-
dom sample. In the second one, we solve the system
given by (18), (21) and (22). In both scenarios, we fol-
lowed the same initial conditions stated in the previous
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FIG. 4. Mode injection scheme. Cholesky modes injected
every 10 e-folds from a surface of constant physical wavelength
and evolved until a fixed time “screen” at the end of inflation.
Initial conditions allow up to 88 e-folds of inflation. ` is the
physical length scale in the system.
section. Also, we used the same solver in both cases,
a symplectic eighth order accurate Gauss-Legendre inte-
grator (see Ref. [13] for more details).
In the first case, we used the Box-Muller algorithm to
generate a set of four independent unit variance random
vectors (χˆA) satisfying (12): two amplitudes and two ve-
locities. By using (7), we reproduce a certain number
of field realizations (between 100-500) consistent with all
the calculable two-point correlators – i.e. 〈ΦA,ΦB〉t0 ,
〈Φ˙A,ΦB〉t0 and 〈Φ˙A, Φ˙B〉t0– at the surface of initial con-
ditions. Each one of these realizations evolves in agree-
ment with the equations of motion obtained from (6). We
are aware that this is not the most efficient way to cal-
culate correlations; nevertheless, it is worth to compare
with the “static” version of the idea we are developing in
this project.
By using the first code, we confirm by direct calcula-
tion the gauge fixing conditions provided on (12), (14)
and (15). The dynamics of the system and the separa-
tion in fast and slow parameters relies entirely on these
statements. In Fig. 5, we verified the first of these gauge
choices. After solving for Φ1 and Φ2, the inversion of
(7) is used to confirm (12) as a valid gauge condition.
The Cholesky decomposition of any positive definite cor-
relation matrix is independent from the instant of time
in which we choose to perform it. It is mainly sup-
ported by time translational invariance of the approx-
imated Minkowski (or Bunch-Davies) vacuum state. In
addition to this fact, we must also consider that this does
not depend on the choice of any particular initial length
scale.
In Fig. 6 we check the numerical cancellation of the
symmetric part of 〈 ˙ˆχA, χˆB〉. Phase cross-correlators
〈 ˙ˆχ1, χˆ2〉 and 〈 ˙ˆχ2, χˆ1〉 do not cancel separately. On the
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FIG. 5. The gauge choice 〈χˆA, χˆB〉 = δAB holds at all times.
Off-diagonal terms are numerically zero.
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FIG. 9. 〈Φ1,Φ1〉 correlator obtained after injecting modes
from two different physical length scales kphys = 10
3He and
kphys = 10
5He. The spectrum remains unaltered.
contrary, their strength is enhanced until the modes cross
the horizon. It is possible to show that a Taylor expan-
sion of 〈χˆA, χˆB〉 in powers of time, will only depend on
〈 ˙ˆχA, χˆB〉 and 〈 ˙ˆχA, ˙ˆχB〉. The antisymmetric behaviour is
consistent, again, with the notion of these correlators as
rotation generators: the rotation transfers power from
one mode to another.
In Fig. 7, we tested the last dynamical gauge constraint
in (15). Here the combinations plotted are numerically
zero. From this condition, we found the equations of
motion of the “square root” factor LAB .
Now we present the results of implementing the dy-
namical Cholesky scheme developed to get the expres-
sions in (18), (21) and (22).
One of the objectives of this project is to separate the
fast and slow degrees of freedom required to solve the
spectrum of fluctuations. Such a separation is achieved
by reducing the effective oscillation frecuency ω2eff ∼
k2/a2 + M2AB by the introduction of 〈 ˙ˆχA, ˙ˆχB〉 acting as
counterterms in (18). In this particular case, even when
the addition of the mass matrix alters the coupling be-
tween different field components, none of these magni-
tudes is enough to contribute significantly to ω2eff . In
Fig. 8, we can see an effective suppression of the higher
frequency terms. In the hypothetical case of a very large
mass, the actual structure of the counterterms, provided
by initial conditions (proportional to 〈 ˙ˆΦA, ˙ˆΦB〉2t0 ∼ ω2eff)
and equations of motion in (21), will affect the effective
oscillating frequencies in exactly the same way. There-
fore, due to this suppression, we can increase the time
step required for resolving each Cholesky mode. Reduc-
ing the computational time remarkably when compared
with other schemes.
In order to prevent convergence issues coming from any
harmless inaccuracies in defining initial conditions (from
either Minkowski or Bunch-Davies vacua), we evolve the
modes for a couple of e-folds using smaller time steps.
After a few iterations, the time step can be significantly
increased. Consequently, modes can be injected from
smaller length scales to increase the precision of the ini-
tial conditions for the correlators.
In Fig. 9, we observe that there is no reason to expect
any change in the shape of the spectrum if we decide
to inject the modes from a different physical wavelength
surface, even when this surface is deep inside subhorizon
scales.
In Fig. 10, we observe the evolution of two of the ampli-
tude modes which constitute the spectrum injected from
kphys = 10
3 He, where He is the Hubble parameter at
the end of inflation. The injection scheme described in
section IV is applied in order to collect the correlation
amplitudes on a “screen” located at N ≈ 88.3. Notice
the decay and the absence of oscillations before the hori-
zon crossing.
In Appendix B we present our results for the two-point
correlators as calculated by both of the approaches we
used to find the spectrum. Results from the “random
sampling code” are labeled as standard and the outcome
from the direct evolution of the Cholesky factors is la-
beled as gauged. Both sets of results agree with a margin
of relative uncertainty smaller than 0.1%. The speed en-
hancement in the gauged routine allows us to insert more
modes with negligible computational cost.
Using our method, it is also possible to calculate the
comoving curvature perturbations, which are given by
∆R = H
φ˙Aφ˙A
(
φ˙BΦB
)
, (26)
in the spatially flat gauge. Therefore, we find its corre-
sponding power spectrum:
〈∆R2〉t>t0 =
H2(
φ˙Aφ˙A
)2 [φ˙Bφ˙C] 〈ΦB ,ΦC〉t>t0 , (27)
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FIG. 10. Evolution of two real Cholesky modes inserted at
N = 10 and N = 50. We detect the suppression of oscillations
before crossing the horizon (at ` = 1/H).
where 〈ΦB ,ΦC〉t>t0 is now reconstructed at all instants
of time by multiplying the Cholesky factors LBD as these
evolve. As an additional result, we tested the production
of primordial curvature fluctuations in the well-known
double quadratic potential as proposed in Refs. [9, 15–
18]
V (φ, χ) =
m2φ
2
φ2 +
m2χ
2
χ2, (28)
at super-horizon scales. The shape of this potential is
an elliptic paraboloid when we use the same parameters
as in Ref. [18]: mφ = 1.4 × 10−6MPl and mχ = 7mφ.
Turning field trajectories are generated by the broken
azimuthal symmetry of the potential in (28). We pick
φ0 = χ0 = 12MPl and φ˙0 = χ˙0 = 0 as initial condi-
tions for the background fields. In Fig. 11 we use our
decomposition method for a mode with k ≈ 1.3×105H?,
where H? is the Hubble parameter at the initial point
of the field trajectory. We reproduce the spectrum of
primordial curvature perturbations, which coincides ex-
actly with the results obtained in Ref. [18]. It is relevant
to study turning trajectories in field space since these
are the source of curvature perturbations even in more
complicated potentials.
VI. DISCUSSIONS
In this paper, we present a new method to separate
fast and slow scales in the context of multifield models of
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FIG. 11. Evolution of 〈∆R2〉. Notice the change of the
spectrum in super-horizon scales, it is now possible to inject
the modes from smaller length scales and observe the earlier
stages of evolution.
inflation. We describe a scheme based on the Cholesky
factorization of any positive definite correlation matrix.
As an outcome, we manage to find equations of motion
for the “square root” of the correlation matrix in terms
of slowly varying quantities. After reviewing the dynami-
cal properties and contributions of the background fields,
we specify a set of approximate initial conditions for the
evolving system, and check that our results are consistent
with straightforward averaging over all the realizations of
the evolved random fields. We use the new code to cal-
culate spectra of a few well-known models, and check
that the shape of the spectrum depends on the choice of
background trajectories.
This perspective based on dynamical Cholesky decom-
position is significantly different from previous efforts in
Refs. [9, 12]. More recently, the Hamiltonian evolution of
the field correlators 〈ΦA,ΦB〉 was considered in Ref. [10],
which is a transport scheme quite similar to ours in spirit.
However, our method achieves significant computational
gains by separating fast time scale of the sub-horizon
mode evolution. Additionally, in our evolution scheme
〈χˆA, χˆB〉 = δAB at every instant in time, which makes it
convenient to generate properly-correlated random real-
izations of the fields for Monte-Carlo simulations.
This approach can be easily extendable to a diverse
number of systems ruled by (almost) any perturbative
manifestation arising from hyperbolic differential equa-
tions, which present fairly similar structures. We will
leave the non-Gaussian extension of this method in ap-
plication to bispectrum computation for a future project.
9Appendix A: Appendix: Decomposition scheme in a
curved field space
As expressed in Ref. [8], we can consider a non-
canonical version of (1)
S =
∫
d4x
√−g
(
−1
2
hAB∂µφ
A∂µφB − V (φ)
)
. (A1)
From Refs. [19, 20], we learned about the best way to
consider the perturbative expansion of this action to get
the equations of motion for the background
3M2PlH
2 =
1
2
φ˙I φ˙
I + V (φ) (A2)
Dtφ˙A + 3Hφ˙A = ∂V
∂φA
,
and a second order expansion of the action
SΦ(k) =
1
2
∫
a3 d4x
[
hABDtΦADtΦB
− ΦA
(
k2
a2 hAB +MAB
)
ΦB
]
, (A3)
where DtXA = X˙A + ΓACDXC φ˙D and ΓABC =
1/2hAD (hBD,C + hCD,B − hBC,D). Both expressions
are fully covariant (and metric compatible) under trans-
lations along geodesics on the field space. The mass term
MAB is actively affected by the field space curvature
MAB = D2ABV −RDABC φ˙Dφ˙C−
1
a3M2Pl
Dt
(
a3
H
φ˙Aφ˙B
)
.
(A4)
As we did before, we separate the field the field per-
turbations using ΦA = LABχˆB . Considering the case of
a theory which produces equations of motion fully co-
variant under field space gauge transformations. Hence,
the form of the action only differs from (8) by the use
covariant derivatives instead of the total.
It is possible to promote our results (18), (21) and (22)
after using the gauge fixing conditions for the correlators
〈χˆC , χˆD〉 = hCD, (A5)
SymCDAB 〈DtχˆC , χˆD〉 = 0
SymCDAB
[〈D2t χˆC , χˆD〉+ 〈DtχˆC ,DtχˆC〉] = 0
and reshaping the form of the Cholesky amplitude ma-
trix, for (B < C)
ABC = −
(
L−1
)
BE
(
hEGMGD
)
LDC −
(L−1)BEDtLEF 〈DtχˆF , χˆC〉+ 〈DtχˆB ,DtχˆC〉.
We get:
D2tLAB + 3HDtLAB +
[
k2
a2 δ
A
E + h
ADMDE
]
LEB + L
ACACB +DtLAC〈DtχˆC χˆB〉 − LAC〈DtχˆCDtχˆB〉 = 0,
Dt〈DtχˆA,DtχˆB〉 = SymCDAB
[
− 3H〈DtχˆC ,DtχˆD〉 − 2L−1CEL˙EF 〈DtχˆF ,DtχˆD〉 − hEFACE〈DtχˆF , χˆD〉+
L−1CEDtLEFhGJ〈DtχˆF , χˆG〉〈χˆJ ,DtχˆD〉+ hFG〈DtχˆC ,DtχˆF 〉〈DtχˆG, χˆD〉
]
,
Dt〈DtχˆA, χˆB〉 = AAB − 3H〈DtχˆA, χˆB〉 −
(
L−1
)
AG
DtLGF 〈DtχˆF , χˆB〉. (A6)
Notice from (A5) how the field metric is induced from
the correlators of the fastest degrees of freedom in the
system. The emergence of such a geometric structure
appears as a result of averaging at each instant of time
over the evolved gaussian random variables.
Appendix B: Appendix: Plotting two-point
correlations
In this this appendix, we show all the spectra cal-
culated following the procedures aforementioned. In
Fig. 12, we provide the spectrum computed for the case
of the specific background trajectory defined in section
IV using the two methods suggested.
The spectrum represented in Fig. 13 corresponds to the
case of the same initial conditions; now using a different
ratio g/λ = 3 between the coupling parameters in the
potential (23). Here k/(aH)end represents the normal-
ization of comoving momentum with respect to the scale
factor and the Hubble parameter measured at the end
of inflation. In both cases, it is not possible to indicate
which one of the field components dominates of the spec-
trum. This is due to our choice of the background field
trajectories, in which the contribution of both fields is
nearly the same. The only difference is the independent
contribution of φ in (23).
In Fig. 14 we show the spectrum for the case of
transversal motion along the inflaton trajectory (σ0 = 0)
for g/λ = 2. We achieve this by setting a dominant back-
ground contribution for φ in the same potential.
Additionally, the case of g/λ = 3 is represented in
Fig. 15. Both spectra reflect the strength of the fluctu-
ations of φ when compared to those from σ. Showing
a suppression of the additional field and the cross cor-
relators. The last results are fully consistent with the
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FIG. 12. Scale invariant two-point correlators for the poten-
tial in (23) for g/λ = 2: The values of the two-point correla-
tions obtained from evolving (18), (21) and (22) match with
our results from averaging over 100-500 evolved field realiza-
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FIG. 13. Two-point correlators for the case of g/λ = 3.
input required to generate the chaotic billiards pictures
produced in Ref. [21].
It has been shown in Ref. [22] that the adiabatic and
isocurvature components of the spectrum can be found
via a change of basis. Gram-Schmidt procedure pro-
vides an orthonormal basis of N vectors made of the
background field components to project into the adia-
batic/isocurvature basis just as in (26).
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