Characterization of nanomaterial morphologies with advanced microscopy and/or spectroscopy tools plays an indispensable role in nanoscience and nanotechnology research 1, 2, 3, 4, 5 , as rich information about the chemical compositions, crystallography, other physical and chemical properties, as well as the growth mechanism can be extracted from morphology analysis. However, the interpretation of imaging data heavily relies on the "intuition" of experienced researchers. As a result, many of the deep graphical features are often unused because of difficulties in processing the data and finding the correlations. Such difficulties can be well addressed by deep learning 6, 7, 8, 9 . In this work, we use the optical characterization of two-dimensional (2D) materials as a case study, and demonstrate a neural network based algorithm for the material and thickness identification of exfoliated 2D materials with high prediction accuracy and real-time processing capability. Further analysis shows that the trained network can be used to predict physical properties of the materials. Finally, a transfer learning technique is applied to adapt the pretrained network to more optical characterization applications such as identifying layer numbers of chemically synthesized graphene domains.
properties of the 2D materials and can thereby be used to anticipate the properties of new, as-yet uncharacterized 2D crystals. TMDs 2H-TaS2 and 2H-NbSe2, the 1T-phase TMD 1T-HfSe2, black phosphorous (BP), the metal trihalides CrI3 and RuCl3, and the quasi-one-dimensional (quasi-1D) crystal ZrTe5. A total number of 850 OM images containing exfoliated flakes of these 13 materials were collected and labeled for training and testing. To make the training data representative of the typical variability of OM images, the training and test data were sampled from a collection of OM images generated by at least 30 users from 8 research groups with 6 different optical microscopes over a span of 10 years.
These optical images have considerable variations in brightness, contrast, white balance, and nonuniformity of the light field ( Figure S2 , left) because of the variations between different setups and user preferences. Note that the previously reported optical-contrast-based optical identification methods require the images to be taken in the same optical setup and with very similar hardware and software configurations 18, 19, 20, 21, 22, 23 . The data were labeled with the material identifications and thicknesses in a pixel-by-pixel fashion with the help of a semi-automatic image segmentation program ( Figure S3 and Methods). After color normalization and data augmentation ( Figure S2 and Methods), a training dataset of 22, 950 RGB images and a test dataset of 2, 550 images, both with the size of 224 by 224 pixels, were generated from the 850 OM images. A stochastic gradient descent with momentum (SGDM) method 25 was used to train the weights in the convolutional filters of the SegNet. The SegNet (the schematic is shown in Figure 1 (d)) consists of a series of downsampling layers (encoder) and a corresponding set of upsampling layers (decoder) followed by a pixel-wise classifier. We select a well-known network structure called VGG16 26 as the encoder network in SegNet, and the detailed information about the network structure, the data generation and augmentation, as well as the network training process can be found in Figures 1 and S2, Table S1 and Methods section.
We first show that the trained SegNet can be used to segment the OM images among 13 different exfoliated 2D materials and find the material identity and thickness of each flake with good accuracy. The performance can be visualized in Figure 1 , Table S2 and Figure S4 . The color maps in Figure 1 (e) are the typical label maps predicted by the trained SegNet with the corresponding OM images in Figure 1 (c) as the input to the SegNet. Figure S4 shows additional results of the test OM images, the ground-truth label maps (labeled semi-automatically by humans), as well as the predicted label maps. In addition to material separability, we labeled four materials (graphene/graphite, 2H-MoS2, 2H-WS2, and 2H-TaS2) with different thicknesses (1L for monolayer, 2-6L for bilayer to 6-layer, and >6 for greater than 6 layers) to verify the thickness differentiation capability, which is a particularly important task. The trained SegNet is able to outline individual flakes from the background and distinguish both the material identities and thicknesses of the thirteen 2D materials with high success rate. Table S2 , the pixel-by-pixel global accuracy reaches 96.11%; the mean class accuracy is 77.98%; and the mean intersection over union (IoU, defined as the intersection of the ground truth and the predicted region of a specific label over the union of them) is 53.47% for the training dataset.
Note that the calculated performance metrics of the SegNet are likely an underestimate: after the SegNet's analysis, we discovered a number of OM images in which the ground-truth was initially mislabeled, but predicted correctly by the SegNet ( Figure S5 ). This scenario is considered as a classification mistake in the above metrics. On the other hand, it is observed that many of the mistakes made by network are due to the similarities between different materials. For example, misclassification rates among 2H-MoS2, 2H-WS2, 2H-WSe2 and 2H-MoTe2 are as high as 8%, which is likely a consequence of their similar crystal structures and optical properties. Another type of common mistake is that metal markers, tape adhesive residue and text labels in the OM images were misidentified as a 2D material ( Figure S5 ). These non-2D material features were labeled as "background" together with the blank substrate in the ground-truth, but they have high color contrast and other structures relative to the substrate, thereby confusing the network. In a future version of the network, this may be solved by introducing specific labels for these non-2D material features. Another common mistake is inaccuracy in the profiles of the flakes. This usually happens when the profiles are very complex, or if the flakes are highly fragmentary ( Figure S5 ).
These mistakes are mainly due to the downsampling of the encoder layers in the SegNet, which inevitably drops the high frequency spatial features of the images.
We believe that the proposed deep learning algorithm is well suited to real-time processing according to the metrics given in Table S2 . With our computing environment (see Methods), the training process for the VGG16 SegNet requires 9 hours with a GPU, whereas the testing speed can be as high as 3 frames per second (fps) using a CPU, and 20 fps using a GPU for the 224-by-224-pixel test images. This means the SegNet, once properly trained, can be easily adapted to standard desktop computers and integrated with optical microscopes with automatic scanning stages for fast or even real-time identification.
To understand how the SegNet extracts features from 2D material OM images, we analyzed the output feature maps of all the layers in the trained network for the OM images in the test dataset as the inputs. As a demonstration, we used a typical image of graphite/graphene (shown in Figure   S6 value. It is observed that this feature map is highly correlated to the monolayer graphene region.
By feeding the network with more test images as summarized in Figure S14 , we further confirmed that channel #153 is sensitive to pink/ light purple flakes with smooth edges and regular shapes.
After further analysis on the 512 channels of the Depth=5 encoder layer with more test images randomly chosen from our database, we concluded that the trained SegNet is able to capture deep and subtle graphical features that were overlooked by previously reported optical contrast based approaches 18, 19, 20, 21, 22, 23 . Many of the deep graphical features reflect in part the physical properties of the 2D materials. To illustrate this, we select 14 easily interpreted channels and discuss their associated graphical features and the related physical properties as summarized in Figure 3 , Table S3 , as well as Figures S7-S20. We divide the graphical features captured by these channels into four broad categories: (1) contrast or color, (2) edge or gradient, (3) shape, and (4) flake "size". Figure 3 shows the heat maps of several channels that belong to each category. In particular, channels #153, #389 and #457 under the "contrast/color" category ( Figure 3 and channels #76 and #138 under the "flake size" category capture small or fragmentary flakes. Table S3 and Figures S7-S20 provide more details about the typical images, their corresponding heat maps as well as the extracted graphical features of the 14 channels. Note that some channels can only respond to images that meet a combinational criterion under multiple categories, whereas some channels can be sensitive to several different scenarios. For example, channel #13 only shows high intensities in the heat map around the bottom edges of purple or pink flakes ( Figure   S8 ), and channel #470 can be used to identify both non-uniform, thick flakes and uniform, thin, pale-purple flakes ( Figure S19 ).
The above feature map analysis has provided a better understanding about how deep graphical features can be extracted by the SegNet for more accurate and generic optical identification of exfoliated 2D materials. However, the algorithm is not limited to this particular task, and we found that it can be used for more advanced optical characterization tasks such as the prediction of material properties. The graphical features captured by the network are correlated to the optical and mechanical properties of the material. As shown schematically in Figure 3 One simple approach to implement the material property predictor is to take the "similarity"
vectors of each material from the confusion matrix (each row of the matrix) and decompose the vectors to a set of specifically designed base vectors. In this way, the projected values can give us a probabilistic prediction of the physical property of interest (more details are given in the Methods section). As a proof-of-concept demonstration, we fed the trained network with OM images of 17 2D materials that were unknown to the network during the training stage. The extended confusion matrix containing the 13 trained materials and the 17 untrained materials is shown in Figure S21 , and the physical properties of these 2D materials are summarized in Table S4 . As we can see, different vector components in the similarity vectors (or columns of the extended confusion matrix)
have distinct values for each of the untrained materials, from which we can immediately summarize some qualitative patterns. For example, GaS, CrI3, CrBr3 and MnPS3 in the untrained material group shows high similarity to hBN in the trained material group, which matches the fact that these materials are wide-bandgap semiconductors or insulators with the band gaps higher than 2.5 eV and are mostly transparent in the infrared, red and green spectral ranges. As another example, 1T'-MoTe2 and Td-WTe2 in the untrained material group are predicted to be similar to 1T-HfSe2 in the trained material group, which is in accordance with the similar crystal structure of these materials. For a more quantitative analysis, we selected two different predictors that are associated with the band gaps and the crystal structures of the material, and the projected values of each material based on these two predictors are plotted into a histogram and summarized in and their predictions can be found in Figure S22 . With the pre-training approach, we were able to achieve 65% global accuracy with only 30 training images, whereas at least 60 images are required for the conventional random initialization approach to reach comparable accuracy.
In summary, we develop a deep learning algorithm for the optical characterization of 2D materials and the extraction of deep graphical features from optical microscopic images that can be used for anticipating material properties. After training, the neural network can achieve rapid characterization of material identities, their thicknesses and physical properties with good accuracy.
A fully automated system utilizing this algorithm can be used to free up tremendous amount of time for researchers. A systematic analysis was made to understand how the network captures deep graphical features such as color, contrast, edges, shapes and flakes sizes from the optical images.
We also demonstrate that the trained network can be adapted for different optical characterization applications with minimal additional training through a transfer learning technique. The proposed methodology can potentially be extended for identification and understanding other morphological or spectroscopic data of diverse nanomaterials.
Methods

Constructing, Training and Testing the SegNet
(1) Network structure
The SegNet-based optical identification process is summarized in Figure 1 and Figure S2 . The SegNet consists of a series of downsampling layers (encoder) and a corresponding set of up sampling layers (decoder) followed by a pixel-wise classifier. As an end-to-end network, the SegNet can predict labels of 2D materials at the pixel level, and the size of the output label map is exactly the same as the input optical microscope image. This can help us directly identify the material identities and the thicknesses of individual 2D material flakes. We select a well-known network structure VGG16 26 as the basis of the encoder network in the SegNet. Table S1 summarizes the VGG16 network structure. The encoder contains a stack of convolutional layers which have 3 by 3 receptive field and pixel stride 1, followed by a batch normalization and a nonlinear activation (ReLU) layer. Then a max-pooling layer with a 2 by 2 window and stride 2 is applied for the image downsampling. The decoder net and the encoder net are symmetric. The only difference between them is that in decoder we use an upsampling layer to replace max-pooling layer. The indices in upsampling layers are grabbed directly from the indices of the corresponding max-pooling layers. In this way, the locations of the poolings are memorized and recovered in the upsampling layers, which improves the spatial accuracy of the network. Finally, a soft-max classifier is added at the end of the network for pixel-wise classifications. The output label maps have the same dimension as the input OM images.
(2) Data generation
There are 3 steps to generate the pixel-wise labeled dataset for the training of the SegNet: labeling, color normalization, and data augmentation.
To generate pixel-wise labeled OM images for the training and testing, we used a semi-automatic graph-cut method implemented by MATLAB. Graph-cut is a traditional semantic segmentation method based on graph theory 27 . Although the initial segmentation performance of this method is poor, we can promote the performance by adding human assistance. By drawing loosely the foreground regions and the background regions, the algorithm can find the boundary of the segment of interest with good accuracy. Figure S3 demonstrate the labeling procedure under human-assisted graph-cut method.
We select thirteen 2D materials as experiment samples. 
Training and testing
The training and testing of the SegNet were implemented in MATLAB R2018b with the help of the
Deep Learning Toolbox, the Parallel Computing Toolbox, the Computer Vision Toolbox and the
Image Processing Toolbox. The training and testing were performed using a desktop computer equipped with a CPU (Intel(R) Core (TM) i7-8700K @ 3.70GHz, 32.0GB RAM) and a GPU (NVIDIA GeForce GTX 1080 Ti, 11 GB GDDR5X). The stochastic gradient descent with momentum (SGDM) method 25 was used to find the weights in the convolutional filters of the SegNet during the training process. To compensate for the imbalanced numbers of pixels for different classes (for example, the "background" labels take more than 85% of areas in most images), class weightings based on inverse frequencies were used in the soft-max classifier.
Confusion Matrices and Material Property Predictors
The confusion matrices ( Figure 2 and Figure S21 ) were obtained by using the OM images in the test dataset as the input of the trained SegNet and comparing the corresponding output label maps with the ground truth label maps. For example, the element on i-th row and j-th column corresponds to the fraction of the i-th class that are labeled as the j-th class by the SegNet. We also present two types of confusion matrices: the pixel-level confusion matrices (Figure 2 (a) -(e), and Figure S21 ) and the flake-level confusion matrices (Figure 2 (f)-(j) ). For the pixel-level confusion matrices, the matrix elements are the ratio counted pixel by pixel, whereas the flake-level confusion matrices take the majority label of all the pixels in each segmentation, or "flake", as the label of the flake and calculated the fraction based on the flake labels. Note that the flake labels ignored any segmentations with fewer than 100 pixels, because they are either fractures on the edges of the actual 2D crystal flakes, or some non-uniform regions on the background.
To demonstrate the SegNet's capability of predicting physical properties of unknown 2D materials, we also fed the trained SegNet with additional OM images of new 2D materials that were not used in the training dataset, and calculated the "extended" confusion matrix as shown in Figure S21 .
The new materials include 2H-MoSe2, 1T'-MoTe2, Td-WTe2, ReS2, SnS2, SnSe2, GeSe, SnSe, Table S4 .
Transfer Learning for Small Amount of Training Data
In the transfer learning experiment, we only labeled 5 OM images of CVD grown graphene, and generate 600 images (224 by 224 pixels) by data augmentation. We divided the graphene region into five classes based on its layer number (from monolayer to 5-layers). We varied the size of the training dataset from 30 to 360, and sampled randomly from the 600 images. For the transfer learning, the initial weights in the network before the training are taken from the pretrained SegNet The training set contains the 13 materials used for the training of the SegNet, whereas the prediction set contains 17 additional materials that are unknown to the SegNet during the training stage. The materials in the grey box in (b) do not belong to any of the crystal structure classes. Table S4 . A summary of the physical properties of the 2D materials (bulk) used in this study 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17 . The values for the optical bandgap the direct bandgap, or the lowest peak energy in the optical absorption spectra.
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