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La gran mayoría del conocimiento humano se encuentra almacenado en forma de
texto. El desarrollo de técnicas para almacenar y buscar documentos es casi tan
antiguo como el mismo lenguaje escrito. Sin embargo, los sistemas informáticos han
cambiado la forma en que se almacenan> buscan y recuperan los documentos. La
cantidad de información disponible en la actualidad en formato electrónico es
tremenda y su ritmo de crecimiento aumenta día a día, El desarrollo de las redes de
computadoras y los medios de almacenamiento masivo de datos durante los últimos
años ha provocado una aceleración de esta tendencia.
Los sistemas de Recuperación de Información (Rl) tienen como finalidad esencial
facilitar el acceso a la información, seleccionando entre grandes conjuntos de
documentos aquellos adecuados a las necesidades del usuario, El contenido textual
de los documentos es procesado en los sistemas de Rl para obtener tina
representación interna. Esta representación interna es utilizada posteriormente
para proporcionar los documentos más adecuados a las consultas formuladas por los
usuarios. Desde hace más de dos décadas, la mayoría de los modelos orientados a la
implementación de este tipo de sistemas utilizan criterios estadísticos, basados
fundamentalmente en la frecuencia de aparición de los términos en los documentos,
para realizar el análisis de los textos, En este sentido, en la actualidad existe una
serie de técnicas que proporcionan las bases para el desarrollo de sistemas de Rl
prácticos, plenamente funcionales, y capaces de implementar el proceso de
recuperación con un comportamiento difícil de mejorar por aproximaciones más
sofisticadas.
Por otra parte, las técnicas utilizadas para el desarrollo de los sistemas basados en
el Procesamiento del Lenguaje Natural (PLN) son muy diferentes de las anteriores,
y en ellas el análisis sintáctico, semántico y contextual juega un papel central. La
investigación desarrollada en torno al PLN tiene como objetivo la consecución de
sistemas informáticos que implementen funcionalidades próximas a la comprensión
y la generación del lenguaje humano. Aplicaciones típicas que utilizan estas
técnicas son los sistemas de traducción automática, interfaces en lenguaje natural a
sistemas informáticos (cg. bases de datos, sistemas operativos y sistemas expertos)
y sistemas de extracción de información. La naturaleza del problema de la
2coml)rensión del lenguaje natural, también enmarcado frecuentemente dentro de la
Inteligencia Artificial, ha hecho que hasta tiempos recientes, la mayoría de los
sistemas de este tipo adolecieran de una constante condición de prototipo,
presentando implernentadas sus funcionalidades sólo parcialmente, o procesando
subconjuntos del lenguaje natural excesivamente limitados como para resultar
verdaderamente práctica su aplicación. No obstante, durante los últimos años se ha
producido una evolución importante en el área. En la actualidad existe una serie de
aplicaciones del PLN para las que resulta factible el desarrollo de sistemas que
implementan funciones de forma apta para su utilización práctica sobre dominios
concretos (e.g. noticias económicas, informes técnicos). Por otra parte, estos
sistemas necesitan utilizar una importante cantidad de conocimiento específico del
dominio y su coste de desarrollo es importante.
Desde el comienzo de las investigaciones en ambos campos, la integración de
técnicas de PLN en la Rl se ha considerado como un elemento decisivo para la
consecución de mejoras significativas en el proceso de recuperación. Resulta
plausible admitir que el procesamiento de los textos que realizan los sistemas de ItT
puede beneficiarse de la utilización de técnicas que llevan a cabo una interpretación
más profunda del lenguaje que la basada exclusivamente en criterios estadísticos.
También puede decirse lo mismo del procesamiento de las solicitudes de los
usuarios que se realizan en lenguaje natural en sistemas de Rl. Sin embargo,
durante mucho tiempo la investigación en ambos campos ha discurrido por caminos
divergentes. El estado de los modelos teóricos y las técnicas concretas desarrolladas
en el campo PLN no era tal que permitiese la consecución de sistemas capaces de
procesar conjuntos de documentos de dimensiones tales corno las necesitadas por los
sistemas de Rl. De hecho, durante mucho tiempo, las investigaciones desarrolladas
en esta dirección integradora han obtenido resultados negativos.
En los últimos años, y en consonancia con el desarrollo experimentado en el campo
del PLN, existe un importante y renovado esfuerzo investigador encaminado a la
integración de este tipo de técnicas en la Rl. En la actualidad, existen diversas
propuestas de modelos y sistemas que presentan diferentes problemas, pero que
han conseguido meloras en la efectividad, a diferencia de los resultados obtenidos
en tiempos pasados. A pesar de esto, los trabajos dirigidos en este sentido aún son
propuestas aisladas y se hacen necesarios, cada vez más, estudios integradores que
liermitan la comparación de las diferentes aproximaciones,
En esta tesis estudiamos la integración de técnicas de PUN en la Rl y presentamos
un modelo para su utilización en un dominio concreto: la documentación en lenguaje
natural existente en los entornos de desarrollo de los sistemas informáticos, y más
concretamente en las bibliotecas de componentes software. La documentación en
formato electrónico que incluyen estos entornes puede ser utilizada por sistemas de
ayuda orientados a facilitar su utilización por parte de los usuarios. Para demostrar
la viabilidad de nuestro modelo, hemos desarrollado dos sistemas, Argos y Ares.
Ambos sistemas se han desarrollado para una biblioteca de componentes con
documentación en lenguaje natural específica, aunque la aproximación seguida en
ambos resulta de aplicación inmediata a otras bibliotecas diferentes. En concreto,
los dos sistemas han sido desarrollados para el conjunto de órdenes que proporciona
3el sistema operativo UNIX y la documentación en lenguaje natural asociada a ellos,
en formato electrónico. que incluye este entorno.
El sistema Argos implementa un amplio conjunto de funcionalidades que permiten
proporcionar ayuda al usuario del sistema operativo UNIX. En la definición del
sistema proponemos un modelo de sistema de ayuda a la utilización de bibliotecas
de componentes software basado en la documentación, En él juega un papel central
el procesamiento, tanto del texto del manual del sistema operativo, como de las
necesidades del usuario también expresadas en lenguaje natural. Argos incluye
para la implementación de las funciones de análisis de textos y consultas> un
módulo basado en el modelo del espacio vectorial y se fundamenta en criterios
esencialmente estadísticos.
El sistema Ares se centra en la utilización de técnicas de PLN para obtener mejoras
respecto a la aproximación seguida en Argos. Ares es un sistema totalmente
implementado que constituye la definición de un modelo de sistema de Rl basado en
el PLN plenamente factible, orientado a conseguir mejoras en la efectividad del
proceso de recuperación y reducir inconvenientes que plantean los sistemas de este
tipo.
El orden de exposición que seguimos en el desarrollo de esta memoria es el
siguiente:
En el capítulo 2 se analiza el problema de la Recuperación de la Información,
concebido como un proceso cuyos aspectos fundamentales son, tanto el análisis de
los documentos textuales, como el de las solicitudes de información de los usuarios
en lenguaje natural. Se presentan todos los aspectos relacionados con la efectividad
del proceso de recuperación, A continuación se tratan las aproximaciones basadas
en criterios estadísticos y con especial detalle el modelo del espacio vectorial.
Después se estudian los elementos adicionales relacionados con la indexación
automática de los documentos y consultas que sirven de base para el desarrollo de
los sistemas de Rl.
En el capítulo 3 se estudian las formas en que las técnicas de Rl pueden facilitar la
utilización de bibliotecas de componentes software, Como resultado de este estudio
se presenta el diseño y construcción del sistema Argos, detallándose sus objetivos>
funcionalidades y arquitectura. El sistema Argos se compone de diversos módulos
(cg. interfaz, modelo de usuario) entre los destaca el módulo de Recuperación de
Información. De este módulo se detallan sus principales elementos: las técnicas do
análisis de documentos y consultas utilizadas, y su arquitectura,
En el capítulo 4 se estudian los aspectos del Procesamiento del Lenguaje Natural
más directamente relacionados con el desarrollo de sistemas orientados a la
Recuperación de Información. Se introducen los principales niveles de descripci6n
lingtiística. A continuación se estudian las grandes bases de conocimiento y las
gramáticas de unificación (elementos que juegan un papel importante en el sistema
Ares). Se tratan los sistemas que implementan funcionalidades más próximas a las
de la Recuperación de Información: interfaces en lenguaje natural, sistemas de
comprensión de textos y sistemas de extracción de información. Después se estudian
4los sistemas de Recuperación de Información basados en la utilización de técnicas
de PLN distinguiéndose dos aproximaciones: la basada en la sintaxis y la basada en
la semántica. Una conclusión global de este estudio es que los sistemas enmarcados
en la aproximación semántica proporcionan mejoras más importantes en la
efectividad del proceso de recuperación, pero resultan excesivamente dependientes
del dominio y conllevan un importante esfuerzo de desarrollo.
En el capítulo 5 se presenta el sistema Ares. Este sistema materializa nuestro
modelo para la integración de técnicas de PLN en la III en el dominio concreto de
las bibliotecas de componentes software. Comenzamos analizando las
características del dominio concreto en el que se centra el sistema, destacando el
problema de la brevedad de las descripciones en lenguaje natural incluidas en
colecciones de componentes software. A continuación se detalla el planteamiento y
la organización del sistema: se sigue una aproximación cercana a la de los sistemas
basados en la semántica, con vistas a introducir mejoras en la efectividad del
proceso de recuperación, pero reduciendo al mismo tiempo el esfuerzo de desarrollo.
Para reducir el esfuerzo de desarrollo se realiza la construcción automática del
léxico a partir de información existente en una base de datos léxica, WordNet y se
utiliza una gramática de unificación para la implementación del analizador-
traductor. Se tratan los principales aspectos del sistema: la construcción del léxico,
la representación de las descripciones y consultas, la definición de la gramática
orientada al análisis de las expresiones en lenguaje natura] y la forma en que se
calcula la similitud entre documentos y consultas. Finalmente se presentan una
serie de experimentos encaminados al estudio comparativo de aspectos del sistema
centrados en la efectividad.
En el capítulo 6 resumimos las principales aportaciones realizadas y enumerarnos
las posibles lineas de desarrollo en un futuro inmediato y a más largo plazo. Se
incluye un apéndice final con los detalles de implementación del sistema Ares y
datos experimentales, seguido de la bibliografía utilizada para el desarrollo de esta
memoria.
CAPITULO 2
LA RECUPERACION DE LA INFORMACION
2.1 Introducción
En tiempos pasados la cantidad total de información disponible variaba de forma
relativamente lenta, en la actualidad la tasa de crecimiento del conocimiento
existente en forma de texto se ha incrementado de forma espectacular. Como datos
concretos y a modo de ilustración, podemos decir que de 1800 a 1970, el número de
publicaciones científicas pasó de 100 a 100.000, y que en la década de 1970 a 1980
se pusieron en circulación anualmente cerca de 2.000,000 de escritos, lo que
equivale a unos 7.000 informes diarios. Durante la década pasada, el ritmo de
introducción de nuevos ítems en la Biblioteca del Congreso de EE.UU. llegó a ser de
8.500 diarios. En la actualidad parece no existir límite en el ritmo decrecimiento de
la información [Coll-Vinent8o, Salton89a]. La utilización de los sistemas
informáticos ha sido el principal soporte de esta tendencia durante las últimas
décadas. La evolución experimentada por los medios de almacenamiento de datos
masivos y las redes de computadoras hace que la información accesible hoy en día a
un usuario medio sea mayor que nunca. La información existente en bases de datos
documentales accesibles por estos medios abarca en la actualidad un amplio rango
de tipos; ejemplos concretos son periódicos, informes bursátiles, noticias
económicas, resúmenes o textos completos de artículos de revistas científicas, e
informes técnicos procedentes de departamentos de universidades [WilliamsDS,
Krol9S, Hahn9S, l3uenaga95, Fernández.Manjón9bc].
La investigación desarrollada en el campo de la Recuperación de Información
(Information Retrieval) se centra en el desarrollo de modelos y sistemas
informáticos que faciliten la selección en grandes colecciones de documentos de
aquellos que son relevantes a necesidades concretas de los usuarios [Rijsbergen79,
Salton8S]. Los sistemas de Recuperación de Información (RL) procesan el contenido
textual de los documentos de una colección, para obtener un representación interna
de ellos orientada a facilitar la selección de los itema adecuados a las necesidades









Figura 2.1: El proceso de recu¡)oracioll de información.
En este capítulo describimos el marco en que se desarrolla el proceso de
recuperación de la información, así como los modelos teóricos y las técnicas
orientadas al desarrollo de este tipo de sistemas. En los puntos siguientes
destacamos en primer lugar los aspectos del proceso en los que el análisis de
documentos y consultas en lenguaje natural juega un papel importante, se detallan
a continuación los aspectos relacionados con la efectividad de estos sistemas, para
después pasar a tratar el modelo del espacio vectorial, y las técnicas de indexación
automática de documentos y consultas. El capitulo termina con un resumen y
conclusiones.
2.2 El proceso de Recuperación de la Información
Un sistema de Recuperación de Información está orientado al procesamiento de dos
fuentes de información: un conjunto de documentos en forma de texto y las
solicitudes de los usuarios. El sistema debe ser capaz de diferenciar entre el
conjunto total de los documentos, aquellos que se adectian a la solicitud del usuario
y aquellos que no, seleccionando los primeros como relevantes. Los documentos
relevantes se ofrecen al usuario como documentos recuperados. En la figura 2.1
podemos ver esquematizado este proceso [Croft93].
En la bibliografía [Rijsbergen79, Saltonsaa, López-Muñiz84, Salton89a] se pueden
encontrar descritas diferentes formas de realizar este proceso: manual, automática
o semiautomática. En nuestro trabajo nos centrarnos en el proceso realizado de
forma totalmente automática y suponiendo que tanto los textos como las consultas a
se encuentran expresados originalmente en lenguaje natural.
El proceso más general de recuperación de información puede descomponerse en
tres subprocesos. Estos son: la indexación de los documentos, centrada en el análisis
y representación de los documentos; los métodos de formulación y análisis de las
7consultas de los usuarios; y el cálculo de la similitud entre documentos y consultas,
que permite la comparación y la selección de aquellos documentos relevantes a las
necesidades del usuario. Como veremos, estos tres subprocesos se encuentran
fuertemente interrelacionados.
2.2.1 La indexación de los documentos
El proceso mediante el que se obtiene una representación interna de los documentos
se suele denominar indexación [Saltons3a, López-Muñiz84, Croftfl3]. Para la
ixnplementación del proceso de indexación es necesario definir primero una forma
de representación (o lenguaje de representación) de la información contenida en los
documentos y después desarrollar el analizador que, tomando como entrada el texto
de los documentos, obtenga la representación de los mismos.
Con vistas a su adecuación al tratamiento informatizado de los documentos se han
presentado diferentes formas de representación de los documentos como
alternativas a la clasificación enumerativa o jerárquica convencional (i.e. la
Clasificación Decimal Universal (CDII) o Dewey, utilizada clásicamente en la
gestión documental) [Salton83a, Lopez-Muñiz84, CleverdonOl]. Las dos más
difundidas han sido la representación basada en facetas y la basada en términos o
palabras clave [CleverdonDí].
La representación basada en facetas propone l.a representación del contenido de los
documentos mediante un conjunto de atributos o facetas predeterminados, a los que
se les asigna valores específicos de acuerdo con la información existente en el
documento. Este tipo de representación facilita la gestión de los documentos
mediante sistemas de bases de datos con registros y campos, correspondientes a las
facetas [Saltons3a, López.Muñiz84). En esta aproximación, el proceso de análisis de
los documentos y asignación de valores a las facetas se realiza habitualmente de
forma manual [Cleverdon9 1].
La representación basada en términos o palabras clave, propone la representación
del contenido de un documento mediante una lista de términos o descriptores. Este
tipo de representación se presta a que el análisis de los documentos para la
obtención de su representación se pueda realizar de forma automática. La
indexación basada en términos se puede hacer mediante vocabulario controlado o
vocabulario no controlado. La utilización de vocabulario controlado supone la
definición de un conjunto de términos fijo que son los únicos que pueden ser
utilizados para la representación de los documentos, restricción que no es impuesta
en el caso alternativo [SaltonEaa, Cleverdon9l].
2.2.2 La formulación de las consultas y su procesamiento
Los lenguajes de consulta de bases de datos documentales han experimentado una
evolución tendente a la simplificación de su uso por parte de los usuarios ~Anick91,
8TMC9l, l-Iearst94]. De esta forma, los sistemas de los años 70 y principio de los 80,
como DIALOG, se basaban en el uso de un lenguaje formal para la expresión de
consultas [SaltonSS, I-Iearst94], con órdenes como select y operadores booleanos
como aud y or, y operadores de adyacencia o proximidad como adj, entre otros. Una
búsqueda de documentos, corno, por ejemplo, la de los que contengan a la vez los
términos “information” y “retrieval’~ se realizaría de la siguiente ferina en DIALOG:
SELECT TNFOPI4ATTON
SELEGT RETRIEVAL
COYSINE 1 AND 2
En contraste, la tendencia actual es a la utilización del lenguaje natural como
medio para la formulación de las consultas. Sistemas actuales de Recuperación de
Información como WAIS (Wide Area Information Service) [TMC9l], explotan los
avances desarrollados en cl área de la Interacción ffomnbre-Máqni;ía (Human
Compí¿ter Interaction [Maddix9o]) para el desarrollo del interfaz. En ellos el uso de
menús desplegables, iconos y dispositivos señalizadores tipo ratón, constituyen la
base para la formulación de órdenes, mientras que la especificación de la necesidad
del usuario se realiza mediante el lenguaje natural. De esta forma, en este tipo de
sistemas una consulta equivalente a la anterior sería especificada por el usuario
como:
TNFoRI4ATION RETRTEVAL
Normalmente, el usuario puede introducir expresiones de mayor longitud que
caracterizan en mayor detalle sus necesidades. De esta forma, otro ejemplo de
consulta sería la siguiente:
AUTOMATIO TNDEXflJG OF DOCUNENT5 FOR INFONI4ATtON RETRIEVAL IN
rilE S~OTCAi ~MATN
El tipo de lenguaje en que el usuario puede expresar sus necesidades, o realizar sus
consultas al sistema, se encuentra fuertemente relacionado con el método de
representación de los documentos utilizado. De esta forma, en un sistema basado en
facetas resulta especialmente difícil el procesamiento de consultas formuladas en
lenguaje natural, e incluso puede resultar inadecuado [BatesEa, Bates87]. En este
estudio nos centraremos especialmente en modelos y técnicas orientados al
procesamiento de consultas en lenguaje natural.
2.2.3 El cálculo de la similitud
El cálculo de la similitud entre documentos y consultas es el resultado del proceso
de comparación representado en la figura 2.1, y tiene corno finalidad la selección de
los documentos que se adecuan a la solicitud del usuario [SaltonS3a, Oroft93]. El
valor de la similitud entre un documento y una consulta puede ser binario, entero, o
real, dependiendo del modelo que se utilice para su cálculo (Harman92b].
oEn modelos que proporcionan un valor de la similitud binario, como el modelo
booleano [Salton83a, Salton83b, Harman92b], la similitud de los documentos con
una consulta permite la división del conjunto total de documentos en dos
subconjuntos: el conjunto de los documentos no relevantes, con similitud 0, y el
conjunto de los documentos relevantes, con similitud 1,
En modelos que proporcionan un valor de la similitud real (o entero), como el
vectorial [Salton7S, Salton83a] o el beoleano extendido [Saltons3b, Eox92b], resulta
posible ofrecer al usuario los documentos relevantes ordenados por su similitud. La
mayoría de los modelos y sistemas actuales incluyen esta ordenación por relevancia
(ranlcing> en el proceso de recuperación [Harman92b].
2.8 La efectividad del proceso de recuperación
En la bibliografía [Rijsbergen79, Salton83a, BollmanSS, Raghavan89, Saltonslb,
HullOS] se puede encontrar un gran número de aspectos y parámetros utilizados
para caracterizar el comportamiento de los sistemas de recuperación. Disponer de
criterios para la evaluación del proceso de recuperación es una cuestión
determinante a la hora de enjuiciar un determinado modelo o sistema concreto, o a
la hora de comparar varias propuestas. También resultan de interés para
determinar en qué forma podemos alterar el funcionamiento de un sistema para
que el resultado del proceso de recuperación que implementa (i.e. los documentos
recuperados) se adapte mejor a unas necesidades concretas (cg. tiempo de
búsqueda, número total de documentos recuperados, etc.)
En la evaluación de un sistema se pueden diferenciar aspectos relacionados con la
efectividad y aspectos relacionados con la eficiencia [SaltonESa, Salton89a]. Los
aspectos relacionados con la eficiencia se centran en cuestiones referentes al tiempo
consumido por el sistema para el análisis de los documentos o de las consultas, del
espacio en disco ocupado por archivos auxiliares, etc. Nuestro estudio se encuentra
orientado a aspectos relacionados con la efectividad, La efectividad de un sistema se
centra en la adecuación de la información proporcionada por el sistema a las
necesidades del usuario.
Los dos índices relacionados con la efectividad que más ampliamente se han
utilizado son los denominados recafl y prectsLon.<> En la definición de ambos índices
se diferencia entre documentos relevantes y documentos recuperados. Los
documentos relevantes son los idealmente adecuados a la necesidad del usuario>
mientras que los recuperados, son los seleccionados por el sistema como adecuados
a la consulta. De esta forma, para una consulta se puede hacer una partición del
conjunto de documentos como se representa en la figura 2.2 [Salton83a].
(‘) Utilizaremos estos términos en Inglésdada la universalidad. de su aceptación.
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Relevantes
reirel: documentos relevantes recuperados
reinrel: documentos no relevantes recuperados
nretrel; documentos relevantes no recuperados
nrotn,el: documentos no relevantes no recuperados
Figura 2.2: Partición cíe colección de documentos
El recalí se define como el cociente entre el número de documentos recuperados por
el sistema que son relevantes a la necesidad del usuario, y el número total de
documentos que existen en la colección que son relevantes a la necesidad del
usuario:
recail = documentos relevantes recuperadosdocumentos relevantes en la colección
que podemos también escribir, en términos de la figura 2.2:
recafl = reí~•e1
re/reí + nretrei
La precision se define como el cociente entre el número de documentos recuperados
relevantes a la necesidad del usuario y el número total de documentos recuperados:
documentos relevantes recuperados
~11-¿ctswn = documentos recupetodos
en términos de la figura 2,2:
= j’etretttnrei
Puede verse que, por definición, los valores de los dos parámetros dados un conjunto
de documentos y una consulta concreta, se encuentran entre O y 1. El valor del




los documentos relevantes a la necesidad del usuario. Un recalí 1 supone que el
sistema ha recuperado todos los documentos relevantes. Un valor de recalí Fajo,
supone que el sistema ha propuesto al usuario una proporción reducida de los
documentos relevantes a su necesidad. El valor de precision cuantifica la capacidad
del sistema de no presentar al usuario información irrelevante. Un valor de la
precision bajo supone que el sistema ha presentado al usuario un gran número de
documentos que no son relevantes a su necesidad. Un valor de precision = 1, supone
que todos los documentos propuestos por el sistema se adecuan a la necesidad del
usuario.
En sistemas en que se puede hacer variar la cantidad de documentos recuperados
para una misma consulta mediante la variación de algún parámetro, se pueden
obtener un conjunto de pares de valores precision/recail que nos describen el
comportamiento del sistema en función de este parámetro. Habitualmente, se
consigue un incrrnnento en uno de los índices a costa de un decremento en el otro.
Comúnmente, el estudio de la efectividad de un sistema se realiza utilizando una
colección de documentos determinada y un conjunto de consultas cuyos documentos
relevantes han sido previamente asignados [Rijsbergen79, Salton83a, Fagan87,
SaltonEga, Lewis92]. Un ejemplo típico lo constituye la colección CACM, que
contiene 3.204 documentos correspondientes a los abstracts de artículos de la
publicación “Communications of the Association for Computing Machinery” entre
los años i968-1979 y 52 consultas con documentos relevantes asignados [Fagan87].
A partir del conjunto de documentos y consultas se obtienen pares de valores
precision-recalí para cada consulta, calculándose valores medios para el conjunto de
consultas. La aplicación de este procedimiento a diferentes sistemas de Rl nos
permite la comparación de su efectividad en términos de precision y recall, La
aplicación del método a un sistema sobre el que realizamos sucesivas modificaciones
nos permite estudiar la influencia de éstas en el comportamiento del sistema por lo
que respecta a su efectividad.
Los índices de precision y recalí han sido los más utilizados para el estudio de la
efectividad, pero también han sido los más sometidos a crítica. La suposición que se
hace en la definición de ambos parámetros de que se pueda asignar la relevancia o
irrelevancia de los documentos a una consulta de una fornía “objetiva’>, exterior al
sistema ha sido frecuentemente cuestionada ~Rijsbergen89, Salton9lb]. Por otra
parte, en el cálculo de precísion y recalí, la relevancia de un documento a una
consulta se considera esencialmente un atributo booleano, y no se encuentra
especialmente orientado a sistemas en los que se incluye un algoritmo de
ordenación por relevancia ~anlcing) [RagliavanSfl, 11u1193]. También se ha criticado
la utilización de recail y precision porque para determinados propósitos es más
difícil el estudio mediante dos parámetros simultáneamente que mediante sólo uno,
y porque otros parámetros de potencial interés, tales como el tamaño de la colección
o el número de ítems recuperados en una búsqueda no se reflejan explícitamente
[Salton9lb]. En este sentido se han propuesto medidas alternativas tales como el
normahzed recail, faflou.t, generality, sliding rutio, expected search length y E -
measure, entre otras [Rijsbergen79, Salton83a, BollmanSS, Raghavan89, Salton9 lb.
HullSS].
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Sin embargo, pese sus posibles deficiencias, recalí y precision proporcionan
información significativa y de directa interpretación, y constituyen los dos índices
más utilizados para el estudio de la efectividad de los sistemas en la actualidad,
como resume Hulí [Hu1193]:
“It Ls coinmon proetice ¿o test 0w performaitce of new retricual methods
against standard retrieval etrategies in a controUed experunent. These
experi¡ner¡ts are generally based an one o, ¡tiore of the standard IR ¿es¿
coflections, aud performancc {‘effectivenes4 isjudged according to die
conuent¿anal measures ofprecision aud recail. Although Ihis opproach
lo evaluation has o/ten heen oriticized ¿u recení years, no simple
alt ernatives have yet emerged.>’
2.4 El modelo del espacio vectorial
Existe un número importante de modelos orientados a la construcción de sistemas
de Rl. Los dos más referenciados en la bibliografía son el vectorial [Saltons3a] y el
probabilístico [Rijsbergen79j. Otros modelos se encuentran orientados a la
utilización de diferentes técnicas, corno redes neurales [Scholtes93], algoritmos
genéticos [QordonSí, HollandO2] o redes de inferencia bayesianas [Croft9l]. El
modelo del espacio vectorial ha constituido la base del mayor número de los
experimentos y sistemas desarrollados en el campo [SaltonS3a, I~’agan87,
Saltonola, Harman92, Lewis92]. El modelo del espacio vectorial proporciona la
base para la implementacién de un gran número de operaciones de clasificación de
documentos y términos tales como el agrupamiento de documentos (document
cluster¿ng), el agrupamiento de térm Lijas (term clustering), la calegorización de
textos (text categorization) y el encaminamiento de texto (text rontntg) [Lewis92].
Hoy en día, existe una importante evidencia experimental do que el modelo permite
el desarrollo de sistemas que presentan una efectividad que es difícil de superar por
otras aproxtmaciones [FaganS7, Salton89a, Salton9la, Lewis92], razón por la cual
lo hemos tomado como el modelo en torno al cual desarrollar nuestro estudio.
En el modelo del espacio vectorial [Saltonlb, Salton83a, Harinan92b] se propone la
representación de cada documento mediante un vector cuyas componentes son los
pesos asociados a los términos utilizados en la representación. Los valores de los
pesos pueden ser binarios, enteros, o reales. La dimensión del espacio vectorial es
igual al número total de términos utilizado en la representación. De esta forma, si
se utiliza para la representación un conjunto de términos term1 con in elementos,
cada documento d, está representado por el vector con in componentes wc4,:
(wc?,1, u’d~.
La representación de una consulta q~, se realiza de forma análoga mediante un
vector de pesos ivq~ asociados a los términos:
13




2.23 5.34 2.45 0.00 0.00
3.50 0.00 0.00 3.20 1.51
0.00 4.76 3.23 0.00 2.31
Consulta 0.00 0.00 0.00 1.06 0.74







Figura 2.3: Representación de documentos y constíltas, y cálculo de similitud,
(wq11, wq,,,...,
En el modelo se hace la suposición básica de que la distancia relativa entre los
vectores de documentos y consultas en el espacio m-dimensional considerado,
representa su distancia semántica. De esta forma, se propone la definición de una
función de similitud (similarity) entre un documento d3 y una consulta q~. basada en
el ángulo formado por los dos vectores que las representan. La similitud entre un






Se han propuesto expresiones alternativas a la anterior, habiéndose desarrollado un
número importante de experimentos orientados al estudio de su influencia en la el
proceso de recuperación, como los realizados en el proyecto SMART [Salton9l].
Pero, como concluye Salton:
1. .this measure is easy ¿o compute aud it appears to be as eflective in
retrieval -as other more co¡nplicated fuILctioJts.»
En la figura 2.3 se presenta un ejemplo, en el que el conjunto de términos ¡crin
1
utilizados para la representación está formado por 5 elementos y los pesos
asignados a las componentes de los vectores son reales. Aparece la representación
de tres documentos, una consulta, y los valores calculados para sus similitudes.
El valor de la similitud entre un documento y una consulta es la relevancia




la consulta permite la ordenación por relevancia con respecto a la necesidad del
usuario de los documentos de la colección (ranlcing) [Harman92].
2.5 Indexación automática de documentos y consultas
En el modelo del espacio vectorial, los documentos y las consultas se representan
mediante vectores de pesos. Una serie de técnicas y experimentos se han centrado
en la obtención de forma automática de los vectores que representan los documentos
tomnando como base el análisis de su texto. Parte importante de ellos se
desarrollaron a partir en el proyecto SMART anteriormente referenciado.
A partir dc la experiencia acumulada, Salton [Salton89a] propone como base para la
implementaciómi del proceso de recuperación, el modelo del espacio vectorial en
conjunción -con la utilización de los siguientes elementos para el proceso de análisis,
o indexación:
pesos de términos
• listas de parada (stoplists)
• extracción de raíces (stemming)
thesaurus
Estos elementos sirven de base para la obtención automática de los vectores de los
documentos a partir de su texto, Permiten además realizar la obtención de los de
las consultas expresadas en lenguaje natural, de una forma análoga. Los sistemas
desarrollados siguiendo esta aproximación proporcionan una efectividad en el
proceso de recuperación que hoy por hoy constituye un estándar difícil de superar.
2.5.1 Pesos de términos
El concepto del poder de resolución (reso1uingpower~ de un término proporciona una
base para los métodos de indexación basados en frecuencias de aparición de
términos [Rijsbergen79]. El poder de resolución de un término proporciona
información acerca de su adecuación como término de indexacion.
La definición del poder de resolución se fundamenta en observaciones empíricas
relativas a la frecuencia de aparición de las palabras en los textos, tales como la ley
de Zipf. La ley de Zipf, establece que, ordenadas las palabras de un texto (o conjunto
de textos) por su frecuencia de uso, el producto de su frecuencia de uso por su
posición en el ordenamiento es constante:
frecuencia~ tvngo E cte
El poder de resolución se define en función de la frecuencia total de aparición de un
término ¡ en la colección de documentos, lot/req1:
15
Poder cte
Frecuencia de resolución de
aparición (totfreql> los ¶árm¡nos
Términos en orden decreciente de
frecuencia de aparición
Figura 2.4: Frecuemicias de aparición y poder cíe resolución de los términos.
toifreq1 = ~
j=I
En donde a es el número de documentos de la colección y /4, es la frecuencia de
aparición (term frequency) en el documento j del término / (i.e. el número de veces
que aparece el término en el documento). En la definición del poder de resolución, se
postula que el poder de resolución de los términos depende de la frecuencia total de
aparición de los términos de la fonna descrita gráficamente en la figura 2.4. En
abcisas se representan los términos en orden decreciente de su frecuencia de
aparición en la colección, totfreq~ La curva de trazo fino se corresponde con la
frecuencia total de aparición de los términos, totfreq~, obtenida empíricamente y de
acuerdo con la ley de Zipf. La curva de trazo grueso se corresponde con el poder de
resolución estimado de los términos.
Los términos que se encuentran a la izquierda de C presentan una alta frecuencia
de aparición en la colección, tienen poca capacidad de discriminación y son poco
representativos como términos de indexación (palabras como “the”, <of’, “and”, “to”
podrían ser de este tipo), por lo que no deben utilizarse en la representación. Los
términos que se encuentran a la derecha de ¡3 son de aparición tan escasa que su
presencia o ausencia no afecta de forma significativa al proceso de recuperación. Los
términos que tienen mayor poder de resolución se encuentran en la zona media, y










El concepto del poder de resolución puede presentarse coíno el fundamento de los
métodos de indexación basados en frecuencias de aparición de los términos
[Rijsbergen79], pero tiene una serie de problemas que dificultan su utilización
directa para el desarrollo de mecanismos concretos en los sistemas de indexación
automática. Uno de ellos es la no definición de un método para la determinación
precisa del poder de resolución, ni de los valores de los umbrales C y ¡3. Por otra
parte, en estudios teóricos y experimentales posteriores, se han determinado otras
muedidas de frecuencia de aparición de los términos más efectivas que la frecuencia
de aparición absoluta, o total, de los términos en la colección de documentos,
totfreq1, en la que se basa.
Una aproximación adecuada al modelo vectorial, apoyada por una importante
cantidad de resultados experimentales, se basa en la asignación de pesos a los
términos que aparecen en los documentos mediante las expresiones [Salton89aJ:
= . 1I’¿
1v. =iog2(n/41)
Siendo ívd,-1 el valor del peso que se le asigna al término i en el documento J. ií’¡ el
peso del término ¡ en la colección, df la frecuencia de documento (document
frequency) en que aparece el término 1 (i.e. el número de documentos en la colección
en que aparece el término) y, como en anteriores expresiones, n es el número de
documentos de la colección y ¡~, es la frecuencia de aparición (termn frequency) en el
docuínentoj del térmnino 1.
Mediante las anteriores expresiones se obtiene una asignación de pesos a los
términos en los vectores que representan los documentos, que se encuentra próxima
al poder de resolución. Las expresiones asignan valores bajos de mv4, a los términos
que aparecen frecuentemente en la colección ~df próximo a u, con u’1 = O para df, = u),
con lo que se logra que los pesos de estos términos en los vectores que representan a
los documentos, íwl~, tengan siempre valores pequeños. De esta forma se consigue,
de una forma análoga al poder de resolución, que los términos que aparecen muy
frecuentemente (zona a la izquierda de C en la figura 2.4) tengan escasa
importancia en la representación. Por otra parte, el peso que se le asigna a un
término en un documento, wdfi, depende de forma directamente proporcional al
número de apariciones del término en el documento, ‘L. por lo que a los términos de
muy baja frecuencia de aparición (zona a la derecha de ¡3 en la figura 2.4), también
se les asignan pesos bajos, como en el poder de resolución. Los términos que pueden
tener asignados pesos altos en los vectores de los documentos son los que presentan
frecuencias de aparición medias, de acuerdo de nuevo con la definición del poder de
resolución <zona entre C y ¡3 en la figura 2.4).
Por otra parte, también existen diferencias entre la definición del poder de
resolución y la de las anteriores expresiones. En concreto, por lo que respecta a la
frecuencia de aparición total de los términos, el peso de un término, u’,, depende del
número de documentos en que aparece, df, a diferencia del poder de resolución, que
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depende del número total de veces en que aparece en el conjunto de los documentos,
totfreq1. Esta diferencia, como ya hemos señalado anteriormente, introduce mejoras
en el proceso de recuperación de acuerdo con estudios teóricos y experimentales
[Saltons3a, Saltons9a].
2.5.2 Listas de parada
Las lisias de patada (stoplists~ [FoxO2a]se utilizan en el análisis de los documentos
para la eliminación de una serie de palabras que no resultan útiles para la
obtención de términos de indexación. De acuerdo con lo visto en puntos anteriores,
términos obtenidos a partir de estas palabras tienen poderes de resolución, o pesos,
nulos. Ejemplos de estas palabras en Inglés son “the”, “a”, “to’>, etc. Estas listas se
obtienen en estudios orientados específicamente a ello, a partir de un corpus de
textos lo suficientemente represemitativo del idioma considerado. Por ejemplo, puede
encontrarse en [Rijsbergen79] una lista de parada de 250 términos y en [Fox92] una
de 425 obtenida a partir del Brown Corpus [Edwards92]. Corno dato concreto, las
diez palabras que aparecen más frecuentemente en Inglés pueden constituir entre
el 20 y el 30 por ciento de los “tokens” de un documento [Fox92a].
La política de stoplists depende del dominio de la base de datos concreta. Por
ejemplo, el ORHTT Search Service, de propósito general, trabaja con una stoplist de
sólo ocho palabras: “and”, “an”, “by”, “from”, “of’, “the” y ‘<with’ [FoxO2a]. Otros
sistemas utilizan stoplists de mayor número de términos, como la de 425 términos
anteriormente citada, que es utilizada en el sistema WAIS [TMC91].
2,5.8 Extracción <le raíces
Los algoritmos de extt’accióti de ratees (stemming>, o de eliminación de sufijos, se
encuentran orientados a obtener un único término a partir de diferentes palabras
que constituyen esencialmente variaciones mnorfológicas con un mismo significado
[Frakes92b, Rrovetz93]. Como ejemplo podemos considerar la obtención del término
ANALY a partir de “analysis”, “analyzer” y “analyzing’.
El resultado del algoritmo debe ser una misma forma canónica para las diferentes
variantes morfológicas de una palabra, que no tiene por qué ser, necesariamente, la
raíz lingt~ística. En la bibliografía se pueden encontrar diferentes tipos de
algoritmos de steniming [Frakes92b]. Se pueden introducir dos tipos de errores en
este tipo de algoritmos. El primero de ellos es el error de infrarradicación o
understemnming, que resulta de obtener diferentes formas canónicas para palabras
que deberían proporcionar una misma por tener un mismo significado; por ejemplo
para “hope” y “hopping’ obtener HOP Y HOPP, respectivamente. El segundo error
es el de .sobre,’tadicació,z. u ouersteitim¿ng, que es su complementario: obtener la
misma forma canónica para palabras que deberían tenerlas distintas, por diferir no
en variaciones muorfológicas, sino en su significado; por ejemplo, para “capital”,
“capitulate” y “capitol” obtener CAPIT.
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La elección de un algoritmo concreto depende de la política seguida en la
construcción de un sístemna concreto. Para evitar errores en el proceso de
recuperación interesan algoritmos que minimicen la sobrerradicación e
infrarradicación. Algoritmos menos sofisticados que tiendan al overstemming y
eviten el understernming (se disminuye el número de índices) pueden adecuarse a
sistemas en que aspectos de eficiencia en tiempo y espacio juegan un papel
prioritario, pero conllevan una disminución en la efectividad del proceso
[Frakes92b].
2.5.4 Frases de términos
Las fiases de ¿¿¡minos (¿erín. phrase) [Salton83a, Lewis92] se orientan a la obtención
de términos de indexación con un significado más preciso que el de los términos
obtenidos directamente a partir de las individualmemite.
Una frase de términos es una tupía de términos y constituye en sí misma un nuevo
término de indexación. Si consideramos el caso de frases de términos formadas por
parejas, una frase phiase1~ se forma a partir de los términos letn¡~ y feria1. Es de
esperar que la frecuencia de aparición de la frase phtasea (que a partir de ahora se
considera término de indexación) en la colección de documentos sea menor que la de
los términos tena1 y gen,íí~., y por lo tanto tenga una interpretación más específica que
la de sus componentes individuales, y por tanto, potencialmente, un mayor poder de
resolución. Por ejemplo, a partir de dos términos generales como “program” y
“computer” se obtiene la frase de términos, más específica ‘computer program”.
Existen diversos métodos de generación de frases de términos [Salton8aa, Croft9l,
Lewis92], incluidos los basados en el análisis sintáctico [FaganE?] (esta última
aproximación la trataremos en capítulos siguientes). Una aproximación para la
obtención de frases de términos se basa en el vator de cohesi&t de una pareja de
términos, que puede definirse en función de la frecuencia de aparición de los
términos [Salton83a]:
cohesioh¡Lk = pahfreq1, /(totfteq~ . ro¿freq,)
Siendo paitfreq~ la frecuencia de aparición de los dos términos simultáneamente y
to~freq1 la frecuencia aparición total de aparición del término ren,n~ Para utilizar la
anterior fórmula es necesario definir el contexto en el que se considera que dos
térmninos co-aparecen. Los mejores resultados se obtienen cuando considerarnos que
dos términos co-aparecen cuando lo hacen en la misma oración, o con un número
máximo de palabras entre ambos de un orden parecido. Se seleccionan como
términos las parejas que tengan un valor de cohesión por encima de un determinado
umbral.
La utilización de frases de términos, a diferencia de los otros elementos tratados en
este punto, no se incluye en la aproximación de Salton [Salton89a] debido a que los
resultados obtenidos en experimentos destinados a evaluar su utilización no han
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413 LONGITUDINAL 415 ANTSNNA <tía, flow, blood, serum, secretium)
TRAN5VERSE KLYSTRON
414 ORYOGFNIO R~OflVER <change, increase, effect, response, pattern)
cRYoTRON TRANSMITIER <dey, hour, week, year, month, hr, time>
PERSISTENTtURRENT WAVEGUIDE <mt. mouse, animal, dog, female, infant)
SuPERcoNDucT
(a) Thesaurus (b) Lista de asociación
Figura 25: Fragmentos de thesaurus y de lista de asociación de términos.
proporcionado resultados definitivos. Por otra parte, las frases de términos juegan
un papel importante en sistemnas que trataremos en capítulos siguientes.
2.5.5 Thesaurus
Un thesaurus proporciona una agrupación o clasificación de términos en un
determinado dominio o área en categorías denominadas clases. En la figura 2.5.a
aparece un ejemplo de thesaurus [Salton83a]. Pueden utilizarse diversos tipos de
thesaurus en la indexación automática o manual de los documentos
[Srinivasdan92]. En una aproximación basada en el análisis automático de textos y
consultas, la utilización del thesaurus permite identificar términos
lexicográficamnente diferentes como equivalentes semánticamente <i.e. sinónimos).
La utilización de thesaurus se puede realizar durante el proceso de indexación de
los documentos (utilizando corno términos de indexación las clases del thesaurus), o
durante el análisis de las consultas (realizándose una expansión de los términos de
la consulta mediante sus equivalentes) [Srinivasdan92, Qiu9S].
Con vistas a cuestiones que tratamos en capítulos siguientes, nos interesa
considerar las diferenciaciones:
Thesaurus generales / específicos del dominio
‘rhesaurus construidos manualmente 1 automáticamente
Thesaurus de propo8bto general y específicos del dominio
Desde el punto de vista de su utilización en el proceso de recuperación, considerar
dos palabras equivalentes depende del dominio (o conjunto de documentos) sobre el
que el sistema trabaja. Por ejemplo, sobre un dominio general, poco especifico (e.g.
conjunto de noticias de actualidad diversas relativas a política, economía, ciencia,
etc.), términos como “cryogenic” y “superconduct” se pueden considerar equivalentes
a efectos de indexación, como en la figura 2.5.a. Esto, sin embargo, no es válido
sobre un conjunto de documnentos formado exclusivamente por artículos de
microelectrónica. Criterios basados en la frecuencia de aparición de los términos
pueden contribuir a decidir cuándo incluir los términos en clases más generales o no
[Salton83a, Srinivasdan92]. En cualquier caso, disponer de un thesaurus específico
del domninio contribuye a la mejora de la efectividad del proceso de recuperación.
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Construcción automática de Ihesaurna
La construcción manual de un thesaurus es un proceso costoso. Existen métodos de
construcción de thesauri semiautomáticos y completamente automáticos
[Strinivasan92]. Los métodos de construcción de listas de asociación de términos,
equivalentes a las clases del thesaurus anteriormente comentadas, permiten su
obtención a partir del análisis de los documentos. Las listas de asociación son
conjuntos de palabras con significado parecido a efectos de recuperación. La
suposición fundamental en que se basa la construcción de estas listas es que
[Qrefenstette92]:
‘~imnilar terms appear itt sut¡Ua.r contexta”
La siguiente expresión se puede utilizar para el cálculo de la similitud entre dos
términos ,en¡~ y ctní~ en una colección den documentos [Salton 83, Strinivasan92]:
sinz(termn1, terník)=Y~,m-m’d,J .vl’d¿k
En donde los valores d’/q y mi’d~~ son los pesos de los términos /er,n~ y te¡mn~ en el
documento 1.
De esta forma, térmninos que aparecen simultáneamente en un número importante
de documentos resultan con valores de similitud altos, mientras que términos que
no aparecen en los mismo contextos, resultan con valores de similitud bajos, o
nulos. A muodo de ejemplo, si las palabras “permission”y«authorization” aparecen a
la vez en un gran número de documentos, obtendremos una similitud para ellas
importante. La formación de las asociaciones, o grupos, de términos se realiza a
partir de sus valores de similitud pudiéndose utilizar diferentes algoritmos de
agrupación (clustering) [SaltonS3a, Strinivasan92]. En la figura 2.5.b aparece un
ejemplo de listas de asociación obtenidas a partir de un conjunto de “abstracts”
médicos [Greffenstette92].
2.6 Resumen y conclusiones
En este capítulo liemos hecho una presentación del proceso de Recuperación de la
Información adaptada al enfoque de nuestro estudio, revisando los aspectos que
tienen una mayor relevancia para este trabajo. Nuestro enfoque se ha centrado en
métodos de recuperación orientados al desarrollo de sistemas que tienen como
entradas de datos fundamentales documentos y consultas en lenguaje natural.
Se han presentado los aspectos centrados en la efectividad como los más relevantes
a nuestro trabajo. Hemos tratado la utilización de los índices de recalí y precision,
sobre un conjunto de documentos y consultas con criterios de relevancia
previamente asignados> como los más adecuados para el estudio de la efectividad de
los sistemas.
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La utilización de una serie de elementos introducidos en este capítulo proporcionan
la base para la implementación del proceso de recuperación de forma tal que, hoy
por hoy, la efectividad conseguida es difícil de superar por otras aproximaciones.
Estos son, en concreto: el modelo del espacio vectorial, la utilización de pesos de
términos basados en su frecuencia de aparición> uso de listas de parada y
algoritmos de extracción de raíces. También se han tratado otros elementos que
pueden contribuir en determinadas ocasiones a la mejora de la efectividad y que son
de relevancia para capítulos siguientes, tales como las frases de términos y los
time saun.
CAPITULO 3
LA RECUPERACION DE INFORMACION
EN BIBLIOTECAS DE COMPONENTES SOFTWARE:
EL SISTEMA ARGOS
3.1 Introducción
Un número importante de entornos de desarrollo de sistemas informáticos
proporcionan al programador un conjunto de componentes software reutilizables.
Estas colecciones o bibliotecas de componentes software incluyen habitualmente
documentación textual en formato electrónico relativa a su funcionalidad y forma de
utilización. El sistema Argos ha sido concebido como un sistema de ayuda a la
utilización de estas bibliotecas de -componentes. Argos utiliza como principal fuente
de informnación la documentación existente en lenguaje natural en el propio entorno.
Este sistema se ha desarrollado para un dominio concreto: el sistema operativo
UNIX, y procesa la documentación correspondiente al manual de referencia
existente en el mismo entorno (figura Si). Por otra parte, los principios utilizados
en Argos han sido adaptados al desarrollo de sistemas similares en otros dominios.
La concepción del sistema Argos está orientada a la definición del marco de
aplicación concreto sobre el que poder investigar la utilización de diferentes tipos de
técnicas relacionadas con la Recuperación de Información. De esta forma, el sistema
se ha desarrollado con vistas a lograr una utilidad práctica inmediata: se han tenido
presentes criterios tales como los relacionados con la interacción hombre-máquina y
la facilidad de utilización por el usuario. Por otra parte, el sistema Argos nos ha
servido en nuestro trabajo para definir el marco concreto en el que integrar técnicas
de Procesamiento de Lenguaje Natural en la Recuperación de Información. El
procesamiento de la documentación existente en el entorno, así como la formulación
por parte del usuario de sus necesidades en Lenguaje Natural juegan un papel
central en el sistema.
En este capitulo presentamos el sistema Argos en su conjunto y la forma en que se
han implementado las funciones de procesamiento de textos y consultas, y el cálculo
de su similitud. En Argos se han utilizado técnicas basadas fundamentalmente en
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DlN1V) USEn COMMANDS IDF(IV)
NAME
df- report free disk space on file systems
SYNOPSIS
df [ -a] [ -i ] [ -t type ] { filesystem...
filenamne,.,
SYSTEM y SYNOPSIS
/usr/Bbin/df [4] [fllesystent.. ] [filenaine...
AVAILA]3ILITY
Time System V version of tíjis comrnand is available witb the System \T
software instaltation option. Refer to lnstalling SunOS 4.1 for inforniation
o¡i 1mw to instalí optional software.
DESCRIPTION
df displays tbe amount of disk apace occupied by currently mounted file
systems, tbe amount of used and available space, and how much of the file
systein’s total capacity has been used. Used witlmout arguments, df
reporta...
Figura 3.1: Fragmento de documentación de la orden df del manual de UNIX.
criterios estadísticos. En concreto, el modelo del espacio vectorial> la utilización de
pesos de términos, extracción de raíces y listas de parada.
En los puntos siguientes tratamos en primer lugar las ferinas en que los métodos de
recuperación de información pueden ser utilizados en bibliotecas de comnponentes
software. A continuación presentamos los objetivos y la estructura del sistema
Argos. En un punto siguiente, la forma en que se ha implementado el subsistenia
que implementa el procesamiento de los textos y las consultas, y el cálculo de su
simnilitud. Finalmente, se presenta un resumen y conclusiones.
8.2 Recuperación de información y bibliotecas de
componentes software
La rentilizació,m. del software es un aspecto importante del proceso de Ingeniería del
Software que puede proporcionar incrementos importantes en la calidad y la
productividad [Biggerstaff89b, Rumbaugh9l, Booch9l, Krueger92, Pressman93,
Mili95]. Con vistas a promover la reutilización, una cantidad importante de
bibliotecas de componentes software han aparecido durante los últimos años,
teniendo todas ellas un aspecto común: sus grandes dimensiones [l3iggerstaff89,
MiliOS]. Paralelamente, un número creciente de trabajos se ha orientado al estudio
de la aplicación de técnicas de Recuperación de la Información para facilitar
determinados aspectos de la reutilización del software en estos entornos [Frakes89,
Frakes94, Mili9S].
Mediante el término general componente software (software COlflpOILS>LL) nos
referiremos en las siguientes páginas a cualquier módulo reutilizable que
consideremos, tanto a nivel de código como de diseño. Ejemplos concretos de
componentes software que aparecen en la literatura son una función en O, un
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método o una clase de Smalltalk, un paquete de Ada, o una orden de UNIX.
Utilizaremos indistintamente los términos colección de componentes o biblioteca de
componentes.
Una serie de problemas que presentan las grandes colecciones de componentes
software son semejantes a los ya identificados en el campo de la Rl en torno a las
bibliotecas de documentos. Los trabajos de Rl orientados a facilitar la reutilización
de bibliotecas de comnponentes se centran en problemas relativos a su clasificación,
almacenamiento y recuperación [Frakes89, Frakes94]. El paralelismo existente
entre estos problemas que plantean las bibliotecas de componentes software y las
documentales, nos permite utilizar el término recuperacion de componentes para
referirnos al proceso a realizar en bibliotecas de componentes software análogo al
(le recuperación de información, en bibliotecas documentales,
Para el propósito de nuestro estudio, se pueden diferenciar dos aproximaciones en
la utilización de técnicas de Rl en determinarlos aspectos de la gestión de bibliotecas
de componentes software [Fernández-Chamizo9b, Mili95]: la basada en el
conociinmento (o en la indexación manual) y la basada en la indexación automática.
En la basada en la indexación automática, la fuente de información que permite la
indexación de los comnponentes es la documentación en lenguaje natural existente
en el entorno. Los sistemnas que hemos desarrollado y presentamos en nuestra tesis
siguen la aproximación basada en la indexación automática, pero, como veremos en
este y en capítulos siguientes, utilizan también algunos elementos tomados de los
sistemas basados en la indexación manual.
3.2.1 Recuperación de componentes basada en la indexación
manual
En los sistemas basados en la indexación manual, se proporciona a los usuarios un
mecanismo para representar (o indexar) las componentes y seleccionar las más
relevantes a sus necesidades. En estos sistemas (Prieto-DíazS7, Sommerville88,
DevambuSí, Prieto-Díazgí, Iatalagaríanosas], cada componente se representa
muediante un registro, o mediante una estructura de tipo ¡raine en sistemas basados
en el conocimniento [Frosts6]. Esta información debe ser introducida manualmente
en el sistema por el usuario (o bibliotecario) para cada componente que se incluya
en la colección, con lo que se genera una base de datos <o base de conocimiento) con
mnformación relativa a las funcionalidades de las componentes, La formulación de
las consultas por parte de los usuarios se realiza mediante el relleno parcial de
plantillas, correspondientes a un registro o frame, que representa su necesidad y
que se utiliza para hacer “mnatching” con los existentes en el sistema
correspondientes a todos los componentes de la biblioteca.
En la literatura encontrarnos dos sistemas que son especialmente relevantes para
nuestro estudio. En el primero dc ellos [Príeto-DíazB7], se propone un esquema de
clasificación basado en facetas. El esquema de facetas se diseñó para la
caracterización de fragmentos de software (componentes) de tamaño medio (50 a
200 líneas de código). El conjunto de facetas es {Función, Objetos> Medio, Tipo de
sistemna, Area funcional, Localización>. En la definición del esquema de facetas se
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incluyen los nombres concretos de éstas y los posibles valores que pueden ser
asignados a cada tina de ellas. En la tabla siguiente se muestra parte de los valores
posibles para cada una de las facetas:
FuncLion Objects Medium SystType FuncArea SetLing
add arrays array asgentier accounts advertising
append blanks buffer compiler auditing asgociation
ciesa buffers disk OB wang. biliing barbar_shop
El esquema de facetas es utilizado por el bibliotecario encargado del
mantenimiento. Este completa manualmente un registro por cada componente,








En un trabajo posterior [Prieto-Díaz9l] se presenta un sistema con la misma
organización para la gestión de órdenes de UNIX, basado en el conjunto dc facetas
{Acción, Objeto, Estructura de Datos> Sistema}.
El segundo sistema relevante a nuestro trabajo es el de Wood y Sommerville
[WoodSS]. Se propone un sistema para la gestión de dos tipos de bibliotecas de
componentes. La primera de ellas se encuentra formada por paquetes de Ada
(pacícages) en un entorno de desarrollo de aplicaciones relacionadas con
aeronáutica, y la segunda por órdenes del S.O. UNIX. Para los comandos de UNIX
utilizan una representación de tipo frame con slots basados en las funciones
gramaticales utilizadas por la teoría de la dependencia conceptual <actor, object,
destination, etc.) Por ejemplo, la representación de la orden ¡flore, que presenta





Los propios autores señalan la adecuación de esta representación basada en ideas
originalmente introducidas en PLN> para las descripciones de las órdenes de UNIX
y las solicitudes de los usuarios:
“Dar systein te based OIL ideas derived¡¡onz natural language processing
where an attempt la ¡nade to underataud tite semantics of a coInpoItCILt
description o¡’ retrieval request”
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8.2.2 Recuperación de componentes basada en la indexación
automática
En esta aproximación la documentación en lenguaje natural debe formar parte de la
propia biblioteca de componentes. El proceso de indexación de las componentes se
realiza de forma automática a partir del análisis de los textos de la documentación
asociada. En esta aproximación es necesario que tanto la biblioteca de componentes
comno la documentación existente reúnan una serie de requisitos, en [Maarek9l] se
señalan los siguientes como principales:
- Existencia de documentación. Debe encontrarse disponible la documentación
en Lenguaje Natural relativa a la funcionalidad y utilización de los
componentes.
• Relación uno-a-uno entre documentos y camponenles. Con vistas a utilizar un
documento como una descripción de un componente software, debe existir tina
relación uno-a-uno entre el conjunto de componentes y la documentación
disponible. Idealmente, esta relación uno-a-uno debe existir previamente o ser
fácilmente inferible. En algunos casos puede resultar necesario cierto trabajo
manual, como por ejemplo, en bibliotecas de clases, en las que no todas las
clases se encuentran documentadas individualmente [HeiniOl]. En cualquier
caso este trabajo suele conllevar un esfuerzo menor que el de un análisis del
dominio completo [Prieto-DiazOO], si no es así, la aproximación basada en la
documentación puede resultar no deseable.
Nivel de abstracción de los docwnentos. Resulta deseable que los documentos
considerados se encuentren a un mismo nivel de abstracción. Por ejemplo,
intercalar documentos que describen detalles de implementación con
documnentos que describen funcionalidades de alto nivel puede conllevar
decrementos en la efectividad, con bajos valores en los índices de recalí y
precision.
Una colección de componentes reutilizable que satisface estos requisitos es el
conjunto de herramientas que proporciona el sistema operativo UNIX como órdenes
accesibles a los usuarios, junto con la documentación que proporciona el entorno en
su manual. Existen otras bibliotecas de componentes comerciales, como AIX,
ULTRIX, X. Motif, VisualWorks y OpenLook, por citar algunos ejemplos, que
utilizan el mismo modelo de documentación que resulta especialmente adecuado
para esta aproximación.
Un sistema que sigue esta aproximación es Guru [Helm9l, Maarek9l], que emplea
técnicas basadas en frecuencias aparición de términos para el procesamiento de
documentos y consultas de los usuarios análogas a las tratadas en el capitulo
anterior. Así mismo, el sistema Proteus [Frakes94], utiliza también la
documentación existente en la biblioteca de componentes, y se basa en la utilización
de operadores booleanos para la formulación de consultas. En este último sistema
no se utilizan criterios basados en la frecuencia de aparición de los términos.
2’?
8.3 El sistema Argos
El sistema Argos es un sistema de ayuda a la utilización del conjunto de órdenes de
UNIX en el que la utilización de la documentación existente en el entorno mediante
técnicas de indexación automática juega un papel fundamental, Tratamos a
continuación los objetivos marcados en el desarrollo del sistema, su funcionalidad y
su arquitectura.
8.3.1 Objetivos del sistema
En la concepción del sistema Argos se han tenido como objetivos principales los tres
siguientes:
1. Definición de un sistema práctico. Para la consecución de un sistema efectivo,
orientado a su utilización práctica por un conjunto de usuarios significativo,
ha sido necesario la definición de una serie de funcionalidades y la utilización
de una serie de elementos orientados a facilitar el proceso de recuperación de
información adicionales a las técnicas tratadas en el capitulo 2. Por ejemplo.
se hace uso de criterios de interacción hombre-máquina [Maddix90], ideas de
hipertexto [Smith88, ]3alasubramanían93], así como de elementos
relacionados con modelado de usuario [Kobsas9, KobsaS4J.
2. Definición de una ap?oximacIá¡L generalizable. El sistema Argos se ha
desarrollado para el dominio específico del conjunto de utilidades que
proporciona el sistema operativo como órdenes y que se encuentran
documentadas en la sección 1 del manual [SunSo]. Sin embargo, la
aproximación seguida en Argos resulta de fácil adaptación a otras bibliotecas
de componentes software, especialmente a aquellas que cumplen los
requisitos establecidos anteriormente para aproximación a la recuperación de
componentes basada en la indexación automática. En concreto, adaptaciones
de la aproximación seguida en Argos se han realizado a la biblioteca de clases
de Smalltalk del entorno VisualWorks[González96] -
3. Definición de un mareo de aplicación concreto orientado a la investigación.
Argos ha sido concebido como un marco de aplicación concreto, sobre un
dominio concreto (i.e. la documentación de UNIX) orientado al estudio y
evaluación de la integración de diferentes tipos de técnicas en el proceso de
recuperación de información [Buenaga93a, Buenaga98b, Fernandez-
Manjón93]. Argos, de hecho, proporciona la definición del mareo concreto de
aplicación de los sistemas Ares [Buenaga94, Buenaga95] y Aran [Fernandez-
Manjón95a, Fernandez-Manjón9ñb}. Estos sistemas se centran en el uso de
técnicas de procesamiento de lenguaje natural, y en la inclusión de una
representación explícita del dominio, respectivamente.
Estos tres aspectos del sistema son tratados en párrafos siguientes y pueden
encontrarse detalles adicionales en la bibliografía [Buenaga93a, l3uenaga98b,
Fernández-Manjón93, Arroyo93, Fernández-ManjónS4, l3uenaga94, Fernández-
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Figura 32: Interfaz deí sistema Argos en el emitorno X Window.
importante para nuestro trabajo y de él trataremos con más detalle en este capítulo
y en siguientes.
8,8.2 Funcionalidades del sistema
En la versión actual de Argos el usuario se encuentra trabajando en el entorno
X Window [Johnsons9] en una ventana de órdenes. El sistema es accesible como
una aplicación más. En la figura 8.2 podemos ver el interfaz del sistema. Las
principales funcionalidades implementadas por el sistema y los criterios utilizados
para su definición son:
Especificación de consultas en lenguaje natural. El usuario utiliza el lenguaje
natural (Inglés) se utiliza como medio para especificar su necesidad, De esta
forma, cuando el usuario se encuentra ante una determinada necesidad,
puede formular en el panel qnery consultas como “communicate with other
user”, “copy a file to a remoto machine”, “get the name of the current
directory, etc. Conviene subrayar que el lenguaje natural se utiliza sólo para
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expresar la necesidad del usuario de forma declarativa, Las órdenes en
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mismas (e.g. la orden de comenzar la búsqueda la de presentar un documento
o la de finalizar) son realizadas mediante la interacción basada en otros tipos
de lenguajes (eg. botones y menús).
-Interacción basada en fIL lenguaje de manipulación di,cecta. Bajo el término
lenguaje de manipulación directa {direct Jnci?Lipnlatirni language~ queda
englobada la interacción basada en la utilización uso de botones, nien~s
desplegables, ventanas y ratón como dispositivo señalizador. La asignación de
los lenguajes a los diferentes elementos de interacción, buscando su mejor
adecuación, se ha realizado siguiendo criterios de ínter-acción Hombre
Mó quina (Human, Compute,- Inte?-actioIL, MCI) [Maddix9oj. IDe esta forma, la
solicitzmd de ejecución de órdenes concretas se realiza mediante botones ~e.g. la
orden de comenzar la búsqueda mediante search y la de fin de ejecución
mediante quU) Utilizar el lenguaje natural para este tipo de funciones
resulta factible, pero probablemente inadecuado [l3atesS7, Maddix9o] -
o Presentación de la documentación, en lenguaje natural, La selección de las
órdenes relevantes a la necesidad del usuario se basa en el cálculo dc la
similitud entre la necesidad del usuario y los documentos asociados a las
órdenes. En la ventana fon-ud se presentan los nombres de las órdenes con sus
valores de relevancia. En la ventana information el texto de la orden más
relevante, o de las seleccionadas por el usuario mediante el ratón.
-Funciones de navegación basadas en hipertexto. El proceso formado por la
secuencia de consultas y la presentación de la información por parte del
sistema, puede concebirse como uno de navegación por un hiprnctexto
(hypertext) [Conklin87, Smith8s, Nielsen9O, Cybulski92, AllanDb], generado
automáticamente. En este hipertexto los nodos son los itema de información
del muanual (i.e. cada documento asociado a cada orden) y los enlaces quedan
definidos por su secuencia de presentación. Con este fin se incluyen funciones
de navegación especialmente adecuadas para este tipo de sistemas, como go
back y next. El cálculo de la similitud de los documentos con las consultas
constituye la base de la generación de enlaces dinámicos. La información
sobre órdenes relacionadas incluidas en la sección see also del final de cada
documento proporciona enlaces estáticos adicionales.
• Realbueneación. En Argos se incluyen funciones orientadas a la introducción
de realinientación, <feedback) en el proceso de recuperación [Salton89a
Aalbersberg92, Harman92a, Harman92cj, La realimentación se basa en la
formulación de consultas mediante la utilización de documentos
proporcionados por el sistema al usuario y proporciona importantes mejoras
en la efectividad del proceso de recuperación en su conjunto. En concreto, si
parte del texto que aparece en infor’ínation es especialmente relevante, el
usuario puede seleccionarlo mediante el ratón, utilizándose este fragmento
del texto como una nueva consulta. Por otra parte, cuando la documentaci6n
que se presenta en information es irrelevante al problema del usuario, éste
puede indicarlo mediante el botón £rvcelevant. Esta información relativa a la
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Fgura 3.3: Estructura de módulos del sistema Argos
a una misma necesidad o tema de btsqueda. El botón resel sirve para indicar
un cambio en la necesidad o tema de búsqueda.
o Adición de información, textual, Además los usuarios pueden incluir
información específica, adicional a la existente en el manual de UNIX,
Información que puede resultar de mayor interés para el grupo de trabajo del
usuario y más adecuada a su entorno de trabajo, o simplemente, más concisa.
Tras la edición de esta información mediante la orden suggest (figura 8.2), los
documentos son enviados por Argos, mediante correo electrónico, al
administrador del sistema para su supervisión. De esta forma, la base de
datos documental utilizada por Argos está formada por los ficheros del
manual y las sugerencias redactadas por los usuarios, obteniéndose do este
modo capacidades propias de los entornos cooperativos supervisados
[Fernández-Manjón93] -
3.8.3 Estructura del sistema
Argos consta de cuatro módulos (figura 3.8): ¿nten~faz, que se ocupa de la interacción
con el usuario; modelo de usuario, que contiene la información disponible sobre el
usuario; ,cecLtpCIiaCLóIl. de infornnación, que implementa las funciones de indexación
de los documentos y cálculo de la similitud; y un módulo de comunicación y control1
que proporciona la adecuada integración del resto de los módulos. La base de datos
documental está formada por los archivos de texto del manual de UNIX y los
documentos añadidos por los usuarios y supervisados por el superusuario ~root). En
su diseño se ha tratado en todo momento de mantener una estructura modular de
forma que se pueda modificar o sustituir alguna de sus partes confacilidad.
• Modelo del usuario. lEí módulo del modelo de usuario (MU) es un módulo cuyo
objetivo es adecuar la información que se presenta a cada usuario concreto.
Para ello utilizamos un modelo de usuario incremental [ICobsaS2].La
información utilizada en el MU proviene tanto de la interacción con el usuario
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<a través de sus criterios de relevancia o feedbacit), como del tipo de usuario
en que se clasifica, Se ha hecho una clasificación en categorias de las órdenes
de UNIX, basándose en su posición normal en la curva de aprendizaje. Las
categorías identificadas son: básica, intermedia, avanzada, supervisor
programador y específica. Al usuario se le asigna un determinado nivel de
conocimiento (e.g. en función del estudio del histórico de las órdenes que ha
utilizado en el sistema operativo) y esto se utiliza para modificar las
búsquedas y el orden de presentación [Fernández-Manjón9s, Fernández-
Manjón95b]. Por ejemplo, partes del manual de UNIX tratan de utilidades
para la programación en lenguaje C. Aunque estos documentos pueden
presentar una cierta simnilitud con determinadas consultas, el MU estima que
sólo le interesan a los usuarios que realizan labores de programación.
• htterfaz. En el diseño del interfaz se ha tenido en cuenta la sencillez de
manejo y la uniformidad. Es importante evitar la sobrecarga cognoscitiva del
usuario y la dificultad de uso del sistema [Downtonfll, Fernández-Manjón94].
En el diseño del interfaz de Argos se han tenido presentes criterios de
interacción hombre-máquina y elementos tomados del diseño de interfaces a
sistemas de hipertexto mencionados en párrafos anteriores, Detalles
adicionales de implementación se pueden encontrar en ~Arroyo98J.
o El módulo de ,.ec¡tpecaciónu de información. El ¡nódulo de recuperación de
información (Rl) realiza las órdenes de búsqueda que recibe del módtmlo de
control del sistema. El contenido esencial de las órdenes de búsqueda que
recibe el módulo de Rl es una lista de palabras, confeccionada a partir de la
consulta del usuario y la información existente en el modelo del usuario. Esta
lista de palabras caracteriza la necesidad del usuario y es la utilizada para
realizar el cálculo de la similitud de los documentos en la base de datos con
respecto a la necesidad del usuario.
En el siguiente apartado proporcionamos más detalles acerca de la implementación
del módulo de recuperación de información, el más directamente relacionado con el
presente trabajo.
8.4 El subsistema de recuperación de información
Las funcionalidades del módulo de recuperación de información han sido
encapsuladas en un subsistema, Superman, que es utilizado desde Argos y que
también puede ser utilizado desde otras aplicaciones, incluido el intérprete de
órdenes del sistema operativo. El sistema implementa, esencialmente, un algoritmo
de cálculo de similitud entre consultas y documentos, Se basa en el modelo del
espacio vectorial y la utilización de pesos de términos, extracción de raíces y listas
de parada. El sistema se ha desarrollado para el procesamiento de la sección 1 del
manual de referencia, pero resulta de fácil adaptación a otras colecciones de
descripciones de componentes diferentes.
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a and away Lest come
about anolber U Lelter could
ahoye any back Lelween d
across anyhcdy backed Líq did
afler anyone back±ng Loth differ
again anything backs buí different
againsí anywhere Le Uy differently
are Lecane e do
almosí area Lecause carne does
¿done areas Lecome can done
along around Lecomes cannot down
already es Leen case down
also ask Lefore cases downed
although asked Legan ceríain downing
always asking Lehind certainly downs
among asks being clear c3uring
en al Leinqs clearly
Figura 3,4: Subconjunto de la lista de parada utilizada en Superman.
3.4.1 Método de indexación y cálculo de similitud
En el desarrollo del sistema Superman se ha optado por la utilización de un
conjunto de técnicas que aúnan dos ventajas frente a otras aproximaciones: su
sencillez de implementación y su efectividad [Salton89a, Fralces92a]. La
aproximación seguida se basa en las técnicas de indexación descritas en el
capítulo 2. A continuación se detallan los elementos utilizados para el desarrollo del
sistema.
1. Uso de lista de par~ada ~stop¿ist)para la eliminación de palabras de alta
frecuencia de aparición. Se utiliza una lista compuesta por 429 palabras
[FoxO2a]. En la figura 8.4 se incluyen las 84 primeras palabras de la lista
utilizada. El algoritmo de eliminación de estas palabras se basa en el uso de
un autómata de estados finitos [FoxD2al.
2. Uso de ruta rutina de eliiniitacióit de sufijos (stem¡nñrg~. Para la
implementación del procedimiento de extracción de raíces nos basamos en el
algoritmo de Porter, que utiliza un autómata de estados finitos e incluye 88
reglas de eliminación de sufijos [Frakes92b]. Las reglas se encuentran
agrupadas en 9 conjuntos, de forma tal que cada grupo de reglas se utiliza
para la eliminación de un determinado tipo de sufijos, aplicándose los grupos
de reglas en un determinado orden. En cada regla, se incluye, básicamente,
una pareja de sufijos o terminaciones. Si se encuentra el primero de ellos en
una palabra es sustituido por el segundo. La aplicación sucesiva de los grupos
de reglas a una palabra, permite obtener el término en forma canónica que la
representa. En la figura 85 aparece uno de los nueve grupos utilizados, con
21 reglas. Por ejemplo, la aplicación a la palabra ‘digitalization” de la regla
214, produce como resultado el término «digitalize”, Otras reglas existentes en
los siguientes grupos a aplicar, producen las transformaciones del término a
“digital” (303, “alize’ ‘al”, - .), y finalmente a’<digit” (401, ‘al’,LMffiOA, -
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stattc RuleflisÉ step2,,,,ru1es~J =
(
203, “ati.onal”, <ate”, 6, 2, 0, NULL,
204, ‘tional”, “tion”, 5, 3, 0, MILL,
205, encin, “ence’, 3, 3, 0, MILL,
206, “ancij, “aire”, 3, 3, 0, MILL,
207, hizern, ‘ize’, 3, 2, 00 MILL,
208, “abli”, “alAs”, 3, 3, 0, MILL,
209, “alli”, “al”, 3, 1, 0, NULL,
210, “entli”, “ent”, 4, 2, 0, NtJLL,
211, ‘sil”, “e”, 2, 0, 00 MILL,
213, “ousli” n “ous”, 4, 2, 0, NIYLL,
214, izationn , “ize”, 6, 2, 0, MILL,
215, “ation”, “ate”, 4, 2, 0, NUI,L,
216, “ator”, “ate’, 3, 2, 0, MILL,
217, “alisro”, “al”, 4, 1, 0, NULL,
218, “ivenesa”, ‘tve”, 6, 2, 0, NULL,
219, “fumes”, “ful”, 5, 2, 0, NULL,
220, ‘ousness”, “ous”, 6, 2, 0, NUIL,
221, “alití”, ‘al”, 4, 1, 0, MILL,
222, “ivití”, “tve’ 4, 2, 0, MILL,
223, “bilitt”, “ble”, 5, 2, 0, MiLL,
000. NULL, MILL, 00 0, 0, NULL,
3;
Figura 3.5: Grupo de reglas de eliminación de sufijos.
3. Se obtiene un conjunto de términos de indexación con ni elementos para la
representación a partir de las palabras aparecidas en el manual, tras la
aplicación de la lista de parada y el algoritmo de extracción de raíces. En
concreto, no. 6390 términos para la sección 1 del manual de referencia, Para
cada término te¡-no1 del conjunto obtenido, se computa su frecuencia de
documento (document frequency>, df, y el peso del término en la colección, v,,
mnediante la expresión:
= log2(n/df)
en donde n es el número de documentos existentes en el manual. En concreto,
n 524 para la sección 1. del manual de referencia. En la figura 8.6 se
incluyen ejemplos de los valores de las frecuencias de aparición en
documentos y pesos, calculados para 7 de los 6390 términos de indexación
utilizados. Puede también apreciarse como debido a un error de
infrarradicación (understemming) del algoritmo de Porter, se han obtenido
dos términos de indexación para la representación de un mismo significado:
“copi’ y «copy~n (en concreto, a partir de las palabras copynn y “copies’ sí se
obtiene “copi’, pero a partir de “copying”, se obtiene “copy”).
4. Para cada documento 4, se computa la frecuencia de aparición de cada
término ¡crin0 en él, ¡~, y el peso del término en el documento, w41, mediante la
expresion:










Figura 3.6: Frecuencias cte aparición y I)C505 de términos en la colección,
>vd~1.






















Figura 3.7: Frecuencias de aparición de términos en documentos y pesos asociados a
sus componentes en los vectores.
Cada documento queda representado, o indexado, por un vector de dimensión
¡u, con los pesos asignados a cada uno de términos de indexación:
En la figura 3.7 aparecen los valores de las frecuencias de aparición, tJ~, de los
siete términos concretos anteriormente considerados, en los documentos
correspondientes a 3 órdenes de las 525 totales: op (copia de ficheros), ftp
(transferencia de ficheros entre máquinas ‘remotas’ en red) y chmod (cambio
de los permisos de acceso, como los de lectura y escritura, a un fichero). Se
incluyen también en la figura 3.7 los valores de las componentes de los
vectores, w¿4.,, correspondientes a estos términos de indexación.
5. Para el procesamiento de las consultas se utiliza la lista de parada y el
algoritmo de extracción de raíces, obteniendo los términos de indexación
aparecidos en ellas, de una forma análoga al de los documentos. Para una
consulta q~ se calcula la frecuencia de aparición de cada termino de indexación
teni¡1 en ella, ¡fq~1, y se le asigna a cada término un peso en la consulta:
= 1fq10 -
85
ftp.lc 0.0658169 csh,1 0.0318188
tiple 0.0595501 dos.1 0.0224357
roake.1 0.04181.36 List.1 0.0222939
rdist.1 0.0363193 chrsod,.1v 0,0206806
teinetie 0.0309495 make.1 0.0202500
rsh.lc 0.0292155 ttp.lc 0.0182902
rícgin.lc 0.0246991 mail.1 0,0181593
List.1 0,0246437 wailtool.1 0.0152526
rcp.lc 0.0223853 bar,1 0,0141064
cule 0.0180467 ls.iv 0.0135503
(a) ca copy a file from a remate host (b> q~ = change tho permission accese to a file
Figura 3.8: Similitudes de documentos a consultas.
De esta forma, la consulta queda representada por un vector de dimensión ni,
con los pesos asignados a cada uno de términos de indexación:
6. El valor de la similitud entre un documento d, y una consulta q~ se obtiene
mediante la fórmula del coseno del ángulo entre ambos vectores:
~ vvd, - wq~,
É ud? . Z
=1 ¿=1
El cálculo de las simnilitud entre los documentos y una consulta determinada
constituye la base para la selección de los documentos relevantes al usuario. Se
calcula la similitud de todos los documnentos con la consulta, se normalizan sus
similitudes, de forma que su suma sea la unidad y se facilite su interpretación por
el usuario, y se le presenta la lista de los nombres de los documentos ordenados
decrecientemente por suvalor de similitud.
8.4.2 Ejemplos de cálculo de similitud
En la figura 3.8 aparecen las similitudes de los documentos con dos consultas
calculadas por el sistema, Estos datos son tomados de la salida directa del
programa. Como ya se ha señalado, Superman resulta accesible tanto como
subsistema (como se hace en Argos), como aplicación accesible desde el intérprete de
órdenes. De esta forma, la inserción de las consultas de la figura 3.8 se puede hacer
directamente por el usuario desde la línea de órdenes:
heme!> supermoan copy a file fromo a remete host
homel> supermoan chaxmge tbe permission access to a file
.1
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Estas dos consultas han sido tornadas de un conjunto de ellas utilizadas para los
experimentos descritos en el capítulo 5. Para las consultas se dispone de una
asignación de documentos relevantes realizada por expertos humanos.
La consulta q1 de la figura 8.8.a, “copy a file to a remete host”, tiene como órdenes
relevantes, asignadas por expertos, rcp y ftp. En la figura aparecen las similitudes
de los diez documentos más relevantes calculadas por el sistema de la forma
detallada en párrafos anteriores, La primera orden relevante calculada por el
sistema, ftp es, por lo tanto acertada, mientras que las siete siguientes no. La orden
rcp aparece en noveno lugar. La consulta q2 de la figura 8.8.b, “change the
permission access to a file” tiene como orden relevante, asignada por expertos,
ehmod. En este caso, la primera & única) orden relevante se encuentra en la cuarta
posición en el ordenamiento (ranking). Recordemos que la selección de estas
órdenes la realiza el sistema sobre un conjunto de 525.
3.4,3 Estructura del sistema
El sistema Supernian está compuesto a su vez por dos subsistemas, El primero de
ellos, el subsistema Tudexación, procesa todos los documentos de la base de datos,
creando un fichero en el que se encuentran los términos de indexación y los
documentos indexados. El segundo subsistemna, Similitud, procesa las consultas y
realiza el cálculo de la similitud de la consulta del usuario con los documentos
existentes en la base de datos, generando la lista de los documentos ordenados por
su relevancia. En la figura 3.9 incluimos los Diagramas de Flujo de Datos (DFDs)
[Yourdon79, Rumbaugh9l, Pressman93] de nivel O y 1 correspondientes a ambos
subsistemas,
En el DEDO del subsistema Indexación el elemento de datos Manual representa el
conjunto de archivos de texto en el que se encuentra la documentación del manual.
En el sistema operativo, existe un archivo de texto asociado a cada orden. En
Listafloes se encuentran los nombres de estos archivos, que serán los indexados. El
elemento de datos Indices representa el archivo que se genera con el resultado del
proceso de indexación, de acuerdo con las técnicas antes detalladas, y que está
formado por el conjunto de tér]ninos de indexación, ¡erín1, con sus pesos, it’0, y la
representación de los documentos mediante sus vectores (ud11, wd12,..-, wd1~,).
En el DEDí del subsistema Ltdexación. se proporciona mayor detalle de cómo se
realiza el proceso. A partir de los elementos de datos Lista-Doca y Manual se obtiene
el elemento de datos DocTermffreq, que incluye la lista de términos obtenidos tras
la utilización de la lista de parada y la extracción de raíces, y su frecuencia de
aparición en cada documento, <¿~. A partir de estos datos, se obtienen los pesos de los
términos ~¡‘¡ y los vectores que representan cada documento (wd11, Wc!»..., wd~,,), que se
corresponden con el elemento de datos JjocvecTermW. Por último, estos datos se






Subsisteina Indexación: DFD nivel 0.
ListaOcas Extracción
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Figura 3.5: Diagramas de Flujos de Datos de nivelo y 1 de






Subsistema Similitud: IJFD nivel 1.
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En el DEDO del subsistema Similitud, el elemento de datos Indices se corresponde
con el archivo de indexación anteriormente citado, y el elemento de datos Consulta
con una lista de caracteres almacenando la consulta que se utiliza para el cálculo de
la similitud, que se le proporciona al sistema como argumento.
En el DEDí del subsisterna Sijuilitud, el elemento de procesamiento LecturaLaodicea
se ocupa de cargar los datos del archivo de indices proporcionando el elemento de
datos TennW, correspondiente al conjunto de términos de indexación con sus pesos
Vv0 y el elemento de datos Doc Vec, con los vectores de pesos de los documentos. A
partir de Consulta y Ter-mW se obtienen los términos de indexación aparecidos en
la consulta y los pesos asignados, generándose el vector (u’q01, 1¡’Gii,~, wq~,,), que se
incluye en el elemento de datos ConsVec.
El subsisteina I¡Ldexac¿ón se ejecuta una vez mientras el conjunto de los
documentos de la base de datos no se modifique. Su ejecución tiene un mayor coste
computacional que la del sistema Similitud. En el entorno utilizado para su
desarrollo, una estación de ti-abajo Sun Sparc-lO, el procesamiento de los
documentos de las 525 órdenes de la sección 1 del manual de referencia, con una
longitud media de 762 palabras y un espacio de almacenamiento superior a los 2
Mbytes, conlíeva un tiempo inferior a la decena de mninutos. La ejecución de este
subsistema no está orientada al usuario habitual, sino al administrador del
sistema.
El subsistema Similitud se ejecuta una vez por cada procesamiento de una
consulta. Su ejecución es menos costosa computacionalmente y conlíeva un tiempo
del orden de un segundo en la generación de la salida. La ejecución de este
subsistema se encuentra al alcance de cualquier usuario y se puede realizar
mediante el uso de la orden ‘superman” desde el intérprete de órdenes del SO.,
proporcionando como argumentos la consulta en lenguaje natural. La salida del
sistema se proporciona por la salida estándar del sistema operativo. De esta forma
puede ser utilizado bien desde una aplicación (como el sistema Argos), bien
directamente por el usuario. Esto último permite la utilización del sistema desde
entornos no dotados de capacidades gráficas, como demanda Argos. El tiempo de
ejecución del sistema es siempre inferior a los cinco segundos para consultas de
longitudes menores de 1000 palabras.
Los dos subsistemas han sido implementados íntegramente en O en el entorno
SunOS 4.1. sobre una estación de trabajo Sun Sparc-lO. Detalles adicionales de
implementación se pueden encontrar en la bibliografía [DiazSb].
3.5 Resumen y conclusiones
En este capítulo hemos presentado el sistema Argos, un sistema de ayuda para la
recuperación de componentes en el sistema operativo UNIX, basado en la
documentación y la formulación de consultas en lenguaje natural. Argos se ha
definido con vistas a constituir un sistema práctico, efectivo, generalizable y que
proporcione un marco de aplicación concreto orientado a la investigación.
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De hecho, en la definición del sistema se han tenido presentes aspectos
complementarios al procesamiento de textos y consultas, tales como criterios de
interacción hombre-máquina e hipertexto. Por otra parte las ideas en que se basa el
smstema han sido utilizadas para el desarrollo de sistemas similares sobre otras
colecciones de componentes, como SmnallTalk y VisualObject.
Las funcionalidades del módulo de Recuperación de Información del sistema Argos
han sido implementadas por un subsisteina basado en el modelo del espacio
vectorial, utilización de pesos de términos, listas de parada y extracción de raíces.
Argos proporciona la definición del marco concreto de aplicación del sistema Ares,
que se centra en el uso de técnicas de Procesamiento de Lenguaje Natural para la
Recuperación de Información y que presentamos en un capítulo siguiente. Argos
representa nuestro modelo de aplicación de las técnicas Rl en bibliotecas de
componentes software y proprociona la definición del dominio concreto sobre el que
se centra nuestro trabajo: la documentación de componentes del 5.0. UNIX, en
concreto, de las órdenes disponibles desde su intérprete. Corno veremos en capítulos
siguientes, el uso de técnicas de Procesamiento de Lenguaje Natural en el sistema
Ares permite mejorar la efectividad del proceso de recuperación respecto a una
aproxlmnac]ón basada en el modelo del espacio vectorial, centrándose en
determinados aspectos específicos de las descripciones de componentes software.
rCAPITULO 4
EL PROCESAMIENTO DEL LENGUAJE NATURAL PARA
LA RECUPERACION DE LA INFORMACION
4.1 Introducción
El Procesamiento del Lenguaje Natural (Natural Language Processing) tiene corno
objetivo la consecución de sistemas informáticos capaces de implementar
funcionalidades que impliquen la comprensión, o la generación, de expresiones en
lenguaje natural [Carbonell87],Ejemplos de este tipo de sistemas lo constituyen los
muterfaces en lenguaje natural a bases de datos y sistemas expertos, sistemas de
corrección inteligente de textos, sistemas de generación automática de resúmenes y
sistemas de traducción automática. El Procesamiento del Lenguaje Natural ~PLN>
es un área en el que convergen trabajos desarrollados en disciplinas muás amplias
como la Inteligencia Artificial, la Lingúistica Computacional y la Psicología
Cognitiva [Carbonell87].Ballard se refiere al Procesamiento del Lenguaje Natural
comno ¿he engineering side of ¿he discipline <‘comuputational ¿inguisticsj’ [Ballard87].
Sin entrar en la discusión que puede suscitar esta afirmuación, nos sirve para
centrar el enfoque de nuestro estudio, En este capítulo tratamos el PLN desde la
vertiente de la ingeniería, o desarrollo de sistemas computacionales, centréndonos
en aquellos sistemas más relevantes para el desarrollo de sistemas orientados a la
Recuperación de la Información. Otros aspectos relacionados con modelos del
lenguaje centrados en su vertiente lingúística o psicológica se referencian de forma
superficial y siempre desde el enfoque del desarrollo de sistemas informáticos,
La aparición de los primeros sistemas orientados a la comprensión o generación del
lenguaje natural, y enmarcados dentro del ámbito del PLN, no es reciente. Sistemas
como BASEBALL, esencialmente un interfaz en lenguaje natural a una base de
datos, aparecieron ya a principios de la década de los 60 [Ballard8fl. Otros sistemas
desarrollados posteriormente se han orientado a la implementación de capacidades
de comprensión próximas a las humanas (lo que algunos autores han denominado
comprensión profunda [Dyer83fl, pero han mantenido siempie una constante
condición de prototipo, en el sentido de que el subeonjunto del lenguaje natural que





Ha sido en tiempos recientes cuando han aparecido una serie de sistemnas que, sobre
dominios concretos, han conseguido implementar una serie de funciones limitadas,
pero cubiertas de forma suficiente como para permitir su aplicación práctica.
Sistemas que se presentan como representantes de este hecho en nuestro estudio
son los sistema.s de extracción de información. Un aspecto común de este tipo de
sistemas es el importante esfuerzo de desarrollo que conllevan [Eobbs92]. Una
parte importante del avance experimentado en el campo se debe a la aparición de
elementos orientados a facilitar el desarrollo de los sistemas. En nuestro estudio
analizaremos la imnportancia de las grandes bases de conocimiento y de las
g¡-amóticas de unificación. Estas últimas constituyen la base de entornos altamente
declarativos para el desarrollo de sistemas de PLN en los que una gran cantidad de
detalles algorítmicos no necesitan ser especificados.
Croft distingue, básicamente, dos aproximaciones para integrar técnicas do
Inteligencia Artificial en sistemas de Rl: una fuerte y otra débil [Croft93]. La
aproxi¡nación iíteo-te involucra un uso extensivo de capacidades de razonamiento. En
esta aproximación se enmarcarían sistemas orientados a una comnpresión profunda
que serían capaces de conseguir una interpretación completa, tanto de documentos
como de consultas, y de proporcionar al usuario la información adecuada a sus
necesidades. Esta aproximación, aunque ideal, resulta en la práctica infactible. Por
otra parte, la mayoría de los modelos y sistemas desarrollados hasta el momento,
los considera enmarcados dentro de la opioximación débil. En esta aproximación se
utiliza un cierto grado de análisis sintáctico/semántico/contextual de documentos
y/o consultas orientado a la mejora del proceso de recuperación, con menores
demandas de capacidades de razonamniento,
Desde el punto de vista de la aproximación débil, la existencia de un esfuerzo
investigador importante, orientado a la utilización de la información lingiUstica en
los sistemas de Rl que las técnicas y metodologías existentes en PLN han hecho
posible, ha sido una constante histórica en ambos campos [Salton89b, Hess92,
Croft93]. A este respecto, puede decirse que la utilización de métodos de extracción
de raíces (stemming), que proporciona importantes mejoras en la efectividad, se
puede considerar como la inclusión en los sistemas de Rl de un restringido análisis
lingtiístico, a nivel morfológico. El avance del estado del arte en PLN ha conllevado
la sucesiva aparición de modelos que incluyen un análisis lingúístico de niveles
superiores, de textos y consultas en el proceso de recuperación.
En nuestro trabajo diferenciamos dos aproximaciones básicas [Salton89b,Hess92I:
la aproximación basada en. la sintaxis y la aproximación basada en la semántica.
En estas dos aproximaciones pueden enniarcarse los sistemas de Rl basados en el
PLN que tratamos. Los sistemas que siguen la primera aproximación se basan en la
utilización de la estructura sintáctica de las oraciones de los textos para mejorar la
indexacién de los mismos. Los sistemas que siguen la segunda aproximación se
basan en criterios centrados en la utilización de información semántica y en el
análisis del contenido de los textos,
La organización de este capítulo es como sigue. En primer lugar se tratan los
niveles de descripción lingiiística: morfológico, sintáctico, semántico y pragmático




la base del procesamiento correspondiente a cada uno de los niveles. En dos puntos
smguientes se tratan las gramáticas de unificación y las grandes bases de
conocimiento, desde el punto de vista de su utilización para el desarrollo de
sistemas de PLN. En un punto siguiente se analizan los sistemas de PLN que
hemos considerado especialmente relacionados con nuestra aproximación:
interfaces en lenguaje natural, sistemas de comprensión de texto, sistemas de
extracción de la información y sistemas de recuperación de información. Los dos
últimos puntos siguientes tratan con mayor detalle los sistemas de Rl utilizan
técnicas de PLN, agrupándolos de acuerdo con la aproximación que siguen:
sintáctica o semántica. Finalmente, se presenta un resumen y conclusiones.
4.2 Niveles de descripción lingitística
Tradicionalmente, se han identificado una serie de niveles de descripción del
lenguaje que se pueden presentar en forma estratificada [Winograd8a], comenzando
por los niveles más próximos a la realización superficial (sonidos> frases escritas) y
acabando por los mnás próximos a las capacidades cognitivas. En estos niveles se
identifican elementos tales como fonemas, morfemas y palabras. La organización de
cada nivel es relativamente independiente de los niveles inferiores. Por ejemplo, las
reglas de organización de los sonidos para la formación de palabras son
independientes en gran parte de las de organización de las palabras para la
formación de frases. Esta estratificación es una organización natural para cualquier
sistema complejo y puede ser utilizada como base para la de un sistema
computacional [Winograds3], Una posible clasificación de niveles sería la siguiente
[AllenO4, Cortés93]:
• Nivel fonético y fonológico: se tratan las relaciones existentes entre los sonidos
y las palabras que representan. Este conocimniento es crucial para sistemas de
reconocimiento y generación de voz pero no es relevante para nuestro estudio.
• Nivel morfológico y léxico: se trata del estudio de las palabras como unidades
y la forma en que pueden estructurarse mediante unidades más básicas, los
morfemas.
• Nivel sintáctico: se tratan las formas en que las palabras se pueden agrupar
para formar oraciones. Se estudia el papel estructural que puede asignarse a
las palabras y a unidades mayores que se denominan sintagmas.
• Nivel semántico: se estudian los significados de las palabras y cómo pueden
combinarse para formar el significado de las oraciones. Este estudio se
realiza de forma independiente del contexto, que es considerado en el
siguiente nivel.
• Nivel pragmático y de procesoaniento del discurso: se estudia la forma en que
las oraciones se usan dentro de un contexto y cómo afecta ésto a la
interpretación de la oración,
El uso de esta diferenciación de niveles como base para la organización de un
sistema computacional tiene ventajas en cuanto a sencillez conceptual y
mnodularidad del diseño. En la figura 4.1 se presenta una posible organización de un u
sistema de análisis basado en la estructuración en etapas secuenciales [Verdejo8b].
Sin emubargo, este mnodelo no es un modelo plausible de la forma de comprensión
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Figura 4,1: Sistema basado en etapas secuenciales
humnana del lenguaje natural. Las personas utilizan diferentes recursos fonológicos,
morfológicos, sintácticos, etc. sin un orden predeterminado, e incluso pueden llegar
a entender el significado de un mensaje que no cumple ningún tipo de estructura
conocida [Winograd88].
El uso de la anterior diferenciación de niveles en sistemas de PLN no ha sido
uniforme. En los primeros sistemas, como BASEBALL, SIR o ELIZA [BallardS’fl,
desarrollados en la década de los 60, esta estructuración de niveles apenas era
considerada. En sistemas posteriores como TEAM [BatesS’7Jes utilizada en mayor
grado como base para la modularización del sistemna. Una tendencia diferente, en la
que se presta atención menor a la anterior diferenciación de niveles, constituye la
representada por sistemas como BORIS [DyerES]o DMAl> [MartinED]que se basan
en un modelo de la comprensión del lenguaje, la teoría de la dependencia conceptual
[Schanh72],y en un modelo de la memoria [Schank8l,SchanlcS2].
En cualquier caso esta diferenciación de niveles proporciona un marco adecuado
para la discusión de los principales conceptos utilizados en la mayoría de los
sistemas desarrollados [AllenD4].En los siguientes apartados tratamos las formas
de procesamiento del lenguaje natural asociadas a cada tino de los niveles.
Analizamos el conocimiento o la información utilizados en cada nivel y las
propuestas para su formalización, así como los problemas planteados en cada uno
de ellos, Destacamos los conceptos más relevantes para nuestro trabajo,
especialmente aquellos que son utilizados en los sistemas descritos en puntos
posteriores de este capítulo, y en el siguiente. Los niveles fonológico y fonético no se
tratarán por no ser relevantes a nuestro estudio. La estructuración general de este
punto sigue la línea adoptada en por la mayoría de los textos incluidos en la
bibliografia [AllenD4,Rich9l, BeardonOl, Cortés9 8, Rodríguezfl4] -
En cada nivel diferenciamos dos cuestiones: la información utilizada para el análisis
y las técnicas de procesamiento, haciendo referencia con estas últimas a los detalles
de implementación de los algoritmos utilizados en este nivel. Para modelos de
procesamiento concretos, como por ejemplo, las gramáticas semánticas, resulta
difícil separar ambas cuestiones e incluso distinguir los niveles de descripción. .A
pesar de ello, la aproximación seguida aquí resulta especialmente interesante con
vistas a la imnplementación de sistemas mediante gramáticas de unificación,




4.2.1 Nivel léxico y morfológico
La información léxica
Mediante el término léxico (lexicon> se hace referencia a la componente del sistema
que almacena información asociada a las palabras. En la mayoría de los sistemas
actuales, esta información incluye propiedades de las palabras de las que se hace
uso en otros niveles. Alíen propone en concreto la inclusión de la siguiente
información en el léxico [Allen94]:
- Calegorización sintáctica. Se trata de etiquetado dependiente del tipo de
formalismo sintáctico utilizado. Existen categorías cerradas (e.g. preposición,
determinante) y otras abiertas (e.g. nombre, adjetivo).
• Propiedades sintácticas de concordancia, como el género, el número, la
persona o el caso.
• Otras propiedades sintácticas, como las restricciones selectivas (e.g. tipo de
argumentos que un verbo admite) o el tipo de preposiciones que una palabra
admite.
• Información morfológica, como el patrón de formación de la palabra.
• Información semántica, dependiente del modelo de tratamiento semántico
utilizado.
En párrafos siguientes trataremos con más detalle la información léxica utilizada
en cada nivel y que puede ser incluida en el léxico. Las entradas del léxico, o ítems
léxicos, no tienen por qué coincidir con las palabras ortográficas: pueden existir
entradas determinadas por las raíces de las palabra, por cada uno de sus
significados (polisemia/sinoniia), o por patrones formados por varias palabras
[Verdejo94] -
El procesamiento léxico
El procesamiento léxico consiste esencialmente en la identificación de los itenis
léxicos aparecidos en el texto de entrada. La no coincidencia de los itema léxicos con
las palabras ortográficas conlíeva una fuerte relación del procesamiento léxico con
el morfológico (que trataremos a continuación).
En el caso de sistemas comerciales para el tratamiento de textos en formato
electrónico [Hobbs92] se realizan una serie de labores de preprocesamiento de la
documentación, previas al procesamiento léxico, que se encuentran también
fuertemente relacionadas con este último. En estas labores de preprocesamiento,
las cuestiones relacionadas con la eficiencia juegan un papel importante, y resulta
adecuada la utilización de algoritmos de análisis basados en autómatas finitos
[Johnson68, AhoSS]. La herramienta ¿ex del sistema operativo UNIX, constituye un




La morfología se ocupa del estudio de la estructura y formación de las palabras. Los
morfemas constituyen la unidad fundamental en este nivel. En lenguas como el
Inglés, la clase y complejidad de los problemas que se plantean es menor que en
otras como el Castellano o el Francés, y éstas a su vez presentan una menor
complejidad que algunas otras comno el Finlandés o el Vasco [Verdejo94].
La información lingúistica utilizada en este nivel incluye los morfemas del lenguaje
analizado y las reglas de formación de las palabras. En Inglés se diferencian
morfemas raíces y morfemas afijos. Los afijos se categorizan en prefijos y sufijos.
Las reglas de formación pueden codificarse así [BearcionSí]:
IP
la palabra E inaliza en y’ ANO la penúltima letra no es vocal
el plural se fonna:
suprimiendo la letra ‘y” y
a#íadiendo íes
Una lista detallada de estas reglas para el Inglés se puede encontrar en [WN9S].
Las reglas de formación se apoyan en la categorización de las palabras en tipos
conocidos como partes del discurso (parte of speeeh). En Inglés estas son: nombres,
pronombres, determinantes, adjetivos, preposiciones, verbos, adverbios y
conjunciones [Beardon9l]. Esta información puede incluirse en el léxico para
posibilitar el análisis morfológico.
Las reglas de formnación morfológicas también pueden expresarse mediante
gramáticas formales. El tipo de gramática que es necesario utilizar depende del
idioma. Como ejemplo, para el Inglés la información morfológica puede ser
representada adecuadamente mediante una gramática regular, mientras que para
el Italiano puede resultar necesaria una independiente del contexto [AntonacciSO].
El procesamiento morfológico
Dependiendo de las reglas de formación, pueden resultar adecuados algoritmos
basados en autómatas de estados finitos o autómatas a pila. Estos últimos pueden
ser a su vez algoritmos descendentes o ascendentes. Tratamos estas cuestiones en el
siguiente punto, al hablar de los algoritmos de análisis en el nivel sintáctico, por ser
de mayor relevancia en este nivel y ser lo habitual en la bibliografía ~Allen94,
Beardon92, CortésOS, fichO 1].
42.2 El nivel sintáctico
En el nivel sintáctico se estudian las formas de agrupación de las palabras en la
construcción de oraciones, atendiendo generalmente a su orden de aparición.
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La in/orlnación sintáctica
La inforníación utilizada en este nivel puede representarse, en una primera
aproximación, por una gramática independiente del contexto en la se utilizan como
símbolos no terminales las partes del discurso, y otras tales como frase nominal o
frase verbal; como símbolos terminales las palabras que constituyen el léxico del
lenguaje. Una gramática sencilla de este tipo sería ~Allen94]:
5 —> NP VP ART -> the
NP -> ART N ADJ -> big
NP -o- ART ADJ N y -> cato
VP-~ y N-> man
VP —> V NP N -> apple
Se pueden determinar restricciones adicionales existentes en los lenguajes
naturales que también se enmarcan en el nivel sintáctico, tales como la
concordancia de número o de género entre categorías gramaticales. Esta
información puede representarse adecuadamente mediante gramáticas de atributos
(att¡-ibute g¡-ammars), introducidas inicialmente por Knuth [KnutlíGS,AllenO4]. Las
gramáticas de atributos permiten la inclusión de atributos en los símbolos
gramaticales, y de ecuaciones o funciones basados en ellos en las reglas. Un ejemplo
de regla en la que se impone la concordancia de número mediante el uso de un
atributo denominado así en este tipo de gramáticas sería:
NP -> ART N ( ART.nuai = N.nun 1
Restricciones del tipo de la anterior pueden ser representadas también mediante
una gramática libre de contexto que haga uso de reglas y símbolos adicionales. La
capacidad de representación de las gramnáticas independientes del contexto para la
sintaxis del LN es una cuestión aún en debate entre la comunidad lingúistica
[Gazdars9], en cualquier caso, el uso de los atributos para la representación de
restricciones lingúisticas como las anteriormente mencionadas facilita la redacción
de la gramática y mejora su legibilidad. Esta cuestión se trata en un punto
siguiente de este capítulo al tratar las gramáticas de unificación.
El procesamiento sintáctico
La base de los algoritmos utilizados para el análisis sintáctico se fundamenta en los
algoritmos orientados a gramáticas independientes del contexto y gramáticas de
atributos desarrollados a finales de los 60 y durante la década de los 70 en torno a
la impleníentación de compiladores (Allen94]. Una descripción detallada de este
tipo de técnicas de análisis de compiladores se puede encontrar en ~AhoS5].
Cabe distinguir dos tipos de algoritmos de análisis, el descendente y el ascendente.
En el análisis ascendente, se parte de los símbolos de cadena de entrada y se
identifican las categorías gramaticales que pueden ser utilizadas para conseguir
construir el símbolo inicial. En el análisis descendente se parte del símbolo inicial y
se aplican las reglas de formación hasta conseguir obtener la cadena de entrada.
Los analizadores ascendentes proporcionan una mayor eficiencia en la mayoría de
los casos. El análisis basado en charts (chart-parsing), basado en el algoritmo de U
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Early ~Aho85] utiliza una estrategia mixta mediante la que se consigue una mayor
eficiencia en el análisis [AhoS5,AllenD4].
Los autómatas asociados a las gramáticas pueden representarse mediante
diagramas de transición de estado. Las Redes de Transición Recursivas ~Recursive
TraáLsitiotz. Network, RTN) constituyen una forma gráfica de representación de los
lenguajes independientes del contexto. En una RTN los ai’cos que conectan los
estados pueden estar etiquetados por símbolos terminales o por símbolos no
terminales. Para atravesar un arco etiquetado por un no terminal se debe
reconocer, o atravesar, el subgrafo correspondiente a ese no terminal. Una RTN es
equivalente al autómata asociado a la gramática [Gazdar89]. Una Red de
Transición Aumentada (Augmented Transition Network, ATN~ es una RTN con la
capacidad de comprobar condiciones y realizar acciones al atravesar sus arcos
[Woods87, Gazdar89]. Alíen presenta el trabajo desarrollado en torno a las
gramáticas de atributos de Knuth, de uso frecuente en compiladores, como la base
de las ATN [Allen94]. Los analizadores basados en ATN han sido quizá los más
utilizados para la implementación de sistemas de PLN durante la década de los 70
y parte de los 80 [Gazdar89], tales como LIPER o LUNAR [BallardSl).
4.2.8 El nivel semántico
En la bibliografía [Schankll, Schank8l, Schank82, Gazdar89, Riesbeck89,
Thayse9l, Allen94] se pueden encontrar difeí-entes modelos para el tratamiento
semántico. Alíen en concreto propone incluir en este nivel la interpretación
semántica de las oraciones, sin incluir información contextual y diferencia en este
nivel dos cuestiones fundamentales: la representación del significado y el proceso de
interpretación. En este punto diferenciaremos, al igual que en anteriores, la
información utilizada en este nivel y las técnicas de procesamiento o
implernentacién. Además, de acuerdo con Alíen, destacanios el problema de la
caracterización del lenguaje de representación del significado ~Meaning
Representation Langitage, MRL), utilizando el término de uso frecuente en la
bibliografía [Winston84, Gazdar89].
La representación del significado
Como formalismos semánticos o formalismos para la representación del significado,
se propone toda la variedad de representaciones que se utilizan en los sistemas
basados en el conocimiento [BarrSl, Frost89, Verdejo94]. En una primera
aproximación se suelen clasificar los formalismos de representación del significado
en dos grandes familias: los basados en la lógica y los basados en estructuras que
soportan modos de inferencia específicos, como las redes semánticas o los lenguajes
de frames [Barr8 1, Prost89, Fernández-Valmayor9l, Binot9 1, Thayse9l, Coí’tés98,
Verdejo94]. En general, existe un cierto acuerdo en concluir que las diferentes
notaciones proporcionan facilidades para la representación de determinados tipos
de información, pero todas ad]niten ampliaciones de forma tal que su poder
expresivo, o de representación, sea el mismo [BinotOl,Cortés98]. Es decir, resulta
posible la representación de las construcciones lógicas en diferentes notaciones tales
como las orientadas a redes o grafos, y viceversa [BinotO1].
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Ti-ataremos a continuación tres formas de representación que puede presentarse
conío las más utilizadas para la construcción de sistemas de FLN ~Allen94]y que
son especialmente relevantes a nuestro estudio: introducen conceptos que serán
utilizados en este y en siguientes capítulos.
Marcos de casos (case frames~
La representación mediante marcos de casos (case frames) se basa en la teoría de
gramáticas de casos de I~’illmore [Bruce87].
La noción lingt~ística tradicional de caso hace referencia a la clasificación de los
nombres con respecto al papel sintáctico que desempeñan en una oración,
determinado por su declinación o sufijo, Estos casos se suelen denominar
“superficiales” o “sintácticos”. Lenguajes naturales como el latín, ruso o finés
piesentan una estructura de casos de este tipo [Beardon9l].
Alternativamente, se propone otro concepto de caso, que se define como la
categorización de los sintagmas nominales de acuerdo con los papeles conceptuales
que juegan en la acción desarrollada en una frase. Se trata de representar el
significado de una frase por medio de la acción que en ella se describe, en la que los
smntagmas nominales representan características de dicha acción. Estos roles
semánticos se han dado en llamar casos profundos o semánticos (deep cases)
[Bruce87].
En la bibliografía [BeardonOl, WinogradS3, Bruce87] se pueden encontrar diversas
propuestas de sistemas de casos que difieren, esencialmente, en el número y
nombre los de casos, que dan cuenta de diferentes papeles o roles temáticos
identificados (thematic roles), como el de Simmons, el de Chafe ~Winograd88] y el de
Grimes [Bruce87], El sistema de casos propuesto inicialmente por Filímore incluía
los siguientes casos o roles temáticos [Bruce87]:
- Agente (agent): Instigador de la acción
• Contra-agente(counter-agent): Fuerza o resistencia contra la que se realiza la
accion
- Objeto (object): Entidad acerca de cuya existencia, movimiento o cambio se
refiere la acción
- Resultado (result): Entidad que comienza a existir como resultado de la acción
• Instrumento Gnstrument): Estímulo o causa física inmediata de un suceso
• Fuente (source): Lugar desde el que algo se mueve
- Objetivo (goal): Lugar hacia el que algo se mueve
• Paciente (experience): Entidad que recibe, acepta, experimenta o sufre los
efectos de una acción
Para la representación en forma de frame basada en casos, los roles del frame, o
atributos del marco, vienen dados por los nombres de los casos y los fiflers, o valores
de los atributos, por los nombres y modificadores de las frases nominales
correspondientes. La cabeza (head) del marco viene dada por la acción, que juega un
papel central en esta representación. El siguiente es un ejemplo de representación
basada en un conjunto de casos parecido al anterior [CarbonellS7]:
49














En ella se incluye también información adicional relativa al tiempo y a la voz de la
expresión.
Estructuras de Denendencia Concentual
La teoría de la dependencia conceptual fue concebida inicialmente por Schank corno
una teoría de la comprensión humana del lenguaje, orientada al procesamiento del
Lenguaje Natural [Scbank72]. La teoría de la dependencia conceptual postula que
es posible representar el significado de un texto en forma canónica e independiente
del lenguaje, de forma tal que frases diferentes, incluso en idiomas distintos, con
igual significado tienen la misma representación. La teoría proporciona un MEL
basado en las denominadas estructuras de dependencia conceptual. Una estructura
conceptual es definida como una red o diagrama de conceptos (Conceptual Diagram,
CD), en donde diferentes clases de conceptos (categorías conceptuales), se pueden
encontrar relacionados de formas específicas <dependencias conceptuales) a otras
clases de conceptos, en una forma próxima a las redes semánticas [Hardta7].
rnicialníente se definen cuatro clases de conceptos o categorías conceptuales
[Schank72]:
• Acciones, la mayoría de los verbos <ACT, actions)
• Nominales (PP, picture producers,
Modificadores de nominales EPA, picture aiders)
• Modificadores de acciones (AA, action aiders).
Las acciones juegan un papel predominante en la teoría. En la teoría se introducen
una serie de acciones primitivas. Se postula la posibilidad de representar el
significado de cualquier acción a partir de la composición de estas acciones
primitivas. Algunas de ellas son:
• ATRANS: significa transferencia de posesión, control o propiedad: dar, ceder,
etc,
• PTIIANS: significa cambio de posición: andar, volar, caer, etc.
• PROPEL: la aplicación de una fuerza: empujar, lanzar, etc.
• MTRANS: el intercambio de información: ver, oír, recordar.
r50
El númnero de estas acciones primitivas ha ido evolucionando con el tiempo de forma
paralela al desarrollo de sistemas basados en la teoría [Birnbaumsl, Hardt87,
Fern~ndez-Valmayor91]. Como caso concreto, en la implementación del sistema
BORIS [DyerSS] se utilizan 11 acciones primitivas:
ATRANS PROPEL PTRAN5 INOEST ORASp ATPRND
EXPEL NTRANS MBUILD 140k/E SPEPX
En la teoría se incluyen una serie de reglas que especifican las diferentes formas en
las que las categorías conceptuales pueden combinarse. Se proporciona una
notación gráfica para la representación en los CD que en trabajos posteriores es
sustituida por una equivalente basada en marcos (frames) [Hardt87, Fernández-
Valmayor9l]. Un ejemplo de representación en forma de CD sería el siguiente
[Carbonell87]







Remiresentaciones basadas en la lógica
La lógica de primer orden lis constituido la base para la definición de un lenguaje
de representación del significado en muchos de los sistemas referenciados en la
bibliografía, como LUNAR o SHRDLU [Gazdar89]. También se ha propuesto el uso
de lógicas de orden superior y de lógicas mnodales para utilización como MRL
[Parikh87, Gazdar89, Delsarte9o, AllenS4].
Desde el punto de vista del desarrollo de sistemas de PLN, las notaciones más
utilizadas han sido las basadas en la lógica de primer orden [Binot92jj.En estas
aproximaciones se utilizan las construcciones lógicas básicas, como los
cuantificadores existencial y universal, y se introducen ampliaciones, corno las que
facilitan la representación del significado de los existentes en el lenguaje natural
(cg. “alí’, “some”, “most”, “many”, “a few”, “the”, etc,, en Inglés). Un ejemplo de
miotación de este tipo es la introducida por Alíen [Allen94], que toma sus ideas
mniciales de la utilizada para la implementación del sistema LUNAR [Carbonell87].
En la notación de Alíen se incluyen también elementos basados en la idea de casos o
roles temáticos, así como operadores para la representación del modo de las
oraciones (ASSERT, Y/N-QUERY, COMMAND, WH-QUEItY). El siguiente es un
ejemplo de representación en esta notación.
What did the man eat?
(WH-QUERY (<PAST BAT> el




La UL/Oflna.c¿ón se ¡náutica
Para conseguir obtener la representación semántica de las oraciones los sistemas
utilizan diferentes tipos de información. Un número importante de sistemas se
basan en información contextual, que tratamos en el siguiente nivel. En este punto
tratamos la información que no hace referencia al contexto de las oraciones.
La información utilizada en la implenientación de un gran número de sistemas de
PLN se ha basado en las ideas de restricciones seleccionales, propuestas
originalmente por los lingúistas Katz y Fodor en los años 60 [Gazdar89], Las
restricciones seleccionales fueron introducidas como forma de dar cuenta del hecho
de que una oración en conjunto puede ser no ambigua aunque las palabras
individualmente pueden tener diferentes significados. La teoría se encuentra
basada en la idea de que es posible asociar mnarcadores semánticos a cada
significado de una palabra, especificando atributos del significado así como
condiciones de los atributos de los significados que pueden combinarse con él.
Como ejemplo de información de este tipo, un significado posible de la palabra
“spirit” (licor) podría tener el marcador semántico “objeto físico”. Mientras que otro
significado (espíritu>, no. El adjetivo “yellow”, para uno de sus significados <color),
puede requerir que el nombre que califica tenga el marcador “objeto físico”, Otro
significado de “yellow” (cobarde) puede requerir que el nombre tenga el marcador
“animado”. De esta forma la frase “yellow spirit” sólo puede tener un significado
(licor amarillo) de los cuatro posibles en este ejemplo.
Este tipo de información se ha adaptado al lenguaje de representación utilizado en
cada sistema, prestándose a su integración en jerarquías conceptuales almacenadas
en redes semánticas [Allen94]. Esta información semántica, asociada a los
significados de las palabras, se almnacena en gran parte en el lexicón de los
sistemas. Como caso concreto, el sistema DYPAR [DyerSS, Martin89], uno de los
analizadores semánticos más evolucionados de entre los basados en la teoría de la
dependencia conceptual, dispone de la siguiente información en el léxico para uno
de los significados de la palabra “give’:
(WORD GIVE DEP (ATRANS
AcTOR X < <ExPEcT—HEAn ‘HIJMAI4’BEF)
omnscr * -c== (EXPECT-HEAD - PHYSo&T AH’)
TO * <== (EXPECT-HEAD HufdAiq ‘AFT)
FRON X
Mediante ella, se representa la necesidad de que para un significado de la palabra
“give”, el CD que represente el significado de la oración tendrá como acción
primitiva ATRANS, el valor (filler) del role ACTOR deberá ser de tipo HUMAN, el
de OBJECT de tipo PHYSOBJ, el de TO de tipo HUMAN, y el de FROM coincide
con el de ACTOR. Adaptaciones similares se realizan en los sistemas basados en
marcos de casos y representaciones lógicas [AllenR4].
Información basada en el orden de aparición de los términos en las oraciones se
utiliza para la interpretación semántica de la oración, Este tipo de información es el
principalmente utilizado por los sistemas basados en el uso de patrones <pattern
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nia¿ch¿g), como ELIZA [Carbonell87], en gramáticas semánticas, como LUNAR o
LIFER [Burtons7j y en los basados en un conjunto de reglas de transformación de
la estructura sintáctica a la semántica [Allen94}. Parte de esta información puede
incluirse también en el léxico, como en el ejemplo de la entrada vista anteriormente
de DYPAR, en el que se incluye una serie de restricciones relativas a la posición de
los términos en la oración: los términos que describen al actor deben encontrarse
delante del verbo, así como los correspondientes al objeto deben encontrarse detrás.
El procesamiento semántico
Los algoritmos utilizados para la interpretación semántica son aún más diversos
que los existentes para el procesamiento sintáctico. Se han desarrollado sistemas
que siguen estrategias generales de tipo ascendente o descendente, y además una
serio de aproximaciones altamente específicas o “ad-hoc’, tal como la seguida en
DYPAR, concebido como un analizador conducido por expectativas basado en
“demonios’ (daemons) [DyerSS], o el analizador basado en casos propuesto en
DMAI? [Martin8fl]. Para nuestro estudio, los detalles de imnplementación de estos
algoritmos, juegan un papel secundario frente a los aspectos tratados en párrafos
anteriores, ya que los formalismos gramaticales de unificación permiten la
mmplementación de analizadores de forma declarativa, sin necesidad de detallar los
algoritmos de análisis [ShieberS9, Gazdar89] -
4.2.4 El nivel pragmático
En el nivel pragmático se utiliza información contextual para la resolución de
ambigiledades y la interpretación de una secuencia de oraciones. Las ideas sobre
guiones ~scripLs),planes (plans) y objetivos (goals) propuestas por Schank y Abelson
[Schank77] y las de los diálogos orientados a tareas y estructura del discurso
propuesta por Qrosz [SchaS7] han sido las más utilizadas en la implementación de
sistemas de PLN [Allen94]. Entre estos, el concepto de guión o script es el que tiene
mayor relevancia para nuestro estudio.
Un script es un tipo especifico de estructura de conocimiento utilizado para
representar secuencias de eventos estereotipados. Existe una secuencia prototípica
de eventos correspondiente al hecho de ir a comer a un restaurante, comprar un
objeto en una tienda, ir a ver al doctor, un accidente de tráfico etc. El script se
utiliza para conducir el proceso de comprensión, emitiendo predicciones acerca de
posibles acciones y completando el significado por la aplicación de las inferencias
que en él aparecen indicadas [SchanlcSl].
Un script correspondiente a ir a un restaurante a comer puede almacenar una















Utilizando esta información se pueden resolver las arnbigñedades existentes en
textos que traten acerca de este tipo de eventos, Por ejemplo, en un texto sencillo en
que se describe un suceso del tipo “visita a restaurante’ como el siguiente y cuyo
comienzo sea:
“John went to a Pizzahut. 1-le called Peter. He brought a lasagna.”
En este caso se puede resolver la aínbigúedad introducida por el uso del pronombre
“líe” en la segunda y la tercera oración (anáfora) utilizando la información del script
anterior: el pronombre “he” en la segunda hace referencia a John ya que él es el
agente de la primera oración (Customer), mientras que en la tercera oración “he”







De esta fornía, los scripts pueden ser utilizados también como forma de
representación del significado (como los marcos o las estructuras de dependencia
conceptual), pero a nivel de texto, no de oración utilizándose un script para
representar el significado de un texto completo. Por ejemplo, en un sistema basado
en scripts, FRUMP, se utilizan scripts para la interpretación de noticias en formato
electrónico. FRtJMP dispone de unos 50 scripts diferentes, correspondientes a
terremotos, secuestros, visitas diplomáticas y huelgas entre otros, En FRUMP
interpretar una noticia es encontrar el script correspondiente e instanciar de forma
adecuada los valores de sus atributos [Lehnert87]
Al igual que en el nivel semántico, las formas de implementación concretas y los
algoritmos utilizados en los analizadores varían de unos sistemas a otros
[Cullingford8l,DyerSS, SchanlcSO]. Al igual que para los niveles anteriores, las
gramáticas de unificación permiten representar la información correspondiente a
estructuras como los scripts de forma declarativa, sin necesidad de detallar los
algoritmos de análisis [Shieber89,Gazdar89].
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4.3 Gramáticas de unificación
Durante la década de los ochenta han hecho aparición un conjunto de formalismos
gramaticales denominados en conjunto formalismos gramaticales de rflbifLcaCto)L
(unification gramma,-s) ~Allen8O,Shieber89, Shieber92] -
Dos de los primeros formalismos de unificación introducidos fueron las Gramáticas
de Unificación Funcionales de Ray (Functional Unfication Grammar, FUG),
desarrollada a partir de las Redes de Transición Aumentadas (ATN), y las
Gro inaticas Léxico Fundonales de l3resnan y Kaplan ~Lexica1-Fw¿ctionalGrumman
LEO), con una orientación esencialmente lingúistica [Shieber89, Smolka92].
En general, el conjunto de formalismos de este tipo desarrollados ~Allen89,
Shieber89, Shieber92, Cazdar8o, SmolkaS2, Rodríguez94] puede presentar un
aspecto bastante heterogéneo, pero de acuerdo con Smolka [Smolka92], opinamos
que dichos formalismos consisten básicamente en un conjunto de reglas de
estructura de frase inés un conjunto de restricciones lógicas, gracias a las cuales
consigue aumnentarse la capacidad expresiva de las reglas incontextuales que les
sirven de base, permnitiendo además la especificación del análisis resultante de las
expresiones de entrada.
El principal interés de las gramáticas de unificación para nuestro estudio reside en
que constituyen la base de entornos de muy alto nivel, extremadamante
declarativos, para el desarrollo de sistemnas de PLN, y que facilitan en gran medida
su iniplementación. En palabras de Shieber [Shieber92]:
‘¶By utilizing declarative const;’ucts that emphasize the modularizat ion
of information aud its ¡naJLz~pulatioTL in ihe face ofpartiality, many
techiucal problems in lauguage desc¡’ipt ion and computer manipulation
can be solved.»
De esta forma, la implementación de un sistema de PLN se puede llevar a cabo
mediante una especificación en gran medida declarativa, sin necesidad de detallar
aspectos de implementación relativos al algoritmo de análisis utilizado ~botton-up,
top-dow, chart parser, etc.) Además contribuyen a una mayor modularización de la
información que se utiliza para el análisis. Desde un punto de vista más general,
podemos establecer un paralelismo [Gazdar89] con la idea de utilizar una
representación explícita de las reglas en sistemas de lA, que ha demostrado su éxito
en tareas como diagnostico médico o prospección geológica [BarrSO, RichDl].
PATR y DCG son los dos formalismos más relevantes para nuestro enfoque. Sobre
ambos formalismos se encuentran disponibles herramientas que permiten la
implemnentación de sistemas [Shieber89]. PATR y PATR-tI pueden presentarse
como un estándar entre los formalismos gramaticales basados en rasgos [Gazdars9,
I-Iirsh88, RodríguezUd]. Por otra parte, las Gramáticas de Cláusulas Definidas
(Definite Clause Graminar, DCC), introducidas por Warren y Pereira [Pereira 80],
constituyen el formalismo de este tipo más adecuado para el desarrollo rápido de
sistemas simples y eficientes de PLN [Shieber 89].
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En PATR y PA’l’R-II se utilizan dos operaciones básicas: concatenación y
unificación. La concatenacién es la única operación permitida que combina cadenas.
La unificación es la única operación permitida que combina información. La
unificación puede utilizarse para la comprobación de restricciones contextuales y
para elaboración del análisis, lo que conlíeva que el formalismno sea completamente
declarativo [Shieber89]. En PATR se añaden restricciones en forma de ecuaciones a
las reglas gramaticales. Estas reglas gramaticales pueden representarse en forma
de estructuras de rasgos, o, de forma equivalente, mediante Grajos ActcUcos
Di-igidos (Db-ected Acyclic Gr-aplis, DAGs~, cuyos arcos llevan comno identificadores
los nombres de los rasgos [Shieber89, Gazdar89]. El resultado del análisis es el de
la unificación de las estructuras de rasgos, o de los DAGs, correspondientes a los
símbolos de la cadena a analizar y a las reglas gramaticales [ShieberS9]. El
siguiente seria un ejemplo sencillo de reglas gramaticales representadas en este
formalismo:
Rule a —> NP VP Word he,
<NP argO> = <VP argOs <cat> = NP
<argOs = <NP argO> <argO por> = 3
<senís = <VP cern>, <argO nuin> = s±ng
Word rune: <argo gen> = rnasc.
<caL> = VP Word she:
<argO per> = 3 <cat’ = NP
<argO nunís = sing <argO por> = 3
<cern> = run. <argO nunís = sing
<argO gen> = fein.
En ellas se define una regla de construcción de oraciones (S): un sintagma nominal
seguido de uno verbal. Ambos sintagmas deben concordar en persona, número y
género (atributo argO>. Se incluye también en la regla el atributo seat, orientado a
representar el significado de la oración, que está determinado por el del sintagma
verbal. Se define un léxico formado por tres palabras para las que se incluyen su
categoría sintáctica y valor para sus atributos de persona y número. Para los
nombres se incluye también su género, mientras que para el verbo se incluye su
semántica. El valor del atributo argO de S unifica con los de NP y VP, el del atributo
sem de 3 con el de VP. En la figura 4.2. se presentan los DAOs correspondientes a
dos palabras; así como el de su unificación mediante la regla de formación 8,
correspondiente al análisis de una oración conestas dos palabras.
Las Gramáticas de Cláusulas Definidas (DCG) fueron introducidas por Warren y
Pereira [Warren8O] como un potente formalismo para el cual Prolog proporciona un
mecanismo eficiente de análisis, implementación de restricciones semánticas y
traducción. En dicho trabajo, las DCGs se introducen como una alternativa al que
había sido hasta entonces el formalismo más empleado en procesamiento del
lenguaje natural, las ATN, argumentándose que las 000 son un formalismo tan
eficiente como las ATN y más declarativo y potente. Desde el punto de vista lógico,
procesar una oración mediante una DCG es equivalente a demostrar que una
secuencia de palabras constituye una sentencia bien formada con respecto a una
sintaxis y a unas restricciones contextuales concretas.
Ji
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Word he Word runs “He runs”
O
cat argO cat cat
argO argO run
run
NP gen O O genVP 8per num per num per ovni
3 sing masc 3 sing 3 sing ¡naso
Figura 4.2: DAGs correspondientes a símbolos terminales y al análisis de una
oracton.
Siguiendo las convenciones de Prolog, las constantes se consignan con cadenas que
empiezan con una letra minúscula y las variables, con una letra mayúscula.
Términos coincidentes en algunos de sus valores se consignan mediante variables
compartidas [Shieber89, Gazdar89]. Por ejemplo, la anterior gramática podría
representarse en DCQ:
s{ArgO,Sern) —-> sn<ArgO> * vp(ArgO,Sem~ -
sn<argO(Nurn,Per,Gen>) -—> word(sn,Nuw,Per,Gen,j -




Los términos en las 000 difieren de los DAGs, de las estructuras de rasgos y de
notaciones como PATR en dos aspectos importantes [Shieber89]:
- En el arden: en vez de identificar los valores por su asociación con un rasgo,
los términos se identifican por el orden lineal que tienen en la estructura de
términos.
• En la andad: el número de elementos en una estructura de términos es
significativo para la unificacion.
Ambos aspectos de DCG pueden conllevar una menor legibilidad respecto a PATR.
Otra desventaja de las estructuras de términos se deriva de no hacer mención
expresa de los rasgos que identifican una clase de valores, ya que ello dificulta la
mnterpretabilidad de las estructuras: el constructor de una gramática debe recordar
en todo momento qué posiciones argumentales corresponden a qué funciones.
Finalmente, puesto que la andad es significativa, si se quiere especificar el valor de
uno de los elementos de un término, hay que especificar también todos los demás
elementos por lo menos marcándolos comno variables. Esto conduce a unas
gramáticas llenas de variables diseminadas por todas las reglas [ShieberS9].
Por otra parte DCG aúna una serie de importantes ventajas cuando el objetivo final
es la implementación de un sistema de PLN. En primer lugar, ya que pueden ser
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introducidas prácticamente de manera directa en código Prolog y, puesto que
existen compiladores eficientes de este lenguaje, las gramáticas escritas en el
formato de DCG pueden ser compiladas directamente y convertirse en analizadores
eficientes. En segundo lugar, a causa de la estrecha relación existente entre DCG y
Prolog, las gramáticas DCG se pueden integrar fácilmente con programas escritos
en Prolog. Por lo tanto resulta sencillo integrar un sistema de lenguaje natural
escrito en DCG en otro programa sea una base de datos o un sistema experto,
pongamos por caso. Finalmente, los problemas de ingeniería asociados con el orden
lineal y con los requisitos de la andad de la unificación de los términos no son
terriblemente gravosos para gramáticas pequeñas o medias. Como conclusión, en
palabras de Shieber [Shieber89]:
puede que DCG sea el formalísnio adecuado para el desarrollo
rápido de sistemas simples y eficientes de lenguaje TLatnial.”
Por lo que respecta a la comparación de DCG con otros formalismos lógicos
“clásicos” en la comunidad de PLN, como las gramáticas de extraposicidn
(XI;-apositional G,’amnma,-s, XG> y las gramáticas de metamorfosis (Metamor-pliosis
Gramnrars, MG), la siguiente cita de Abrahmson, concluyente tras la revisión de
estos formnalismos, puede resumir la situación ~Abrahinson 89]:
“The three forinatisms (DCG, XG, MG) .1... are as we have said,
eqniudilent ¿u terms of coruputational power. Which one to choose br a
particular apphcation is largely a ¡nauer- ofpersonal taste”
4.4 Grandes bases de conocimiento
Durante la pasada década, se ha desarrollado una serie de proyectos que tienen
como objetivo la construcción de grandes bases de conocimiento, de propósito
general, que permitan su utilización por sistemas de lA. El objetivo fundamental de
estas bases de conocimiento es disminuir el esfuerzo de desarrollo de los sistemas
de lA mediante la reutilización de la información ya almacenada en la base de
conocimniento [Lenat9oa].
Desde un punto de vista teórico, algunos estudios han señalado la necesidad de
disponer de un “conocimiento enciclopédico del mundo” para comprender o procesar,
los diálogos o fragmentos de texto que se encuentran inmersos en un determinado
contexto (en el sentido más amplio de la palabra). En palabras de Gazdar
[Gazdars9]:
la. theoretica.l ¡nodel of language understanding ¿8 ¡Lot complete
without a mnodel of knowledge representatiozL aud retrieval, aud we
cannol construct a robust understanding coniputing without prov¿ding
it with a e/Lcyclopedic knowledge of the world?>
Desde este punto de vista, disponer de una base de conocimiento de propósito
general es necesario para cualquier sistema de PLN. Disponer de una base de
conocimiento previamente desarrollada conlíeva una importante disminución en el
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esfuerzo de desarrollo del sistema, e incluso puede determinar el que el desarrollo
del sistemna resulte factible o no.
Aun cuando para aplicaciones concretas, en dominios concretos, no resulte necesario
disponer de todo este conocimiento “enciclopédico” disponer previamente de él
puede conllevar, en todos los casos, una imnportante disminución en el esfuerzo de
desarrollo del sistema,
Vamos a considerar dos tipos de proyectos orientados al desarrollo de estas grandes
bases de conocimiento, El primero, representado por el proyecto Cyc, se propone
desarrollar una base de conocimiento de propósito general, con información de
carácter “enciclopédico” [Lenat8fl, Lenat90a, Lenat9ob, Guha94]. El segundo,
representado por proyectos como WordNet, es más restrictivo, y se orienta al
desarrollo de bases de conocimiento léxico, exclusivamente, Estas bases de
conocimiento incluyendo información relativa a todos los términos existentes en una
lengua, como puede ser por ejemplo el Inglés [MillerDS].Trataremos a continuación
ambos sistemas por ser los mnás representativos de ambas aproximaciones.
Prestaremos atención especial a WordNet, por constituir una de las bases del
smstema Ares, que presentamos en el capítulo siguiente.
4.4.1 Cyc: una base de conocimientos de propósito general
Cyc [Lenat86, LenatOCa, Lenat9Ob, GuhaD4] es un proyecto de la MCC
(Microelectronics & Computer Technology Corporation) que pretende construir en el
transcurso de una década una base de conocimientos a escala real, con un contenido
más o menos equivalente al conocimiento que pueda tener una persona dc
educación media, o el existente en una enciclopedia de sobremesa, Más en concreto,
se detallan tres tareas fundamentales en el proyecto [Lenat9fla]:
i) Desarrollar un lenguaje para la representación del conocimiento.
u) Desarrollar un conjunto de procedimientos para la manipulación del
conocimiento.
iii) Construir la base de conocimiento, utilizando en el lenguaje desarrollado en
y accesible mediante u).
Los aspectos i) y u) han sido cubiertos mediante la definición de un lenguaje, CycL,
que constituye una ampliación de la lógica de predicados de primer orden
[Lenat9fla]. En CycL se encuentra representada la base de conocimiento en sí
misma, CycKB. La dimensión de CycKB, en el proyecto [LenatOCa], se marca entre
10.000 y 100.000 veces mayor que la de un sistema experto típico actual (en la
mnísmna referencia se estima la de estos últimos entre 100-1000 reglas). En el estado
actual [Guha94], el conocimiento que se incluye en CycRB es, efectivamente,
general: información relativa a tópicos genéricos (tiempo, espacio, intenciones...),
tópicos espeotficos (gente, lugares,..) y scr¿pts de interreladón (entre gente, objetos
tangibles, lugares...>, entre otros tipos. Como ejemplo concreto, en CycKB se
almacena información fisiológica que se divide en tres tópicos interrelacionados:
anatomía, alimentos y tratamientos médicos. Acerca de anatomía contiene
información relativa a órganos como elcorazón o el hígado, y para cada uno de ellos,
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su número, tamaño y posición en los animales, así corno cuáles de ellos son críticos
para la supervivencia [GuhaS4].
Cyc se presenta como potencialmente útil para una gran cantidad de sistemas de
lA, pero sus desarrolladores señalan especialmente su relación con el PLN. Por una
parte Cyc puede proporcionar conocimiento útil para sistemas de PLN. Por otra
parte, Guha señala la importancia que se da en el proyecto, a más largo plazo, de
incluir un módulo de PLN en Cyc que permita la actualización del conocimiento
contenido mediante la inclusión automática de información existente en texto (se
hace notar el problema existente en torno a la información introducida en Cyc en
1990 y su desfasamiento cuatro años más tarde) [Guha94].
Disponer de bases de conocimiento como Cyc puede resultar determinante en el
desarrollo de sistemas de PLN. El principal problema que el proyecto presenta en la
actualidad es precisamente su completitud: el plazo de diez años estimado en
principio [Lenat86] parece no ser suficiente. En efecto, de los tres aspectos centrales
en el proyecto que señalamos al principio, los dos primeros parecen haberse
completado satisfactoriamente con la definición de CycL, pero el desarrollo de
CycKl3, con las dimensiones marcadas en su inicio, parece no encontrarse aún
próximo a su fin (GuhaO4].
4,4.2 WordNet: una base de conocimiento léxico
Con un objetivo más limitado que el de la aproximación representada por Cyc, se
han desarrollado durante los últimos años una serie de proyectos centrados en la
construcción de sistemas con información relativa al léxico completo de uno o varios
idiomas. Corno ejemplos de este tipo de proyectos podemos citar WordNet
[MillerS3], el léxico incorporado en el sistema ALVEY [Grover98] y el desarrollado
en el proyecto ACQUILEX [Verdejo94], las dos primeras del Inglés y la última
mnultilingúe.
WordNet es un sistema con información léxica extraída de forma sexni-automática
de diccionarios. Este sistema ha sido desarrollado en el Cognitive Science
Laboratory de la Universidad de Frinceton. Originalmente, en 1985, el desarrollo
del sistema partió de un proyecto cuyo objetivo era producir un diccionario
orientado a permitir búsquedas conceptuales en lugar de alfabéticas. Inicialmente,
el sistema fue presentado por sus desarrolladores como un sistema inspirado en
teorías psicolingtiísticas relativas a la organización de la memoria léxica humana.
En la actualidad, WordNet es un sistema totalmente desarrollado que incluye una
base de datos de 12 MegaBytes en la versión 1.4, habiendo pervivido sólo las
hipótesis teóricas más robustas [Miller9S]. Una muestra de la información existente
en WordNet se incluye en la figura 4.8.
En WordNet, el objeto básico es un conjunto de sinónimos estrictos denominado
syFLset. Por definición, cada synset en que aparece una palabra representa
un significado diferente de la palabra. Los synsets { board, plank } y
board, committee } pueden servir como designadores no ambiguos de los dos








dar, railway dar, raliroad dar
=> wheeled vehicle
Sanse 4




a) symisets de “cat”
Sense 4
dar, auto, automobile, machina,
motorcar, motor dar












b) hipérnirnos del synset #4
Sonsa 4

























first gear, first, low
gear, low
- .1. -
¡-LAS PAR’?: third gear, third
¡-¡AS PAR’?: winclow




dar, auto, automobile, machina,
¡notorcar, motor dar
=s ambulance
=> beach wagon, atation wagon,
wagon. esteta dar
=> cab, hack, taxi, taxicab
=> bus, jalopy, heap
=> sports dar, sport dar
=> hot rod
=> compact, compact dar
=> convertible
=> coupa
=~ cruiser, petral dar, pollee






=> racor, raca dar, reding dar




=> touring dar, phaeton, taurer
e) nietónimnos del synaetW4 d) Imipónimos del synset #4
Figura 4.3: Muestras de información asociada en WorclNet a un término
con un concepto. Una palabra puede referenciar diferentes conceptos, o synsets. A
su vez, un mismo concepto puede ser referenciado por varias palabras.
En WordNet también se almacena información relativa a las diferentes relaciones
definidas entre palabras y synsets (o conceptos>. Trataremos a continuación las más
importantes: hiponiinia, meronimia y antonimia, a parte de la misma sinomia, de la
que se hace uso implícito en la definición de los synsets.
La hiponimia (hypony¡ny) es la relación existente entre conceptos o synsets
equivalente a la relación ls-a, o es-un. Un concepto representado por el synset
x, x’, .. } es un hipónimo del concepto representado por el synset { y, y’, .. } si un
hablante del Inglés acepta oraciones construidas de la forma “an x is (a kind oO y”.
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Por ejemplo, { maple } es un hipónimo de { tree } y { tree } es un hipónimo de
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plant }. La relación de mer-onimia (¡neronymy~ da cuenta de la inversa de tiene-un
o has-a. Un concepto representado por el synset { x, x’, ... } es un merónimo del
concepto representado por el synset { y, y’, } si un hablante del Inglés acepta
oraciones construidas de la forma “a y has an x ,o “an xis a part of y”. Por ejemplo,
para el synset de “ca? { car, auto, automobile, motorcar }, se encuentran como
partes constituyentes synsets correspondientes a motor, ventana, puerta,
acelerador, etc. (fig.48). A diferencia de la hiponimia y la meronimía, la relación de
antonimia (antouymny) en WordNet se encuentra nivel de palabras, no de conceptos.
Por ejemplo, los significados { riso, ascend } y 4 falí, descend 1 son conceptualmuente
diferentes, pero no son antónimos, sin embargo sí son antónimos los términos
individualmente [rise/ falí] y [ascend 1 descend].
La información de meronimia e hiponirnia existente en WordNet es equivalente a la
de las jerarquías definidas en redes semánticas [Frost89, CortésOS] mediante la
relación es-un y tiene-un, con la importante característica de sus dimensiones:
WordNet contiene actualmnente 95.600 términos (51.500 correspondientes a
palabras simples y 44.100 formados por más de una), organizados en 70.100
synsets.
En WordNet, se hace uso de la división del léxico en cuatro categorías: nombres,
verbos, adjetivos y adverbios, de una forma análoga a los diccionarios comunes. De
esta forma, los conceptos se encuentran agrupados en cuatro conjuntos disjuntos
correspondientes a estas categorías. La mayor parte de la informnación almacenada
corresponde a los nombres y los verbos. Para cada categoría se definen diferentes
relaciones semánticas, además de las anteriormente citadas. Por otra parte, la
meronimia sólo se incluye para los nombres, y para los adjetivos y adverbios no se
define la hiponímia.
Desde el punto de vista del desarrollo de aplicaciones de PLN, las bases de
conocimiento léxico permiten la reutilización de conocimiento sintáctico y semántico
a nivel de léxico. Disponer de esta información para la construcción del léxico de un
sistema de FLN puede conllevar una importante disminución en el esfuerzo de
desarrollo, más aún teniendo presente la importancia creciente que ha adquirido el
léxico en los sistemnas de PLN durante la última década [Gazdar89].
4,5 Sistemas basados en el Procesamiento del Lenguaje
Natural
Las aplicaciones en torno a las que se han desarrollado sistemas de PLN son
múltiples: la traducción automática, los interfaces en lenguaje natural a bases de
datos y a sistemas expertos, la corrección inteligente de textos y la generación
automática de resúmenes son algunas de ellas [Verdejo94]. Un factor común de
todas las aplicaciones es su potencial alta rentabilidad y su deseabilidad, Otra
característica común es la dificultad de la implementación de los sistemas de este
tipo. En general, existe un común acuerdo en reconocer la magnitud de los
problemas que en múltiples vertientes presenta el desarrollo de sistemas de PLN
[Gazdar89, Hobbs92, l3oguraev95]. En este sentido, se considera excesiva la
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tendencia existente en el camupo al desarrollo de sistemas con una necesaria
condición de prototipo, orientados a la investigación, e insuficiente la existencia de
sistemas de dimensiones reales, resultando cuestionable su factibilidad en algunos
casos [Hobbsfl2, Boguraev9ñ].
Como ejemplo paradigmático de la evolución de la factibilidad de los sistemas de
PLN, podemos considerar el caso de la traducción automática fBallardS7,
Gazdar8fl]. La posibilidad de construir sistemas capaces de realizar la traducción
automática de textos fue ya planteada durante los años cuarenta, apareciendo los
primeros sistemas implementados con este propósito durante la década siguiente.
El procesamiento que realizaban estos sistemas era extremadamente reducido,
limitándose en la práctica a la sustitución de palabras mediante el uso de
diccionarios bilingúes. Este tipo de procesamiento no permitía la obtención de
traducciones con unas mínimas características deseables. Después de década y
inedia de investigación (importantemente financiada) en torno a estos sistemas, los
avances conseguidos fueron mínimos y en el año 64 se formó un comité ~ALPAC)
para la evaluación del camnpo, en la que se concluía literalmente [Ballard87]:
“there has been no mao/une tl-a4Lslation o/general sc¿enttf¿c text and
¡tone is PL immedLate prospect”
El consiguiente cese de financiación motivó la práctica ausencia de investigación en
torno a la cuestión durante más de una década. En contraste, la disponibilidad
actual de sistemas comerciales, de uso frecuente en la traducción automática de
manuales y diferentes tipos de documentación [AlonsoD4], indica un importante
grado de factibilidad de una tarea de procesamiento que después de una inicial
subestimación en su dificultad, parecía presentarse como irrealizable a medio plazo
[BallardSY, Gazdars9]. Sin embargo, conviene señalar las limitaciones de los
sistemas actuales: los valores típicos de la fiabilidad se encuentran entre el 60% y el
80% (lo que hace necesaria una revisión manual con la modificación del 20% al 40%
del texto incorrecto) y ello resulta posible sólo para dominios determinados
(manuales técnicos con control de la terminología empleada) [AlonsoO4].
En los siguientes párrafos se tratan sistemas de PLN que realizan labores que se
encuentran especialmente relacionadas con las de los sistemas de recuperación de
información, que se enfrentan al procesamiento de textos y que permiten a los
usuarios formular solicitudes en lenguaje natural (LN). Se presta especial atención
a la relación existente entre la definición del dominio y la factibilidad de los
sistemas -
De esta forma tratamos los sistemas de extracción. de información y los LJLtGrfQceS en
lenguaje natural, que se centran en el procesamiento de textos en LN y en el de
diálogos en LN con el usuario, respectivamente. El desarrollo de los sistemas de
extracción de información es cronológicamente más reciente [Lehnert9l]. Tratamos
también los denominados sistemas de comprensión. de texto que constituyen un paso
previo a los sistemas de extracción de información concebidos como tales
[Lehnert87, Lehnert9i]. Finalmente tratamos en este punto los principales aspectos
de los sistemas de recuperación de información desde el punto de vista del PLN.
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4.5.1 Interfaces en lenguaje natural
Los interfaces en LN fueron una de las áreas de aplicación del PLN en torno a la
que se desarrollaron los primeras prototipos de sistemas. Un ejemplo de estos
primeros sistemas es I3ASEBALL. El sistema admitía consultas en LN referentes a
información acerca de fechas y lugares de partidos celebrados en la liga de Basebalí
amermcana almacenados en una base de datos de dimensiones reducidas. Un
ejemplo de entrada del sistema era [BallardS7]:
> What testas won iO gamas it July?
Posteriormente ha aparecido una serie de sistemas orientados a permitir la
interacción en LN con diversos tipos de sistemas informáticos, tales como sistemas
operativos, sistemas expertos, sistemas de ayuda, sistemas de enseñanza asistida
por co¡nputadora, etc, [BallardS7, Bates87, Wenger8l, WilenskySO, ]Binot9l, Li92,
Iglesiaso3, Verdejo94, I{itchie95].
En la construcción de interfaces en LN se afrontan diferentes problemas
lingúísticos que surgen al procesar las solicitudes de los usuarios. Citamos a
continuación tres ejemplos, considerando interfaces en LN a bases de datos
[Ritchie95].
Como primer problemna consideramos el de la asociación. de modificadores. Este
problemna se puede hacer patente en el procesamiento de consultas como la
siguiente:
> LíeL ah ernployees in the cornpany with a driving licence.
en la que se pueden considerar dos posibles asociaciones entre las que el sistema
debe determinar la interpretación adecuada:
LIS’? ALL ((EMPLoYEES[IN TRE cOt4PANVII (WITH A DRIVfl~G LICENCEII.
LIS’? ALt (~4PLoYEEs[íN ‘?HE(COMPM~Y(WITH A URIVINO LIcENCE]ll1,
Otro problema es el de la determinación del dmb¿to de los cuantificadores. Este
problema se plantea al realizar la traducción de determinantes como “a”, “each”,
“alí” y “somne” a cuantificadores lógicos. Por ejemplo, la consulta
> Has every student taken sorne ceurse?
tiene dos posibles interpretaciones diferentes, correspondientes a comprobar:
(VStudent) (BCou¡-se) taken(Szuden¡, Ceurse)
(BCou,-se) (Vsrudení} raken(Student, Course)
Como último problema consideremos el de la anáfora, o la amhigiiedad introducida
por la utilización de pronombres (cg. “she”, “they”), determinantes posesivos (cg.
“his” “their”>, y frases nominales para referenciar entidades previamente
mencionadas. Este problema se hace patente en el siguiente diálogo:
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> ~o leada the TPT project?
E. Feron
> Who repcrts Lo hita?
c. Leonard, c. Willews, E. Bidonnet, e. Cayphas, J.P. Van Loo








> Wbich of these are leadere?
J.P. Van Loo
Las ventajas de contar con una interfaz en LN radican en su flexibilidad y
expresividad (j.c. el LN permite la expresión de cualquier tipo de información), así
como en la accesibilidad que le ofrecen al usuario no experto u ocasional, de un
smstemna informático concreto, liberándole de aprender un lenguaje formal o unos
procedimientos de consulta específicos. Los inconvenientes vienen ligados a las
posibles restricciones de la interfaz en cuanto a vocabulario, formas de expresión,
tolerancia de errores, o tipo de preguntas admitidas. Estas restricciones pueden
imponer una forma de interacción que choque con las expectativas de “naturalidad”
del usuario [Bates87, Verdejo94, lIitcbieOS]. En este sentido el trabajo desarrollado
en el campo se ha orientado a dotar a los sistemas de mayores capacidades de
procesamniento con vistas a dar cuenta de los diferentes fenómenos que, como los
anteriormente señalados, se presentan en los diálogos.
La adecuación del lenguaje natural como medio de interacción es una cuestión
determinante al plantearse el desarrollo de un interfaz en LN. Si el sistema tiene
una orientación que va más allá de la de mero sistema académico o experimental,
pueden existir otros tipos de lenguajes más apropiados y que además supongan la
mmplementación de un interfaz que conlleve un menor esfuerzo de desanollo. Se
pueden señalar una serie de circunstancias en las que un interfaz en LN no es el
más adecuado [BatesS7J. Por ejemplo, el LN no resulta adecuado como alternativa a
controles manuales en sistemas como los simuladores de vuelo. Tampoco representa
una alternativa adecuada a la interacción basada en iconos, menús desplegables y
dispositivos señalizadores, como el ratón, en sistemas de diseño gráfico y
tratamiento de imágenes. El desarrollo de lenguajes como SQL orientados a su
utilización por usuarios inexpertos en el caso de las bases de datos y, en general, la
evolución experimentada en los últimos años en el campo de la interacción hombre-
máquina (llaman Computei- flaeraction, i-ici~ ~Maddix90], ha conllevado que para
un cierto número de sistemas para los que un interfaz en lenguaje natural se
presentaba como el más adecuado, lo haya dejado de ser.
El lenguaje natural resulta adecuado cuando el usuario no conoce las capacidades o
limitaciones del sistema, cuando la tarea a realizar no se encuentra bien
especificada, o cuando el esfuerzo de aprendizaje de un lenguaje formal o icónico no
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se encuentra justificado [Bates87, Maddix90]. Un criterio general para fijar la
adecuación del lenguaje natural se puede basar en la relación entre el númelo de
funcionalidades del sistema utilizadas por el usuario y su tiempo de utilización
[BatesS7]. Los interfaces niultimodales [Pérez94] proponen la inclusión de
diferentes modos de interacción entre el usuario y el sistema: lenguaje basado en
gráficos, en menús, LN, etc. Este tipo de sistemas permiten que la interacción entre
el usuario y el sistema se realice mediante el lenguaje más adecuado. El desarrollo
de un modelo de diálogo que facilite la integración de los diferentes modos de
interacción es uno de los principales problemas que plantean este tipo de sistemas.
Por lo que respecta a la factibilidad de los sistemas, se han desarrollado prototipos
orientados al tratamiento de problemas lingúísticos adicionales a los citados
anteriormente, tales como la elipsis, la inferencia de objetivos (goals~, restricciones
de tipo social y expresiones extragramnaticales que incluyen el tratamiento del
contexto lingoistico, de las prestaciones del sistema informático con el que
interactúa, la clase de usuarios a los que se dirige, el tipo de tarea que se lleva a
cabo en la aplicación, etc. [BallardS’7, BatesS7, Carbonnell87, Noor92, Verdejo94,
Allen94, Ritchie95]. Incluir todo este tipo de características puede dotar de una
mnayor “naturalidad” al interfaz, pero como contrapartida, conlíeva un importante
mncremento en el esfuerzo de desarrollo, y su factibilidad, en algunas ocasiones,
puede resultar cuestionable [NoorO2]. En la actualidad, un nú¡nero importante de
los sistemas se encuentran orientados a la ejemuplificación de modelos teóricos
centrados en la resolución de problemnas como los mencionados anteriormente y su
condición de prototipo los hace poco útiles en la práctica [Bates87, Noor92,
Ritchie9ñ]. Por otra parte, también han surgido un cierto número de sistemas
comerciales. Ejemplos de interfaces en LN a bases de datos de este tipo son
INTELLECT, Q&A, RAMISIL, NaturalLink o NLQ [Noor92]. Sin embargo, las
capacidades de comprensión que presentan estos últimnos sistemas y la rigidez
impuesta a los usuarios en sus expresiones, hacen que no sean una alternativa
competitiva a la interacción con los sistemas mediante otros tipos de lenguaje corno
los señalados anteriormente (e.g. icónico, formal) [Maddix90, Noor92, Ritchie95].
4.5.2 Sistemas de comprensión de texto
Una serie de sistemnas desarrollados durante la década pasada tenían como objetivo
la compiensión de texto o la comprensión de historias (story understanding)
[Lehnert87]. Ejemplos concretos de tales sistemas son SAM [Cullingfordsl], PAM
[Wilenskys 1], BORIS [DyerSS], PRUMP [LehnertS7] y DMAP [Martin89l. Si bien la
condición de prototipo se encuentra presente en casi todos estos sistemas, su
aportación resulta de interés especial en nuestro estudio por constituir la base de
los sistemas de extracción de información y contribuir a la definición y aplicación de
conceptos como el de sci-ipt en el procesamiento de textos en 124 (a parte por
supuesto, de su contribución más general a la cuestión de la representación del
conocimiento en Inteligencia Artificial [FrostS9, Rich9l, Cortés9a]),
Estos sistemas se presentan en la bibliografía como capaces de realizar la
comprensión del texto de entrada. Una serie de comparaciones o tests se realizan
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Texto de entrada:
“Friday evening a car swered
offlioute 69. The vehicle
struck a treo. The pasaenger
a New Jersey man. was killecl,
David Hall, 27, xvas
prononneed dead at tlie scemme
by Dr. Dana Blauchard,
medical examniner. Frank
Miller, 32, of 593 Foxon lid,,
the driver, ~vas taken to
Milford Hospital by Flanagan
Ambulance. 1-le was treated





AN AUTOXIOBILE ¡tíT A TREE
NEAR HIOHWAY 09 FOllE UAYS
AcO. DAVmD HALL, AGE 27,
RESIOENcE IN NEW JERSEY.
THE PASSENO BR, rmEo. FRANK
MmLLER, AOE 32. RESmDENcEAT




DEPARTMEN’I’ DII) NOT FILE
CHAROES.
Resumen en Español:
UN AUTO CHOCO CONTRA UN
ARBOL CERCA DE LA
CARRETERA 60 EL VIERNES AL
ANOCHECER. DAVID HALL, DE
27 AÑOS, QUE VIVÍA ENNEW
JERSEY, EL PASAJERO. SE
MURíO. FRANK MILLER, DE 32
AÑOS. QUE VIVIA EN 603 CALLE
FOXON EN NEW 1-IEAVEN,
CONNECTICUT, EL CIIOFEE,






Al: YES, DAVID HALL
fILO.
Q2: Was anyono htmrt?
A2: YES, FRANK MILLER
\VAS SLIGHTLY INJURED.




Q4: Oid Miller go to the
hospital?
A4: YES, HE WAS IN THE
MILFORD HOSPITAL




TOOK HIM TO TI-TE
MILFORII HOSPITAL.
Figura 4.4: Ejemplo de entrada/salida del sistema 8AM
para la comprobación de que la comprensión se ha realizado. En concreto se utilizan
tres tipos de pruebas básicas [Lehnert87]:
• Respuesta a preguntas formuladas en torno al contenido del texto,
• Parafraseado del texto.
Resumen del contenido del texto.
El sistemna SAM (Script Applier Mechanism) [CullingfordSl] es uno de los primeros
sistemas basado en scripts. 5AM utiliza scripts como información principal para la
comprensión de textos relativos a accidentes de tráfico. El procesamiento de este
tipo de textos resulta posible gracias a su estereotipificación, o estructura fija que
presentan, y que es representada en los scripts. El sistema es capaz de generar un
resumen del texto emi Inglés, así como en un idioína diferente (Español en concreto)
y responder a una serie de preguntas formuladas en LN. En la figura 4.4 aparece
un ejemplo de la entrada/salida del sistema.
El sistema BORIS [DyerSS] presemita funcionalidades análogas pero incorpora un
mnayor número de estructuras de conocimiento orientadas a la representación de
información contextual además de los scripts, tales como pianes ~p¿ans),objetiuos
(goals) relaciones entre personas, papeles sociales, reacciones emocionales, etc Este
gran número de tipos diferentes de información permiten al sistema comprender
textos en los que las relaciones existentes entre los conceptos que aparecen son más
complicadas. Por ejemplo, en el fragmento [OyerES]:
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“When Paul wallced into the bedroom and found Sarah with another
man he nearly had a heart attack..Y
BORIS es capaz de entender que “ataque al corazón” hace referencia a ‘tgran
sorpresa” dentro del papel de “marido engañado” (Sarah aparece anteriormente en
el texto como la mujer de Paul) en el script de “adulterio” (“groaso modo”, pues
BORIS dispone de información más jerarquizada).
El sistema DMAP (Martimi89] representa una evolución posterior de este tipo de
ideas incluyéndose además mecanismos que facilitan la gestión de la información
(organización cia la memoria utilizando su teríninología) como los MOPS (Memory
Organizatian Pachages), enmarcados en el Razonamiento Basado en Casos (Case
)3ased Reasoning, CBR) [Riesbeck89]. El enfoque adoptado en el desarrollo de estos
smsteínas se encuentra orientado a la ejemplificación de la utilización de diferentes
estructuras de memoria en el proceso de comprensión de los textos. De acuerdo COfl
esto, el dominio, o el corpus de textos que procesan, es muy reducido, y muchas
veces estos textos son seleccionados por los autores de los sistemas con el único
pi-opósito de ejemplificar su funcionamiento. Para la orientación de nuestro trabajo,
el principal problema que presentan estos sistemas es precisamente su factibilidad,
o la posibilidad de desarrollar sistemas capaces de procesar corpus de textos, o
dominios, de dimensiones reales
Un sistemna de comprensión de texto que se puede señalar como precursor de los
smstemas de extracción de informnación [I-lobbs92]es el sistema FRUMP [Lehnert87].
FRUMP se basa en la utilización de scripts, estructuras menos sofisticadas que las
utilizadas en DIVIAP o BORIS. Sin embargo, resulta interesante la definición del
dominio “a escala real” de textos a procesar que se plantea desde la misma
concepción del sistema. FRUMP se basa en la utilización de scripts para la
interpretación de noticias en formato electrónico. Dispone de unos 50 scripts
diferentes, correspondientes a terremotos> secuestros, visitas diplomnáticas y
huelgas entre otros. En PRUMP interpretar una noticia es encontrar el script
correspondiente e instanciar adecuadamnente los valores de sus atributos, o lo que es
lo muisnio, obtener los valores correspondientes de los conceptos principales del texto
concreto. El sistema representa la aproximación a la interpretación de texto
denominada text ski¡nmtng [Carbonell87]. En esta aproximación, en el
procesamiento del texto se ignora un número considerable de las oraciones que
aparecen en él, prestándose atención sólo a aquellas en las que se hace referencia a
conceptos identificados como relevantes. Desde este punto de vista, guarda un
importante paralelismo con los sistemas de extracción de información que tratamos
a continuación.
4.5.8 Sistemas de extracción de información
El propósito de los sistemas de extracción de información es transformar la
información almacenada en forma textual (e.g. libros, revistas e informes técnicos) a
otra forma mucho más estructurada (por ejemplo, registros de bases de datos)
[Jacobs9o, Lehnert9l, Hobbs92, SandovalOS, Verdejo94]. Los sistemas de extracción
de información pueden considerarse como una evolución de los sistemas de
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Texto de entrada: Registro completo:
‘I’S’PI-MUCB-0O
BOGOTA, 3 ANt 90 <INmiAVÍSION TELEVISION CADENA u
- IREPORTI [JOmIGEALONSO SIERRA VALENCIA) (TEXT)
LIBERAL SENATOR FEDEmUCO ESTRADA VELEZ \VAS
mCDNAPPED ON 3 APRIm. ATTHE CORNEE OF COTII AND
IS’I’H STItEETS IN ~VESTERN MEDELLíN. ONLY ¡00
NIETEES FROM A METmtoPoLITAN POLICE CAL
lIMMmmmA’rEArm’ENTLON CENTER). TI-IR ANTIOQUíA
DI<PARTMENT LIBERAL PARTY LEALIER lIAD LEEN’ B~S
HOUSE Wrm’HoUT ANT BoI)YCUARDS ONLY MINUTES
BARLIER. AS HE WA~T~LD FOR THE TRAFFIC LTGHT ‘FO
CI-TANGE. Tí-ImIBE HEAVILY ARMED MEN FORCED HIM
‘¡‘O GET orn OF Ff15 CAE AND OET 11-4TO A BLUE
m¡ENAUL’r. HOURS LATEE, TFIROUGH ANONfl-IOUS
1’ELEm>I-IoNE CALUS ‘FO TELE ME’m’RoPoLITAN POLICE
AN]) ‘Fo ‘PI-IB NmEDFA, TI-lE EXTItADITABLES CLAIMED
mtESm’ONSIBILITYOR TElE KIDNAPm’INO. IN TI-IB CALLS,
‘[‘¡lEY ANNOUNCED TI-mAT TFIEY WILL RELEASE THE
SENATOR WITH A NEW MESSAOE FOR TER NATIONAL
OOVERNMENT. LAS’? WEEI<. FEDERICO ESTRADA
VELEZ lIAD REJECTEO TALKS BE’I’WEEN ‘FIlE
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TIIREE I-IEAVILY ARMED ?IEN”
“‘FIlE EXTRADITAIILES”!
“EXTRADITABLES”
IlEPORTED AS FAc’mX”THItEE IIEAVILY






LEADER” / SENATOR’ A ‘PARTY
lEADER’)
OovEI¡NMENT ofF[ciLtmJPoLITIcAI.
FIODRE: “FEDEBIcO ESTRADA VELEZ”
COLOMBIA: MEDELLíN <CIfl)
Figura 4.5: Ejemplo de entrada/salida do un sistema en MIJOS
comprensión de texto [Hobbs92]. A diferencia de los sistemas de comprensión de
texto, en la concepción de los sistemas de extracción de información se parte de la
definición precisa de la funcionalidad del sisteína y de la definición del dominio de
los textos a procesar.
En 1991 se celebró la tercera conferencia en comprensión de mensajes, MUC-S
(Message Understanding Conference), dentro del programa Tipater de AItPA
[Lelinertfll, Harman92, BoguraevOb]. Las dos primeras se realizaron en cl 87 y el
89, respectivamente. El objetivo de la conferencia era la evaluación del estado del
arte de los sistemas y técnicas de extracción de información. En MUO-3
participaron 15 sistemas, tres desarrollados en universidades y doce en
instituciones privadas. El propósito de la conferencia era doble: poder comparar el
resultado de los sistemas frente a una misma tarea, y establecer criterios y métodos
de evaluación que permitan la comparación de posibles sistema futuro. La tarea que
debían realizar los sistemas era procesar una serie de noticias relativas a acciones
terroristas, asignando los valores adecuados a un registro o plantilla previamente
definida. En figura 4.5 aparece un ejemplo de texto a procesar y el resultado
obtenido [Lehnert9l].
Una cuestión importante en el planteamiento de MUC-S fue la definición precisa de
la funcionalidad que debían imnplementar los sistemas y la del dominio de los textos
a procesar. El partir de la definición de ambas cuestiones representa una evolución
importante respecto a la metodología de desarrollo seguida en los sistemas de
comprensión de textos. En este último tipo de sistemas la definición de la
funcionalidad y del dominio juegan un papel secundario en el desarrollo de los
sistemas frente al tipo de técnica de análisis (e.g. scripts) utilizada, que juega un
papel prioritario.
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En el corpus desarrollado se utilizaron 1300 textos procedentes de noticias de
periódicos y revistas. En el desarrollo del corpus para la evaluación se incluyó
además el análisis de los textos realizado manualmente, para la comparación con
los obtenidos por los sistemas. Como datos concretos, en el corpus se incluyeron
como incidentes más numerosos 404 correspondientes a asesinatos, 270
correspondientes a colocación de bombas y 92 a secuestros. El corpus completo
contiene aproxhnadamente 400.000 palabras compuestas de 18.240 items léxicos
unicos, 15.600 oraciones con una longitud media de 27 palabras. Cada texto del
corpus contiene una media de 12 oraciones [Lehnert9l].
Conviene subrayar la imnportancia otorgada en proyecto al desarrollo del corpus, el
esfuerzo destinado y la organización de repartos de tareas que lo hizo posible
[Lehnert9l]:
“fFo oit’ knowledge, tite dist¡’ibution of labor be/mind tite MUC-S
deuelop¡nent coípus is unprecedented ¿u AY(al leasí oníside Japan,~ aud
¿cas a critical componení ¿u making Uds corpuspossible»
Los sistemas desarrollados utilizaban técnicas de análisis de diferentes tipos,
basadas en ají¿ste de patrones (pattern. matcHng>, análisis sintáctico y semántico, y
técnicas estadísticas. En tína comivocatoria posterior, MUC-4, los resultados de los
sistemas mejoraron y una serie de conclusiones se hicieron patentes, nos interesa
subrayar [Verdejo94]:
• Todos los sistemas tuvieron que plantearse fases de pre o post proceso, donde
los problemas no son de carácter lingiiístico. Esta cuestión no se considera en
los prototipos de investigación, pero es fundamental en aplicaciones reales y
pone de muanifiesto la necesidad de enfrentar con técnicas de Ingeniería del
Software el desarrollo de sistemas de procesamiento de lenguaje natural
• El obstáculo mnás importante es el coste de transportar el sistema de una
aplicación a otra (camnbio de dominio y/o tarea)> derivado del problema de la
adquisición del conocimniento léxico y del dominio.
Otras cuestiones cuya investigación se señala como fundamental para el desarrollo
de sistemas en este tipo de proyectos son [Evans9 3]:
• La utilización selectiva del PLN.
La combinación de PLN con heurísticas y otras técnicas.
• Medios prácticos para esquivar problemas del PLN.
• Técnicas para utilizar información sintáctica con vistas a conseguir
funcionalidad semántica.
Todo este esfuerzo investigador ha producido sistemas prácticos importantes, y en
la actualidad sistemas de extracción de información con propósitos comerciales
(sobre diferentes dominios) se utilizan en compañías como Boeing, BBN, GTE y GE
fundamentalmente para la inclusión de información en bases de datos a partir de
mensajes telegráficos e informes técnicos [Hobbs92, Frie&man95]. En estos sistemas
se continúan encontrando presentes la especificidad del dominio y el esfuerzo de
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desarrollo. Como ejemplo de los problemas relativos a cuestiones de
preprocesamiento específicos del dominio que, como señalamos anteriormente, no se
consideran en prototipos de investigación, podernos considerar el de identificación
de los nombres propios de compañías comerciales (e.g. su nombre completo, su
acrónimo, abreviatura...) en textos relativos a informes económicos [Jacobs9O],
Finalmente conviene señalar, por lo que respecta a aspectos relacionados con la
definición del dominio y el desarrollo de mnétodos de evaluación, cómo la evolución
experimentada en los sistemas de extracción de información no se ha alcanzado en
el desarrollo interfaces en LN hoy por hoy. Proyectos como los centrados en el
procesamiento de textos (e.g. MUC, o TREC dentro del programa Tipster de ~PA)
[Lehnertfll, Harman92, HoguraevOS] no tienen aún un equivalente en el campo de
los interfaces en LN [Ritchie95].
4,5.4 Sistemas de rerniperación de información
Sistemas de recuperación de información que tienen como entradas tanto consultas
como textos en LN iniplementan una funcionalidad que incluye aspectos de los
interfaces en LN y de los sistemas de extracción de información. En estos sistemnas
las expresiones en LN son traducidas a un lenguaje interno estructurado.
En los sistemas de Rl actuales se tiende a explotar los avances experimentados en
MCI [Maddix9fl, TMCO1, Downton9l, SonnewaldfJ2], asignando a cada elemento de
la interacción el lenguaje adecuado (aproximación seguida en la definición del
sistema Argos). De esta formna, se utilizan lenguajes de manipulación directa
[Maddix90], para una gran parte de la interacción (e.g. mediante elementos como
menús, ventanas, botones y dispositivos señalizadores como el ratón). Por otra
parte, el LN es utilizado en ellos para la especificación de forína declarativa de las
necesidades del usuario, resultando el más adecuado para esta función frente a
otros (cg. formales o icónicos) [Cleverdon9l, Sonnewald92]. Desde elpunto de vista
del tipo de expresiones utilizadas por los usuarios, la relevancia de- determinados
fenómenos lingúísticos puede ser diferente que en la interacción en LN con otros
tipos de sistemas (cg. el problema de determinación del ámbito de los
cuantificadores en los interfaces en LN a bases de datos>.
En los puntos siguientes analizaremos con mayor detalle los mecanismos utilizados
para el análisis de los textos en los sistemas que integran técnicas de PLN en la Rl.
Esta aproximación se beneficia del hecho de que, comno en los sistemas de extracción
de información, la existencia previa de corpus de textos puede facilitar la definición
del dominio y el desarrollo de los sistemas. Por otra parte, elementos utilizados para
el análisis de los textos pueden ser utilizados para el procesamiento de las consultas
si el lenguaje utilizado en ellas por los usuarios presenta semejanzas con el de los
documentos, como ocurre en las consultas formuladas en sistemas de Rl
[GuindonES].
‘71
4.6 Sistemas de recuperación de información basados en
la sintaxis
Métodos de Recuperación de Tnformación basados en el uso de información
sintáctica fueron ya ideados y evaluados en el proyecto SMART a principios de los
años 70 [SaltonSS, Saltonflia]. Los resultados obtenidos no fueron positivos. Se
señalaba como principal inconveniente la falta de perfección de los métodos y
l-merraínientas de análisis lingúístico [SaltonSS]:
“Tite conclusion. is that ¿he ,‘ole of linguist¿c ínethodologies in general
anA of syntactic analysis ¿?L particular is sitíl nitresolued fo;’ i¡Lfonnatio;L
ret;-ieual. Be/cíe r-eachuí.g a final co?LctItsio?L ¿u ihís aiea, it is wise to
wait for ¿he appeara)Lce of ¡ujore sophisticated language analysis
,nethods that are al ¿he sa-me tune sufficwILtly elficiení ¿o perrnU
íncorpoi-ation tato operationa-? ichieval ¡¡‘a meworhs. Such ¡nethods
shoídd ¿fien be tho;’oughly evaluated ¿o determine ¿¡Leí,’ actual value ¿u
znforn¿auon reí nepal.
Los “sophisticated language analysis methods” esperados se consiguieron en parte
con los avances realizados en el PLN en los siguientes años, especialmente por lo
que respecte a analizadores sintácticos, y como consecuencia aparecieron nuevas
propuestas. En la bibliografla (Fagan87, Smneaton88, Metzler89, SaltonSflb, Croftol,
EvansOIj, pueden encontrarse diferentes tipos de sistemas basados esencialmente
en el análisis sintáctico de las oraciones de los documentos. Aunque existen
diferencias entre cada uno de los sistemas, se puede señalar una idea básica como
fundamento común de todos ellos [Lewis92, Hess92]: obtener para cada oración una
o muás tupías de términos (norínalmente parejas), después de aplicar un
procedimiento de norínalización a las estructuras sintácticas obtenidas, basadas en
determinadas relaciones gramaticales entre ellos. Por ejemplo, se puede obtener
una tupía de términos a partir del verbo y el núcleo de su sujeto> o a partir de un
nombre y un adjetivo que le modifica. El objetivo es, por lo tanto, el de la
construcción de frases de términos, utilizándose criterios sintácticos adicionales a
los basados en criterios de frecuencias de aparición de términos, tratados en
capítulos anteriores. La indexación basada en estas frases de términos tiene como
finalidad principal la representación con más precisión de los documentos.
La superficialidad (shallow) del análisis sintáctico realizado varia de unos sistemas
a otros. En algunos, el análisis se basa en un conjunto de patrones relativamente
sencillos como cADJ-NN> (adjetivo nombre) o <NN-PP-NN> <nombre preposición
nombre), mientras que en otros el análisis sintáctico que se realiza incluye un
mayor detalle.
Desde el punto de vista de las gramáticas de unificación, las reglas gramaticales
utilizadas en los analizadores de los sistemas enmarcados en esta aproximación son
específicas del idioma de los documentos que se procesan <e.g. Inglés), pero no de un
dominio concreto, en el sentido de los sistemas de comprensión de texto o de
extracción de información. Este hecho marca una diferencia importante entre los
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sistemas que siguen esta aproximación y los basados en la aproximación semántica,
que tratamos en un punto siguiente.
En la bibliografía, los sistemas basados en la sintáxis se suelen presentar como
syntactic mdexing, en tanto en cuanto se pone el énfasis en la obtención de frases de
términos mediante los que representar, o indexar, los documentos. El sistema de
Fagan [FaganS7] constituye, para nuestro estudio, el mejor representante de esta
aproximación. Se basa en el análisis sintáctico de las oraciones para la obtención de
frases de términos. La aproximación de Fagan puede resumirse como sigue:
1. Utilizando un analizador sintáctico, producir un árbol de análisis para una
oración.
2. Seleccionar del árbol de análisis todos los pares de palabras que satisfacen
configuraciones estructurales especificas. Normalmente, esta configuraciones
se eligen de forma tal que una palabra es el núcleo de un sintagma nominal y
el otro un modificador, aunque se procesan tamnbién algunas construcciones
vem’bales -
3. Agrupar en una sola frase de términos todas las parejas núcleo-modificador
basadas en palabras equivalentes tras su extracción de raíces. Por ejemplo, se
obtiene “quer analys” para las siguientes oraciones:
“Tbey designed a query analysis system’>
“They designed a system for analyzing the queries”
“The system analyzing the queries is automatic?’
“The queries analyzed by tlie system are well-constructed”
“They designed a system to analyze queries automatically”
4. Indexar los documentos por aquellas frases de términos cuya frecuencia de
aparición no sea demasiado alta.
Fagan utiliza umi analizador sintáctico previamente disponible, el sistema PLNLP,
para analizar completamente el texto de dos colecciones de documentos de prueba y
obtener listas de frases de términos como índices. La sofisticada gramática incluida
en el sistema PLNLP le permite manejar sintagmas nominales (noun phrases)
complicados con modificadores precedidos por preposiciones y una gran cantidad de
construcciones diferentes, El sistema PLNLP proporciona varios análisis para cada
oración ordenados de forma decreciente por su corrección estimada, de los que se
utilizan los primeros para la construcción de las frases de términos. También se
incluye en el sistema una lista de palabras especiales que indican cuando generar o
no generar un índice, o generarlo de una forma especial.
Curiosamente, el incremento en la efectividad conseguido mediante esta
aproximación no es especialmente significativo. Fagan utiliza dos colecciones de
documentos y consultas (CACM y CISI> para el desarrollo de una serie de
experimentos en los que compara la indexación basada en frases de términos
obtenidas sintácticamente con frases de términos obtenidas mediante criterios
estadísticos. La efectividad que consigue con las frases de términos obtenidas por
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métodos sintácticos es diferente para cada colección: consigue incrementos del L2%
y 8.7% en la precisión respecto al indexado por términos simples, respectivamente.
Por otra parte, estas mejoras son inferiores a las obtenidas mediante métodos
estadísticos de generación de frases de términos: incrementos del 2.2% y 22.7%,
respectivamente.
Algunos sistemas como CLARIT [EvansOl] y CO? [Metzler89], se presentan en la
bibliografía comno una aproximación diferente a la anterior. El sistema CO?
(Constituent Object Parser) se presenta como basado en “syntactic structure
matching”’ cmi lugar de ‘syntactic indexing”. COP no realiza un análisis completo de
los documentos para obtener sus índices, sino que, esencialmente, compara la
oración de la consulta con las oraciones de los documentos. Sin embargo, aunque la
secuencia en que se realicen los análisis sea diferente, la idea básica antes citada
como subyacente a todos, la representación por frases de términos, sigue estando
presente [l-lessD2].
En general, las mejoras conseguidas en la efectividad del proceso de recuperación
ínediante la utilización de técnicas basadas en la sintáxis son menores que las
conseguidas por los sistemas basados en la semántica, que tratamos en el punto
siguiente. Por otra parte conviene señalar que en trabajos orientados a la
investigación de otras operaciones sobre términos y documentos (cg. generación de
listas de asociación de términos, categorización de textos) se han conseguido
mnejoras significativas nIediante la introducción de criterios basados en el análisis
sintáctico [Lewis92, Grefenstette92].
4.7 Sistemas de recuperación de información basados en
la semántica
Cualquier sistema capaz de comparar la solicitud del usuario con el contenido de los
documentos basándose en la semántica> o su significado, se puede presentar como
un candidato plausible a la mejora de la efectividad de la Recuperación de
Información [Mauldin9l, Salton89b, l-lessS2. En la bibliografia [TongS7, JacobsES,
Wendlandt9l, MauldinOl, Rau9l, HessS2, iCupiec98, Voorhees98] se pueden
encontrar una serie de sistemas que se presentan como sistemas de Recuperación
de Información “basados en la semántica”, o “conceptuales”. Estos sistemas se
encontrarían incluidos en los que trataremos en este punto como aproximación
basada en la semántica. Es decir, la aproximación seguida por aquellos sistemas
que incluyen conocimiento, o información, adicional a la sintáctica. Sistemas de este
tipo han aparecido durante los últimos años de forma simultánea al avance
experimentado por los sistemas de PLN. Estos sistemas realizan el análisis
lingi~ístico a niveles superiores al sintáctico, y son capaces de procesar corpus de
textos de dimensiones reales, de una forma análoga a los sistemas de extracción de
información.
Las mejoras en la efectividad obtenidas por los sistemas basados en la semántica
son en general mayores que las conseguidas mediante los sistemas basados en la
sintáxis. El principal problema de estos sistemas es precisamente el mayor coste de
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Article 1307 of m351, Ma,’ 302:00.
Subject: Pioneer 10
Froín: dipper@iíteetro
Organization: U. Texas, Astronomy, Austín, TX
Newsg¡-oups: net.astrc
Date: Mom,, 8-Mor-SG 02:00:18 EST
Pioneer 10 was time ñu-st spacecraft to venttíre jísto
the outom solar systo¡n. More -- coming típ.
Mameha PioneerlO
O¡i todays date in time year 1072, NASAs Pioímoer
10 spacecm-nft ‘vas launched toward Llie onter soler
systcni,
It ‘vas to hecome time ñrst craft to travel beyond
the asteroid beiL -- ami time fíat to oncounteí’
m.¡glmty JLI¡)itOlt --
Article 192 of 4 Aug 80.
Subject: Juipitor ¿mt Opposition
Frote: dípper@utastro
Organization: U. Texas Astronouny, Austín, TK
Nowsgromíps: mmot.astro
Date: ‘I-Aug-85 02:00:00 EST
fo planetJupiter today falle hohind Eerth la
the rece arouímd tho sun. More -- afle,- this.
Aug~msÉ4 JupiteratOppos¡tion
Yoií can probahíy spot Jupiter new, and for time
next few niontime, es the very brightobject ja tlio
east cecí, eveí-flng.
Jupiter ehinesbrill¡enlly hy virtuo ofita large size,
ito brigImt elotíd cover whích reflecto sunlight so
weII, mmd ito relativo nearnese tu Earth right
‘10W.. -
Figura ‘1.6: Fragmentos (le textos procesados por FERRET.
desarrollo que conllevan respecto a los sistemas basados en la sintaxis. De hecho,
algunas propuestas que cabrían incluirse aquí, como la del sistema Logfloc
[I-lessS2], no son más que breves esbozos de sistemas, si bien otros han sido
completamente desarrollados. Además, los sistemas basados en la semántica, a
diferencia de los basados en la sintaxis, trabajan sobre documentos de dominios
específicos, por lo que su utilización en un dominio diferente del original conlíeva en
la práctica la implementación de un nuevo sistema, con el consiguiente esfuerzo de
desarrollo -
En esta aproximación nos interesa diferenciar dos tipos de sistemas: sistemas
basados en la interpretación del texto y sistemas basados en el conocimiento léxico.
Los sistemas basados en la interpretación del texto realizan un análisis lingúistico
más profundo de los textos, próximo al de sistemas de PLN como los de extracción
de información o los de comprensión de textos. Sistemnas de este tipo que trataremos
a continuación con mayor detalle son FERRET [Mauldin9l] y NLDB [Rau9l]. Los
sistemas basados en el conocimiento léxico realizan un análisis mnás superficial que
los anteriores, utilizando información casi exclusivamnente a nivel de léxico, sin
utilizar prácticamnente ningún tipo de reglas gramaticales. Sistemnas de este tipo que
trataremos son UCF [Wendlandt9l] y el sistema de Voorhees ~orhees93].
4.71 FERRET
Mauldin desarrolla el sisteína FERRET al que presenta como un “Conceptual
Information Retrieval Systein” [MauldinOl], El sistema opera sobre un dominio
concreto: el definido por 1065 textos relacionados con eventos astronómicos
obtenidos del Observatorio McDonalds de la Universidad de Texas. En la figura 4.6
se incluyen dos ejemplos de los documentos procesados. La longitud media de los
textos es de 300 palabras y unos 800 caracteres. Para el procesamiento de los
documentos, FERRET utiliza como información principal una base de scripts y un
léxico formado por palabras con significados asociados. Utiliza como analizador
McFRUMP, una versión simplificada del analizador utilizado en el sistema FRUMP
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(Lehnert8l], un analizador conceptual ya tratado en un punto anterior de este
capítulo. La base de conocimientos utilizada en EERRET está formada por:
• 5 scripts básicos
- 965 frames
• 442 palabras
- 272 significados de palabras
- 251 conceptos
FERRET, de forma análoga a los sistemas de PLN basados en scripts, obtiene corno
resultado del análisis de un texto una instanciación del script coirespondiente. Ya
que el proyecto FERRET se centra en el procesamiento de los textos más que en el
de las consultas, se utiliza para el análisis de estas últimas el mismo analizador de
los documentos con algunas modificaciones, a modo de prototipo. De esta forma, se
obtienen también scripts instanciados parcialmente comno resultado del análisis de
las consultas. El cálculo de la similitud entre los scripts instanciados se basa en un
procedimniento de ajuste de patrones (pattern-niatching).
Los resultados obtenidos por el sistema son comparados con otro sistema basado en
palabras clave. Utilizamido un conjunto de 22 preguntas y 582 documentos, obtiene
valores de la Precision del 48% para FI3RRET frente a un 85% para el basado en
palabras clave. El Recalí se ve muejoraclo aún más, obteniendo 52.4% para FERRET
frente a un 19.4 9-6 para el basado en palabras clave.
De acuerdo con lo previamente expuesto, FERRET representa la factibilidad del uso
de sistemnas de PLN que realizan una comprensión parcial del texto para la Rl.
Interesa también notar el importante coste del desarrollo de este tipo de sistemas y
la especificidad de su dominio. Si bien la aproximación seguida en 13’ERRET puede
trasladarse a dominios diferentes, esto implica en la práctica reconstruir la base de
ce noejiniento5.
4.7.2 NLDB
El sistema NLDB <Natural Language DataBase) [Rau9l] ha sido desarrollado para
procesar noticias económicas en formato electrónico. El número de documentos
sobre el que trabaja es mucho ]nayor que FERRET, del orden de miles. De hecho,
NLDB forma parte de un producto comercial de selección y recuperación de noticias
y se encuentra inserto dentro de un entorno que incluye numerosas facilidades
gráficas. El sistema ha sido implementado, por lo que al análisis de los textos
respecta, de forma mnuy semejante a los sistemas de extracción de información,
incluyendo una gran cantidad de heurísticas y conocimiento específicos del dominio:
el reconocedor de nombres propios de emupresas, por ejemplo, constituye una parte
importante del sistema.
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Figura 4.7: Interfaz del sistema NLDB
El resultado del análisis que NLDB realiza de los documentos es la instanciación,
para cada documnento, de un registro con campos como “tópico”, “tipo de industria”,
“localización geográfica”, etc. De esta forma se construye una base de datos
relacional en la que cada documento está representado por uno de estos registros.
El usuario rellena un registro con los valores de los campos adecuados para la
recuperación de los documentos que mejor se adapten a su necesidad (fig. 4.7).
Disponer de esta representación permite realizar búsquedas de los documentos que
no son posibles mediante palabras clave: por ejemplo, podemos solicitar noticias
relativas a un determinado tipo de industria.
Problemnas como los relacionados con la polisemia y la sinomia son también
resueltos en parte importante. Por ejemplo, si la palabra “prime’ es incluida en la
consulta en el campo “comnpany name”, NLDB proporciona documentos relativos a
compañías como “prime coniputei~’, sin embargo, si se introduce en el campo «text-
subject” se le asocia el significado de “prime rate”; NLDB dispone también de
mecanismos que le permiten identificar diferentes nombres de una misma
compañía como equivalentes. En cualquier caso, y de forma complementaria, en el
sistema siempre se encuentra disponible una opción de búsqueda de documentos




The shuttle will transport cargo into near Earth orbit
100 to 217 nautical miles (115-250 statute miles)
aboye the Earth. This cargo (called payload) is
carrired in a bay 15 feet in diameter and 60 feet long.
BOTTOM OF DOCUMENT
Figura 4,8: Ejemplo cíe documento procesado por UCF.
4.7.3 UCF
En contraste con las aproximaciones seguidas en FERRET y NLDB, el análisis
propuesto por Wendlant [Wendlant9l] en el sistema de recuperación de documentos
LICF, se basa casi exclusivamente en el uso de información semántica a nivel de
léxico,
El sistema trabaja con el manual de mil páginas del transbordador espacial de la
NASA, considerando como documento cada párrafo del manual <figura 4.8). De esta
forma el conjunto de documentos resultante consta de 4902 elementos. Documentos
y consultas se comparan utilizando una representación semántica basada en la
gramática de casos de Filímnore: se utiliza una lista de veinte roles temáticos,
algunos de ellos especialmente adecuados a su dominio (e.g. TIME, AMOUNT,
LOCATION, CONDITION, COMPAltISON>.
La información semántica utilizada por UCF se encuentra fundamentalmente a
nivel léxico. El sistema utiliza una lista de 82 preposiciones “indicadoras” (trigger’s)
de uno o varios roles temáticos (figura 4,9>. Además de esta lista de preposiciones
indicadoras, dispone de otra análoga, de 84 palabras indicadoras con un único rol
temático asociado, de formna en gran medida específica de este dominio. Como






Utilizando esta información, se asignan pesos a los roles temáticos para cada
oración dependiendo de las preposiciones y palabras que en ella aparecen, Wendlant
presenta criterios basados en el número de roles asociados a cada preposición, y la
frecuencia de aparición de las palabras y las preposiciones en los documentos que le
permiten calcular pesos de roles temáticos análogos a los de los términos. Así define
el valor wrjp del peso de un rol temático r1 en un documento 4, Esto le permite
78
11mev TIMm~, MONE
ahoyo: AMOIJNT, LOCATION, MONE
CONOITION, CONI’ARISON, MAI4NER,
NONE

















DESTI NA’f ION, INSTRUMENT,
tOCATION, MANNER, PURPOSE.
un o: CoNDI’mJIoN, tOCATION, SPACE.
1c:OMI’AR m SON








































Fignía ‘ID: ímrelbosicioííes indicadoras cte roles temáticos.
definir una función do simnilitud basada mio en los pesos de los términos de los
clucumomitt)s y de la consulta, sino en los roles temáticos que intervienen en ellas.
Por OjOlfll)lO, ¡MIFR titia consulta como:
l-Icw rnuch does líe space sbuttie weiaht?
El valor del peso do un rol temático le permite identificar comno atributo de mayor
peso WEIOI-IT, en contrasto con un peso pequeño para atributos como COLOR,
SIZE, ORDICR, que, por otra parte, son de frecuente aparición en los documentos,
pero no en esta consulta.
Finalmente, el sistema también utiliza un conjunto de palabras a las que se les












Esta información se incluye en el léxico del sistema para 128 palabras. El proceso
de definición del léxico se realiza de forma manual, tomando como base para la
definición do las clases de las palabras la existente en el Roget’s Thesaurus
[Edwards92]. Esta información relativa al significado de las palabras es también
incluida en el pioceso de indexación y cálculo de la similitud mediante criterios
análogos a los anteriormnente citados para los roles temáticos,
r - _
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En UCE, el análisis semántico no se presenta como alternativa al basado en
frecuencias de términos. Para recuperar los documentos dada una consulta, primero
se utiliza un método de recuperación basado en el modelo vectorial, pesos de
términos, extracción de raíces y lista de parada, y, después sobre el conjunto de
documentos recuperados, se utiliza la función de similitud basada en los roles
temáticos y las categorías semánticas para reordenar los documentos por su
relevancia. En este sistema, por lo tanto, el análisis semántico se utiliza como un
muecanismo muejorador de la Precision y complementario al de la búsqueda basada
en términos.
Wendlandt utiliza una colección de 21 consultas para estudiar la efectividad de su
sistema respecto a una aproximación basada en palabras clave, y obtiene mejoras
significativas que oscilan entre el 86,6% y el 48.9% en parámetros relacionados
esencialmente con la precisión. Interesa subrayar el coste de desarrollo de este
smstenia, pese a su aproximación “mninimalista”, Este alto coste es debido a la
dificultad que conlíeva la obtención manual de la información léxica utilizada,
específica del dominio (formada esencialmente por el diccionario de preposiciones y
términos con roles temáticos asociados, y el de términos con categorías semánticas
asociadas):
‘~A dictionai-y and Ihesautus weí’e i¿sed to ma.»ually determine triggered
tiiematic roles aJLd a/tributes ¡ev each trigger. This was a tedio ¡ts tash
and resulted £i¡ a semnaiUic lex¿cort of 194 trigge¡-s...”
A la cuestión del esfuerzo de desarrollo, se le suma en este sistema la de la
escalabilidad. El léxico ha sido construido sólo para un subconjunto del total de los
documentos del domimiio, en concreto para 160 párrafos y las 21 consultas utilizadas
en los experimnentos. La definición de información léxica adicional resultaría
necesaria para el procesamiento de todo el dominio considerado inicialmente.
4.7.4 Voorhees
Ellen M. Voorhees propone el uso de parte la información léxica existente en
WordNet para la implementación de un sistema de Rl utilizando adicionalmente
criterios estadísticos [Voorhees98]. En su aproximación, intenta disminuir los
problemas que plantean, para la Rl, la polisemia y la sinonimia. Para ello utiliza
principalmente la información existente en WordNet acerca de la relación is-a
(hipernimia> para los nombres del Inglés. La información lingWstica utilizada para
el análisis es por lo tanto, al igual que en UCD’, esencialmente semántica a nivel de
léxico.
Define el hood de un significado o synset como un <‘concepto general” o “categoría de
significados’ asociado a él, algo análogo a las clases definidas en los thesaurus, pero
adaptado a synsets. Para definir el hood de un synset s, considera el conjunto de
synsets y los enlaces de hiponimia is-a de WordNet como el conjunto de vértices y
arcos dirigidos de un grafo. El hood de s es el subgrafo conectado más grande que
contiene s, contiene los descendientes directos de un ascendiente de s, y no contiene
ningún synset que tenga un descendiente que sea también miembro del hoocl, El
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heod es representado por el synset que se encuentra en la raíz del heod, Para una
palabra, por lo tanto, tenemos varios hoods o “significados generales” asociados. Con
la definición de hood, se intenta construir una especie de thesaurus más general
que el que proporciona directamente WordNet, resolviendo algunos problemas de
referencias cruzadas que se plantean si utilizamos los synsets exclusivamente.
Mediante la representación de documentos por los hoods de los términos, se evita el
problema de la representación por términos diferentes obtenidos a partir de
sinónimos. Por lo que respecta a la polisemia, para asignar a una palabra un heod
con un peso en un documento (o identificar su significado concreto en el contexto),
Voerbees propone un criterio basado en la frecuencia de aparición de los hoods en la
colección de documentos y en el texto considerado. De esta forma, dada una palabra
en un documento y sus hoods asociados, le da mayor peso a los hoods que son muás
referenciados en el texto respecto al número de referencias en la colección, Este
procedimiento de desambiguación, le permite asignar un mayor peso a los hoods
que son más referenciados en un documento, y que deben representar mejor el
significado concreto del término en el documento. Una vez representados los
documentos por sus hoods con sus pesos, se define una función de similitud análoga
a la del modelo del espacio vectorial,
Voorhees presenta una comparación de los resultados obtenidos por el sistema
frente a uno basado en el modelo del espacio vectorial, pesos de términos y uso de
extracción de raices. Se utilizan para ello cinco colecciones de documentos y
consultas estándar. A diferencia de los sistemas anteriores, los resultados son
ventajosos para la aproximación más sencilla que para la basada en la utilización
de la información léxica de WordNet presentada por Voorhees.
Desde nuestro punto de vista, el comportamiento de este sistema frente a UCD’ es
análogo al de la utilización de thesaurus de propósito general y específicos del
dominio, respectivamente. La información léxica existente en WordNet utilizada
por Voorhees es demasiado general e introduce ruido en el proceso de recuperación
frente a la aproximación seguida en UCD’, en la que se utiliza información
lingáistica específica del dominio. Por otra parte> la obtención de esta informuación
mmplica un menor esfuerzo de desarrollo en la aproximación de Voorhees.
Las causas que según el autor del trabajo explican los malos resultados de la
evaluación son:
2Much of/he degradation. Ls due to ¿he difficulty of d¿sambiguatbLg
word seiLses tu the short query stateIfle)Lts: wUh little eoILtext lo use ¿u
disarnbiguating, tl¡e i¡Lclexiugprocedure se¿ects ai!. uLcorrect gense.,
<‘aud,) the queij’ no longer matches doc¡¿,,ze¡uts tu which the sense Ls
co,-¡-ectly resolved... Neuertheless sorne queries do exhtbit flte
pci-forman-ce inaprouements ¿bat conceptual petrieval suggesl ¡e possib le.”
En resumen, el proceso de desambiguación por métodos estadísticos y léxicos se ve
dificultado para las consultas en mnayor medida que para los documentos debido a la
brevedad de las primeras. Trabajos posteriores [Hearst94] indican que otras
operaciones sobre documentos orientadas al acceso a la información pueden verse
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mejoradas mediante la utilización de informnación léxica semántica independiente
del dominio como la de WordNet. Estas operaciones se centran en el procesamiento,
exclusivamente, de documentos de longitud suficiente para la utilización adicional
de criterios estadísticos.
4.8 Resumen y conclusiones
Este capítulo comienza con una revisión del estado del arte en Procesamiento del
Lenguaje Natural, centrada en los aspectos mnás relevantes para su integración en
la Recuperación de Información. Esta revisión nos permite concluir que ha sido el
avance experimentado en este campo durante los últimos años el que ha hecho
posible la aparición de sistemas capaces de abordar problemas de PLN de
dimnensión real., tales como los sistemas de extracción de información. Vos aspectos
centrales de este tipo de sistemas son su especificidad de dominio y su importante
esfuerzo de desarrollo.
En la actualidad, los sistemas de PDN se apoyan en dos líneas maestras: la
amupliación de los formalismos gramaticales mediante las gramáticas lógicas o las
basadas en restricciones, y la importancia creciente del léxico hasta convertirse en
la estructura que sirve de soporte a la mayor parte de la información semántica y
lingúistica de los sistemas.
En la primera línea, las gramáticas de unificación juegan, en nuestra opinión, el
papel mutis relevante. Estos formalismos gramaticales constituyen la base de
entornos altamente declarativos, en los que una gran cantidad de detalles
algorítmicos no son necesarios de detallar para el desarrollo de sistemas de PLN. Se
han estudiado UCO y PATR como los formalismos de este tipo más representativos,
para los que en la actualidad existen herramientas que permiten el desarrollo de
sistemas eficientes, especialmente el primero.
Con respecto a la segunda línea, se ha estudiado el papel que pueden jugar las
grandes bases de conocimiento en los sistemas de PLN. Se han distinguido dos
tipos: las bases de conocimiento de propósito general y las bases de datos léxicas.
Las bases de conocimiento de propósito general, como Cyc incluyen conocimiento de
un amuplio espectro de aspectos y en la actualidad presentan importantes problemas
para su utilización práctica en sistemas de PDN. Los proyectos orientados al
desarrollo de bases de datos léxicas se encuentran en un estado de desarrollo más
avanzado y han permitido recientemente la consecución de sistemas completos como
WordNet, con información de 95.600 términos 70.100 conceptos y sus diferentes
relaciones semánticas. Las bases de datos léxicas pueden ser la clave para el
desarrollo de nuevos sistemas de PLN a escala real.
En nuestro trabajo tienen una especial importancia los sistemas de Rl basados en el
PLN. Para este tipo de sistemas, hemos distinguido dos aproximaciones: la basada
en la sintáxis y la basada en la semántica. Las diferencias más importantes entre
ambas son la dependencia del dominio, el coste de desarrollo y las mejoras en la
efectividad proporcionadas en el proceso de recuperación,
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Los sistemas basados en la sintáxis se centran en la obtención de frases de términos
a partir del análisis sintáctico de los documentos (y las consultas), utilizándose
diferentes relaciones sintácticas en cada sistema. La profundidad del análisis varía
según los casos. I~,n nuestro estudio hemos visto que los sistemas que siguen esta
aproximación consiguen mejoras limnitadas en la efectividad del proceso de
recup eraciórl.
Los sistemas basados en la semántica consiguen mejoras más importantes en la
efectividad del proceso de recuperación. Como contrapartida, a diferencia de los
sistemas basados en la sintaxis, utilizan información lingúística específica del
dominio de los documentos que procesan y es necesario redefiniría si se desean
trasladar a un dominio diferente, conllevando un mayor esfuerzo de desarrollo.
Dentro de la aproximación semnántica hemnos diferenciado dos tipos de sistemas, los
basados en la interpretación del texto y los basados en la información léxica. Los
primneros, como FERRET y NLDB. realizan un procesamiento de la documentación
análogo al de sistemnas como los de comprensión de texto o de extracción de
información. Los últimos utilizan exclusivamente como información lingúística la
correspondiente al nivel de léxico.
En sistemnas que siguen la última aproximación, resulta posible la obtención de
mejoras significativas en la efectividad incluyendo información léxica específica del
domninio, comno en UCD’. En otro sistema, propuesto por Voorhees, se hace patente
como la utilización de una base de datos léxica -WordNet- para la obtención de esta
información puede dismninuir el esfuerzo de desarrollo, pero presenta dificultades en
su aplicación en la mejora del proceso de recuperación. En este sistema se utiliza la
información semántica léxica de propósito general existente en WordNet, pero no se
consiguen mejoras significativas en la efectividad. El tamaño de los ítems a analizar
(documentos y consultas) se presenta como una cuestión determinante en la
aproximnación de Voorhees: su brevedad dificulta el buen funcionamiento del
algoritmo de desamubiguación en que se basa el sistema.
‘Podo este estudio nos ha permitido fijar la estrategi-a a seguir en la implementación
del sistema Ares, que integra técnicas de PLN en el proceso de Rl en un dominio
concreto: el de descripciones de órdenes de UNIX. En Ares seguimos la
aproximnacion de los sistemas basados en la semántica, explotando la información
léxica obtenida de WordNet, En el sistema se incluye información lingiifstica
específica del dominio mediante una gramnática de unificación. El sistema se centra
en los problemas que plantean las descripciones cortas de componentes software
para las técnicas basadas en criterios estadísticos, consiguiendo mejorar la





Ares es un sistema de Recuperación de Información orientado a la documentación
exmstente en bibliotecas de componentes software. En concreto, Ares trabaja sobre la
documentación asociada a las órdenes del sistema operativo UNIX, y representa
una continuación del trabajo desarrollado en Argos. Para construir el sistema Ares
se ha desarrollado un mnodelo que integra técnicas de Procesamniento del Lenguaje
Natural en el proceso de recuperación de documentos. De esta forma se ha
conseguido mejorar significativamente la efectividad rIel proceso de recuperación.
En el desarrollo del sistema Ares se ha seguido una aproximación basada en la
semántica. La aproximación basada en la semántica permite mejorar la efectividad
del proceso de recuperación pero los sistemas desarrollados siguiendo esta
aproximación son, intrínsecamente, específicos de un dominio concreto y presentan
como principal inconveniente un alto coste de desarrollo. En el desarrollo de Ares
hemos partido de un dominio concreto buscando mejorar la efectividad del proceso
de recuperación, pero intentando minimizar el esfuerzo de desarrollo.
El dominio para el que se ha desarrollado Ares es, como en el caso del sistemna
Argos, la información contenida en el manual del sistema operativo UNIX. El
sistema Ares utiliza conocimiento específico del sistema operativo UNIX, así como
del lenguaje utilizado en el manual. Si bien Ares se ha desarrollado específicamente
para este dominio, la aproximación seguida en él puede ser, como veremos, válida
para el tratamiento de la documentación existente en otras bibliotecas de
componentes software. De hecho, Ares intenta resolver un problema concreto que
presenta el tipo de documentación existente en ciertas bibliotecas de componentes
software, y que hemos denominado ‘<el problema de las descripciones cortas”.
En el desarrollo de Ares hemos tenido presentes dos objetivos fundamentales. El
primero ha sido conseguir reducir, mediante el uso de técnicas de PLN, los
problemas que presenta una aproximación basada en el modelo vectorial, extracción
de raíces y utilización de listas de palabras vacías & en general los métodos basados
en criterios estadísticos) para el caso de las «descripciones cortas”. El segundo
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objetivo es conseguir un sistema cuyo coste de desarrollo sea significativamente
inferior al de los sistemas de recuperación de información basados en el
procesamniento del lenguaje natural que siguen la aproximación semántica. Estos
objetivos se han podido lograr gracias a la reutilización de la información de la base
de datos léxica WordNet, y a la utilización de una gramática de unificación como
base para la implemnentación del analizador-traductor.
En este capítulo comenzamos analizando el problema de las descripciones cortas
para después pasar a describir el planteamiento y la estructura del sistema Ares.
En puntos sucesivos se analizan y describen con detalle cada uno de los elementos
que componen el sistema:
- El léxico del sistema, obtenido automáticamente de WordNet,
- El lenguaje de representación de las descripciones.
- La gramática de unificación.
- El cálculo de la simnilitud.
Finalmente presentamos una serie de experimentos centrados en la efectividad y
ormentados a evaluar el comportamiento del sistema frente a las aproximaciones
basadas en el modelo vectorial, uso de extracción de raíces> lista de parada y
thesaurus.
5.2 Las descripciones cortas de componentes software
Existe un número importante de bibliotecas de componentes software que incluyen
documentación en lenguaje natural, con descripciones de las componentes mucho
más breves que los documentos inicialinente considerados en el sistema Argos (las
descripciones de las órdenes correspondientes a la sección 1 del manual del sistema
operativo UNIX). Desde el punto de vista de la recuperación de información, la
longitud reducida de los documnentos plantea una serie de problemas. Trataremos a
continuación esta cuestión y el subconjunto de la documentación del sistema
operativo UNIX que hemos considerado en el desarrollo de Ares, como
representante del caso de las descripciones cortas.
5,2.1 El problema de las descripciones cortas
El tamaño de las descripciones en Lenguaje de Natural que proporcionan las
colecciones de componentes software puede vaiiar significativamente de unos casos
a otros. Los documentos o descripciones en lenguaje natural de las 525 órdenes
existentes en la sección 1 del manual del sistema operativo UNIX (SunOS 4.1.8)
[SunS9] tienen una extensión considerable: su longitud media es del orden de las
1000 palabras. Sin embargo, existe un número importante de casos en los que las
colecciones disponen de descripciones en Lenguaje Natural asociadas a cada
comuponente de una longitud mucho nmenor. Un caso concreto de este tipo de
colecciones lo constituye, dentro del mismo sistema operativo UNIX, la biblioteca de
funciones en C que es descrita en la sección 3 del manual [SunS9]: el- sistema
operativo proporciona al usuario mnás de 1000 funciones básicas y la descripción de
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add: eleinent
“Add a ne~v <elenient> te the receiver,
returning the addecl eleínent.’
addAIl: aCollection
“Add each element of -caCollection> to the
receiver, returning ¡he collection of
elenments ¡bat ~vereadded.”
asAri-ay
“Answer ca Array contairming alí the
elements of ¡he receiver.’
isEmpty
“Answer <true> if dic receiver contains no
elemiments.’
rojoct: conditionfllock
“Answer a collectiom whose elements are
¡ha elements of Che receiver for which ¡he
cconditionl3lock> evalun ¡es ¡o <false>. TIme
condition block wilI be evaluated once for
cccli element of ¡be receiver.”
char *str~cat(s1 s2, n>
char *61 *s2;
mt u;
strcatO appends a copy ofstring s2 ¡o time end
of stmiag si. strmmcatO appends at mnost n




strleno returas ¡he numnber of characters in s,
not including time null-terininating character.
char *strpbrl«sl sZ)
char *gj, *s2;
strpbrko reCuras a poimiter ¡o ¡he first
occurrence iii string si of any clíaracter fi-em
string s2, oía NULL pointer U mio character
froin s2 exists iii si.
char *strstr(si s2>
char *sl, *62;
strstrO returmis a pointer ¡o ¡he first
occurience of time pattern string s2in si.. Tfs2
<loes aot occur in si, strstrQ returna NIAL.
Figura 5.1: Descripciones cortas de componentes software
cada tina de ellas tiene una longitud inedia aproximada de 30 palabras. Otro
ejemplo es el de la jerarquía de clases incluida en el entorno Smalltalk V.5
[Digitalk93j, formada por más de 100 clases y más de 1000 métodos con
descripciones de cada método de una longitud media del orden de 20 palabras. En la
figura 5.1. se presenta una muestra de algunas descripciones de este tipo,
correspondientes a mnétodos de la clase Collection, en el entorno Snxalltalk V.5, y a
funciones en O para el manejo de cadenas de caracteres en UNIX.
La longitud de los documentos puede ser una cuestión que determine la efectividad
de una aproximación a la recuperación de información [Lewis92, Voorhees93,
Masand98, SaltonSS, l-Iearst94]. Las aproximaciones basadas en criterios
estadísticos presentan limitaciones intrínsecas en el caso de las descripciones
cortas. Casos concretos los constituyen la dificultad para la obtención automática de
thesaurus [Saltonsa, Strinivasdan92], o los algoritmos de clustering de documentos
[SaltonBB, Rasmussen92]. En general, la efectividad de las operaciones basadas en
criterios estadísticos se ve disminuida de forma importante cuando en los cálculos
que se realizan, el número de palabras, o términos, de los documentos que
intervienen es pequeño, como en el caso que estamos discutiendo.
De forma cuantitativa, una cuestión importante es la disminución del ,-ecall. Es
decir, no se logra recuperar una proporción importante de documentos
potencialmente relevantes a la necesidad del usuario [SaltonSS]. En el caso de la
aproximación basada en el modelo vectorial, extracción de raíces y uso de listas de
parada, se puede presentar tina razón como inmediata: cuanto menor es la longitud
.1
86
DF(1V) USER COMMANDS DF<lV)
NAME
df - report fiee disk space on file systems
SYNOPSIS
df[-a] [ •i 1 [ -t type ] E lilesyste¡n...
[lilename... 1
SYSTEM y SYNOPSIS
/usr/ñbin/df [-ti [lllesystemn,,.] [filenanme...] ¡
AVALLAEILfl’Y
The System Y version of ¡bis commnamid is available ~viim¡he System V
~1software ins¡allatioím option. Refer to Iímstalling SumiOS 4.1 for inforniation
os how to insta11 optional software.
DESCRIPTION
df displays ¡lic ainount of disk space occuííiecl by cmirren¡ly meunted file
systems, time amount of usod atid available epace, amíd how much of dic file
systems total capaci¡y has been usad. Used ;vi¡lmout argunients, df
reports... 5
Figura 5.2: Fragmento de documentación de orden del manual de UNIX. ¡
de un texto, menor es el número de términos que lo representan y menor la 1probabilidad de que aparezcan entre ellos los términos utilizados en la consulta delusuario. Relacionado con esta cuestión, un problem a que cobra especial relevancia
es el de la sinonimia. El usuario puede utilizar términos en la consulta que son
sinónimos de los que se incluyen en el documento. Estos términos sinónimos,
diferentes, pero con igual significado, no son considerados en el cálculo de la
similitud. De acuerdo con esto, en una primera aproximación, la utilización de
maforníación de diccionarios de sinónimos se presenta especialmente adecuada en
este caso.
5.2.2 Las descripciones cortas de las órdenes de UNIX
En el desarrollo de Ares hemos fijado como dominio las descripciones cortas de las
órdenes de UNIX. En concreto, las existentes en la sección 1 del manual del sistema
operativo UNIX (SunOS 4.1.8). La descripción corta de una orden se encuentra bajo
el epígrafe itame, en el comienzo de la página del manual correspondiente. En la
figura 5.2. aparece el comienzo de la página del manual correspondiente a la orden
df que proporciona el espacio libre que existe el sistema de archivos <“report free
dislc space on file systems”). La descripción corta de una orden puede estar formada
por una o dos frases en las que se describe su funcionalidad de forma breve y
concisa.
Estas descripciones se pueden encontrar también agrupadas en el archivo de
introducción del manual (man uLtra). Este conjunto de descripciones cortas está
formado por 479 elementos. En la figura 5.8 presentamos algunas de las
descripciones cortas disponibles en el manual, De las 479 descripciones hemos


















execute a coznmand or script st a epecified time
generate a fiow graph Lar a O ~írogram
change the gí-oup ewmiership of a file
chamige tite perniissions niode of a file
olear ¡he terminal scl’een
remove selected fielda from each line of a file
roport free disk space on file sys¡emns
display line-by-line differences between pairs of text files
search a file for a s¡ring al- tegular expression
set or priíít miame of curreíit hos¡ systermi
oyente and edi¡ imnages for icons, cursors amI panel itenís
shaw tite last commands exectíted, in ieverse order
find words imm time systeín dictionary ar lines in a sorted list
muove or rename files
execute coínnmand on a remoto system with local environnient
remmíove (unlink) files <ir dimectories
Figura 5.3: Descripciones cortas de órdenes de UNIX.
como descripción una referencia cruzada que no describe la orden en si misma (para
todas ellas la descripción es “C shell built-in commands, see csh.l”).
El conjunto de descripciones considerado consta en total de 432 elementos, la
longitud mnedia de la descripción es de 6,89 palabras, y el léxico utilizado en ellas
está formado por 661 palabras diferentes. En el apéndice final se presentan la
colección de descripciomíes utilizada, representada en formato de hechos Prolog. La
colección representada de esta forma se ha obtenido mediante la implemnentación de
un preprocesador del manual, que describiremos en puntos siguientes.
Aunque Ares es un sistema construido específicamente para esta colección de
descripciones, los criterios seguidos en su desarrollo resultan de inmediata
adaptación a otras colecciones de comuponentes. En concreto, también ha sido
desarrollado un analizador basado en Ares para las descripciones cortas de las
“recetas” del “Visualworks Cookbook” [González95]. En estas 515 descripciones se
tratan las formas de implemnentación de las tareas más frecuentes sobre el entoino
Visual Works, basado en SmallTalk (Parc94].
La selección de las descripciones cortas de las órdenes de UNIX como dominio
concreto en Ares, se ha debido a diferentes razones. En primer lugar, proporciona
una mayor continuidad respecto al trabajo desarrollado en Argos y nos permite
reutilizar gran parte de la experiencia adquirida sobre el dominio. Además, es una
colección de componentes lo suficientemente representativa del caso de las
descripciones cortas, tanto por el número de descripciones como por su longitud.
Otra razón importante es que su elección ha facilitado el desarrollo de una serie de
experimentos centrados en la efectividad, Estos experimentos han servido para la



















5.3 Objetivos y estructura del sistema
En Ares nos hemos marcado dos objetivos esenciales:
1. Construir un sistema basado en PLN que proporcione mejoras en la
efectividad del proceso de recuperación para el caso de las descripciones
cortas. Entendiendo que la mejora es introducida respecto a una
aproximación basada en el modelo vectorial, uso de pesos de términos, lista de
parada y extracción de raíces.
2. Desarrollar un sistema de recuperación de información basado en PLN que
conlleve un bajo coste o esfuerzo de desarrollo.
Por lo que respecta a la mejora en la efectividad, desde un punto de vista general,
una aproximnación basada en el FUi puede resolver las limitaciones intrínsecas que
presentan los métodos basados en criterios estadísticos cuando se aplican a las
descripciones cortas. La información que los métodos estadísticos obtienen a partir
de los textos -comno el caso ya mencionado de la generación automática de
tlíesaurus- puede ser sustituida por la información lingúística que se incluye en un
sistema basado en FLN durante la fase de desarrollo. Esta información lingtiística
se obtiene mediante un análisis manual del dominio en la mayoría de los sistemas
de Rl basados en PLN que siguen la aproximación semántica, lo que implica un
imuportante esfuerzo de desarrollo.
Esta última cuestión nos conduce al segundo objetivo de nuestra aproximación:
reducir el esfuerzo de desarrollo del sistema. Un problema importante y típico de los
de los sistemas PLN. Los dos puntos principales en los que nos hemos basado para
resolver este problema son:
1. Utilización de información de una base de conocimiento léxico ya existente, en
concreto, WordNet,
2. Utilizar información lingtilstica específica del dominio, que es incluida en el
sistema en una gramnática de unificación que facilita su desarrollo.
En nuestra aproximación, el proceso de recuperación se concibe de una forma
esencialmente análoga a la forma general presentada en capítulos anteriores (punto
2.2, figura 21). La novedad consiste en la adición de un elemento determinante en
el proceso: el conocimiento lingúístico (figura 5.4). El conocimiento lingúistico que
utiliza el sistema se divide a su vez en dos grandes núcleos: el conocimiento
gramatical y el conocimiento léxico. Disponer de este conocimiento adicional es lo
que, desde una visión de alto nivel, permite a Ares lograr un incremento en su
efectividad.
Conviene también se?¡alar los aspectos en los que se puede establecer un cierto
paralelismo entre la aproximnación seguida en Ares, basada en el PLN, y la utilizada
en Argos, basada en el modelo del espacio vectorial, uso de pesos de términos,
extracción de raíces y lista de parada. En primer lugar, desde un punto de vista
general, la aproximación seguida en Argos podría también adaptarse al esquema
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que representa el proceso de recuperación de la figura 5.4, pero teniendo presente la
limitación del conocimiento lingúístico de que hace uso: el método de extracción de
raices -conocimmmiento esencialmente morfológico- y la lista de parada -conocimiento
léxico muy reducido-. Por otra parte, en la aproximación seguida en Ares, el
conocimiento lingiilstico juega un papel fundamental, pero no se renuncia a la
utilización de criterios estadísticos. De hecho, incluimos elementos basados en
frecuencias de aparición de térmuinos en el cálculo de la similitud, como se tratará
en puntos siguientes.
Los aspectos fundamentales de nuestra aproximación y que han constituido la base
para el desarrollo de Ares> son:
• La construcción del léxico del sistemna a partir de WordNet.
• La definición de un lenguaje de representación de las componentes y las
consultas
• La gramática de unificación
• El algoritmo del cálculo de la similitud
La información léxica utilizada por Ares se obtiene de WordNet de forma
autonmática. La información gramatical utilizada por Ares se encuentra almacenada
en la gramática de unificación de que hace uso el sistema y se ha desarrollado para
este dominio específico. La gramática y el léxico son utilizados tanto para realizar el
análisis de descripciones como para analizar las consultas de los usuarios.
La estrategia general seguida en nuestro sistema se centra en utilizar la
información lingúistica a nivel de léxico existente en WordNet, que no es específica
de dominio, esencialmente como mecanismo orientado a la mejora del recail. La
información lingúística específica del dominio, incluida en la gramática de
unificación, se encuentra orientada fundamentalmente a la mejora de lapredalon.
Figura 5.4: El proceso cíe recuperación en Ares
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Figura 5.5: Fragmento de base de datos Prolog con desaipciones de órdenes
La representación de las solicitudes y de los documentos es diferente a la utilizada
en Argos. En Ares, la forma de representación de documentos y solicitudes es de
tipo frame, y es análoga a las utilizadas en los sistemas basados en la semántica
tales comno FERRET, En el cálculo de la similitud se comuparan la representación de
la consulta del usuario con las representaciones de los documentos.
Respecto a la implementación del sistema, Ares es un sistema uniforme, con todos
sus módulos codificados en Prolog. así como todos los datos con los que trabaja. Es
decir, tanto el conjunto de documentos y solicitudes de usuarios, como la
información léxica y gramatical utilizada, están representados como conjuntos de
predicados y hechos Prolog. Se han desarrollado diversos preprocesadores
imnpleinentados en C y lex [Ritchie88, SunSS] que han traducido la información de
partida (fundamentalmente, la existente en el manual del sistema UNIX y la
existente en WordNet) a la sintaxis de Prolog. En la figura 5.6 se presenta una
muestra de predicados Prolog correspondientes a descripciones de componentes que
se han obtenido a partir de los archivos originales del manual mediante un
preprocesador desarrollado en lex, Los distintos módulos en Prolog del sistema se
han desarrollado simultáneamente en SICStus Prolog [Sicstus93] en una estación
Sun Sparc 10 y en AAIS Prolog [AAIS91J en un Apple Macintosh PowerPC,
explotando las ventajas de cada entorno
Esta aproximación nos ha permitido disminuir el esfuerzo del desarrollo del sistema
facilitando la integración de los diferentes módulos y, además, nos ha facilitado la
adquisición de conocimiento lingtiístico específico de nuestro dominio. Adquirir este
conocimiento del lenguaje utilizado en las descripciones ha facilitado la definición
r91
de elementos del sistema, principalmnente de la gramnática. Disponer de las
descripciones, accesibles directamente mediante consultas al intérprete de Prolog,
facilita la adquisición de conocimiento [Clayton92] de datos concretos como, por
ejemplo, el númnero de descripciones que incluyen un determinada término, o saber
cuáles incluyen más de un verbo o en cuáles no aparece ninguno. En general,
facilita el desarrollo incremental de la gramática. Poder saber de forma inmediata
el númnero de descripciones analizadas correctamente nos permite conocer la
cobertura del analizador, Identificar las descripciones que no son analizadas
correctamente, permite utilizarlas comno base para amupliaciones de la gramática.
Esta cuestión será discutida con más detalle en puntos siguientes.
Los elementos principales que constituyen la arquitectura del sistema se
corresponden con los aspectos fundamentales de nuestra aproximación. En la figura
5.6 se incluye el Diagranía de Flujo de Datos (DED) [Yourdon79, Rumbaugh9l,
Pressman93) que describe la arquitectura de Ares. En el diagrama modificamos la
notación habitual para dar cuenta de las peculiaridades del sistemna: representarnos
las unidades de procesamiento mediante círculos (o 1’burbujas») en la formahabitual, pero representamos los elementos de datos que constituyen las
entradas/salidas de las unidades de procesamiento mediante cuadrados. Los
elementos sombreados se han desarrollado manualmente, mientras que los no
somnbreados se encontraban ya disponibles o han sido obtenidos de forma
automática. Los sufijos que aparecen en los elementos (.pro, .c, .lex) indican la
forma en que se encuentran almacenados o en que han sido codificados los datos.
Las fuentes de información de que se parte son dos: los archivos de texto del manual
y los correspondientes a la base de datos de WordNet. También se parte de un
archivo codificado en Prolog con las consultas del usuario que van a ser procesadas.
Dada la condición experimental dcl sistema, no suponemos una interacción directa
con el usuario, sino que partimos de la existencia de una base de datos con el
conjunto de consultas. Esta cuestión se detallará en el punto de este capítulo
dedicado a la exposición de los experimnentos centrados en la efectividad que hemos
realizado con el sistema.
Para la traducción de las descripciones del manual a hechos Prolog se ha
desarrollado un preprocesador en lex [SunES], preprooman.lex. El módulo del
sistema, geitera¿exico.pro.lex.c, tiene como entrada los archivos en que se almacenan
originalmente los datos en WordNet, las descripciones representadas en Prolog
(man.pi-o) y el archivo de consultas del usuario (cousudtas.pro). Este módulo
selecciona el subconjunto de la información léxica existente en WordNet que
utilizaremnos para el análisis semántico de las descripciones del manual y las
consultas, y genera el archivo que contiene el léxico del sistema (Iexico.pro).
El análisis del manual (anaUzcn-descrip.pro) y las consultas de los usuarios
(analizarcousu>ltas.pro) utiliza la gramática de unificación (grarnatica.pro) y el
léxico obtenido de WordNet. Los resultados de ambos análisis se almacenan en dos
archivos Prolog: analisisdescnip.pro y analisisconsudtas,p no, respectivamente.
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Figura 5.6: Diagiama de Flujo de Datos de Ares.
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Los análisis de documentos y consultas constituyen la entrada del proceso de
cálculo de la simnilitud (similitud pro), que genera un archivo con los valores
numéricos calculados de la similitud o relevancia de las desciipciones a cada
consulta (descniprelevaiites.pro).
En los puntos siguientes tratamos con detalle los problemas específicos de la
implementación del sistema. Detalles adicionales de codificación se incluyen en el
apéndice final.
5.4 Construcción del léxico del sistema
En WordNet se encuentra almacenada una gran cantidad de información léxica:
95.600 términos organizados en 70.100 synsets o conceptos para los que se incluye
información referente a diferentes relaciones semnúnticas. Estas relaciones son
principalmente las de sinonimia, antonimia, mm~eronimia e hiponimia, constituyendo
en su conjunto una base de datos de 12 MegaBytes en la versión 1.4 [MillerOS].
Toda esta información léxica -lingijística- puede ser utilizada para mejorar el
proceso de recuperacion.
Para construir el léxico utilizado por Ares, hemos seleccionado un subconjunto de la
información existente en WordNet y la hemos traducido a la sintaxis de Prolog.
Esta aproximación ha sido necesaria> no como muero aspecto de eficiencia del
sistema, sino como cuestión determinante de la factibilidad de Ares, WordNet es
una base de datos de grandes dimensiones que está diseñada para su consulta de
formna interactiva por usuarios y los tiempos de acceso a la información son
considerables (en nuestro sistema son necesarios un gran número de accesos al
léxico durante el proceso de análisis). Por otra parte> los interfaces que se
proporcionan para el acceso a la base de datos no son lo suficientemente flexibles
como para disponer, efectivamente, de toda la información existente en ella.
Disponer del subconjunto de la información de WordNet útil para el procesamiento
que realiza Ares en su léxico, en forma de base de datos Prolog, facilita en gran
medida el proceso de desarrollo del sistema y posibilita su utilización desde la
gramática de unificación que constituye la base del analizador.
Para la selección del subconjunto de la información de WordNet que incorporamos
en el léxico de Ares, hemos tenido presentes dos criterios generales. En primer
lugar, del conjunto de términos para los que WordNet incluye información (95.600>
sólo es necesaria la información existente en la base de datos relativa al lenguaje
que Ares debe procesar: los términos utilizados en las descripciones del manual y en
las consultas de los usuarios. En segundo lugar, entre la información referente a
todas las relaciones léxicas incluidas en WordNet, se ha seleccionado aquella que
resulta especialmente adecuada para el procesamiento de descripciones y consultas
en nuestra aproximacmon.
En el léxico de Ares hemos incluido dos tipos de información tomada de WordNet:
información sintáctica e información semántica. Para cada palabra que aparece en
las descripciones, hemos obtenido su categoría sintáctica y el conjunto de synsets, o
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Figura 5.6. Muestra del léxica de Ares
presenta una muestra del léxico del sistema. La confección del léxico se ha
conseguido mediante la construcción de un programa Prolog para la generación del
corpus de palabras de las descripciones y las consultas, otro en C que gestiona la
consulta a WordNet, y varios filtros en lex que traducen los datos a la sintaxis de
Prolog. Los detalles de esta implementación se proporcionan en el apéndice final. La
base de datos Prolog que constituye el léxico utilizado por Ares para el
procesamiento de las descripciones está formada por:
845 hechos
641 términos
- 2843 conceptos o synsets
96
Palabras diferentes como “copy , copies’, “copying’, o “copied” son representadas
por un sólo término, “copy’, que tiene diferentes categorías sintácticas, nombre y
verbo, cada una de las cuales tiene diferentes significados.
A continuación describimnos con más detalle los dos tipos de información incluida en
el léxico del sistema: la inforniación semántica y la información sintáctica.
5.4.1 Información semántica
En el léxico de Ares hemos incluido los posibles significados de cada término que se
encuentran definidos en WordNet. En WordNet cada significado, o synset, se
identifica unívocamente por un entero de ocho dígitos. Cada significado en WordNet
se encuentra también descrito -pero no identificado unívocamente mediante una
breve descripción en lenguaje natural. Ya que cada significado puede encontrarse
asociado con varias palabras, un significado también puede ser descrito mediante
éstas.
Como ejemplo, la palabra ‘execute’ tiene siete significados, los siete como verbo o
acción (figura 5,6). Los siete significados son identificados por los enteros
[01016285, 01015621, 00984018, 00983489, 00691009, 00662251, 00397674]. Las
descripciones de estos siete significados son:
o1o16285: execute —— (carry onU tha legalitíes of>
01015621: execute, make, do, effect, carry..,out -- (carry or
puL lito effect; e.g. “make an etfort”; “do research’>
00984018: execute —- (murder execution-style)
00983459: execute, putsoAeath -- (socially sancbioned killing
as a maans of punlshment)
00691099: parforro, execute, do -- (recreate, create agamí
00662251: complete, accomplish, exacute, carry..out, tuiflil --
(cause Lo happen; carry through)
00397674: execute —- (siga in Ube presence of witnesses)
Disponer de un conjunto de significados como este facilita la representación
semántica de las expresiones en lenguaje natural y permite resolver los problemas
que se plantean en las aproximaciones a la recuperación de información que
utilizan una indexación -o representación de documentos y consultas- basada en
términos, Trataremos a continuación cómo se afrontan en Ares, haciendo uso de
esta información semántica, los problemas derivados de la polisemia y la sinonimia,
Para aproximaciones que utilizan una indexación basada en términos obtenidos a
partir de palabras, la polisemia conlíeva problemas. En concreto, para expresiones
en las que aparece un mismo término, pero con significados diferentes, este
contribuye a un incremento de la similitud -cosa no deseable-. Por ejemplo, si
consideramos las dos siguientes expresiones:
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“execute a command” (execute -> 00691099)
“execute the criminal” (execute -> 00983489)
En una aproximación que utilice una indexación basada en palabras, la aparición
de “execute” en ambas expresiones, conllevaría un incremento en el valor de su
similitud. En una representación basada en los significados, la palabra es
representada de forma diferente para cada expresión. En una aproximación a la
recuperación de información, este tipo de consideraciones pueden utilizarse para
conseguir fundamemmtalmnente un mecanismo de mejora de la pr’ecisioIL [Mauldinflí,
Voorhes93].
La sinonimia tamnbién presenta problemas en una aproximación que utiliza una
indexación con términos basados en las palabras. En concreto, para expresiones en
las que aparecen diferentes palabras, pero con un mismo significado, éstas no
contribuyen con un incremnento en el valor de la similitud. Por ejemplo
consideremos las dos siguientes expresiones:
“execute an action’ (execute -> 00691099)
“perform an action” (performn -> 00691099)
En ambas, ‘execute” y “perform” tienen un mismo significado (00691099). En una
aproximación que utilice una indexación basada en términos, las palabras “execute”
y ‘perform” no incrementan el valor de la similitud. Si en la representación se
utilizan los significados de los términos, pueden ser considerados en el cálculo de la
similitud y hacer que esta aumente. Este tipo de consideraciones pueden tenerse
presentes para conseguir un mecanismo orientado a mnejorar el tecali [Mauldinol,
Voorhes93l.
De acuerdo con lo ya señalado en párrafos anteriores, en Ares utilizaremos la
información semnántica basada en la definición de conceptos (representados por sus
identificadores numéricos) y su asociación a términos, como base para la mejora del
tecali.
El problema de la sinonimia cobra una especial relevancia en el caso de las
descripciones. En general, cuanto menor es la longitud de un texto relevante, mayor
es la probabilidad de que no aparezcan los términos de la consulta en él (aunque sí
lo haga un sinónimo de alguno de estos térnminos) [SaltonOS]. Por otra parte, la
solución clásica para este problema, el uso de thesaurus, se ve dificultada.
Podemos establecer un paralelismo entre las agrupaciones de términos incluidas en
un thesaurus (o las listas de asociación de términos tratadas en capítulos
anteriores) y la información semántica disponible en el léxico de Ares. En Ares, dos
palabras tienen un mismo significado si ambas tienen asociado un mismo concepto.
Como ejemplo tomado del léxico de Ares (figura5.6), ‘do”, <‘execute” y «perform” son
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Figímna 6,7: Asociaciones término-término-concepto obtenidas del léxico,
wordk’do’J,verb, [o1071505,01055769,01034508,01018225,0101S998,
0101562100738915.fl9ñ919$i,00664342,00654930,000l8659])
wordk’execute’ 1 ,verb, E01016285,02.0i5621,0098401800983489,
00691099, 00662251, 003976741)
wordk’performn’] ,verb, E00939855,006916i6.flQ~21Q221) -
En la figura 5.7 incluimos las cien primneras asociaciones [térnuino,,¿¿un/no
2, concepto]
de las 636 que se obtienen del léxico de Ares.
Este tipo de información, especialmnente necesaria en el caso de las descripciones
cortas, no puede ser obtenida mediante métodos de generación automática de
tlíesaurus, cuando la información de partida son documentos con un número
reducido de términos [SaltonSS]. Por lo tanto> en el caso de las descripciones cortas
resulta necesario la confección manual de un thesaurus de términos. La
construcción níanual de un thesaurus es una labor costosa, Este mismo alto coste de
desarrollo conlíeva la confección de este tipo de informnación en los sistemas basados
en el PLN que siguen la aproximación basada en la semántica, como FERRET o
UCE. En el desarrollo de Ares hemos utilizado como información de este tipo la
proporcionada por WordNet. El principal problema que presenta esta información
obtenida de WordNet frente a un thesaurus específico del dominio o la de los
sistemas basados en la semnántica es su generalidad. La generalidad de esta
información hace que su utilización conlleve una disminución de precision mayor
que la introducida por un thesaurus específico del dominio, o la de sistemas basados
en la semántica.
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A diferencia del léxico, el resto de los elementos de Ares, que presentamos en
puntos siguientes de este capítulo, sí son específicos del dominio Estos elemnentos
específicos del dominio introducir mecanismos orientados principalmente a la
muejora de la precis ion. Es decir, conseguir rechazar aquellos documentos que se
considerarían relevantes sin serlo realmnente, utilizando exclusivamente la
información relativa a la sinonimia. La conjunción de estos elementos con el léxico
conlíeva, por lo tanto, una mejora simnultánea en recail y precbsion, y en la
efectividad en general.
5.4.2 Información sintáctica
A partir de la información existente en WordNet, hemos incluido en el léxico> para
cada palabra, sus posibles categorías sintácticas. Las categorías sintácticas
consideradas son las distinguidas en WordNet: verbo, nombre, adjetivo y adverbio
Una palabra puede tener asociadas varias categor(as sintácticas, como los casos de
“access” o “archive” que pueden ser nombres o verhos. En este caso, incluimos un
hecho Prolog en el léxico por cada posible categoría sintáctica. En general, una
palabra tendrá diferemítes synsets, o conceptos, asociados a cada categoría
sintáctica, ya que sus significados son diferentes.
La información relativa a la categoría sintáctica se utiliza como base tanto para el
análisis simitáctico-semnántico como para el morfológico. En un punto siguiente se
tratará su uso en cada nivel en la gramática de unificación.
5.4.8 Adición de vocabulario
En el desarrollo de Ares hemos tomado como punto de partida conseguir obtener el
léxico del sistema de forma automática a partir de la información existente en
WordNet. Sin embargo, no todas las palabras que se utilizan en las descripciones
procesadas se encuentran en WordNet. En concreto, en las descripciones se utilizan
641 térmninos, 552 de los cuales son los presentes en WordNet. Para los términos no
presentes, de acuerdo can nuestro planteamiento inicial del sistema, no hemos
incluido información en el léxico de formmma manual.
Los 89 términos que no aparecen en WordNet son excesivamente especializados.
Algunos ejemnplos son “checksum”, “hexadecimal’, “ip”, ‘lineprinter” y “hostname”,
Conviene señalar que dentro de esta cifra incluimos también las apariciones de
otras órdenes dentro de las descripciones (eg. “telnet”, “textedit’). Por otra parte, es
importante hacer mención del importante número de tecnicismos que se utilizan en
las descripciones (e.g. “ascii”, “bit’, “c”, “database”> que si se encuentran en
WordNet, con los significados específicos de nuestro dominio (e.g. “c”, con seis
significados, y el 03405966 -- “a general purpose programming language closely
associated with the UNIX operating system”).
Para cinco términos, representativos de algunos fenómenos característicos de
nuestro dominio, hemos hecho una excepción y hemos insertado en el léxico su
información de forma semiautomática, a modo de ilustración de cómo podría
automatizarse el proceso en algunos casos. IDos términos, “keyword” y “pathname”,
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ilustran el hecho del uso de términos en el manual que se forman por la composición
de dos palabras (e.g. “keyword” = al(ey>~ + “word”). Para este caso, los ítems que
hemos insertado en el léxico los hemos formado por la suma de los significados de
los términos que los formnan. Un caso sensiblemnente diferente es el de “overwrite”,
que le hemos asociado la unión de los significados de “write” y “remove”. También
hemos incluido en el léxico un término formado por un verbo más preposición a
mnodo de ejemplo de este hecho, en. concreto para “look fo?’, que le hemos asignado el
significado 00536270, que comparte con “seek” y “search” (esta información sí se
encuentra en WordNet, pero no hemos considerado este tipo de términos en nuestro
preprocesador). La representación de este tipo de términos se puede incluir en el
léxico en la forma siguiente, en concreto para el caso citado:
word( E ‘look’, ‘fox’) verb, (00536270))
El tratamiento más detallado de estos casos particulares no se encuentra dentro de
nuestros objetivos actuales. De acuerdo con la apraximación seguida, para los 84
términos restantes no hemos incluido ninguna informuación, El léxico obtenido de
esta forma ha sido el utilizado en los experimentos que presentamnos al final de este
capítulo. En el apéndice final puede encontrarse el léxico completo utilizado en el
sistema.
5,5 El lenguaje de representación de las descripciones
El lenguaje de representación de los documentos es un aspecto fundamental en los
sistemnas de recuperación de información, y en todos los sistemas que siguen la
aproximación semántica está muy relacionado con los lenguajes de representación
del significado (MRL) propuestos en el ámbito del PLN <e.g. scripts en el caso de
FERRET).
La definición del lenguaje de representación de Ares es uno de los elementos más
determinantes de todo el sistemna, En nuestro caso> para definir el lenguaje de
representación hemos utilizado como base tanto criterios generales de PLN, como
criterios específicos del dominio. Además hemos subordinado el procesamiento de
las consultas del usuario al procesamiento de las descripciones. El lenguaje de
representación de las descripciones nos ha servido como base para la definición del
lenguaje de representación de las consultas del usuario, debido a la proximidad
existente entre el lenguaje utilizado en consultas y descripciones.
Fundamentalmente, el lenguaje de representación debe tener el suficiente poder
descriptivo como para permitir mejorar el proceso de recuperación. Por otra parte,
no tiene por qué incluir aspectos o detalles, que no sean relevantes para la
recuperación de información en nuestro dominio.
En los siguientes apartados especificamos los requisitos, o aspectos deseables, que
debe satisfacer el lenguaje de representación en un sistema como Ares; las
restricciones, o peculiaridades, del dominio más importantes que hemos tenido
presentes en la definición del lenguaje de representación; y por último, definimos el
lenguaje de representación utilizado en Ares.
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5.5.1 Requisitos del lenguaje de representación
Los siguientes, son los requisitos que se han tenido presentes, principalmente, para
la definiciómí del lenguaje de representación de las descripciones en Ares.
1.. Poder descriptivo: El lenguaje de representación debe tener la suficiente
expresividad como para permitir mejoras en la efectividad del proceso de
recuperación, El lenguaje de representación debe proporcionar una
expresividad y poder descriptivo mnayor que el de los vectores de términos con
pesos utilizados en los sistemas basados en el modelo vectorial. El lenguaje de
representación debe tener una capacidad de representación del contenido de
las descripciones semnejante al de los sistenías de Rl basados en la semántica,
tales comno el utilizado en FERRET basado en estructuras de tipo frame.
2. Rep¡-esentación otientada a la semántica: El lenguaje se debe centrar en la
representación del significado de las descripciones. El lenguaje de
representación debe ser tal que descripciones diferentes, pero con contenidos,
o significados, semejantes sean representadas de forma igual o parecida. Así
mnmsmo, debe ser tal que descripciones superficialmente parecidas, pero con
contenidos, o significados, diferentes, se representen de forma distinta.
8. Disminución de la complejidad del analizador: El lenguaje de representación
debe ser tal que el proceso de análisis de los documentos se vea facilitado en
la mayor medida posible (y por tanto el analizador), siempre que la
efectividad del proceso de recuperación no se vea afectada. No se deben
incluir atributos en el lenguaje de representación que conlleven una obtención
de sus valores por el analizador de elevada complejidad, mientras no sea
necesario. Como caso concreto, una representación con un nivel de detalle
análogo al de los sistemas de comnprensión de texto como BORIS, con una
organización basada en MOPs, resulta excesiva y coníleva el desarrollo de un
analizador de elevada complejidad.
4. Orientación, al cálculo de la simLlLt(td con las consultas: En la definición del
lenguaje de representación de las descripciones se debe tener presente su
finalidad: permitir el cálculo de la similitud de las descripciones con las
consultas del usuario. El lenguaje de representación de las descripciones debe
ser tal que se representen los aspectos relevantes a las necesidades del
usuario y se vea facilitado el cálculo de la similitud entre descripciones y
consultas.
5. Potenciación del uso de información léxica: Este aspecto se encuentra de
acuerdo con la tendencia actuales de los sistemas de PLN a potenciar este
elemento del sistema y con conseguir la máxima explotación posible de la
información obtenida de una base de datos léxica ya existente> WordNet. En
primer lugar, el lenguaje de representación debe ser tal que permita la
inclusión de la mayor información léxica posible, como los identificadores de
los conceptos incluidos en el léxico, que pueden utilizarse para representar de
forma no ambigúa el significado concreto de los términos en las descripciones.
Por otra parte, el lenguaje de representación debe facilitar el desarrollo de un
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analizador que se base lo máximo posible en la información existente en el
léxico del sistema relativa a los conceptos y categorías sintácticas asociadas a
los términos.
A estos requisitos les podemnos añadir el de “adecuación al dominio”, quizá uno de
los más relevantes en nuestra aproximnación. Esto lo trataínos en el siguiente punto.
5.5.2 Restricciones del dominio
En la definición del lenguaje de representación adecuado al dominio, se han tenido
presentes dos cuesitones fundamentales: el tipo de lenguaje que se utiliza en las
descripciones y en las consultas, y los objetos que son descritos en ellas, Estas dos
cuestiones se tratan en los siguientes cuatro puntos, correspondiente a las
restricciones del dominio más relevantes para la definición del lenguaje de
representación y cómno han influido en esta última.
1. Uniformidad de los objetos descritos: Todas las descripciones se orientan a
describir un mismo tipo de objeto: una orden de UNIX. En la definición del
lenguaje de representación debernos incluir elementos que resulten
esl)ecialmente adecuados para la representación de este tipo de objetos.
2. Brevedad j’concisión de las descripciones: Las descripciones de las órdenes se
encuentran formadas en su totalidad por una o dos oraciones, y en su mnayoría
por una sola. Además, la información que se presenta en ellas es muy concisa,
a diferencia de los dominios tratados en otros sistemas de recuperación de
información basados en la semántica, como FERRET o NLDI3, que siguen una
aproximnación parecida a los sistemas de extracción de información basada en
“text slcimmning”. En nuestro caso, el lenguaje de representación debe permitir
representar la práctica totalidad de la información existente en las
descripciones. No se puede seguir una aproximación análoga a la de los
sistemnas de text skimming, en los que se selecciona sólo una parte de la
información existente en el texto [PlobbsD2].
8. Uso del lenguaje enunciativo: Todas las descripciones a procesar se
encuentran formadas por frases enunciativas, de forma tal que no es
necesario incluir en el lenguaje de representación elementos que den cuenta
de otros tipos de oraciones, corno las interrogativas, ni se hace uso de
cuantificadores (como el existencial o el universal). Tampoco se utilizan
verbos en diferentes tiempos, todas las expresiones se encuentran formadas
por verbos en presente. Todos estos aspectos, que se suelen incluir en
sistemas de PLN como los interfaces en LN a bases de datos, no son
necesarios en nuestro dominio [CarrolDS,Allen94, Ritchie95].
4. Similitud entre consultas ~‘ descripciones: Los usuarios expresan su necesidad
mediante oraciones enunciativas, al igual que en Argos. Las consultas de los
usuarios se formulan en un lenguaje muy parecido al utilizado en las
descripciones. En Ares utilizamos el mismo lenguaje de representación de las
descripciones para representar las consultas de los usuarios. La similitud
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Figura 5.8: Formalismno para la representación de las descripciones.
existente entre el lenguaje de las consultas y el de las descripciones puede
interpretarse como un supuesto> o como una imposición a los usuarios. En
cualquier caso, existen estudios experimentales que avalan la suposición de
que la mayoría de las consultas de los usuarios se hacen de esta forma,
mediante oraciones sencillas [Guindon88]. En nuestro dominio, seguir esta
aproximación nos ha permitido procesar el 83% de las consultas que
utilizamnos en los experimentos que presentamos al final del capítulo.
5.5,3 Definición del lenguaje de representación
En Ares, el significado de las descripciones y consultas se representa mediante
estructuras de tipo franie, como la utilizada en sistemas como FERRE’l’
[Mauldin9l] y en sistemas de PLN [Gazdar89, AllenS4]. La definición de la
estructura de los frames y la de los slots que los integran se basa en los conceptos de
role temático y caso. Utilizamos ambos conceptos en una forma próxima a la
habitual en sistemas de l’LN ~Allen94], ya tratada en un capítulo anterior, y
próxima también a comno se realiza en el sistema UCF [Wendlandt9l], en el que,
como se ha tratado en un capítulo anterior, se potencia la utilización de información
léxica. De formna análoga a como se ha realizado en este último sistema, el conjunto
de casos que utilizamos lo hemos definido basándonos en los originales introducidos
por Pilímore [BruceS?,AllenO4], adaptándolos a nuestro dominio.
Una representación basada en frames de casos resulta especialmente adecuada
para la representación de la semántica de expresiones como las que forman las
descripciones, con características ya señaladas en el apartado anterior. Por otra
parte, en sistemas orientados a la recuperación de componentes software, como el
de Wood y Sommerville [WoodSS], se subraya la adecuación de este tipo de
representación para las órdenes de UNIX: objetos que básicamente se encuentran
orientados a realizar una función (o acción) sobre otros objetos que juegan
determinados roles temáticos (fuente, destino). De esta forma, la definición de una












la acción que se realiza en la oración, correspondiente al
verbo
la entidad que es afectada por la acción
la entidad comparada con el objeto
el destino del objeto
el tienmpo a lo largo del cual transcurre la acción
el objeto utilizado para realizar la acción
la forma en que se realiza una acción
el propósito de la acción
el lugar donde se realiza la acción o de donde parte el
objeto
el monmento en que se realiza, o comienza a realizarse,
la acción
Figura 5,9: slots utilizados en la representación basados en roles temáticos.
utilizado en las descripciones como a los objetos que se describen en ellas, las
órdenes de UNIX.
En la figura 5.8 se incluye la definición del formnalismo utilizado para la
representación de las descripciones, Utilizamos DCG (que en este caso puede
considerarse como alternativa al habitual BNF) como formalismo para la definición
de la gramática que especifica el lenguaje de representación, el mismo que hemos
utilizado en el desarrollo del analizador y que trataremos en un punto siguiente. La
representación de una descripción esta formada por una lista de framnes, de formna
tal que cada frame se corresponderá con la representación semántica de cada
oración incluida en la descripción. Una representación incluirá dos frames como
máximno, por la propia naturaleza de las descripciones.
Cada frame está comnpuesto por una serie de slots. El nombre de los slots viene dado
por el conjunto de roles temáticos. En la definición de nuestra representación hemos
incluido nueve roles temáticos que permiten representar los principales papeles que
pueden jugar los objetos que intervienen en una acción, además de el
correspondiente a la acción misma. El role temático agent no se incluye: en todos los
casos el agente de la acción es el nombre de la misma orden que se describe y no es
interesante para nuestro objetivo del cálculo de la similitud.
El significado que representa cada uno de estos roles es el utilizado habitualmente
en sistemas de casos [BruceS’?, Allen94] y se describe en la figura 5.9. El valor
asociado a cada role temático representa la entidad que juega este papel en la
descripción (salvo la acción en sí misma). Así el valar de cada role viene dado por
una estructura apropiada para descripbir los objetos que intervienen en una ói’den
de UNIX y está formada esencialmente por dos partes: una cabeza y una lista de
modificadores. La cabeza tiene como valor el del concepto que representa a la
entidad en sí misma. Los modificadores, los conceptas que se corresponden con las
palabras que sirven como modificadores de la cabeza en la oración y que definen con
más precisión la entidad que ocupa ese role.
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Las unidades más sencillas incluidas en la representación son asociaciones
término-lista de conceptos, que denominaremos a partir de ahora asociaciones
termino-concepto. En los término-conceptos, se incluyen los conceptos existentes en
el léxico del sistema correspondientes al significado con que intervienen las
palabras en las oraciones. Se incluye también la representación los términos
correspondientes a las palabras en una forma canónica, independiente de
variaciones muorfológicas.
El siguiente es un ejemplo de representación de una descripción, la correspondiente
a la orden “cd” para cambiar de directorio de trabajo:










El frame esta formado en este caso por un slot correspondiente a la acción, action y
otro correspondiente al role temnático object, el objeto sobre el que se realiza la
accion. Los conceptos que aparecen en la representación son los coriespondientes a
los significados con que se utilizan las palabras en la descripción. En el ejemplo
anterior, la palabra “change” se representa por des significados de los catorce que
tiene en WordNet (seis como verbo y ocho como nombre). Estos significados se
corresponden, entre los seis que tiene como verbo, con los subrayados:
0901469, exchange, chage, interchange -— Ctransfer; cause Lo
ctmange ovmership)
0068165: change, clress -- (get dresged; “change before you go
to the opera”>
0066589: change, exohange, convert —— [‘as of currency, fox
exaitiple”)
0050717: cImange, alter —— (cause Lo change; rnake different)
0049698: change, alter, vary
0046130: change, hecorne_different -— <‘Ihe weather changed last
night”>
El objeto que se encuentra asociado al role temático object se encuentra
representado por el significado 3214387 de la palabra “directory”. La palabra
“working” no es pasada a su forma “work” por encontrarse en el léxico como adjetivo
en la primera formna, y actúa como modificador con el significado 25162,
De acuerdo con nuestros objetivos, la representación semántica de expresiones en
las que aparecen términos diferentes, pero con significados equivalentes, es la
misma o muy próxima. Así la expresión
“altar the active director¡’
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tiene la misma representación semántica que la anteriormente comentada. El
término “altar” se encuentra representado por los significados 050777 y 049698,
comunes con “change”. El térmuino “active” tiene asociado el 25152, el mismo que










El siguiente ejemplo corresponde a la representación de la descripción de la orden
¿pm, para eliminar trabajos de la cola de impresión.












En este caso la descripción incluye un slot para la acción, action, y otros para los
roles temáticos theme y source.
Es importante hacer notar que nuestro lenguaje de representación, además de
permitir afrontar los problemnas relacionados con la sinonimia y la polisemia,
proporciona un mecanismo para la mejora de pr’ecision. Expresiones que incluyen
los mismos términos, con los mismos significados, pero que tienen un significado
completo diferente, tienen representaciones semánticas diferentes. Como ejemplo,
podernos considerar las siguientes expresiones:
“rernove a text file”
“remove a text from a file”
Estas dos expresiones tienen significados diferentes aunque contienen los mismos
términos con los mismos significados. Como es deseable, la representación
semnántica de cada una de las expresiones es diferente:
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De esta forma, las representaciones sernanticas permiten su diferenciación y
proporcionan la base para la mejora de la precision. En el siguiente punto se tratan
aspectos adicionales de la representación de las órdenes utilizada en Ares, al tratar
la definición de la gramática de unificación, con la que se encuentra fuertemente
interrelacionada.
5.6 La gramática de unificación
En la gramática de unificación hemos incluido toda la informnación lingúística,
adicional al léxico, que se utiliza en Ares. En la concepción del sistema, como hemos
señalado anteriormente, nos hemnos planteado establecer una clara división entre
las dos componentes fundamentales que permiten el procesamiento de las
descripciones y las consultas, En el léxico se incluye información obtenida
automáticamnente de WordNet que en general no es específica del dominio, En
contraste con el léxico, la gramática de unificación se ha desarrollado de forma
enteramente manual y es en ella en donde se incluye la información lingúistica
específica del dominio. Esta división se puede observar en la organización del
sistemna presentada en la figura 6.6.
La gramática de unificación permite realizar a Ares un análisis morfológico,
sintáctico y semántico de las expresiones, orientado a obtener su representación
semántica en el formalismo presentado en el punto anterior. La gramática se
encuentra dividida fundamentalmente en dos componentes: una orientada al
procesamiento morfológico y otra orientada al análisis sintáctico-semántico. La
componente morfológica es en cierta medida independiente del dominio> pero queda
incluida dentro de la gramática de unificación por la necesidad de su desarrollo
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nmanual y la posibilidad de su adaptación al dominio en posibles evoluciones del
sistema. Presentamos a continuación ambas comnponentes.
5.6.1 Componente morfológico
El resultado del análisis mnorfológico realizado por Ares es en parte semejante al
realizado por los algoritmos de extracción de raíces (stemming> utilizados en los
sistemas de recuperación de información, o el utilizado en el módulo de Rl de Argos,
Esencialmente, el analizador muorfológico proporciona, dada cualquier flexión de
una palabra, el término correspondiente existente en el léxico. Proporciona, además,
sus posibles categorías sintácticas. El análisis morfológico es posible gracias a la
información existente en el léxico del sistema.
Para la imuplemnentación de la componente morfológica de la gramática de
unificación hemnos utilizado las reglas de separación (delo.chment) incluidas en el
analizador morfológico que incluye el intorfaz a WordNet [MillerO3].Estas 18 reglas
aparecen en la figura 5.10. Si una palabra termina en un sufijo de los existentes en
la segunda columnna, se sustituye por el correspondiente de la tercera columna.
Estas transformaciones de las termuinaciones de las palabras son posibles para las
categorías sintácticas asociadas, especificadas en la primera columna. De esta
forma, dada una pa]abra en su formna original, tal como se encuentra en una
expresión de entrada, se le aplican las reglas de separación de sufijos hasta
comprobar si se encuentra en su forma canónica en el léxico del sistema, y con la
categoría sintáctica permnitida para la regla de separación aplicada. Así, por
ejemplo, para una palabra como “switcbing”, el resultado del procesamiento
morfológico sería el término “switch”, y la categoría sintáctica verb. Para “switches”,
se obtiene igualmente el término “switch”> pero con das posibles categorías
sintácticas, nouii. y ve,’b.
Para la implementación del analizador morfológico, hemos definido un conjunto de
reglas en DCG que se corresponden una a una con las reglas de la figura 5.10. En
ellas se incluye el sufijo flexivo, la parte de la palabra sin sufijo -básicamente la
raíz- y el sufijo correspondiente para la transformnación a la forma en que aparece
en el léxico. Se incluye además, como primer argumento, la categoría sintáctica
para la que es válida la aplicación de la regla. De acuerdo con esto, las reglas en
DCG correspondientes a las 5 primeras que aparecen en la figura 610 son:
raorf(noun, R, U) --> reotiR>, [a).
moorf(noun, E, Es]> --> rootCR>, (s,e,s].
raorf(noun, E, Ex]> --~- root(R>, [x,e,s].
mnorf(noun, E, Ez]) --> reotiR>, (z,e,s].
roorf(noun, E, Ec,hl) —--> root(R), [c,km,e,s].
Las restantes se pueden encontrar en el apéndice final. De estas reglas se hace uso
desde el predicado de acceso al analizador, mo<phie. Este predicado instancia las
variables lógicas que tiene como argumentos a la palabra en cualquiera de sus




















Figura 5.10: Reglas morfológicas de separación de
sufijos -
Los siguientes son ejemplos de consultas, desde el intérprete de órdenes, de accesos
al predicado ntozphie, correspondientes a los casos de “switching” y <‘swmtches” ant es
tratados:










Las reglas de separación utilizadas son válidas para un número importante de
términos del Inglés y pueden complementarse con una lista de excepciones
[Miller9S]. En nuestro caso, no ha sido necesario incluir esta información en el
sistema: el analizador morfológico imnplementado cubre el 100% de las palabras
utilizadas en las descripciones y en las consultas.
Como ya hemos señalado, el análisis morfológico tiene como propósito fundamental
la identificación de las posibles categorías sintácticas de una palabra y la obtención
del término correspondiente en el léxico. La transformación de la palabra al término
tiene un propósito esencialmente análogo al de los algoritmos de extracción de
raíces utilizados en RL tratados en capítulos anteriores: la obtención de una forma
canónica de las palabras. Sin embargo, a diferencia de los algoritmos de stemming,
el analizador morfológico no proporciona la raíz de la palabra, sino su forma
canónica, tal como se incluye en el léxico. Además, es más preciso y no aplica reglas
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Figura 5,11: AnMisis de descripciones.
cte forma incorrecta -como puede ocurrir con los algoritmos de extracción de raíces
con los posibles errores de infrarradicación y sobrerradicación [Frakes92]- al
comprobar la existencia en el léxico del término obtenido.
5.6.2 Componente sintáctico-semántico
El analizador sintáctico-semántico tiene como entrada la lista de símbolos
correspondientes a una descripción y como salida, la representación de la
descripción en el lenguaje de representación descrito en el punto 5.5. El predicado
de acceso al analizador es selLte)Lces. En la figura 5,11 aparecen dos ejemplos de
análisis obtenidos para las descripciones de las órdenes at y banner,
respectivamente.
En el analizador no existe una clara separación de un componente sintáctico y otro
semántico, sino que ambos tipos de información se encuentran integrados
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simultáneamente en las reglas de la gramática, que tiene como objetivo
fundamental la obtención de la representación semántica de las expresiones de
entrada, siguiendo tina aproximación semejante a la presentada en [Gazdars9].
El desarrollo de la gramática se ha realizado de forma incremental, es decir,
incluyendo nuevas reglas o modificaciones sobre un conjunto básico de ellas,
mediante sucesivas comprobaciones de los análisis obtenidos para las descripciones.
IDe acuerdo con esto, hemos partido de un conjunto de reglas inicial que permitía
realizar el análisis de un conjunto de descripciones relativamente reducido y
mediante la inclusión de nuevas reglas hemos llegado a conseguir analizar
correctamente un 64.8% de las descripciones del manual (280 de 432). Sistemas que
siguen una aproximación basada en la semántica consiguen coberturas análogas o
inferiores (cg. el sistema FERRET [Mauldin9l] analiza entre el 15% y el 30% de las
oraciones de los textos, adecuándose a su estrategia de Iext sIñ¡nmn¿ng). En el caso
de Ares conseguir esta cobertura ha resultado suficiente para mejorar la efectividad
del proceso de recuperación, como veremos en un punto siguiente.
Disponer de los diferentes elementos de información (i.e. las descripciones, el léxico
y la gramática, fundamentalmente) integrados en un entorno declarativo como el
formado por la combinación de Prolog y DCQ, ha facilitado el proceso de desarrollo
de la gramática. De esta forma, resulta posible conocer de forma inmediata datos
concretos acerca de las descripciones mediante consultas al intérprete de Prolog o
mediante la construcción de predicados especificas. Por ejemplo, podemos obtener
de forma directa todas las descripciones en las que aparece un sólo verbo, o dos, o
ninguno, o conocer el hecho de que en ninguna descripción aparecen tres verbos.
Este tipo cte datos nos ha permitido adquirir conocimiento sobre las restricciones del
lenguaje utilizado en las descripciones, que hemos incluido en forma de reglas en la
gramática. También resulta inmediato conocer las descripciones que son analizadas
correctamente mediante la gramática de unificación y saber cuáles no, viéndose
facilitada la inferencia de las reglas que se deben incorporar en la gramática para
conseguir ampliar su cobertura.
En la definición de la gramática hemos utilizado las restricciones del dominio
señaladas en el punto 5.5. para la definición de la forma de representación de las
descripciones, y otras adicionales más relevantes al desarrollo de la gramática,
aunque todas ellas se encuentran muy interelacionadas. Las principales
restricciones identificadas en el conjunto de descripciones y que se han utilizado en
la definición de la gramática son las siguientes:
1. Las descripciones de los comandos están formadas por oraciones enunciativas
en activa. No aparecen oraciones en pasiva. Esto conlíeva que el agente de
todas las acciones venga dado por el sujeto y la acción por el verbo.
2, La mayoría de las descripciones se encuentran formadas por una oración. Un
cierto número de ellas por dos, y ninguna por tres o más.
3. La mayoría de las descripciones son frases verbales o sintagmas verbales
(verb phrases). Son oraciones que presentan el sujeto elidido: es el comando
que se describe.
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4. En las oraciones no aparecen proposiciones subordinadas.
5. En una gran cantidad de oraciones, el objeto viene dado por la frase nominal
inmediatamente posterior al verbo.
6. El role temático asociado a las frase nominales se encuentra fuertemente
determinado por las preposiciones que las introducen.
Otras características adicionales de las descripciones facilitan el desarrollo de la
gramática y, aunque no se representen en ella explícitamente, sí se utilizan
implícitamente. Por ejemplo, no es necesario la comprobación de concordancia de
género y número entre sujeto y predicado, y por ello no se incluye explícitamente
este tipo de restricción en la gramática. Tampoco es necesario disponer de
mecanismos que resuelvan la ambigúedad referencial que introduce el uso de
pronombres porque en las descripciones no se hace uso <le ellos.
Basándonos cii estas consideraciones hemos construido la gramática utilizada en el
sistema y que se incluye de forma completa en el apéndice final, Comentamos a
continuación las relaciones existentes entre las restricciones anteriormente
señaladas y las reglas de los elementos más importantes de la gramática.
La regla seiiteiices, correspondiente a una descripción, se define basándonos en el
hecho de que las descripciones están formadas a lo sumo por dos oraciones, con un
nexo entre ambas (coord). El resultado del análisis es la unión de los frames
correspondientes a cada oración:
sentences { EcaseFran~el>
senLence(CaseFrawe)




En la regla sentence, se tienen presentes las restricciones anteriormente señaladas
relativas a la elipsis del sujeto, la obtención de la acción y la posición del objeto, así




cases<SloLList); (1, ( S1ott~ist = E) 1 1.,
ActionSlot = (action,AcLionFiller],
ObjectSlot = (object,ObjectFillerl 1.
La acción se obtiene a partir del verbo, o los verbos que aparecen al comienzo de la
frase. La regla de formación de uerbs es:
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verbs< ( [head<fverbTer~concepu1>,moaííc[1>)JI -->
verb <VerbwermConceptl.




En la regla de formación uerb incluimos la posibilidad de aparición de verbos como








word< [Verb,Prep) ,verb,conceptL> 1
En la regla senteijee, los valores de los slots correspondientes a los roles temáticos, o
casos, adicionales al objeto se obtienen a partir de las frases nominales <cases) que
aparecen tras el verbo y las frases nominales correspondientes al objeto. De acuerdo
con las restricciones anteriormente señaladas, el role temático se encuentra
fuertemente determinado por la preposición que introduce la frase nominal










Las preposiciones pueden utilizarse como base para la obtención de información
semantica, al igual que en el sistema UCF [Wendlant9l]. En la gramática se
incluye información relativa a 15 preposiciones que se utilizan cono indicadores de
los roles temáticos, de la forma habitual en los analizadores de casos [AlienO4].Los
roles temáticos asociados a las proposiciones se incluyen en la gramática en forma






En el primero de los hechos se representa el que la preposición “to” se utiliza como
indicadora de los roles temáticos destinat¿on ypurpose.
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La uniformidad de la estructura de las frases nominales de nuestro dominio es
utilizada para la obtención del término que se incluye como cabeza (head) en los
valores de los slots en la representación y los términos que actúan como sus
modificadores (modi/) en las representaciones. Las palabras correspondientes a la
parte head de la representación se obtienen de la parte central de las frases
nominales. Los modificadores se obtienen a partir de los calificadores (qualífiere)
que preceden al núcleo y de los complementos (coinplement) que le siguen. Esto se
tiene presente en la definición de la regla u¿oun...phrases.















ModifLisL2 = [11 b
< append<ModifListl,ModítList2,ModufList) 1.
La parte de la gramática correspondiente al componente sintáctico semántico,
consta de 25 reglas correspondientes a 15 símbolos no terminales y tiene corno
símbolos terminales preposiciones, artículos, conjunciones, y las palabras que
pueden obtenerse mediante el analizador morfológico, naorphie, tratado
anteriormente, y que a su vez se basa en los 641 términos existentes en el léxico.
Las reglas incluidas en la gramática son ambiguas, en el sentido de que existen
determinadas descripciones que tienen varios análisis o representaciones posibles.
Así por ejemplo, para la descripción de la orden “a?, presentada anteriormente en
la figura 5.11, se obtienen realmente dos análisis, uno de los cuales es incorrecto y
no se ha incluido en esta figura. Eliminar estos análisis incorrectos, o hacer menos
ambigua la gramática resultaría factible mediante la adición de reglas más
restrictivas, como por ejemplo reglas correspondientes a restricciones selectivas
(setectional restriotions), en la forma habitual en sistemas de PLN para análisis
parecidos [AllenO4]. En Ares no hemos incluido esta información porque no
necesitamos obtener representaciones únicas de las descripciones para nuestro
objetivo: mejorar la efectividad del proceso de recuperación. El problema que
plantean los análisis múltiples se resuelve en la definición del método del cálculo de
la similitud, que tratarnos en un punto siguiente. Siguiendo esta aproximación,
conseguimos reducir el esfuerzo de desarrollo de la gramática.
De acuerdo con la organización de Ares, la gramática de unificación desarrollada se
utiliza para el análisis de las descripciones y de las consultas de los usuarios. Al
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igual que para la definición del formalismo de representación, en el desarrollo de la
gramática hemos utilizado solamente como base las descripciones de las órdenes
existentes en el manual. Esta aproximación a permitido que la gramática
desarrollada analice el 86.4% de las consultas que aparecen en el conjunto utilizado
para los experimentos centrados en la efectividad que presentamos en un punto
posterior de este capítulo.
5.7 El cálculo de la similitud
El valor de la similitud entre las consultas y las descripciones se utiliza corno base
para la ordenación por relevancia de las órdenes a una consulta del usuario. El
cálculo de la similitud se basa en el lenguaje de representación de las órdenes y las
consultas.
Como es lógico, la función de similitud se encuentra orientada a que consultas y
descripciones que tengan un mmsmo significado, tengan un valor alto de similitud.
En la definición de la función de similitud se potencia el uso de la información léxica
que se encuentra incluida en la representación de descripciones y consultas, Desde
un punto de vista general, la función de similitud utiliza los identificadores de
conceptos incluidos en las representaciones como base para la mejora del reccdl y la
estructura semántica de las descripciones como medio para la mejora de la
precísion. De esta formna, representaciones que incluyen los mismos conceptos, pero
presentan tina estructura semántica diferente tienen un valor bajo de la similitud.
En la definición de la función de similitud se integran criterios introducidos en
aproximaciones basadas en frecuencias de aparición de términos> como la del
modelo del espacio vectorial, con criterios que se centran en las peculiaridades de la
utilización de una representación semántica, como en los sistemas UCE y FERRET,
tratados en el capítulo anterior.
Definimos a continuación las funciones utilizadas para el cálculo de la similitud
entre fram es> correspondientes a representaciones de descripciones y consultas.
Puntualizamos algunos aspectos y señalarnos algunas alternativas a las
definiciones. En la implementación del cálculo de la similitud en Ares hemos
utilizado las que se especifican, y con ellas se han realizado los experimentos que se
presentan en un punto siguiente,
Similitud entre /t’ames: La similitud entre dos estructuras de tipo frame es la
suma de los valores de las similitudes entre sus slots comunes o compatibles,




En la definición de la similitud entre frames se puede incluir de forma
sencilla la utilización de pesos diferentes para cada slot o role temático, como
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en el sistema UCF. Sin embargo, en nuestro sistema todos los roles temáticos
tienen el mismno peso.
La mayoría de las descripciones de las órdenes se encuentran representadas
por un sólo frame, así como todas las consultas de los usuarios de los
experimentos que se presentan en un punto siguiente. IDe esta forma, la
simnilitud entre frames proporciona directamente el valor de la similitud entre
consulta y descripción. Para los casos en que la descripción es representada
por dos frames, el valor de la similitud entre consulta y descripción es el
máximo de los de la similitud de cada uno de los fraines de la descripción con
el de la consulta.
Similitud entre slots compatibles: La similitud entre dos slots con el mismo
role temático se define como la suma de todas las similitudes entre los fillers
de sus listas de fillers correspondientes:
‘.4,
sin¡SIo«sl,,, si,,) = E ~ siníFulier(f1~, ,., f4,~)
1=1 j=I
en donde n,j, y n,tb son el número de elementos que tienen las listas de fillers
asociadas a los slots sí, y 5lb, respectivamente.
Si militud entre fiUers: La similitud entre dos fillers se define como la suma de
las similitudes entre sus cabezas y sus modificadores:
simnffuíler(fi0 P~) = shnHead(I¡~ hflh )+ SIIUMOdS(I>Ifl J1~
Similitud entre núcleos: La similitud entre núcleos incluidos en fillers de slots
se define como el valor muáximo de las similitudes entre las asociaciones
término-concepto incluidas en cada uno de ellos.
siniHcad(k,, 1~b) = mnaxvíí(sínhTe>.mConcerrQc;,,, tcJ,bI))
Similitud entre modificadores: La similitud entre modificadores incluidos en
fillers de slots se define como el valor máximo de las similitudes entre las
asociaciones término-concepto incluidas en cada uno de ellos.
SUflIV!OdS(fl1
0, ¡lib) = n;ax.«~1 (s¿¡nTerm.ConceptQc,,, ~, tc,,,~j))
En la definición de la similitud entre núcleos y en la de modificadores,
tomamos en ambos casos el máximo de las similitudes entre las asociaciones
término-concepto. Ya que el número de asociaciones término-concepto
incluidas en los modificadores es mayor que en el núcleo, en la mayoría de los
casos, conseguimos de esta forma dar un mayor peso a las asociaciones
término-concepto del núcleo. Esto resulta adecuado a que los términos del
núcleo juegan un papel más importante en las descripciones.
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SI;nilitud entre asociaciones térmuLO-coflcepto: La similitud entre dos
asociaciones término-concepto es nula cuando la intersección de los conjuntos
de conceptos correspondientes es vacía, es decir, cuando no tienen un
significado común. En caso de tener una intersección no vacía, o tener un
significado común (o varios>, el valor de la similitud es el mínimo de los pesos
de los términos, calculados a partir de su frecuencia de aparición en los
documnentos.
sinilennCo¡tccpt(tc,,, tc1,) 1V, O(1c0, 1c1,)
u’, = Iog2 (n / df,)
O(tc<,,tc,,) = {Osi concQc<,) n concQcp 0
Fien coso contrario
Siendo u el número de documentos existentes en la colección y df, el número de
documentos en que aparece el término t.
Una alternativa a los pesos utilizados en la definición de esta función, basados en la
frecuencia de aparición de los términos, seria la utilización de pesos basados en la
frecuencia de aparición de los conceptos, como se hace en [Voorhees93], En Ares
hemos utilizado en una primera aproximación la anterior expresión, que facilita el
desarrollo e interpretación de los experimentos que presentamos en el siguiente
punto.
En suma, las definiciones introducidas para el cálculo de la similitud> se encuentran
dirigidas a conseguir, de acuerdo con la concepción inicial de Ares, implementar
simnultáneamente un mecanismo orientado a la mejora del recoil, basado en la
información léxica de propósito general obtenida de WordNet, y un mecanismo
orientado a la mejora de la precision, basado en la información específica del
domninio utilizada para la definición del formalismo de representación de
descripciones y consultas, y la gramática de unificación. 1in la definición de la
función de similitud se utiliza la estructura semántica de las representaciones, de
forma tal que descripciones que son superficialmente semejantes pero que tienen
significados diferentes (y una estructura semántica diferente), tienen un valor bajo
de simnilitud.
Consideraremos a continuación tres expresiones sencillas para ilustrar las
definiciones introducidas en el cálculo de la similitud:
e1: “remove files or directories’ (rin)
e2: “delete a text file”
e3: “remove text from a file”
La primera de ellas se corresponde con la descripción corta de la orden rin. Las dos
siguientes son semejantes a las de un ejemplo comentado anteriormente y describen
dos operaciones muy diferentes. Utilizaremos estas expresiones para ilustrar dos
aspectos principales de la definición de la función de similitud:
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a) expresiones diferentes superficialmente, con diferentes términos, pero con
significados semejantes, tienen un valor de similitud alto.
b) expresiones iguales superficialmuente, con términos iguales, pero con
significados diferentes, tienen un valor bajo de similitud.
Las expresiones e1 y e2 son un caso representativo de a), en el que las expresiones
sólo comparten un término (file”), pero describen dos operaciones que resulta
deseable que tengan un valor de similitud alto.
Las expresiones e1 y e3 son un caso representativo de b), en el que las expresiones
tienen un mayor numero de términos en común que en el caso anterior, pero sin
embargo representan operaciones semánticamente diferentes en mayor medida que
las anteriores, y resulta deseable que tengan un valor de similitud más bajo.
Como veremos a continuación, la similitud que se obtiene para los frames
correspondientes a estas expresmones es, de acuerdo con lo deseado:
shnfframe(f,f2)= 46.4911
snnFraníe(f1,f1) = 23.1111
En la figura 5.12. se presentan los análisis proporcionados por el analizador para
las tres expresiones. Como puede verse, las representaciones correspondientes a e2 y
&~ tienen estructuras semánticas parecidas en las que los núcleos de los slota actiolL
y object tienen significados comnunes, Sin, embargo, las representaciones
correspondientes a e1 y e2 tienen estructuras semánticas diferentes en las que sólo
el slot action. tiene significados comunes. Detallamos a continuación, a modo de
ilustración, el cálculo de estas simnilitudes.
a) Cálculo de la similitud entre las expresiones e, y ej.
La similitud entre los frames fí y f2 que representan las expresiones e1 ye2 es:
shnffra,ne(f1,~t)= siníS1ot(sl11~,~~,0,, , si12,,0,0,,) + shnSlot(slfobfrcí’
Para la similitud de los slots correspondientes a las acciones, ya que en este caso
cada slot tiene un único filler, y ninguno de los fillers tiene modificadores:
siSilflStOt(5G odio,,’ J,or,ion) = simFíller(fl¡, ochon 1’ flf2adio,,I )
sbnFil1er(fl110~,¡0,, 1’ f1pocrio,,¡ ) = sbnHead(h~<,~,,0>,¡ , h f2ac~¡oi~ ¡ )
Con la parte head de los flllers:
12 head([tern¡concepl(refl¡ove. [983048,95l139,951020,179903,70485fl])
Ii — head([termconcept(deICt e, [633190,398344,70485])])
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e1: remove files or directories’ <rin)
Frainel = [[acLion,
E Ehead( [terraconcept<reinove,




















Ca remove text from a file”
Frarne3 = [[acUlen,
([head( Etennconcept(remove,









[4061749, 3236400, 1988053, 19878961)]>,
iwcdif <[1>))) 11
Figura 5.12: Análisis de expresiones.
Ya que las cabezas tienen en este caso un solo término-concepto:
s¡nlHead(hf,,6110>,I ‘‘~f~eiciio~íI ) = sinhrermnConcept(tCte,,,ove[ 1 tCdCJCCC[..l)
sbnTermCo¡mcept(tc,C,,,Ú,C[p tCc¡eIe¡e[ 1~ = Wre),Iove ~ tCdt¡ete[l>
simTer¡nConcept(tc~6»,0,,~íj, tOc¡eIe¡e[ j) = 4.80748.71421 = 41.8926
En donde los pesos de los término-conceptos se han calculado mediante la fórmula
del logaritmo a partir del análisis de las descripciones
119
= log2(n/df,)
y el valor de O ~ tcde¡e,e[..l) es 1, ya que:
COflC(tCre,,o,.L~[I) n conc(tcCk,C,L( >) = {70485}!=0
Con esto se obtiene como valor de similitud para los slots correspondientes a las
acciones:
simSlo«s11,,~,10>, ‘
5f,ac¡¡o’,) = 41 .8926
Para los slots correspondientes a los objetos, ya que en este caso el slot object del
frame f
1 tiene dos fillera:
sunSIo¡(sl1,,,¡,~.,, slí:,,¡,jeÚ, ) = sbflFiller(fl,.IO,,JCC,L ‘flhobjec,¡)+ simFiIIe¡(flf,,,bPC,2~JlÍ2ObJCC,1 >
La similitud entre los fillers, ya que las cabezas del de f1 no tienen modificadores:
si¡nFiller(flf,,,,,Éd, ~ ) = si¡nHeacl(¼,ob/cal’knobpc¡I)
Sil>IF¿ílCr(flÍ,M,ICC,2, flf2~bJ~~,l) = s¿»íHea¿¡(ktio¡>iect2, .h
con la parte head de los slots:
h —1f,ohjte~ 1 ~— ead([tennconccpt(file, [4061749,3236400,1988053,1987896])])
Ji —f,objec~2 — head([termconcept(1¡rcctory,[32 1 4387])j)
‘½obÍeesI = Izead([terniconcept(file, [4061749,3236400,[988053,1987896])])
La similitud entre las cabezas queda:
sinddead(hf,OhICC,I , h.f,Ob]CC,I ) = sin¡Terínconcept(tcfiuC[ .1
sbnhJead(h.fO¡,JCC,2~ ‘~f objec~ ) = sbnTer¡nConcept(tc<11,~~10~i )~ tCffl4)
Las similitud entre las parejas de término-conceptos es:
simTerínConcept(tc,ne[..,~tcfi¿e[..í) = Wflf4
sun TermConcept(tcfi,C[ ]~ tCg¡~.[ j) = 2.144421444 1 = 4.5985
sumnTennConcept(tc,¡¡recboo.[] tcfifr( >) = Wel¡rectoh~ . O(¡c,,1,«<001..~,tcí¡CE..í)
sbnTer¡nConcept(tc,,¡r~~¡0,y[p tcfi,,{1)=539232144400
En donde se han incluido los pesos de los términos calculados utilizando la fórmula
del logaritmo, y los valores de la función O para las parejas de términos-concepto,
que son 1 y O respectivamente, ya que:
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conc(tcfi,0[]) n conc(tcfi,~,[ ~)= {4061749, 3236400,1988053,1987896} !=0
co¡íc(tc,U,,C,,,,,.(])n conc(tcpe[ >) = 0
Con esto se obtiene como valor de similitud para los slots correspondientes a los
objetos:
si¡nSiot(siÍ,,,,,frC,~ ~
1.&ohjec~ ) = 45985
De esta forma, la similitud entre los frames f, y f
2, y con ello la de las expresiones e,
y 02, queda finalmente:
shnFrante(f,f2) = 46.4911
b) Cálculo de la similitud entre las expresiones e1 y e3
La similitud entre los frames f, y f3 que representan las expresiones e1 y e3 es:
si,;¡Fívmne(f~ , f~) = sbnSiot(slí,,~,~,,, , ~1~3~Ui0 ) + ShflSiO«5líobIeCí~ ~1f3~¡4«,)
ya que aunque f3 tiene slotsonree, f, no lo tiene,
Para la similitud de los slots correspondientes a las acciones ya que cada slot tiene




Itsun EilIer(fl1 ,,~,,,, i fi~,~>,i ) = simHead(hA ueflo,íI ‘ fM,C¡i0flI
Con la parte líead de los fillers:
/1 = 11 = hec¿d([íermnconcept(reniove, [983048.951139,951020,179903,70485])l)
5f¡r.c~,oq S
1
Ya que las cabezas tienen un solo término-concepto y además es el mismo:
shuHead(hf <C¡¡0Ií h,.,,,,,~,,, ) = simTermConce.pt(fc,~0,,,~~1 ¡,
sim.Te¡n.Concept(tc,,,,O,CI), tcre,,,ove[..1 ) = ~ WtenJo,,e - &(tCrei,,oveE ¡,
simTerniConcept(tc,~,,0,~[), iCftfl,OVC( ~)= 48074- 4.80741 = 23,1111
En donde se han incluido los pesos de los términos calculados utilizando la fórmula
del logaritmo, y el valor de la función O es 1 ya que los conjuntos de conceptos
asociados a cada término concepto son el mismo y su intersección es no nula.
De esta forma se obtiene como valor de similitud para los slots correspondientes a
las acciones:
shnslot(s11,,,,10,, s13~,») = 23.111 1
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Para los slots correspondientes a los objetos, ya que el slot object del frame f, tiene
dos fillers y el de f3 tiene solo uno:
sunSlot(síf,,bJCC, ‘~
1f
3objed) = sbnFhIIer(flÍ,,,bJCC,I, flf3objec¡ ) + sbnFiller(flíobj,C,2,fl130wtc,l)
La similitud entre los fillers, ya que ninguno tiene modificadores:
su¡nFiIIer(flL,,¡,JEC,l ~ = sunhulead(h110,,JCC,l IhI,ObJeC¿)
5W1F!ilCdflÍ,,,h.¡CC,2, Pf,O*C,L) = shnHead(IlÍO.,,JCC,2~ ~
con la parte head de los slots:
‘~fÚhJCdI = head([terniconcept(flle,[406 ¡749, 3236400,1988053,1987896D])
‘kf~,bjece2 = hcad([¡erniconcept(cl¡rectory,(32 ¡4387])])
‘~f,ohjec,i = head([ternwoncept (ten, [3210873,3201596])])
La similitud entre las cabezas queda:
simlílead(hÍ,,,,,],C,l ~ ) = siniTerniConcept(tc11~1 ~,
sunl-Iead(hÍ,,,4CC,2 ‘~f~0hjeCti ) = sbnTerniConceW(tca¡,cC¡Úr~¡.p tCwa[])
Las similitudes emitre los término-conceptos son:
smilerníConcept(tcflfrf] tc,fl,[ 1~ = lVjue W,n, - G(tCfif~[ >,
sb);TernhConcept(tca,e[¡,tc,ev,[¡) = 2.14445.2548W = O
sun.Ter,nConcept(tcdí,CCt,,r,í], ~ = IV,j¿reCiOry . 6(tc~,, útonl.¡’
sunTerniConcept(tc,,íreC,,,~[], £c,t,[]) = 5.39235.25480 = O
En donde, como en los cálculos anteriores, se han incluido los pesos de los términos
calculados utilizando la fórmula del logaritmo, y los valores de la función O para las
parejas de términos-concepto, que son O en ambos casos, ya que:
con.c(tcfilC[]) nconc(lc,CX,[ ¡) = conc(tc,,Í~CCWfl.[ 1)n coflC(tc,CX,L.]) =0
Con esto se obtiene O como valor de similitud para los slots correspondientes a los
objetos:
s¡¡nSiot(slf,,,,~,CCI, slf,,,hJ~C,) = O
De esta forma, la similitud entre los frames f1 y fa, y con ello la de las expresiones ei
y e3, queda finalmente:
smFrane(f1, f3) = 23.1111
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5~8 Experimentos centrados en la efectividad
En este punto describimos una serie de experimentos orientados al estudio de la
efectividad del sistema Ares. Para ello hemos considerado dos cuestiones
principalmente. En primer lugar, nos interesa comparar la efectividad del sistema
con respecto a una aproximación basada en el modelo vectorial, uso de pesos de
términos, extracción de raíces y lista de parada. En segundo lugar, los experimentos
se encuentran también orientados al estudio del comportamiento de los elementos
con informuación lingiiística que incluye Ares: el léxico y la gramática de unificación,
Para los dos fines anteriormnente señalados, liemos desarrollado dos sistemas
adicionales, con cuyo comportamiento comparamos el de Ares. El primero se basa
en el modelo del espacio vectorial y el segundo utiliza parte de la información
lingúística incluida en Ares: la existente en el léxico.
Nuestros experimentos centrados en la efectividad, se basan en medidas de los
índices de recaí? y precision. Para la medida de ambos parámetros hemos decidido
emplear un conjunto de consultas de usuarios basado en uno utilizado ya para el
estudio de la efectividad en otros trabajos realizados sobre el dominio de las órdenes
del 5.0. UNIX [Maarek9l, Frakes94].
Tratamos a continuación cómo se ha obtenido el conjunto de consultas utilizado en
los experimentos, los sistemas que se han desarrollado con este fin, y los resultados
experimentales obtenidos.
5.8.1 La colección experimental de documentos y consultas
En el planteamniento de experimentos centrados en la efectividad de sistemas de Rl,
se parte habitualmente de un conjunto de documentos y un conjunto de consultas
con asignaciones previas de relevancias [SaltonSS, Fagan87] Algunas colecciones
de documentos y consultas, adoptadas como estándares de hecho, y que se utilizan
con estos fines son CACM, CISI, CRAN, MEE e INSPEO. La colección CACM
contiene 3.204 documentos correspondientes a artículos de la publicación
‘Communications of the Association for Computing Machinery” entre los años 1968
y 1979, y 52 consultas orientadas a este dominio. C~I contiene documentos y
consultas relacionados con Ciencias de la Información. CRAN, documentos relativos
a Aerodinámica e Ingeniería Aeronáutica. MED, relacionados con Medicina> e
INSPEC con Electrónica [Fagan87, LewisOZI.
La especificidad del dominio de Ares, implica que no resulte factible la utilización
de las anteriores colecciones de documentos y consultas. En el desarrollo de Ares, la
definición del dominio ha sido uno de los puntos de partida, por lo que la colección
de documentos sobre la que realizar los experimentos centrados en la efectividad se
ha encontrado determinada desde el principio. Por otra parte, resulta necesario el
desarrollo de un conjunto de consultas de usuarios, con criterios de relevancia
previamente asignados a los documentos de la colección de este dominio especifico.
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Para los experimnentos que presentamnos en este punto hemos utilizado el conjunto
de consultas con relevancias asignadas desarrollado para el estudio del sistema
Quru [Maarek9l], tratado en un capítulo anterior. Este sistema está orientado al
jnismno dominio que Ares: el manual del S.O. UNIX. En otros trabajos incluidos en
la bibliografía [Frakes94] se utiliza a su vez este conjunto de consultas como base
para la medida experimental de valores centrados en la efectividad de otros
sistemas, como Proteus. Disponer de este conjunto de consultas, especifico de
nuestro dominio, nos ha facilitado el desarrollo de los experimentos que
presentamos, además de proporcionar una objetividad adicional frente a un posible
conjunto de consultas desarrollado íntegramente por nosotros.
El conjunto de consultas de Maarelc se encuentra orientado a AIX (la versión de
UNIX de IBM), mientras que en Ares hemos utilizado la sección 1 del manual de
SunOS. Ambos sistemas operativos tienen un conjunto de órdenes comunes
importante pero tienen también ciertas diferencias Esto ha hecho necesaria una
adaptación a nuestro domninio concreto, al igual que se ha realizado en el trabajo de
Frakes, anteriormente referenciado. En concreto, se han eliminado 8 de las 30
consultas incluidas en el conjunto original, por referenciar órdenes específicas de
AIX que no se encuentran en SunOS (cg. clicursor, del) o bien por referenciar
órdenes que en SunOS se encuentran en la sección 8 del manual (órdenes de
mantenimiento) y no en la sección 1 que es la que hemos considerado en el
desarrollo de Ares (cg. chown, route). En la figura 5.13. aparece el conjunto de
consultas utilizado en los experimnentos, acompañadas de las órdenes relevantes a
cada una de ellas.
De esta forma, el conjunto de documentos (las 482 descripciones cortas de las
órdenes de la sección 1 del manual de SunOS) y el conjunto de consultas con
órdenes relevantes asociadas de la figura 5.13, constituye un conjunto de prueba
análogo a los anteriormente mencionados CACM, C~I, CRAN, MED e INSPEO,
pero específico de nuestro dominio,
Una limitación que tiene este conjunto de prueba -heredada del conjunto de
consultas de Maarek- respecto a los estándares es el número de documentos
relevantes asociados a cada consulta: oscila entre 1 y 4, mientras que en las
colecciones estándares suele ser mayor. Esta limitación hace que determinadas
operaciones orientadas a la medida de la efectividad, como la obtención de curvas
precision-recalí a partir de la extrapolación de puntos concretos, no resulten
posibles, aunque sí resulta posible la obtención de valores medios de precision para
un recalí determinado.
En concreto, 18 de las 22 consultas tienen asignado sólo un documento relevante.
Para estas consultas el recalí sólo puede tomar valores binarios, esto ea {0, 11. Sólo
para las dos 2 consultas que tienen 2 documentos relevantes asignados el recalí
puede tomar valores {O, 0.5, 1}, y sólo para las 2 consultas que tienen asignados 4
puede tomar valores {0 0.25, 0.5, 0.75, 1>. De esta forma los valores realmente
significativos que pueden ser calculados para la precisión son los obtenidos para
recalí = 1.
124
Ref. Consulta Orden relevante
1. compare two files diff, cmp
2. join columuna of two different files into a single file join
3. delete a file rin
4. change the permiasion access to a file chmod
5. rename a directory mnv
<3. overwrite a file mv
7. put a file in another directory mv
8. get the name of the current directory pwd
9. create a new directory mkdir
10. becomne the root user su
11. get informnation about the type of a file file
12, distinguish between ascii and binary files file
13, change my password p asswd
14. display when a file xvas last written to la
15. set time and date of the clock date
16. copy a file fromn a remote host rcp, ftp
17. formnat C source code cb
18. stop a proceas kill
19. split files according to a pattern parameter csplit
20. send binary files via electronic mail uuencode
21. locate a regular expression in a file awk, grep, egrep, fgrep
22. look for a pattern in a file awk, grep, egrep, fgrep
Figura 6.13: Colección de consultas.
En la figura 5.14 se presentan datos estadísticos de las colecciones de documentos y
consultas CACM, CRAN Y MED [Fagan87], los correspondientes calculados para la
colección utilizada en nuestros experimentos (referenciada como “Ares”> y los de los
utilizados en los estudios de los sistemas FERRET [Mauldin9l] y UCIY
[Wendlandt9l]. En “términos” se incluye el número de términos obtenido después
de la aplicación de extracción de raíces a los corpus de palabras correspondientes.
Por lo que respecta a la colección de documentos, el número de ellos utilizado se
encuentra dentro del mismo orden de magnitud destacando el diferente valor del
númnero de términos medio por documento. Este valor hace patente la brevedad de
las descripciones de las órdenes de UNIX en comparación con los documentos
incluidos en otras colecciones, así como la mayor longitud de los documentos del
dominio de FERRET, en los que, como ya se ha comentado, una aproximación
basada en text skimming resulta adecuada.
En cuanto al conjunto de consultas, el número de ellas también se encuentra dentro
de los mnismos órdenes de magnitud, y su longitud media es también menor que las
de otras colecciones, pero la diferencia es menor que en el caso de las descripciones.
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Figura 5li4: Estadísticas de colecciones de documentos y consultas.
5.81 Métodos de recuperación utilizadas en los experimentos
Para el estudio del comportamiento centrado en la efectividad del sistema Ares,
hemos desarrollado dos sistemnas adicionales adaptados a nuestro dominio. Con
estos sistemas hemos realizado las mismas medidas basadas en la utilización del
conjunto de consultas y documentos descrito anteriormente, para su comparación
con los resultados obtenidos con Ares.
El primer sistema implemnenta una aproximación basada en el modelo del espacio
vectorial, uso de pesos de términos, extracción de raíces y lista de parada. Este
sistema representa la aproximnación seguida en Argos, con modificaciones para
adaptarlo al caso de las descripciones cortas. La efectividad proporcionada por este
sistema nos sirve comno referencia para la comprobación de las posibles mejoras
conseguidas con Ares.
El segundo sistema se encuentra orientado al estudio del comportamiento de cada
uno de los dos componentes fundamnentales de Ares que incluyen la información
lingúlatica que utiliza: el léxico y la gramática de unificación. Este segundo sistema
se basa, al igual que el primero, en la aproximación del modelo del espaciovectorial,
uso de pesos de términos, extracción de raíces y lista de parada y, además, utiliza la
información léxica obtenida de WordNet relacionada con la sinonimia entre
términos. Ambos sistemas los referiremos por los nombres EV y EV-S,
respectivamente, en los párrafos siguientes A continuación describimos sus
principales aspectos.
El sistema EV
El sistema EV se basa en el modelo del espacio vectorial, uso de pesos de términos>
extracción de raíces y lista de parada El sistema EV se ha desarrollado en Prolog y
accede a las muismas descripciones y consultas que Ares. Para el desarrollo del
sistema EV se han reutilizado determinados elementos de Ares e incluido en él
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adaptaciones al dominio de las descripciones cortas con respecto a los elementos
utilizados en Argos.
Para la implementación del algoritmo de extracción de raíces hemos utilizado la
componente morfológica de la gramática de unificación de Ares. El algoritmo de
extracción de raíces se basa en el predicado morphie, de acceso al analizador








El algoritmo de extracción de raíces iniplementado mediante el analizador
morfológico proporciona una mnayor precisión que los convencionales, como el de
Porter [Frakes92], utilizado en Argos. El algoritmo de extracción de raíces utiliza
comno base el léxico de Ares y no se comenten eliminaciones de sufijos incorrectas al
comprobar la existencia del término correspondiente a la raíz en el léxico <i.e. se
reducen los errores de infrarradicación y sobrerradicación).
La lista de palabras vacias utilizada en EV también se ha adaptado al dominio.
Listas de palabras vacías de propósito general con un gran número de términos,
como la de 429 términos [FoxO2]utilizada en Argos, no resulta adecuada para el
conjunto de descripciones cortas. Términos que presentan frecuencias de aparición
muy alta en otros domninios y se incluyen en estas listas de palabras vacías, sí son
adecuados como índices en el nuestro y no deben excluirse (cg. “clear”, “group” y
«working’). De esta forma, hemos utilizado como lista de palabras vacías, más
adecuada a nuestro dominio y a la condición de brevedad a las descripciones, una
lista de palabras vacías con un reducido número de elementos. En concreto, hemos
utilizado la empleada en el sistema comercial ORBIT, formada por ocho palabras
[U’oxS2]:
a en and by
from of Ube with
El cálculo de la similitud se basa en el modelo del espacio vectorial y en el cálculo de
pesos de términos. Como función de peso de los términos hemos utilizado la basada
en el logaritmo del inverso de la frecuencia de aparición de los términos en
documentos [SaltonS9] también utilizada en Argos:
u’1 = log2(n/df,)
En donde ti es el número de documentos de la colección y df el número de
documentos en que aparece el término i. El cálculo de estos pesos se basa en
predicados que ya implementan esta funcionalidad en Aros para el cálculo de la
similitud de las asociaciones término-concepto en las que se utilizan estos pesos.
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Como en el módulo de Rl de Argos, cada documento queda representado, o
indexado, por un vector de dimensión ¡u, con los pesos asignados a cada uno de
términos de indexación tras la utilización de la lista de parada y la extracción de
raíces. El vector que representa el documentoj es:
(wd11, wc42, ..., u’
El procesamiento de las consultas se realiza de una forma análoga, quedando
representada por un vector de dimensión ¡u, con los pesos asignados a cada uno de
términos de indexación. El vector que representa la consulta k es:
Para el cálculo de la simnilitud entre un documento 4 y una consulta q~ se utiliza la




En el apéndice final se incluye el detalle de la implementación del smstema EV.
El sistema EV-S
El sistema EV-S se basa en el sistema EV -mnodelo del espacio vectorial, extracción
de mices y lista de parada- y además utiliza la información existente en el léxico de
Ares relativa a la sinonimia. El sistema EV-S se ha desarrollado en Prolog y se basa
en gran medida en EV. La diferencia con EV es la utilización de la información
relativa a sinonimia de los términos que se encuentra en el léxico de Ares. La
información utilizada en EV-S se corresponde esencialmente con las asociaciones
término-término-concepto que se presentaron en la figura 57.
El sistema EV-S realiza el mnismno análisis de documentos, de las consultas y cálculo
de la similitud que EV, con la salvedad de que cuando aparecen términos diferentes,
pero que tienen asociados un concepto común (esto es, son sinónimos)> también
contribuyen en el valor de la similitud mediante el producto de sus pesos, como en
la expresión anterior para términos que son iguales> esto es:
X wc!
11 . wq1 . sin(i, 1)
sim(d~, qp) ¡=1
~wq¿
En donde la función sin(i,I) es tal que es la unidad cuando el término i y el término ¿
son el mismo o son sinónimos, y nula en caso contrario. El comportamiento del
sistema EV-S nos permite estudiar, mediante su comparación con el de EV, la
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forma en que influye la información léxica obtenida de WordNet relativa a la
sinonimia de términos en el proceso de recuperación. La comparación del
comportamiento del sistema EV-S con Ares, nos permitirá caracterizar
esencialmnente, la mejora en la precisión que introduce el componente de Ares
basado en la gramática de unificación.
Los sistemas MV y MV-S se han implementado corno módulos adicionales sobre la
estructura de Ares representada en la figura 5.6. Los resultados de los valores de la
similitud de los documentos para cada consulta se han almacenado en el archivo
correspondiente al elemento de datos descriprelevantes.pro de la figura 5.6. Los
datos se han almacenado en forma de hechos Prolog, constituyendo de esta forma
una base de datos con valores relativos a la similitud de consultas y documentos
que facilita su manipulación y la realización de cálculos orientados a la
interpretación de los resultados obtenidos.
5.8.3 Resultados experimentales e interpretación
Utilizando la colección de docum~ientos y consultas los tres sistemas proporcionan los
valores de similitud correspondientes. En los tres sistemas, los valores de similitud
se utilizan como base para el ordenamiento de los documentos por relevancia
asignada por el sistema (ranking). En el caso de descripciones con valores de
similitud iguales para una consulta, se presentan por orden alfabético en los tres
sistemas. Consideramos documnentos recuperados por los sistemas aquellos a los que
se les asigna una similitud no nula.
En la figura 5,15 se incluyen las cinco primeras consultas del conjunto de prueba
con las descripciones de sus órdenes relevantes asociadas En las tablas de las
figuras 5.16, 5.17 y 5,18 se presentan los ordenamientos por relevancia de las
órdenes proporcionados por los tres sistemnas. En estas tablas se encuentran
destacados en negrita y mayúsculas los nombres de las órdenes relevantes. El
conjunto de documentos recuperados y las similitudes calculadas por los sistemas
para la totalidad de las consultas puede encontrarse en el apéndice final.
En estas tablas relativas a las cinco primeras consultas se pueden advertir algunas
de las características generales de cada uno de los sistemas. Estas características se
observan también para el conjunto total de consultas, En primer lugar, el número
de documentos recuperados por MV-S es siempre mayor que el de MV, y este a su
vez suele ser mayor que el de Ares. Por otra parte, el comportamiento de los
sistemas es parecido en algunas consultas, como la 4, en la que los tres sistemas
proprocionan el documento relevante en primera posición en el ranking, o la 2, en la
que ninguno identifica acertadamente el documento relevante. Sin embargo, en
otras consultas el comportamiento de los sistemas varía entre sí importantemente.
Por ejemplo, en la consulta a, el sistema que proporciona mejores resultados es MV-
5, seguido de Ares, y después MV. En esta consulta, para un valor de recatt = 1, los
valores obtenidos por Ares, MV y MV-S para la precision son de 0.500, 0,833, y
1.000, respectivamente. En la consulta 6 sin embargo, Ares y MV proporcionan en





1. compare two files diff display líne-by-line differences
between pairs of text files
cmnp perform a byte-by-byte
comparison of two files
2. join columns of two
different files into a
single file
join relational database operator
3. delete a file rin remove (unlmnk) files or
directories
4. change the permission
access to a file
chmnod change the permissions mode
of a file
5. rename a directory mv mnove or rename files
Figura 5.15: Muestra de consultas y descripciones de órdenes relevantes.
consulta, para recail = 1, los valores obtenidos por Ares, MV y MV-S para la
precision son de 1.000, 1.000 y 0.500, respectivamente.
A partir de las ordenaciones por relevancia proporcionadas por los sistemas para el
conjunto comnpleto de consultas, se obtienen los datos de la tabla que se presenta en
la figura 5.19. En ella NRels representa el número de documentos relevantes a la
consulta asignados en el conjunto de prueba. NRets representa el número de
documentos recuperados por los sistemas, esto es, con similitud no nula. NRetRels,
el número de documentos recuperados que son realmente relevantes. PosRetRels,
las posiciones en el ranking en que han aparecido los documentos realmente
relevantes.
En esta tabla se observa sobre el conjunto total de consultas> la diferencia existente
en el número de documnentos recuperados con similitud no nula entre los sistemas
(NRets), esto se debe a que, por la propia definición de los sistemas, MV-S tiene que
proporcionar siempre un superconjunto de la unión de los proporcionados por MV y
Ares, es decir:
RetsA,~.~u Rets~v ~ RCtSMvs
y siempre se cumple:
NRetsA~C, =NRetSMVS
NR etsMV =NR eISMVS
De acuerdo con esto, sobre los datos experimentales se obtiene que el número de
documentos relevantes recuperados, NRetRels, es mayor para MV~S, seguido por
MVy Ares en último lugar.
Ref. Documentos Relevantes
ii~, daga.
delta, di, error, gel, head,paxcolo._ascí._socs.comb,_acoa.got,_sccs-ahow, scroendumx.
crootsb, BM, raidir colrm, porto, 1 pta1, ríndel, secaría el atrip, tínildet uniq, unwim,teout, acetcom,
adomin, nr, bar, choánr, compresa, cp, orypt, capliE. otaga Ad dosSusis, di,, ogro p, fgrop, grop, í adení,instail ,o,ke mv psck, post, pr, soca-admin, soca-vai,sp~it, <an uocos,pross, usix, umipaet, tiudecodo,í,uonc¿do, misonol. val, vsmvsp. zcatiockaoroen, toueh, mv, coioreciit, coy, stty, cid, dos2tmouc, oid-aim3cvt, rseiíb, unix, VsWgP. cd.
cdc.ciífn, cl,gr~, cbkey, clísh, paaawd, soca-cdc, ay seqeíiro, nr release, yppasswd, delta, soca-co
mdi. nio. a tioes. att niMV, cd, coloredil, Cay, atty, dd, doa2eioix, oid-suadcvt, rsohI~. unix vswop. clic, etilo, chgrp, chkey.
clíamod. cual,. oaaswd. sccs.cdc. ay acendre, ay release. vopaaawd, dirc,ap, o,kdir, rl,,, roidír
1.aces-accaditl, accadití, dirciní,, scctcom, sdomm, se, bar. cheekor, compresa. op. crootab Crypt, cadd doa2uoix, de,, egrop, fgrep, grep, iodeot, inatalí, mako, mv, psde, post, pr, rio, mMe, acca-adima, seos
val,_apilí._tsr._UOOOnlpresS,_Unix._uopsck._ciudecodo,_umíeneode._minead,_vol._vaws p_zcat





Figura 5,16: Sistema AresOrdenación por relevancia ole documentos
Documentos Relevantes
inatail, piick, post,
obidein,,,. diffmk. atrinespasto acea-accsdíii, secadía, pr, colr,t,, Comp, coíímía, aciuíd raatrepi, op., rol, rmdfl. aiIcStt, rcp. tostaR, pacte,peaL, íiopsck, ríí,dol, accarnídol, seca-val, val, ftp. delta, acoa-coínb, uuaeod, ai,.o, crypt, orgostzot, gel,seca-get, uciptole, em,ito, tau, rd,st, wlísi, cro. paxo io, prt. scoa.prt1splít, ehgrp, compresa, ímcoioprosa,
seat, adinin, acca-adínía, mv, ami,, t ftp, e ,íííod, dcl vswsp, egrop. gro¡,. grep. amere, pago, scca-unoot,í,nget, old-ccat, oid-cotooset, olul.íiocoíopaet fiad acelcoimí, aaot, aocsshow, modeot Emir Lar nr filé.
aereoí,díííop. acreonioscf, chiste,-, diff. touoii, cí,t, ¡icad, old-flle,sorge, cltockor, lios~unfle, nílis, lo, pg.
amalee,_ohiduiní,_dilfiole,_atringa,_sEn»,_df,_mííídecodc._isuescodo._etapa._csulit._croniab._error._diidlxi, roidír, totosir, rep, mnstail, pacte, seat, itapacte, roidol, accs-nitidq1. socavo1, Val, [IP,
eíeídocoíle__etuetícodo_ctsg
~ icejoacreon, e ígrp, c4 cubo cdc, soca-cdc, chin, chau, pssswd. y osswd. SVjiCquhrO,ita, rmd,r, ,, post, ,ínpaok, socadelta, acca-coiob, etuseod, sise, erypi
m organtrer, gol. seca-gel, nupicle unto tail edíst, chaL, opio, paxepie,prí, soos-prt, split, conipreas, etocoampresa, zcst, acca-accodiO, sccaditt, sd,o¡a, adosadtu mo, ay, sitio, tftí,dd, vswap, egrep, fgrop, gre o, amaro, Image, acca-naget, un Eel, ollicoal, old-couapaot, nld-uaeeíspoet, fiad,
accícomo, sae, seca-shaw, fo deiít, bar, lar, nr, filo, screoodumnp. acreonload, clister diff. ceE, licad, oIdfiletíme rge ohackor, doa2uiíix, atibo, lo pg taake objduíop, dífflnk, atnioga, stnip, df, cumudecode, ucieneode,cta a, cao>it, erootsb. pasto, error, du.co,a. adif?. títlxi • río, roidír, mkdir, dircial>, la, arganísor. cd, pwd. ciii, wlmois
Figura 5.17: Sistema MV, Os-donación por relevancia de documentos
Ref.
1,accs-sccsdult accadilí, diicamp, Conjin, (¿Mm’, adílí, rastrepí, Co, cii,. nadir, oiícatr, reí,,
~íopacíe,rmdoí, soca-nodal ~ca.vsi,vsi, ftp, delta, sccs-eosmb, íiuseiid, siso, crypt, organizar, geL, socs-got,
ueípíck. titiLo, taU, ,diat, ‘Wíat, cpb, paxepio,prt, scca•prt, aplit, cligrp, coiopross. UiiOoiilpress, seat.
adamio, sccs.adíoio, mv simm, tftp, e scotooíotm> ogrop, ígre~>, groí> ‘lloro, POff
5% ~
oldocat, old-co,opsct rAd-íííícoíopsc ftoá, - aoci, scos.abow, iodetmt, bar,
sereo load ciuqíer fl mvp toetoh ciii, hoad, old.filo,sergo, checícor, dea2uníx, unix, lix, ¡mg. idohe,
etrio dr eií,decode, íííionoods. etapa, canlít eroi,tsb ponto, error. di,. pr
2,
3 ko~’íagaítt, op, , t il t l - i
scoa.coíííb, miacod, alzo, crypí, organízor, gel. seesgel, mi¿s lelo unto tau roía1, whal opmo, paxopto,
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NRls NRets NRetRels PosRetRels
Ares MV MVS Ares MV MVS Ares MV MVS
1. 2 42 98 98 0 2 2 - 5,74 4,6
2. 1 24 98 110 0 0 0 - - -
3. 1 48 96 107 1 1 1 2 3 1
4. 1 29 106 114 1 1 1 1 1 1
5. 1 26 11 33 1 1 1 1 1 2
6. 1 55 95 124 1 1 1 40 41 73
7. 1 74 129 138 1 1 1 48 78 89
8. 1 36 31 81 1 1 1 1 4 4
V. 1 20 23 30 1 1 1 1 4 1
10. 1 6 16 30 0 1 1 - 1 16
11. 1 44 117 138 0 1 1 - 17 43
12. 1 0 97 112 0 1 1 - 70 87
13. 1 24 12 29 1 1 1 21 3 3
14. 1 0 142 148 0 0 0 - - -
15. 1 11 16 30 1 1 1 1 2 3
16. 2 44 113 113 0 2 2 - 1,40 1,40
17. 1 9 26 34 0 1 1 - 19 27
18. 1 2 8 16 1 1 1 1 2 1
19. 1 0 99 99 0 1 1 - 3 5
20. 1 46 112 120 1 1 1 2 8 22
21. 4 18 125 125 3 3 3 5,6,7 1,2,3 1,2,3
22. 4 16 123 128 3 4 4 23,4 1,77,78,79 1,2,8,8
Figura 5.19: Estadísticas da documentos relevantes y recuperados
Sin embargo, la información más significativa para el estudio de la efectividad es la
que se encuentra en las columnas correspondientes a PosRetRels, en la que se
indica en qué posición se presentan los documentos en el ranking. Aquí puede
observarse que existen consultas en las que los sistemas, especialmente MV y MV-
5, recuperan los documentos relevantes, pero quedando en posiciones muy lejanas
del ranking (e,g. consultas 6,7,11,12) y esto a efectos de la efectividad proporciona
incrementos pequeños (te. un documento relevante presentado en la posición 87 del
ranking no es tenido en cuenta por el usuario).
Finalmente, en la tabla de la figura 5.20, se incluyen los valores definitivos de
precision para recail = 1.000 para los tres sistemas, Estos datos nos muestran que







Estos datos suponen un incremento absoluto de un 5.74%, y relativo del 215% del
valor de precision para recail 1 de Ares respecto a MV. Por otra parte, los




1. 00000 0,0135 0.1666
2. 0.0000 0.0000 0.0000
3. 0.5000 03333 1.0000
4. 1,0000 LOOOO 1,0000
¡5 íoooo 1.0000 05000
6. 0.0250 0.0244 0.0137
7. 0.0208 0.0128 0.0112
8. 1.0000 0.2500 0.2500
9. 10000 0.2500 1,0000
10. 0.0000 1.0000 0.0625
11. 0.0000 0.0588 0.0238
12. 0,0000 0.0148 0.0115
13. 0.0476 0,3333 0.3333
14. 0,0000 00000 00000
15. 1.0000 0.5000 0.3333
16. 0.0000 0.0250 00250
17. 0,0000 0.0520 0.0370
18. 1.0000 0.5000 1.0000
19. 0.0000 0.3383 0,2000
20. 0.5000 0.1250 00455
21. 0.0000 0.0000 0.0000
22. 0.0000 0.0127 01250
y. M. 0.3224 0.2654 0.2790
Figura 5.18: Valores de Precisionoeoaiíi.ooo
forma menor que para Ares, suponen un incremento absoluto
mncreínento relativo del 5.1%.
del 1.36% y un
Estos resultados suponen una mejora considerable en la efectividad respecto a la
aproximación basada en el modelo del espacio vectorial> uso de pesos de términos,
extracción de raíces y lista de parada en nuestros experimentos.
La información relativa a sinonimia, de propósito general incluida en WordNet,
exclusivamente, en la forma en que se ha realizado en MV-S, hace que para
consultas determninadas se consigan mejoras en la efectividad> pero en otras, esta
información añade ruido en detrimento de la precision> de acuerdo con los
resultados obtenidos en [Voorhees93]. Sin embargo, para nuestro dominio y el
conjunto de consultas considerado, se consigue, en media, una mejora de la
efectividad para esta última aproximación, aunque reducida,
La utilizaci6n de la información lingúistica específica del dominio incluida en la
gramática de unificación en Ares proporciona un mecanismo para la mejora de la
precision que resulta decisiva para un incremento en la efectividad notablemente
mayor respecto a un sistema como MV-S basado sólo en la información léxica (pasar
del 5.10/o al 21.5% relativos en los experimentos).
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5.9 Resumen y conclusiones
En este capítulo se ha propuesto un modelo de aplicación de las técnicas de PLN en
la Rl orientado a la documentación existente en bibliotecas de componentes
software. Se ha presentado el sistema Ares que materializa este modelo. El sistema
se centra en los problemnas que plantea la brevedad de las descripciones cortas
existentes en las bibliotecas de componentes. Ares se ha desarrollado para las
descripciones cortas de las órdenes de UNIX de la sección 1 del manual del sistema
operativo. Este conjunto de descripciones está formado por 479 elementos y es
representativo del caso general de las descripciones cortas.
En Ares se sigue una aproxin~ación basada en la semántica. En el desarrollo del
sistema se han mnarcado comno objetivos fundamentales la mejora de la efectividad
del proceso de recuperación y la disminución del coste de desarrollo del sistema.
Además, la aproximación seguida en el sistema facilita su adaptación a otras
bibliotecas cíe componentes diferentes de las órdenes de UNIX, como la que se ha
realizado para el entorno de Smalltalk VisualWorks.
Para reducir el esfuerzo de desarrollo, se ha construido automáticamente el léxico
del sistema utilizado la información lingúistica de propósito general existente en
una base de datos léxica, WordNet. Además se ha desarrollado el analizador-
traductor mediante una gramática de unificación, en la que se incluye, básicamente,
la información lingúística específica del dominio.
En la definición del lenguaje de representación de las descripciones y las consultas
se ha buscado su adecuación a restricciones especificas del dominio del lenguaje
procesado y de los objetos descritas: las ordenes de UNIX. La representación
semántica de las expresiones se basa en los roles de las gramáticas de casos y los
significados de los términos originalmente definidos en WordNet. La definición de la
gramática se ha realizado de forma incremental hasta conseguir el procesamiento
correcto del 648% de las descripciones. En el desarrollo de la gramática se han
utilizado las restricciones identificadas en la definición del lenguaje de
representación, y restricciones adicionales identificadas en el lenguaje utilizado en
las descripciones. La inferencia de las reglas de la gramática se ha visto facilitada
por la definición del domninio (Le. las descripciones de componentes) desde el
comienzo del desarrollo del sistema. Esta gramática se utiliza también para el
procesamiento de las consultas.
Se han desarrollado una serie de experimentos para el estudio de la efectividad del
sistema. En estos experimentos se ha utilizado un conjunto de consultas de prueba
de 22 elementos. La gramática utilizada ha permitido procesar correctamente el
83% de las consultas. En los experimentos> el sistema presenta un incremento en la
efectividad relativo del 21.5% en la precLSbOlL para recail = 1 respecto a una
aproximación basada en el modelo del espacio vectorial> uso de pesos de términos,
extracción de raíces y listas de parada. Así mismo, la utilización de la gramática de
unificación, con información linguistica específica del dominio, se presenta como
decisiva para esta mejora en la efectividad respecto a una aproximación basada
exclusivamente en la utilización de la información léxica de propósito general de
WordNet.
CAPITULO O
CONCLUSIONES Y FUTUROS DESARROLLOS
6.1 Principales aportaciones
En esta tesis hemnos realizado una revisión crítica de los principales aspectos del
proceso de Recuperación de Información, especialmente los relacionados con su
efectividad. Así mismo hemos analizado los modelos y técnicas utilizados para el
procesamniento de textos y consultas en este tipo de sistemas. Como consecuencia de
nuestro análisis> nos hemos centrado en el estudio del modelo del espacio vectorial,
la utilización de pesos de términos, listas de parada y algoritmos de extracción de
ra mces -
Se ha desarrollado un sistema de ayuda para la utilización de bibliotecas de
componentes software en el que las técnicas de Recuperación de Información juegan
un papel fundamental. El sistema Argos se ha desarrollado como sistema de ayuda
para el conjunto de órdenes del sistema operativo UNIX y procesa el manual
existente en formato electrónico en este entorno, Aunque el sistema se ha
desarrollado para esta colección de componentes su aplicación a otras diferentes es
inmnediata. Argos incluye una serie de elementos y funcionalidades, tales como el
modelado del usuario, la realimentación, la especificación de consultas en lenguaje
natural y funciones de navegación basadas en hipertexto, orientadas a proporcionar
ayuda de la forma anás efectiva a los usuarios de las bibliotecas de componentes El
sistema incluye un módulo que encapsula las funcionalidades más directamente
relacionadas con las técnicas de Recuperación de Información antes citadas.
En nuestro estudio se ha hecho patente una importante evidencia experimental de
que los sistemas basados en estas técnicas proporcionan una efectividad en el
proceso de recuperación difícil de superar por otras aproximaciones.
No obstante, y con el fin de mejorar la efectividad> se ha realizado un estudio
profundo de la utilización de técnicas de Procesamiento del Lenguaje Natural para
la Recuperación de Información. Se han estudiado los sistemas de PLN que
incluyen funcionalidades más próximas a la Rl: los interfaces en lenguaje natural>
los sistemas de comprensión de texto y los sistemas de extracción de información.
Se han analizado los sistemas de Rl que utilizan diversas técnicas de PLN y se han
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diferenciado dos aproximaciones: la basada en la sintaxis y la basada en la
semántica. En nuestro estudio, se ha hecho patente que> aunque aún no existe una
definición clara de modelo para la aproximnación basada en la semántica> los
sistemas que siguen esta aproximación introducen mejoras en la efectividad del
proceso de recuperación superiores a los basados en la sintaxis. La profundidad del
análisis realizado por los diferentes sistemas que siguen una aproximación basada
en la semántica varía de unos otros. Dos problemnas comunes a todos los sistemas
basados en la semántica son su especificidad de dominio y su importante esfuerzo
de desarrollo.
La principal aportación de esta tesis consiste en la propuesta de un nuevo modelo
de sistema de ayuda para la utilización de bibliotecas de componentes software
centrado en el procesamiento de la documentación en lenguaje natural existente en
estos entornos. En este modelo se integran técnicas de PLN en la RL siguiendo una
aproximación basada en la semántica. Para materializar este modelo, se ha
diseñado e iniplemnentado el sistema Ares. El sistemna se especializa en los
problemas que plantea la brevedad de las descripciones de un número importante
de colecciones de componentes software. Ares procesa el conjunto de las 432
descripciones cortas de las órdenes de UNIX de la sección 1 del manual del sistema
operativo. Este conjunto de descripciones se ha tomado como representante
suficientemente significativo del caso de las descripciones cortas de componentes
software. Si bien Ares es específico de este dominio, resulta adaptable de forma
directa a otras bibliotecas de comnponentes, como de hecho ya se ha realizado para la
biblioteca de SmallTalk. El sistema se ha diseñado de forma que se mejore la
efectividad del proceso de recuperación, se disminuya el esfuerzo de desarrollo y se
facilite su adaptación a otras colecciones de componentes software.
Para reducir el esfuerzo de desarrollo, el léxico del sistema Ai-es se ha construido de
forma automática a partir de la información existente en una base de datos léxica,
WordNet. También se ha definido una forma de representación semántica de las
descripciones, basada en los roles de las gramáticas de casos y los significados de los
términos originalmnente definidos en WordNet. Esta forma de representación se
adecua tanto al lenguaje utilizado en las descripciones como a los objetos descritos
(Le. las órdenes de UNIX). Para la implementación del analizador-traductor, se ha
desarrollado de fornía incremental una gramática de unificación que permite
procesar correctamente el 64.8% de las descripciones cortas del manual, La
gramática así desarrollada se utiliza también para el procesamiento de las
consultas de los usuarios. El método de cálculo de la similitud entre descripciones y
consultas se ha definido de forma que se considera la estructura semántica de las
expresiones y los significados de los términos que aparecen en ellas.
Finalmente, se ha desarrollado una serie de experimentos para el estudio de la
efectividad del sistema. En los experimentos se ha utilizado una colección de 22
consultas de prueba para el conjunto de órdenes de UNIX. Se han implementado
dos sistemas adicionales para la comparación de su comportamiento con el de Ares
El primero de estos sistemas implementa una aproximación basada en el modelo del
espacio vectorial> pesos de términos, extracción de raíces y lista de parada,
adaptada al caso de las descripciones cortas El segundo implementa esta
aproximación, utilizando además la información léxica incluida en Ares. En los
186
experimentos se hace patente el incremento en la efectividad conseguida por Ares
respecto a la aproximación basada en el modelo del espacio vectorial y el papel
determinante que juega la representación basada en la estructura semántica de las
expresiones respecto a la aproximación basada en la información léxica
exclusivamente.
62 Futuros desarrollos
Las posibles vías de continuación de este trabajo se refieren en su mayor parte a la
investigación sobre la integración de diferentes técnicas de PLN en la RL, en el
dominio de la documentación de bibliotecas de componentes software y en sistemas
informáticos mnás generales.
En primer lugar, nos interesa el estudio de la adaptación del modelo propuesto en
Ares a colecciones de componentes diferentes de las órdenes de UNIX trabajo que ya
ha comenzado con el desarrollo de un analizador para la documnentación del entorno
de SmallTalk VisualWorlcs. Nuestro objetivo es profundizar en el proceso de
adquisición del conocimiento del dominio para facilitar la confección de la gramática
del analizador> investigando hasta dónde es posible automatizar este proceso,
Además, la posibilidad de disponer de otros sistemas basados en el modelo
propuesto en Ares, aplicados a diferentes bibliotecas de componentes software nos
permitiría hacer un estudio muás detallado de la efectividad de esta aproximación.
Para este estudio de la efectividad se necesitaría también confeccionar conjuntos de
consultas específicos de cada biblioteca de componentes considerada. Estos
conjuntos de consultas podrían obtenerse directamente de las formuladas por
conjuntos de usuarios a los que se les proporcionase un entorno de ayuda semejante
a Argos> adaptado a la biblioteca específica Esta investigación se encontraría> en
principio, centrada en la utilización del modelo propuesto en Ares para la resolución
de los problemas planteados por la brevedad de las descripciones.
Por otra parte, en otras bibliotecas de componentes el problema que se presenta es
el opuesto al considerado en Ares. Existen bibliotecas de componentes y entornos
informáticos que incluyen descripciones que plantean problemas precisamente por
su excesiva longitud. Un ejemplo lo constituye la misma sección 1 del manual de
UNIX si consideramos las descripciones completas de las órdenes. Cuando los
documentos son de excesiva longitud> la presentación de éstos, de forma íntegra,
desorienta y sobrecarga de trabajo al usuario. En este sentido, la implementación
de operaciones sobre los documentos> como la segmentación de textos> o la
categorización de textos> puede conllevar mejoras importantes en la efectividad del
proceso de recuperación. La investigación encaminada en este sentido se centraría
en la utilización de técnicas de PLN para la implementación de estas operaciones
sobre los documentos. Estas técnicas pueden ser diferentes de las utilizadas en
Ares, con un análisis más próximo al de tipo «text-slcimming”, o, en contraposición,
potenciando los criterios estadísticos y la información léxica> dependiendo de los
casos> y comparando la efectividad de las diferentes aproximaciones.
Otro tema importante es el de la integración de todo este conjunto de operaciones
sobre documentos y consultas en lenguaje natural> en entornos de ayuda a la
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utilización de bibliotecas de componentes, en los que se incluya un número de
funcionalidades adicionales a las definidas en Argos. Estas funcionalidades se
pueden encontrar encaminadas a facilitar a los usuarios operaciones sobre la
biblioteca de componentes diferentes de la de recuperación, como la adaptación o la
integración. De esta forma, interesa estudiar el papel> o los papeles, que pueden
jugar los métodos de análisis de textos en la ayuda a la realización de estas otras
operaciones de los usuarios sobre las bibliotecas de componentes. La continuación
de esta línea consistiría en la investigación de la adaptación de las operaciones
sobre textos y consultas, en sistemas de ayuda para otros entornos informáticos
diferentes de las colecciones de componentes software.
Finalmente, a más larga plazo> y a partir de la experiencia adquirida en el
desarrollo de sistemas como los anteriores, resulta interesante la definición de una
metodología para el desarrollo de sistemas de RL basados en el PLN. En esta
metodología, los primeros pasos consistirían en la definición del dominio y la
funcionalidad precisa del sistema, así como el análisis de costes de desarrollo de
cada una de las diferentes alternativas basadas en distintos criterios. En este
análisis se identificarían las características de los textos que aconsejan o




DETALLE DE IMPLEMENTACION DEL SISTEMA ARES Y
DATOS EXPERIMENTALES OBTENIDOS
En este apéndice se presentan los principales detalles de implementación del
sistema Ares, así comno los correspondientes a los sistemas utilizados y los valores
de simnilitud obtenidos en los experimentados presentados en el capítulo 5. La
organización general del sistema se describe en el capítulo 5, y se encuentra de
acuerdo con el Diagrama de Flujo de Datos de la figura 5.6.
Se presenta el código correspondiente a los módulos de Ares y los sistemas
utilizados en los experimentos (Al). A continuación, los preprocesadores
desarrollados para el tratamiento de la documentación del manual existente en el
5.0. y representación en sintaxis de hechos Prolog> y la obtención del léxico del
sistemna (A.2). El conjunto de hechos Prolog que constituye el léxico del sistema se
encuentra en ~A3). En (A’I) se incluyen los principales elementos de datos de
entrada del núcleo de Ares y de sistemas utilizados en los experimentos, formados
por las descripciones de las órdenes y los hechos correspondientes a las consultas.
Finalmente, se presentan los valores de similitud de las descripciones a las
consultas calculados por los sistemas en los experimentos ~A.5).
Al. Núcleo de Ares y módulos utilizados en los
experimentos
Los módulos para la implementación de las principales funcionalidades del sistema:
1. Análisis de documentos y consultas
2. Cálculo de similitud
3. Sistemas MVy MV-S
4. Predicados para las pruebas
5. Utilidades
6. Compatibilidad
se han desarrollado en Prolog y su código se incluye a continuación.
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9595 toma como entrada la expresión de entrada (Oeecripción~ y proporciona
95tms co o resultado del análisis su representación en forma de fra.9595 de casos.
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C cases<SlotLiSt>; ti. < SlotList = 12 > ).
< AotionSlot a (actioa,ActionEilleXl
objectSlot = (object,obdectrilleri >-
“95
9595 realas de formación de verbos
9595
9595 el resultado del análisis de la parte de la frase correspondiente
9595 al verbo es un slot en el q~e el valor de la cabeza (bead> es el
9595 termconcept del verbo
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9595 reglas de formación de casos
9595
9595 el resultado es la lista de aloto con roles seiaantl.coi correspondiente
9595 a los casos de las frases nominales
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9595
cases ( [Slotl> ——s
case<Slot) -








9595 reglas de fornación de frases nominales
9595


















< ModifList2 = 1)> ),
< append<ModifListl,ModifLtst2,HodifLiSt) ) -
eses
eses regla de formimación del núcleo de frases nominales
95?’
9595 el resultado es la representación del núcleo mediante su
9595 termainoconcepto asociado
9595





9595 reglas de formación de calificadores
9595
9595 el resultado es la representación de los calificadores mediante












word< EQualifier) ,adje,ConaeptListl }.
9595
9595 reglas de fon-mación de conpleiaentos nominales
9595
9595 el resultado es la representación de los complementOS mediante
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noun,phrass < (head<HeadList> ,mnodif (ModifList)fl,
{ append<HeadList,ModifList,ConplexoermtList) } -
9595
9595 realas de formación de marcadores de casos
eses
eses se obtiene el role semántico indicado por los asociados a














(Word), { conj<Wordfl, coord.
det —-s
[Wordl, < art<Word) >~
enlace —-->
(Word], < conj<Word) >
9595








prepcv(at, tmanner,tin,e] > -
prepcv<between, !coríxparisonl) -





prepcv<into, (destination) ) -
prepcv<via, [instruinent,mwanner)> -
exprcv< faccording.to] ,manner) -
es”























9595 dada una palabra en sus diferentes forras (Completo), se obtiene su




norf <categoría, Raíz, Terimiloacion, ConplL, E)>.
append<Raiz,Termmnacion,TerminoL>,
esplode<Wermmno,TermmnoL),
word< (Termino] ,Categoria, > -
9595
9595 reglas de fonación de nombres
9595
inorf<noun, E, 1)> —--> root<R), Is].
morfínotan, a, rs]) —--> root<R), (5,5,5].
mworf<noun, a, (x]) ---> root<R), íx,e,s].
mnorf<noun. a, Ez]) --> root<R), (z,e,s].
trmorf<noun. a, Ec.h]) --~ roctía), Ec,h,e,sl,
mm,orf<noun, R, [s,h]> --> root(R), Es,h,e,sL
mnorf<noun. E, Ey)) --> root<R), Ei,e,s).
mnorf<noun, E, E]) -—> root<R).
9595
959~ realas de formación de verbos
9595
morf<verb, E, El) --> root<R), (s].
morf<verb, E, Ey)> --> root<R>, [i,e,s).
xnorf(verb, E, re)) --> root<R), Ee,s]
,norf(verb, E, rl) —-> root<R), (e,sk
,worf(verb, E, (el) --> root<R), teA].
morf(verb, E, (1) --> root<R), re,dl.
morf(verb, E, (el) ---> rootla), Ei,n,g).
morf(verb, a, (1) --> root<R), (i,n,aL
morf(verb, E, El) --> root<R)
~695
9595 realas de formación de adjetivos
9595
,norf(adje, E, (1) —-> root<R), Ee,r).
morf<adje, E, (1) ——> root<R), (e,s,tL
morf(adje, E, (e]) —--> root<R), Ee,rL
zmorfcadje. E, [el) ——> reotíR), (e,s,t) -
morf<adje, E, E]) ——>- root<R), (1-
9595 regla de obtención de raíces para parejas de terminos
rootíE)) -—> ti.
root(EH¡Q]) ---> EH), root<Q)-
9595
9595 analisis de descripciones
9595 =====~ =
9595




9695 es utilizado para realizar el analisis de todo el manual, se ocupa de
9á95 almacenar los resultados de los análisis de las descripcionefl CII
9695 la base de datos en el hecho aon,mand/3.
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9595












95?’ analisis de consultas
96?’
96?’




eses es utilizado para realizar el amialisis del conjunto de consultas,
9596 se ocupa de almacenar los resultados de los análisis de las consultas en













9596 calculo del peso de los terroinos basado en idE
9595 =mi
9595




9595 se ocupa de generar los pesos de todos los términos de acuerdo con su
9595 frecuencia de aparición en las descripciones, el resultado del. analisis











9696 calculo de pesos mediante la expresion del
9596 logaritmo
























word< [Word) ,,) -
es959595959695es9596%eseseses9695es95eseseses96eseseseseseseseseses96eses95eses95es9695eses96esesest9695969595es96es96a’9596959696a’9695?’9596%96%969595’Ga’
95959595es96959595969695969596959595?’9596959695969695es9695959696?’95es96959596959596959695959695969596959695969696a’%’C95a’W’¿’695959695a’%a’969695%95969e95




‘.95 calculo de la similitud <o relevancia>
eses
9595




9595 dada la referencia de una consulta, calcula la similitud de loe documentos
9595 existentes en la base de datos y genera la lista de aquellos con similitud




relsort <UnOrderednocaelList, DocRelList> -
9595








contmand<name<NmeD) , ,analisis<FraxmiesD> >1
simjralwes.sd<FraxnesQ,Fran¶esD,Si,¶) -
sima_Erames qd<ErranmeQ), (rrexneb),Sim) m-
sin, E raine <Frazm~eQ, Frenen, Sim,,> -
sim....frames...qd< (FrameQí, (FramneDl,Frsnefl2J ,Sim) 2~
simnÁraxne(Fra,weQ,WraneDl,SinI),
simfranme (FrameO, FrameO2, SimZ),
Sim Ls Siml+Sint
9595





sinuslot (Fran¶el,Fraine2, Framimelb, Frame2b, Sima>,
simframe<Wramelb.Wrene2b,Simrr),











Sirurí is Simarla + SiwWlb.
sin, fillerla< , [JA).
sin, fillerla<Fillerl, EWiller2IFillerl2],SinSla) a—
rillerí = [head<HeadlTCL¾modifCModiflTCL)),




SimTla is SR + SM + Sin,F1a2.
sin, TermconceptList (TernConceptLl,~eriuConceptL2,SiIW) a-





















mmxc EA¡B) ,Val..Max) a-
A > Val, 1, max<B,A,MaM).
nmx( L.IBJ ,val,MM) a-
ma.xCB,val,Mflc> -
9595
95~6 ordenacion por relevancia, por orden alfabetico















alpha....insert<E, EHITJ, EE,HITJ ) u--
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reí sort<T,A), insert(H,A,S) -
insertír, El. (E]) -
insertlE,EHL’fl),[E,HITJ)
E = docL,RE), 1! = dock,RH). RE > RE.
insert<E,EH¡TI,EH¡S]) í-
insert<E,T,S) -
3. SISTEMAS MV Y MVS
96969595 96959696959596959695?’96?’?’959695969696es96es96959696es96959696?’?’?’96?’9696969696es9695959695a’95% 96es 96%96959¿95es’á9695969595?’9696959696?’95’695








mod. vectorial, pesos, stoplists y stenuninq
MV + sinonimia
eses
9696 calculo de la sii,militud (o relevancia)
eses -
9696










9696 - extracción de raíces <sten-sing) se realiza mediante el análisis
morfológico
tes inpleznentado por el predicado morphie
9596 - lista de palabras vacías se utiliza la incluida en e). sistema
9596 ORBIT <8 palabras)
95?’ - Pesos de las palabras almacenados en el hecho word,-r que proporciona
9595 el peso de los terminos basado en el idE calculado en el analisis




relevancia bp<RCEQ,flocList) m -
aetof <D, similitud qd frec<ReEQ,D,bp) .Doc),
relsort (Doc,flocList) -
MV: relevanc iabp < ReferenciaoeQuery, ListaDePocwwentosReleVafltCS>
MVS: relevanc iath < ReferenciaoeQuery, ListaDeflocWnefltoSRelOVSntGs>
dada la referencia de una consulta, calculan la similitud de los documentos
existentes en la base de datos y genera la lista de aquellos con siimtilitud
mayor que cero y ordenados decrecientenente por este valor














con método de cálculo
MV <=> i-letodoflecalculo mi bp










< Sin~ = O. Similitud = O, Ii
vector_module2 <QStenL,QVM),
vector_module2 <nStemL,DVM>,
Similitud is Sim 1 sqrt(QVM * DVM)
sin_wordll<Ii,,O,).







simn wordl (Word,T. 52,Method),
Simm, is 51+52.
sint.word<W,W,Sim,j
wordw<W,WW), Sim is WW * !4W h
sim_word(Wl,W2,Sim,th> í—
word< EW1] .05, SynSetsl), word( EW2] ,CS,Synsets2Y,
menher < Syn, SynSetsl>, mwamber<Syn.SynSets2),
wordw<Wl,WWl), wordw<W2,WW2), 1, simm-mis wwl *
sinuwordL.,..., O,> -
vector module2 <E] , O) -
vector module2< EWord[WordL¾VM)
wordw<Word,WW), vector_module2(WordL,VML), VM Ls 1414 * 14W + 1424L
,,ordl...stem< II, E]) -
wordl_stem<(WordlwordLj,Stemt) 1-
stoplist<Word), 1, wordustermdwordL,StenL).
wordl...stemn< EwordlWordb), tstema¡StenlLJ> u--






























realizar el analisis coirmpleto del manual y de las consultas r
ammacenarlos en archivos en disco.
cargar los analisis desde disco si ya se han realizado
obtener relevancias de los documentos para la hatería de consultas y
aln,acenarlos en disco
imprimir ranking de documentos
estadísticas de documentos recuperados y relevantes, calculo de
valores de recalí y precision
9696







write<’ grabando resultados,. - ‘¾nl,

















write< carga del analisis realizado del manual, - .1. nl,
reconsult< analisisdescriparo’¾
write< carga del analisis realizado de las consultas,-->, nl,
reconsult( ‘analisisconsultas•pro’>.
cargarAatos_iniciales





























































9596 maneJo de la base de datos con valores de sinilit’ides
95% para ordenación e impresión por relevacia (rankinq>
9596
print~ranking
write<’ARES:’), nl, print...docs....rel<ares>, nl, fajA,
write<’MV: ‘>, nl, print...docs...rel<mv), nl, falí>
write<’MVSm’), nl, print...docs...rel<nvs>, nl. Eaib
true -
printfiocs.rel <Method) : -
Method mi ares, querydocrel...selw<reference<RCfOflnOe),dOcRel(DoOL)h
Metbod = mv, querydocsel...bp<reference<Refereflce> ,docael<IJocLflJ
Method = nmvs, querydo~rel~tb(refereiice<RefCrCIdC) ,docRel (DoeL>> >,
bagof <Docflarm,e,docnaxne (DocMane,OocL) ,DocUSifleL>,












< PosRe). = (Posil], precision Ls 1 / Posí,
PosEe). mi E), precision = O>,
write<ReEerence), tabES), write<NRels), tahíS>, wxite<NRCts>, tab<5>,
write<MRelRCts), tab<5), write(PosRel), tab<5), write<Precision>, nl,
fai). -
print..reoalls L> -
pos....rel <Method, Reference.NRCl5,NRets,NRelRCt5,PO5Rel> 1
query...rel<reference<Reference) ,docs<DoORClL> >1
< Metbod = ares, queryAoc..rel...sen<teference(Refrenc),dodReí<DocL>>
Method = mv, querydocrelj,p<reference<Refernce> ,doCRel<DOCL)>>











PosL u EPoslIPost.l), 1,










9595 Utilidades para estadísticas de documentos, consultas y léxico
‘695 ~u =u u mi uuu==u=umiS
‘695
‘695
























stnn<T,Sl>, E is Sí + E.
‘695
‘695 numero de palabras diferentes en consultas
‘696
term..nunucons (14urm,) : -
setof<W,termn...caons<W),WL>, length<WL,MmS).
teran_cons<Tenn)
qneryL.,words<WLfl, nemnber(W,WL>. term<wjirerm) -
‘695
95% longitud media de las consultas
955~
mcd ).engtlu.cons <MLength> : -
bagof<L,cons~length<L¾LL>, lengtb(LL4~Um), surm~<LL,SI.Cflgth},











































9695 Los siguientes predicados son necesarios para la ejecución d,l prOgrairLa









explode <Atom, CharList) :-
mt_to_ascii<IntList,ChCrLiSt),
narme <Atoum, IntList) -
inttoascii ([1 ,EI) -




















lcmpu],) :— 1, Eail.
lcmp<, E)) :—
lcmpUAl ¡ ]4A2 ¡ )> :— Al < A2, 1, fail.
lcmp<[Al¡L(A2 ¡1):—Al> A2, 1.
lcmpfl¡Ll].r¡L2)) :— lcnp<Ll,L2>.
A2 Preprocesadores
En este punto se proporcionan los detalles de implementación de los
preprocesadores con los que se obtiene el conjunto de hechos Prolog con las
descripciones cortas de las órdenes de UNIX de la sección 1 del manual> y el léxico
de Ares,
.k2.1 Preprocesarniento del manual
El programa inanaprologIex, desarrollado en lex permite generar una base de datos

















printf < documento C \n’); 3
BEGIN O;






BEGIN finlinea; printf<”J> )-\n’>>s
BEGIN finlinea; 1
La obtención de la base de datos completa se realiza mediante la ejecución de la





/> man 1 list ¡ mnanaprolog > wanl.pto
158
A2.2 Obtención del léxico
La obtención del léxico del sistema a partir de la información existente en WordNet
se realiza mediante los siguientes pasos:
1. Generación del archivo lexico con el conjunto de términos existente en las
descripciones de las órdenes y las consultas (predicados command/2 y query/2>














menter <Word, DescriptiormL) -
2. Se ejecuta el programa gene;-alex que utiliza a su vez genera el léxico en sintáxis
de prolog mediante la orden al S.O:
1> qeneralex < lexico
El programna generalex.c gestiona la consulta a WordNet y utiliza los programas
tenn¿nolex y wnaprollex que transforman los datos en el formato de WordNet a la










/* borrar ficheros auxiliares */
system<”rui terminosí 2> fdev/null>Y,
system<’>ri~ terminos2 2> /dev/mrnll’>;
system<’>rmn lexicopro 2> /dev/nmxll’>;
/* leer la lista de palabras obteniendo la lista de ter,,minos <terminosl>t/
printf~’generando lista de terminos,An”);
file u fopenc”palabras’>,”r’);
while< fscanf< Elle, “%s\n”, palabra) == 1
sprintf(comtando, “wn 96s ¡ exeo/ter,nino » terminosiA’, palabra>;
system<comando);
foloseOfile>;
/* ordenar lista de terminos y e).iminar duplicados ti,
printf<’ordenando terminos y eleininando duplicados ~
systeni’sort terminosl ¡ uniq > terzm,inos2”>;
/* obtener informacion lexica representada en prolog ~/
printf<>’generando lexicopro
file = fope¡i (“terninosfl’, ‘r’>;














































printf (»verb, E’>); BEGIN fields;
primitf<’>adje,E”>; BEGIN fields;
printf(”adve, E’>>; BEGIN fielde;



















<palabra> printf<’”jord<’96s’,”,yytext>; BEGIN POS>
9695
NS Léxico del sistema
Se presenta a continuación el conjunto de hechos Prolog que forman e] léxico
utilizado cii Ares, obtenido a partir de la base de datos de WordNet mediante los
preprocesadores detallados en el anterior punto.














061102. 05941089, 03526317 0333130
9,03309943,03240393,03238974)>.
word> E acconor ‘1. ver», 106904682>]
wcrd>( ftccoufltifloi.s0U0, [05962020
05961102,02974 696 ,002 19964 ) 9
word>(activtty),noun406242704.0
2552560.00140517fl -
word ( 1 add 1. verb, 60 0928 104 005413










word ( E advanco 1. flOWl. (061319 42, 05
94 64 93 , 03 58039 0, 03 5743 87, 03 50464
3,00101359!> -
word > E advance’] ver». E 009494 90, 00
911827. 00803595, 00803475, 0080298
9, 00440447, 002 09916 , 00101995!
word> E advenced - odie. 01116968,0
093 763 9. 009183 61, 00763 539, 0 05083
20. 00397910>> -
word> E sftlrmnativs jadie, (0133750
2, 00 044 990, 00492 976




word9 [ a 1am’> ver» 1 007 m2224, 0034
38902>.
,sord ( E sitas > • rmour, . 1 03364 053)>
Po rd > ( a 11 9. odIe, <01116032])
word1 1 ailow ‘ > - ver» - ) 009 55585, 0090
04?0,003m9663,00312395,00281882.
00202463!>.
word E a lteri. ver» , !00611535. 0008
164 %00050777,00049690.00027518.
000271581).










~4ord>E erchltect.mre ! 4botan. >031209
09, 01663 139. 00217919>
word>( a mc» ve ) ~0tam,.E O 16640 58) ) -





3511568, 032 959 98. 03222192 • 0 30412
09]>.
wordo)arith.retic),noun, ¡03095745






word> )‘ask ) ver», >00304095,002908
922>,
word(Ia,,embler],noun)03260321)
srnrd> la» ! ,nonrm, <0641792&0607143
2)9.
word> < atírIbetel , ci ciun. ! 03 038714







416. 00398061, 00705151, 00817236.0
0441780)>.
word>>bsme9,noun,)0641158506211
584 • 06027 665. 03016 753. 02190699. 0201007201700265.61699933.016997
56>)
word> < baso 1.ver» . ) 00482 355, 0>433
311.00244941)>.
,4ord> E bssedi, odie. )01154115i>.
word><»aslc-J.adje,)01125707 0092
619 .8 • 0092 5 506, 00925222, 0054 8047
00439424.0002m5761 > -
word> 1 basIci miduol. !03406179! > -




word> (be ver». (01065635,0105319








,4ordI 1 binary > ,ncumi, (04335933!>
,40rd8 1311 ),adjo, (006592891>
43, 04297 522. 03 665703, 635 605 20, 02
06134501734384>9 -
wordo)blta].rour106315475.06318195, 03665703 , 93 664 8 69 02616541.. 0
0264911)9.
wOrd) ! bite> ver». [00847136.00561304 • 0059 1020)) -
Wotc ) [ block ) - notan , E 06220424,04137051. 030 03065, 02966471, 023 04474
92042375,01967540.01737603.01737
063 01136940, 01674558. 001974892
word> j»lock ) ver», )01014991.0101
4462, 00625523. 00602339, 006 022 90
0060182500458695.00424938.00415
302.00201724.00201643>9 -



















word4 ) colculate ] ver», [00904682.00361325, 00217110A0216567 0)245.
059)




verd ) cale ~dos- 9 , verbA 00262 674)
word<)caíl>.noun.(04040336.03SíS




566 .00918667, 004 14071, 0802619,0
0386780 - 00362861, 00301 523, 0 0306 5
0E00009065)> -
wordo<’cem,cel2,verb,(0l075301,0O9
81077 - 00980389. 00633190. 0031166 9





word4<cotegortzo- 9 vorb. <09253237
.00170917)>,
word4(ohenge].noun. (08190596,06163449 • 05952105, 059513 65. 0595 1556
.03555614,01825047.00072925)>.
word4<cheoro2.verb, (06901469.o0O
6816 5 , 00066559, 00050777, 00049 69 9
.00046130)>,
wordl ) character U 4loun, )06358725,
0459 0019 • 04403 821, 0336 8>47, 03315
504. 030 64213. 03034927. 02541742]
1-mrd ) ) c>maract Sr 1. ver» ) 0053 8935)
~mrd) ) c9,eracteristicl aoje, <0018
3514>) -
orordí) characteristic-] notan, (0336
193003039121., 02568211)).










814, 0925 5 573 - 002 55471, 00255 279, 05187 161, 00150005 , 0 014 2 847, 000962
443>-
word>)cíear) adie. [00208396.01199544, 00952244, 00814 154 • 00703007 -
00669722, 00661691, 00608492.00462






00 5085 9 8 . 003585 50, 00153439, OC 079
069.00673543>],
word > [ cltck3 flOtan. <035631 64. 0348
9011.022449992>
vord>LcIlckLverbflOOO.73220 0081




‘4ord> L-cmuetor] .nouom. 03904729)>~
ord > e Itaster] ,verb, ) 008 182 22, 00
605290)> -
smrd>) cede 1. notan • (03 30319 5. 03 189
.02, 030302221>.
~mrd> ) code ) - ver», (063 96075!
word > ) col]ete • verb ) 0056 6509 00
255209)).




314 6, 00 1 9416> 2
word>) celuyen > no uit > 06213 061. 040
65124. 04062027. 03 100585, 01803122
01863544. 018633 mi>>
word>) contáno’ notan, ) 03989 392, 03
561061.01864418>1,
word>)ccnt&neLvorb.)01039555.0O
921] 91, 00556 838, 005663 11, 0010760
4.00078367)>
wos-dUccnanand>.no,in.)06139920,03
500 089. 03266 508. 0296 5262, 02584 81
3>>.
woa> > ) connotad > orn, ) 01064 585. 00
966130. 00405951, 00290765, 0029060
2>>,
word> ) con-aeontary ) notan, 03340703
~qorcI>[ connon ) odie, 60236.113002
3393t 05253 5 66. 0083 8 032, 007994 16
.005.1913000235121>>
word> ) convnon ) notan. 64126324]>.
con-nwmnlcation) • notan, [03152
810.00015070)>.




verO > ) comapnct > verb. f 00 605]. 05. 00
568261.00567732)>
worcl>)-conipnre>.advo.(00108802)>.
vot-O ) ) conpore > .. verbA 00255 928 00
2516042>
vot-O>) ‘conporlson notan, 406176154
.00231464I].









vot-O > ) connocí ). verb. ) 01030 370, 00
945723 - 6 0581 5 09, 0 05 53155. 0 02773 3
5,08194374]>,
vot-dl) consoloLnoun, )011432519)
vot-U > ) console ). verb,) 00] 27 06)
vot-O)) construct ) ver». [00667242.
000670 51. 0024 3380
vord>)contoinLverbAOlOO652I.01











vorcl>< ‘ contescí > notan. ) 06224767, O4






vot-dU control > notan. [06360178,06
139044.. 04389171,63015060, 0296526
2, 02 7482 21, 02635 5 02. 0 18792 39. 0 02
<2064>>-
vord>[ • control > verb,( 00 999027, 00
994472,00971631.00966130.0572 185
9, 0072 0949 00493 .233.. 0 0255573.. 0 02
21834.00090831]>,
vordíl converolon ) notan, (06163394
• 63590 9 15 034 60122. 09 13 8056. 000 7
1193. 60036501>],
vordil conver 1 > • mIotan. ) 04531024]>
wordt( conver t ) .. ver». ) 00291 975. 60
163031, 0016 m865. 00066.589)
(copv ) . notan, <03386631, 03235









votO) (correspondl,ío> adíe, 01030
519,00984639,00231905)>~
votO ) E eount ) , notan, [000258.74, 0453
3763.08232086)>.




vord 4 1 oroste ) • verb, E 00 654089>1.
varO> [croes ) aOjo, [00122122.0056
8273>2.
votO> [croes 2.mboun,[03580564.OlSI









votO> [cta rsor ) • notan. (0192 102 79>
votO) [curve ).mmoun,[06198283.0172
1088. 00140005)>
verO> [curvel ver», [09822058.0082
1581. 09821540,00154]05) > -
vot-O ) [ da tal • notan - ) 040708 14)>
vot-O) [ da tabose >, cotanA03 292 6652





vord > 1 dattaje ) , notan , )0302 6403)>
vot-O> declotol • > notan, (06099190,06
023442)>.
vot-O > ) dccode > ver», E 003 962 54, 002
40487>>.
~,ord>tdeepl.ad1e.(00935903.00337





























votO > [ dírec tor5’) - notan , ) 032 14387





vord<Etiekette’ > notan, )019357721)
vorOCEdlsploy ) ,notan, [03523640,03
399499. 01936514,01816724,0017901
511.
vot-O)) Olerlas ver», (01004577.00
855169>].
o-mrd)) disttnouish] ver». 60087661
2.60255017,00251349,00251150, 002
50017)>.
varO>) distrlttmílon ) notan, (030962
45.02717819.90378617,00367393)>.
vordí ‘do ) notan. [03605096)>.
vord><do ) ver],. [01071505.0105576
9. 01034 508, 0101 8225, 01015996. 010







yoro>) douain] notan, [06382039,041
00611. 04099736 • 03906526)









1049. 01950972, 01950 857. 092659 95
O 0203 4 00. 002007 97. 0 01093 83. 0 0042
1012 > -
vot-d<( drive > • verbA 00951669, 0083
0 989 • 00716 944, 001707 29, 506 19 401)




vot-do dumop ) vorb,¡00936116.00889
05721.
wot-d<)duplícate’),edje, )007421452
verO O ) duplico te ) , notan. 6 061045 25.
018985042> -


















vot-di) editor> notan. (04561687. 032
60933)).
vot-de eftootive!.adje,)00407410,
O 12214 55 • 609 1334 9 • 0088754 2, 004 08
o so • 004069 25 • 9033 8058. 09246133




vot-di) elintnate ver», )01035625,
00199681.00199429. 00032676.000325042>.
verd 1> enable> si er». < 002 16670) 0
wot-di(encode).verb, )00396075)).
werd<>’encrypt),verb,E00396075>}.
vot-di! cnt-> ) - adíe. <007935 60, 005021
80>2.













vot-O> ( ‘establ$sh ) sierb. )00960542.
157
06 6 5113 • 00604 963, 002 5 6930, 00256
060, 00244941)>,
vord<(evaluoteflverbA00264146)>
vorcl<E ex 2 . notan, E04615365.0455245
5)>-
vord((oxantne>.vcyb, )01003357.00
55 165 6 , 00 306134, 00305220. 6 02482 0
0)> -
vordf(exchange),noun 06163449,0
61 58106 03 .1942 08.. 019724 94.01820 6
47, 0039 0038. 003712 05.. 0007 8043!
vot-dEI exc>,anee).verb.<00901489,0
0066589..00058275!
vot-dEI oxeotate ) , vorb, (0 101<295. 08.
015621, 0098401E06983489,8069106
9. 00082251, 003 97674)
vord<(execut&onI.noun,)06617115,




wotd[( e,rit > . ver».. ) 00813660. 00429
].7O,00152 825])
wotd[(ex¡18n0).vntb.[00839670.00l
30 676 . 0 0109631, 000 97041) 0
word[Eoxpondod ).adíeA00267385.0
0266864>].








wotd E axírccl ) . notan. < 03 276680. 68
413843)>





wotd [ E Eecler 1 • nota” • ( 06 127546, 000
96521.06025937.035662.41>> -
vot-citE factor).verb,f002462399>.
vot-citE false> adío. [012026<1,0120
54 05 , 0 10<2 5.12, 0079 0368, 00508786
00 556 62 . 0047 5649, 003072 31)
wordt(featuro).nonn.603279900.03
039127.02953915>>,
vot-citE Eesture 2 • ver», (0103904 9. 01
039009)>
vot-dO E - fe,. 2. odIo.. <00772962]>
~gordt( Eloid> notan. )06382039. 0485
05 95 - 04310124, 0410 5476, 04305121,
04 104 9 63 • 039202 42. 03918 541. 03910
428, 03 0642 35, 0 3065 908, 803728 25]
vorcitE Eloid) , ver», )00430767, 0043
0536.00318452>) -
vord[( file > notan.. [04001749, 03238
480,01966053.01987596) E
vont[( file > ta~t-». )00771303.00561
289.00399396.00399307, 003426362>




vord O E Emd 1 - ocunA 0302 2354, 00058
006>].
vord [ E £md > ,ve t-b.l 00912731. 90897
015, 00965 ¡66 • 00860319. 00851087, 0
08 4803 0 , 0 0661158.. 003873 77, 803 052




vordíl [Ints»’) ver». (01031938,005







03 46 • 06027409 01903 884, 0024 504 1)
vot-Oíl floetinotan, (00096309.0592




1153986.. 0 1065 070. 00595649. 000902
17,00846305!>
4ot-dO( • [tota!.noun. )06892676.060.10






vot-dl) [oíd) -ve rb. <6 09602 99.08 618






3 51, 03600 853. 032 23961. 03167 153, 0
106482903036166,02754975, 027195
l8,0256833t000120392>.
verO 1) fono ) -verb, 06036766 6 1035
676, 009688 03 0 09 6217 7 006 6 6861.
0646433,00058811!I -
.iot-d 1) fotecí’> , notan . 1 03292496. 825
68222)>.
wot-d ) ) tornar) ver», ) 006997058>
votO]) frana1..noun. 06679645.0294
4 679 02754 975, 0239<47 0. 020 12 934
02012312,02012030(] -
vot-d6< ft-anoj.verb. )010728666102
2230, 0064 73 34, 8 939117 0. 00 274 580
ve t-d1 [ froe), 001 e. 168529546. 06526
643 .00525880.. 01233107. 00051714, 0
0515716,08815613,0081415.4,004470
8600292393,00140175.00096307)> -
vot-dl) Ere,) ,verb. 461016401,00961
929, 00958198. 00 957767 . 00935999,
0924743.08923563. 00624244. 000016
36..00357775>> -
vot-dl) troní > - adíe. )00115156. 0098
00488>.
yo rd 1) Eroní > ooonAo 63.41690. 04 85




yo rd 6 ) tuno 1 Ion 1 - no~n. [001145 11, 0
4044750.0.3264710,02740331. 002441
55> 1
vot-dl) funcílon) ver». [00942730.0
0622982>].
vot-dl) esnerail adíe. )00714794.00
850369,06547420, 00237210))
vordl)gonereVJ.nounAOdS90068)l,
verdE) generale ) vot». [00658110.0
0657997.00657780.00025461)> -
vot-dl) generatíon >.notan. [06670663
.04034165.04034002.00216437!8 -
vot-dl) oeneralor ) notan, <04590468.
020309732>,
verdE) 001) • ver».100920518, 008143
7900843513.00008665.00<83626.00
886063,06461197.00298511. 0024385
8, 002212<2. 00002187, 00046957.080
48808.00640905.000377642>.
vord<)glve),noun.(02691525>>.
vot-dl) altas ). ver», (0093173 5, 00924
978. 00922076, 009 2 1574 • 06< 923 62. 0
0890999. 00879807 , 0087 9619 - 0067 8 9
83.. 00741296. 00096536.00665113,00
655303.0<688110.00593012,00471<5
8, 004 2 6843, 0042 6671, 0 0426 539. 082
85740. 00260094, 001147622
vot-dl) give,] ] . adíe. <08 558947,0664
6143,00546839,0102203118 -
vot-dl) given ) , aOve. (08 125847!)
vot-dl) givet).noun.103050505>]
vot-d41gtapb).noun.603445254>].















11424 32.. 66112025, 0059 8018, 0058 15
98.00564245.00532119)> -
vot-dl) l.ard>..edvsA0009783t.00036
295, 0 0030344.. 08036013 • 0003 5913 ,
003 5 817, 00035617>
vot-dl) ‘l,as),ver», (01039069009411
89.. 00081984, 008 6 18 65. 0080 1223, 00




vot-OlE l~ave 2 .. ver». [01039669.009 41
109. 00051904 • 00581868. 00181223. 0
0843 513 • 00696530, 005 83 321, 0040 16
23,00048957. 00029911.0002961000
026231>>..
vot-O[ leíp ) , notan , [00 177462, 04472




235974 • 03 128938.03120 8 07)
vordt[bost!.noun.t0465556I.04O13
002, 048 12820, 039674 93, 0373 2023. 0
0466970)>.
vot-dl [ ‘bosí • 2, var», (0047933220.
vot-dl [hovfl,odvo. )00047971.000478
592) -
vot-dl [ teon > . novo. (02258020)>.
votd)[ld}..noun.)8606457O.5339929
8,02955449)>.












votd>) lnplemwent2 notan. (01<15906>





vot-O>) lo’) ,sdje, )00471607.0090798
0]>.
vot-dl) ln>..adve.. )00100119)>






vot-O )eíndex 1. notan. E 033 60924. 0329
4023.03228544.02936394)>.
word![’indicatei,vorb. [00368264,0
0308 116 • 003 80206, 00305 596,002991
45>>.
word)(inCorn~at1on).noun,)0353296
8.. 032915 65.. 03026 197!]
vot-O E <qnitiaIlzefl , ver», (00272101
>8 -














vot-O>) inter~,o1ate ) ver». 0824727
3.000816492> -




vot-df! inlerval I.uoon, (06064641.0
3383940.03092174.02716916)>.
vot-dE! Inverí l,ver», )003.63406,503.
63275)].
wot-d)(loverted],ad1ed01033571>>
vot-dl 1 Iovolce ) . ver», [00658822, 003
050431].
vot-d>Uia ) ,verb, !01065635.0105319
















CO 1) key ! , odie, [0003 7488 004070
99]>.
vet-O ( ) • Rey ! - notan, ) 0609 m.343 0432 55
39 01381882 • 03031720, 02533138, 02
vot-dl! key!.verb.!00931321,002513
49]>
WOrO >) keyboetd], ye otan - ) 02: m 5521. 0
2115411)> -
verO > ) lech 2 . notan, ! 063 64114 02735
544>) -
vet-d > ) leck2 • verb ) 0104 0001 00476
752)>.





1740, 00166564, 06133037, 00554188)
vot-O>) bol] adío. )00501429.00866
071.00520462>l -
vot-rl>) leal] aOve, 00022461, 00022
378)>.
vot-a>! bol] notan, )00083815,06088
013,06042252)l -
ve íd > ) tasI], verb , ) 01068838, 01034
765)>.
vot-O>! boyo ) notan, (00615820..0623
9 130 - 033 13671 003 6 0926, 00020216
vot-dl! bayo 1 . ver», (0 1019047.. 0:04
1940, 009 43253 00690328, 006 103 67










vot-O 1! levol] , ver», 600 669 513, 0053
2625, 00460646. 00460558, 00158422)
vot-O l) lexica] ! • aOje, ) 013 14 578, 01
384422]>.
ve t-d 1) lIbro rv! • notan. ! 039 12 112, 02
1304742).
vot-O)) 111<0! , adíe, [01029335.01028
589,004337)6)>
vot-O>) 11ke).odve[00853614}>.
vot-O>! lihe ) ver», [00734420. 00134
241. 0013 2392. 0078 9328)
ve t-U > ) une .) , notan . [062 154 44, 06196
031. 06116744 06014403 , 05947983, 0
4119021, 04118401,04010000, 040627
6&83943861.03454914.03449961,03
354671. 03287065, 03001768, 0248542
7.02293109,02222118.02143&69021
43672 02142516. 010753 77.0l060672
.00400306.00207077!).
vot-O>) lino) ver», [0106793],00645
244, 005 3.8214, 005155 41, 00193 035, 0
0091602)>.
vot-O>> [mF 1 - notar. [06199026.06059
531, 08055720. 03 5. 56420, 023 14 113. 0
2145391.02145261>l -
vero>! IInk 1. ver». [01036310.00606
974, 005 53115, 00277330> 1
vord>)lInku>.no~jn. )0157852325.






vot-O>! qoad ) notan. (02520852,01801
010,01017026)> -
vot-O)! ‘load) ver]), (00609018,00606
509.00608307,00607212>l -










vot-O ) ! 109 hadie (01100014>]
vot-dl) lo~ 1 notan (06601707, 63 3612
89.0323436002156014)>
vot-dl) loq 1 • ver». (00509075, 003997
29]),









vot-O l) look 1. verb, <008608 97. 098 52
988.08651624,00016034>>.
vot-dl! lookap ) , nouo, ) 08014331)l,




vot-O ) ! lev ) - notan.. (063 842 13, OX> 199
10.01993884>].
vot-O II bov ) , ver b.. (00423 604>1.
vot-O>> mactilne 1 notan, [04048018, 03
999886. 02162185, 02161080, 0179693
4!]
vot-O>) ‘lacio ! odie., 006939192>
vot-df) uyaet-o!,nounA032667262>,










23.0 04 00345, 00354175 , 0026 6010)
vot-dl [ me3<a ) notan. 100119495!>









vot-O O 6 ‘lentaal] adíe, lO 1280194. 001
09022,01096237,00889506)> -
vot-O 0 ( raentael]. notan , ) 03 213 0 27)>
vord)<oiap!noaan,<06115350010069
34])
vot-O>> o’ep ver»,<00580501. 002160
32,00101657!].
vot-O>) moofl) notan, )16074580,04513
724, 03547513 .03 36509 9, 03354542, 0
3352584 ,03031504.02997399,025749
58. 02511193. 0 0024971! 9.
vot-rl)) yoaxki.vet-b. )00993777.00993
677, 00646 809. 006483 39, 066 34052, 0
0515065. 804005 09, 003 65161, 0031] 5
02, 002 55471.. 60253459, 0025 1156. 00
234&63.08214919, 00076741)>..
vot-O > ! oiesragoJ , noaao, [0023 4412))
vot-d>)ymesssjeoj,vet-b,[0049562’7.OO
0290902>
vot-O>! n,asler !. adíe, <01l503.02,OlO
95290>2.
vot-O>! mador ) notan, <04196992,046
8 544 9.. 84655579 • 04655 480. 046553 64
,84655255,04<49589,04604111..0217
7221)1 -





























vot-O ) [ n<odlfy ) , ver]), (000<9216, 000
08437!>
vot-O ) [ norel. adío. >00177017. 00775
031) ) -
yorO ) [ norol • aOve , < 0004 Dna. 00040
154,00015585>>.
vordf[not-e2.noun.<06022156])..








vot-O> [nieve] notan, >00062765!> -










vot-O> [‘mulíl ) adíe, [00772691)> -
vot-dl [snulli9le !..edie, (010919712>
wot-d<[-multiple!.oonn.(0308l7372>








vot-O ) ) netvot-9o ) .. ve ib.. < 004 14075>)
vot-O ) > new > . adíeA 00022 120, 00 5323







vot-O> (notice > nosan, (03512955, 023
51037, 03333377,02988358, 02986056
>1.
vot-O> [netlce].vet-b. (00860379, 000
46109..00425656.00425400) 1-







vot-dl Vnoaioberínal notan, [032291682
vot-Of [ niaroerie ) adj... (01281472.00
9568582>-
vot-O O [ obí ecl ) . notan. (03 172564, 030
60154.03024520.00007642!>.
vordf[obiect ver]), (00314186)].






















vot-O> [ ot-der ! verlo. (80994818..0894
43 51, 00288802, 002 88461 002 88069





vot-df [ ot!oer ! aOve. [00015805)9
vet-d<[ oul) • adíe. )01027228, 004718




<qQ CO 6 ! oíd ) - notan.. ) 0 005.1 157!>
verO 1) etatput ! • notan • [ 03 44 593 022
93045.00309452)>,
votdo)over!.edieAOOOOS28l,007<3
280. 00251624 • 00250662!> -
vord<> over > aOve. ) 0013 5523 00135
430,001353243>
vord< ! Ovui ) adío. 000816722]>
vord<)own2,vet-b<008118682),









vot-Oc <pair ) ver», [00966456.00584
03700525559!> -
vot-d[( panel >.notan. !04052812, 0401
9432.03497645 02231613 02237299.
018803042>.




word> < ;ersrr~elet- ) notan. !0304fl582
vot-O 1 1 st-so ! ver», (80248034!>
vot-OlE part)adje(00250357!>,
vot-O > E pat-t! nOve < 000285 94>>
vorO)(pert]notanE06126169.05506
572. 04296727. 04132517. 03456185,
3064213, 02976634,02161837.021574
86.0162819800244155!>.
vot-dl E paCí) . ver»,(00982443. 08820
385, 008 12710. 00637 1.42, 006 3 61442 8
vot-df [parís • ) notan, 041261272>.
vot-O > ( asevord ) • noijo, E 033 056292
vot-d>[pallern),noun,)06167939.03




votO) [go >noon. 02251945)>
vot-O> [ pet-forohvet-b, [00939855.00
691616,00091099!)~













votO)! giece ) notan, E05900166..0429
6727, 03715044,02560920, 03459205,
03159908 , 023 69832, 022 58747. 0204 4
2120182804681573798! 1 -
votO 1 Volol] notan. [04150016 0)184
475,03057033!] -
vot-O>! plol] .ved, (00683115. 00275
1052>
vot-df ! gloliar ) notan. !0473943204
704611 04530339)>
vot-O 0 6 polnt ) , notan. (06 5395 12.. 0<22
404680]19248,00214031,00093912,
060365<1, 04328548. 0412911403280
341, 03365954. 03276208, 03044818. 0
38215630271362802588398,022775
582).
vot-O> [ pelnt2,vet-]), E01073501.0077
7214. 00175S40, 00460556. 00460301,
0028 9706 6016 6590, 00108277)
vot-O>! got-tabie>,odle, )00160115.0
0645355!>.
vot-O)! ‘gorílon >.notan.. [0612105205
908572. 03085239,01621398.0038804
‘al] -




vot-O It proc leteo ) •notan.. E 0260 5489>
vot-O > [ prepare 2 ver», ) 0094 5045, 00
67 0656.. 00666374 , 00230586, 092304 4
400171940,00007090)>.
votO> ! grevaní - ) - ver», ) 0097065900
969947!>,
vot-O>) grevlotas ) odia, (00865710,0
0078348)9,
vot-dl [ príot ! .oeun. )01307565.0233
5909, 015944092
vot-df [ pt-ínt>,ver» [80700997,0070
O53 0 - 00708026. 00699939!






vot-d([ proco Oit-e ) , notan f 032 64130,
O03 438 46, 08343S 17! 3
yo t-d < ) proceSs 2 notan, ) 05974 150.03
2 57330 • 029 ~65424, 0208<752, 003438 4
6))
vot-dE! processq, vot-» ) 01023928. 00
964133, 00604351. 0061.2118.0021717
4)>.
vordf O processing ) notan. (06012602
votdC(pt-oEiIe!.noon,!04124966,04
096516.83446567,032400572>
vorOCE proeran !.raoun, )0333358603
28 2294 , 8325 94 14, 032329 42,03 853 14
4)> -









vot-dl (jn.rposo >.noun, )04290219..03
079 4 88 • 027403 31]
vordf(rvrgooo>.vet-b)00275437..00
271575>)




vot-O f [ w.ery ) , vot-lo. [003 04317)0
vord>[qveue)notan,[040635170322
3731,02770138)0 -
vot-O > [ ‘ etas] ver» [80822093 1
vot-d>[rr,1l]verb,101059741,00943
253 • 00<89836, 00609740. 00431167!
vot-dl Vqo.ola),netao, (061407390602
8278,05908734)) -
vot-O> [‘renden adíe, !00544113003
75150..00350556,00261355) 9.
74ot-Of [‘t-aalet-2 notan. )01817424)0.
140r00 Pta881 ver». )00305947,00240
9 62 • 002 4 0821, 00240560, 0 0239629.. 0
02302100022932700225054)2 -




vot-O> ( re covat-y ) • notan.. ) 0 6000667,0
3594171.00027943)l -
vot-O> 6 re E erenco 3 . notanA 061 194 86.
03341435, 03341063. 03315504,03305
040. 03274351. 03212216, 03061109>>
vot-O> (reference > ver», )006670502
vot-O>Et-egardlnotan<06351492,036
522 08• 03628 473 0202 7759, 002 95280
vot-O> (reoarOl,verb. <01151571,005
52622!].
vot-O> [t-eoenet-ate’] odie. !00977711
vot-O> Et-eqenet-atejvet-», 00659093
,00061016,00067001.00042073)>
vot-dl! t-ogolet- ! odie, E00912490.00
978537,01131119,80542890, 0053049
4.. 0 0235322> 1.
vot-dl [ t-ogulot- ! notan, (047201521>
verOfCreíale verlo, (61011325003
78649.00277336>>,













vot-O>! revnove ) vot-», [0098304<009
5113900953.020,0011990.3,00070405
vot-O) < •reoewe ) ,vet-b, f00066519,000
50117,00049898)),
vot-Of! repílcote !..vsr». [00651138]
vot-O>) replylnoonAOaSI7lS<,0333
3159)).
vord> ! repir! ver». !00318589!>.
yorO 1 ) repetí’ ) notan, 03 525423 ,035
2529893209943.03205997>l -
vot-d><rogort)vet-b,!00385332003




vot-dl! rorpical notan, 103512150. 03
238700)> -













9 604 53 • 00922735. 00 167 939, 00066 01
6>>.
verdE) retrieve ) ver», (00196946,0
05004190023277020.
vot-dE! t-elurn ! .ootan. [06115409. 059
59 001 . 05094 658 03 604 892, 03 5 179 73
,00421353,00199025,00190543,001l














vorOfE roel’ ) , aoje. (00926198>>
voxOCE roel ) notan, (00095206.OS760
12 2.. 04078821, 03920600, 0316 7539. 0
2794613>>.
vorOtE roel) ver». (00520836A0152
018>2 -




vorOcE tosote! notan, (04127.031.0234
3568]).
vorOfE tun 2 . notan ! 0811 5870, 043 571
23 026084 50, 03602 596, 03588 006,0 0
268079,00196161.00109217, 8010911
2.0030520400072004>>,





• 007] 5218,007750 00, 00 7747 09, 007 6
9229,00747515,
00662457.00623121.00822982!> -







vot-O>! sane) adía, (01033171.01033
.753 . 0103 0236, 006 02192. 004 3377< •
0182797)>
vot-O> [scan! .vet-]). (01052029.00859






4 6 600.. 08 0550 62, 008020 55 • 0059054 9
0045012900270540]>
vot-Oíl oc t-Igt ! • no un. ) 034 40992. 032
08082.0318991211 -
verO> [acaro» notan. )060t4311030
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vot-O>) timo’) ver]), (08200951!
vorO>)timaa)..noun,[0600931í)>
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00200308!) -
vot-O>) variable’) .sdle, (01224490,0
0179200!>,
vot-U>! variable ‘ boom. (03040612!>
,,ord>!’varioua),adjeE0i=25818.01
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vot-O> ) vet-s ion 2 . notan 1 03 50774 5 03
187045.. 83063096>>.
vot-O O ! vi) adía, (01084039)>
vot-O>! vi) notan (06102374!>,
vot-O>) ‘viro’! sotan, [02823868,00253
1542> -
vot-O>) visible) aOjo. (01=29909,00
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vot-O>) visual ) aOje. [013078.42013
04710.012304612>.
vot-O>) vait’! - notsnAf6607882, 00359
50<)> -
vot-O>) veit ‘ > ver». 8 1044 559.0 1043
130,00854415,00279686)]
vot-O>) varn !.verb.. )00343021.00142
177)>.
vot-U>! warnlng) adíe. (00881146fl-
vot-O)) verntno) notan (03527<80,03
3051722>,
vot-O)) vben’ !.adve. )001009152 1.
vot-O > ) viqlt>, 2 notan. ) 0273 2.655!>
vot-O > ) virdo,. notan , ) 0253 4293 0=5
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AA Elementos de datos de entrada
Los siguientes son los hechos Prolog con el conjunto de descripciones de órdenes de
la sección 1 del manual del SO. y el conjunto de consultas utilizado en los
experimentos.
A.4..1 Descripciones de órdenes
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br, Rey’¿ord’, looktap’!>
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chitocture , of - Lije’ - eurt-ent’
- ‘I.oor’>] 1-
consnenO <nene [ -os 1
Oeuct-igLion(< ‘asneebler ! h
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Oeuct-iptáoní (‘create. Lago, ar
chives’ - -anO-, edO’ ‘or’ess
Lract, files’)>
.cers,ianrlínemau-ba’lansse¼
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Oesct-lgtÁon<( ‘ConceLeneto - anO
- dieploy’)}
corrosanO 1 neme [ -ch>,
dcact-IpLÁonE(’a’, simple’, e, ~,
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ni’>>
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Oescriptlení)cleat-, Lije’ ‘cole




etion - service’ - ‘Lo, ‘cíes,”. a
bscR’, function’ keys’!> O.
co’nr.anOínameí ‘elick 1,
dssct-ipticn>)ensbie ‘o,” ‘Oiua
blet ‘Lbs, ‘keyboard ‘e, Iíeyat
rolco’, clieR>!
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viev, text, facility’>> 1.
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conueand)naíoe) colct-L 6.
Oeact-iptton 1< f lItar ‘ nreU. e






deoct-rstion) < -remove ‘ cijet-ecter
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corsnsnd)oame) oronto»’>,
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doscription(Eencode - ‘ox’, daeo
de’. a’, filen> 8-
comsronti<nomefcsi,) -
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e>, ‘liRa . oyt>Lax’ • enO - aOvan
ceO . interaetive , - feetorea !
corarsmd[norset csrtiLI
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‘‘contextIl 2
coansnd<nanoE etaes’>
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description< [ ‘recove - ‘selected’












Oescrigtion( Vettnviev’ - ‘interfee
e.. lot-’. ‘Obx¾ sotarce leve:.
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‘state’. of ‘tija. sotase’ enO’
Rey])oat-d’ >1 2-
ceyrsyyand)naneE dafsolts.Sonailro>
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ettinas’. fox’ • ,onvlev otiit
íes)> 1.
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deacriptioní (‘maRe’, o’, ‘delta’,
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coy,oand)no,meE doroft>.
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troff’, ~. -. t»l nod, mqn’..
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cora,and[nane< df).
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coryasnnd(nene< ‘dos>,
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desct-iption4)’convet-t ten, E
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a>> 1.
coyyuynnd>nareE ‘o’> -
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2.
conaysand> nomo E - cg t-eg 1.
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2.
conuyssnd 1neme E -eqn ‘1
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sri” aL’ - ‘ aeyest-co ‘ Lále’ línea
• ) 1
coy,sysand Inane 4 ‘ex).
OeucrigtionEi’line ‘OdiLOr’) 1
comand 1 neme4 ‘expandí.
doscriptiorsE) ‘oxpond’ - ‘ tab ‘cija
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cozoziano > nomo1 ‘expr - 2.
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t-’ expressien!>
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A.5 Valores de similitud obtenidos en los experimentos
A continuación se presentan las bases de datos en forma de hechos Prolog
correspondientes a los valores de la similitud entre las descripciones de las órdenes
y las consultas calculados por los tres sistemas, Se incluyen sólo los nombres de las
órdenes que resultan con similitud no nula, y aparecen ordenadas decrecientemente
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