The dynamic trees problem is to maintain a forest undergoing edge insertions and deletions while supporting queries for information such as connectivity. There are many existing data structures for this problem, but few of them are capable of exploiting parallelism in the batchsetting, in which large batches of edges are inserted or deleted from the forest at once. In this paper, we demonstrate that the Euler tour tree, an existing sequential dynamic trees data structure, can be parallelized in the batch setting. For a batch of k updates over a forest of n vertices, our parallel Euler tour trees perform O(k log(1 + n/k)) expected work with O(log n) depth with high probability. Our work bound is asymptotically optimal, and we improve on the depth bound achieved by Acar et al. for the batch-parallel dynamic trees problem [1] .
Introduction
In the dynamic trees problem proposed by Sleator and Tarjan [42] , the objective is to maintain a forest that undergoes link and cut operations. A link operation adds an edge to the forest, and a cut operation deletes an edge. Additionally, we may want to maintain other information about the forest, such as the size of each tree in the forest or whether two vertices are connected. Sleator and Tarjan first studied the dynamic trees problem in order to develop fast network flow algorithms [42] . Dynamic trees are also an important component of many sequential dynamic graph algorithms [42, 20, 23, 4, 25] .
In the batch-parallel version of the dynamic trees problem, the objective is to maintain a forest that undergoes batches of link and cut operations. Though many sequential data structures exist to maintain dynamic trees, to the best of our knowledge the only batch-parallel data structure is a very recent result by Acar et al. [1] . Their data structure is based on parallelizing RC-trees, which require transforming a forest into a forest with bounded-degree in order to perform contractions efficiently [2] . Obtaining a data structure without this restriction is therefore of interest. Furthermore, it is of intellectual interest whether the arguably simplest solution to the dynamic trees problem, Euler tour trees (ETTs), are capable of being parallelized when given batches of edge insertions and deletions.
In this paper, we answer this question in the affirmative and show that Euler tour trees, a data structure for dynamic trees introduced by Henzinger and King [20] and Miltersen et al. [32] , achieves asymptotically optimal work and optimal depth in the batch-parallel setting. We note that batching is not only useful for parallel applications but also for single-threaded applications. Our O(k log(1 + n/k)) work bounds for Euler tour trees and augmented skip lists beat the O(k log n) bounds achieved by performing each operation one at a time on standard sequential data structures.
Our main contributions are as follows: Skip lists for simple, efficient parallel joins and parallel splits. We show that we can perform k joins or k splits over n skip list elements with O(k log(1 + n/k)) expected work and O(log n) depth with high probability 1 . To the best of our knowledge, we are the first to demonstrate such efficiency for batch joins and splits on a sequence data structure supporting fast search. Our skip list data structure can also be augmented to support efficient computation over contiguous subsequences within the same efficiency bounds. A parallel Euler tour tree. We apply our skip lists to develop Euler tour trees that support parallel bulk updates. Our Euler tour tree algorithms for adding and for removing a batch of k edges achieve O(k log(1 + n/k)) expected work and O(log n) depth with high probability. These are the best known bounds for the batch-parallel dynamic trees problem. Experimental evidence of good performance. Our skip list and Euler tour tree data structures achieve good speedups, ranging from 67× to 96× on 72 cores with hyper-threading in our experiments. We also show that they significantly outperform the fastest existing sequential alternatives.
Related Work 2.1 Sequences
A common sequence data structure for representing sequences is the search tree. Concurrent binary search trees, however, tend to be hard to maintain because of the frequent tree rebalancing necessary to preserve fast access times. Kung and Lehman present a concurrent binary search tree supporting search, insertion, and deletion [26] . Their implementation grabs locks during rebalancing, which blocks searches from proceeding. Ellen et al. provide a lock-free binary search tree with the downside that the tree has no balance guarantees [14] . Braginsky and Petrank design a lock-free balanced tree in the form of a B+ tree [10] .
Batch parallelism for search, insertions, and deletions has been studied in 2-3 trees [35] , red-black trees [34] , and B-trees [22] . All of these data structures achieve O(k log n) work and O(log n + log k) depth.
Very recently, Akhremtsev and Sanders implement parallel joins and splits for (a, b)-trees as subroutines for efficient batch updates [3] . The work for batch joins is O(k log(1 + n/k)), and the work for batch splits is O(k log n). The depth for both operations is O(log n). Compared to [3] , our skip lists are simpler, allow augmentation, and improve on the work for batch splits. However, as (a, b)-trees are a deterministic data structure, Akhremtsev and Sanders obtain deterministic bounds whereas our bounds are randomized.
Skip lists. Skip lists are a randomized data structure introduced by Pugh for representing ordered sequences [37] . Concurrent skip lists may be used as the basis for dictionaries [44] and priority queues [38] . Skip lists are also used for storing database indices. For example, the popular database system MemSQL builds its indices upon skip lists [30] . To the best of our knowledge, no existing skip-list implementation supports batch-parallel bounds for performing batches of splits or joins.
Pugh [36] , Herlihy et al. [21] , and Fraser [15] describe concurrent skip lists supporting search, insertion, and deletion. They allow all operations to run concurrently and do not show theoretical bounds. Gabarró et al. present a skip list supporting batch searches, insertions, or deletions in O(k(log n + log k)) expected work and O(log n + log k) expected depth [17] .
Dynamic Trees
Many sequential data structures exist for the dynamic trees problem. Sleator and Tarjan introduced the problem and gave a sequential data structure known as the ST-tree or the link-cut tree for the problem [42] . ST-trees are difficult to parallelize because they rely on a complicated biased search tree data structure. Sleator and Tarjan later showed that ST-trees could be significantly simplified by using splay trees. However, splay trees are not amenable to parallelization due to the major structural changes required due to splaying nodes on every access [43] . Another data structure is Frederickson's topology tree, which works by hierarchically clustering the represented forest [16] . Acar et al.'s RC-trees similarly contracts the forest to obtain a clustering [2] . Unfortunately, both of these data structures require the forest to have bounded degree and thus require modifying the original graph by splitting high degree vertices into several bounded degree vertices. Top trees, devised by Alstrup et al., circumvent this restriction and allow for unbounded degree [4] . They also have the most general interface. The Euler tour tree, developed by Miltersen et al. [32] and Henzinger and King [20] , is the simplest data structure, but, unlike many other dynamic tree solutions, they do not support path queries.
Acar et al. very recently developed a batch-parallel solution to the dynamic trees problem [1] . They achieve the same work bound of O(k log(1 + n/k)) in expectation, and their depth bound is O(C(k) log n) where C(k) is the depth of compacting k elements. As C(k) is Ω(log * k) [28] , our Euler tour trees achieve better depth. Their data structures also require transforming the input forest into a bounded-degree forest in order to use parallel tree-contraction efficiently [31] .
Parallel Dynamic Connectivity
The dynamic trees problem is the dynamic connectivity problem restricted to acyclic graphs. A nearly ubiquitous strategy for dynamic connectivity is to maintain a spanning tree of the graph as it undergoes modifications. The difficulty of dynamic connectivity comes from discovering a replacement edge going across a cut after deleting a spanning-tree edge. Stipulating that the represented graph is acyclic (as we do in this paper) simplifies the problem because it guarantees that edge removal breaks a connected component into two.
Though there is much work on sequential dynamic connectivity [16, 20, 46, 23, 25] , parallel dynamic connectivity is not well explored. McColl et al. provide a parallel algorithm for batch dynamic connectivity including edge deletions, but their goal is to achieve fast experimental results on real-world graphs rather than to achieve provable efficiency bounds [29] . We note that the worst case work and depth of their algorithm is the same as a BFS on the graph. Simsiri et al. give a work-efficient, logarithmic-depth algorithm for batch incremental dynamic connectivity [41] .
Preliminaries
In this paper we analyze our algorithms on the MT-RAM, a simple work-depth model which is closely related to the PRAM but more closely models current machines and programming paradigms that are asynchronous and support dynamic forking. We define the model in Appendix A and refer the interested reader to [9] for more details. Our efficiency bounds are stated in terms of work and depth, where work is the total number of vertices in the thread DAG and where depth (span) is the length of the longest path in the DAG [8] .
We design algorithms using nested fork-join parallelism in which a procedure can fork off another procedure call to run in parallel and then wait for forked calls to complete with a join synchronization [8] . In our implementations, we use Cilk Plus [27] for fork-join parallelism. We borrow its use of spawn to mean "fork" and sync to mean "join" to disambiguate from the other sense in which we use "join" in this work (that is, as an operation that concatenates two sequences).
Our algorithms only require the compare-and-swap atomic primitive, which is widely available on modern multicores. A compare-and-swap(&x, o, n) (CAS) instruction takes a memory location x and atomically updates the value at location x to n if the value is currently o, returning true if it succeeds and false otherwise.
Parallel Primitives. The following parallel procedures are used throughout the paper. A semisort takes an input array of elements, where each element has an associated key and reorders the elements so that elements with equal keys are contiguous, but elements with different keys are not necessarily ordered. The purpose is to collect equal keys together, rather than sort them. Semisorting a sequence of length n can be performed in O(n) expected work and O(log n) depth with high probability assuming access to a uniformly random hash function mapping keys to integers in the range 1, n O(1) [19] .
A parallel dictionary data structure supports batch insertion, batch deletion and batch lookups of elements from some universe. Gil et al. describe a parallel dictionary supporting batch insertion, batch deletion, and batch lookup [18] . The dictionary uses linear space and achieves O(m) work and O(log * m) depth with high probability for a batch of m operations.
The list ranking problem is to assign each node in a linked list a pointer to the last node in a linked list (note that there are also other variants in which we wish to compute the distance to the last node). There are many solutions for this problem that have O(n) work and O(log n) depth [11, 5, 12, 6] .
The pack operation takes an n-length sequence A and an n-length sequence B of booleans as input. The output is a sequence A of all the elements a ∈ A such that the the corresponding entry in B is true. The elements of A appear in the same order that they appear in A. Packing can be easily implemented in O(n) work and O(log n) depth [24] . 
Parallel Skip Lists
Skip lists are a simple randomized data structure that can be used to represent ordered sequences [37] . To represent a sequence, skip lists assign a height to each element of the sequence, where each height is drawn independently from a geometric distribution. The -th level of a skip lists consists of a linked list over the subsequence formed by all elements of height at least . This structure allows efficient search. Figure 1 shows an example skip list.
For an element x of height h, we allocate a node v i for every level i = 1, 2, . . . , h. Each node has four pointers left, right, up, and down. We set v i → up = v i+1 and v i → down = v i−1 for each i to connect between levels. We set v i → right to the i-th node of the next element of height at least i and similarly v i → left to the i-th node of the previous element of height at least i.
Definitions. We now introduce definitions that describe the relationship between nodes. Say we have a node v that represents element x at some level i. We call v → right v's successor. Similarly, v → left is its predecessor. We call v → up its direct parent and v → down its direct child. For example, in Figure 1 , consider node a. Its predecessor is b, its successor is c, its direct child is f , and it has no direct parent.
The left parent is the level-(i + 1) node of the latest element preceding and including x that has height at least i + 1. The right parent is defined symmetrically. Under this definition, if v has a direct parent, then its left and right parents are both its direct parent. When we refer to v's parent, we usually refer to its left parent. In Figure 1 , a's (left) parent is d, and a s right parent is e. The (left) ancestors consist of v's parent, v's parent's parent, and so on, and similarly for v's right ancestors. Thus the ancestors for both f and g in Figure 1 are a and d. A child is inverse to a parent, and a descendant is inverse to an ancestor.
The following definitions describe the relationship between the links connecting nodes. The parent of a link between v and its successor is the link between v's parent and its successor. Similarly, the ancestors of the link are links between v's ancestors and their successors. The children of the link between are the links between v's children and their successors.
Joins, Splits and Augmentation. Our goal is to devise skip lists that support restructuring through concurrent joining and concurrent splitting of sequences. To join two sequences is to concatenate them together. To split a sequence A at element x is to seperate the sequence into two subsequences, the first of which consists of all elements in A before and including x, the second of which consists of all elements after x. Figure 2 illustrates joining and splitting. return current → up
Our skip lists support cyclicity, which is to say that our algorithms are valid even if we link the tail and head of a skip list together. Though this is not conventionally done with sequence data structures, we will find it useful for representing Euler tours of graphs in Section 5 since Euler tours are naturally cyclic sequences. We cannot join upon cyclic sequences, but splitting a cyclic sequence at element x corresponds to unraveling it into a linear sequence with its last element being x.
To augment a skip list, take an associative function f : D 2 → D where D is an arbitrary domain of values. Now assign a value from D to each element in the sequence A that our skip list represents. By storing these values in the bottom level of our skip list and partial "sums" at higher levels, we can compute f over contiguous subsequences of A in logarithmic time. For instance, in Figure 3 , we assign the value 1 to every element and choose f : N 2 → N to be the sum function. For each node v, we store the sum of the values of v's children. By looking at O(log n) nodes, we can then compute the size of the sequence. These augmented values are also easy to maintain as the skip list undergoes joins and splits.
Lastly, we also support a FindRep procedure for finding the representative of the list that a node lives in. If we query for the representative r u of node u and the representative r v of node v, then r u and r v are equal if and only if u and v live in the same list. This is a subroutine for connectivity queries on the Euler tour trees in Section 5. A representative is no longer valid after performing a join or a split and must be requeried after restructuring the skip list.
Our skip lists support batch joins, batch splits, batch point updates of augmented values, and batch finding representatives in O(k log(1 + n/k)) work in expectation and O(log n) depth with high probability, where k is the batch size and n is the number of elements in the lists. We analyze efficiency in Appendix E.
This improves on the Θ(k log n) expected work bound achieved by conventional sequential joins and splits on augmented skip lists. Intuitively, the reason we can achieve improved work-bounds is that if a node has many updated descendants, our algorithm updates its augmented value once rather than multiple times.
Algorithms for unaugmented lists
We begin by describing unaugmented skip lists. For creating elements in our skip list, we fix a probability 0 < p < 1 representing the expected proportion of nodes at a particular level that have a direct parent at the next level. We generate heights of elements by allocating a node and giving each node a direct parent with probability p independently. This is equivalent to drawing heights from a Geometric(1 − p) distribution. Algorithm 2 Joins two lists together given their endpoints.
if parent L = null and parent R = null then 7:
We give pseudocode for Join and Split over unaugmented lists in Algorithms 2 and 3 respectively. To perform a batch of joins, we simply call Join on each join operation in the batch concurrently, and similarly for a batch of splits. As each batch of splits and joins must be run in separate phases, our data structure is phase-concurrent over joins and splits [39] .
Both algorithms employ two simple helper procedures, SearchLeft and SearchRight, for finding the left and right parents of a node. We show SearchLeft in Algorithm 1, and SearchRight is implemented symmetrically. Note that these procedures avoid looping forever on cyclic skip lists. Due to space constraints, we discuss FindRep in Appendix C.
Join. Join takes a pointer to the last element of one list and a pointer to the first element of a second list. It concatenates the first list with the second list. Starting at the bottom level, it links the given nodes, searches upwards to find parents to link at the next level, and repeats. We set the link with a CAS, and if the CAS is lost, the algorithm quits. This permits only one thread to set a particular link, preventing repeated work.
For any two concurrent joins with arguments
This restriction corresponds to the fact that in a sequential execution of two joins violating this restriction, the later join would no longer have a valid input pair. Theorem 1. Let B be a set of Join inputs. Suppose for every (v L , v R ) ∈ B that v L is the last element of a list and v R is the first element of a list. Also assume that for every two distinct inputs
Then calling Join concurrently over the inputs in B gives the same result as joining over the inputs in B sequentially.
Proof. (Proof sketch) Our proof works by arguing inductively level-by-level that all necessary links are added and no unnecessary links are added. For the base case, at the bottom level, the links we add are exactly those given as input to the algorithm, which are the necessary links to add at that level. For the inductive step, assume that the correct links will be added on level i. Consider any link from nodes v L to v R on level i + 1 that should be added. In order for this to be a link we need to add, there must be a rightward path from v L 's direct child to v R 's direct child once all links on level i are added. Then consider the last execution of join on level i to add a link on that path by finishing line 3 of Algorithm 2. That execution will have a complete path to find parents v L and v R when searching and thus will find as a link to add. Conversely, any level-(i + 1) link from nodes v L to v R found by a join execution was found via a complete path (albeit perhaps temporarily missing some left pointers due to some executions of join completing line 2 but not yet completing line 3) between v L 's direct child and v R 's direct child, which indicates that this link should be added. We present a formal proof using this idea in Appendix D.1.
Split. Split takes a pointer to an element and breaks the list right after that element. Similar to join, it cuts the link at the bottom level and then loops in searching upwards to find a parent link to remove at the next level. Like Join, this uses CAS to avoid duplicate work. Theorem 2. Let B be a set of elements. Then calling Split concurrently over the elements in B gives the same result as splitting over the elements in B sequentially. Algorithm 3 Separates the input node from its successor.
if ngh = null and CAS(&v → right, ngh, null ) then 4:
if parent = null then 7:
Split(parent)
Algorithm 4 Takes a batch of (node, value) pairs, updates each node with its associated value, and updates the augmented values stored throughout the list.
while CAS(&current → needs update, false, true) do for i ∈ {1, . . . , k} do in parallel 13: if top[i] = null then 14:
We present the proof in Appendix D.2.
Algorithm for augmented lists
We now describe how to augment our skip lists. In addition to its four pointers, each node is given a value val from some domain D and a boolean needs update. We provide an associative function f : D 2 → D and, for each element in the list, a value from D. We assign values to val on nodes at the bottom level, and then compute val at higher levels by applying f over nodes' children. The boolean is used to mark nodes whose values need updating and is initialized to false. We give the main algorithm BatchUpdateValues for batch point update in Algorithm 4. This takes a set of nodes at the bottom level along with values to give to the associated elements. For each node in the set, we start by updating its value (line 5). Then each of its ancestors have values that need updating, so we walk up its ancestors, CASing on each ancestor's needs update variable (line 6). If an execution loses a CAS, then it may quit because some other execution will take care of all the node's ancestors. Now over all the input nodes that won all CASes on their ancestors, we know the union of their topmost ancestors' descendants contain all the input nodes. By calling the helper function UpdateTopDown (Algorithm 10) on every such topmost ancestor in lines 12-14, we traverse back down and update these descendants' augmented values. Given a node, this helper function calls itself recursively on all the node's children c who need an update as indicated by c → needs update (lines 5-10). Then, after all the childrens' values are updated, we may update the original node's value (lines [11] [12] [13] [14] [15] [16] [17] .
With this algorithm for batch point update, batch joins (Algorithm 5) and batch splits (Algorithm 11) are simple. We first perform all the joins or splits. Then we batch update on the nodes Algorithm 5 Batch join for augmented skip lists. 1: procedure BatchJoin({(l 1 , r 1 ), (l 2 , r 2 ), . . . , (l k , r k )}) 2: for i ∈ {1, . . . , k} do in parallel 3: Join(l i , r i ) 4 : Figure 4 : We take the tree on the left and transform it so that we get the following Euler tour of edges:
we joined or split on. We keep all the values on the bottom level the same, but the update fixes all the values on the higher levels that are changed by adding or removing links.
Implementation
We provide details about our implementations in Appendix B.
Parallel Euler Tour Trees
In this section, we describe our batch-parallel Euler tour trees. We focus on a variant of ETTs presented by Tarjan [45] . To represent a tree as an Euler tour tree, replace each edge {u, v} with two directed edges (u, v) and (v, u) and add a loop (v, v) to each vertex v, as in Figure 4 . Because this gives a connected graph in which each vertex has equal indegree and outdegree, it admits an Euler tour. We represent the tree as any Euler tour of the tree. Now linking two trees corresponds to splicing their Euler tours together, and cutting a tree corresponds to cutting out part of its Euler tour. Each of these operations reduces to a few joins and splits on the tours. We may also answer whether two vertices u and v are connected by asking whether their loops, (u, u) and (v, v), reside in the same tour. Moreover, because a subtree appears as a contiguous section of an Euler tour, we can efficiently compute information about subtrees if we can efficiently compute information about contiguous sections of tours.
Traditionally, Euler tour trees store an Euler tour by breaking it into a sequence at an arbitrary location and then placing the sequence in a balanced binary tree. We instead store Euler tours as cycles using our skip lists from Section 4. Because skip lists are easy to join and split in parallel, we can process batches of links and cuts on Euler tour trees efficiently. On the other hand, for balanced binary trees, even a single split or join tends to be a complex operation.
We show that for a batch of k joins, k splits, or k connectivity queries over an n-vertex forest, we can achieve O(k log(1 + n/k)) expected work and O(log n) depth with high probability. If we build our Euler tour trees over augmented skip lists, we can also answer subtree queries like in the original data structure, in the sense that if we have an associative and commutative function f : D 2 → D and assign values from D to vertices and edges of the forest, we can compute f over subtrees of the forest in logarithmic time with high probability. We require that f be commutative because our algorithm does not guarantee that a vertex's children are ordered in any particular way. Construction. For clarity, we describe our ETTs using the phase-concurrent unaugmented skip lists given in Section 4. However, it is easy to organize the joins and splits into batches so as to match the augmented skip list interface seen in Subsection 4.2. We also treat our dictionary data structure as phase-concurrent for clarity, but again, this is easy to circumvent. We add fields twin and mark to each skip list element. For a node representing a directed edge (u, v), twin is a pointer to the node representing the directed edge (v, u) in the opposite direction. We initialize the field mark to false and use it during splitting to mark nodes that will be removed. We also add a field next edge to each element to assist in describing how list ranking applies to our data structure.
At initialization (Algorithm 6), the represented graph is an n-vertex forest with no edges, and we assume the vertices are labeled with integers 1, 2, . . . , n. We create an n-length array verts such that verts[i] stores a pointer to the skip list node representing the loop edge (i, i). As such, in parallel, for i = 1, . . . , n, we create a skip list node, assign it to verts[i], and join it to itself to form a singleton cycle. These cycles are the Euler tours in an empty graph. We also keep a dictionary edges that maps edges (u, v) with u = v to corresponding skip list nodes. Lastly, we create an array successors that will be used as scratch space for batch linking.
Connectivity queries. To check whether two vertices are connected, we simply check whether they live in the same Euler tour by comparing the representatives of their tours' skip lists. The complexity of this can be made O(k log(1 + n/k)) expected work and O(log n) depth with high probability using the efficient batch FindRep algorithm described in Subsection 4.1.
Batch Link. Algorithm 7 shows our algorithm for adding a batch of edges. The algorithm takes an array of edges A to add as input. We assume that adding the input edges preserves acyclity.
As a warm-up, how do we add an edge {u, v} sequentially? We can find locations where u and v appear in their tours by looking up verts[u] and verts [v] . We split on those locations and join the resulting cut up tours back together with new nodes representing (u, v) and (v, u) in between. If we want to add several edges at once, we need to be careful when inserting edges that are incident to the same vertex and thus attempt to join on the same location.
With that in mind, we proceed to describe our algorithm. In lines 3-10, for each input edge {u, v} we allocate new list nodes representing directed edges (u, v) and (v, u). Then, in lines 11-19, for each vertex u that appears in the input, we split u's list at verts[u] as a location to splice in other tours. We also save the successor of verts[u] in successors[u] so that we can join everything back together at the end. Algorithm 7 Add a batch of edges to Euler tour tree.
Adding input edges must not create a cycle in graph 3: Create nodes representing new edges 4: for i ∈ {1, . . . , k} do in parallel 5:
Cut at locations at which we splice in other tours 12: for i ∈ {1, . . . , k} do in parallel 13: for w ∈ {u i , v i } do 14: w node = verts[w] 15: w succ = w node → right 16: if w succ = null then 17: benign race; this assignment and split are idempotent 18: successors[w] = w succ 19: Split(w node) 20 :
Join together tours with new edge nodes in between 22: for i ∈ {1, . . . , 2k} do in parallel 23: For each vertex u, say that the input tells us that we want to newly connect u to vertices w 1 , w 2 , . . . , w k . Then we join together the nodes representing (u, u) to (u, w 1 ), (w i , u) to (u, w i+1 ) for i < k, and (w k , u) to what was the successor to (u, u) before splitting. In our code, we arrange this in lines 20-31 by semisorting the input to collect together all edges incident on a vertex. The ordering of w 1 , w 2 , . . . , w k is unimportant, only corresponding to the order in which they appear after u in the Euler tour.
Using our skip lists and an efficient semisort, we see that the work is O(k log(1 + n/k)) in expectation, and the depth is O(log n) with high probability.
Batch Cut. Algorithm 9 describes how to remove a batch of edges. Our algorithm assumes that each edge in the input exists in the forest and that there are no duplicate edges in the input.
Cutting a single edge is simple. If we cut an edge {u, v}, we split before and after (u, v) and (v, u) in the tour and join their neighbors together appropriately. However, like with batch linking, the task gets more difficult if we want to cut many edges out of a single node, because those neighbors that we want to join together may themselves be split off.
As an example, consider the graph in Figure 5 in which we remove four edges. If our tour on the graph goes counter-clockwise around the diagram, then we may need to join (c, a) to (a, e) in the tour as a result of cutting {a, d} and join (f, a) all the way around to (a, c) as a result of the three Algorithm 8 Computes locations at which to join for batch split. 1: procedure GetNextUnmarked(elements = {z 1 , z 2 , . . . , z k })
2:
Input is a set of skip list elements 3: for i ∈ {1, . . . , k} do in parallel 4: next = z i → twin → right 5: if next → mark then Use list ranking on the linked lists induced by next edge pointers. Get an array last marked such that last marked [i] points to the last node in z i 's linked list. for i ∈ {1, . . . , k} do in parallel 13 :
return result Algorithm 9 Remove a batch of edges from Euler tour tree.
Input edges must be in graph and must have no duplicates.
3:
directed edges = {} 2k-length array 4: for i ∈ {1, . . . , k} do in parallel
for i ∈ {1, . . . , k} do in parallel 8:
edges → RemoveFromDict((v i , u i )) 10:
join lefts = {} 2k-length array 11: for i ∈ {1, . . . , 2k} do in parallel 12: join lefts[i] = directed edges[i] → left 13: directed edges[i] → mark = true 14: join rights = GetNextUnmarked(directed edges)
15:
Cut edges out of tour 16: for i ∈ {1, . . . , 2k} do in parallel if pred = null then 20:
Split(pred )
21:
Join tours back together 22: for i ∈ {1, . . . , 2k} do in parallel 23: if not join lefts[i] → mark then 24: Join(join lefts[i], join rights[i]) 25: for i ∈ {1, . . . , 2k} do in parallel 26 :
contiguous cuts. How do we identify that we need to join (f, a) to (a, c)? We could mark edges that are going to be cut, then start from (f, a) and walk along "adjacent" edges incident to a using the twin pointers until we reach an edge that will not be cut. Then we would know to join (f, a) to that edge. However, the search for an unmarked edge will have poor depth if lots of edges will be cut. Figure 5 : Batch cutting four edges. If we take an Euler tour counter-clockwise around this graph, this batch cuts may require us to join (f, a) to (a, c) in the tour.
To resolve this, we use list ranking. Consider the linked lists induced having each edge point at its adjacent edge if it is marked. Note that each linked list must terminate because traversing adjacent edges will eventually reach a loop edge of the form (v, v), which will certainly be unmarked. Then list ranking these linked lists finds for every edge the next unmarked edge as desired.
In Algorithm 9, we first fetch all the skip list nodes corresponding to the edges in lines 2-6. Then we invoke Algorithm 8 on line 14, which performs the list ranking described above. We cut out all the input edges on lines 15-20 and rejoin all the tours together on lines 21-24. All of this takes O(k log(1 + n/k)) expected work and O(log n) depth with high probability.
Augmentation. We can build our Euler tour tree over the concurrent augmented skip lists from 
Implementation
We provide details about our implementation of Euler tour trees in Section B.
Experiments
We run our experiments on a 72-core Dell PowerEdge R930 (with two-way hyper-threading) with 4 × 2.4GHz Intel 18-core E7-8867 v4 Xeon processors (with a 4800MHz bus and 45MB L3 cache) and 1TB of main memory. Our programs use Cilk Plus to express parallelism and are compiled with the g++ compiler (version 5.4.1) with the standard level of optimization. When running in parallel, we use the command numactl -i all to evenly distribute the allocated memory among the processors. On our figures, a thread count of 72(h) denotes using all 72 cores with hyper-threading.
Unaugmented Skip Lists
We evaluate the performance of our skip lists (with p = 1/2) by comparing them against other sequence data structures. In particular, we compare against sequential skip lists, which are the same as our skip lists except that they do not use CAS to set pointers. In addition, for an element of height h, they allocate an array of exactly length h for holding pointers rather than an array of length O(h) as our skip list does (see Appendix B). We also implemented splay trees [43] and treaps [7] . Split, k = 10 7
Join, k = 10 4
Split, k = 10 4 Figure 6 : Speedup of our concurrent skip lists with n = 10 8 . So that we can compare against another parallel data structure, we implement parallel batch join and batch split operations on treaps. To batch join, we first ignore a constant fraction of the joins. If we imagine each join from treap T to treap S as a pointer from T to S, we get lists on the treaps. No list can be very long because we ignored some joins. We get parallelism by processing each list independently. If we store extra information on the treap nodes, we can walk along a list and perform its joins sequentially. Then we recursively process the previously ignored joins. For batch split, we semisort the splits keyed on the root of the treap to be split. This lets us find all splits that act on a particular treap. We process each treap independently. When performing multiple splits on a treap, we get parallelism by dividing and conquering -we perform a random split and recursively split the resulting two treaps in parallel. The randomized efficiency bounds are O(k log n) work for batch join, O(k log n log k) work for batch split, and O(log n log k) depth for both. In the future, we would like to further compare our skip lists against other parallel data structures, such as the (a, b)-trees of Akhremtsev and Sanders [3] .
For an experiment, we take n = 10 8 elements and fix a batch size k. We set up a trial by joining all the elements in a chain, and then we time how long it takes to split and rejoin the sequence at k pseudorandomly sampled locations. We report the median time over three trials. As an artifact of this set up, the splay tree has an advantage on joining small batches after splitting due to how splay trees exploit locality. Figure 6 illustrates that our skip list implementation running on 72 cores with hyper-threading demonstrates over 80× speedup relative to the implementation running on a single thread for k = 10 7 and over 55× speedup for k = 10 4 . We compare our skip list to our other sequence data structures in Figure 7 . We only show the plot for splitting due to space constraints. Our implementation of parallel batch join on treaps is 1.4× faster than our batch join on skip lists on the largest batch sizes, but, as seen in Figure 7 , the parallel batch split on treaps is much slower due to lots of overhead work. Moreover, through parallelism, our data structure is significantly faster than all the sequential algorithms at all batch sizes. When used sequentially, our data structure behaves similarly to a traditional sequential skip list, suggesting that using CAS does not significantly degrade the performance of a skip list.
Augmented Skip Lists
We compare the performance of our batch-parallel augmented skip lists against a sequential augmented skip list. Besides not using CAS, the sequential skip list updates augmented values after every join and split. This achieves only an O(k log n) work bound for k operations. Our experiment is the same as in Subsection 6.1.
When running our augmented skip list with a random batch of size k = 10 7 on 72 cores with hyper-threading, we see a speedup of 67× for joins and 78× for splits. For k = 10 4 , we found a speedup of 33× for joins and 48× for splits. The running times are a factor of two worse than the times for the unaugmented skip list of Subsection 6.1, which is expected due to the extra passes through the skip list to update augmented values. The batch-parallel skip list hugely outperforms single-threaded skip lists on all tested batch sizes. We omit plots here due their visual similarity to Figures 6 and 7 .
To more prominently display the work savings that batching provides, we try different test case where a batch of k splits, rather than being chosen at random, consists of splitting at the last k elements of the sequence in right-to-left order. This is particularly bad for the sequential skip list because after every split, it walks to the top of the skip list to update augmented values. In comparison, when processing the splits as a batch, we update the augmented values in only one pass. Figure 8 shows that, as expected, even on a single thread, our skip list is significantly faster than the standard sequential one in this adversarial experiment.
Euler Tour Trees
For baseline comparisons, we take the sequential skip list and splay trees from Subsection 6.1 and use them to build Euler tour trees. These implementations use the standard C++ allocator and use the C++ Standard Template Library's [33] std::unordered map as a dictionary to map edges to sequence elements. We also compare to ST-trees built on splay trees [42, 43] . They achieve O(log n) amortized work links and cuts. Though conceptually more difficult than Euler tour trees, ST-trees are a more streamlined data structure that do not require allocation beyond initialization and do not require dictionary lookups. We wrote all of these implementations. In future work, we would like to compare against parallel data structures such as that of Acar et al. [ Cut, k = 10 6
Link, k = 10 4
Cut, k = 10 4 Figure 9 : Speedup of our parallel Euler tour trees on a random recursive tree of size n = 10 7 . For our experiment, we fix a tree. We set up a trial by adding all the edges of the tree in pseudorandom order to our data stucture. Then we time how long it takes to cut and relink the forest at k pseudorandomly sampled edges. We report median times over three trials. This may give the splay tree data structures an advantage on linking small batches after cutting due to how splay trees exploit locality. We experimented on three trees, all with n = 10 7 vertices: a path graph, a star graph, and a random recursive tree. To form a random recursive tree over n vertices, for each 1 < i ≤ n, draw j uniformly at random from {1, 2, . . . , i − 1} and add the edge {j, i}. We only plot results for the random recursive tree to conserve space. Figure 9 displays the speedup of our parallel Euler tour tree algorithms with a batch sizes of k = 10 4 and k = 10 6 on a random recursive tree. When running on 72 cores with hyper-threading, we get good speedup ranging from 82× to 96× for k = 10 6 across all tested graphs. For k = 10 4 , we found speedup ranging from 7.5× to 70× where the worst speedup was on the star graph. In Figure 10 , we show the running times of our Euler tour tree along with the times for sequential dynamic trees data structures on a random recursive tree. On large batch sizes, parallelism beats all the sequential data structures, as expected. The performance of our Euler tour tree running on a single thread is similar to that of conventional sequential Euler tour trees.
ST-trees are faster than any of our sequential skip list algorithms, which is unsurprising given our previous discussion of them being more streamlined than Euler tour trees. They are also unusually fast on the star graph because ST-trees run well on graphs with small diameter. Still, our parallel Euler tour tree eventually outspeeds ST-trees on large batch sizes even on the star graph.
Discussion
We showed that skip lists are a simple, fast data structure for parallel joining and splitting of sequences and that we can use these skip lists to build a batch-parallel Euler tour tree. Both of these data structures have good theoretical efficiency bounds and achieve high parallelism in practice. We hope that our work not only brings greater understanding to the field of parallel data structures but also serves as a stepping stone towards efficient parallel algorithms for dynamic graph problems. In particular, Holm et al. give a dynamic connectivity algorithm achieving O log 2 n amortized work per update in which augmented Euler tour trees play a crucial role [23] . We believe that we may apply our parallel Euler tour trees along with several other techniques to parallelize Holm et al.'s algorithm. Obtaining a batch-parallel solution for the general dynamic connectivity problem is an interesting research problem that has not been adequately addressed in the literature.
Algorithm 10
Helper function for BatchUpdateValues that updates the augmented value for v and all its descendants. if current → next update then 8: spawn UpdateTopDown(current) for i ∈ {1, . . . , k} do in parallel 3:
[42] D. D. Sleator and R. E. Tarjan, A data structure for dynamic trees, Journal of computer and system sciences, 26 (1983) , pp. 362-391.
[43] D. D. Sleator and R. E. Tarjan, Self-adjusting binary search trees, Journal of the ACM (JACM), 32 (1985) , pp. 652-686.
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A Model
The Multi-Threaded Random-Access Machine (MT-RAM) consists of a set of threads that share an unbounded memory. Each thread is essentially a Random Access Machine-it runs a program stored in memory, has a constant number of registers, and uses standard RAM instructions (including an end to finish the computation). The only difference between the MT-RAM and a RAM is the fork instruction that takes a positive integer k and forks k new child threads. Each child thread receives a unique identifier in the range [1, . . . , k] in its first register and otherwise has the same state as the parent, which has a 0 in that register. All children start by running the next instruction. When a thread performs a fork, it is suspended until all the children terminate (execute an end instruction).
A computation starts with a single root thread and finishes when that root thread terminates. This model supports what is often referred to as nested parallelism. Note that if root thread never forks, it is a standard sequential program. We note that we can simulate the CRCW PRAM equipped with the same operations with an additional O(log * n) factor in the depth due to load-balancing. Furthermore, a PRAM algorithm using P processors and T time can be simulated in our model with P T work and T depth. We equip the model with a compare-and-swap operation (see Section 3) in this paper.
Lastly, we define the cost-bounds for this model. A computation can be viewed as a series-parallel DAG in which each instruction is a vertex, sequential instructions are composed in series, and the forked subthreads are composed in parallel. The work of a computation is the number of vertices and the depth (span) is the length of the longest path in the DAG. We refer the interested reader to [9] for more details about the model.
B Algorithm Implementation
Skip Lists. In our implementation of our skip lists, instead of representing an element of height h as h distinct nodes, we instead allocate an array holding h left and right pointers. This avoids jumping around in memory when traversing up direct parents. In fact, we allocate an array whose size is h rounded up to the next power of two. This decreases the number of distinct-sized arrays, which makes memory allocation easier when performing concurrent allocation. We also cap the height at 32, again for easier allocation. We set the probability of a node having a direct parent to be p = 1/2.
We also need to be careful about read-write reordering on architectures with relaxed memory consistency. For Join (Algorithm 2), if the reads from the searches in lines 4 to 5 are reordered before the write on line 3, then we can fail find a parent link that should be added. Thus we disallow reads from being reordered before line 3.
For augmented skip lists, instead of keeping h needs update booleans for each element, we keep a single integer that saves the lowest level on which the element needs an update. This works because if a node needs updating, then we know all its direct ancestors need updating as well.
Another optimization saves a constant factor in the work for batch split. In BatchUpdate-Values, we first walk up the skip list claiming nodes and then walk back down to update all the augmented values. We perform these two passes because in order to update a node's value, we need to know all of its childrens' values are already updated too, which is easier to coordinate when walking top-down through the list. However, in a batch split, after cutting up the list, no nodes on the bottom level share any ancestors. As a result, we can update all augmented values in a single pass walking up the list without even using CAS.
Euler Tour Trees. We implemented our parallel Euler tour tree algorithms, making several adjustments for performance and for ease of implementation. For simplicity, we use the unaugmented skip lists and do not support subtree queries.
To achieve good parallelism, we need to allocate and deallocate skip list nodes in parallel. We use lock-free concurrent fixed-size allocators that rely on both global and local pools. To reduce the number of fixed-size allocators used, we constrain the skip list heights and arrays as described in Subsection 4.3.
For the dictionary edges, we use the deterministic hash table dictionary from the Problem Based Benchmark Suite (PBBS) [40] . This hash table is based upon a phase-concurrent hash table developed by Shun and Blelloch [39] . As an additional storage optimization, for an edge {u, v} where u < v, we only store (u, v) in our dictionary and use the twin pointer to look up (v, u).
Algorithm 12
Finds a representative node of the list that the input node lives in.
while true do 8: if v → left = null then List is acyclic 9: return v
if v = rep then List is cyclic 12: return rep 13: if v < rep then 14: rep = v Instead of performing a semisort when batch joining, we found it faster to use the parallel radix sort from PBBS.
For batch cut, we do not use list ranking because efficient list ranking is challenging to implement. Instead, we opt for a recursive batch cut algorithm. Recall why we used list ranking in Algorithm 9: we do not want to spend too much time walking around adjacent edges to find one that is unmarked. In our recursive batch cut algorithm, we instead resolve the issue by randomly selecting a constant fraction of the edges from the input to ignore and not cut. Then if we walk around adjacent edges naively, the number of edges we need to walk around until we see an unmarked edge is constant in expectation and O(log n) with high probability. Thus we can cut out the unignored edges quickly. Then we recurse on the ignored edges. This increases the depth by a factor of O(log k) but does not asymptotically affect the work.
C Finding representative nodes
A simple implementation for FindRep is given in Algorithm 12. This algorithm walks up to the top level of the list and returns a representative node from that top level. For acyclic lists, it returns the leftmost node on the top level. For cyclic lists, it returns the node with the lowest address on the top level.
A phase of k calls to FindRep takes O(k log n) expected work with this naive algorithm. However, if we are given a batch of k calls up front, we can in fact achieve O(k log(1 + n/k)) expected work and O(log n) depth with high probability. The idea is that each call of FindRep takes some path up the skip list to the top level, and calls whose paths intersect somewhere can be combined at that point to avoid duplicate work. Then the return value gets propagated back down to both original calls. The code would look similar to the code for batch updating augmented values in Algorithm 4 for augmented skip lists (Subsection 4.2). We omit the full details.
D Skip list correctness D.1 Proof of Theorem 1
We first set up several definitions. Start by fixing a finite set of elements in an initial, valid skip list. All the up and down pointers are fixed, but new left and right pointers will be set throughout a phase of joins. As such, we will identify the state of a list L with the set of left and right links set in L . For two nodes u, v, we write (u, v) R to refer to the link u → right = v and (u, v) L to refer to the link v → left = u. We write (u, v) to refer to (u, v) L and (u, v) R collectively; for a set S, (u, v) ∈ S if (u, v) L ∈ S and (u, v) R ∈ S.
We define an operator ToAdd(K, L ) that takes a set of links K and a skip list L . If K is a set of links that are to be added to L through calls to Join, ToAdd(K, L ) defines what additional links at higher levels Join should find and add to L as a result of adding K. We define ToAdd(K, L ) = i ToAdd (i) (K, L ) level-by-level. For level 0, ToAdd (0) (K, L ) consists of all level-0 links in K. For i > 0, a level-i link = (v L , v R ) is in ToAdd (i) (K, L ) if (a) ∈ K, or (b) ∈ L and there is a rightward path from v L → down to v R → down consisting of links from K and ToAdd (i−1) (K, L ), and at least one link on this path is from ToAdd (i−1) (K, L ).
As an example, in the lower diagram in figure 2 , if the solid links are in L and the dashed links at the bottom level are in K, then the dashed links as a whole form ToAdd(K, L ). Note that in the second condition of the definition of ToAdd (i) (K, L ), we require that at least one link on the path is from from ToAdd (i−1) (K, L ). This signifies that there is at least one pending link at level i − 1 such that calling Join on might find when searching for the parent link of . This requirement also enforces that ToAdd(∅, L ) = ∅.
We formally present the theorem we wish to prove: Theorem 3. Starting with a valid skiplist L and a set of initially disjoint join operations J (given as a set of links to add at the bottom level of L), after all join operations in J complete, the final skip list is L F = L ∪ ToAdd(J, L).
We assume all instructions are linearizable and consider the linearized sequential ordering of operations, stepping through them one by one. Note that to simplify analysis, we assume we know all the client calls J (calls not generated by a recursive call from line 7) to Join that will occur in this phase. All these calls will be considered to have begun but to have not yet executed line 2.
We prove this theorem by proving that an invariant always holds through a phase of joins. We will need to keep track of a set of active links A t that are being added at time t. At time t, for an execution of Join(v L , v R ) on link = (v L , v R ):
(a) If the execution has not yet performed the CAS on line 2 and v L → right is null (that is, the CAS could succeed), then is in A t .
(b) If the execution has performed the CAS on line 2 but not the write on line 3, then is in A t .
(c) If the execution is within the searches on lines 4-5 and either search returns null, we reject from A t . In fact, as soon the read happens on line 4 of the search that destines the search call to return null, we reject from A t .
(d) Otherwise, if the execution is within the searches on lines 4-5, consider the nodes p L and p R that would be found by calling SearchLeft(v L ) and SearchRight(v R ) relative to L F . If p L and p R are both non-null and p L → right is null (that is, the CAS at the next level could succeed), then is in A t .
(e) As soon as the SearchRight on 5 returns, if variables parent L and parent R are both non-null, immediately consider this execution as finished and consider Join(parent L , parent R ) as begun.
Letting L t be the state of the linked list at time t with L 0 = L, we show that following invariant holds: for all t, L ∪ ToAdd(J, L) = L t ∪ ToAdd(A t , L t ).
After all operations are done at some time step T , we have A T = ∅ and hence L∪ToAdd(J, L) = L T ∪ ToAdd(A T , L T ) = L T ∪ ToAdd(∅, L T ) = L T , showing that the final list is L ∪ ToAdd(J, L) = L F as desired. Note that since L F is fixed, we can proceed by showing that the invariant holds initially and that L t ∪ ToAdd(A t , L t ) is constant as time progresses. We induct on t to show the invariant holds at all times. The invariant is true at time 0 because L 0 = L and A 0 = J. For t > 0, we consider each event that can change L t and A t from L t−1 and A t−1 . These events are when we write to pointers on lines 2-3 and when we finish searching on lines 4-5.
The first such event is a join succeeding on the CAS conditional statement on line 2, writing a pointer from v L to v R on some level i. At time t − 1, = (v L , v R ) was already in A t−1 by case (a) in the definition of A t−1 , and the link stays in A t by case (b). We add a directional link (v L , v R ) R to L t , which could remove other active links from A t who are in case (a) or case (d). Any other affected active links who are in case (a) are equal to (v L , v R ), so their removal does not affect A t . Any affected active link in case (d) is a child link of (v L , v R ) who has already set pointers to add ∈ L t−1 . Because is already in L t−1 , removing from A t and thus from ToAdd(A t , L t ) does not cause issues on level i − 1. However, we should check that ToAdd(A t , L t ) is unaffected at higher levels. Indeed, the next link could directly affect in the inductively-defined ToAdd(A t , L t ) is its parent , but stays in ToAdd (i) (A t , L t ) due to being added to A t . Thus ToAdd (i) (A t , L t ) is unchanged, and inductively each ToAdd (k) (A t , L t ) for k > i is unchanged as well. Therefore, only is removed from ToAdd(A t , L t ), which still preserves the invariant. As a whole, L t is changed by adding
and ToAdd(A t , L t ) is changed by possibly removing some children of who were already in L t−1 . With this, we see that the invariant is preserved with L t ∪ ToAdd(A t , L t ) = L t−1 ∪ ToAdd(A t−1 , L t−1 ).
Another such event is a join finishing the write to a pointer v R → left = v L on line 3. Let = (v L , v R ) be on level i. This event adds L to L t , and now ∈ L t since the opposite direction link R was added at an earlier time when this join completed the CAS on line 2. We also know ∈ A t−1 since this join was in case (b) of the definition of A t−1 before time t. Now we enter case (d). There are a few possibilities to consider here. The first is that one of p L or p R as described in case (d) does not exist, in which case we remove from A t . The only effect this has on ToAdd(A t , L t ) is to remove from ToAdd(A t , L t ); nothing in ToAdd (i+1) (A t , L t ) depends on since has no parent, so the only link removed is from ToAdd(A t , L t ). Since ∈ A t , A t ∪ ToAdd(A t , L t ) is preserved. The second possibility is that p L and p R exist, but (p L , p R ) R ∈ L t already. Again we remove from A t , and again the invariant is preserved so long as we show that ToAdd (i+1) (A t , L t ) is unchanged and thus we only remove from ToAdd(A t , L t ). Removing can only affect ToAdd (i+1) (A t , L t ) by removing its parent (p L , p R ) from ToAdd (i+1) (A t , L t ). This can only happen if (p L , p R ) is in ToAdd (i+1) (A t−1 , L t−1 ) but (p L , p R ) ∈ A t−1 . Then whichever execution of join set p L → right to non-null must have also completed the corresponding write on line 3 because otherwise (p L , p R ) would be in A t−1 . This means that (p L , p R ) ∈ L t−1 , which combined with (p L , p R ) ∈ A t−1 gives that (p L , p R ) could not have been in ToAdd (i+1) (A t−1 , L t−1 ), a contradiction. Hence ToAdd (i+1) (A t , L t ) = ToAdd (i+1) (A t−1 , L t−1 ), so the invariant is preserved. The last possibility is that stays in A t , in which case the invariant is still preserved.
A third event is that a join that wrote some link ∈ L t−1 finishes its searches on line 5 and successfully passes the conditional statement on line 6. This removes a link from A t and adds its parent link = (v L , v R ) to A t . This removes from ToAdd (i) (A t , L t ) but leaves ToAdd (i+1) (A t , L t ) unchanged -in order for the join's search to find , must have already been in ToAdd (i+1) (A t−1 , L t−1 ) by virtue of a rightward path from v L → down to v R → down passing through ∈ A t−1 ⊂ ToAdd(A t−1 , L t−1 ). Then ToAdd(A t , L t ) = ToAdd(A t−1 , L t−1 ) ∪ { }, and must already be in L t−1 = L t . Thus the invariant is preserved. The last interesting event that can occur is that a join that wrote some link on level i finishes its searches on line 5 and fails the conditional statement on line 6. If this is because one of the parent nodes (p L and p R ) does not exist, then already ∈ A t by case (d) in the definition of A t , and nothing is changed. Otherwise this is because fails to find a parent node even those both parent nodes exist in L F . In this case we remove from A t . We note that ∈ L t , so once again, if we can show that ToAdd (i+1) (A t , L t ) = ToAdd (i+1) (A t−1 , L t−1 ) and hence ToAdd(A t , L t ) = ToAdd(A t−1 , L t−1 ) \ { }, then the invariant is preserved. The only way
by virtue of there being a rightward path from p L → down to p R → down, and removing from A t removes the last link from ToAdd (i) (A t , L t ) in this path. But this is impossible because if is the last link from ToAdd (i) (A t , L t ), then the remainder of the links on the path are already in L t , so the join should have been able to traverse this path to find parents p L and p R . Hence the invariant is preserved too in this final case.
Note that the event that a join fails the conditional statement on the CAS on line 2 changes neither L t nor A t . This is because we carefully define A t to not include such joins that are doomed to fail.
Finally, we must argue that this whole process terminates. Consider any particular call to join. The whole set of nodes is bounded by some finite height, and each recursive join call generated walks up one level, so the number of recursive join calls is finite. It now suffices to show that each individual call takes a finite number of steps. The only place the algorithm may loop indefinitely is if the searches get stuck in a cycle, never succeeding on the conditional on line 5 of the search algorithm (Algorithm 1). In particular, it never detects that current = v . Yet, if a path out of v leads to a cycle that does not contain v itself, then this contradicts that the links in L t ⊆ L t ∪ ToAdd(A t , L t ) = L F are a subset of those of the well-formed list L F ; a cycle at a level in a well-formed list loops fully around the level.
This completes the proof that the invariant holds at all time steps, proving the theorem.
D.2 Proof of Theorem 2
Again, we build intuition by first giving informal reasoning for correctness. We look at the links that are cut inductively level-by-level like in the informal correctness reasoning for join. The argument is similar, except that in the inductive step, to see that a link on level i + 1 from nodes v L to v R that should be cut will indeed be cut by the phase of splits, we note that the leftmost split on the path from v L → down to v R → down will be able to find parent v L in its SearchLeft call. We now argue correctness more carefully. Fix a finite set of nodes in an initial, valid skip list L. We will share much of the notation used in the proof of correctness for join.
Each split operation is specified by a pointer to a node v, indicating the intent to cut the list between v and its right neighbor. In our analysis, we still want to talk about links, so we write NextLink(v) to indicate the links between v and its right neighbor in the original skip list L, with NextLink(v) L and NextLink(v) R distinguishing between the directional links. For a set of nodes V , we let NextLink(V ) = v∈V NextLink(v).
We let P (v, L ) denote v's left parent relative to L , which is the result of SearchLeft(v) on the list L . For a set of nodes V , we let P (V, L ) = v∈V {P (v, L )} where we let {P (v, L )} = ∅ if v does not have a left parent in L .
Using the following rules, we define Reachable(v, L ) to represent the set of nodes, which we will call reachable ancestors of v, whose links Split(v) is capable of cutting in L :
Now we formally present the theorem we wish to prove: Theorem 4. Starting with a well-formed skiplist L and a set of split operations operations S (given as a set of nodes at the bottom level of L whose links between their right neighbors should be cut), after all split operations in S complete, the final skip list is L \ NextLink(Reachable(S, L)).
Note that Reachable(S, L) is the set of all ancestors of nodes of S, which is precisely the set of nodes whose links to their successors we hope to remove in a phase of splits.
We assume all instructions are linearizable and consider the linearized sequential ordering of operations, stepping through them one by one. Again, to simplify analysis, we assume that we know all the client calls S (calls not generated by a recursive call from line 7) to Split that will occur in this phase and that they all begin at time 0.
To prove this theorem, we define an invariant and show that it always holds. This time, we will distinguish several sets of active nodes B t , C t , E t that are being worked on at time t. The set B t represents split calls that have not yet CASed, C t represents split calls that have CASed but have not yet cleared the pointer in the opposite direction, and E t represents the progress of a search for a parent. At time t, for an execution of Split(v): Letting L t be the state of the linked list at time t with L 0 = L, we show that following invariant holds:
After all operations are done at some time step T , we have B T = C T = E T = ∅ and hence L \ NextLink(Reachable(S, L)) = L T \ ToDelete T = L T \ NextLink(Reachable(∅ ∪ P (∅, L t )) ∪ ∅) = L T , showing that the final list is L \ NextLink(Reachable(S, L)) as desired. Since L \ Reachable(S, L) is fixed, we proceed by showing that the invariant holds initially and that L t \ ToDelete t is constant. We induct on t to show the invariant holds at all times. At time 0, we have L 0 = L, B 0 = S, C 0 = E 0 = ∅, and ToDelete 0 = NextLink(Reachable(S∪P (∅, L t ))∪∅ = NextLink(Reachable(S)).
Then L 0 \ ToDelete 0 = L \ NextLink(Reachable(S)) and the invariant holds. For t > 0, we consider each event that can change L t , B t , C t , and E t .
When a split on node v succeeds on the CAS, we move a v from B t to C t , and we remove NextLink(v) R from L t . Moving an element from B t to C t does not affect ToDelete t . Removing NextLink(v) R from L t has the effect of possibly shrinking Reachable(u, L t ) for various nodes u. If Reachable(u, L t ) shrinks, it is because removing NextLink(v) R from L t removes v from Reachable(u, L t ) and then subsequently removes all nodes that come from repeatedly applying rule (b) from the definition of R to v. But these removed nodes are exactly covered by v ∪ Reachable(P (v), L t ) ⊆ ToDelete t . In other words, the loss of some of u's reachable ancestors is acceptable because v can still reach those ancestors. We see then that we preserve ToDelete t . Also, since NextLink(v) was already in ToDelete t−1 , L t \ ToDelete t is preserved despite the loss of NextLink(v) R from L t .
When a split on node v fails its CAS or fails the check that ngh is non-null, we remove a v from B t . However, this means that v → right was null already before this time step, so Reachable(v, L t−1 ) = ∅. Hence removing v from B t does not change ToDelete t , and the invariant is preserved.
When a split on node v succeeds on clearing the pointer on line 4, we move v from C t to E t and remove NextLink(v) L from L t . Moving v from C t to E t removes NextLink(v) from ToDelete t . This is exactly compensated by removing NextLink(v) from L t , which happens as a result of this split clearing NextLink(v) L on this time step and having cleared NextLink(v) R on some previous time step. Removing NextLink(v) L from L t may also invalidate P (u, L t ) for various nodes u and subsequently affect Reachable(·, L t ) for other nodes. However, if P (u, L t ) becomes non-existent as a result of the removal of NextLink(v) L , then P (v, L t ) = P (v, L t−1 ) = P (u, L t−1 ). As a corollary, if a node u loses reachable ancestors in Reachable(u, L t ) due to removing NextLink(v) L , those lost ancestors are covered by Reachable(P (v, L t ), L t ). Then we see that these changes in P (·, L t ) and Reachable(·, L t ) do not affect ToDelete t , so as a whole L t \ ToDelete t is preserved.
When we update current in the search for a parent to something that does not fail the conditional on line 5 of SearchLeft, we remove a v from E t where v → up is null and add its left neighbor v → left to E t . Since v has no up neighbor, P (v) = P (v → left), and we see ToDelete t is preserved.
When a search for a parent returns null and causes a split call to exit without making a recursive call, we remove some node u from E t . However, the fact that the search returned a null indicates that P (u, L t−1 ) already did not exist, so the removal of u from E t does not change ToDelete t . Thus the invariant is preserved.
Lastly, when a search for a parent gives a non-null node p and leads to a recursive call Split(p), we add p to B t and remove its direct child v from E t . Note that P (v, L t ) = p, so ToDelete t is unchanged and the invariant is preserved.
Finally, we must argue that this whole process terminates. The argument is the same as for join. Each recursive split call walks up one level in our finite-height set of nodes. Each individual call cannot loop in their search since, as the only pointer modifications are setting pointers to null, the links of L t are always a subset of the well-formed list L.
E Skip list efficiency
Recall that in our skip lists, each node independently has a direct parent with probability 0 < p < 1.
E.1 Work
We prove a work bound of O(k log(1 + n/k)) in expectation over a set of k splits over n elements for unaugmented skip lists. The same strategy proves the bound for joins and for operations on augmented skip lists.
For a set of k splits, we first show that O(k log(1 + n/k)) links need to be cut in expectation. Over the first h = log 1/p (1 + n/k) levels, each split needs to remove at most h links (one at each level), so there are O(kh) pointers to remove over the first h levels. For each level k > h, the number of links to remove is bounded by the number of nodes on the level. The probability that a particular node has height at least is p −1 , so the expected number of nodes reaching level is np −1 . Then the number of links summed across all levels > h is at most
Therefore, the expected number of links we need to cut in total O(kh) + O(k) = O(k log(1 + n/k)).
For each link to remove, the amount of work to find that link from the previous child link in a split is O(1) in expectation. To search for a link at level i + 1 that needs removal, we call SearchLeft, which walks left from the previous place we removed a link on level i until we see a direct parent. The amount of work is proportional to the number of nodes we touch when walking left. The probability a node has a direct parent is p independently, so the number of nodes we must touch until we see a direct parent is distributed according to Geometric(p) with expected value 1/(1 − p) = O(1). (If we quit early due to reaching the beginning of a list or due to detecting a cycle, that only reduces the amount of work we do.) Thus this traversal work to find parent links only affects the expected work by a constant factor.
Moreover, no two split operations can both remove the same link because we remove links with a CAS. Whoever CASes the link first successfully clears the link, and whoever comes afterwards quits. The quitting execution only does O(1) extra work from the extra traversal to find the already claimed link. Thus there is no significant duplicate work per split.
Therefore, the work overall for k splits is O(k log(1 + n/k)).
E.2 Depth
For analyzing depth, we know that with high probability, every search path (a path from the top level of a skip list to a particular node on the bottom level, or the reverse) in an n-element skip list has length O(log n). A proof is given in [13] . The main critical paths of our operations consist of traversing search paths and doing up to a constant amount of extra work at each step, so we get a depth bound of O(log n) with high probability for any of our operations.
