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Abstract
Low power and lossy networks (LLNs) enable diverse ap-
plications integrating many embedded devices, often requir-
ing interconnectivity between LLNs and existing TCP/IP
networks. However, the sensor network community has
been reluctant to adopt TCP, providing only highly simpli-
fied TCP implementations on sensor platforms and, instead,
developing LLN-specific protocols to provide connectivity.
We present a full-scale TCP implementation, based on the
TCP protocol logic in FreeBSD, capable of operating over
IEEE 802.15.4 within the memory constraints of Cortex-
M0+ based platforms. We systematically investigate the be-
havior of a full-featured TCP implementation in the LLN
setting. It provides a 5x to 40x improvement in through-
put compared to prior studies. Moreover, we find that TCP
is more robust in LLNs than studies of TCP over traditional
WLANs would suggest. We empirically demonstrate that,
in a lossy environment typical of LLNs, TCP can achieve
power consumption comparable to CoAP, a representative
LLN-specific reliability protocol. We discuss the potential
role of TCP in sensor networks, observing that gateway-free,
retransmission-based reliable transport would be an asset to
sensor network applications. We conclude that TCP should
have a place in the LLN architecture moving forward.
1 Introduction
The use of IP and 6LoWPAN [80] in low power and lossy
networks (LLNs) has become commonplace, along with
standard IPv6 protocols for LLNs, such as RPL [105] and
CoAP [25]. Most wireless sensor network (WSN) operat-
ing systems, such as TinyOS [75], RIOT OS [15], and Con-
tiki OS [35], ship with implementations enabled and config-
ured. This extends into industry, with major vendors offering
branded and supported 6LoWPAN stacks (TI’s SimpleLink,
Atmel’s SmartConnect), and a consortium forming around
6LoWPAN-based interoperability (the Thread Group [48]).
Despite the wide use of IP, TCP has received little adop-
tion. Many embedded IP stacks (e.g., OpenThread [81]) do
not even support TCP, and those that do implement only a
subset of the features (Table 1). The widely-held perception
is that IP holds merit, but TCP is ill-suited to WSNs.
The research community has proposed a plethora of al-
ternative WSN-specialized protocols and systems [85, 92,
104] for transporting data reliably, such as PSFQ [102],
STCP [57], RCRT [84], Flush [67], RMST [99], Wis-
den [108], CRRT [9], and CoAP [21], or for transporting
data without reliability, like CODA [103], ESRT [93], Fu-
sion [54], CentRoute [100], Surge [74], and RBC [110].
In justifying these protocols, the research community has
claimed that TCP is a poor choice for reasons such as:
• “TCP is not light weight ... and may not be suitable for
implementation in low-cost sensor nodes with limited pro-
cessing, memory and energy resources.” [85] (Similar ar-
gument in [32, 57].)
• That “TCP is a connection-oriented protocol” makes it a
poor match for WSNs, “where actual data might be only in
the order of a few bytes.” [89] (Similar argument in [85].)
• “TCP uses a single packet drop to infer that the network is
congested.” This “can result in extremely poor transport
performance because wireless links tend to exhibit rela-
tively high packet loss rates.” [84] (Similar argument in
[33], [34], [57].)
• “TCP provides 100% reliability. It is not only costly in
terms of energy consumption, but also not required by
many applications in WSNs.” [85] (Similar argument in
[102].)
Although existing studies are quick to dismiss TCP, cit-
ing one or more of the above reasons, they do little, if any-
thing, to establish these potential shortcomings as legitimate.
Some assert the above statements as fact, or cite other papers
that do; others refer to the literature about TCP in WLANs,
which, although similar to LLNs, have higher throughput
and fewer resource constraints. It is easy to use intuition, or
consider examination of TCP in WLANs, and expect TCP to
behave a certain way in LLNs, but it is important for the re-
search community to empirically validate such assumptions.
Moreover, low-power networking has matured substantially
over the past two decades, with the adoption of IP in LLNs,
emergence of more capable embedded hardware, and rise of
the Internet of Things (IoT). In this context, this paper seeks
to determine: Does this assumption actually hold in mod-
ern WSNs? Is TCP still unsuitable for use in low power
and lossy networks?
Our results in this paper indicate the contrary. We leverage
the full-featured TCP implementation in the FreeBSD Oper-
ating System, which has received more than three decades of
tuning and testing, and refactor it to work with the Berkeley
Low Power IP Stack (BLIP) in TinyOS, the Generic Net-
work Stack (GNRC) in RIOT OS, and the OpenThread net-
work stack, on two modern WSN platforms (§4). Using the
resulting TCP implementation, which we call TCPlp [71],
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we systematically investigate how TCP behaves in an IEEE
802.15.4-based network and explore how it can be used in
WSNs.
We find that full-scale TCP fits well within the CPU
and memory constraints of modern WSN platforms (§4,
§6). Owing to the low bandwidth of a low power wire-
less link, a small window size (≈ 2 KiB) is sufficient to fill
the bandwidth-delay product and achieve good TCP perfor-
mance. This translates into small send/receive buffers that fit
comfortably within the memory of modern WSN hardware.
As a result, full-scale TCP operates well in LLNs, with 5–40
times higher throughput compared to the existing (simpli-
fied) embedded TCP stacks.
Although some findings from the wireless TCP literature
carry over to our setting, TCP in low power wireless net-
works does not conform to existing performance models
for TCP in traditional networks or WLANs (§8). Given
that a small window size is sufficient for good performance
due to the low bandwidth of LLNs, TCP is much more re-
silient to spurious packet losses, as the congestion window
can recover to a full window very quickly after loss (§7).
Ironically, low bandwidth makes it easier to mask link loss,
which is arguably the primary challenge to achieving good
wireless TCP performance.
Finally, we evaluate TCP in the context of a real IoT sen-
sor application, demonstrating that TCP is capable of op-
erating at low power, comparable to alternatives tailored
specifically for WSNs (§9). We find this significant because,
as history shows, application characteristics must offer sub-
stantial opportunity for optimization to justify reliable trans-
port protocols other than TCP.
We conclude that TCP is very capable of running on IEEE
802.15.4 networks and low-cost embedded devices in WSN
application scenarios, and that using a fully-featured TCP
stack yields considerable benefit.
2 Background: Embedded TCP
Since the introduction of the Transmission Control Proto-
col (TCP) in 1980, there has been a large body of work fo-
cusing on improving it as the Internet evolved. This work
includes congestion control algorithms [8, 39, 46], perfor-
mance on wireless links [17], header extensions to improve
performance [59], and performance tuning of full-scale im-
plementations [27], among other factors.
In the late 1990s and early 2000s, developers attempted
to bring TCP/IP to embedded and resource-constrained sys-
tems to connect them to the Internet, usually over serial or
Ethernet. Such systems [23, 61] were often designed with a
specific application—often, a web server—in mind. These
TCP/IP stacks were tailored to the specific applications at
hand and were not suitable for general use.
uIP (“micro IP”) [32], introduced in 2002, was a stan-
dalone general TCP/IP stack optimized for 8-bit microcon-
trollers and Ethernet. To minimize resource consumption to
uIP BLIP GNRC TCPlp
Flow Control Yes Yes Yes Yes
Congestion Control N/A No Yes Yes
RTT Estimation Yes No Yes Yes
MSS Option Yes No Yes Yes
TCP Timestamps No No No Yes
OOO Reassembly No No Yes Yes
Selective ACKs No No No Yes
Delayed ACKs No No No Yes
Table 1: Feature comparison among different TCP stacks
for low-power embedded devices (uIP in Contiki, BLIP in
TinyOS, GNRC in RIOT, and FreeBSD-based TCPlp)
run on such platforms, uIP omits standard features of TCP;
for example, it only allows a single outstanding (unACKed)
TCP segment per connection, rather than supporting a slid-
ing window of unacknowledged data.
Since the introduction of uIP, embedded networks have
changed substantially. With wireless sensor networks and
IEEE 802.15.4, various lightweight/low-power networking
protocols have been developed to overcome lossy links with
strict energy and resource constraints, from B-MAC [87], X-
MAC [24], and A-MAC [38], to Trickle [76] and CTP [44].
Researchers have viewed TCP as unsuitable, however, ques-
tioning end-to-end recovery, loss-triggered congestion con-
trol, and bi-directional data flow in low power and lossy net-
works (LLNs) [34], often building application-specific trans-
port solutions [93, 99, 102].
In 2007, the 6LoWPAN adaptation layer [80] was in-
troduced, enabling IPv6 over IEEE 802.15.4. Since then,
IPv6 was incorporated into LLNs, bringing forth the In-
ternet of Things (IoT) [53]. IPv6-based routing proto-
cols such as RPL [105] and application protocols such as
CoAP [25] were designed to support LLNs. Representative
operating systems such as TinyOS [75] and Contiki OS [35]
implement UDP/RPL/IPv6/6LoWPAN network stacks with
IEEE 802.15.4-compatible link layer protocols in 16-bit
microcontroller-based platforms like TelosB [88].
Despite this acceptance of IPv6, TCP is not widely
adopted as a transport solution in LLNs. The few LLN stud-
ies that use TCP [37, 50, 53, 55, 66, 112] generally use
a highly simplified TCP stack (Table 1), such as uIP. One
study [37] uses the Linux TCP stack, but does not adequately
capture the resource constraints of LLNs—it uses traditional
computers (PCs) for the end hosts—and does not consider
the effects of hidden terminals. Furthermore, much of the
existing work [37, 53] uses TCP as a workload to evaluate
a new link- or network-layer protocol for LLNs, instead of
evaluating TCP in its own right.
Recently, low power 32-bit microcontrollers with more
processing power and memory space have become readily
available, e.g., via Atmel’s Cortex-M series [11, 12, 68].
This prompts us to re-evaluate TCP’s viability in LLNs.
2
3 Example Application: Anemometry
In order to ground our study of TCP, we consider a specific
WSN application in which it might be used: the deployment
of anemometers, sensors that measure air velocity.
3.1 TCP for Anemometry
Anemometers may be deployed in a building to diagnose
problems with the Heating, Ventilation, and Cooling sys-
tem (HVAC), and also to collect air flow measurements for
improved HVAC control. This requires anemometers in
difficult-to-reach locations, such as in air flow ducts, where it
is infeasible to run wires. The anemometers, therefore, must
be battery-powered and must transmit readings wirelessly,
making LLNs attractive.
We used anemometers based on the Hamilton plat-
form [12, 63], each consisting of four ultrasonic transceivers
arranged as vertices of a tetrahedron. To measure the air ve-
locity, each transceiver, in turn, emits a burst of ultrasound,
and the impulse is measured by the other three transceivers.
This process results in a total of 12 measurements.
Calculating the air velocity from these measurements is
computationally infeasible on the anemometer itself, be-
cause Hamilton does not have hardware floating point sup-
port and the computations require complex trigonometry.
Measurements must be transmitted over the network to a
server that processes the data. Furthermore, a specific prop-
erty of the analytics is that it requires a contiguous stream of
data to maintain calibration. Thus, the application requires a
high sample rate (1 Hz), and is sensitive to data loss.1 A pro-
tocol for reliable delivery, like TCP, is therefore necessary.
3.2 Design Choice: Thread Network Stack
Given that placing a border router with LAN connectivity
in the vicinity of every low-power sensor node is a signif-
icant deployment burden, it is common to transmit sensor
readings over multiple wireless LLN hops [69]. Therefore,
we needed to choose a routing protocol to form a multihop
wireless topology.
Note that, while the anemometer itself must be battery-
powered and wireless, it is reasonable to have a powered
wireless LLN router node within range of it.2 This moti-
vates Thread3 [48], a recently developed protocol standard
that constructs a multihop wireless network with powered,
always-on router nodes and battery-powered, duty-cycled4
1Given the higher data rate requirements of this application, we plan to
use a higher-capacity battery than the standard AA batteries used in most
motes. The higher cost of such a battery is justified by the higher cost of the
anemometer transducers.
2The assumption of powered “core routers” is reasonable for most IoT
use cases, which are typically indoors [69]. Recent IoT protocols, such as
Thread [48] and BLEmesh [47] take advantage of powered core routers.
3It is noteworthy that Thread has a large amount of industry support with
a consortium already consisting of over 100 members [6], and is used in
real IoT products sold by Nest/Google [7]. Given this industry trend, using
Thread makes our work timely.
4Low-power radios consume almost as much energy listening for a
Platform CPU Arch. ROM RAM
TelosB 16-bit, 25 MHz 48 KiB 10 KiB
Hamilton 32-bit, 48 MHz 256 KiB 32 KiB
Firestorm 32-bit, 48 MHz 512 KiB 64 KiB
Rasp. Pi 32-bit, 700 MHz SD Card 256 MB
Table 2: Comparison of the platforms we used (Hamilton
and Firestorm) to TelosB and Raspberry Pi. Compare these
values to the memory footprint of TCPlp in Tables 3 and 4.
leaf nodes. Thread decouples routing management from
energy efficiency, providing a full-mesh topology among
routers, frequent route updates, and asymmetric bidirectional
routing for reliability. Each leaf node duty cycles its ra-
dio, and simply chooses a core router with good link quality,
called its parent, as its next hop to all other nodes.
The duty cycling uses listen-after-send [95]. A leaf node’s
parent stores downstream packets destined for that leaf node,
until the leaf node sends it a data request message. A leaf
node, therefore, can keep its radio powered off most of the
time; infrequently, it sends a data request message to its par-
ent, and turns on its radio for a short interval afterward to lis-
ten for downstream packets queued at its parent. Leaf nodes
may send upstream traffic at any time.
4 Implementation of a Full-Scale TCP Stack
in Embedded Operating Systems
We develop a TCP stack for LLNs, called TCPlp, which
we plan to open-source upon publication. We implemented
TCPlp on two embedded platforms: Hamilton [12] and
Firestorm [11]. Hamilton has a 48 MHz Cortex-M0+ with
256KB of ROM and 32KB of RAM. For this platform, our
software uses RIOT OS [15], which provides the GNRC IP
stack. For multihop experiments, we use OpenThread [81],
an open-source implementation of the Thread [48] protocol,
with RIOT OS. Firestorm is built around a SAM4L 48 MHz
Cortex-M4 with 512KB of ROM and 64KB of RAM. For
this, we use TinyOS [75], which provides the BLIP IP stack.
Both platforms use the AT86RF233 radio, which supports
IEEE 802.15.4. It can perform link-layer retransmissions
and CSMA-CA automatically, without interaction from the
microcontroller. However, the AT86RF233 automatically
enters low power mode during CSMA backoff, during which
it does not listen for incoming frames [13]. This behavior,
which we call deaf listening, interacts poorly with TCP, be-
cause TCP requires bidirectional flow of packets—data in
one direction and ACKs in the other. Therefore, we do not
make use of the radio capability for hardware CSMA and
link retries. Instead these operations are performed in soft-
ware, making sure to put the radio in “listen” mode in be-
tween CSMA attempts and link retries.
Table 2 compares the platforms used in this study to the
packet as they do when actually sending or receiving [13]. To optimize
for power consumption, it is customary to duty-cycle the radio, keeping it in
a low-power sleep state most of the time [87, 53].
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TelosB [88], an older LLN platform widely used in past stud-
ies. While these platforms have more code and data memory
than the TelosB, they are heavily resource-constrained com-
pared to a Raspberry Pi. Nevertheless, these extra resources
make it more possible than ever to run a full TCP stack on
low-power embedded hardware.
4.1 Implementation
That only a few full-scale TCP stacks exist, with a body of
literature covering decades of tweaking and refining, demon-
strates that developing a feature-complete implementation of
TCP is complex and error-prone [86]. Therefore, we lever-
age the TCP implementation in FreeBSD 10.3 [42] for TC-
Plp. This allows us to demonstrate that modern WSN sys-
tems are capable of running a full-scale TCP stack. Simpli-
fied TCP implementations such as those in BLIP and uIP are
no longer necessary. Furthermore, using a robust implemen-
tation helps ground our measurement study in Sections 6 to
9. Using the well-tested FreeBSD implementation makes us
more confident that our observations are due to the TCP pro-
tocol, not an artifact of the TCP implementation we used.
We did have to make major adaptations to the FreeBSD
implementation for correct and performant operation on each
embedded operating system. First, we adapted its concur-
rency model. TinyOS does not have threads, but instead
supports fully event-driven execution. RIOT OS supports
threads, but uses a separate thread for each layer of its GNRC
network stack, passing packets between them using Inter-
Process Communication (IPC). The OpenThread port for
RIOT OS uses two threads, one for the send path and another
for the receive path. We adapted FreeBSD to work with each
of these concurrency models. Second, we use tickless timers
provided by TinyOS and RIOT OS for TCP, as opposed to the
Callout subsystem [56] used by FreeBSD. Third, we adapted
TCP’s buffering (§4.3). Fourth, unlike FreeBSD, we distin-
guish at the protocol level between active sockets, which are
used to send and receive bytes on a TCP connection, and
passive sockets, which are used to listen for incoming con-
nections, because passive sockets require less memory than
active sockets.
Based on the principles above, we implemented full-scale
TCP features for TCPlp. As shown in Table 1, TCPlp in-
cludes features from FreeBSD that improve standard bi-
directional communication, like a sliding window, segment
reassembly, New Reno congestion control, zero-window
probes, delayed ACKs, selective ACKs, TCP timestamps,
and header prediction [27].
TCPlp, however, omits some features in FreeBSD’s
TCP/IP stack. We omit dynamic window scaling, as buffer
sizes large enough to necessitate it (≥ 64 KiB) would not
even fit in memory. We omit support for the urgent pointer,
as it not recommended for use [45] and would only compli-
cate buffering. Security-related features and optimizations,
such as host cache, TCP signatures, SYN cache, and SYN
Protocol Event Sched. User Library
ROM 21352 B 1696 B 5384 B
RAM (Active) 488 B 40 B 36 B
RAM (Passive) 16 B 16 B 36 B
Table 3: Memory usage of TCPlp on TinyOS. Our imple-
mentation of TCPlp spans three modules: (1) protocol im-
plementation, (2) event scheduler that injects callbacks into
userspace, (3) userland library to make TCP system calls.
Protocol Socket Layer posix sockets
ROM 19972 B 6216 B 5468 B
RAM (Active) 364 B 88 B 48 B
RAM (Passive) 12 B 88 B 48 B
Table 4: Memory usage of TCPlp on RIOT OS. We also
include the memory footprint of RIOT’s posix sockets
module, used by TCPlp to provide a Unix-like interface.
cookies are outside the scope of this work. We do, however,
retain challenge acknowledgments [90].
4.2 Memory Usage: Connection State
Tables 3 and 4 depict the memory footprints of TCPlp on
TinyOS and RIOT OS. The memory required for the protocol
and application state of an active TCP socket fits in a few
hundred bytes, less than 1% of the available RAM on the
Cortex-M4 (Firestorm) and 2% of that on the Cortex-M0+
(Hamilton). Even though we chose to implement relatively
heavyweight features not traditionally included in embedded
TCP stacks, connection state fits well within available RAM.
4.3 Memory Usage: Data Buffering
Existing embedded TCP stacks, such as uIP and BLIP, allow
only one TCP packet in the air, eschewing careful imple-
mentation of send and receive buffers [66]. These buffers,
however, are key to supporting TCP’s sliding window func-
tionality. We observe in §6.2 that TCPlp performs well with
only 2-3 KiB send and receive buffers, which comfortably fit
in memory even when naı¨vely pre-allocated at compile time.
Given that buffers dominate TCPlp’s memory usage, how-
ever, we discuss techniques to optimize their memory usage.
4.3.1 Send Buffer: Zero-Copy
Zero-copy techniques [18, 30, 62, 77, 78] were devised for
low-latency and high-throughput situations where the time
for the CPU to copy memory was a significant bottleneck.
Our situation is very different; the radio, not the CPU, is the
bottleneck, owing to the low bandwidth of IEEE 802.15.4.
By using a zero-copy send buffer, however, we can avoid
allocating memory to intermediate buffers that would other-
wise be needed to copy data, thereby reducing the network
stack’s total memory usage.
In TinyOS, for example, the BLIP network stack supports
vectored I/O; an outgoing packet passed to the IPv6 layer
is specified as an iovec. Instead of allocating memory in
the packet heap for each outgoing packet and then copying
data out of the send buffer when sending out packets, TCPlp
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(a) Depiction of a naive fixed-size receive buffer. Note the relationship be-
tween the size of the advertised window, size of the buffered data, and size of
the receive buffer.
(b) Depiction of the final receive buffer with in-place reassembly queue. In-
sequence buffered data (yellow) is kept in a circular buffer, and out-of-order
segments (red) are written in the space past the received data. A bitmap (not
shown) records out-of-order data.
Figure 1: Comparison of naı¨ve and final receive buffers
simply creates iovecs that point to existing data in the send
buffer. This decreases the size of the packet heap, without
affecting performance.
Furthermore, the Firestorm platform supports an embed-
ded Lua runtime for applications on top of a TinyOS kernel.
Data is provided to TCP by the application as Lua strings,
which are immutable. We leverage zero-copy again, this
time for the transfer of data from the application to TCP.
The TCPlp send buffer is a linked list of nodes, each with
a pointer to a data buffer. When the string provided by the
application is sufficiently large, each node simply points to
the memory backing the Lua string, instead of allocating a
separate buffer for that data. The result is that the memory
allocated to the send buffer can be very small—it only needs
to contain a few nodes of a linked list.
Unfortunately, such zero-copy optimizations were not
possible for the RIOT/OpenThread implementation, because
(1) we provided a C API as opposed to the Lua API, mean-
ing that buffers are mutable and cannot be safely aliased, and
(2) OpenThread does not support vectored I/O for sending
packets at the IPv6 layer. The result is that the TCPlp imple-
mentation requires a few kilobytes of additional memory for
the send buffer on this platform.
4.3.2 Receive Buffer: In-Place Reassembly Queue
Not all zero-copy optimizations are useful in the embedded
setting. When a TCP packet arrives at a FreeBSD system, it
is passed to the TCP implementation as an mbuf [107]. The
receive buffer and reassembly buffer are mbuf chains, so data
need not be copied out of mbufs in order to add them to either
buffer or recover from out-of-order delivery. Furthermore,
buffer sizes are chosen dynamically [97], and are merely a
limit on their maximum size. In our memory-constrained
setting, this is dangerous because (1) the memory usage is
nondeterministic, in that there is additional overhead due to
headers if the data is delivered in many small packets as op-
posed to a few large packets, and (2) adding packets to the
receive buffer reserves space in the packet heap, potentially
causing future packet allocations to fail, leading to deadlock.
We opted for a flat array-based circular buffer for the re-
ceive buffer in TCPlp, primarily owing to its determinism
in a limited-memory environment: buffer space is reserved
Figure 2: Our experimental setup
at compile-time. To reduce memory consumption, however,
we observe that out-of-order data can be stored in the same
buffer as receive buffer, by simply adding a bitmap to record
which bytes correspond to out of order data. We call this an
in-place reassembly queue and demonstrate it in Figure 1.
5 Roadmap and Methodology
We use TCPlp to explore the interactions between full-scale
TCP and a low-power link, seeking to characterize the be-
havior of TCP in the LLN setting. Sections 6, 7, and 9,
and Appendices A and C, comprise a measurement study
with extensive experiments, seeking to characterize the be-
havior of TCP in the LLN setting. Our experiments are per-
formed using the Hamilton/RIOT OS platform. Results from
Firestorm/TinyOS are occasionally provided for comparison.
Although the AT86RF233 radio supports high, non-standard
data rates up to 2 Mb/s, we use the standard 250 kb/s data
rate for fair comparison with prior work.
Our experimental study is built step-by-step as follows:
Preliminary study. We begin our measurement study in
§6, by characterizing how TCP interacts with a low-power
network stack, resource-constrained hardware, and a low-
bandwidth wireless link. To isolate and measure these in-
teractions, we conduct our experiments in a low-loss single-
hop environment, using an always-on MAC protocol. As de-
picted in Figure 2, an embedded TCP endpoint (Hamilton)
communicates using TCP to a conventional Linux endpoint
(computer) via a border router (combination of a Hamilton
and a Raspberry Pi). The embedded endpoint is placed at a
distance of about 5.5 meters from the border router. IEEE
802.15.4 frames were sent in channel 26, which is the far-
thest channel from those used by WiFi routers.
Multi-hop study. We continue our study in §7 and §8 by
characterizing the behavior of TCP over multiple wireless
hops, using our findings to develop a simple model for TCP
performance in LLNs. We use a testbed of Hamilton nodes
deployed in an office (Figure 3). Although our focus is on
TCP behavior, not routing behavior, it is important to use a
real routing protocol, to ensure that the topologies used in
our experiments are realistic. We use OpenThread [81], an
open-source implementation of Thread. We did not interfere
in OpenThread’s routing decisions, except where explicitly
mentioned for experimental consistency.
Application study. We complete our study in §9 by evalu-
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Scale: 20 ft (6 m)
Figure 3: Snapshot of uplink routes in OpenThread topology
at transmission power of -8 dBm. Node 1 is the border router
through which packets enter and leave the LLN.
Physical Layer Bandwidth Frame Size Tx Time
Gigabit Ethernet 1 Gb/s 1500 B 0.012 ms
Fast Ethernet 100 Mb/s 1500 B 0.12 ms
WiFi 54 Mb/s 1500 B 0.22 ms
Ethernet 10 Mb/s 1500 B 1.2 ms
IEEE 802.15.4 250 kb/s 127 B 4.1 ms
Table 5: Comparison of IEEE 802.15.4 with traditional
TCP/IP links.
ating TCPlp in the context of a real IoT application, namely
the deployment of anemometers (§3). Using our multi-hop
testbed (Figure 3), we compare TCPlp to CoAP [21], a rep-
resentative LLN-specialized reliability protocol.
For the Preliminary and Multi-Hop Studies, throughput
is our primary performance metric, because (1) it is impor-
tant that a transport-layer protocol efficiently uses the limited
bandwidth provided by a low power link, and (2) character-
izing TCP performance, especially as it relates to congestion
control, is most meaningful in a high-throughput scenario.
For the Application Study, we additionally focus on power
consumption, because power consumption is most meaning-
ful to characterize in the context of an application.
6 TCP in a Low Power Embedded Network
In this section, we characterize how full-scale TCP interacts
with a low power network stack, resource-constrained hard-
ware, and a low-bandwidth link.
6.1 Impact of Maximum Segment Size
In traditional TCP/IP networks, it is customary to set the
Maximum Segment Size (MSS) as large as is supported by
the links used, in order to minimize header overhead. IEEE
802.15.4 frames, however, are an order of magnitude smaller
than frames in traditional networks, as demonstrated in Ta-
ble 5. Therefore, low power networks use an adaptation
layer called 6LoWPAN [80] that allows IP packets to be frag-
mented into multiple 802.15.4 frames. 6LoWPAN also pro-
vides a mechanism to compress the large IPv6 header.
Choosing a small MSS incurs heavy overhead due to
TCP/IP headers, which are significant compared to the max-
imum 802.15.4 frame size (Table 6). Using a large MSS,
however, relies on 6LoWPAN fragmentation, which de-
creases reliability because the loss of one frame results in
the loss of an entire packet. Existing work [14] has identi-
fied this tradeoff and investigated it in simulation in the con-
text of power consumption. We investigate the tradeoff in the
context of achievable throughput in a live network.
Header First Frame Other Frames
IEEE 802.15.4 23 B 23 B
6LoWPAN Frag. 5 B 5 B to 12 B
IPv6 2 B to 28 B 0 B
TCP 20 B to 44 B 0 B
Total 50 B to 107 B 28 B to 35 B
Table 6: Impact of 6LoWPAN fragmentation on header over-
head for protocols used. Header overhead is highly variable
in the first frame, and significantly less in subsequent frames.
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Figure 4: Effect of varying the Maximum Segment Size
Figure 4 shows the bandwidth as the MSS varies. We
could not perform the experiment for MSS = 1 frame, be-
cause the Linux TCP stack does not respect the negotiated
MSS when it is too small. As expected, we see poor per-
formance at small MSS due to header overhead. Given that
performance gains diminish when the MSS becomes larger
than 5 frames, we use MSS = 5 frames (408 bytes in RIOT’s
GNRC network stack) for our additional experiments. De-
spite the small frame size of IEEE 802.15.4, we can effec-
tively amortize header overhead for TCP using 6LoW-
PAN fragmentation and TCP’s MSS.
6.2 Impact of Buffer Size
Whereas primitive embedded TCP implementations, like
uIP, allow only one in-flight segment, full-scale TCP re-
quires buffers that occupy a significant amount of memory
(§4.3). In this section, we vary the size of the buffers, and
thereby the window size, to study how it affects the band-
width. We expect throughput to increase with the window
size, with diminishing returns once the window size exceeds
the bandwidth-delay product (BDP). The result is shown in
Figure 5(a). Having solved the deaf-listening problem by im-
plementing CSMA in software (§4), this graph matches the
expectation. Goodput levels off at approximately 1.5 KiB,
indicating that the buffer size needed to fill the BDP fits
comfortably in memory. Indeed, the BDP in this case is
125kb/s ·0.1s≈ 1.6 KiB.6
Goodput at a window size of two packets (816 bytes) is
unusually high. Upon investigation we found that this is an
artifact of RIOT’s network stack’s concurrency architecture
and having only TCP flow in this controlled study.
6We use 125 kb/s as opposed to 250 kb/s for the bandwidth due to the
SPI transfer overhead identified in §6.4.
6
[112] [50] [66] [53][52] [37] This Paper (Hamilton Platform)
TCP Stack uIP uIP BLIP Arch Rock Linux TCPlp (RIOT OS, OpenThread)
Max. Seg Size 1 Frame 4 Frames 1 Frame 1024 bytes ??? 5 Frames
Window Size 1 Seg. 1 Seg. 1 Seg. 1 Seg. variable 1848 bytes (4 Seg.)
Goodput (One Hop) 1.5 kb/s 12 kb/s 4.8 kb/s 15 kb/s ??? 75 kb/s
Goodput (Multi-Hop) 0.55 kb/s5 12 kb/s 2.4 kb/s 9.6 kb/s 16 kb/s 20 kb/s
Table 7: Comparison of TCPlp to existing TCP implementations used in network studies over 802.15.4 networks
(a) Goodput of TCP (downlink) (b) RTT of TCP (downlink)
Figure 5: Effect of varying window (receive buffer) size
6.3 Impact of Network Stack Design
We consider TCP throughput between two embedded nodes
connected directly over the IEEE 802.15.4 link, over a sin-
gle hop without any border router. In this setup, we are
able to produce a 63 kb/s throughput over a TCP connec-
tion between two Hamilton motes using RIOT’s GNRC net-
work stack. For comparison, we are able to achieve 71 kb/s
using the BLIP stack on Firestorm, and 75 kb/s using the
OpenThread network stack with Hamilton. This suggests
that our results are reproducible across multiple plat-
forms and embedded network stacks. The minor perfor-
mance degradation in GNRC is partially explained by its
greater header overhead due to implementation differences,
and by its IPC-based thread-per-layer concurrency architec-
ture [26]. This suggests that the implementation of the un-
derlying network stack could affect TCP performance.
6.4 Upper Bound on Single-Hop Goodput
The delivered goodput over TCP (≈ 70 kb/s) is substantially
higher than prior work (Table 7). It is also, however, substan-
tially less than the 250 kb/s link capacity afforded by IEEE
802.15.4. Overhead from the hardware platform and oper-
ating system, mostly SPI transfer to the radio [82], explains
this discrepancy. Although transmitting a full-sized 127 byte
packet takes 4.1 ms in the air, we measure the actual time to
transmit the packet, including the additional overhead, to be
8.2 ms. Sending a single five-frame TCP segment conveys
462 bytes of application-layer data, and takes 41 ms (at min-
imum, assuming no link-layer retries or additional CSMA
attempts are required). With delayed acknowledgments, half
of these segments require a TCP ACK to be sent by the re-
ceiver, adding on average another 4.1 ms overhead to each
segment. Therefore, an upper bound on achievable goodput
is 462 bytes41ms+4.1ms = 82 kb/s for a single hop. Our empirical fig-
ures are near this upper bound (up to 75 kb/s), indicating that
TCP-layer CPU processing does not limit throughput.
7 TCP Over Multiple Wireless Hops
This section investigates the behavior of TCP over multiple
IEEE 802.15.4 hops.
7.1 Hidden Terminals and Link Retries
Prior work over traditional WLANs has shown that hidden
terminals are an obstacle to achieving good TCP perfor-
mance over multiple wireless hops [43]. Data packets and
acknowledgments may collide, degrading performance even
for a single flow in isolation. Using RTS/CTS for hidden ter-
minal avoidance has been shown to be effective in WLANs.
However, this technique has an unacceptably high overhead
in LLNs [106] because data frames are small, comparable in
size to the additional control frames required.
In this section, we show how to avoid hidden terminals
by adding a delay d between link-layer retries in addition to
CSMA backoff. After a failed link transmission, a node waits
for a random duration between 0 and d, before attempting to
re-transmit the frame. The idea is that if two frames collide
due to a hidden terminal, they are likely to be re-transmitted
at different times, avoiding future collisions.
We modified OpenThread, which previously had no delay
between link retries, to implement this behavior. Then, we
measured the performance of TCP, by allowing OpenThread
to choose a topology and running TCP over a path with the
desired number of hops. As expected, single-hop perfor-
mance (Figure 6(a)) decreases somewhat as the delay be-
tween link retries increases; hidden terminals are not an issue
in that setting. Packet loss is high for the multihop experi-
ment (Figure 6(b)) when the link retry delay is 0, as is to be
expected from hidden terminals. Adding a small delay be-
tween link retries, however, is effective at reducing this
packet loss. Making the delay too large raises the RTT (Fig-
ure 6(c)), degrading performance as the BDP exceeds the
window size (4 segments, or 1848 bytes).
Figure 6(d) shows that using a larger link delay makes
more efficient use of the network, as fewer frames are trans-
mitted in the network in total (fewer link retries were needed,
on average to send each frame). This suggests that a moder-
ate delay (d = 40 ms) is preferable to a small delay (d = 5
ms), even though both provide the same throughput.
6Number not stated in paper; inferred from graph, for three hops.
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Figure 6: Effect of varying time between link-layer retransmissions. Reported “segment loss” is the loss rate of TCP segments,
not individual IEEE 802.15.4 frames. It includes only losses not masked by link-layer retries.
7.2 Upper Bound on Multi-Hop Goodput
Comparing Figures 6(a) and 6(b), the reader may notice that
the goodput we are able to achieve over three wireless hops is
substantially smaller than the goodput we are able to achieve
over a single hop. Prior work has observed similar through-
put reductions over multiple hops [66, 82]. It is due to ra-
dio scheduling constraints inherent in the multihop setting,
which we describe in this section. Our analysis ignores over-
head due to TCP, and considers only the transfer of frames
from one node S to another node D. Let B be the bandwidth
over a single hop.
Consider a two-hop setup: S→ R1 → D. R1 cannot re-
ceive a frame from S while sending a frame to D, because its
radio cannot transmit and receive simultaneously. Thus, the
maximum achievable bandwidth over two hops is B2 .
Now consider a three-hop setup: S → R1 → R2 → D.
Based on the same argument, if a frame is being transferred
over the hop R1→ R2, then neither S→ R1 nor R2→ D can
be active. Furthermore, if a frame is being transferred over
R2→D, then R1 can hear that frame. Therefore, S→R1 can-
not transfer a frame at that time; if it does, then its frame will
collide at R1 with the frame being transferred over R2→ D.
So, at most one of the three hops can transfer a frame at a
time. Therefore, the maximum achievable bandwidth is B3 .
In setups with more than three hops, every set of three ad-
jacent hops is subject to this constraint. However, the first
hop and fourth hop could transfer frames simultaneously.
Therefore, the maximum bandwidth is still B3 .
To validate this analysis, we varied the number of hops
from 1 to 4, and measured the achievable throughput, keep-
ing the delay between link retries fixed at d = 40 ms. Good-
put over one hop was 64.1 kb/s; over two hops, 28.3 kb/s;
over three hops, 19.5 kb/s; and over four hops,7 17.5 kb/s.
This roughly fits the model.
This analysis justifies why the same window size works
well for both the one-hop experiments and the three-hop ex-
periments in Section 7.1. Although the RTT is three times
higher, the bandwidth-delay product is approximately the
7For the four hop experiment, we decreased the transmission power used
by the radio, so that OpenThread would select a route with more hops.
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Figure 7: Congestion behavior of TCP over IEEE 802.15.4
same. Crucially, this means that the 2 KiB buffer size
we determined in §6.2, which fits comfortably in memory,
remains applicable for up to three wireless hops. Increas-
ing the window size used for three-hop experiments did not
appreciably affect the achievable goodput. On the contrary,
we had to increase the window size in order to achieve 17.5
kb/s for four hops (in the previous paragraph’s experiment),
which is consistent with our analysis.
7.3 TCP Congestion Control in LLNs
Recall that, due to memory constraints and low achievable
throughput, we use a small window size of only 1848 bytes
(4 TCP segments). This profoundly impacts TCP’s conges-
tion control mechanism. For example, consider Figure 6(b).
It is remarkable that throughput is almost the same at d = 0
ms and d = 30 ms, despite having 6% packet loss in the first
case and less than 1% packet loss in the second.
Figure 7(a) depicts the congestion window over a 100 sec-
ond interval during the d = 0 ms experiment.8 Interestingly,
the cwnd graph is far from the popular saw-tooth shape (e.g.,
Figure 11(b) in [16]); cwnd is almost always maxed out even
though losses are frequent (6%). This is specific to small
buffers. In traditional environments, where links have higher
throughput and buffers are large, it takes longer for cwnd to
8All congestion events in Figure 7(a) were fast retransmissions, except
for one timeout at t = 569 s. cwnd is temporarily set to 1 MSS during fast
retransmissions due to an artifact of FreeBSD’s implementation of SACK
recovery. To make the graph easier to read, we removed fluctuations in
cwnd which resulted from “bad retransmissions” that the FreeBSD imple-
mentation, in the course of its normal execution, discovered and corrected.
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recover after packet loss, greatly limiting the sending rate
with frequent packet losses. In contrast, in LLNs, where
send/receive buffers are small, the congestion window is
able to recover to the maximum size quickly after packet
loss, making TCP performance robust to packet loss.
Congestion control behavior also provides additional in-
sight into loss patterns, as shown in Figure 7(b). Fast re-
transmissions (used for isolated losses) become less frequent
as d increases, suggesting that they are primarily induced
by hidden-terminal-related losses. On the other hand, TCP
timeouts do not become less frequent as d is increased, sug-
gesting that they are induced by another source of packet
loss, such as route changes or wireless interference.
7.4 Simultaneous TCP Flows
Given that TCP’s congestion control mechanisms behave dif-
ferently in LLNs than in traditional networks, it is natural
to ask if they are still effective. To study this question, we
set up two TCP flows that have different source nodes but
both transmit to the border router, and measured whether the
throughput was shared fairly between the two flows. We
found that, initially, throughput sharing with a large win-
dow size was not fair due to tail drops at one of the relay
nodes. Implementing Random Early Detection (RED), how-
ever, solved this problem. Thus, TCP congestion control
is effective for multiple TCP flows in LLNs. Because the
results are similar to observations in traditional networks, we
relegate our data and experiments to Appendix A.
8 Model of TCP Performance
Models for TCP performance have been developed in tradi-
tional networks [73, 79, 83]. One accepted model of TCP’s
macroscopic behavior [72, 79] is
B =
MSS
RTT
·
√
3
2p
(1)
where B, the TCP goodput, is written in terms of the max-
imum segment size MSS, round-trip time RTT, and packet
loss rate p (0 < p < 1). Some existing work examining
TCP in LLNs makes use of this formula to ground new algo-
rithms [55]. However, this model assumes that cwnd is lim-
ited by packet loss, not the buffer size. Our findings in Sec-
tion 7.3 suggest that this assumption does not hold in LLNs,
because the window size is much smaller.
This motivates us to develop a new model of TCP perfor-
mance according to our observations. We note that compre-
hensive models of TCP, which take window size limitations
into account, already exist [83]. However, our goal here is
not comprehensiveness, but to develop a simple model that,
like Equation 1, provides clear insights into TCP behavior,
albeit in LLNs instead of traditional networks.
The intuition behind our model is as follows. Observations
in Section 7.3 suggest that we can neglect the time it takes the
congestion window to recover after packet loss. We model
a TCP connection as binary: either it is sending data with a
full window, or it is not sending new data. The periods where
TCP does not send new data are caused by packet loss, after
which time is spent performing retransmissions.
Based on this assumption, we derive the following model
(see Appendix B for the full derivation),
B =
MSS
RTT
· 11
w +2p
(2)
where w is the window size in packets, sized to the
bandwidth-delay product. Figures 6(a) and 6(b) include the
predicted goodput, calculated according to Equation 2 using
the empirical RTT and segment loss rate for each experiment,
as dotted lines. Our model of TCP goodput closely matches
the empirical results. In contrast, Equation 1, unaware that
buffer sizes are small, predicts goodput to be hundreds of
kb/s for the single hop experiment, and over 50 kb/s for the
three-hop experiment, given the empirical packet loss rates.
We can compare Equations 1 and 2 to understand, at a
macrosopic level, the differences in TCP’s behavior in the
LLN setting compared to traditional networks. Our primary
observation is that TCP in LLNs is more robust to small
amounts of packet loss than TCP in traditional WLANs.
This is due to the 1w additive constant in the denominator,
which makes B less sensitive to p when p is small. Further-
more, because p <
√
p, the reduction in bandwidth due to
small packet loss is lower in Equation 2 than in Equation 1.
9 TCP in a WSN Application
We evaluate TCPlp in the context of the anemometer appli-
cation described in §3. Our goal is to demonstrate that TCP
is practical for real IoT use cases.
9.1 Constrained Application Protocol
To provide context for the performance of TCPlp, we com-
pare it to an existing LLN protocol that provides reliability,
namely the Constrained Application Protocol (CoAP) [98].
We compare against CoAP because it is gaining momen-
tum in both academia [28, 101, 70, 94, 20, 96] and indus-
try [3, 60], with adoption by Cisco [31, 5], Nest/Google [4],
and Arm [2, 1]. CoAP was designed to benefit not only
resource-constrained devices that cannot run TCP, but also
more powerful IoT devices by allowing them to “use less
power and fewer network resources” [21].
We ported the CoAP implementation in Contiki OS,
which has a mature network stack and is commonly used in
LLN studies, to run in our OpenThread/RIOT environment.
For the server-side implementation of CoAP, we use Cali-
fornium [70], a feature-rich Java implementation of CoAP.
To send data in batches, we use CoAP’s blockwise transfer
feature [22]. We discovered, however, that Californium’s im-
plementation of blockwise transfer drops the entire batch if
even one packet in the batch is not successfully transferred
(which could happen if, e.g., the client gives up on that block
after four retries). To present CoAP in the best possible light
and make the experiments comparable, we implement our
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own blockwise transfer that does not have this issue.
We also include CoCoA [20], a research proposal that aug-
ments CoAP with RTT estimation, in our evaluation. We use
an open-source implementation [19] of CoCoA written for
an older version of Contiki OS, and adapt it to work with our
port of Contiki’s CoAP implementation.
9.2 Experimental Setup
We use the same testbed as the previous section, and set the
radio transmission power to -8 dBm, so that OpenThread
formed a 3-to-5 hop topology. A snapshot of the topology
is shown in Figure 3. In our experiments, nodes sent data to
a server running on Amazon EC2. The RTT from the bor-
der router to the cloud server was ≈ 12 ms, much smaller
than the RTT within the low-power mesh (≈ 300 ms, where
uplink packets each consist of 5 link-layer frames).
For the anemometer, each sensor reading is 82 bytes.
Nodes 12–15 each generate one reading every 1 second, and
send it to the cloud server using either TCP or CoAP. We use
most of the remaining RAM as an application-layer queue
to prevent data from being lost if CoAP or TCP is in backoff
after packet loss and cannot send out new data immediately.
For TCP, the application-layer queue is configured to store
up to 64 readings; for CoAP, it can store 104 readings. We
use a larger queue for CoAP because an additional 40 read-
ings fit in TCP’s send buffer.
By default, leaf nodes in OpenThread (§3.2) poll their par-
ent for downstream packets once every four minutes. Both
TCP and CoAP, however, require acknowledgments to every
message. Therefore, we decrease the data request interval for
a leaf node to 100 ms9 when it is expecting an TCP ACK or
CoAP response, and use the default four minutes otherwise.
Data may be lost due to overflow at the application-layer
queue. We measure a solution’s reliability as the propor-
tion of generated sensor readings that are delivered to the
server. Measured this way, reliability depends on not only
the transport’s efficiency (TCP vs. CoAP), but also on the
rate at which readings are generated. A solution with only
50% reliability may very well achieve 100% reliability if
time between new data samples is sufficiently increased.
We instrumented RIOT’s radio driver to measure the ra-
dio duty cycle, the proportion of time during which the radio
was not in its low-power sleep mode, and we instrumented
RIOT’s scheduler to measure the CPU duty cycle, the pro-
portion of time during which a thread was executing on the
CPU. These measurements reflect the power consumption.
9.3 Performance in Favorable Conditions
We begin by performing experiments in our testbed at night;
there is still a non-negligible amount of interference in our
testbed at night, but it is much less and more predictable than
9This must be significantly smaller than the time between data samples,
so a CoAP node can “catch up” if it falls behind due to loss. Our choice
of 100 ms is comparable to ContikiMAC’s default sleep interval of 125 ms.
We can apply this idea even when ll nodes are duty cycled (Appendix C).
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Figure 8: Effect of batching on power consumption
during the day. We compare three setups: (1) default CoAP,
(2) CoAP with CoCoA, and (3) TCPlp. We also compare
two sending scenarios: (1) sending each sensor reading right
away (“No Batching”), and (2) sending sensor readings in
batches (“Batching”). For the “Batching” scenario, each sen-
sor puts readings into the application-layer queue when the
readings are collected, and only invokes the transport layer
(TCP or CoAP) to drain the queue once it contains 64 read-
ings.10 We size each packet in a CoAP batch to be the same
size as segments in TCP (five frames).
All setups achieved 100% reliability due to end-to-end ac-
knowledgements (figures are omitted for brevity). Figures
8(a) and 8(b) also show that all the three protocols consume
similar power; TCP is comparable to LLN-specific solutions.
On the other hand, both the radio and CPU duty cy-
cle are significantly smaller with batching than without
batching. In the “No Batching” case, each 82-byte sen-
sor reading requires two frames to transmit with both TCP
and CoAP, even though most of the second frame is un-
used, resulting in inefficiency. In contrast, by sending data
in batches, nodes can amortize the cost of sending data and
waiting for a response. Given this result, batching sensor
readings is the more realistic workload, so we use it to con-
tinue our evaluation of TCPlp and CoAP.
9.4 Resilience to Packet Loss
In this section, we inject (uniformly random) packet loss at
the border router and measure how well each solution per-
forms in the presence of packet loss. The result is shown
in Figure 9. Note that the injected loss rate corresponds to
the packet-level loss rate after link retries and 6LoWPAN re-
assembly. Although we plot loss rate up to 21%, we consider
loss rates > 15% exceptional; we focus on the loss rate up
to 15%. A number of WSN studies have already achieved
> 90% end-to-end packet delivery, using only link/routing
layer techniques (not transport) [36, 64, 65]. In our testbed
environment, we have not observed the loss rate exceed 15%
for an extended time, even with wireless interference.
All three protocols perform well with <10% loss rate.
As loss rate increases to 15%, however, CoCoA performs
poorly, significantly worse than CoAP or TCP. The reason
10We could have used flash storage to provide a deeper queue and larger
batches, but flash storage has implications for power consumption that are
outside the scope of this paper.
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Figure 9: Performance with injected packet loss
is that CoCoA attempts to measure RTT for retransmitted
packets, and conservatively calculates the RTT relative to the
first transmission. This results in an inflated RTT value that
causes CoCoA to unnecessarily delay when recovering from
packet loss, causing the application-layer queue to overflow.
In contrast, full-scale TCP is immune to this problem de-
spite measuring the RTT, because the TCP timestamp op-
tion allows TCP to unambiguously determine the RTT even
for retransmitted segments. As a result, both CoAP and
TCP achieve nearly 100% reliability at packet loss rates
less than 15%, as shown in Figure 9(a).
Figures 9(c) and 9(d) also show that, overall, TCP and
CoAP perform comparably in terms of radio and CPU
duty cycle. TCPlp appears to have a slightly lower ra-
dio/CPU duty cycle at moderate packet loss. This may be
due to TCP’s sliding window, which allows it to tolerate
some ACK losses, and therefore perform fewer retransmis-
sions (Figure 9(b)). TCP can also trigger retransmissions
based on duplicate ACKs and Selective ACKs, perhaps re-
sulting in additional efficiency. Figure 9(b) does indeed show
that, although most of TCP’s retransmissions are explained
by timeouts, a significant portion were triggered in other
ways. In contrast, CoAP must rely on a timeout to detect
every loss, which has intrinsic limitations [111].
With exceptionally high packet loss rates (>15%), CoAP
achieves higher reliability than TCP, because it “gives up”
after just 4 retransmissions; it exponentially increases the
wait time between those retransmissions, but then resets its
RTO to 3 seconds when giving up and moving to the next
packet. In contrast, TCP performs up to 12 retransmissions
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Figure 10: Radio duty cycle of TCP and CoAP flows in a
lossy wireless environment, in one representative trial
with exponential backoff. The result is that TCP backs off
further than CoAP upon consecutive packet losses, witnessed
by the smaller retransmission count in Figure 9(b), causing
the application-layer queue to overflow more. We note that
this performance gap could be filled by parameter tuning.
9.5 Performance in Lossy Conditions
Next, we compare TCPlp and CoAP in an environment with
real wireless interference and link dynamics. To this end,
we performed experiments over the course of a full day to
include regular human activity in an office. We run the same
workload as above, using batching. To ensure that TCPlp
and CoAP are subject to similar interference patterns, we run
them simultaneously. We hardcoded the first hop from each
TCPlp or CoAP node to be the same, to keep the interference
pattern seen by TCP and CoAP as similar as possible.
Initially, radio duty cycle was dominated by the time a
leaf node spends listening for a downstream packet (called
an “indirect message”) after sending a data request mes-
sage to its parent. Therefore, we made several improve-
ments to OpenThread: (1) we prioritized indirect messages
over the current packet being sent, to minimize the time leaf
nodes spend waiting for a downstream packet, (2) we en-
abled link-layer retries for indirect messages, to decrease the
frequency of data request timeouts at leaf nodes, and (3) we
decreased the data request timeout and performed link-layer
retries more rapidly for indirect messages, to deliver them
to leaves more quickly. Given the high level of daytime in-
terference, we decreased the MSS from five frames to three
frames. These changes improved performance of both TCP
and CoAP.
Figure 10 depicts the radio duty cycle of TCP and CoAP
for a trial representative of our overall results. CoAP main-
tains a lower duty cycle than TCPlp outside of work-
ing hours, when there is less interference; TCPlp has
a slightly lower duty cycle than CoAP during working
hours, when there is more wireless interference. TCPlp’s
better performance at a higher loss rate is explained by our
results from §9.4. At a lower packet loss rate, TCP performs
worse than CoAP due to hidden terminal losses; more retries,
on average, are required for indirect messages, causing leaf
nodes to stay awake longer after sending a data request mes-
sage. Overall, CoAP and TCPlp perform similarly (Table 8).
11
Protocol Reliability Radio DC CPU DC
TCPlp 99.3% 2.29% 0.973%
CoAP 99.5% 1.84% 0.834%
Unrel., no batch 93.4% 1.13% 0.52%
Unrel., with batch 95.3% 0.734% 0.30%
Table 8: Performance of TCPlp and CoAP in the testbed for
a full day, averaged over multiple trials
9.6 The Cost of Reliability
Not all protocols used in the LLN literature provide relia-
bility. Even CoAP has the option to send “nonconfirmable”
messages that are delivered unreliably—they are simply sent
as UDP packets without any transport-layer acknowledg-
ment or retransmissions. Note that, for unreliable UDP-
based solutions, such as nonconfirmable messages in CoAP,
the data request interval can remain at OpenThread’s four-
minute default, because no downstream packets are expected
at the transport layer.
For completeness, we measured the performance when us-
ing CoAP, in the same setups as before, without reliability.
The result is shown in the last two rows of Table 8. For this
setup, using a reliability protocol increases the radio/CPU
duty cycle by 3x compared to the unreliable alternative, and
also guarantees nearly11 100% reliability. Although the duty
cycle increases by approximately 3x when using a reliabil-
ity protocol, the decrease in battery life will actually be less
than 3x. This is because power consumption to obtain data
samples, and power consumption when idle, would likely
contribute significantly to the total power consumption.
10 Discussion
TCP is the de facto reliability protocol in the Internet. Over
the past 30 years, new physical-, datalink-, and application-
layer protocols have evolved alongside TCP, and supporting
good TCP performance was often a consideration in their de-
sign. TCP serves as an obvious performance benchmark for
new transport-layer proposals, and such proposals are often
based on TCP.
In contrast, when LLN research got started nearly two
decades ago, running TCP was infeasible due to severe re-
source constraints of early LLN hardware. The original sys-
tem architecture for networked sensors [51], for example,
targeted an 8-bit MCU with only 512 bytes of memory. It
naturally became taken for granted that TCP is too heavy for
LLNs. As LLN research progressed, canonical LLN pro-
tocols were designed without taking TCP into account, re-
sulting in incompatibilities with TCP, such as deaf listen-
ing in low-power radios (§4) and scheduling problems in
OpenThread’s duty cycling (§9.5).
Our work has demonstrated that, after two decades of
hardware evolution, TCP is now viable in LLNs and per-
11They do not achieve 100% reliability because we are sampling at a high
rate: 82 B/s. A WSN application with a lower sample rate may see 100%
reliability with both CoAP and TCP.
forms comparably to LLN-specialized protocols like CoAP.
Given these results, TCP may benefit LLNs in several ways:
Interoperability. Given that Internet services have been de-
veloped based on TCP/IP for decades, using TCP in LLNs
strengthens their interoperability as part of the IoT. Other ap-
proaches usually require application-layer gateways, which
limit applications to use a specific application protocol and
encourage vertically integrated silos [109]. Enabling TCP
end-to-end, we believe, is a step toward realizing the IoT vi-
sion of diverse, intelligent devices automatically discovering
and using the resources provided by each other.
Versatility. While LLN-specific protocols like CoAP are
designed to support a small set of well-defined use cases,
TCP implements a duplex bytestream abstraction that is
more general than LLN-specialized protocols. For exam-
ple, TCP could be used for an interactive shell for configura-
tion/debugging; this is not possible with existing LLN proto-
cols designed for transfer of sensor readings.
Layering. By contributing a sophisticated transport layer,
TCP brings more structure to the LLN stack, which is valu-
able in its own right [29]. Furthermore, the transport layer
has unique insight into traffic patterns (e.g., whether an ACK
is expected) that can inform the link-layer duty cycling pro-
tocol. A duty-cycling protocol like the one we used in
§9 could be further optimized using TCP-layer information,
such as TCP’s RTT estimate, timeout setting, and header in-
formation (e.g., the “PSH” bit). Using an informative trans-
port layer like TCP helps to frame the problem.
Although TCP may bring value to LLNs in these ways, it
is not a panacea. History in the traditional Internet, however,
tells us that, despite its shortcomings, TCP remains the de
facto reliability protocol, except for specific use cases where
another protocol provides substantial benefit (e.g., video-
conferencing). We propose that TCP serve as both the de-
fault reliability protocol in LLNs, and a benchmark to val-
idate new transport proposals in LLNs, much as it does in
the traditional Internet. Even where new LLN protocols are
needed, TCP might be a valuable starting point for design-
ing them. For example, we saw in §9 that CoAP has slightly
lower power consumption at night, whereas TCP performed
comparably or better during the day, in the presence of more
interference. Once we understand the advantages and disad-
vantages of each protocol, can we create a meaningful syn-
ergy of their techniques?
11 Conclusion
This paper presented the first systematic study of full-scale
TCP’s behavior in LLNs. To this end, we provided TCPlp, a
full-scale TCP implementation for LLNs based on the proto-
col logic in the FreeBSD Operating System, and extensively
evaluated TCPlp in various scenarios. Our findings are that:
• Send/receive buffers large enough to support performant
TCP in LLNs fit comfortably in the available memory on
LLN platforms.
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• Adding a random delay between link retries is an effective
solution to the hidden terminal problem, for TCP.
• Owing to smaller buffer sizes, TCP’s congestion control
mechanism behaves differently in LLNs, making TCP
more resilient to packet loss.
• TCP’s power consumption, in the context of a real IoT
application, is comparable to that of LLN-specialized pro-
tocols like CoAP.
These findings lead us to the conclusion that commodity
LLN hardware has crossed a critical resource threshold to
run full-scale TCP stack and TCP is well-suited to LLNs
after all. We hope that, as part of the LLN architecture,
full-scale TCP can both benefit LLNs as a versatile trans-
port layer, and provide seamless interoperability for IoT as
low power networks become mainstream.
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A Simultaneous TCP Flows
In Sections 7 and 8, we found that cwnd behaves differently
in LLNs, owing to the small buffer sizes used, in a way that
makes TCP is more resilient to packet loss. In this appendix,
we examine TCP’s behavior when multiple flows compete
for limited bandwidth, to evaluate whether TCP’s congestion
control mechanisms remain effective despite this behavior.
In our experiments, multiple nodes in the testbed simulta-
neously transfer data to the border router for five minutes.
Our two objectives are to achieve fairness and efficiency.
Fairness means that all flows get approximately equal shares
of goodput. Efficiency means that the aggregate throughput
is not much worse than that of a single flow.
Our first experiment does this for a single hop. Two nodes,
both one hop away from the border router, transfer data up-
stream. Our second experiment does this for three hops; two
nodes, both three hops away from the border router with all
but the first hop in common, transfer data upstream. Our re-
sults are shown in Table 9. Bandwidth is shared efficiently
and fairly between the two flows, for both the single-hop and
multi-hop experiments.
Sharing is less fair when we increase the buffer size of
the two senders from 4 segments (1848 bytes) to 7 seg-
ments (3234 bytes). Results varied, sometimes producing
good results but at other times producing inefficient or un-
fair results. However, implementing Random Early Detec-
tion (RED) [41] on the relay nodes, and using it in conjunc-
tion with Explicit Congestion Notification (ECN) [40, 91],
mostly alleviated these issues. This solution also required us
to modify OpenThread to reassemble 6LoWPAN fragments
into IP packets at each hop, instead of performing the re-
assembly end-to-end. Using RED/ECN helped keep the RTT
small (≈ 1 s) despite the larger buffer size.
B Derivation of TCP Model
This appendix provides the derivation of Equation 2, the
model of TCP performance proposed in §8.
We think of a TCP flow as a sequence of bursts. A burst is
a sequence of full windows of data successfully transferred,
which ends in a packet loss. After this loss, the next burst
begins. Let w be the size of TCP’s flow window, measured in
segments (for our experiments in §7.3, we would have w =
4). Define b as the average number of windows sent in a
burst. The goodput of TCP is the number of bytes sent in
each burst, which is w · b ·MSS, divided by the duration of
each burst. A burst lasts for the time to transmit b windows
of data, plus the time to recover from the packet loss that
ended the burst. The time to transmit b windows is b ·RTT.
We define trec to be the time to recover from the packet loss.
Then we have
B =
w ·b ·MSS
b ·RTT+ trec (3)
The value of b depends on the packet loss rate. We define a
new variable, pwin, which denotes the probability that at least
one packet in a window is lost. Then b = 1pwin .
To complete the model, we must estimate trec and pwin.
The value of trec depends on whether a fast retransmis-
sion is performed or the retransmission timer expires (called
an RTO). After a fast retransmission, TCP enters a “fast re-
covery” state [10, 49]. However, the lost packet, and three
packets afterward which resulted in duplicate ACKs, account
for the entire send buffer, which can hold only four seg-
ments. Therefore, TCP cannot send new data during fast
recovery, and instead stalls for one RTT, until the ACK for
the fast retransmission is received.12 If an RTO occurs, the
total time lost is the excess time budgeted to the retransmit
timer beyond one RTT, plus the time to retransmit the lost
segments. We denote the time budgeted to the retransmit
12Choosing a larger window size of at least 3 ·MSS+ 2 ·B ·RTT, would
alleviate this problem [97].
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Hops Flows Goodput Packet Loss Median RTT
1 A 69.6 kb/s 0.00% 213 ms
1 B 55.4 kb/s 0.0439% 284 ms
1/1 A/B 41.7/35.2 kb/s 0.0437/0.219% 356/416 ms
3 A 19.3 kb/s 0.441% 772 ms
3 B 19.8 kb/s 0.436% 755 ms
3/3 A/B 10.9/9.43 kb/s 1.95/3.00% 995/1075 ms
Table 9: Fairness among multiple TCP flows
(a) Basic listen-after-send protocol with sparse traffic
(b) TCP-friendly duty-cycling protocol (adaptive sleep interval control) with bursty TCP traffic
Figure 11: Examples of the duty-cycling protocols discussed in Section C. ‘B’ denotes a link layer beacon, ‘A’ denotes a link-
layer ACK, ‘D’ denotes a frame carrying data, ‘TD’ denotes a frame carrying TCP data, and ‘TA’ denotes a TCP ACK. When
a duty-cycled node receives a frame with the pending bit set, it continues listening to receive the next frame.
timer as ETO. So the total time lost due to a timeout, as-
suming it takes about 2 RTTs to recover lost segments, is
(ETO−RTT)+2 ·RTT = ETO+RTT.
Based on our discussion in Section 7.3, these two types of
losses may be caused by different factors. Therefore, we do
not attempt to distinguish them on basis of probability. In-
stead, we use a very simple model: trec = 2 ·RTT. This over-
estimates the recovery time from fast retransmissions but un-
derestimates the recovery time from RTOs; our hope is that
these differences average out over many packet losses.
To model pwin, we assume that, in each window, segment
losses are independent. This gives us pwin = 1− (1− p)w,
where p is the probability of an individual segment being
lost (after link retries). Because p is likely to be small (less
than 20%), we apply the approximation that (1−x)a≈ 1−ax
for small x. This gives us pwin = wp.
Applying these equations for trec and pwin, along with
some minor algebraic manipulation to put our equation in
a similar form to Equation 1, we obtain our model for TCP
performance in LLNs, for small w and p:
B =
MSS
RTT
· 11
w +2p
(4)
C Adaptive Sleep Interval for Bursty Traffic
In §9, we operated TCP over a duty-cycled link by decreas-
ing the data request interval when there is unACKed data in
the send buffer, since an ACK is expected at that time. While
effective for the anemometer application, which only sends
data and only duty cycles the last hop, that protocol does not
easily generalize to applications that also receive data or op-
erate in a situation where all links are duty cycled.
This section investigates a different approach to TCP over
a duty-cycled link. First, we characterize the performance of
TCP over a duty-cycled link that is not adaptive. This shows
the limit of what can be achieved by, for example, statically
reducing the sleep interval of OpenThread’s duty cycling
protocol to be on the order of seconds rather than minutes.13
13We could easily solve the problem by reducing the sleep interval to the
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(a) RTT of TCP, duty-cycled link (b) TCP goodput, duty-cycled link
Figure 12: Effect of varying sleep interval of the embedded
endpoint
Then, we show how the sleep interval can be adapted accord-
ing to traffic patterns, that allows high-throughput traffic for
both sending data and receiving data. Although we evaluate
this using a listen-after-send duty-cycling protocol similar
to Thread, the technique that we use to adapt the sleep in-
terval does not require knowledge of TCP connection state,
so it generalizes even to settings where all nodes are duty-
cycled.14 Intermediate relay nodes can choose to decrease
their sleep interval based on the packets that they choose to
forward.
As depicted in Figure 11(a) below, a duty-cycling node
sleeps during a time called the sleep interval. Then it wakes
up and sends a beacon (IEEE 802.15.4 data request com-
mand) to an always-on router to check if the router has a
packet to send to it. If the router has a packet to send, it
sends an IEEE 802.15.4 ACK in which the “pending bit” of
the header is set. After receiving the ACK with the pend-
ing bit set, the duty-cycled node listens on the channel for
a time called the wakeup interval to receive the data from
the router. If the pending bit is not set, it goes to sleep im-
mediately. When a duty-cycled node has a frame to send
upstream, it may send the frame at any time during the sleep
interval.
OpenThread [81], an open-source implementation of
Thread, allows the router to send only one packet per beacon
reception. To better support bursty, high-throughput traffic,
we design the router to also set the pending bit for a data
packet if it has more packets to send, as in [37]. When a
duty-cycled node receives a data frame with the pending bit
set, it continues listening. This enables the router to send all
of the packets in its queue for a particular duty-cycled node
once it receives a beacon from that node.
C.1 Experimental Study
We evaluate the performance of TCP over our duty-cycling
protocol in the same setup used in Section 6, with the embed-
ded endpoint duty-cycled and the border router always-on.
Figure 12(a) shows the average RTT of TCP over our duty-
cycling protocol. Interestingly, the average RTT is approxi-
mately equal to the length of the sleep interval in the uplink
case, not one-half of the sleep interval as one might expect.
This is because of TCP’s self-clocking behavior [58]. The
duty-cycled node transmits the next segment when it receives
an ACK for an in-flight segment. This ACK is delivered
during the wakeup interval, causing the next data-containing
segment to be sent at the beginning of the sleep interval. This
causes the RTT of TCP segments to be approximately the
same as the duration of the sleep interval.
For downlink data transfer, Figure 13(b) shows that the
RTT is generally close to a multiple of the sleep interval du-
ration. One explanation is asymmetry in our duty-cycling
protocol. For packets sent downlink, the duty-cycled node
receives packets until the queue at the border router is empty.
But in the uplink direction, the duty-cycled node immedi-
ately stops sending packets at the end of the sleep interval—
even if there are packets left in its queue—and starts lis-
tening. A continuous stream of data packets sent downlink
could last longer than the sleep interval, causing TCP ACKs
to wait in the uplink queue for multiple periods of the duty-
cycle before being sent. This also explains the difference
between uplink and downlink goodput in Figure 12(b).
Figure 12(b) shows the performance of full-scale TCP
over this link. At a sleep interval of 20 ms, the throughput is
similar to the results in Section 6. However, the throughput
drops substantially as the sleep interval increases.
The reason is that the size of the send and receive buffers
limit the performance of TCP when the sleep interval is
large. In order to achieve high throughput over such a link,
TCP must be able to provide enough bytes in-flight to fill the
bandwidth-delay product. For example, if the sleep interval
duration is s, the RTT is s on average, so TCP must be able to
keep B · s unacknowledged bytes in flight to achieve a band-
width of B. However, the limited size of the send/receive
buffers restricts how many unacknowledged bytes can be in
flight, resulting in bandwidth degradation. To achieve a 64
kb/s throughput, similar to what we could achieve with an
always-on link in Section 6, with a sleep interval of 2 sec-
onds, the the send and receive buffers used by embedded
TCP need to be at least 16 kilobytes in size. This is not
feasible within the memory constraints of our platform.
order of milliseconds, but this would result in a high idle duty cycle and
power consumption due to sending data request messages so often.
14Sampled/scheduling techniques for low power radio operation also have
a concept of a sleep interval, so our technique is not limited to listen-after-
send techniques.
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(a) Uplink experiment (b) Downlink experiment
Figure 13: RTT of TCP over a duty-cycled link with a fixed
sleep interval duration of two seconds
(a) Uplink experiment (b) Downlink experiment
Figure 14: RTT distribution of TCP over a duty-cycled link
with an adaptive sleep interval
C.2 TCP-Friendly Duty-Cycling Protocol
The results in the previous section indicate that using a duty-
cycled link significantly affects TCP performance, when the
sleep interval large. This motivates us to design a TCP-
friendly duty-cycling protocol that provides a long sleep in-
terval most of the time, but decreases the sleep interval dur-
ing TCP bursts for high throughput.
Consider a sensor node that periodically collects sensor
readings, stores them in an internal log, and sends them in a
TCP burst. The burst may be triggered by an HTTP request.
Most of the time, no network I/O is needed, and the node can
be duty-cycled with a long sleep interval. However, while
data is being transferred, the sleep interval duration can be
temporarily decreased to achieve high throughput.
Our implementation of this adaptive behavior draws in-
spiration from the Trickle algorithm [76], which is used to
achieve both low overhead and fast recovery in modern WSN
routing protocols such as CTP [44] and RPL [105]. When the
duty-cycled node receives a packet from the border router, it
decreases the duration of the sleep interval to the minimum
value smin. If it does not receive a packet during a sleep in-
terval, the duration of the sleep interval is doubled, clamped
at a maximum value smax. We believe that this design would
quickly respond to bursty flows to provide high throughput,
and quickly return to the maximum sleep interval duration in
the absence of any flows, providing low energy consumption
when idle.
We use this simple implementation to evaluate the effi-
cacy of a Trickle-based algorithm for adjusting the sleep in-
terval duration. We increased the size of the send and receive
buffers, so that each could hold 6 full-sized packets. The
minimum sleep interval was smin = 20ms and the maximum
sleep interval was smax = 5s. Given that sending a beacon
to the border router and receiving a response takes approx-
imately 5 ms, the link operates at a 0.1% duty-cycle when
idle. Under these conditions, we were able to achieve an up-
link throughput of 68.6 kb/s and a downlink throughput of
55.6 kb/s. These results indicate that a Trickle-based algo-
rithm is indeed effective at supporting both high-throughput
TCP and an extremely low idle duty-cycle.
Interestingly, the uplink throughput on a duty-cycled link
is higher than the throughput on an always-on link. We be-
lieve that this is because the duty-cycling protocol schedules
use of the channel more efficiently than the always-on link
protocol. Either the duty-cycled node is sending but not lis-
tening, or is listening but not sending; therefore there is less
contention for the channel than in the always-on case, where
both nodes can send at any time.
Figure 14 shows a disparity in the RTT between the up-
link and downlink experiments. While the RTT in the uplink
experiment is usually less than 200 ms, the RTT in the down-
link experiment is often longer. We believe that this is due to
the same phenomenon described at the end of §C.1.
Additional optimizations are possible via cross-layer
hints. For example, one could use the push bit (PSH) in the
TCP header of a received packet as indication as to whether
more data is expected. Similarly, one could use TCP con-
nection state, such as the RTT estimate or bytes in flight,
to provide context-aware duty cycling. We did not perform
such optimizations in our study, but they may be useful for
handling more elaborate traffic patterns.
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