A generalization of the comparison principle for a semilinear and a quasilinear parabolic equations with nonlocal boundary conditions including changing sign kernels is obtained. This generalization uses a positivity result obtained here for a parabolic problem with nonlocal boundary conditions.
Introduction
The positivity of solutions for parabolic problems is the base of comparison principle which is important in monotonic methods used for these problems. Recently, Yin [1] developed several results in applications of the comparison principle, especially on nonlocal problems. Earlier works on problems with nonlocal boundary conditions can be found in [2] , and some of references can be found in [1, 3] . In the literature, for example [2, [4] [5] [6] , a restriction on the boundary condition (see (2.1)) of the kind
where k represents the kernel of the nonlocal boundary condition, is sufficient to obtain the comparison principles. Recent results show that this restriction is not necessary for problems with lower regularity (see [3, Theorem 3 .11] for problem with Dirichlet-type nonlocal boundary value). Moreover, in [7] , an existence result for classical solutions of a parabolic problem with nonlocal boundary condition was obtained. In [8] we find an illustration of how the boundary kernel influences some results such as those on the eigenvalues problem and on the decay of solutions for evolution equation with a special kernel. In this paper, we give some general comparison results without the restriction 2 Boundary Value Problems (AK). Then, we use these results to discuss nonlocal boundary problems for a semilinear and a fully nonlinear equations.
Case of a semilinear equation
In this section, we are interested in the positivity of solution of the following problem:
where
and the elliptic operator A satisfies the following: there exists a δ 0 > 0 such that
The boundary Γ = ∂Ω of the bounded domain Ω ⊂ R n is a smooth (n − 1)-dimensional manifold and ν is the outward unit normal vector to Γ. We also assume the following hypotheses.
, and u 0 (x) satisfy the compatibility condition
We have the following result. Proof. We can find a positive function φ(x) ∈ C 2 (Ω) such that
(2.6) Y. Wang and H. Zorgati 3 Let us consider the function v := u/φ. We have
with
Without loss of generality, we can suppose that c > 0, otherwise, we replace v by e λt v with a λ > 0 large enough to have λ + c > 0. Following the same approach in [2] and using (2.6) we show that v(t,x) ≥ 0. In fact, suppose there exists a (t
which is impossible. And if x * ∈ Ω, then using the first inequality in (2.7) we get
which is also impossible. Therefore, we conclude that v(t,x) ≥ 0 on Q T and thus u ≥ 0 in Q T .
Remark 2.2.
The existence of the function φ can be obtained by means of the function
We define φ by
13) 4 Boundary Value Problems
where the constants ε and ϑ are small enough so that (2.6) holds. Here r = ϑ/4 and
(2.14)
It is obvious that
where |Ω| denotes the measure of Ω, then (2.6) holds.
More generally, if α ≥ α 0 > 0, we can get a similar result replacing k by k/(α 0 ). In addition, for some special domains Ω, we can construct φ according to the geometry of Ω as in the following example.
Example 2.3. Let us consider the following problem on B R := {x ∈ R n ,|x| < R}:
with the corresponding compatibility condition. In (2.16), α and k are constants. Then, φ can be chosen as the following:
with ε and ϑ verifying
is not necessary. We can just assume that α > 0 on [0,T] × Γ and we replace β and k, respectively, by β/α and k/α. This means that we can prove Theorem 2.1 without assuming α(t,x) ≥ 1.
Let us now consider the decay behavior of the following control problem:
Y. Wang and H. Zorgati 5 where A is an elliptic operator defined as in (2.2) with ((a, b,c),(α,β),k,u 0 ) ∈ E. Following the same approach as in [4] , we obtain that the C-norm U(t) := max Ω |u(t, x)|, u being the classical solution of problem (P 0 ) (ω ≡ 0 in (P ω ) decays to zero exponentially provided that Ω |k(x; y)|dy < 1). For any k(x, y) ∈ C(Γ × Ω), we can find ω and φ such that
where c and φ are defined in (2.6) and (2.9), and the functions β, α, and k also satisfy some corresponding conditions as in (H * ). Hence, by using the same method as in [4] , we have the following theorem. 
We can look at the following one-dimensional example.
with a ∈ (0,π/2). The following problem
has a solution u(t,x) ≡ sinx when ω = 0. But when ω = 1, (E 1 ) has a decay solution u = e −t sinx. We can see that Ω k dy = ((3π − 2a)/2)tana > 1 when a ∈ (arctan1/π,π/2). We propose to use a positivity result of Theorem 2.1 in order to establish a comparison principle for a semilinear parabolic equation with nonlinear nonlocal boundary condition. Let us consider the following problem:
where a, β, and u 0 satisfy the hypotheses above, and f and k satisfying the following hypotheses:
(ii) f satisfies the following Lipschitz condition: there exists L 1 , L 2 > 0 such that 
is called an upper solution of (SP) on Q T if it satisfies
u t − a∇ 2 u ≥ f (t,x,u,∇u) in Q T , β∂ ν u + u ≥ Ω k t,x, y;u(t, y) dy on (0, T) × Γ, u(0,x) ≥ u 0 (x), x ∈ Ω.(2.
Proof. Let us consider the function w(t,x) = u(t,x) − v(t,x). This function verifies
with ξ situated between u and v. We note that the right-hand side of the first inequality in (2.23) depends on u and ∇u, thus, Theorem 2.1 cannot be applied directly. We introduce
where φ(x) satisfies (2.6) with k(t,x, y) replaced by k u (t,x, y,ξ(t, y)) and
If there is a point (t,x) ∈ (0,T] × Ω such that w(t,x) < 0, then V will attain its negative minimum at some point (t 1 ,x 1 ) with
Hence, using the hypotheses on f , we obtain a contradiction since we have
We obtain also a contradiction if x 1 ∈ Γ since we have
We thus conclude that V ≥ 0, and therefore, w(t,x) ≥ 0 on Q T .
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A similar result can be obtained for parabolic systems with changing-sign kernels. Note that in [9, Example 2.1], the kernel K i j appearing in the boundary condition is assumed to be positive.
Remark 2.8. From the above discussion, the result of Theorem 2.7 holds true if we just assume k and f to be locally (one side) Lipschitz continuous, respectively, on u and ∇u, that is,
The uniqueness of the solution of problem (SP) is a direct consequence of Theorem 2.7. Using the upper and lower solutions, some existence theorems of the solutions for problem (SP) will be obtained by monotonicity methods (see [2] ). We can also discuss the quadric convergence of iterative series constructed using upper and lower solutions (see [10] ). Here we do not give more details about that.
A fully nonlinear equation
Let us consider a general nonlinear parabolic equation with nonlinear and nonlocal boundary conditions
..,u xn ), and ∇ 2 u = (u x1x1 ,u x1x2 ,...,u xnxn ). In order to establish the comparison principle, we give a definition of elliptic function. We say that f ∈ C(Q T × R × R n × R n 2 ,R) is elliptic at point (t 0 ,x 0 ) if for any u, P, R, S with R = (R i j ) n×n , S = (S i j ) n×n , verifying Λ T (R − S)Λ ≥ 0 for any vector Λ ∈ R n , we have f (t 0 ,x 0 ,u,P,R) ≥ f (t 0 ,x 0 ,u,P,S). If f is elliptic for every (t,x) ∈ Q T , then f is said to be elliptic in Q T . In the remainder of this paper, we assume f to be elliptic in Q T .
A function u(t,x) ∈ C 1,2 (Q T ) ∩ C 0,1 (Q T ) is said to be an upper solution (resp., a lower solution) of problem (Pf) on Q T if u satisfies the following system: 
we get the following theorem. 
We have that (t 1 ,x 1 ) ∈ Q T . In fact, if (t 1 ,x 1 ) ∈ Q T , then we have
Using the ellipticity of f , we obtain that
which is in contradiction with (3.4). Hence, U(t,x) > 0 in Q t1 . We have also (t 1 ,
which leads to a contradiction again. Finally, we conclude that
Let us now assume β to be positive, f satisfying locally one-side Lipschitz conditions, that is, for |u| ≤ ρ and |v| ≤ ρ, there exists a constant L 1 (ρ) such that f (t,x,u,P,R) − f (t,x,v,P,R) ≤ L 1 (u − v), if u ≥ v.
(3.7)
We also assume k to be continuous and there exist two nonnegative The uniqueness of the solution for problem (Pf) can be easily obtained and an extension to a fully nonlinear system can be derived.
