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Abstract
In this paper we study initial value boundary problems of two types of nonlinear dispersive wave equa-
tions on the half-line and on a finite interval subject to homogeneous Dirichlet boundary conditions. We first
prove local well-posedness of the rod equation and of the b-equation for general initial data. Furthermore,
we are able to specify conditions on the initial data which on the one hand guarantee global existence and
on the other hand produce solutions with a finite life span. In the case of finite time singularities we are
able to describe the precise blow-up scenario of breaking waves. Our approach is based on sharp extension
results for functions on the half-line or on a finite interval and several symmetry preserving properties of
the equations under discussion.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we present a thorough study on initial boundary value problems of two type of
nonlinear dispersive wave equations on the half-line and on a finite interval.
One type is the so called rod equation:
ut − utxx + 3uux = γ (2uxuxx + uuxxx), (1.1)
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linear waves in cylindrical hyperelastic rods with u(t, x) representing the radial stretch relative
to a pre-stressed state. Among Eq. (1.1), there are two other important equations.
With γ = 0 in Eq. (1.1) we find the BBM equation which is a well-known model for surface
waves in a channel [3]. All solutions are global and solitary waves are smooth and orbitally sta-
ble [54]. Although having a Hamiltonian structure, the equation is not integrable and its solitary
waves are not solitons [26].
For γ = 1, Eq. (1.1) becomes the Camassa–Holm equation modeling unidirectional propaga-
tion of shallow water waves over a flat bottom. Here u(t, x) stands for the fluid velocity at time t
and position x, cf. [5,27,40]. It has a bi-Hamiltonian structure [36] and is completely integrable
[5,9]. Its solitary waves are peaked [6]. The peaked solitons are orbitally stable [19]. The explicit
interaction of the peaked solitons is given in [2]. The peakons capture a characteristic of the trav-
elling waves of greatest height—exact travelling solutions of the governing equations for water
waves with a peak at their crest, cf. [10,15,55]. Simpler approximate shallow water models (like
KdV) do not present travelling wave solutions with this feature (see the discussion in [59]).
The Cauchy problems of the rod equation (1.1) on the line and on the circle had been in-
vestigated in [18] and [62], respectively. Several blow-up results and global existence results of
strong solutions to the rod equation (1.1) on the line and on the circle had been obtained in [18]
and [62], respectively. The stability of a class of solitary waves for the rod equation (1.1) on the
line were also investigated in [18].
The other type of nonlinear dispersive wave equations is the b-equation:
ut − α2utxx + (b + 1)uux = α2(buxuxx + uuxxx), (1.2)
where b and α are arbitrary real constants. The b-equation (1.2) can be derived as the family of
asymptotically equivalent shallow water wave equations that emerges at quadratic order accuracy
for any b = −1 by an appropriate Kodama transformation, cf. [28,29]. For the case b = −1,
the corresponding Kodama transformation is singular and the asymptotic ordering is violated,
cf. [28,29]. The solutions of the b-equation (1.2) were studied numerically for various values of
b in [38,39], where b was taken as a bifurcation parameter. The KdV equation, the Camassa–
Holm equation and the Degasperis–Procesi equation are the only three integrable equations in
the b-equation (1.2), which was shown in [23,25] by using Painlevé analysis. The b-equation
admits peakon solutions for any b ∈ R, cf. [25,38,39].
If α = 0 and b = 2, then Eq. (1.2) becomes the well-known KdV equation which describes
unidirectional propagation of waves at the free surface of shallow water under the influence of
gravity, cf. [27]. In this model u(t, x) represents the wave’s height above a flat bottom, x is
proportional to distance in the direction of propagation and t is proportional to the elapsed time.
The KdV equation is completely integrable and its solitary waves are solitons [50]. The Cauchy
problem of the KdV equation has been the subject of a number of studies, and a satisfactory local
or global (in time) existence theory is now in hand (for example, see [41,42]). It is shown that the
KdV equation is globally well-posed for u0 ∈ H−1, cf. [41]. It is observed that the KdV equation
does not accommodate wave breaking (by wave breaking we understand that the wave remains
bounded while its slope becomes unbounded in finite time [59]).
For α = 1 and b = 2, Eq. (1.2) becomes the Camassa–Holm equation. The Cauchy problems
of the Camassa–Holm equation on the line and on the circle have been studied extensively. It has
been shown that this equation is locally well-posed [11,14,22,45,52] for initial data u0 ∈ Hs(I)
with s > 3 , where I = R or I = S = R/Z. More interestingly, it has global strong solutions2
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global weak solutions in H 1(I ), cf. [4,17,22,51,58,60]. The advantage of the Camassa–Holm
equation in comparison with the KdV equation lies in the fact that the Camassa–Holm equation
has peaked solitons and models wave breaking [6,13].
If α = 1 and b = 3 in Eq. (1.2), then we find the Degasperis–Procesi equation [23]. The formal
integrability of the Degasperis–Procesi equation was obtained in [24] by constructing a Lax pair.
It has a bi-Hamiltonian structure with an infinite sequence of conserved quantities and admits
exact peakon solutions which are analogous to the Camassa–Holm peakons [24].
The Degasperis–Procesi equation can be regarded as a model for nonlinear shallow water dy-
namics and its asymptotic accuracy is the same as for the Camassa–Holm shallow water equation
[28,29]. An inverse scattering approach for computing n-peakon solutions to the Degasperis–
Procesi equation was presented in [48]. Its traveling wave solutions was investigated in [44,57].
The Cauchy problems for the Degasperis–Procesi equation on the line and on the circle have
been studied recently. Local well-posedness of this equation has been established in [63,64] for
initial data u0 ∈ Hs(I) with s > 32 , where I = R or I = S = R/Z. Similar to the Camassa–Holm
equation, the Degasperis–Procesi equation has also global strong solutions [34,35,46,63,65] and
as well as finite time blow-up solutions [30,34,35,46,63–65]. On the other hand, it has global
weak solutions in H 1(I ) [34,65,66] and global entropy weak solutions belonging to the class
L1(R) ∩ BV (R) and to the class L2(R) ∩ L4(R), cf. [7].
Although the Degasperis–Procesi equation is similar to the Camassa–Holm equation in several
aspects, these two equations are truly different. One of the novel features of the Degasperis–
Procesi different from the Camassa–Holm equation is that it has not only peakon solutions [24]
and periodic peakon solutions [66], but also shock peakons [47] and periodic shock waves [35].
The Cauchy problem for Eq. (1.2) with α = 0 on the line has been discussed recently in [33].
The local well-posedness for the b-equation, a precise blowup scenario, several blowup results
and global existence results of strong solutions, and the uniqueness and existence of global weak
solutions to the b-equation on the line have been proved recently in [33].
Furthermore, the initial boundary value problem for the Camassa–Holm equation and
the Degasperis–Procesi equation on the half-line and on a finite interval were studied in
[31,32,43,61]. However, the results in these papers are not sharp. There are still unsolved prob-
lems needed to be investigated further.
Initial boundary value problems for the rod equation and the b-equation on the half-line and
on a finite interval have not been investigated so far. The aim of this paper is to find a general
approach to investigate these two problems. Our approach heavily depends on sharp results on
the odd extension of functions and the conservation of symmetry of the equation. By using a den-
sity argument and Hardy’s inequality, we first establish sharp a priori estimates. By using these
estimates and the intrinsic norm of fractional Sobolev spaces, we then establish sharp results on
the odd extensions. Note that both the rod equation and the b-equation enjoy the conservation of
symmetry. Thus, by this general approach, we can convert initial boundary value problems of the
rod equation and the b-equation on the half-line and on the finite interval into Cauchy problems
on the whole line and on the circle, respectively. Applying known results for the rod equation and
the b-equation, we obtain local well-posedness results, blow-up and global existence results for
strong solutions on the half-line and on the finite interval, respectively. Our new results for the
rod equation and the b-equation on the half-line and on the finite interval are sharp. In particular,
these results cover and improve considerably previous results for the Camassa–Holm equation
and the Degasperis–Procesi equation on the half-line and on the finite interval.
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crucial for our approach. In Section 3, by using the conservation of symmetry enjoyed by the rod
equation, we study initial boundary value problems of the rod equation on the half-line and on
the finite interval. These results improve considerably the previous results for the Camassa–Holm
equation obtained in [32,43,49]. In Section 4, we investigate initial boundary value problems of
the b-equation on the half-line and on the finite interval by this same method. Here our results
improve the previous results for the Degasperis–Procesi equation in [31].
Notation. In the following, we denote by ∗ the spatial convolution. Given a Banach space X, we
denote its norm by ‖ · ‖X . If s is a real number then we use the notation s = [s]− + {s}+, where
[s]− is an integer and 0 < {s}+  1.
2. Several key lemmas
In the section we present several technical lemmas which will be crucial for our purpose.
We first consider the case of the half-line (0,∞).
Lemma 2.1.
(a) If s ∈ [0, 12 ], then C∞0 (R+) is dense in Hs(R+).
(b) If s ∈ ( 12 ,∞), then C∞0 (R+) is dense in Hs0 (R+), where
Hs0 (R+) =
{
f (x)
∣∣ f (x) ∈ Hs(R+), f (r)(0) = 0, r = 0, . . . , [s − 12 ]−}.
The proof of Lemma 2.1 is given in [56, pp. 219, 220].
Lemma 2.2. Let s ∈ (0,1) with s = 12 be given. If f (x) ∈ C∞0 (R+), then
∞∫
0
|f (x)|2
x2s
dx  2
(
1 + 4
(2s − 1)2
) ∞∫
0
∞∫
0
|f (x) − f (y)|2
|x − y|1+2s dx dy.
Remark 2.1. Lemma 2.2 can be deduced from the conclusion [56, p. 261] and Hardy’s inequality,
see [56, p. 262]. However, in order to get the exact constant in the above inequality and to show
that s = 12 is a critical value for our problems, we would like to write down the complete proof
of Lemma 2.2.
Proof. For 1 < x < ∞, we set
g(x) := f (x) − 1
x
x∫
0
f (y)dy = 1
x
x∫
0
(
f (x) − f (y))dy. (2.1)
Since f (x) ∈ C∞0 (R+), it follows from (2.1) that
lim g(x) = lim g(x) = 0.
x→0 x→∞
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(
g(x) −
∞∫
x
g(y)
y
dy − f (x)
)′
= f ′(x) − f (x)
x
+ 1
x2
x∫
0
f (y)dy + g(x)
x
− f ′(x) = 0. (2.2)
By (2.2) and limx→∞ g(x) = 0, we have
f (x) = g(x) −
∞∫
x
g(y)
y
dy. (2.3)
In the case 0 < 2s < 1, we take −2r + 2 = 1+2s2 so that 2s < −2r + 2 < 1. By the Cauchy–
Schwarz inequality, we have
∣∣∣∣∣
∞∫
x
g(y)
y
dy
∣∣∣∣∣
2

∞∫
x
y−2r dy
∞∫
x
g2(y)y2r−2 dy
 1
2r − 1x
−2r+1
∞∫
x
g2(y)y2r−2 dy.
The above inequality and Fubini’s theorem lead to
∞∫
0
x−2s
∣∣∣∣∣
∞∫
x
g(y)
y
dy
∣∣∣∣∣
2
dx  1
1 − 2r
∞∫
0
x−2s−2r+1
( ∞∫
x
g2(y)y2r−2 dy
)
dx
= 1
1 − 2r
∞∫
0
g2(y)y2r−2
( y∫
0
x−2s−2r+1 dx
)
dy
= 1
1 − 2r
1
2s + 2r − 2
∞∫
0
y−2sg2(y) dy
= 4
(2s − 1)2
∞∫
0
x−2sg2(x) dx. (2.4)
In the case 2s > 1, we take −2r + 2 = 1+2s2 so that 2s > −2r + 2 > 1. In view of (2.1) and (2.3),
we have that g(0) = ∫∞0 g(y)y dy = 0. Thus, an application of the Cauchy–Schwarz inequality
yields
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∞∫
x
g(y)
y
dy
∣∣∣∣∣
2
=
∣∣∣∣∣
x∫
0
g(y)
y
dy
∣∣∣∣∣
2

x∫
0
y−2r dy
x∫
0
g2(y)y2r−2 dy
 1
2r − 1x
−2r+1
x∫
0
g2(y)y2r−2 dy.
Consequently,
∞∫
0
x−2s
∣∣∣∣∣
∞∫
x
g(y)
y
dy
∣∣∣∣∣
2
dx  1
1 − 2r
∞∫
0
x−2s−2r+1
( x∫
0
g2(y)y2r−2 dy
)
dx
= 1
1 − 2r
∞∫
0
g2(y)y2r−2
( ∞∫
y
x−2s−2r+1 dx
)
dy
= 1
1 − 2r
1
2s + 2r − 2
∞∫
0
y−2sg2(y) dy
= 4
(2s − 1)2
∞∫
0
x−2sg2(x) dx. (2.5)
Using (2.4)–(2.5) and Fubini’s theorem, we get
∞∫
0
x−2sf 2(x) dx  2
∞∫
0
x−2sg2(x) dx + 2
∞∫
0
x−2s
∣∣∣∣∣
∞∫
x
g(y)
y
dy
∣∣∣∣∣
2
dx
 2
(
1 + 4
(2s − 1)2
) ∞∫
0
x−2sg2(x) dx
 2
(
1 + 4
(2s − 1)2
) ∞∫
0
x−2s−1
( x∫
0
∣∣f (x) − f (y)∣∣2 dy)dx
= 2
(
1 + 4
(2s − 1)2
) ∞∫
0
∞∫
y
x−2s−1
∣∣f (x) − f (y)∣∣2 dx dy
= 2
(
1 + 4
(2s − 1)2
) ∞∫ ∞∫
(x + y)−2s−1∣∣f (x + y) − f (y)∣∣2 dx dy0 0
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(
1 + 4
(2s − 1)2
) ∞∫
0
∞∫
0
x−2s−1
∣∣f (x + y) − f (y)∣∣2 dx dy
 2
(
1 + 4
(2s − 1)2
) ∞∫
0
∞∫
0
|x − y|−2s−1∣∣f (x) − f (y)∣∣2 dx dy.
This completes the proof of the lemma. 
Lemma 2.3. Given s ∈ [0, 12 )∪( 12 ,1]. Assume that v ∈ Hs(R+) if 0 s < 12 or that v ∈ Hs(R+)
if 12 < s  1 with v(0) = 0. Let furthermore
v˜(x) =
{
v(x), if x  0,
−v(−x), if x < 0.
Then v˜(x) ∈ Hs(R).
Proof. It is obvious that the lemma holds true for s = 0.
For s = 1, our assumption implies that v(x) ∈ H 10 (R+). If v ∈ C1(R+) ∩ H 10 (R+), then one
can readily obtain
lim
x→0−
v˜′(x) = lim
x→0−
v˜(x) − v˜(0)
x − 0 = limx→0−
−v(−x)
x
= lim
x→0−
v′(−x) = v′(0)
= lim
x→0+
v′(x) = lim
x→0+
v(x)
x
= lim
x→0+
v˜(x) − v˜(0)
x − 0 = limx→0+ v˜
′(x).
This shows that v˜ ∈ C1(R) ∩ H 1(R). Since C1(R+) ∩ H 10 (R+) is dense in H 10 (R+), the above
relation shows the conclusion of the lemma is true for s = 1.
Next, we prove that the lemma holds true for 0 < s < 1 with s = 12 .
Consider first v ∈ C∞0 (R+). Applying Lemma 2.2 and the relation (v(x) + v(y))2 
2(v2(x) + v2(y)), we deduce∫
R
∫
R
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy
=
∞∫
0
∞∫
0
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy +
∞∫
0
0∫
−∞
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy
+
0∫
−∞
∞∫
0
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy +
0∫
−∞
0∫
−∞
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy
=
∞∫ ∞∫ |v(x) − v(y)|2
|x − y|1+2s dx dy +
∞∫ 0∫ |v(−x) + v(y)|2
|x − y|1+2s dx dy
0 0 0 −∞
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0∫
−∞
∞∫
0
|v(x) + v(−y)|2
|x − y|1+2s dx dy +
0∫
−∞
0∫
−∞
|v(−x) − v(−y)|2
|x − y|1+2s dx dy
= 2
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy + 2
∞∫
0
∞∫
0
|v(x) + v(y)|2
|x + y|1+2s dx dy
 2
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy + 4
∞∫
0
∞∫
0
(v2(x) + v2(y))
|x + y|1+2s dx dy
 2
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy +
4
s
∞∫
0
v2(x)
|x|2s dx dy

(
2 + 8s−1 + 32s−1(2s − 1)−2) ∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy. (2.6)
Note that the intrinsic norm of the fractional Sobolev space Hn+σ (I ), where n = 0,1,2, . . . ,
0 < σ < 1, and I is an open interval of R, is defined as follows, cf. [1]:
∥∥f (x)∥∥2
Hn+σ (I ) =
∥∥f (x)∥∥2
Hn(I)
+
∫
I
∫
I
|f (n)(x) − f (n)(y)|2
|x − y|1+2σ dx dy. (2.7)
Thus, (2.6) and (2.7) imply that v˜ ∈ Hs(R) as v ∈ C∞0 (R+).
By Lemma 2.1, we know that C∞0 (R+) is dense in Hs(R+) if 0 < s <
1
2 and in v ∈ Hs(R+)
if 12 < s < 1 with v(0) = 0. This also leads to v˜ ∈ Hs(R) for v ∈ Hs(R+) with 0 < s < 12 or for
v ∈ Hs(R+) with 12 < s < 1 and v(0) = 0. 
Lemma 2.4. Given s ∈ [0,1]. Assume that v ∈ Hs(R+). Let furthermore
vˆ(x) =
{
v(x), if x  0,
v(−x), if x < 0.
Then vˆ(x) ∈ Hs(R).
Proof. It is obvious that the lemma holds true for s = 0.
For s = 1, we first consider v ∈ C1(R+) ∩ H 1(R+). Thus, we have that u ∈ C0,1loc (R+). In
view of the definition of vˆ, we also have that vˆ ∈ C0,1loc (R). Note that a locally uniformly Lipschitz
continuous function is weakly differentiable, cf. [37], that is vˆ ∈ W 1,1loc (R) and
(vˆ)′(x) = v˜′(x) =
{
v′(x), if x  0,
−v′(−x), if x < 0.
A straightforward calculation shows that
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H 1(R) =
∥∥vˆ(x)∥∥2
L2(R) +
∥∥vˆ′(x)∥∥2
L2(R) = 2
∥∥v(x)∥∥2
L2(R+) + 2
∥∥v′(x)∥∥2
L2(R+)
= 2∥∥v(x)∥∥2
H 1(R+).
Since C1(R+) ∩ H 1(R+) is dense in H 1(R+), the above relation shows that vˆ(x) ∈ Hs(R).
Next, we prove that the lemma holds true for 0 < s < 1. By the definition of vˆ and the relation
|x + y| |x − y| for x, y  0, we can obtain
∫
R
∫
R
|vˆ(x) − vˆ(y)|2
|x − y|1+2s dx dy
=
∞∫
0
∞∫
0
|vˆ(x) − vˆ(y)|2
|x − y|1+2s dx dy +
∞∫
0
0∫
−∞
|vˆ(x) − vˆ(y)|2
|x − y|1+2s dx dy
+
0∫
−∞
∞∫
0
|vˆ(x) − vˆ(y)|2
|x − y|1+2s dx dy +
0∫
−∞
0∫
−∞
|vˆ(x) − vˆ(y)|2
|x − y|1+2s dx dy
=
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy +
∞∫
0
0∫
−∞
|v(−x) − v(y)|2
|x − y|1+2s dx dy
+
0∫
−∞
∞∫
0
|v(x) − v(−y)|2
|x − y|1+2s dx dy +
0∫
−∞
0∫
−∞
|v(−x) − v(−y)|2
|x − y|1+2s dx dy
= 2
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy + 2
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x + y|1+2s dx dy
 4
∞∫
0
∞∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy. (2.8)
In view of the definition of the norm of Hs(R) with 0 < s < 1 given in (2.7), we deduce that
vˆ ∈ Hs(R). This completes the proof. 
Lemma 2.5. Given s ∈ ( 12 , 52 ). Assume that v ∈ Hs(R+) with v(0) = 0. Let furthermore
v˜(x) =
{
v(x), if x  0,
−v(−x), if x < 0.
Then v˜(x) ∈ Hs(R).
Proof. By Lemma 2.3 and the assumption of the lemma, we see that the lemma holds true for
1 < s  1.2
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v˜′(x) = v̂′(x) =
{
v′(x), if x  0,
v′(−x), if x < 0.
Note that if u ∈ Hn(I), n = 1,2, . . . , and σ ∈ [0,1], then u ∈ Hn+σ (I ) iff u(n) ∈ Hσ (I). Set
σ = s −1, we have v′(x) ∈ Hσ (R+), 0 σ  1, it follows from Lemma 2.4 that v˜′(x) = v̂′(x) ∈
Hσ (R), 0 σ  1. By v˜(x) ∈ H 1(R), we therefore get v˜(x) ∈ Hs(R) for 1 s  2.
For 2 s < 52 , we have that v˜′′(x) ∈ L2(R) and
v˜′′(x) = v˜′′(x) =
{
v′′(x), if x  0,
−v′′(−x), if x < 0.
Setting σ = s − 2, we have v′′(x) ∈ Hσ (R+), 0  σ < 12 . Thus it follows from Lemma 2.3
that v˜′′(x) = v˜′′(x) ∈ Hσ (R), 0 σ < 12 . By v˜(x) ∈ H 2(R), we therefore get v˜(x) ∈ Hs(R) for
2 s < 52 . This completes the proof of the lemma. 
Remark 2.2. For s  52 , under the same assumption of Lemma 2.5, one can not deduce v˜ ∈
Hs(R) generally.
In order to obtain v˜ ∈ Hs(R), one has to add additional conditions. For this we let k =
0,1,2, . . . , and for 2k + 12 < s < 2k + 52 we set
Dsk(R+) =
{
v ∈ Hs(R+)
∣∣ v(2k)(0) = v(2k−2)(0) = · · · = v(0) = 0}.
We now have the following lemma.
Lemma 2.6. Assume that v ∈ Dsk(R+), where k = 0,1,2, . . . , and 2k + 12 < s < 2k + 52 . Letfurthermore
v˜(x) =
{
v(x), if x  0,
−v(−x), if x < 0.
Then v˜(x) ∈ Hs(R).
Proof. We prove the lemma by induction. It is obvious that the assertion holds true for k = 0 and
1
2 < s <
5
2 .
Assume that the conclusion holds true for some k ∈ N. To proceed from k to k + 1, pick
s ∈ (2(k + 1) + 12 ,2(k + 1) + 52 ).
Due to v ∈ Dsk+1(R+), it then follows that v(2k+2) ∈ Hσ (R+), where σ = s − 2(k + 1). By
Lemma 2.5, we have v˜(2k+2) ∈ Hσ (R).
By the assumption, we get v˜(x) ∈ Hs−2(R). Thus, we have v˜(2k)(x) is even and
v˜(2k)(x) =
{
v(2k)(x), if x  0,
(2k)v (−x), if x < 0.
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v˜(2k + 1)(x) is odd and
v˜(2k+1)(x) =
{
v(2k+1)(x), if x  0,
−v(2k+1)(−x), if x < 0.
By Lemma 2.4, we may obtain that v˜(x) ∈ H 2k+2(R) and
v˜(2k+2)(x) =
{
v(2k+1)(x), if x  0,
−v(2k+1)(−x), if x < 0.
By the above relations together with v˜(2k+2) ∈ Hσ (R), in view of (2.7), we deduce that v˜(x) ∈
Hs(R). This completes the proof. 
We now consider the case of the finite interval (0, l) with l > 0.
Lemma 2.7.
(a) If s ∈ [0, 12 ], then C∞0 (0, l) is dense in Hs(0, l).
(b) If s ∈ ( 12 ,∞), then C∞0 (0, l) is dense in Hs0 (0, l), where
Hs0 (0, l) =
{
f (x)
∣∣ f (x) ∈ Hs(0, l), f (r)(0) = f (r)(l) = 0, r = 0, . . . , [s − 12 ]−}.
The proof of Lemma 2.7 is given in [56, p. 264].
Lemma 2.8. Let functions f1(x) and f2(x) be given on [a, c] and [c, b], respectively, −∞ <
a < c < b < ∞ and let
f (x) =
{
f1(x), if a  x  c,
f2(x), if c < x  b.
If f1(x) ∈ Hs(a, c) and f1(x) ∈ Hs(c, b), 0 < s < 12 , then f (x) ∈ Hs(a, b).
Proof. In view of Theorem 18.3, [53, p. 337], we know that if 0 < s < 12 , then
Hs(a, b) = I s[L2(a, b)].
By Theorem 13.11 [53, p. 237], we see that if f1(x) ∈ I s[L2(a, c)] and f1(x) ∈ I s[L2(c, b)],
0 < s < 12 , then f (x) ∈ I s[L2(a, b)]. Thus, we deduce that f (x) ∈ Hs(a, b). 
Lemma 2.9. Assume that 12 < s < 1. If f (x) ∈ C∞0 (0, l), then
l∫
0
|f (x)|2
x2s
dx  2
(
1 + 4
(2s − 1)2
) 1∫
0
1∫
0
|f (x) − f (y)|2
|x − y|1+2s dx dy.
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l−x to map (0, l) onto (0,∞) and its
inverse x := lt
t+1 to map (0,∞) onto (0, l). Therefore, if f (x) ∈ C∞0 (0, l), then g(t) = f ( ltt+1 ) ∈
C∞0 (0,∞). By Lemma 2.2, in view of the assumption 12 < s < 1, we obtain
l∫
0
|f (x)|2
x2s
dx = l1−2s
∞∫
0
|g(t)|2
t2s(t + 1)(2−2s) dt  l
1−2s
∞∫
0
|g(t)|2
t2s
dt
 2l1−2s
(
1 + 4
(2s − 1)2
) ∞∫
0
∞∫
0
|g(t) − g(τ)|2
|t − τ |1+2s dt dτ
 2
(
1 + 4
(2s − 1)2
) l∫
0
l∫
0
|f (x) − f (y)|2
|x − y|1+2s
(
1 − x
l
)2s−1(
1 − y
l
)2s−1
dx dy
 2
(
1 + 4
(2s − 1)2
) l∫
0
l∫
0
|f (x) − f (y)|2
|x − y|1+2s dx dy.
This completes the proof of the lemma. 
Lemma 2.10. Given s ∈ [0, 12 ) ∪ ( 12 ,1]. Assume that v ∈ Hs(0, l) if 0  s < 12 or that v ∈
Hs(0, l) if 12 < s  1 with v(0) = v(l) = 0. Let furthermore
v˜(x) =
{
v(x), if x ∈ [0, l),
−v(−x), if x ∈ (−l,0).
Then v˜(x) ∈ Hs(−l, l).
Proof. Following a similar argument as in the proof of Lemma 2.3, we see that the lemma holds
true for s = 0 and s = 1.
For 0 < s < 12 , we can show that the conclusion of the lemma is true by using Lemma 2.8
with f1(x) = v(x) and f2(x) = −v(−x).
Next, we prove that the assertion for 12 < s < 1.
Consider first v ∈ C∞0 (0, l). Applying Lemma 2.9 and following a similar argument as in the
proof of Lemma 2.3, we can obtain
l∫
0
l∫
0
|v˜(x) − v˜(y)|2
|x − y|1+2s dx dy
 2
l∫ l∫ |v(x) − v(y)|2
|x − y|1+2s dx dy + 4
l∫ l∫
(v2(x) + v2(y))
|x + y|1+2s dx dy0 0 0 0
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l∫
0
l∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy +
4
s
l∫
0
v2(x)
|x|2s dx dy

(
2 + 8s−1 + 32s−1(2s − 1)−2) l∫
0
l∫
0
|v(x) − v(y)|2
|x − y|1+2s dx dy. (2.9)
Thus, the above inequality and (2.7) imply that v˜ ∈ Hs(−l, l) as v ∈ C∞0 (0, l).
By Lemma 2.7(b), we know that C∞0 (0, l) is dense in Hs(0, l) as 12 < s < 1 with v(0) = 0.
This leads to v˜ ∈ Hs(−l, l) if v ∈ Hs(0, l) as 12 < s < 1 with v(0) = 0 and completes the proof
of the lemma. 
Arguing as in the proof of Lemma 2.4, we obtain
Lemma 2.11. Given s ∈ [0,1], assume that v ∈ Hs(0, l). Let furthermore
vˆ(x) =
{
v(x), if x ∈ [0, l),
v(−x), if x ∈ (−l,0).
Then vˆ(x) ∈ Hs(−l, l).
Applying Lemmas 2.10, 2.11, we get the following analogue of Lemma 2.5 on the interval
(0, l).
Lemma 2.12. Given s ∈ ( 12 , 52 ). Assume that v ∈ Hs(0, l) with v(0) = 0. Let furthermore
v˜(x) =
{
v(x), if x ∈ [0, l),
−v(−x), if x ∈ (−l,0).
Then v˜(x) ∈ Hs(−l, l).
Remark 2.3. For s  52 , under the same assumption of Lemma 2.12, one can not deduce v˜ ∈
Hs(−l, l) generally.
In order to obtain v˜ ∈ Hs(−l, l), one has to add additional conditions. For this pick k =
0,1,2, . . . . For 2k + 12 < s < 2k + 52 we set
Dsk
(
(0, l)
)= {v ∈ Hs(0, l) ∣∣ v(2k)(0) = v(2k)(l) = v(2k−2)(0) = v(2k−2)(l) = · · · = v(0)
= v(l) = 0}.
Applying an induction argument and following the lines of the proof of Lemma 2.6, we can get
Lemma 2.13. Assume that v ∈ Dsk(0, l), where k = 0,1,2, . . . , and 2k + 12 < s < 2k + 52 . Letfurthermore
v˜(x) =
{
v(x), if x  0,
−v(−x), if x < 0.
492 J. Escher, Z. Yin / Journal of Functional Analysis 256 (2009) 479–508Then v˜(x) belongs to
Dsk(−l, l) =
{
v ∈ Hs(−l, l) ∣∣ v(2k)(−l) = v(2k)(l) = v(2k−2)(−l) = v(2k−2)(l) = · · · = v(−l)
= v(l) = 0}.
3. The rod equation and Camassa–Holm equation
In this section, we investigate initial boundary value problems of the rod equation on the
half-line and on a finite interval. As a special case of the rod equation, our results improve
considerably the recent results in [32,49,61] on the Camassa–Holm equation on the half-line
and on the finite interval.
3.1. The case of the half-line
Let us now consider the following initial boundary value problem of Eq. (1.1) on the half-line:{
ut − utxx + 3uux = γ (2uxuxx + uuxxx), t > 0, x ∈ R+,
u(0, x) = u0(x), x ∈ R+,
u(t,0) = 0, t  0.
(3.1)
Here γ is an arbitrary real constant. In the case γ = 1, Eq. (3.1) becomes the Camassa–Holm
equation. We first present the following local well-posedness result for Eq. (3.1).
Theorem 3.1. Assume that u0 ∈ Hs(R+)∩H 10 (R+) with 32 < s < 52 . Then there exists a maximal
T = T (u0) > 0 and a unique solution u(t, x) to Eq. (3.1) such that u = u(·, u0) belongs to
C
([0, T );Hs(R+) ∩ H 10 (R+))∩ C1([0, T );Hs−1(R+) ∩ H 10 (R+)). (3.2)
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·, u0) :
Hs(R+) ∩ H 10 (R+) → C([0, T );Hs(R+) ∩ H 10 (R+)) ∩ C1([0, T );Hs−1(R+) ∩ H 10 (R+)) is
continuous. Furthermore, the maximal T is independent of s in the following sense: if the solution
u = u(·, u0) to Eq. (3.1) satisfies (3.2) and if u0 ∈ Hs′(R+)∩H 10 (R+) with 32 < s  s′ < 52 , then
u ∈ C([0, T );Hs′(R+) ∩ H 10 (R+))∩ C1([0, T );Hs′−1(R+) ∩ H 10 (R+))
with the same T .
Proof. We first convert the initial boundary value problem of Eq. (3.1) into the Cauchy problem
of the rod equation on the line. In order to do so, we extend the initial data u0(x) defined on the
half-line into an odd function defined on the line:
u˜0(x) =
{
u0(x), x  0,
−u0(−x), x < 0. (3.3)
Note that u0(x) ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 . The relation (3.3) and Lemma 2.5 show
that u˜0(x) ∈ Hs(R) with 3 < s < 5 is an odd function.2 2
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u˜t − u˜txx + 3u˜u˜x = γ (2u˜x u˜xx + u˜u˜xxx), t > 0, x ∈ R,
u˜(0, x) = u˜0(x) (odd), x ∈ R. (3.4)
Note that if p(x) := 12e−|x|, x ∈ R, then (1 − ∂2x )−1f = p ∗ f for all f ∈ L2(R) and p ∗ (u˜ −
u˜xx) = u˜. Using this identity, we can rewrite Eq. (3.4) as a quasi-linear hyperbolic evolution
equation of the following type:⎧⎨⎩ u˜t + γ u˜u˜x + ∂xp ∗
(
3 − γ
2
u˜2 + γ
2
u˜2x
)
= 0, t > 0, x ∈ R,
u˜(0, x) = u˜0(x) (odd), x ∈ R.
(3.5)
Applying the previous local well-posedness result of the Cauchy problem for the rod equation
on the line [18], we conclude that there exists a maximal T = T (u˜0) > 0, and a unique solution
u˜(t, x) to Eq. (3.5) such that
u˜ = u˜(·, u˜0) ∈ C
([0, T );Hs(R))∩ C1([0, T );Hs−1(R)).
Moreover, the solution depends continuously on the initial data, i.e. the mapping u˜0 → u˜(·, u˜0) :
Hs(R) → C([0, T );Hs(R)) ∩ C1([0, T );Hs−1(R)) is continuous. Furthermore, the maximal
T is independent of s in the following sense: if the solution u˜ = u˜(·, u˜0) to Eq. (3.5) in
C([0, T );Hs(R)) ∩ C1([0, T );Hs−1(R)) and if u˜0 ∈ Hs′(R) with 32 < s  s′ < 52 , then u˜ ∈
C([0, T );Hs′(R)) ∩ C1([0, T );Hs′−1(R)) with the same T .
In addition, if u˜(t, x) is a solution to Eq. (3.5), then it is not difficult to check that the function
u˜1(t, x) := −u˜(t,−x), (t, x) ∈ [0, T ) × R is also a solution of Eq. (3.5) in C([0, T );Hs(R)) ∩
C1([0, T );Hs−1(R)) with the same initial data u˜0. By uniqueness we conclude that u˜1 ≡ u˜. Thus
u˜(t, x) is odd for any t ∈ [0, T ). In particular, we have u˜(t,0) ≡ 0 for all t ∈ [0, T ).
Set u(t, x) = u˜(t, x) for all (t, x) ∈ [0, T ) × R+. Then we see that u(t, x) ∈ C([0, T );
Hs(R+)∩H 10 (R+)) ∩C1([0, T );Hs−1(R+)∩ H 10 (R+)) is a solution to Eq. (3.1). On the other
hand, if v(t, x) is also a solution to Eq. (3.1) with the same initial data u0(x), then
v˜(t, x) =
{
v(t, x), x  0,
−v(t,−x), x < 0, (3.6)
is the unique solution in (3.2) to Eq. (3.5) with the initial data u˜0(x). By the uniqueness, we
conclude that u(t, x) = v(t, x) is the unique solution to Eq. (3.1) with the initial data u0(x).
Obviously, the continuity of u˜0 → u˜(·, u˜0) implies that of u0 → u(·, u0) as well. 
Remark 3.1. Assume that u0 ∈ Hs(R+)∩H 10 (R+) with s  52 . Thus, given r ∈ ( 32 , 52 ), it follows
from Theorem 3.1 that there exists a maximal T = T (u0) > 0 and a unique solution u(t, x) to
Eq. (3.1) in the class
C
([0, T );Hr(R+) ∩ H 10 (R+))∩ C1([0, T );Hr−1(R+) ∩ H 10 (R+)).
However, the arguments of the proof of Theorem 3.1 cannot be used to conclude that
u ∈ C([0, T );Hs(R+) ∩ H 10 (R+))∩ C1([0, T );Hs−1(R+) ∩ H 10 (R+)).
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problem: ⎧⎨⎩
ut − utxx + 3uux = γ (2uxuxx + uuxxx), t > 0, x ∈ R+,
u(0, x) = u0(x), x ∈ R+,
u(2k)(t,0) = u(2k−2)(t,0) = · · · = u(t,0) = 0, t  0.
(3.7)
We next present the following local well-posedness result.
Theorem 3.2. Assume that u0 ∈ Dsk(R+), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then
there exists a maximal T = T (u0) > 0, and a unique solution u(t, x) to Eq. (3.7) such that
u = u(·, u0) ∈ C([0, T );Dsk(R+))∩C1([0, T );Ds−1k (R+)). Moreover, the solution depends con-
tinuously on the initial data, i.e. the mapping u0 → u(·, u0) : Dsk(R) → C([0, T );Dsk(R+)) ∩
C1([0, T );Ds−1k (R+)) is continuous. Furthermore, the maximal T is independent of s in thefollowing sense. If the solution
u = u(·, u0) ∈ C
([0, T );Dsk(R+))∩ C1([0, T );Ds−1k (R+))
is the solution to (3.7) and if u0 ∈ Ds′k (R+) with 2k + 12 < s  s′ < 2k + 52 , then u ∈
C([0, T );Ds′k (R+)) ∩ C1([0, T );Ds
′−1
k (R+)) with the same T .
Proof. Following a similar argument as in Theorem 3.1, we first extend the initial data u0(x) de-
fined on the half-line into an odd function u˜0(x) defined in (3.3) on the line. Since u0 ∈ Dsk(R+),
Lemma 2.6 implies that u˜0(x) ∈ Hs(R) is an odd function. The conclusions follow now as in
Theorem 3.1. 
Remark 3.2. From Lemmas 2.5, 2.6 and Theorems 3.1, 3.2, we see that s = 2k + 12 , where
k = 1,2, . . . , are the critical points for the problem (3.7). Moreover, for γ = 1, Theorems 3.1,
3.2 improve considerably the well-posedness results in [33,49].
We now present a precise blow-up scenario of strong solutions to Eq. (3.1).
Theorem 3.3. Given u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 , blow up of the solution u =
u(·, u0) to Eq. (3.1) in finite time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈R+
[
γ ux(t, x)
]}= −∞.
Proof. As before, we first extend the initial data u0(x) defined on the half-line into an odd func-
tion u˜0(x) defined in (3.3) on the line. By Theorem 3.1, we can obtain the odd solution u˜(t, x)
which is the corresponding strong solution to Eq. (3.5) with the initial data u˜0(x). Moreover,
u(t, x) = u˜(t, x) confined on [0, T ) × R+ is the unique strong solution to Eq. (3.1) with the
initial data u0(x).
For the rod equation on the line [18], we know that blow up of the solution u˜ = u˜(·, u˜0) to
Eq. (3.1) in finite time T < +∞ occurs if and only if
lim inf
{
inf
[
γ u˜x(t, x)
]}= −∞.
t↑T x∈R
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lim inf
t↑T
{
inf
x∈R
[
γ u˜x(t, x)
]}= lim inf
t↑T
{
inf
x∈R+
[
γ ux(t, x)
]}
. (3.8)
The above two relations imply the desired result of the theorem. 
Next, we present two blow-up results and one global existence result for Eq. (3.1).
Theorem 3.4. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 . Assume that there exists x0 ∈ R+
such that [u′0(x0)]2 > 3+|γ |2|γ | ‖u0‖2H 1(R+) if γ < 0 or [u′0(x0)]2 >
3+γ
γ
‖u0‖2H 1(R+) if γ > 0. Then
the corresponding solution to Eq. (3.1) blows up in finite time.
Proof. Again, we may extend the initial data u0(x) defined on the half-line into an odd function
u˜0(x) defined in (3.3) on the line. By Theorem 3.1, we obtain the odd solution u˜(t, x) which is the
corresponding strong solution to Eq. (3.5) with the initial data u˜0(x). Moreover, u(t, x) = u˜(t, x)
confined on [0, T ) × R+ is the unique strong solution to Eq. (3.1) with the initial data u0(x).
For the rod equation on the line, we know that if there exists x1 ∈ R such that [u˜′0(x1)]2 >
3+|γ |
2|γ | ‖u˜0‖2H 1(R+) as γ < 0 or [u˜′0(x1)]2 >
3+γ
γ
‖u˜0‖2H 1(R+) as γ > 0, then the corresponding
solution to Eq. (3.5) blows up in finite time, see [18].
Since u˜(t, ·) is odd, in view of Theorem 3.3 and (3.8), it follows that there exists x0 ∈ R+
such that
[
u˜′0(x0)
]2 = [u′0(x0)]2 > 3 + |γ ||γ | ‖u0‖2H 1(R+) = 3 + |γ |2|γ | ‖u˜0‖2H 1(R+) if γ < 0,
or
[
u˜′0(x1)
]2 = [u′0(x0)]2 > 3 + γ2γ ‖u0‖2H 1(R+) = 3 + γγ ‖u˜0‖2H 1(R+) if γ > 0.
Thus the corresponding solution u(t, x) to Eq. (3.1) blows up in finite time. 
Theorem 3.5. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 . If γ = 3 and u0 ≡ 0, then the
corresponding solution to Eq. (3.1) blows up in finite time.
Proof. Let u˜0(x) be defined in (3.3). Then the assumption of the theorem ensure u˜0(x) ≡ 0.
For the rod equation on the line, we know that if γ = 3 and u˜0(x) ≡ 0, then the corresponding
solution u˜(t, x) to Eq. (3.5) blows up in finite time, see [18].
Since u˜(t, ·) is odd, in view of Theorem 3.3 and (3.8), it follows that the corresponding solu-
tion u(t, x) to Eq. (3.1) blows up in finite time. 
Theorem 3.6. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 . If γ = 0, then the corresponding
solution to Eq. (3.1) exists globally in time.
Proof. Let u˜0(x) be defined in (3.3). In the case of the rod equation on the line, we know that if
γ = 0, then the corresponding solution u˜(t, x) to Eq. (3.5) exists globally in time, see [18]. Thus,
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the initial data u0(x). 
Note that if γ = 1, then the rod equation becomes the Camassa–Holm equation. In view of
Lemma 2.5 and of [32, Theorems 2.4–2.6], we obtain the following blow-up results and global
existence results for the Camassa–Holm equation, which improve earlier results.
Theorem 3.7. Assume that u0 ∈ Hs(R+)∩H 10 (R+) with 32 < s < 52 and that there exists x0 ∈ R+
such that u′0(x0) < −‖u0‖H 1(R+). Then the corresponding solution to Eq. (3.1) with γ = 1 blows
up in finite time.
Theorem 3.8. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 and y0(x) := u0(x) − u0,xx(x). As-
sume that y0(x) ≡ 0 and y0(x) 0 for all x ∈ R+. Then the corresponding solution to Eq. (3.1)
with γ = 1 blows up in finite time.
Theorem 3.9. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 and y0(x) := u0(x) − u0,xx(x).
Assume that y0(x) 0 for all x ∈ R+. Then the corresponding solution to Eq. (3.1) with γ = 1
exists globally in time.
Remark 3.3. Let u0 ∈ Dsk(R+), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then Theo-
rems 3.3–3.9 hold true for the corresponding solution u(t, x) to Eq. (3.7).
3.2. The case of the interval (0, 12 )
In this subsection, we study initial boundary value problems of the rod equation on the interval
(0, 12 ). More precisely, let us consider the following problem:⎧⎪⎨⎪⎩
ut − utxx + 3uux = γ (2uxuxx + uuxxx), t > 0, x ∈
(
0, 12
)
,
u(0, x) = u0(x), x ∈
(
0, 12
)
,
u(t,0) = u(t, 12)= 0, t  0.
(3.9)
We first present the local well-posedness result for Eq. (3.9).
Theorem 3.10. Assume that u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 . Then there exists a max-
imal T = T (u0) > 0, and a unique solution u(t, x) to Eq. (3.9) such that u = u(·, u0) belongs
to
C
([0, T );Hs(0, 12)∩ H 10 (0, 12))∩ C1([0, T );Hs−1(0, 12)∩ H 10 (0, 12)). (3.10)
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·, u0) :
Hs(0, 12 )∩H 10 (0, 12 ) → C([0, T );Hs(0, 12 )∩H 10 (0, 12 ))∩C1([0, T );Hs−1(0, 12 )∩H 10 (0, 12 )) is
continuous. Furthermore, the maximal T is independent of s in the following sense: if the solution
u = u(·, u0) to Eq. (3.9) satisfies (3.10) and if u0 ∈ Hs′(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s  s′ < 52 ,
then
u ∈ C([0, T );Hs′(0, 12)∩ H 10 (0, 12))∩ C1([0, T );Hs′−1(0, 12)∩ H 10 (0, 12))
with the same T .
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(0, 12 ) into the Cauchy problem of the periodic rod equation with period 1. In order to do so, we
extend the initial data u0(x) defined on the interval (0, 12 ) into a periodic odd function defined on
the line:
u˜0(x) =
{
u0(x), x ∈ [n, 12 + n], n ∈ Z,
−u0(−x), x ∈ [n − 12 , n], n ∈ Z.
(3.11)
Note that u0(x) ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 . Then we have
lim
x→ 12
−
du˜0(x)
dx
= lim
x→ 12
−
u˜0(x) − u˜0( 12 )
x − 12
= lim
x→ 12
−
u0(x)
x − 12
= lim
x→(− 12 )+
−u0(−x)
x + 12
= lim
x→(− 12 )+
u˜0(x) − u˜0(− 12 )
x − (− 12 )
= lim
x→(− 12 )+
du˜0(x)
dx
= lim
x→ 12
+
du˜0(x)
dx
.
Combining the above relation with (3.11) and Lemma 2.12 with l = 12 , we have that u˜0(x) ∈
Hs(− 12 , 12 ) ∩ H 10 (− 12 , 12 ) with 32 < s < 52 is a periodic odd function.
Thus, we may convert the rod equation on the interval (0, 12 ) into the following periodic
problem: ⎧⎪⎪⎨⎪⎪⎩
u˜t − u˜txx + 3u˜u˜x = γ (2u˜x u˜xx + u˜u˜xxx), t > 0, x ∈ R,
u˜(0, x) = u˜0(x) (odd), x ∈ R,
u˜0(0) = u˜0
( 1
2
)= 0,
u˜(t, x) = u˜0(t, x + 1), t  0, x ∈ R.
(3.12)
Applying the local well-posedness result of the periodic rod equation [62], we have that there
exists a maximal T = T (u˜0) > 0 and a unique solution u˜(t, x) to Eq. (3.12) such that u˜ = u˜(·, u˜0)
belongs to
C
([0, T );Hs(0,1) ∩ H 10 (0,1))∩ C1([0, T );Hs−1(0,1) ∩ H 10 (0,1)). (3.13)
Moreover, the solution depends continuously on the initial data, i.e. the mapping u˜0 → u˜(·, u˜0) :
Hs(0,1) ∩ H 10 (0,1) → C([0, T );Hs(0,1) ∩ H 10 (0,1)) ∩ C1([0, T );Hs−1(0,1) ∩ H 10 (0,1)) is
continuous. Furthermore, the maximal T is independent of s in the following sense: if the solu-
tion u˜ = u˜(·, u˜0) to Eq. (3.4) satisfies (3.5) and if u˜0 ∈ Hs′(0,1)∩H 10 (0,1) with 32 < s  s′ < 52 ,
then u˜ belongs to
C
([0, T );Hs′(0,1) ∩ H 10 (0,1))∩ C1([0, T );Hs′−1(0,1) ∩ H 10 (0,1))
with the same T .
Note that if u˜(t, x) is a solution to Eq. (3.12), then one can check that the function v(t, x) :=
−u˜(t,−x), (t, x) ∈ [0, T ) × R is also a solution of Eq. (3.12) satisfying (3.13) with the initial
data u˜0. By uniqueness we conclude that v ≡ u˜ and u˜(t, ·) is odd for any t ∈ [0, T ). Therefore,
we have u˜(t,0) ≡ 0 for all t ∈ [0, T ).
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Hs(0, 12 ) ∩ H 10 (0, 12 )) ∩ C1([0, T );Hs−1(0, 12 ) ∩ H 10 (0, 12 )) is a solution to Eq. (3.9). On the
other hand, if v(t, x) is a solution to Eq. (3.9) with the initial data u0(x), then
v˜(t, x) =
{
v(t, x), x ∈ [n, 12 + n], n ∈ Z,
−v(t,−x), x ∈ [n − 12 , n], n ∈ Z,
(3.14)
is the unique solution to Eq. (3.12) with the initial data u˜0(x) satisfying (3.13). By the uniqueness
of u˜(t, x), we conclude that u(t, x) = v(t, x) is the unique solution to Eq. (3.9) with the initial
data u0(x). Moreover, the solution u(t, x) depends continuously on the initial data u0(x) and the
maximal T is independent of s. This completes the proof of the theorem. 
As in the case on the line, our method of proof is not suitable to study more regular solution
in the class
C
([0, T );Hs(0, 12)∩ H 10 (0, 12))∩ C1([0, T );H 10 (0, 12)) with s > 52 .
But, we may consider the following initial boundary value problem:⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut − utxx + 3uux = γ (2uxuxx + uuxxx), t > 0, x ∈
[
0, 12
]
,
u(0, x) = u0(x), x ∈
[
0, 12
]
,
u(2k)(t,0) = u(2k−2)(t,0) = · · · = u(t,0) = 0, t  0,
u(2k)
(
t, 12
)= u(2k−2)(t, 12)= · · · = u(t, 12)= 0, t  0.
(3.15)
Then we have the following local well-posedness result.
Theorem 3.11. Assume that u0 ∈ Dsk(0, 12 ), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then
there exists a maximal T = T (u0) > 0, and a unique solution u(t, x) to Eq. (3.15) such that
u = u(·, u0) ∈ C([0, T );Dsk(0, 12 )) ∩ C1([0, T );Ds−1k (0, 12 )). Moreover, the solution depends
continuously on the initial data, i.e. the mapping
u0 → u(·, u0) : Dsk
(
0, 12
)→ C([0, T );Dsk(0, 12))∩ C1([0, T );Ds−1k (0, 12))
is continuous. Furthermore, the maximal T is independent of s in the following sense. If the
solution
u = u(·, u0) ∈ C
([0, T );Dsk(0, 12))∩ C1([0, T );Ds−1k (0, 12))
is the solution to Eq. (3.15) and if u0 ∈ Ds′k (0, 12 ) with 2k + 12 < s  s′ < 2k + 52 , then u ∈
C([0, T );Ds′k (0, 12 )) ∩ C1([0, T );Ds
′−1
k (0,
1
2 )) with the same T .
Proof. Following a similar argument of as in the proof of Theorem 3.10, we first extend the
initial data u0(x) defined on the interval (0, 12 ) into an periodic odd function u˜0(x) defined in
(3.11) on the line. Since u0 ∈ Dsk(0, 12 ), Lemma 2.13 and (3.11) show that u˜0(x) ∈ Ds(0,1) is a
periodic odd function. Thus the result follows from Theorem 3.10. 
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the well-posedness results of the Camassa–Holm equation in [32,43].
Next, we present a precise blow-up scenario of strong solutions to Eq. (3.9).
Theorem 3.12. Given u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 , blow up of the solution u =
u(·, u0) to Eq. (3.9) in finite time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈[0, 12 ]
[
γ ux(t, x)
]}= −∞.
Proof. As before, we first extend the initial data u0(x) defined on the interval [0, 12 ] into an
periodic odd function u˜0(x) defined in (3.11) on the line. By Theorem 3.10, we obtain the odd
function u˜(t, x) which is the corresponding strong solution to Eq. (3.12) with the initial data
u˜0(x). Moreover, u(t, x) = u˜(t, x) confined on [0, T ) × [0, 12 ] is the unique strong solution to
Eq. (3.9) with the initial data u0(x).
For the periodic rod equation [62], blow up of the solution u˜ = u˜(·, u˜0) to Eq. (3.12) in finite
time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈[0,1]
[
γ u˜x(t, x)
]}= −∞.
Since u˜(t, ·) is odd, it follows that u˜x(t, ·) is even. Thus, we have that
lim inf
t↑T
{
inf
x∈[0,1]
[
γ u˜x(t, x)
]}= lim inf
t↑T
{
inf
x∈[0, 12 ]
[
γ ux(t, x)
]}
. (3.16)
The above two relation imply the desired result. 
Next, we present a global existence result and two blow-up results for Eq. (3.9).
Theorem 3.13. Let u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 . If γ = 0, then the corresponding
solution to Eq. (3.9) exists globally in time.
Proof. Let u˜0(x) be defined in (3.11). For the rod equation on the line, we know that if γ = 0,
then the corresponding solution u˜(t, x) to Eq. (3.12) exists globally in time, see [63]. Thus,
u(t, x) = u˜(t, x) confined on [0, T )×[0, 12 ] is the unique global strong solution to Eq. (3.9) with
the initial data u0(x). 
Theorem 3.14. Let u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 be given and u0(x) ≡ 0. If γ ∈
(−∞,− 3 cosh( 12 )
2−cosh( 12 )
) ∪ (0,∞), or if γ ∈ [− 3 cosh( 12 )
2−cosh( 12 )
,0) and
γ u
′
0(0) < −
(
γ (γ − 3) cosh( 12 ) − 2γ 2
2 sinh( 12 )
) 1
2 ‖u0‖H 1(0, 12 ),
then the corresponding strong solution to Eq. (3.9) blows up in finite time.
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odd function u˜0(x) defined in (3.11) on the line. By Theorem 3.10, we obtain the periodic odd
function u˜(t, x) which is the corresponding strong solution to Eq. (3.12) with the initial data
u˜0(x). Moreover, u(t, x) = u˜(t, x) confined on [0, T ) × [0, 12 ] is the unique strong solution to
Eq. (3.9) with the initial data u0(x).
For the periodic rod equation, see [62, Theorem 3.4], we know that if u˜0(x) is odd and
u˜0(x) ≡ 0 and if γ ∈ (−∞,− 3 cosh(
1
2 )
2−cosh( 12 )
) ∪ (0,∞), or if γ ∈ [− 3 cosh( 12 )
2−cosh( 12 )
,0) and γ u˜′0(0) <
−( γ (γ−3) cosh( 12 )−2γ 2
4 sinh( 12 )
)
1
2 ‖u˜0‖H 1(0,1), then the corresponding strong solution to Eq. (3.12) blows
up in finite time.
Note that u˜(t, ·) is odd and
γ u˜
′
0(0) = γ u
′
0(0) < −
(
γ (γ − 3) cosh( 12 ) − 2γ 2
2 sinh( 12 )
) 1
2 ‖u0‖H 1(0, 12 )
= −
(
γ (γ − 3) cosh( 12 ) − 2γ 2
4 sinh( 12 )
) 1
2 ‖u˜0‖H 1(0,1).
By the assumptions of the theorem and Theorem 3.11, we deduce that u(t, x) = u˜(t, x) confined
on [0, T ) × [0, 12 ] to Eq. (3.9) blows up in finite time. 
As a generalization of Theorem 3.14, we have the following result.
Theorem 3.15. Assume that u0 ∈ Dsk(0, 12 ), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 ,
and u0 ≡ 0. If γ ∈ (−∞,− 3 cosh(
1
2 )
2−cosh( 12 )
) ∪ (0,∞), or if γ ∈ [− 3 cosh( 12 )
2−cosh( 12 )
,0) and γ u′0(0) <
−( γ (γ−3) cosh( 12 )−2γ 2
2 sinh( 12 )
)
1
2 ‖u0‖H 1(0, 12 ), then the corresponding solution to Eq. (3.15) blows up in
finite time.
Remark 3.5. For s = 4 and k = 1, Theorem 3.15 with γ = 1 covers and improves considerably
the blow-up results of the Camassa–Holm equation in [32,43].
4. The b-equation and the Degasperis–Procesi equation
In this section, we use the same method in Sections 2, 3 to deal with initial boundary value
problems of the b-equation on the half-line (0,∞) and on the interval (0, 12 ). As a special case
of the b-equation, our results improve considerably the recent results in [32] on the Degasperis–
Procesi equation on the half-line and on the finite interval.
4.1. The case of the half-line
Consider the following initial boundary value problem of the b-equation on the half-line:⎧⎨⎩ut − α
2utxx + (b + 1)uux = α2(buxuxx + uuxxx), t > 0, x ∈ R+,
u(0, x) = u0(x), x ∈ R+, (4.1)
u(t,0) = 0, t  0.
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becomes the Camassa–Holm equation and the Degasperis–Procesi equation.
We first present the local well-posedness result for Eq. (4.1).
Theorem 4.1. Assume that u0 ∈ Hs(R+)∩H 10 (R+) with 32 < s < 52 . Then there exists a maximal
T = T (u0) > 0 and a unique solution u(t, x) to Eq. (4.1) such that u = u(·, u0) belongs to
C
([0, T );Hs(R+) ∩ H 10 (R+))∩ C1([0, T );Hs−1(R+) ∩ H 10 (R+)). (4.2)
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·, u0) :
Hs(R+) ∩ H 10 (R+) → C([0, T );Hs(R+) ∩ H 10 (R+)) ∩ C1([0, T );Hs−1(R+) ∩ H 10 (R+)) is
continuous. Furthermore, the maximal T is independent of s in the following sense: if the solution
u = u(·, u0) to Eq. (4.1) satisfies (4.2) and if u0 ∈ Hs′(R+)∩H 10 (R+) with 32 < s  s′ < 52 , then
u ∈ C([0, T );Hs′(R+) ∩ H 10 (R+))∩ C1([0, T );Hs′−1(R+) ∩ H 10 (R+))
with the same T .
Proof. The outline of the proof of Theorem 4.1 is the same as that of Theorem 3.1. We first
extend the initial data u0(x) defined on the half-line into an odd function u˜0(x) defined in (3.3)
on the line. Then, we know that u˜0(x) ∈ Hs(R) is an odd function by using Lemma 2.5 and (3.3).
Note that if the strong solution to Eq. (4.1) is odd initially, then it will be odd as long as it
exists. We thus can convert Eq. (4.1) into the b-equation on the whole line.{
u˜t − α2u˜txx + (b + 1)u˜u˜x = α2(bu˜xu˜xx + u˜u˜xxx), t > 0, x ∈ R,
u˜(0, x) = u˜0(x) (odd), x ∈ R. (4.3)
Applying the previous local well-posedness result of the Cauchy problem for Eq. (4.3) in [33]
and following the similar proof in Theorem 3.1, we finally obtain local well-posedness result of
the Cauchy problem for (4.1). 
Odd solutions of higher regularity satisfy the following initial boundary value problem:⎧⎨⎩ut − α
2utxx + (b + 1)uux = α2(buxuxx + uuxxx), t > 0, x ∈ R+,
u(0, x) = u0(x), x ∈ R+,
u(2k)(t,0) = u(2k−2)(t,0) = · · · = u(t,0) = 0, t  0.
(4.4)
Similar to Theorem 3.2, we have the following result.
Theorem 4.2. Assume that u0 ∈ Dsk(R+), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then
there exists a maximal T = T (u0) > 0 and a unique solution u(t, x) to Eq. (4.4) such that
u = u(·, u0) ∈ C([0, T );Dsk(R+))∩C1([0, T );Ds−1k (R+)). Moreover, the solution depends con-
tinuously on the initial data, i.e. the mapping u0 → u(·, u0) : Dsk(R) → C([0, T );Dsk(R+)) ∩
C1([0, T );Ds−1k (R+)) is continuous. Furthermore, the maximal T is independent of s in thefollowing sense: if the solution
u = u(·, u0) ∈ C
([0, T );Ds(R+))∩ C1([0, T );Ds−1(R+))k k
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C([0, T );Ds′k (R+)) ∩ C1([0, T );Ds
′−1
k (R+)) with the same T .
Remark 4.1. From Lemmas 2.5, 2.6 and Theorems 4.1, 4.2, we see that s = 2k + 12 , where
k = 1,2, . . . , are the critical values for the problem (4.4). If b = 3 and α = 1, then Theorems 4.1,
4.2 improve considerably the well-posedness result of the Degasperis–Procesi equation obtained
in [31].
We now present a precise blow-up scenario of strong solutions to Eq. (4.1).
Theorem 4.3. Given u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 , blow up of the solution u =
u(·, u0) to Eq. (4.1) in finite time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈R+
[
(2b − 1)ux(t, x)
]}= −∞.
Proof. As we did before, we first extend the initial data u0(x) defined on the half-line into
an odd function u˜0(x) defined in (3.3) on the line. By Theorem 4.1, we can obtain the odd
solution u˜(t, x) which is the corresponding strong solution to Eq. (4.3) with the initial data u˜0(x).
Moreover, u(t, x) = u˜(t, x) confined on [0, T ) × R+ is the unique strong solution to Eq. (4.1)
with the initial data u0(x).
For the b-equation on the line, see [33, Theorem 3.2], we know that blow up of the solution
u˜ = u˜(·, u˜0) to Eq. (4.3) in finite time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈R
[
(2b − 1)u˜x(t, x)
]}= −∞.
Since u˜(t, ·) is odd, then it follows that u˜x(t, ·) is even. Thus, we have that
lim inf
t↑T
{
inf
x∈R
[
(2b − 1)u˜x(t, x)
]}= lim inf
t↑T
{
inf
x∈R+
[
(2b − 1)ux(t, x)
]}
. (4.5)
The above two relations imply the desired result of the theorem. 
Next, we present two blow-up results and two global existence results for Eq. (4.1).
Theorem 4.4. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 be given and b  3. If u0 ≡ 0 such
that y0(x) = u0(x) − α2u0,xx(x) 0 for all x  0, then the corresponding solution to Eq. (4.1)
blows up in finite time. Moreover, the maximal existence time of the corresponding solution is
strictly less than − 1
u0,x (0) .
Proof. Let us extend u0(x) into an odd function u˜0(x) defined in (3.3). Then the assumption
of the theorem ensures that u˜0(x) ≡ 0. By Theorem 4.1, we obtain the odd solution u˜(t, x) to
Eq. (4.3) with the initial data u˜0(x). Moreover, u(t, x) = u˜(t, x) confined on [0, T ) × R+ is the
unique strong solution to Eq. (4.1) with the initial data u0(x).
Assume now that u˜0 ≡ 0 is odd and satisfies{
y˜0(x) = u˜0(x) − α2u˜0,xx(x) 0 for x  0,
2y˜0(x) = u˜0(x) − α u˜0,xx(x) 0 for x  0.
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b  3. Moreover, the maximal existence time of the corresponding solution is strictly less than
− 1
u˜0,x (0) , cf. [33].
Since u˜0(x) and y˜0(x) are odd, it follows from the assumption of the theorem that the solution
u˜(t, x) to Eq. (4.3) blows up in finite time. Moreover, the maximal existence time is strictly less
than − 1
u˜0,x (0) . By Theorem 4.3 and (4.5), we obtain the desired results of the theorem. 
Theorem 4.5. Let u0 ∈ Hs(R+)∩H 10 (R+) with 32 < s < 52 be given and 1 < b 3. If u0(x) ≡ 0
and u0,x(0) 0, then the corresponding solution to Eq. (4.1) blows up in finite time. Moreover,
if u0,x(0) < 0, then the maximal existence time of the corresponding solution is strictly less than
− 2
(b−1)u0,x (0) .
Proof. Let u˜0(x) be defined in (3.3). Then the assumption of the theorem ensures that u˜0(x) ≡ 0.
For the b-equation on the line, we know that if 1 < b  3, u˜0(x) ≡ 0 is odd and u˜0,x(0) 0,
it is known that the corresponding solution to the b-equation on the line blows up in finite
time. Moreover, if u˜0,x(0) < 0, then the maximal existence time of the corresponding solution is
strictly less than − 2
(b−1)u˜0,x (0) , see [33, Theorem].
Since u˜(t, ·) is odd, in view of Theorems 4.3 and (4.5), it follows that the conclusion of the
theorem holds true. 
By applying Lemma 2.6 and two global existence results of the b-equation on the line, see
[33, Theorems 4.3 and 4.4], and following a similar argument as in the proof of Theorem 3.6, we
obtain the following results.
Theorem 4.6. Let u0 ∈ Dsk(R+) ∩ W 3,−
1
b (R+), where k = 2, . . . , and 2k + 12 < s < 2k + 52
be given and b = − 12n , for some n = 1,2, . . . . Then the corresponding solution to Eq. (4.4) is
defined globally in time.
Theorem 4.7. Let u0 ∈ Dsk(R+) ∩ W 2,
1
b (R+), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 be
given and 0 b 1. Then the corresponding solution to Eq. (4.4) is defined globally in time.
Note that if α = 1 and b = 3, then the b-equation becomes the Degasperis–Procesi equation.
In view of Lemma 2.5 and of [31, Theorems 3.4–3.6], we obtain the following blow-up results
and global existence result for the Degasperis–Procesi equation on the half-line, which improve
earlier results.
Theorem 4.8. Let ε > 0 and u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 . Assume that there exists
x0 ∈ R+ such that
u′0(x0) < −
(1 + ε)√6
4
(
‖u0‖L∞ +
(
4
√
6‖u0‖2L2 ln
(
1 + 2
ε
)
+ ‖u0‖L2∞
) 1
2
)
.
Then the corresponding solution to Eq. (4.1) with α = 1 and b = 3 blows up in finite time.
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sume that y0(x) ≡ 0 and y0(x) 0 for all x ∈ R+. Then the corresponding solution to Eq. (4.1)
with α = 1 and b = 3 blows up in finite time.
Theorem 4.10. Let u0 ∈ Hs(R+) ∩ H 10 (R+) with 32 < s < 52 and y0(x) := u0(x) − u0,xx(x).
Assume that y0(x) 0 for all x ∈ R+. Then the corresponding solution to Eq. (4.1) with α = 1
and b = 3 exists globally in time.
Remark 4.2. Let u0 ∈ Dsk(R+), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then Theo-
rems 4.3–4.5 and 4.8–4.10 hold true for the corresponding solution u(t, x) to Eq. (4.4).
4.2. The case of the interval (0, 12 )
In the subsection, we study initial boundary value problems of the b-equation on the interval
(0, 12 ). ⎧⎪⎨⎪⎩
ut − α2utxx + (b + 1)uux = α2(buxuxx + uuxxx), t > 0, x ∈
(
0, 12
)
,
u(0, x) = u0(x), x ∈
(
0, 12
)
,
u(t,0) = u(t, 12)= 0, t  0.
(4.6)
Here b and α2 > 0 are real constants.
Applying the local well-posedness result of the periodic b-equation which is similar to the
case of the whole line [33] and following the proof of Theorem 3.10, we can obtain the local
well-posedness result for Eq. (4.6).
Theorem 4.11. Assume that u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 . Then there exists a max-
imal T = T (u0) > 0 and a unique solution u(t, x) to Eq. (4.6) such that u = u(·, u0) belongs
to
C
([0, T );Hs(0, 12)∩ H 10 (0, 12))∩ C1([0, T );Hs−1(0, 12)∩ H 10 (0, 12)). (4.7)
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 → u(·, u0) :
Hs(0, 12 )∩H 10 (0, 12 ) → C([0, T );Hs(0, 12 )∩H 10 (0, 12 ))∩C1([0, T );Hs−1(0, 12 )∩H 10 (0, 12 )) is
continuous. Furthermore, the maximal T is independent of s in the following sense: if the solution
u = u(·, u0) to Eq. (4.7) satisfies (4.8) and if u0 ∈ Hs′(0, 12 )∩H 10 (0, 12 ) with 32 < s  s′ < 52 , then
u ∈ C([0, T );Hs′(0, 12)∩ H 10 (0, 12))∩ C1([0, T );Hs′−1(0, 12)∩ H 10 (0, 12))
with the same T .
Odd solutions of higher regularity satisfy the following initial boundary value problem:⎧⎪⎪⎪⎨⎪⎪⎪⎩
ut − α2utxx + (b + 1)uux = α2(buxuxx + uuxxx), t > 0, x ∈
[
0, 12
]
,
u(0, x) = u0(x), x ∈
[
0, 12
]
,
u(2k)(t,0) = u(2k−2)(t,0) = · · · = u(t,0) = 0, t  0,
u(2k)
(
t, 1
)= u(2k−2)(t, 1)= · · · = u(t, 1)= 0, t  0.
(4.8)2 2 2
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Similar to Theorem 3.11, we get the following result.
Theorem 4.12. Assume that u0 ∈ Dsk(0, 12 ), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then
there exists a maximal T = T (u0) > 0, and a unique solution u(t, x) to Eq. (4.8) such that
u = u(·, u0) ∈ C([0, T );Dsk(0, 12 )) ∩ C1([0, T );Ds−1k (0, 12 )). Moreover, the solution depends
continuously on the initial data, i.e. the mapping
u0 → u(·, u0) : Dsk
(
0, 12
)→ C([0, T );Dsk(0, 12))∩ C1([0, T );Ds−1k (0, 12))
is continuous. Furthermore, the maximal T is independent of s in the following sense: if the
solution
u = u(·, u0) ∈ C
([0, T );Dsk(0, 12))∩ C1([0, T );Ds−1k (0, 12))
is the solution to Eq. (4.8) and if u0 ∈ Ds′k (0, 12 ) with 2k + 12 < s  s′ < 2k + 52 , then u ∈
C([0, T );Ds′k (0, 12 )) ∩ C1([0, T );Ds
′−1
k (0,
1
2 )) with the same T .
Remark 4.3. Theorems 4.11, 4.12 with α = 1 and b = 2 or b = 3 improve considerably the well-
posedness results of the Camassa–Holm equation on the finite interval [32] or the Degasperis–
Procesi equation on the finite interval [31].
Similar to the argument on the case of on the half-line, we obtain a precise blow-up scenario,
a blow-up result and two global existence results of strong solutions to Eq. (4.6) as follows.
Theorem 4.13. Given u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 , blow up of the solution u =
u(·, u0) to Eq. (4.6) in finite time T < +∞ occurs if and only if
lim inf
t↑T
{
inf
x∈[0, 12 ]
[
(2b − 1)ux(t, x)
]}= −∞.
Theorem 4.14. Let u0(x) ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 be given and 1 < b  3. If
u0(x) ≡ 0 and u0,x(0) 0, then the corresponding solution to Eq. (4.6) blows up in finite time.
Moreover, if u0,x(0) < 0, then the maximal existence time of the corresponding solution is strictly
less than − 2
(b−1)u0,x (0) .
Theorem 4.15. Let u0 ∈ Dsk(0, 12 ) ∩ W 3,−
1
b (0, 12 ), where k = 2, . . . , and 2k + 12 < s < 2k + 52
be given and b = − 12n , for some n = 1,2, . . . . Then the corresponding solution to Eq. (4.8) is
defined globally in time.
Theorem 4.16. Let u0 ∈ Dsk(0, 12 ) ∩ W 2,
1
b (0, 12 ), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52
be given and 0 b 1. Then the corresponding solution to Eq. (4.8) is defined globally in time.
For the Degasperis–Procesi equation on the finite interval (0, 12 ), in view of Theorem 4.4
in [31], we have the following sharp blow-up result.
506 J. Escher, Z. Yin / Journal of Functional Analysis 256 (2009) 479–508Theorem 4.17. Assume that u0 ∈ Hs(0, 12 ) ∩ H 10 (0, 12 ) with 32 < s < 52 and u0 ≡ 0. Then the
corresponding solution to Eq. (4.6) with α = 1 and b = 3 blows up in finite time.
Remark 4.4. Let u0 ∈ Dsk(0, 12 ), where k = 1,2, . . . , and 2k + 12 < s < 2k + 52 . Then Theo-
rems 4.13, 4.14 and 4.17 hold true for the corresponding solution u(t, x) to Eq. (4.8).
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