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SHARP GLOBAL REGULARITY FOR THE 2 + 1-DIMENSIONAL
EQUIVARIANT FADDEEV MODEL
DAN-ANDREI GEBA, KENJI NAKANISHI, AND XIANG ZHANG
Abstract. The aim of this article is to prove that for the 2+1-dimensional equivariant
Faddeev model, which is a quasilinear generalization of the corresponding nonlinear σ
model, small initial data in critical Besov spaces evolve into global solutions which scatter.
1. Introduction
1.1. Physical background and previous results. A classical field theory which models
elementary heavy particles by topological solitons was introduced by Faddeev in [3, 4]. One
of the remarkable features of the Faddeev model is that it admits knotted solitons. It is
described by the action
S =
∫
R3+1
1
2
∂µn · ∂
µn +
1
4
(∂µn ∧ ∂νn) · (∂
µn ∧ ∂νn) dg, (1.1)
where v1 ∧ v2 denotes the cross product of the vectors v1 and v2 in R
3 and n : R3+1 → S2
are maps from the Minkowski spacetime, with g = diag(−1, 1, 1, 1), into the unit sphere
of R3. Formal critical points for this theory can be described variationally by
n ∧ ∂µ∂
µn+ (∂µ[n · (∂
µn ∧ ∂νn)])∂νn = 0, (1.2)
which is a system of quasilinear wave equations. Natural extensions of this model can be
obtained by switching the domain of the maps n from R3+1 to Rn+1, endowed also with
the Minkowski metric.
The Faddeev model is profoundly related with the first classical theory which models
particles by topological solitons. This is the Skyrme model [10, 11, 12], whose action is
given by
S =
∫
R3+1
1
2
〈∂µφ , ∂µφ〉h +
α2
4
(
〈∂µφ , ∂µφ〉
2
h − 〈∂
µφ , ∂νφ〉h〈∂µφ , ∂νφ〉h
)
dg, (1.3)
where α is a constant having the dimension of length and φ : R3+1 → S3 are maps from
the Minkowski spacetime into the unit sphere of R4. If one restricts the image of φ to be
the equatorial 2-sphere of S3 (identified in this case with S2) by prescribing
φ = (u,n) = (pi/2,n), (1.4)
where the metric on S3 is
h = du2 + sin2 u dn2, 0 ≤ u ≤ pi, n ∈ S2, (1.5)
then the Skyrme action (1.3) reduces to the Faddeev one (1.1). Moreover, the 2 + 1-
dimensional Skyrme model, which is given by
S =
∫
R2+1
1
2
〈∂µφ , ∂µφ〉h +
α2
4
(
〈∂µφ , ∂µφ〉
2
h − 〈∂
µφ , ∂νφ〉h〈∂µφ , ∂νφ〉h
)
+ V (φ) dg,
(1.6)
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becomes the 2 + 1-dimensional Faddeev theory in the particular case when the potential
term vanishes.
Initial studies on the Faddeev model focused on its static properties, with numerical
simulations for various topological solitons being performed by Faddeev-Niemi [5] and
Battye-Sutcliffe [1, 2], while Vakulenko-Kapitanski [15] and Lin-Yang [9, 8] investigated
the associated topologically-constrained energy-minimization problem. To our knowledge,
the only result for the time evolution of the Faddeev model is due to Lei-Lin-Zhou [7], who
proved that the 2 + 1-dimensional system (1.2) is globally well-posed (GWP) for smooth,
compactly-supported initial data with small H11(R2) norm.
1.2. Motivation and formulation of the problem. In this article, we study the global
regularity for the 2 + 1-dimensional equivariant Faddeev model. Our motivation is three-
fold. First, we would like to lower the regularity needed for GWP in Lei-Lin-Zhou’s
result. Secondly, the 2 + 1-dimensional Faddeev model is a quasilinear generalization of
the energy-critical wave maps system, which has long been a hot topic in the field of
hyperbolic equations. Finally, our choice for the equivariant assumption has to do with
the fact that this is the most natural rotational symmetry one can associate to maps
n : R2+1 → S2.
Thus, our focus is on equivariant maps n : (R2+1, g)→ (S2, h), i.e.,
n(t, r, ω) = (u(t, r), ω), g = −dt2 + dr2 + r2 dω2, h = du2 + sin2 u dω2, (1.7)
which are critical points for the 2 + 1-dimensional Faddeev model. Using this ansatz, the
Euler-Lagrange system (1.2) simplifies to the following quasilinear wave equation, satisfied
by the angular variable u:(
1 +
sin2 u
r2
)
(utt − urr)−
(
1−
sin2 u
r2
)
ur
r
+
sin 2u
2r2
(
u2t − u
2
r + 1
)
= 0. (1.8)
The a priori conserved energy associated to this equation is given by
E[u] =
∫ ∞
0
[(
1 +
sin2 u
r2
)
u2t + u
2
r
2
+
sin2 u
2r2
]
rdr. (1.9)
If we choose to work with finite energy maps, then we would also need to assume that
sinu(t, 0) = sinu(t,∞) = 0, which can be satisfied by restricting our study to degree-0
equivariant maps, i.e.,
u(t, 0) = u(t,∞) = 0. (1.10)
Using this extra hypothesis, we can show that smooth, finite energy solutions of (1.8) are
uniformly bounded and
‖u‖L∞t,x ≤ C(E[u]), (1.11)
with C(s)→ 0 as s→ 0. This follows by introducing
I(z) =
∫ z
0
| sinw| dw, (1.12)
which verifies
I(0) = 0, |I(z)| > 0 (z 6= 0), and lim
|z|→∞
|I(z)| =∞, (1.13)
and then arguing as follows:
|I(u(t, r))| =
∣∣∣∣
∫ r
0
| sinu(t, s)|ur(t, s) ds
∣∣∣∣
.
(∫ r
0
sin2 u(t, s)
s
ds
) 1
2
(∫ r
0
u2r(t, s)s ds
) 1
2
. E(u).
(1.14)
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The quasilinear equation is not scale-invariant. However, if we work in the small en-
ergy regime and we use the bound (1.11), then we can formally write a scale-invariant
approximation,(
1 +
u2
r2
)
(utt − urr)−
(
1−
u2
r2
)
ur
r
+
u
r2
(
u2t − u
2
r + 1
)
= 0, (1.15)
for which, if u is a solution, then so is
uλ(t, r) = λu
(
t
λ
,
r
λ
)
. (1.16)
As
‖uλ(0)‖H˙2(R2) = ‖u(0)‖H˙2(R2), (1.17)
we are naturally led to believe that an optimal result for the Cauchy problem associated
to (1.8) is a GWP for small data in H˙2(R2)-like spaces. On the other hand, the energy
(1.9) is at H˙3/2 ∩ H˙1(R2)-regularity level, which tells us that the equation is supercritical
with respect to the energy.
Finally, performing the substitution u = rv, we can rewrite (1.8) as a semilinear wave
equation for v in R4+1,
v = h1(r, u) · v
3vr + h2(r, u) · v
3 + h3(r, u) · v
5 + h4(r, u) · v(v
2
t − v
2
r ), (1.18)
where  = −∂2t + ∂
2
r +
3
r ∂r is the radial wave operator on R
4+1 and the coefficients of the
nonlinearities are given by{
h1(r, u) =
2 sinu(sinu−u cosu)
u3 Φ(r,u)
, h2(r, u) =
sin 2u−2u
2u3 Φ(r,u)
,
h3(r, u) =
sinu(sinu−u cosu)
u4 Φ(r,u)
, h4(r, u) =
sin 2u
2uΦ(r,u) ,
(1.19)
with
Φ(r, u) = 1 +
sin2 u
r2
. (1.20)
Using the notation
h˜i(u) = hi(r, u)Φ(r, u), 1 ≤ i ≤ 4, (1.21)
direct computations based on Maclaurin series yield the following decay estimates:{
|∂juh˜1(u)| . 〈u〉
−2, |∂juh˜3(u)| . 〈u〉
−3, |∂juh˜4(u)| . 〈u〉
−1,
|h˜2(u)| . 〈u〉
−2, |∂1+ju h˜2(u)| . 〈u〉
−3,
(1.22)
for all integers j ≥ 0, with 〈u〉 = (1 + u2)
1
2 .
1.3. Main result. We can now state our main result, which validates the previous scaling
heuristics.
Theorem 1. There exists δ > 0 such that for any radial intial data (v(0, r), ∂tv(0, r))
decaying as r →∞ and satisfying
‖∂v(0, ·)‖B˙12,1∩B˙02,1(R4)
≤ δ, (1.23)
the equation (1.18) admits a unique global solution v verifying
∂v ∈ C(R; B˙12,1 ∩ B˙
0
2,1(R
4)) ∩ L2(R; B˙
1/6
6,1 ∩ B˙
−5/6
6,1 (R
4)). (1.24)
Moreover, for some v± solving the free wave equation,
‖∂(v − v±)(t)‖B˙12,1∩B˙02,1(R4)
→ 0 as t→ ±∞ . (1.25)
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Remark 1. For s ∈ R and 1 ≤ p, q ≤ ∞, B˙sp,q(R
n) represents the homogeneous Besov space
which is defined using a classical Littlewood-Paley decomposition, i.e.,
u =
∑
λ∈2Z
Sλ(∇)u =
∑
λ∈2Z
uλ, ‖u‖B˙sp,q(Rn)
=

∑
λ∈2Z
(
λs ‖uλ‖Lp(Rn)
)q
1/q
, (1.26)
where Sλ(∇) = F
−1χ(λ−1ξ)F is the Fourier multiplier on Rn given by a fixed radial
function χ ∈ C∞0 (R
n) satisfying
suppχ ⊂ {1/2 < |ξ| < 2},
∑
λ∈2Z
χ(λ−1ξ) = 1, (∀)ξ 6= 0.
The transition between the norms for v and the ones for u = rv should be done according
to
‖v(t)‖B˙sp,q(R4)
≃
∥∥∥r 2p−1 u(t)∥∥∥
B˙sp,q(R
2)
. (1.27)
Remark 2. A similar result has been obtained by the third author, in his doctoral disser-
tation, for the action
S =
∫
R2+1
1
2
∂µn · ∂
µn −
1
4
(∂µn ∧ ∂νn) · (∂
µn ∧ ∂νn) dg. (1.28)
1.4. Method of proof. For proving Theorem 1 we use a contraction-based argument
applied to the integral version of (1.18),
v = S(v0, v1) + 
−1(N(v)), (1.29)
where S = S(v0, v1) is the homogeneous solution operator,
S = 0, S(0) = v0, St(0) = v1, (1.30)
−1 = −1F is the inhomogeneous solution operator,

(
−1F
)
= F,
(
−1F
)
(0) =
(
−1F
)
t
(0) = 0, (1.31)
and
N(v) = h1(r, u) · v
3vr + h2(r, u) · v
3 + h3(r, u) · v
5 + h4(r, u) · v(v
2
t − v
2
r ). (1.32)
This reduces the proof to finding a data space D and a solution space X for which the
following estimates are true:
‖S(v0, v1)‖X . ‖(v0, v1)‖D, ‖w‖L∞t D . ‖w‖X , (1.33)
‖−1(N(w1) − N(w2))‖X . (‖w1‖X + ‖w2‖X)‖w1 − w2‖X , (1.34)
where the last bound holds for ‖v1‖X and ‖v2‖X sufficiently small.
In our case, the data space D is described by
‖(v0, v1)‖D = ‖v0‖B˙22,1∩B˙12,1(R4)
+ ‖v1‖B˙12,1∩B˙02,1(R4)
, (1.35)
while the solution space X is the n = 4 version of the function space Z introduced by
Geba-Nakanishi-Rajeev [6] in proving a similar result for the 3+1-dimensional equivariant
Skyrme model. The space Z is based on the Besov hyperbolic spaces developed by Tataru
in [14] for the GWP of higher-dimensional wave maps.
The homogeneous bounds (1.33) can be derived immediately from the properties of
Tataru’s spaces. The most involved part of the argument is the proof of the nonlinear
estimate (1.34). Based on the analytic properties (1.22) for the nonlinear coefficients h˜i
and the polynomial structure of N(v), we will show that, for ‖v‖X sufficiently small,
‖−1(N(v))‖X . ‖v‖
3
X . (1.36)
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Then it will be clear that (1.34) is derived by the same argument and ingredients, for
which the detail will be omitted.
The next section is devoted to the proof of
‖N˜ (v)‖L1t (B˙12,1∩B˙02,1(R4))
. ‖∂v‖3
L∞t (B˙12,1∩B˙02,1(R4))
+ ‖∂v‖3
L2t
(
B˙
1/6
6,1 ∩B˙
−5/6
6,1 (R
4)
), (1.37)
where
N˜(v) = h1(r, u) · v
3vr + h2(r, u) · v
3 + h3(r, u) · v
5. (1.38)
This is a stronger bound than the one we need,∥∥∥−1(N˜(v))∥∥∥
X
. ‖v‖3X , (1.39)
as we show in the final section that −1 maps L1t
(
B˙12,1 ∩ B˙
0
2,1(R
4)
)
into X and ‖v‖3X
dominates the right-hand side of (1.37).
The final section also deals with the last nonlinear term,
h4(r, u) · v(v
2
t − v
2
r ), (1.40)
for which we use its null-form structure,
v2t − v
2
r = −
(
v2
2
)
+ v v. (1.41)
In proving ∥∥−1(h4(r, u) · v(v2t − v2r ))∥∥X . ‖v‖3X , (1.42)
it would be enough for the bilinear inequality
‖r u v‖Z . ‖u‖Z ‖v‖Z (1.43)
to be true. This was proved in [6] for spatial dimensions n ≥ 5 and, unfortunately, that
argument can not be adapted to our context (i.e., n = 4). Instead, and this is the main
novelty of our paper, we demonstrate the trilinear bound
‖r2 u v w‖Z . ‖u‖Z ‖v‖Z ‖w‖Z , (1.44)
which allows us to infer (1.42).
2. The analysis for the cubic, quintic, and quartic nonlinearities
As mentioned previously, the goal of this section is to prove the nonlinear estimate
(1.37).
2.1. Algebra-type Besov estimates. First, a direct argument based on paradifferential
calculus and Bernstein and Ho¨lder inequalities leads to
‖f g‖B˙sp,1(Rn)
. ‖f‖Lp1 (Rn) ‖g‖B˙sq1 ,1(R
n) + ‖g‖Lp2 (Rn) ‖f‖B˙sq2,1(R
n), (2.1)
if
1
p
=
1
p1
+
1
q1
=
1
p2
+
1
q2
, p, p1, p2, q1, q2 ≥ 1, s > 0. (2.2)
Secondly, using the previous product bound and the standard homogeneous Besov em-
bedding
B˙s1p1,1(R
n) ⊂ B˙s2p2,1(R
n), s1 − s2 = n
(
1
p1
−
1
p2
)
, 1 ≤ p1 ≤ p2, s1, s2 ∈ R, (2.3)
we deduce
‖f g‖B˙02,1(R4)
. ‖f‖L4(R4) ‖g‖B˙12,1(R4)
+ ‖g‖L4(R4) ‖f‖B˙12,1(R4)
. (2.4)
This is followed by:
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Proposition 2. The space Y = B˙22,1 ∩ B˙
1
2,1(R
4) is an algebra, i.e.,
‖w1 w2‖Y . ‖w1‖Y ‖w2‖Y . (2.5)
Moreover, for radial functions w1 = w1(r) and w2 = w2(r), we have
‖r w1w2‖Y . ‖w1‖Y ‖w2‖Y . (2.6)
Proof. The algebra inequality is a direct consequence of (2.1), with p1 = p2 =∞, and the
Sobolev embedding
B˙
n/2
2,1 (R
n) ⊂ L∞(Rn). (2.7)
In demonstrating the radial bound (2.6), we use a radial Sobolev inequality proved in [6],
‖rα(1/p−1/q)φλ‖Lq(Rn) . λ
(n−α)(1/p−1/q)‖φ‖Lp(Rn), (2.8)
which holds for all radial functions φ = φ(r) ∈ Lp(Rn), 0 ≤ α ≤ n− 1, and 2 ≤ p ≤ q. For
n = 4, α = p = 2, and q =∞, this reads as
‖rφλ‖L∞(R4) . λ‖φλ‖L2(R4). (2.9)
Due to this estimate, we can infer
‖r w1 w2‖B˙22,1
.
∑
λ
∑
µ.λ
λ2 (‖r w1,λw2,µ‖L2 + ‖r w1,µ w2,λ‖L2) +
∑
λ
∑
µ&λ
λ2‖r w1,µw2,µ‖L2
.
∑
λ
∑
µ.λ
λ2 (‖w1,λ‖L2 ‖r w2,µ‖L∞ + ‖r w1,µ‖L∞ ‖w2,λ‖L2) +
∑
µ
µ2‖r w1,µ‖L∞ ‖w2,µ‖L2
.
∑
λ
∑
µ.λ
µλ2 (‖w1,λ‖L2 ‖w2,µ‖L2 + ‖w1,µ‖L2 ‖w2,λ‖L2) +
∑
µ
µ3‖w1,µ‖L2 ‖w2,µ‖L2
. ‖w1‖B˙22,1
‖w2‖B˙12,1
+ ‖w1‖B˙12,1
‖w2‖B˙22,1
. ‖w1‖Y ‖w2‖Y .
The argument for the B˙12,1 norm is identical. 
Finally, we derive estimates related to the nonlinear coefficient Φ(r, u).
Proposition 3. The following inequality∥∥∥∥∥
(
sin rv
r
)2k∥∥∥∥∥
Y
. Ck‖v‖2kY , (∀)k ≥ 1, (2.10)
holds for all radial functions v with ‖v‖Y ≤ 1, where C > 0 is a positive constant inde-
pendent of v.
Proof. Based on the fact that Y is an algebra, (2.10) follows if we prove∥∥∥∥∥
(
sin rv
r
)2∥∥∥∥∥
Y
. ‖v‖2Y , (2.11)
for ‖v‖Y ≤ 1. However, this is immediate if we combine the Maclaurin series for sin
2 x
with
‖r2k v2k+2‖Y . C
k‖v‖2k+2Y , (∀)k ≥ 0, (2.12)
which, in turn, can be deduced using (2.6) and induction. 
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2.2. Estimating the cubic term. Our goal here is to prove
‖h2(r, u) · v
3‖L1t (B˙12,1∩B˙02,1(R4))
. ‖v‖3
X˜
, (2.13)
when
‖v‖X˜ := ‖∂v‖L∞t (B˙12,1∩B˙02,1(R4))
+ ‖∂v‖
L2t
(
B˙
1/6
6,1 ∩B˙
−5/6
6,1 (R
4)
) (2.14)
is sufficiently small.
Using the Sobolev embedding (2.7), we deduce∥∥∥∥sinur
∥∥∥∥
L∞t,x
≤ ‖v‖L∞t,x . ‖v‖L∞B˙22,1
. ‖v‖X˜ ≪ 1, (2.15)
which allows us to infer
h2(r, u) · v
3 =
∞∑
k=0
h˜2(u) v
3 (−1)k
(
sinu
r
)2k
. (2.16)
First, we focus on the L1 B˙12,1 norm.
Proposition 4. The following estimate is true for ‖v‖X˜ ≪ 1:
‖h2(r, u) · v
3‖L1B˙12,1
. ‖v‖3
X˜
. (2.17)
Proof. If k ≥ 1, the product bound (2.1) implies∥∥∥∥∥h˜2(u) v3
(
sinu
r
)2k ∥∥∥∥∥
L1B˙12,1
.
∥∥∥h˜2(u) v3∥∥∥
L1B˙12,1
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞t,x
+
∥∥∥h˜2(u) v3∥∥∥
L1L∞
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙12,1
.
(2.18)
Both norms involving sinur are estimated, based on (2.7) and (2.10), as∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞t,x
. ‖v‖2kL∞t,x . C
k‖v‖2k
X˜
(2.19)
and ∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙12,1
.
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞Y
. Ck‖v‖2kL∞Y . C
k‖v‖2k
X˜
. (2.20)
Next, using the decay estimates (1.22), the embedding B˙
2/3
6,1 (R
4) ⊂ L∞(R4), and the
interpolation relation (
B˙
7/6
6,1 , B˙
1/6
6,1
)
1
2
,1
= B˙
2/3
6,1 , (2.21)
we derive∥∥∥h˜2(u)v3∥∥∥
L1L∞
.
∥∥v3∥∥
L1L∞
. ‖v‖L∞t,x ‖v‖
2
L2L∞ . ‖v‖X˜ ‖v‖
2
L2B˙
2/3
6,1
. ‖v‖X˜ ‖v‖L2B˙7/66,1
‖v‖
L2B˙
1/6
6,1
. ‖v‖3
X˜
.
(2.22)
Thus, we are left to investigate ‖h˜2(u) v
3‖L1B˙12,1
, for which we rely on(
H˙2, L2
)
1
2
,1
= B˙12,1 (2.23)
8 DAN-ANDREI GEBA, KENJI NAKANISHI, AND XIANG ZHANG
to infer
‖h˜2(u) v
3‖L1B˙12,1
. ‖h˜2(u) v
3‖
1/2
L1H˙2
‖h˜2(u) v
3‖
1/2
L1L2
. (2.24)
The second norm can be bounded, based on (1.22) and the Besov embeddings
B˙
1/6
6,1 (R
4) ⊂ L8(R4) and B˙12,1(R
4) ⊂ L4(R4), (2.25)
as
‖h˜2(u) v
3‖L1L2 . ‖v
3‖L1L2 . ‖v‖
2
L2L8 ‖v‖L∞L4
. ‖v‖2
L2B˙
1/6
6,1
‖v‖L∞B˙12,1
. ‖v‖3
X˜
.
(2.26)
Finally, taking advantage of (1.22), we obtain∣∣∣∂rr (h˜2(u) v3)∣∣∣ . ∣∣v2 vrr∣∣ + ∣∣v v2r ∣∣ + ∣∣v3 vr∣∣ + ∣∣v5∣∣ . (2.27)
Each of the terms on the right-hand side can be estimated in L1L2 through straightforward
Besov embeddings as follows:
‖v2vrr‖L1L2 . ‖v‖
2
L2L∞ ‖vrr‖L∞L2 . ‖v‖
2
X˜
‖v‖L∞B˙22,1
. ‖v‖3
X˜
, (2.28)
‖v3vr‖L1L2 . ‖v‖L∞L∞ ‖v‖
2
L2L∞ ‖vr‖L∞L2 . ‖v‖
3
X˜
‖∂v‖L∞B˙02,1
. ‖v‖4
X˜
, (2.29)
‖vv2r‖L1L2 . ‖v‖L∞L4 ‖vr‖
2
L2L8 . ‖v‖X˜ ‖∂v‖
2
L2B˙
1/6
6,1
. ‖v‖3
X˜
, (2.30)
‖v5‖L1L2 . ‖v‖
2
L∞t,x
‖v3‖L1L2 . ‖v‖
5
X˜
. (2.31)
As
‖h˜2(u) v
3‖L1H˙2 ≃ ‖∂rr
(
h˜2(u) v
3
)
‖L1L2 , (2.32)
the previous estimates imply
‖h˜2(u) v
3‖L1H˙2 . ‖v‖
3
X˜
, (2.33)
which, together with (2.24) and (2.26), yields
‖h˜2(u) v
3‖L1B˙12,1
. ‖v‖3
X˜
. (2.34)
The argument is then concluded by combining the last estimate with (2.16), (2.19), (2.20),
and (2.22). 
In order to finish the analysis of the cubic term, we need to estimate its L1B˙02,1 norm.
Proposition 5. The following estimate is true for ‖v‖X˜ ≪ 1:
‖h2(r, u) · v
3‖L1B˙02,1
. ‖v‖3
X˜
. (2.35)
Proof. We rely on (2.4) to infer, for k ≥ 1,∥∥∥∥∥h˜2(u) v3
(
sinu
r
)2k ∥∥∥∥∥
L1B˙02,1
.
∥∥∥h˜2(u) v3∥∥∥
L1B˙12,1
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞L4
+
∥∥∥h˜2(u) v3∥∥∥
L1L4
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙12,1
.
(2.36)
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The first and the fourth norms on the right-hand side have already been estimated in
the previous proposition. Using again the Besov embeddings (2.25), we deduce∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞L4
.
∥∥∥∥sinur
∥∥∥∥
2k−1
L∞t,x
∥∥∥∥sinur
∥∥∥∥
L∞L4
. ‖v‖2k−1L∞t,x
‖v‖L∞B˙12,1
. ‖v‖2k
X˜
(2.37)
and ∥∥∥h˜2(u) v3∥∥∥
L1L4
. ‖v‖L∞t,x ‖v‖
2
L2L8 . ‖v‖
3
X˜
, (2.38)
which allow us to conclude (2.35). 
2.3. Estimating the quintic term. For the quintic nonlinearity we are able to prove
‖h3(r, u) · v
5‖L1(B˙12,1∩B˙02,1(R4))
. ‖v‖5
X˜
. (2.39)
The argument has many similarities with the one for the cubic nonlinearity, as the extra
v2 present here in most expressions can be bounded directly in L∞t,x, which is controlled
by ‖v‖X˜ . Moreover, the coefficients of the cubic and quintic terms, i.e., h˜2(u) and h˜3(u),
verify almost identical decay estimates, according to (1.22).
2.4. Estimating the quartic term. For this nonlinear term we intend to address first
its L1B˙12,1 norm.
Proposition 6. The following estimate is true for ‖v‖X˜ ≪ 1:
‖h1(r, u) · v
3vr‖L1B˙12,1
. ‖v‖4
X˜
. (2.40)
Proof. We proceed as before, based on (2.15) and (2.1), to derive
h1(r, u) · v
3 vr =
∞∑
k=0
h˜1(u) v
3 vr (−1)
k
(
sinu
r
)2k
(2.41)
and ∥∥∥∥∥h˜1(u) v3vr
(
sinu
r
)2k ∥∥∥∥∥
L1B˙12,1
.
∥∥∥h˜1(u) v3vr∥∥∥
L1B˙12,1
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞t,x
+
∥∥∥h˜1(u) v3vr∥∥∥
L1L4
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙14,1
.
(2.42)
In what concerns the norms for sinur , the first one was investigated in (2.19), while the
second one can be estimated using (2.3) and (2.10) as∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙14,1
.
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙22,1
.
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞Y
. Ck‖v‖2kL∞Y . C
k‖v‖2k
X˜
.
(2.43)
The Besov embedding (2.25) allows us to control the L1L4 norm by∥∥∥h˜1(u) v3vr∥∥∥
L1L4
. ‖v‖2L∞t,x
‖v‖L2L8 ‖vr‖L2L8 . ‖v‖
4
X˜
. (2.44)
The analysis of the L1B˙12,1 norm is the more intricate part of the proof for (2.40),
because we can not rely on the interpolation approach used for the cubic nonlinearity.
The H˙2x norm appearing there would introduce a vrrr term for which we do not have good
estimates.
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Instead, using (2.1), (2.22), and (2.25), we can infer∥∥∥h˜1(u) v3vr∥∥∥
L1B˙12,1
.
∥∥∥h˜1(u) v3∥∥∥
L1L∞
‖vr‖L∞B˙12,1
+
∥∥∥h˜1(u) v3∥∥∥
L1B˙14,1
‖vr‖L∞L4
. ‖v‖4
X˜
+
∥∥∥h˜1(u) v3∥∥∥
L1B˙14,1
‖v‖X˜ .
(2.45)
For the L1B˙14,1 norm, we rely on the interpolation relations(
B˙
4/3
2,1 , B˙
8/9
6,1
)
[ 3
4
]
= B˙14,1,
(
H˙2, L2
)
1
3
,1
= B˙
4/3
2,1 ,
(
W˙ 1,6, L6
)
1
9
,1
= B˙
8/9
6,1 , (2.46)
to deduce∥∥∥h˜1(u) v3∥∥∥
L1B˙14,1
.
∥∥∥h˜1(u) v3∥∥∥1/4
L1B˙
4/3
2,1
∥∥∥h˜1(u) v3∥∥∥3/4
L1B˙
8/9
6,1
.
∥∥∥h˜1(u) v3∥∥∥1/6
L1H˙2
∥∥∥h˜1(u) v3∥∥∥1/12
L1L2
∥∥∥h˜1(u) v3∥∥∥2/3
L1W˙ 1,6
∥∥∥h˜1(u) v3∥∥∥1/12
L1L6
.
(2.47)
We claim that the L1H˙2 and L1L2 norms have already been treated by (2.33) and
(2.26), respectively, due to similar decay properties for h˜1(u) and h˜2(u). Hence, we obtain
‖h˜1(u) v
3‖L1H˙2 + ‖h˜1(u) v
3‖L1L2 . ‖v‖
3
X˜
. (2.48)
For the last norm, we use Besov embeddings and(
B˙
7/6
6,1 , B˙
1/6
6,1
)
2
3
,1
= B˙
1/2
6,1 (2.49)
to derive
‖h˜1(u) v
3‖L1L6 . ‖v‖L∞t,x ‖v‖L2L8 ‖v‖L2L24 . ‖v‖
2
X ‖v‖L2B˙1/26,1
. ‖v‖2
X˜
‖v‖
1/3
L2B˙
7/6
6,1
‖v‖
2/3
L2B˙
1/6
6,1
. ‖v‖3
X˜
.
(2.50)
Finally, in dealing with the L1W˙ 1,6 norm, we rely on (1.22) to infer∣∣∣∂r (h˜1(u) v3)∣∣∣ . ∣∣v2 vr∣∣ + ∣∣v4∣∣ , (2.51)
while previous estimates imply
‖v2 vr‖L1L6 . ‖v‖L∞t,x ‖v‖L2L24 ‖vr‖L2L8 . ‖v‖
3
X˜
(2.52)
and
‖v4‖L1L6 . ‖v‖L∞t,x ‖v
3‖L1L6 . ‖v‖
4
X˜
. (2.53)
As
‖h˜1(u) v
3‖L1W˙ 1,6 ≃ ‖∂r
(
h˜1(u) v
3
)
‖L1L6 , (2.54)
we deduce
‖h˜1(u) v
3‖L1W˙ 1,6 . ‖v‖
3
X˜
, (2.55)
for ‖v‖X sufficiently small. Therefore, based on the previous bound, (2.45), (2.47), (2.48),
and (2.50), we obtain ∥∥∥h˜1(u) v3vr∥∥∥
L1B˙12,1
. ‖v‖4
X˜
, (2.56)
which concludes the proof of (2.40). 
The last ingredient needed in finishing the proof of (1.37) is a favorable estimate for
the L1B˙02,1 norm of the quartic nonlinearity.
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Proposition 7. The following estimate is true for ‖v‖X˜ ≪ 1:
‖h1(r, u) · v
3vr‖L1B˙02,1
. ‖v‖4
X˜
. (2.57)
Proof. As in the analysis of the corresponding norm for the cubic term, we use (2.4) to
infer, for k ≥ 1,∥∥∥∥∥h˜1(u) v3vr
(
sinu
r
)2k ∥∥∥∥∥
L1B˙02,1
.
∥∥∥h˜1(u) v3vr∥∥∥
L1B˙12,1
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞L4
+
∥∥∥h˜1(u) v3vr∥∥∥
L1L4
∥∥∥∥∥
(
sinu
r
)2k∥∥∥∥∥
L∞B˙12,1
.
(2.58)
There is nothing new left to argue in proving (2.57), because all of the four norms on the
right-hand side have been previously bounded: the first by (2.56), the second by (2.37),
the third by (2.44), and the final one by (2.20). 
3. Estimating the null-form nonlinearity
In this section we complete the proof for our main result, Theorem 1, as follows.
First, we define the solution space X and, since we are at the critical regularity level for
4+1-dimensional wave maps, it needs to factor in the null structure of the last nonlinearity.
This is why we cannot use X˜, which was defined in the previous section by (2.14), as an
iteration space. Using the properties of X, we prove the homogeneous estimates (1.33),
‖∂v‖L∞t (B˙12,1∩B˙02,1(R4))
+ ‖∂v‖
L2t
(
B˙
1/6
6,1 ∩B˙
−5/6
6,1 (R
4)
) . ‖v‖X , (3.1)
and
‖−1H‖X . ‖H‖L1t (B˙12,1∩B˙02,1(R4))
. (3.2)
Together with (1.37), the last two inequalities imply (1.39), which is the desired bound
for N˜(v).
Secondly, we demonstrate the trilinear estimate
‖r2 u v w‖X . ‖u‖X ‖v‖X ‖w‖X , (3.3)
which is the main new contribution of this article. This allows us to bound the null-form
nonlinearity (1.40) by
‖−1
(
h4(r, u) · v(v
2
r − v
2
t )
)
‖X . ‖v‖
3
X , (3.4)
when ‖v‖X is sufficiently small, and finish the argument.
3.1. The solution space X and its properties. Using χ ∈ C∞0 (R), which is a smooth
cutoff function satisfying
suppχ ⊂ (1/2, 2),
∑
λ∈2Z
χ(λ−1s) = 1, (∀)s 6= 0, (3.5)
we define the spacetime Fourier multipliers
Aλ(D) = F
−1 χ
(
λ−1|(τ, ξ)|
)
F ,
Bλ(D) = F
−1 χ
(
λ−1
|τ2 − |ξ|2|
|(τ, ξ)|
)
F , B˜µ(D) =
∑
j≥0
B2−jµ(D),
(3.6)
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where λ, µ ∈ 2Z, F is the Fourier transform in (t, x) ∈ Rn+1, and |(τ, ξ)| =
√
τ2 + |ξ|2.
Next, for functions w = w(t, x) whose Fourier transform is supported at frequency |(τ, ξ)| ≃
λ, we can associate the norms
‖w‖Xsλ =
∑
µ∈2Z
µs ‖Bµ(D)w‖L2t,x , ‖w‖Yλ = ‖w‖L∞L2 + λ
−1‖w‖L1L2 . (3.7)
In [14], Tataru introduced the Besov-type hyperbolic spaces F and F , which are
described by
‖w‖F =
∑
λ∈2Z
λn/2 ‖Aλ(D)w‖Fλ , Fλ = X
1/2
λ + Yλ, (3.8)
and
‖w‖F =
∑
λ∈2Z
λn/2 ‖Aλ(D)w‖Fλ , Fλ = λ
(
X
−1/2
λ + (L
1L2)λ
)
, (3.9)
respectively. We collect in the next proposition the properties proved there for these
function spaces.
Proposition 8. ([14]) Let n ≥ 4.
i) For the linear wave equation, the following estimates are true:
‖S(v0, v1)‖F . ‖(v0, v1)‖B˙n/22,1 ×B˙
(n−2)/2
2,1
, (3.10)
‖−1H‖F . ‖H‖F . ‖H‖L1B˙(n−2)/22,1
. (3.11)
ii) If (q, r) is a Strichartz wave-admissible pair, i.e.,
2 ≤ q, r ≤ ∞ and
2
q
+
n− 1
r
≤
n− 1
2
, (3.12)
then
λn/r+1/q−n/2 ‖v‖LqLr . ‖v‖Fλ (3.13)
holds uniformly in λ.
iii) The following bilinear inequalities are true:
‖v w‖F . ‖v‖F ‖w‖F , ‖v w‖F . ‖v‖F ‖w‖F . (3.14)
As a consequence,
‖vt wt − ∇xv∇xw‖F . ‖v‖F ‖w‖F . (3.15)
iv) If wλ = Aλ(D)w and
wλ = w
<µ
λ + w
>µ
λ , w
<µ
λ = B˜µ(D)wλ, (3.16)
then
‖w<µλ ‖Fλ . ‖wλ‖Fλ , ‖w
<µ
λ ‖Fλ . ‖wλ‖Fλ , ‖w
>µ
λ ‖L1L2 . µ
−1‖wλ‖Yλ , (3.17)
hold uniformly for µ ≤ λ.
Remark 3. For the radial linear wave equation, Sterbenz [13] was able to enlarge the set
of Strichartz-admissible pairs to include the ones which satisfy
1
q
+
n− 1
r
<
n− 1
2
. (3.18)
As the argument for the dyadic bounds (3.13) is based on a straightforward application
of the classical Strichartz inequalities, we could modify it to prove that (3.13) hold in the
extended range (3.18) for radial functions.
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This was followed by Geba-Nakanishi-Rajeev [6] who introduced the function spaces
|∇|F and |∇|F , which are given by
‖w‖|∇|F =
∑
λ∈2Z
λ(n−2)/2 ‖Aλ(D)w‖Fλ , (3.19)
and
‖w‖|∇|F =
∑
λ∈2Z
λ(n−2)/2 ‖Aλ(D)w‖Fλ , (3.20)
respectively. In that paper, they used also the radial space
Z =
{
v ∈ S ′(Rn+1)
∣∣ v = v(t, x) = v(t, r), ‖v‖F∩|∇|F <∞} . (3.21)
For these spaces, arguments similar to the ones in [14] lead to:
Proposition 9. ([6]) For n ≥ 4,
‖S(v0, v1)‖|∇|F . ‖(v0, v1)‖B˙(n−2)/22,1 ×B˙
(n−4)/2
2,1
, (3.22)
‖−1H‖|∇|F . ‖H‖|∇|F . ‖H‖L1B˙(n−4)/22,1
, (3.23)
‖v w‖|∇|F . ‖v‖F ‖w‖|∇|F , ‖v w‖|∇|F . ‖v‖|∇|F ‖w‖F , (3.24)
‖vt wt − ∇xv∇xw‖|∇|F . ‖v‖F∩|∇|F ‖w‖F∩|∇|F , (3.25)
hold, while if n ≥ 5 and v = v(t, r) and w = w(t, r) are two radial functions, then
‖r v w‖Z . ‖v‖Z ‖w‖Z . (3.26)
We will use as a solution space the n = 4 version of Z,
X : =
{
v ∈ S ′(R4+1)
∣∣ v = v(t, x) = v(t, r), ‖v‖F∩|∇|F <∞} . (3.27)
First, due to (3.14) and (3.24), we deduce that X is an algebra, i.e.,
‖v w‖X . ‖v‖X ‖w‖X . (3.28)
Next, (3.10) and (3.22) imply together
‖S(v0, v1)‖X . ‖v0‖B˙22,1∩B˙12,1(R4)
+ ‖v1‖B˙12,1∩B˙02,1(R4)
= ‖(v0, v1)‖D, (3.29)
which is one of the homogeneous estimates (1.33). Also, combining (3.11) and (3.23), we
obtain (3.2).
As (∞, 2) and (2, 6) are Strichartz-admissible pairs for n = 4, we derive, based on the
definitions of F and |∇|F ,
‖∂v‖L∞t (B˙12,1∩B˙02,1(R4))
+ ‖∂v‖
L2t
(
B˙
1/6
6,1 ∩B˙
−5/6
6,1 (R
4)
) . ‖v‖F∩|∇|F . (3.30)
In the radial case, this is precisely (3.1). Moreover, the other half of (1.33),
‖w‖L∞t D = ‖w‖L∞(B˙22,1∩B˙12,1(R4))
+ ‖∂tw‖L∞(B˙12,1∩B˙02,1(R4))
. ‖w‖X , (3.31)
is an immediate consequence.
In what concerns the null-form nonlinearity, coupling (3.15) and (3.25) leads to
‖v2t − v
2
r‖F∩|∇|F . ‖v‖
2
Z . (3.32)
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3.2. The trilinear estimate and the conclusion of the argument.
Theorem 10. The following trilinear inequality holds:
‖r2 u v w‖X . ‖u‖X ‖v‖X ‖w‖X . (3.33)
Proof. For n = 4, q =∞, and α = p, the radial Sobolev inequality (2.8) becomes
‖rφµ‖L∞(R4) . µ
(4−p)/p‖φ‖Lp(R4). (3.34)
Together with (3.13) in the improved radial range (3.18), it leads to
‖r v‖LqL∞ . λ
1−1/q ‖v‖Fλ , (∀) 2 < q ≤ ∞. (3.35)
Given that X is a Besov-type space with l1 summability over dyadic decompositions, it
is sufficient to prove (3.33) for single dyadic pieces, i.e.,
uν = Aν(D)u, vµ = Aµ(D)v, wλ = Aλ(D)w, ν, µ, λ ∈ 2
Z, (3.36)
where we can assume, by symmetry, that ν ≤ µ ≤ λ. We further decompose wλ as
wλ = w
<µ
λ + w
>µ
λ , w
<µ
λ = B˜µ(D)wλ, (3.37)
and rely on (3.35) and (3.17) to estimate r2uνvµw
<µ
λ as follows:
‖r2 uν vµw
<µ
λ ‖L2t,x . ‖r uν‖L
qL∞ ‖r vµ‖L2q/(q−2)L∞ ‖w
<µ
λ ‖L∞L2
. ν1−1/q µ1/2+1/q ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ ,
(3.38)
for 2 < q <∞. We notice here the flexibility we have in choosing q to satisfy
ν1−1/q ≤ 2ν,
e.g.,
q = max
{
2, log2
(
ν−1
)}
+ 1.
As F
(
r2uνvµw
<µ
λ
)
is supported in the set
|τ |+ |ξ| . λ, ||τ | − |ξ|| . µ,
we deduce
‖r2 uν vµw
<µ
λ ‖X1/2λ
. ν (µ3/2 + µ) ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ . (3.39)
The analysis for r2 uν vµ w
>µ
λ is clearly relevant only if µ ≪ λ. We need the decompo-
sition
w>µλ =
∑
24µ<d≤λ
wdλ + w
0
λ, (3.40)
where the spacetime Fourier support of wdλ lies in |τ
2 − |ξ|2| ∼ dλ and
‖w>µλ ‖Fλ ∼
∑
d
‖wdλ‖X1/2λ
+ ‖w0λ‖Yλ . (3.41)
The X
1/2
λ component is estimated directly, using again (3.35) and (3.17):
‖r2 uν vµ
∑
d
wdλ‖X1/2λ
.
∑
d
d1/2 ‖r2 uν vµ w
d
λ‖L2t,x
. ‖r uν‖L∞t,x ‖r vµ‖L∞t,x
∑
d
d1/2 ‖wdλ‖L2t,x
. ν µ ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ .
(3.42)
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For the Yλ component, a similar argument allows us to infer first that
‖r2 uν vµ w
0
λ‖L∞L2 . ‖r uν‖L∞t,x ‖r vµ‖L∞t,x ‖w
0
λ‖L∞L2
. ν µ ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ .
(3.43)
Secondly, as (3.17) implies
‖w0λ‖L1L2 . µ
−1‖w0λ‖Yλ , (3.44)
it follows that
λ−1‖(r2 uν vµ w
0
λ)‖L1L2
. ν µ ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ + λ
−1 ‖
[
, r2 uν vµ
]
w0λ‖L1L2
. ν µ ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ + λ
−1 µλ ‖r2 uν vµ‖L∞t,x ‖w
0
λ‖L1L2
. ν µ ‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ .
(3.45)
Connecting now (3.39), (3.42), (3.43), and (3.45), we obtain
‖r2uνvµwλ‖X . ν (µ
2 + µ) (λ2 + λ)‖uν‖Fν ‖vµ‖Fµ ‖wλ‖Fλ , (3.46)
which yields (3.33) by summing up over the three indices. 
Remark 4. An interesting open problem is whether the bilinear estimate (3.26) is true
when n = 4. If that is the case, then it would imply (3.33). The argument for proving
(3.26) in [6] can not be applied when n = 4, because the q = 2 endpoint for (3.35) is
unavailable.
By induction, the trilinear estimate (3.33) yields, for all j ≥ 0,
‖u1 u2 . . . u2j+1‖rX . C
j ‖u1‖rX ‖u2‖rX . . . ‖u2j+1‖rX , (3.47)
where ‖w‖rX = ‖w/r‖X . Hence, for any fixed α ∈ R,∥∥∥∥sinαur
∥∥∥∥
X
.
∞∑
j=0
|α|2j+1
(2j + 1)!
∥∥∥∥u2j+1r
∥∥∥∥
X
=
∞∑
j=0
|α|2j+1
(2j + 1)!
∥∥u2j+1∥∥
rX
.
∞∑
j=0
Cj |α|2j+1
(2j + 1)!
‖u‖2j+1rX =
∞∑
j=0
Cj |α|2j+1
(2j + 1)!
‖v‖2j+1X . ‖v‖X ,
(3.48)
for ‖v‖X sufficiently small. As X is an algebra and
h4(r, u) · v =
sin 2u
2r
·
∞∑
k=0
(−1)k
(
sinu
r
)2k
, (3.49)
the previous inequality implies
‖h4(r, u) · v‖X .
∥∥∥∥sin 2ur
∥∥∥∥
X
∞∑
k=0
(
C
∥∥∥∥sinur
∥∥∥∥
X
)2k
. ‖v‖X . (3.50)
Together with (3.14), (3.24), and (3.32), it proves
‖h4(r, u) · v(v
2
r − v
2
t )‖F∩|∇|F . ‖v‖
3
X , (3.51)
which, based on (3.11) and (3.23), provides us with the null-form estimate (3.4), thus
finishing the argument.
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