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Abstract 
Variable angle x-ray photoelectron 
spectroscopy (VAXPS), also known as angle-
resolved x-ray photoelectron spectroscopy 
(ARXPS), ,is a method which can be used to depth 
profile the near surface region non-
destructively. The intensity variation with 
angle of a given energy level in a sample 
contains the complete information about the 
concentration profile of the photoionized 
component in the depth probed. It has been 
shown that the intensity is the Laplace 
transform of the concentration profile. 
Theoretically it should be possible to uniquely 
determine the concentration profile as the 
inverse Laplace transform of the intensity 
data. After a brief background sketch, the 
numerical approaches which have been used to 
solve the inverse Laplace transform problem in 
VAXPS are discussed. 
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Introduction 
The use of x-ray photoelectron spectroscopy 
(XPS) as a quantitative non-destructive surface 
analytical tool can be traced back to its incep-
tion. However, difficulties in mapping the com-
plex relationship between surface species con-
centration and XPS peak intensity led to several 
investigations of various transfer functions. 
From this research evolved the first glimmer of 
the utility of angle-resolved XPS (ARXPS), now 
commonly referred to as Variable Angle XPS 
( VAX PS), in order to a void confusion with Angu-
lar Distribution XPS (ADXPS). In both cases, 
the angle referred to is the angle which the 
emergent analyzed photoelectrons make with the 
average plane of the surface. The angle which 
the incident x-rays make with the surface plane 
usually does not appreciably affect the signal 
magnitude unless very small values are used 
(17, 23]. This fact arises in part from the 
large magnitude of the x-ray mean free path 
( 1000-1 0000 A). ADXPS refers to experimental 
techniques designed to study the alteration in 
the photoemission cross-section as the photo-
electron escape angle is varied. From such 
experiments the asymmetry parameter 8, which is 
dependent on the geometry and dynamics of the 
system, is determined. VAXPS, on the other 
hand, is concerned with the nature of the angu-
lar distribution after the effects of the asym-
metry parameter have been taken into account. 
Henke (23] and Fadley et al. (17] both observed 
that XPS peaks corresponding to species located 
very near the surface exhibit a noticeable 
intensity enhancement at grazing angles of 
photoelectron exit. These findings provided the 
basis for the first attempts at extracting depth 
profile information from XPS intensities as a 
function of the photoelectron escape angle 8 
(Figure 1 ). The information from this method is 
only qualitative, however, and the intensity 
enhancement is visible only if there exists a 
strong segregation of species between surface 
and bulk. 
The problem of achieving a measure of quan-
titation has been addressed in various ways. 
Several researchers [9,14-16,21 ,28,33,34,36,37] 
have concentrated on quantitative thin film 
analysis. These methods typically involve a 
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determination of the reduced thickness d/X, 
where d represents the film thickness and X is 
the electron mean free path (EMFP) for the 
photoelectrons. The EMFP is defined as the 
average distance travelled before the number of 
photoelectrons remaining unscattered drops to 
1/e (37%) of its original value. The major dif-
ficulty with such methods is that often they 
paint an oversimplified picture of the sample 
composition within several nanometers of the 
surface. For example, the assumption of a flat 
Nb 2o5 film sitting on a Nb substrate was shown 
to yield anomalous results unless the value for 
the EMFP was altered [21 ], raising questions 
about the method's precision. A closely related 
problem is the inability to effectively analyze 
data from surfaces with several distinguishable 
layers, or some even more complicated depth 
profile. 
Another, potentially more general, approach 
has been proposed. This method relies on the 
fact that the XPS peak intensity as a function 
of the photoelectron escape angle is closely 
related to the Laplace transform of the 
composition depth profile for the species giving 
rise to the peak [25,29]. Thus, given a series 
of intensity values taken at several 
photoelectron escape angle settings, it should 
be possible to retrieve the depth profile by 
performing an inverse Laplace transform on this 
data. According to Lerch' s Theorem, there is 
only one depth profile for any given intensity 
function. Theoretically, this method should be 
able to yield, both non-destructively and with a 
relatively high precision, depth profiles from a 
surface with arbitrary concentration gradients. 
Because other techniques may be employed 
for depth profiling, it is important to assess 
the long range potential of VAXPS for this type 
of analysis. Quantitative depth profile 
analysis utilizing Ar+ sputter-etching is 
routinely used for total depths < ~1 µm [34]. 
This technique is used in conjunction with XPS, 
AES, ISS, and SIMS. Limitations independent of 
the spectroscopies can be severe. Typical 
sputtering rates are on the order of 1 00 A/min, 
greatly reducing the depth resolution via this 
approach [4]. Related to this factor is the 
problem of preferential sputtering, which may be 
subjected to one of several models only if a 
steady state is achieved [8]. The latter state 
inevitably necessitates the loss of depth 
profile information in the near surface 
region. Also, the area of ion beam impact often 
comes to resemble a crater, i.e. the geometry of 
the surface is damaged and altered [35]. Other 
less important problems include ion-induced 
motion of surface species [1 0], peak broadening 
due to increased surface roughness [24], and the 
imprecision of the various models of sputtering 
behavior. Therefore, the depth resolution of 
this technique has been estimated to be 20-50 
A. Another technique which has been used for 
AES depth profiling is ball milling, where a 
crater is milled into the surface and the depth 
profile obtained by scanning the electron beam 
from the lip of the crater to its center. For a 
given ball diameter, the depth resolution will 
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be limited by the diameter of the electron beam, 
which for state of the art AES is> 200 A. This 
technique is ideal for total depths in the range 
of 1 µm to 100 µm. For VAXPS, the total 
analyzed depth is usually estimated as 3X, where 
X may range from as little as 5 A (high z metal) 
to as much as 250 A ( organic over layers). The 
depth resolution is on the order of X/3, 
provided that intensity ratios are used to 
cancel out uncertainties in instrumental and 
experimental factors. Thus, the three methods 
of depth profiling are complementary. This 
complementarity guarantees that VAXPS can be a 
very valuable tool for specific kinds of depth 
profiling analysis, provided that a successful 
algorithm for obtaining depth profiles from 
intensity data can be found. 
It has recently been demonstrated that 
electon energy loss spectroscopy (EELS) can also 
be used to profile the surface of a solid 
[11]. In this case, the depth of the surface 
probed is varied by altering the primary 
electron energy in the general range of 200-1500 
eV. Information comes from the same depths as 
VAXPS using these electron energies; however, 
this application of EELS is still in its 
infancy. To our knowledge, not even qualitative 
depth profiles have been published. It is 
doubtful that EELS will ever completely replace 
VAXPS, since electron beams are generally more 
destructive than photon beams. Instead, we 
envision the two techniques being used in 
concert to provide independent confirmation of 







Figure 1. Schematic representation of a typical 
XPS instrument showing incoming x-rays and 
outgoing photoelectrons. The central axis of 
the electron lens forms an angle 8 with the 
surface of the sample. This angle can be varied 
by rotating the sample. 
In this paper, we wish to trace the 
development of quantitative, non-destructive 
depth profiling of surface species by means of 
Numerical Approaches in Variable Angle XPS 
inverse Laplace transform techniques. The 
theoretical framework upon which the method is 
based is developed, with an emphasis on the 
various factors which enter into the XPS 
intensity equation. Finally, the various 
numerical methods of solving this problem and 
their corresponding limitations are reviewed. 
Background 
Two early attempts at constructing rough 
pictures of the near surface region involved a 
variation in the angular relationship of the 
sample, source, and analyzer in an electron 
spectrometer. Henke [23) found that the use of 
a low angle for the incident x-ray flux tends to 
concentrate most of the photoelectron creation 
processes very near the surface, often on the 
order of the sample EMFP. Fadley & Bergstrom 
[18), as well as Henke, observed that the 
surface atom peak intensities can be increased 
by approximately one order of magnitude by 
viewing photoelectrons at low angles of escape 
relative to the surface. The major limitation 
for the first method is the large decrease in 
signal intensity, since a large fraction of the 
x-rays are reflected (R=O.5-O.8) at grazing 
incidence angles. Fadley et al. [17) pursued 
the second idea, taking into consideration the 
effects of x-ray refraction and reflection, 
surface roughness, a non-uniform x-ray flux, and 
an assumed thin film model. Fraser et al. [ 19 J 
performed the first variable angle XPS (VAXPS) 
experiments, using Cs films on a Mo substrate, 
and they confirmed the method of Fadley & 
Bergs tram. This method - which provides the 
starting point for subsequent VAXPS analyses -
is, however, only able to give a qualitative 
picture of the concentration profile for an 
identifiable species. It has found usage as a 
tool for investigating values for the EMFP. The 
first attempts at quantitative VAXPS analysis of 
polycrystalline, vertically inhomogeneous 
samples were reported by Baird & Fadley [1) and 
Clark et al. [9). Neither group was very 
successful at modifying these existing methods 
of qualitative depth profiling to yield 
quantitative information. 
A novel approach was then undertaken by 
Iwasaki et a 1. [ 30 J • They recognized that the 
intensity can be related to the Laplace 
transform of the species depth profile, and they 
treated the problem by assuming that the depth 
profile consisted of a number of trapezoids 
whose area could be altered until the 
theoretical intensity matched the experimental 
intensity. The output of the method consists of 
an approximation to the species' depth 
profile. The method was tested using the Cs 
film on Mo data of Fraser et al. [19). A 
similar treatment of the problem was reported by 
Pijolat & Hollinger [41 ), whose work has been 
extended recently by Bussing & Holloway [7). 
These groups have all viewed the surface region 
as consisting of a number of layers whose 
concentrations can be varied until a reasonable 
agreement between experimental and theoretical 
intensities is observed. The methods differ in 
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the specifics of their respective surface 
models, the constraints placed on the nature of 
the solution, and the algorithm used in their 
approach to the solution. 
More recently, Mccaslin and Young have 
developed an alternative to the layer method. 
Using pre-existing information as to the general 
form of the depth profile, they first constrain 
the solution to a reasonable set of solution 
vectors. Then the best solution is iteratively 
approached via a dynamic programming routine. 
The general form of the XPS intensity 
equation for a species A is 
IA= J
0 
ar L(A,0) G(EA,0) D(EA) • 




is the incident x-ray flux, crA is the 
photoelectron emission cross-section for species 
A having photoelectron energy EA from subshell 
y. L(A,0) is the angular asymmetry factor, 
G(EA,0) is the product of the analyzer 
transmission efficiency and illuminated surface 
area, and D(EA) is the detector efficiency. 
NA(z) is the desired concentration as a function 
of the depth z, A (EA) is the electron mean free 
path (EMFP), and e is the angle which the 
detected photoelectrons make with the surface 
mean plane. The product A(EA)sin0 is referred 
to as the effective electron mean free path; it 
refers to the actual depth at which 
photoelectrons emerge from the sample surface 
with an intensity attenuation of 1/e (Figure 2). 
VARIABLE ANGLE XPS 
hv 




e' \ >--", = \ sin8' 
___ I 
e' = 35° 
Figure 2. Diagram showing the geometric 
relationships between A, Ae, and e for two 
different photoelectron escape angles; note that 
A~> Ae fore• > e. 
Experimentally, the VAXPS method involves a 
variation in the angle of photoelectron escape 
e, and the collection of peak intensities as a 
function of this angle. By varying e, one may 
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vary the effective electron mean free path and 
thus the sampling depth. A greater value of e 
results in a greater sampling depth. The depth 
profile NA (z) is contained in this VAXPS data; 
however, the data must be manipulated before the 
depth profile becomes apparent. 
This equation shows that the intensity 
depends on many parameters, and points out what 
are likely to be some major limitations of 
quantitative XPS. First of all, a reliable 
method of estimating the asymmetry parameter, 
photoemission cross-section, and EMFP must be 
found, in order to account for these factors' 
effects on the XPS intensity. Extensive work 
has been directed toward this end 
[5,6,13,38,39,42-48). The first two factors are 
generally recognized to be well characterized; 
however, research is still ongoing into the 
nature of the EMFP. The four numerical 
transform methods treat this problem 
differently, reflecting the uncertainty as to 
the best approach to the approximation of the 
EMFP. Secondly, surf ace roughness may have a 
significant effect on e and on G(EA,e) 
[2,12,49,50). Quantitative VAXPS will only be 
generally useful when the effect of surface 
roughness has been adequately treated. All of 
the numerical methods reviewed here treat only 
the perfectly smooth sample, so the starting 
equation has the form 
I (0) = K (0) J00 N (z) exp [-z/X(EA) • 
A A o A 





& Young have developed a separate 
for assessing the effect of surface 
but it has not yet been applied to 
The Method of Iwasaki et al. [30] 
In this approach, the intensity is 
normalized such that 
( 3) 
The EMFP is assumed to remain constant. The 
integration variable is changed such that NA (z) 
= NA(Xz), with the result that, letting s 
1 /sine, 
Joo N (z) exp (-sz) dz o A 
(4) 
Here, f[f(z)) denotes the Laplace transform of 
the function f (z). Their solution approach was 




NA(z) exp (-sz) dz+ 
J00 C exp (-sz) dz, 
zb A 
(5) 
where zb represents a point removed sufficiently 
far from the surface that the bulk concentration 
has been reached. Knowledge of zb and CA can be 
used to solve the second integral. The first 
integral is treated numerically using what is 
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essentially a simple trapezoidal rule numerical 
integration technique. The number of trapezoids 
is equal to the number of angles e for which XPS 
intensity data are collected. A system of 
linear equations results, in which the solution 
vector is a series of n values for the depth 
profile NA (z). In order to correct for 
instrumental factors inherent in the term KA(e), 
the intensity ratio 
(6) 
of two photoe lectron peaks with similar kinetic 
energies is used, and a relative depth profile 
is obtained. 
For reasons 
measures must be 
matrix, in order 
creeping into the 
of Iwasaki et 
discussed below, special 
taken to solve the resulting 
to prevent instabilities from 
solution vector. The method 
al. employs a cons trained 
minimization of the function 
n 
F{NA(z. ),NB(z. )} = E {R (s.) -
i i AB J 
j=1_ 2 
IAB(sJ.)} • R (s.), (7) 
AB J 
with the constraints 
NA(zi) > O; NB(zi) > 0 
cmin < NA(zi) •VA+ NB(zi) •VB< cmax ( 8 ) 
RAB (sj) _is the ratio of experimental intensities 
at ej, IAB(sj) is the corresponding theoretical 
value, Cmin and Cmax are expected limiting 
concentrations, and VA and VB are molar volumes 
of species A and B. The LPNLP algorithm of 
Pierre and Lowe [40), which solves the system 
using non-linear programming techniques, is used 
to solve this constrained minimization problem. 
The Method of Pijolat & Hollinger [41]. 
Pijolat & Hollinger's approach is based on 
ideas of the behavior of XPS intensities in a 
multi-layer system developed by Henke [23) and 
extended by Fadley et al. [ 17 J • The intensity 
is given as a summation 
n 
IA(0) = KA(0) E {N (z.)[1-exp(-z /X(j)sin0)) 
j=l A J o 
j-1 
n exp(-z /X(k)sin0)}. (9) 
k=1,j>1 o 
The first term in the summation corresponds to 
the concentration of photoelectrons in layer j 
of thickness z
0
, while the product term accounts 
for the photoelectron attenuation of the 
covering layers. As discussed above, the EMFP 
is a parameter related to the exponential 
photoelectron decrease with distance. In their 
approach, Pijolat & Hollinger assume that for a 
given angle e, the sampling depth is given by 
3Xsin0. Ninety-five percent of the 
photoelectrons travel a distance less than or 
equal to 3X. This distance corresponds to an 
effective sampling depth of 3Xsin0. They do not 
account for the other 5% of the intensity. 
Their computational method treats a binary 
Numerical Approaches in Variable Angle XPS 
system AxBy only. The angles at which data are 
collected are chosen so that 3Asine 1 equals the 
desired layer thickness z
0
, 3Asin0 2 is twice z 0 , 
and so forth. A composition-dependent EMFP is 
also assumed, requiring an iterative solution 
approach. They attempt to minimize the function 
n 
2 





B 1. j=1 J 
(10) 
using a simplex-based method (31]. The NA(zi) 
and N8 (zi) are again constrained with regard to 
their allowable concentration range and the 
expected general shape of the resulting 
profile. The intensity ratios are used for the 
same reasons mentioned above. 
The Method of Bussing & Holloway [7) 
These authors have specifically developed 
their theory for the fractional intensity in a 
binary solid, the use of the fractional 
intensities serving the same purpose as the 
taking of intensity ratios discussed above. The 
assumption of an invariant EMFP leads to the 
equation 
f00 N (z) exp (-z/>-sin0)dz 
o A 
f00 [N (z)+N (z)]exp(-z/>-sin0)dz 
o A B 
(11) 
where XA(0) refers to the model normalized 
relative intensity IA(0)/[IA(0) + 1 8 (8)]. From 
this relationship, the inverse Laplace transform 
equation is used to extract the depth profile 
NA(z) 
( 12) 
where s 1/>-sin0, and £- 1 [g(s)] denotes an 
inverse Laplace transform operation. NA(z) here 
refers to the mole fraction of A as a function 
of z. The model of behavior of NA (z) assumes 
that it can be represented by a bulk value acted 
upon by a finite number of accretions/depletions 
n 
NA ( z) = CA + E tiC . U ( i ) • ( 1 3) 
i=1 1. 
U(i) is a unit step function for the interval 
(xi_ 1 , xi). This assumption leads to the 
central set of equations 
n 
CA+ E tiC.[exp(-s.x. 
1
)-exp(-s.x.)] 
i=1 1. J 1.- J 1. 
j = 1,2, ••• ,n. (14) 
The concentration change terms ,',Ci are solved 
for by m1.n1.m1.z1.ng the difference between the 
experimental XA (sj) and the XA (sj) values 
resulting from a t:rial depth profile. Changes 
in the composition are first made at the 
surface; later changes in the deeper layers may 
also affect the surface composition, albeit to a 
lesser degree. 
The Method of McCaslin & Young 
The authors' approach involves a tri-level 
solution system. At the first level, the 
general nature of the depth profile is 
constrained to one of a number of models whose 
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analytic Laplace transform properties are 
known. This step is based on work conducted by 
Hofmann & Sanz [26]. The result is a defined 
depth profile whose parameters are chosen to 
optimize the agreement between the experimental 
and analytic intensity functions. We start with 
the basic normalized intensity equation (see Eq. 
3) 
( 15) 
letting s 1/sin0, z representing the depth in 
units of ,., which is assumed to be a constant. 
This assumption is only approximately valid, due 
to the material dependence of ).. This equation 
can be written as a Laplace transform 
(16) 
Thus, the concentration profile is given by the 
inverse Laplace transform of the normalized 
intensity function 
(17) 
If an explicit analytic form which has a known 
inverse Laplace transform is assumed for the 
depth profile, then the actual intensity as a 
function of s can be compared to the expected 
function and a best fit found. For example, if 
we assume that 
N (z) = C exp(mz), 
A 
( 18) 
this equation has a known inverse Laplace 
transform. Thus, the intensity function should 
relate to s as 
I (s) = C/(s-m). 
A 
( 19) 
The actual intensity data as a function of scan 
then be used to yield the optimum values for C 
and m. This first level gives a rough 
approximation to the actual profile, since only 
a limited number of analytic functions and their 
corresponding inverse Laplace transforms are 
used as potential matching functions. If a 
rough estimate is all that is needed, the output 
solution at this stage typically suffices. 
For a better quantitative approach to the 
actual vector, the second level of the 
programming system may be employed. This level 
involves a basic numerical approach to the 
Laplace transform. A transformation of 
variables yields the definite integral 
- f1- s-1 I (s) = N (-log z) z dz. 
A o A 
(20) 
This integral is subjected to a Gaussian 
quadrature approximation, so that 
n 




W,Z, N (-log z.), 
1. 1. A 1. 
(21) 
where the wi and zi are the tabulated values of 
the weights and roots for the shifted Legendre 
polynomial of degree n. A system of n linear 
equations may be obtained by lettings take on n 
different values, giving 
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n s. -1 
I(s)=Ew.z_J NA(-logz1._), 
A J i.=1 l. l. 
j = 1,2, ••• ,n. (22) 
Conventional matrix inversion techniques (LU 
decomposition) are used to solve for the 
concentration values NA (-log zi). 
The third level of the system is employed 
to correct for the instabilities which impose 
themselves on the answer vector, for reasons 
discussed below. This level may also be 
addressed directly after the first level. In 
this case, the rough guess serves as the initial 
approximation to the true profile. The third 
level is a dynamic programming approach [3) to 
the solution of the equation Ax = b, based on 
minimizing the function 
(Ax - b, Ax - b) + r (x - c, x - c), (23) 
where the inner product (x,y) of two vectors x 
and y is denoted by 
(x,y) 
n 
E X. y.' 
i=1 1. 1. 
(24) 
and r is a mixing parameter with values in the 
range [0,1). The magnitude of the first term is 
related to the success of the matrix inversion 
process. The vector c represents an initial 
approximation to the solution vector, so that 
the second term represents the mixing in of the 
difference in successive approximations to the 
true solution. The minimization of this 
function thus ensures that the resulting 
solution satisfies the constraints of the matrix 
while pushing the approximate solution closer to 
the true value. Al though the method was 
developed for use with absolute normalized peak 
intensities, yielding the depth profile 
corresponding to the species having the 
particular peak binding energy, intensity ratios 
may be used to eliminate the need for the 
calculation of the K(s) term as a function of 
the photoelectron escape angle. 
Results 
Problems with the Stability of the Solution 
In all four mathematical approaches to the 
extraction of the depth profiles from VAXPS 
intensity data, a set of n linear equations inn 
unknowns (the depth profile values) must be 
solved. Expressed in the form of a matrix 
equation Ax= b, the matrix of coefficients A is 
ill-conditioned; that is, its inverse A- 1 
possesses elements of large magnitude, both 
positive and negative. The result is that a 
small change in the experimental data vector b 
- perhaps caused by the imprecision of the data 
collection - may result in a large change in x 
[20). The situation becomes worse for larger 
values of n, the number of equations and 
unknowns. The resulting possibility of a wildly 
oscillating solution vector requires that the 
special measures mentioned above be taken to 
constrain the vector to realistic values. The 
oscillations are typically more erratic for 
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values further from the surface, since the depth 
information is reduced by the exponential 
attenuation of the photoelectron flux. 
In fact, it has been stated by Bussing & 
Holloway [7) that when dealing with the 
numerical inverse Laplace transform - no unique 
solutions exist. Thus, constraints must be 
placed upon the nature of the desired solution, 
in order to obtain a correct, 
functional form. 
The worsening instability 
reasonable 
of the 
n may also 
solution to 
rough (but 
coefficient matrix with increasing 
degrade depth resolution [3). Our 
this problem has been to obtain a 
reasonably accurate) approximation to the depth 
profile at small n, and then mix in more 
intensity values dynamically, so that the 
stability of the solution is preserved while the 
resolution is gradually increased. 
This problem of instability generates a 
major consequence for the data collection 
process in VAXPS. Special precautions must be 
taken to ensure the reliability and precision of 
the intensities. Intensity ratio measurements 
are preferable to absolute intensities, since 
instrumental factors such as the incident x-ray 
flux and analyzer geometry factor cancel out and 
therefore need not be accounted for explicitly. 
In addition, the accurate determination of 
the EMFP becomes desirable if one wishes to 
represent the species concentration as a 
function of the absolute depth z, as opposed to 
the relative depth z/A. Several models for 
calculating the EMFP have been proposed, using 
either an experimental [44-46,48) or a 
theoretical [38,39,42) derivation. However, 
their general applicability has been called into 
question, chiefly due to their inability to 
determine the EMFP with a reasonable accuracy. 
For this reason, it appears prudent to simply 
represent the depth profiles as a function of 
the reduced depth z/A, so that their utility 
remains uncompromised by the uncertainty in the 
EMFP. 
Quantitative Hon-Destructive Depth Profile 
Analysis Experiments 
The first reported quantitative depth 
profile obtained non-destructively from VAXPS 
data is shown in Figure 3. The profile, seen as 
an inset of the VAXPS curve, was obtained by 
Iwasaki et al. [30), using the data of Fraser et 
al. [19). The sample originally analyzed 
comprised a Cs layer adsorbed on a Mo 
substrate. The concentration units shown are 
relative to bulk values; the relative Cs 
concentration of 0.5 implies that the molar 
volume is twice its bulk value. This value is a 
consequence of the constraints placed on the 
nature of the output profile. The bulk 
concentration was assumed to be reached at a 
distance of A. Iwasaki et al. concluded that 
the Cs overlayer thickness was greater than that 
predicted by Fraser et al., and the over layer 
itself was less densely packed than bulk metal. 
Pijolat & Hollinger [41 J were the first 
researchers to develop a non-destructive depth 
profiling method using VAX PS data and 
subsequently apply it to their own data. They 
Numerical Approaches in Variable Angle XPS 
reported depth profiles from three different 
surfaces. The first experimental results were 
for a step profile system of a ~20 A Ag layer 
atop an Al 2o 3 substrate. The method of 
thickness determination for this layer was not 
specified. The profile is shown in Figure 4, 
being compared to the profile obtained by Ar+ 
ion sputtering. The difference in profiles was 
attributed to a failure in the latter case to 
take account of different sputtering yields for 
Ag and Al 2o 3 , or of ion-induced profile 
alterations. The fact that such factors need 
not be included in non-destructive profiling 
models was seen to represent a major advantage 
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Figure 3. The intensity ratio data of Iwasaki 
et al. and the corresponding depth profiles for 
Cs and Mo. Note that (90-6) is defined in the 
diagram as the present au th ors would define a. 
Reproduced from reference 30. 
The second surface system investigated by 
Pijolat & Hollinger was the Sio 2-si interface. 
The results are shown in Figure 5. Three peaks 
may be resolved from the XPS Si 2p spectrum: 
Sio 2 layer, interface, and Si substrate. The 
two VAXPS curves correspond to the two intensity 
ratios 
(!Si+ 1 interface)/ISiO a nd 
2 




The difference in the resulting depth profiles, 
as well as the apparently indicated presence of 
elemental Si at the surface, was attributed to 
surface roughness effects, which in general act 
to mask the presence of a sharp segregation of 
species [1]. The transition was, however, 
sharp, as is expected from previous work, 
lending credence to their model. 
The third system they examined comprises 
two samples of a Cu-Ni alloy, one a thick 
Cu 0 • 7Ni 0 • 3 sample and the other a thin film of 
cu 0 • 6Ni 0 • 4 • Both samples were cleaned using Ar+ 
ion bombardment, and subsequently annealed to 
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remove any segregation effects due to 
preferential sputtering. The results may be 
seen in Figure 6. The depth profiles have a 
general agreement with theory and other 
experiments. However, the oscillation in the 
relative concentrations of Cu and Ni in the 
profile, which has been observed (32], is not 
apparent, nor is the depth resolution of this 
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Figure 4. The relative intensity as a function 
of escape angle a for a silver overlayer on 
Al 20~ is shown in (a). In (b), the depth 
profile resulting from the analysis of this data 
is shown (open boxes) compared to Ar+ ion 
sputtering results (closed boxes). Reproduced 
from reference 40. 
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Figure 5. Relative intensity curves for an 
oxide overlayer on silicon (a) where the ratio 
is given by (Isi + Iinterfacel/Isio (solid 
line) and Isi/{I_S. 0 + !interface) 
2 (broken 
line). Correspondi¾ig2 depth profile curves are 
shown in (b). Reproduced from reference 40. 
P.C. Mccaslin and v. Young 
In their paper, Bussing & Holloway [7] 
concentrated on a discussion of their model, as 
well as a detailed examination of the problems 
inherent in the numerical inverse Laplace 
transform in general, and the transform of 
experimental VAXPS intensity values in 
particular. As examples of the deconvolution of 
experimental data, they showed the curves in 
Figures 7 and 8. The data were taken from 
Hofmann & Sanz [26] and Holloway et al. [27], 
respectively. No discussion of the resulting 
depth profiles was presented. However, the 
increase in valence state of Ta with increasing 
depth for sputtered Ta 2o 5 is observed, as is the 
surface enrichment and near-surface depletion of 
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Figure 6. Relative intensity curves and 
corresponding depth profiles for copper nickel 
alloys. (a) is for a thick sample of cu 0 • 7Ni 0 • 3 
and (b) is for a thin film of cu 0 • 6Nio.4• 
Reproduced from reference 40. 
As an example of the potential application 
of the method of Mccaslin & Young, an analysis 
of an Al foil sample with a surface oxide 
coating and adventitious carbon contamination 
has been carried out. The data were collected 
on a Perkin-Elmer PHI 5300 Model ESCA System 
( courtesy of Physical Electronics), using a Mg 
anode. The intensity ratio of Al 2p (metal)/Al 
2p (oxide) as a function of the escape angle e 
is shown in Figure 9. The two outlying points 
correspond to intensity ratios taken at e = 20° 
and 25°. Their deviation probably stems from 
inaccuracies in the curve-fitting procedure used 
to define the intensity ratio. Initially, the 
depth profile was assumed to follow a power law 
distribution. The resulting best fit to this 
distribution is shown as the iteration Oline in 
Figure 10. From this starting point, the 
solution was iteratively approached. Iterations 
16, 92, and 761 correspond to values for (Ax-b, 
Ax-bl of 1.oox10- 3 , 5.oox10- 4 , and 1.oox10- 4 
respectively. It can be seen that over-
minimization of the error may lead to a 
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violation of the physical constraints of the 
problem, in this case a negative value for the 
concentration ratio. The best choice for the 
error cutoff value in this case turned out to be 
5. OOx1 o- 4 , since further iterations yielded 
negative concentration ratios. At large 
relative depths, the concentration of bulk Al 
metal is seen to increase relative to the oxide 
species, as expected. Interestingly, a dip in 
the concentration ratio centered around z/). = 
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Figure 7. Relative intensity curve and the 
corresponding depth profile for Ar+ sputtered 
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Relative intensity curve and Figure 8. 
corresponding 
sputtered GaAs. 
depth profile for the 
Reproduced from reference 7. 
to indicate that a region separated from the 
bulk by an oxide layer contains a significant 
amount of Al metal as a dopant. Al though the 
adventitious carbon contamination layer may not 
Numerical Approaches in variable Angle XPS 
be located from an analysis of this plot, 
similar data have indicated its presence in the 
near surface region as well, possibly occurring 










Figure 9. Intensity ratio data [Al 2p 
(metal) /Al 2p (oxide)] for a sample of dirty 
aluminum foil. The sample contains a thin 
overlayer of aluminum oxide ~15 A thick [22] on 
the aluminum and a surface layer of adventitious 
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Figure 10. Relative depth profile of Al to 
Al 2o3 as a function of iteration number. 
Comparison 
destructive depth 
is made difficult 
results presented 
is not the aim of 
body of their 
review. Rather, 
Discussion 
of the four methods of non-
profiling which use VAXPS data 
by the paucity of experimental 
by the respective authors. It 
the authors to present a large 
experimental results in this 
the pre-existing approaches to 
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this type of VAXPS analysis have been outlined, 
along with the authors' current work. None of 
these methods can escape the fundamental 
uncertainties inherent in the numerical inverse 
Laplace transform process. Pijolat and 
Hollinger have used the most sophisticated 
approach to treating the material dependence of 
the EMFP, by including a model for calculating 
the composition-dependent EMFP. However, this 
model has not been proven to yield accurate 
values; thus, its utility is questionable. Both 
their approach and the method of Bussing and 
Holloway are designed solely for binary systems, 
which is a drawback. The latter method is the 
most straightforward of all the methods, 
requiring little sophistication in hardware to 
implement. The method of Mccaslin and Young 
possesses several advantageous features. It 
specifically allows for an initial approximation 
to the profile to be calculated; a better first 
guess decreases the oscillation in the vector as 
it iterates. The method does not make use of 
any special subroutines to solve the system of 
equations, so the software is transportable. 
However, it does not explicitly account for the 
material dependence of the EMFP, al though this 
capacity can be readily added when this area is 
better characterized. All four methods 
demonstrate satisfactory results for the systems 
which they analyze. All have employed some type 
of intensity ratio to sidestep the problem of 
calculating the instrumental factors. Although 
this procedure reduces the overall generality of 
the method, it also greatly reduces the need for 
calibration of instrumental behavior through the 
use of standards. 
Conclusions 
The development of non-destructive depth 
profiling methods based on VAXPS was addressed 
from both a historical and a theoretical 
perspective. Its complementarity to other 
common depth profile methods was discussed. 
Four approaches to obtaining a depth profile 
from numerical manipulation of variable angle 
photoelectron peak intensity data were 
outlined. Three of these methods involved the 
inversion of a Laplace transform equation as a 
critical step. The fourth approach (due to 
Pi j ola t & Hollinger) involves a generalization 
of the layer method first proposed by Fadley et 
al. The difficulties encountered by these 
groups in their endeavor to solve an ill-
conditioned system of equations for the 
concentration profile were outlined. Finally, 
the quantitative depth profile results obtained 
by these groups were presented, along with a 
brief discussion of their implications, as 
examples of the potential utility of non-
destructive depth profiling from VAXPS data 
analysis. 
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Discussion with Reviewers 
M.P. Seah: The combination of the matrix 
dependent angular distributions arising from 
inelastic scattering, and the anisotropy factor 
all lead to uncertainties which, when coupled 
with the fact that the interesting bits of the 
profile are under the surface and are therefore 
only giving small contributions to the signal, 
must lead to some ambiguity in the final derived 
profile. The algebra may give a very nice 
unique solution to a given set of assumptions 
about the above effects but one should plot the 
whole family of profiles relevant to the range 
of possibles for those effects. For light 
elements where elastic scattering is weak the 
results may be best. Do the authors have any 
comment? 
Authors: It is true that using intensity ratios 
and theoretical models for the anisotropy factor 
and the EMFP introduces some unavoidable 
uncertainty into the outcome. Thus, the result 
plotted must be viewed as a best approximation 
to the actual depth profile, within the 
capabilities of the solution method. In our 
case, we assume that the EMFP is constant 
although it is known that it is material-
dependent. Al though the mechanism whereby the 
concept of the EMFP arises was not discussed, it 
is correct that it possesses both inelastic and 
elastic components. All four models described 
assume negligible elastic scattering; otherwise, 
the overall nature of the intensity equation is 
changed so that an inverse Laplace transform 
technique may not apply. The feeling of the 
authors is that the presence of elastic 
scattering and an overall material-dependent 
EMFP introduces an error of magnitude less than 
the error already present in the mathematical 
algorithm. Thus, logic would dictate that more 
interest be given to improving the algorithm and 
thereby lowering the greater source of error, 
leaving the problem of the EMFP for future 
work. The general feeling among researchers in 
the area of quan ti ta ti ve XPS is that, with the 
exception of the EMFP and the effect of surface 
morphology, the other important factors are 
characterized reasonably well. The point about 
interesting areas of the profile being buried 
under the surface is an insightful restatement 
of the instability of the inverse Laplace 
transformation, in the context of its present 
application. This problem has been discussed in 
detail in the body of the paper. 
M. Keenlyside: How does one determine, for a 
multi-component system, when the correct 
solution to the depth profile is being 
approached? For example, in Figure 10, 
iteration 761 is considered over-minimized 
because the concentration ratio has negative 
values. However, on the other hand for a 
typical surface formed oxide on Al of z/A = 3 
P.C. McCaslin and v. Young 
(60 A) would not the concentration ratio be 
expected to rise to a high value, making this 
the only realistic solution at that depth? 
Authors: The system user must decide when the 
buildup of noise caused by the iteration process 
becomes so apparent as to yield spurious 
results. In the present case, iteration 761 may 
better reflect the steep slope in the interface 
region; however, the increasing noise content 
has caused the violation of a non-negative 
concentration ratio constraint (i.e., for a real 
system, all concentration ratios must lie within 
the interval [0, 00 ] ). The tradeoff between 
resolution and noise is analogous to the 
situation in peak deconvolution, where greater 
peak resolution is achieved only at the expense 
of a noisier signal. 
P.W.J. Linders: The result of Figure 10 is 
based on an iteration not converging to a 
certain slope. Is the evaluation method proven 
to be applicable by giving this result? 
Authors: As mentioned above, the commonly 
accepted oxide thickness for Al foil is on the 
order of z/').. = 3, where a rise in the profile 
may be observed. We have not conducted other 
experiments to confirm this notion, due to the 
common acceptance of this value and the 
recognized simplicity of the oxide coating on 
Al. 
H.J. Mathieu: What depth resolution can be 
expected from VAXPS? 
Authors: Provided that intensity ratios for 
peaks of similar energy are used so that 
uncertainties in the instrumental and 
experimental factors mentioned are cancelled out 
or minimized one can expect resolutions of 
around 10 A for typical mean free paths of 30 
A. However, the greater the desired resolution, 
the noisier the resulting spectrum will be. At 
present, one cannot hope for more than a 
qualitative picture of the profile if absolute 
peak intensities are used, since the 
instrumental factors are not well characterized. 
H.J. Mathieu: How can the problem of EMFP be 
overcome? 
Authors: As discussed above, one way to avoid 
uncertainties in the EMFP is to use intensity 
ratios. This method works best when peaks of 
similar energy are used, and the material 
dependence of A is not strong. However, this 
approach bypasses the problem instead of 
addressing it. Certainly, a need for more 
sophisticated methods of finding EMFPs exists, 
and it is being investigated by several 
groups. Once the situation is better 
understood, it will be a relatively simple 
matter to include the model in the various 
methods. 
P.W.J. Linders: 
decisive for the 
Figure 10? 
Which physical reasons are 
choice of the iteration O in 
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Authors: The power law equation, which was used 
to fit the data and yield the starting point for 
iteration in this case, i.e. the iteration 0 
line, in general provides a useful starting 
point since it shows the upward or downward 
trend of the concentration depth profile. It 
was chosen from a set of explicit analytic 
functions as that function which gave the best 
intensity fit (as given by its Laplace 
transform) to the experimental intensity 
ratios. In essence, it provides an averaged out 
version of the profile. The set of explicit 
analytical functions used in level one represent 
actual physical forms which a concentration 
profile may take. For example, a tangent 
function, which has a discontinuity at every odd 
multiple of n/2, is not a member of the set. 
It is important to have an intelligent estimate 
of the profile's shape before iterating, due to 
the inherent instabilities in the inverse 
Laplace transform technique. 
H.J. Mathieu: You 
surface roughness. 
experimental evidence 




the influence of 
possible to give 
influence on the 
Authors: To our knowledge, there is no 
published experimental evidence for the 
influence of surface roughness on the accuracy 
of VAXPS. Our research group is currently 
conducting experiments to answer this 
question. At present, we have a computer 
program which calculates the effect of surface 
roughness on the XPS signal, and we are 
collecting data for publication. In fact, we 
have decided to postpone publication of the 
details of our tri-level solution algorithm 
until we can adequately treat the surface 
roughness problem. Briefly, we have found a way 
to quanti ta te the surface roughness effect on 
the magnitude of the signal, as well as its 
variation with the photoelectron escape angle 
a. This problem has major ramifications for all 
types of quantitative XPS analysis, not just 
VAXPS. 
