The paper presents an iterative version of join-tree clustering that applies the message passing of join-tree clustering algorithm to join-graphs rather than to join-trees, itera 
INTRODUCTION
Probabilistic reasoning using Belief networks, com puting the probability of one or more events given some evidence, is known to be NP-hard [Cooper1990] . However most commonly used exact algorithms for probabilistic inference such as join-tree clustering [Lauritzen and Spiegelhalter1988, Jensen imations that extend IBP towards being an anytime algorithm, and provided some initial empirical demon stration that these new algorithms can be significantly more accurate than ordinary IBP at an adjustable in creased complexity. The central idea is to improve ap proximation by clustering some of the network's nodes into super nodes and apply message passing between the super nodes rather than between the original sin gleton nodes.
We will present in this paper a special class of GBP algorithms called Iterative Join-Graph Propagation (IJGP{i)) which are controlled by a bounding param eter i that allows the user to control the tradeoff be tween time and accuracy. The algorithm exploits an intuition based solely on concepts and algorithms de veloped within the theory and practice of belief net-works, and thus may be more accessible. The idea is as follows.
Pearl's BP algorithm on trees was extended to a general propagation algorithm on trees of clusters called join-tree clustering or junction-tree clustering [Lauritzen and Spiegelhalterl988, Jensen et al. 1990 ].
Since this join-tree clustering is a message passing algo rithm between clusters of functions, it can also be ap plied to a join-graph rather than a join-tree. Namely, rather than decomposing the network into a join-tree whose clusters are often too big and thus too costly to process, we can decompose the network into a join graph having manageable clusters and apply join-tree message-passing over the join-graph, iteratively.
The question we explore is how will IJGP(i) work on join-graphs having cluster size bounded by i variables and to what extent the algorithm is sensitive to the particular join-graph selected. We hypothesize that as the decomposition is more coarse we get more accu rate performance, yielding an anytime behavior at an adjusted increased complexity.
Algorithm IJGP(i) can also be seen as an iter ative version of mini-clustering MC(i), a recently proposed anytime approximation for belief updating [Dechter and Rishl997, Mateescu et al. 2002] , which was shown to be competitive with IBP and Gibbs sam pling on a variety of benchmarks. Mini-clustering al gorithm partitions the messages passed in the join-tree between clusters. Namely, instead of computing and sending one message over the separator between two clusters, MC(i) sends a set of smaller messages, each computed by a mini-partition in the cluster, and each defined on no more than i variables.
When we started experimenting with IJGP it became clear immediately that using arc-minimal join-graph is essential to the success of IJGP(i). However it appears that arc-minimality is not always sufficient, yielding a refined definition of arc-labeled join-graph capturing the need to avoid cyclicity relative to every single vari able.
Following preliminaries, we give a formal account of arc-labeled parameterized join-graph decomposition and define IJGP(i) over such decompositions. Some properties of the algorithm are discussed. Subsequently we provide empirical evaluation. The empirical results are very encouraging. We demonstrate that even for i=2, when IJGP is fastest, the algorithm is already very effective. Overall, it is an anytime scheme which outperforms IBP and MC(i), sometimes by as much as several orders of magnitude.
PRELIMINARIES
Belief networks provide a formalism for reasoning about partial beliefs under conditions of uncertainty.
A belief network is defined by a directed acyclic graph over nodes representing random variables. Belief updating. The belief updating problem defined over a belief network (also referred to as probabilis tic inference) is the task of computing the posterior probability P(Yje) of query nodes Y c;;; X given evi dence e. We will focus on the basic case when Y con sists of a single variable X;. Namely, on computing Bel(Xi) = P(X; = xje) , VX; EX, Vx ED;.
JOIN-GRAPHS
We will describe our algorithms relative to a join-graph decomposition framework using recent notation pro posed by [Gottlob et a1. 1999] . The notion of join-tree decompositions was introduced in relational databases [Maier1983] .
DEFINITION 3.1 (join-graph decompositions) A join-graph decomposition for EN =< X, D, G, P > is a triple D=< JG,x,1/ ! >, where JG = (V,E) is a graph, and X and 1/! are labeling functions which asso ciate with each vertex v E V two sets, x( v) c;;; X and 1/J( v) c;;; P such that, 1. For each function p; E P, there is exactly one vertex v E V such that p; E 1/J(v) , and scope(p;) c;;; x(v) . 2. (connectedness) For each variable X; E X, the set { v E VjX; E x( v) } induces a connected subgraph of G. The connectedness requirement is also called the running intersection property.
We will often refer to a node and its CPT func tions as a clusterl and use the term join-graph decomposition and cluster graph interchangeably. A join-tree-decomposition or a cluster tree is the special case when the join-graph JG is a tree.
Join-tree propagation. The well known join-tree clustering algorithm first converts the belief network 'Note, that a node may be associated with an empty set of CPTs 
The example in Figure 1a shows an arc minimal join-graph which contains a cycle relative to variable 4, with arcs labeled with separators. Notice however that if we remove variable 4 from the label of one arc we will have no cycles {relative to single variables) while the connectedness property will still be maintained.
To allow more flexible notions of connectedness we re fine the definition of join-graph decompositions, when arcs can be labeled with a subset of their separator. u, v) , such that V Xi E X, any two clusters con taining Xi can be connected by a path whose every arc's label includes xi.
{arc-connectedness) For each arc
Finally, an arc-labeled join graph is minimal if no vari able can be deleted from any label while still satisfying the arc-connectedness property. THEOREM 4.1 1. [Lauritzen and Spiegelhalter1988} If I J G P is applied to a join-tree decomposition it reduces to join-tree clustering and it therefore is guaranteed to compute the exact beliefs in one iteration.
[Larrosa et al. 2001}
The time complexity of one it eration of IJGP is O(deg · (n+ N) ·dw'+i) and its space complexity is O(N ·d0), where deg is the maximum de gree of a node in the join-graph, n is the number of variables, N is the number of nodes in the graph de composition, d is the maximum domain size, w* is the maximum cluster size and e is the maximum label size.
However, when applied to a join-graph the algorithm is neither guaranteed to converge nor to find the exact posterior.
The success of IJGP, no doubt, will depend on the
Evidence variables var (e).
Output: An augmented graph whose nodes are clusters containing the original CPTs and the messages received from neighbors. Approximations of P(X;Ie), 'IX; EX.
Denote by h1 u,v) the message from vertex u to v, nev(u) the neighbors of u in JG excluding v. 3.Compute and send to v the combined function:
Send h (u ,v) and the individual functions H(u,v) to node v.
For every X; E X let u be a vertex in T such that X; E x(u). restrict attention to cluster graphs that are I-maps of P [Pearl1988] . Second, we wish to avoid cycles as much as possible in order to minimize computational over counting.
Indeed, it can be shown that any join-graph of a belief network is an I-map of the underlying probability dis tribution relative to node-separation. It turns out that arc-labeled join-graphs display a richer set of indepen dencies relative to arc-separation.
be an arc-labeled decomposition. Let Nw,Ny � V be two sets of nodes, and Ez � E be a set of edges in JG. Let W, Y, Z be their corresponding sets of variables (a) THEOREM 4.2 Any arc-labeled join graph decomposi tion of a belief network BN =< X, D , G, P > is a minimal !-map of P relative to arc-separation.
Hence, the issue of minimizing computational over counting due to cycles appears to be orthogonal to maximizing independencies via minimal I-mappness.
Nevertheless, to avoid over-counting as much as pos sible, we still prefer join-graphs that minimize cycles relative to each variable. That is, we prefer to apply IJGP to minimal arc-labeled join-graphs.
BOUNDED JOIN-GRAPHS
Since we want to control the complexity of IJGP we will define it on decompositions having bounded cluster size. If the number of variables in a cluster is bounded by i, the time and space complexity of one full iteration of IJGP(i) is exponential in i. How can good graph decompositions of bounded cluster size be generated?
Figure 5: Join-graph decompositions
Algorithm join-graph structuring(i)
1. Apply procedure schematic mini-bucket(i).
2.
Associate each resulting mini-bucket with a node in the join-graph, the variables of the nodes are those appearing in the mini-bucket, the original functions are those in the mini-bucket.
3. Since we want the join-graph to be as close as possi ble to a tree, and since a tree has a tree-width 1, we may try to find join-graph JG, of bounded cluster size whose tree-width (as a graph) is minimized. While we will not attempt to optimally solve this task, we will propose one method for generating i-bounded graph decomposition.
One class of such decompositions is partition-based. It starts from a given tree-decomposition and then par titions the clusters until the decomposition has clus ters bounded by i. The opposite approach is grouping based. It starts from an arc-minimal dual-graph de composition (where each cluster contains a single CPT) and groups clusters into larger clusters as long as the resulting clusters do not exceed the given bound. In both methods we should attempt to reduce the tree width of the generated graph-decomposition. Our partition-based approach inspired by the mini-bucket idea [Dechter and Rish1997] is as follows.
Given a bound i, algorithm join-graph structuring(i) applies procedure schematic mini-bucket(i), described in Figure 7 . The procedure only traces the scopes of the functions that would be generated by the full mini bucket procedure, avoiding actual computation. The algorithm then connects the mini-buckets' scopes min imally to obtain the running intersection property, as
Procedure schematic rnini-bucket(i) 3. For j = n to 1 do:
Partition the functions in bucket(X1) into mini buckets having at most i variables.
For each mini-bucket mb create a new scope-function (message) f where scope(!)= {XIX E mb}-{Xi} and place scope(f) in the bucket of its highest vari able. Maintain an arc between mb and the mini bucket (created later) of f. Example 5.1 Figure 5a shows the trace of procedure schematic mini-bucket(3) applied to the problem de scribed in Figure 3 . The decomposition in Figure 5b is created by the algorithm graph structuring. The only cluster partitioned is that of F into two scopes (FCD) and (BF), connected by an in-edge labeled with F.
Procedure schematic mini-bucket ends with a collec tion of trees rooted in mini-buckets of the first variable.
Each of these trees is minimally arc-labeled. Then, in edges are labeled with only one variable, and they are added only to obtain the running intersection property between branches of these trees. It can be shown that:
Proposition 1 Algorithm join-graph structuring(i), generates a minimal arc-labeled join-graph decomposi tion having bound i.
MC(i) vs. IJGP(i). As can be hinted by our struc turing of a bounded join-graph, there is a close rela tionship between MC(i) and IJGP(i). In particular, one iteration of IJGP(i) is similar to MC(i) (MC(i)
is an algorithm that approximates join-tree clustering and was shown to be competitive with IBP and Gibbs
Indeed, while we view IJGP(i) as an iterative version of MC(i), the two algorithms differ in several technical points, some may be superficial, due to implementation, others may be more principled. We will leave the discussion at that and will observe the comparison of the two approaches in the empirical section.
EMPIRICAL EVALUATION
We tested the performance of IJGP(i) on random net works, on M-by-M grids, on two benchmark CPCS files with 54 and 360 variables, respectively (these are be lief networks for medicine, derived from the Computer We use the partitioning method described in Section 5 to construct a join-graph. To determine the order of message computation, we recursively pick an edge (u,v) , such that node u has the fewest incoming mes sages missing.
For each network except coding, we compute the exact solution and compare the accuracy of algorithms using: port Bit Error Rate (BER) computed as follows: for each approximate algorithm we pick the most likely value for each variable, take the number of disagree ments with the exact input, divide by the total number of variables, and average over all the instances of the problem. We also report time.
The random networks were generated using parameters Random network results with networks of N=50, K=2, C=45 and P=3 are given in Table 1 . For IJGP (i) and MC(i) we report 3 different values of i-bound: 2,
Figure 8: KL distance vs. i-bound
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--"'-UGP20ill ,.lionl l•t"""" et9"n"") It clearly takes more time when the i-bound is large. Figure 8 shows a comparison of all algorithms with dif ferent numbers of iterations, using the KL distance. Grid network results with networks of N=81, K=2, 0.010
,.,
Grid network, N=81, 1(;2, evk:l=O, W"=12 1-boo nd 9 10 11 CPCS network results with CPCS54 and CPCS360 are given in Table 2 , and are even more pronounced than those of random and grid networks. When evi dence is added, IJGP(i) is more accurate than MC(i), which is more accurate than IBP, as can be seen in Figure 16 . Notice that the time is not changing much as the i-bound increases for CPCS360 networks. One reason may be due to the existence of functions with large scopes, which force large clusters even when i=2.
Coding network results are given in Ta ble 3. We tested a large network of 400 variables, with tree-width w*=43, with IJGP and IBP set to run 30 iterations.
IBP is known to be very accurate for this class of prob lems and it is indeed better than MC. It is remarkable however that IJGP converges to smaller BER than IBP even for small values of the i-bound. Both the coding network and CPCS360 show the scalability of IJGP for large size problems. Notice that here the anytime behavior of IJ G P is not clear. • 5 6 7 6 9 10 Our empirical results are extremely encouraging. We 
