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The sign pattern of a realmatrixM is the (0, 1,−1)-matrix obtained
from M by replacing each entry by its sign. Let Q(M) be the set of
real matrices with the same sign pattern as M. For any M˜ ∈ Q(M),
if the Drazin inverses of M and M˜ have the same sign pattern, then
M is said to have signed Drazin inverse. In this paper, we give a
complete characterization for a class of anti-triangularmatriceswith
signed Drazin inverse, and present a complete characterization for
sign symmetric bipartite matrices with signed Drazin inverse.
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1. Introduction
The sign of a real number a, denoted by sgn a, is defined to be−1, 0 or 1, according to a < 0, a = 0
or a > 0. The sign pattern of a real matrix A is the (0, 1,−1)-matrix obtained from A by replacing each
entry by its sign, denoted by sgn A. The set of real matrices with the same sign pattern as A is called the
qualitative class of A, denoted byQ(A) (see [1,15]). LetRm×n denote the set of allm × n real matrices.
As usual, A stands for the transpose of a real matrix A. Let (A)ij or aij denote the (i, j)-entry of A. A
square real matrix A is said to be sign symmetric, if sgn A is a symmetric matrix.
Let A be a square real matrix. The index of A is the smallest nonnegative integer k such that
rank(Ak) = rank(Ak+1), denoted by ind(A). The Drazin inverse of A is the real matrix X satisfying
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three matrix equations: Ak+1X = Ak , XAX = X and AX = XA, where k =ind(A). Let Ad denote the
Drazin inverse of A. It is well known that Ad exists and is unique. If ind(A)  1, Ad is called the group
inverse of A and is denoted by A#. It is known that A# exists if and only if rank(A) = rank(A2). More
details for the theory of generalized inverse can be found in [4]. We say that A has signed Drazin inverse
(or simply say “Ad is signed”), if sgn A˜d = sgn Ad for each matrix A˜ ∈ Q(A). A is called a sign group
invertible matrix (abbreviated SGI matrix), if A˜# exists for each A˜ ∈ Q(A). An SGI matrix A is called a
strong sign group invertible matrix (abbreviated S2GI matrix), if sgn A˜# = sgn A# for each A˜ ∈ Q(A).
Clearly an S2GI matrix has signed Drazin inverse. Some SGI matrices and S2GI matrices for some block
matrices with two full rank sub-blocks are given in [6,26].
For a realmatrixA, theMP inverse ofA is the realmatrixX satisfying fourmatrix equations:AXA = A,
XAX = X , (AX) = AX and (XA) = XA. Let A+ denote the MP inverse of A. It is well known that
A+ exists and is unique [4]. If A is a nonsingular square matrix, then A+ = Ad = A# = A−1. A is
said to have signed MP inverse (or simply say “A+ is signed”), if sgn A˜+ = sgn A+ for each matrix
A˜ ∈ Q(A). Shader [12] described the structure of matrices with signedMP inverse. Shao and Shan [15]
gave complete characterizations of matrices with signed MP inverse.
A real matrix A is called an L-matrix if every matrix in Q(A) has full column rank. A square L-
matrix is called a sign nonsingular matrix (abbreviated SNS matrix). An SNS matrix A is called a strong
sign nonsingular matrix (abbreviated S2NS matrix), if the inverses of the matrices in Q(A) all have the
same sign pattern (see [15]). S2NS matrices are extensively studied in qualitative matrix theory (see
[1]). Clearly matrices having signed Drazin inverse (or signed MP inverse) are generalizations of S2NS
matrices.
TheDrazin inverse has applications in singular differential anddifference equations,Markov chains,
eigenvalues, and semi-iterative methods (see [3,4,9,11,18,21–24]). In [3], Campbell showed that the
Drazin inverse of an anti-triangularmatrix
⎛
⎝A B
C 0
⎞
⎠ can beused to express the solutions of second-order
singular linear differential equations. Unfortunately, there is no known representation for the Drazin
inverse of a general anti-triangular matrix. A real matrix of the form M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero
blocks are square, can be regarded as the matrix of a bipartite digraph. Such a matrix M is called a
bipartite matrix (see [5,6]). IfM is sign symmetric, then B ∈ Q(C).
For a singular linear system Ax = b (A is square), its Drazin-inverse solution is x = Adb (see
[4,16,20]). Matrices with signed Drazin inverses will be an useful tool for studying the sign-solvability
with respect to the Drazin-inverse solution. In this paper, we give a complete characterization for a
class of anti-triangular matrices with signed Drazin inverse, and present a complete characterization
for sign symmetric bipartite matrices with signed Drazin inverse.
2. Preliminaries
Let B be an n × m matrix, C be an m × n matrix. It is well known that (BC)dB = B(CB)d (cf. [5,
Lemma 2.4]). We recall some lemmas as follows.
Lemma 2.1 [5]. Let M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero blocks are square. Then
Md =
⎛
⎝ 0 (BC)dB
C(BC)d 0
⎞
⎠ =
⎛
⎝ 0 B(CB)d
C(BC)d 0
⎞
⎠ =
⎛
⎝ 0 (BC)dB
(CB)dC 0
⎞
⎠ =
⎛
⎝ 0 B(CB)d
(CB)dC 0
⎞
⎠ .
Lemma 2.2 [19]. Let A be a real matrix. Then we have
(AA)dA = A+, A(AA)d = (A)+.
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Lemma 2.3. Let real matrix M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero blocks are square and M is sign symmetric. If
Md is signed, then C+ is signed, and
sgnMd = sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠ .
Proof. For any C˜ ∈ Q(C), M˜ =
⎛
⎝0 C˜
C˜ 0
⎞
⎠ ∈ Q(M). By Lemmas 2.1 and 2.2, we have
M˜d =
⎛
⎝ 0 (C˜C˜)dC˜
C˜(C˜C˜)d 0
⎞
⎠ =
⎛
⎝ 0 C˜+
(C˜)+ 0
⎞
⎠ .
IfMd is signed, then C+ is signed and sgnMd =sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠. 
The term rank of a matrix A, denoted by ρ(A), is the maximal cardinality of the sets of nonzero
entries of A no two of which lie in the same row or same column (see [15]).
Lemma 2.4 [15]. Let A be anm×n realmatrix such thatρ(A) = n and A+ is signed. Then A is an L-matrix.
Lemma 2.5 [26]. Let M =
⎛
⎝A B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n has signed MP inverse and
ρ(C) = n, B ∈ Q(C). The following statements hold:
(1)M is an SGI matrix.
(2) For any B˜ ∈ Q(B), C˜ ∈ Q(C), we have sgn [(˜BC˜)−1B˜] =sgn [(BC)−1B], sgn [C˜ (˜BC˜)−1] =sgn
[C(BC)−1].
(3) If A = 0, then M is an S2GI matrix.
Lemma 2.6 [26]. Let M =
⎛
⎝A B
C 0
⎞
⎠ ∈ R(n+m)×(n+m), where B ∈ Rn×m, C ∈ Rm×n and rank(B) =
rank(C) = n. Then M# exists if and only if BC is nonsingular. If M# exists, then
M# =
⎛
⎝ 0 (BC)−1B
C(BC)−1 −C(BC)−1A(BC)−1B
⎞
⎠ .
We use Nr(A) and Nc(A) to denote the number of rows and the number of columns of the matrix A,
respectively.
Lemma 2.7 [15]. Let A be an m × n matrix with ρ(A) < n  m. Then there exist permutation matrices
P and Q such that
A = P
⎛
⎝B 0
C D
⎞
⎠Q ,
where ρ(B) = Nc(B), ρ(D) = Nr(D).
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Lemma 2.8 [15]. Let A =
⎛
⎝B 0
C D
⎞
⎠ be a real matrix with ρ(B) = Nc(B) and ρ(D) = Nr(D). Then A+ is
signed if and only if the following two conditions are satisfied:
(1) Both B+ and D+ are signed.
(2) sgn (D˜+C˜B˜+) =sgn (D+CB+) for all B˜ ∈ Q(B), C˜ ∈ Q(C) and D˜ ∈ Q(D).
A signed digraph G is a digraph where each arc of G is assigned a sign +1 or −1. The sign of a
subdigraphH ofG is defined tobe theproduct of the signs of all the arcs ofH. LetA = (aij) ∈ Rm×r, B =
(bij) ∈ Rr×s and C = (cij) ∈ Rs×n, respectively. The multipartite signed digraph G(A, B, C) of A, B
and C is defined as follows (see [15]).
(1) The vertex set V of G(A, B, C) has a partition V = X ∪ Y ∪ Z ∪ W , where X = {x1, x2, . . . , xm},
Y = {y1, y2, . . . , yr}, Z = {z1, z2, . . . , zs},W = {w1,w2, . . . ,wn}.
(2) There is an arc from xi to yj (with the sign of aij) if and only if aij = 0; there is an arc from yp to zq
(with the sign of bpq) if and only if bpq = 0; there is an arc from zu to wv (with the sign of cuv) if and
only if cuv = 0; and these are all the arcs of the digraph G(A, B, C).
Lemma 2.9 [15]. Let B, C,D be real matrices with Nc(C) = Nc(B) and Nr(C) = Nr(D). Suppose that B+
and D+ are both signed. Then the following three conditions are equivalent:
(1) sgn (D˜+C˜B˜+) =sgn (D+CB+) for all B˜ ∈ Q(B), C˜ ∈ Q(C) and D˜ ∈ Q(D).
(2) sgn (D+C˜B+) =sgn (D+CB+) for all C˜ ∈ Q(C).
(3) In the multipartite signed digraph G(D+, C, B+), every pair of (directed) paths of length 3 with the
same initial vertex and the same terminal vertex have the same sign.
Lemma 2.10 [15]. Let A =
⎛
⎝B 0
C D
⎞
⎠ be a real matrix. Then ρ(A) = Nc(B) + Nr(D) if and only if ρ(B) =
Nc(B) and ρ(D) = Nr(D).
Lemma 2.11 [15]. Let A =
⎛
⎝B 0
C D
⎞
⎠ be a real matrix. Suppose rank(B) = Nc(B) and rank(D) = Nr(D).
Then we have
A+ =
⎛
⎝ B+ 0
−D+CB+ D+
⎞
⎠ .
Let A, B be twom× n real matrices. B is sign majorized by A, denoted by B  A, if B can be obtained
from some A˜ ∈ Q(A) by replacing some nonzero entries of A˜ by zero (see [15]). The relation “” is a
partial order when it is restricted in the set of sign pattern matrices.
Lemma 2.12 [15]. Let A, B be two m × n (n  m) real matrices with B  A and ρ(B) = ρ(A). If A+ is
signed, then B+ is signed and B+  A+.
For a square matrix A, let Aπ denote the projection matrix I − AAd, where I is the identity matrix.
Lemma 2.13 [4,17]. Let M =
⎛
⎝A B
C D
⎞
⎠, where A and D are square, ind(A) = k, ind(D) = j. The following
statements hold:
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(1) If C = 0, then
Md =
⎛
⎝Ad X
0 Dd
⎞
⎠ ,
where
X = (Ad)2
⎡
⎣j−1∑
i=0
(Ad)iBDi
⎤
⎦Dπ + Aπ
⎡
⎣k−1∑
i=0
AiB(Dd)i
⎤
⎦ (Dd)2 − AdBDd.
(2) If AπB = 0, CAπ = 0 and S = D − CAdB is nonsingular, then
Md =
⎛
⎝Ad + AdBS−1CAd −AdBS−1
−S−1CAd S−1
⎞
⎠ .
Lemma 2.14 [15]. Let A be a real matrix of order n such that ρ(A) = n and A is not an SNS matrix. Then
there exist nonsingular matrices A1 and A2 inQ(A) and indices p, q with 1  p  n and 1  q  n such
that (A−11 )qp(A−12 )qp < 0.
3. Main results
It is not difficult to see that a real matrix A has signed MP inverse if and only if A has signed MP
inverse.
Theorem 3.1. Let C be an m× n real matrix such that C+ is signed and ρ(C) = n. Let B be an n×m real
matrix, and B ∈ Q(C). For any B˜ ∈ Q(B), C˜ ∈ Q(C), B˜C˜ is nonsingular and
sgn [(˜BC˜)−1B˜] = sgn [(BC)−1B] = sgn C+,
sgn [C˜ (˜BC˜)−1] = sgn [C(BC)−1] = sgn B+.
Proof. By Lemma 2.4, C is an L-matrix. Since B ∈ Q(C), we have rank(˜B) = rank(C˜) = n for any
B˜ ∈ Q(B), C˜ ∈ Q(C). By Lemmas 2.5 and 2.6, we get B˜C˜ is nonsingular and
sgn [(˜BC˜)−1B˜] = sgn [(BC)−1B], sgn [C˜ (˜BC˜)−1] = sgn [C(BC)−1].
Since C+ is signed and ρ(C) = n, by Lemma 2.5, M =
⎛
⎝0 B
C 0
⎞
⎠ has signed Drazin inverse. By
Lemma 2.1, we haveMd =
⎛
⎝ 0 (BC)−1B
C(BC)−1 0
⎞
⎠. SinceMd is signed, by Lemma 2.3, we have
sgnMd = sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠ = sgn
⎛
⎝ 0 C+
B+ 0
⎞
⎠ .
Hence sgn [(BC)−1B] =sgn C+, sgn [C(BC)−1] =sgn B+. 
Theorem 3.2. Let M =
⎛
⎝C 0
A B
⎞
⎠ be a real matrix with ρ(C) = Nc(C), ρ(B) = Nr(B), and M+ is signed.
For any Ai ∈ Q(A), Bi ∈ Q(B), Ci ∈ Q(C) (i = 1, 2, 3, 4), we have
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sgn [B2 (B1B2 )−1A1(C2 C1)−1C2 ] = sgn [B4 (B3B4 )−1A2(C4 C3)−1C4 ],
sgn [C1(C2 C1)−1A3 (B1B2 )−1B1] = sgn [C3(C4 C3)−1A4 (B3B4 )−1B3].
Proof. Since M+ is signed, by Lemma 2.8, B, B, C and C have signed MP inverse. By Theorem 3.1,
B1B

2 , B3B

4 , C

2 C1, C

4 C3 are nonsingular, and
sgn [B2 (B1B2 )−1] = sgn [B4 (B3B4 )−1] = sgn B+,
sgn [(C2 C1)−1C2 ] = sgn [(C4 C3)−1C4 ] = sgn C+,
sgn [C1(C2 C1)−1] = sgn [C3(C4 C3)−1] = sgn (C)+,
sgn [(B1B2 )−1B1] = sgn [(B3B4 )−1B3] = sgn (B)+.
Let
E1 = B2 (B1B2 )−1, E2 = B4 (B3B4 )−1, F1 = (C2 C1)−1C2 , F2 = (C4 C3)−1C4 .
Then we have sgn E1 =sgn E2 =sgn B+, sgn F1 =sgn F2 =sgn C+. By Lemmas 2.8 and 2.9, in the
multipartite signed digraph G(B+, A, C+), every pair of (directed) paths of length 3 with the same
initial vertex and the same terminal vertex have the same sign. Note that
(EkAkFk)ij =
∑
p,q
(Ek)ip(Ak)pq(Fk)qj, (k = 1, 2).
Thus the product of any two terms in the summation of the above equation is nonnegative. For all
indices i and j, we have
sgn(E1A1F1)ij = sgn
⎛
⎝∑
p,q
(E1)ip(A1)pq(F1)qj
⎞
⎠ = sgn
⎛
⎝∑
p,q
(E2)ip(A2)pq(F2)qj
⎞
⎠ = sgn(E2A2F2)ij.
Hence we arrive at
sgn [B2 (B1B2 )−1A1(C2 C1)−1C2 ] = sgn [B4 (B3B4 )−1A2(C4 C3)−1C4 ],
sgn [C1(C2 C1)−1A3 (B1B2 )−1B1] = sgn [C3(C4 C3)−1A4 (B3B4 )−1B3]. 
Now we present a necessary and sufficient condition for a class of anti-triangular matrices with
signed Drazin inverses.
Theorem 3.3. Let M =
⎛
⎝A B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n, ρ(C) = n, B ∈ Q(C). Then Md is
signed if and only if
⎛
⎝C 0
A B
⎞
⎠ has signed MP inverse. If Md is signed, then sgnMd =sgn
⎛
⎝ 0 C+
B+ −B+AC+
⎞
⎠.
Proof. If
⎛
⎝C 0
A B
⎞
⎠ has signed MP inverse, by Lemma 2.8, C+ is signed. For any M˜ =
⎛
⎝A˜ B˜
C˜ 0
⎞
⎠ ∈ Q(M)
and by Theorem 3.1, B˜C˜ is nonsingular. In this case, we have rank(˜B) = rank(C˜) = n. It follows from
Lemma 2.6 that
M˜d =
⎛
⎝ 0 (˜BC˜)−1B˜
C˜ (˜BC˜)−1 −C˜ (˜BC˜)−1A˜(˜BC˜)−1B˜
⎞
⎠ .
By Theorem 3.1 and Theorem 3.2, we have sgn M˜d =sgnMd, i.e.,Md is signed.
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Next we assume that Md is signed. Since ρ(C) = n, there exists a permutation matrix P such
that C = P
⎛
⎝D
E
⎞
⎠, where D is a square matrix of order n with ρ(D) = n. Now we show that D is an
SNS matrix. If D is not an SNS matrix, by Lemma 2.14, there exist nonsingular matrices D1 and D2 in
Q(D) and indices p, q with 1  p  n and 1  q  n such that (D−11 )qp(D−12 )qp < 0. For ε > 0,
let Ci(ε) = P
⎛
⎝Di
εE
⎞
⎠ (i = 1, 2). Then we have Mi(ε) =
⎛
⎝ A Ci(ε)
Ci(ε) 0
⎞
⎠ ∈ Q(M) (i = 1, 2). By
Lemma 2.6, we get
Mi(ε)
d =
⎛
⎝ 0 Xi(ε)
Yi(ε) −Yi(ε)AXi(ε)
⎞
⎠ ,
where Xi(ε) = (Ci(ε)Ci(ε))−1Ci(ε), Yi(ε) = Ci(ε)(Ci(ε)Ci(ε))−1. Considering the determinant
of Ci(ε)
Ci(ε), we have
lim
ε→0 det(Ci(ε)
Ci(ε)) = lim
ε→0 det(D

i Di + ε2EE) = (det Di)2 = 0.
Hence Xi(ε) and Yi(ε) are continuous functions of ε for sufficiently small ε, i.e.,Mi(ε)
d is a continuous
function of ε for sufficiently small ε. Then
lim
ε→0Mi(ε)
d = Mi(0)d =
⎛
⎝ 0 Xi(0)
Yi(0) −Yi(0)AXi(0)
⎞
⎠ .
Note that Xi(0) = (Ci(0)Ci(0))−1Ci(0) =
(
D
−1
i 0
)
P (i = 1, 2). Since (D−11 )qp(D−12 )qp < 0, we
know that sgnM1(ε)
d =sgnM2(ε)d for sufficiently small ε > 0, a contradiction toMd is signed. So D
is an SNS matrix. In this case, C = P
⎛
⎝D
E
⎞
⎠ is an L-matrix. As we obtain C˜+ = (C˜C˜)−1C˜, (C˜)+ =
C˜(C˜C˜)−1 for any C˜ ∈ Q(C). For any A˜ ∈ Q(A), C˜ ∈ Q(C), by Lemma 2.6, we have
⎛
⎝A˜ C˜
C˜ 0
⎞
⎠
d
=
⎛
⎝ 0 C˜+
(C˜)+ −(C˜)+A˜C˜+
⎞
⎠ .
Since Md is signed, we know that C+ is signed and sgn (C˜)+A˜C˜+ =sgn (C)+AC+. Hence sgn
Md =sgn
⎛
⎝ 0 C+
B+ −B+AC+
⎞
⎠. Lemma 2.8 implies that
⎛
⎝C 0
A C
⎞
⎠ has signed MP inverse, i.e.,
⎛
⎝C 0
A B
⎞
⎠ has
signed MP inverse. 
From Theorem 3.3, Lemma 2.8 and Lemma 2.9, we can deduce the following theorem.
Theorem 3.4. Let M =
⎛
⎝A B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n, ρ(C) = n, B ∈ Q(C). Then Md
is signed if and only if the following two conditions are satisfied:
(1) C+ is signed.
(2) In the multipartite signed digraph G(B+, A, C+), every pair of (directed) paths of length 3 with the
same initial vertex and the same terminal vertex have the same sign.
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If Md is signed, then sgnMd =sgn
⎛
⎝ 0 C+
B+ −B+AC+
⎞
⎠.
The following theorem discusses the case ofMd1 is sign majorized byM
d.
Theorem 3.5. Let M =
⎛
⎝A B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n, ρ(C) = n, B ∈ Q(C). Let
M1 =
⎛
⎝A1 B1
C1 0
⎞
⎠ ∈ R(m+n)×(m+n), where C1 ∈ Rm×n, B1 ∈ Q(C1 ), and M1  M, ρ(M1) = ρ(M). If
Md is signed, then Md1 is signed and M
d
1  Md.
Proof. Let N =
⎛
⎝C 0
A B
⎞
⎠, N1 =
⎛
⎝C1 0
A1 B1
⎞
⎠. Clearly we have N1  N and ρ(N1) = ρ(M1) = ρ(M) =
ρ(N). If Md is signed, by Theorem 3.3, N+ is signed. By Lemma 2.12, we know that N+1 is signed and
N
+
1  N+. Lemma 2.10 implies that ρ(N) = Nc(C)+Nr(B) = Nc(C1)+Nr(B1). Since ρ(N1) = ρ(N),
by Lemma 2.10, we get ρ(C1) = ρ(B1) = n. Theorem 3.3 implies that Md1 is signed. By Theorem 3.4,
we have
sgnMd = sgn
⎛
⎝ 0 C+
B+ −B+AC+
⎞
⎠ , sgnMd1 = sgn
⎛
⎝ 0 C+1
B
+
1 −B+1 A1C+1
⎞
⎠ .
Since N+ and N+1 are signed, by Lemma 2.8, C+ and C+1 is signed. By Lemma 2.4, we know that C and
C1 are L-matrices. So we have
rank(C) = rank(B) = rank(C1) = rank(B1) = n.
By Lemma2.11,we haveN+ =
⎛
⎝ C+ 0
−B+AC+ B+
⎞
⎠,N+1 =
⎛
⎝ C+1 0
−B+1 A1C+1 B+1
⎞
⎠. SinceN+1  N+, we obtain
Md1  Md. 
Corollary 3.6. LetM =
⎛
⎝0 B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n,ρ(C) = n andM is sign symmetric.
Then Md is signed if and only if C+ is signed.
Proof. By Theorem 3.3,Md is signed if and only if
⎛
⎝C 0
0 B
⎞
⎠ has signed MP inverse. Lemma 2.8 implies
thatMd is signed if and only if C+ is signed. 
Corollary 3.7. LetM =
⎛
⎝0 C
B 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n,ρ(C) = n andM is sign symmetric.
Then Md is signed if and only if B+ is signed.
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Proof. Clearly we have M =
⎛
⎝0 Im
In 0
⎞
⎠
⎛
⎝0 B
C 0
⎞
⎠
⎛
⎝ 0 In
Im 0
⎞
⎠, where Im (resp. In) is the identity matrix of
orderm (resp. n). Then
Md =
⎛
⎝0 Im
In 0
⎞
⎠
⎛
⎝0 B
C 0
⎞
⎠
d ⎛
⎝ 0 In
Im 0
⎞
⎠ .
HenceMd is signed if and only if
⎛
⎝0 B
C 0
⎞
⎠ has signed Drazin inverse. Since B ∈ Q(C), by Corollary 3.6,
Md is signed if and only if B+ is signed. 
Theorem 3.8. Let M =
⎛
⎝0 B
C 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n, ρ(C) < n  m and M is sign
symmetric. Then Md is signed if and only if C+ is signed.
Proof. Since ρ(C) < n  m, by Lemma 2.7, there exist permutation matrices P and Q such that
C = P
⎛
⎝C1 0
C2 C3
⎞
⎠Q , where ρ(C1) = Nc(C1), ρ(C3) = Nr(C3). Since M is sign symmetric, B =
Q
⎛
⎝B1 B2
0 B3
⎞
⎠ P, where Bi ∈ Q(Ci ) (i = 1, 2, 3). If Md is signed, by Lemma 2.3, C+ is signed. If
C+ is signed, by Lemma 2.8, C+1 , C+3 , B+1 and B+3 are signed. For any C˜ = P
⎛
⎝C˜1 0
C˜2 C˜3
⎞
⎠Q ∈ Q(C),
B˜ = Q
⎛
⎝B˜1 B˜2
0 B˜3
⎞
⎠ P ∈ Q(B), by Lemma 2.1, we get
⎛
⎝0 B˜
C˜ 0
⎞
⎠
d
=
⎛
⎝ 0 B˜(C˜B˜)d
(C˜B˜)dC˜ 0
⎞
⎠ .
It is obvious that
B˜(C˜B˜)d = Q
⎛
⎝B˜1 B˜2
0 B˜3
⎞
⎠
⎛
⎝C˜1B˜1 C˜1B˜2
C˜2B˜1 C˜2B˜2 + C˜3B˜3
⎞
⎠
d
P,
(C˜B˜)dC˜ = P
⎛
⎝C˜1B˜1 C˜1B˜2
C˜2B˜1 C˜2B˜2 + C˜3B˜3
⎞
⎠
d ⎛
⎝C˜1 0
C˜2 C˜3
⎞
⎠Q .
Theorem 3.1 implies that B˜1C˜1 and C˜3B˜3 are nonsingular. Then we have
(C˜1B˜1)
π C˜1B˜2 = C˜1B˜2 − C˜1B˜1(C˜1B˜1)dC˜1B˜2 = C˜1B˜2 − C˜1B˜1C˜1(˜B1C˜1)−1B˜2 = 0,
C˜2B˜1(C˜1B˜1)
π = C˜2B˜1 − C˜2B˜1C˜1B˜1(C˜1B˜1)d = C˜2B˜1 − C˜2B˜1C˜1(˜B1C˜1)−1B˜1 = 0,
C˜2B˜2 + C˜3B˜3 − C˜2B˜1(C˜1B˜1)dC˜1B˜2 = C˜2B˜2 + C˜3B˜3 − C˜2B˜1C˜1(˜B1C˜1)−1B˜2 = C˜3B˜3.
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By Lemma 2.13, we have
⎛
⎝C˜1B˜1 C˜1B˜2
C˜2B˜1 C˜2B˜2 + C˜3B˜3
⎞
⎠
d
=
⎛
⎝N1 N2
N3 N4
⎞
⎠, where
N1 = (C˜1B˜1)d + (C˜1B˜1)dC˜1B˜2(C˜3B˜3)−1C˜2B˜1(C˜1B˜1)d,
N2 = −(C˜1B˜1)dC˜1B˜2(C˜3B˜3)−1,
N3 = −(C˜3B˜3)−1C˜2B˜1(C˜1B˜1)d,
N4 = (C˜3B˜3)−1.
Hence
B˜(C˜B˜)d = Q
⎛
⎝B˜1N1 + B˜2N3 B˜1N2 + B˜2N4
B˜3N3 B˜3N4
⎞
⎠ P,
(C˜B˜)dC˜ = P
⎛
⎝N1C˜1 + N2C˜2 N2C˜3
N3C˜1 + N4C˜2 N4C˜3
⎞
⎠Q .
Notice that B˜1(C˜1B˜1)
d = (˜B1C˜1)−1B˜1, (C˜1B˜1)dC˜1 = C˜1(˜B1C˜1)−1. By computation, we have
B˜(C˜B˜)d = Q
⎛
⎝ (˜B1C˜1)−1B˜1 0
−B˜3(C˜3B˜3)−1C˜2(˜B1C˜1)−1B˜1 B˜3(C˜3B˜3)−1
⎞
⎠ P,
(C˜B˜)dC˜ = P
⎛
⎝C˜1(˜B1C˜1)−1 −C˜1(˜B1C˜1)−1B˜2(C˜3B˜3)−1C˜3
0 (C˜3B˜3)
−1C˜3
⎞
⎠Q .
By Theorem 3.1, we have
sgn [(˜B1C˜1)−1B˜1] = sgn [(B1C1)−1B1], sgn [C˜1(˜B1C˜1)−1] = sgn [C1(B1C1)−1],
sgn [(C˜3B˜3)−1C˜3] = sgn [(C3B3)−1C3], sgn [˜B3(C˜3B˜3)−1] = sgn [B3(C3B3)−1].
Theorem 3.2 indicates that
sgn [˜B3(C˜3B˜3)−1C˜2(˜B1C˜1)−1B˜1] = sgn [B3(C3B3)−1C2(B1C1)−1B1],
sgn [C˜1(˜B1C˜1)−1B˜2(C˜3B˜3)−1C˜3] = sgn [C1(B1C1)−1B2(C3B3)−1C3].
HenceMd is signed. 
Similarly, we have the following corollary.
Corollary 3.9. Let M =
⎛
⎝0 C
B 0
⎞
⎠ ∈ R(m+n)×(m+n), where C ∈ Rm×n, ρ(C) < n  m and M is sign
symmetric. Then Md is signed if and only if B+ is signed.
Proof. It is clear that we haveM =
⎛
⎝0 Im
In 0
⎞
⎠
⎛
⎝0 B
C 0
⎞
⎠
⎛
⎝ 0 In
Im 0
⎞
⎠, where Im (resp. In) is the identitymatrix
of orderm (resp. n). Then
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Md =
⎛
⎝0 Im
In 0
⎞
⎠
⎛
⎝0 B
C 0
⎞
⎠
d ⎛
⎝ 0 In
Im 0
⎞
⎠ .
Hence Md is signed if and only if
⎛
⎝0 B
C 0
⎞
⎠ has signed Drazin inverse. Theorem 3.8 implies that Md is
signed if and only if B+ is signed. 
Theorem 3.10. Let real matrix M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero blocks are square and M is sign symmetric.
Then Md is signed if and only if C+ is signed. If Md is signed, then sgnMd =sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠.
Proof. By Corollaries 3.6, 3.7, Theorem 3.8 and Corollary 3.9, we know thatMd is signed if and only if
C+ is signed. IfMd is signed, by Lemma 2.3, we have sgnMd =sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠. 
Shao et al. [14] characterized matrices with a nonnegative (or nonpositive) signed MP inverse. We
can obtain the following corollary from Theorem 3.10.
Corollary 3.11. Let real matrix M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero blocks are square and M is sign
symmetric. If Md is signed, then Md is nonnegative (resp. nonpositive) if and only if C+ is nonnegative
(resp. nonpositive).
A real matrix A is said to have doubly signed Drazin inverse (resp. doubly signed MP inverse), if both
A and Ad (resp. A+) have signed Drazin inverse (resp. signed MP inverse). In [13], Shao and He gave a
complete characterization of matrices with doubly signed MP inverses.
Theorem 3.12. Let real matrix M =
⎛
⎝0 B
C 0
⎞
⎠, where the zero blocks are square and M is sign symmetric.
Then M has doubly signed Drazin inverse if and only if C has doubly signed MP inverse.
Proof. If M has doubly signed Drazin inverse, by Theorem 3.10, C+ is signed and sgn Md =sgn⎛
⎝ 0 C+
(C)+ 0
⎞
⎠. SinceMd has signed Drazin inverse, by Theorem 3.10, C+ has signedMP inverse. Hence
C has doubly signed MP inverse.
If C has doubly signed MP inverse, by Theorem 3.10,Md is signed and sgnMd =sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠.
Since C+ has signed MP inverse, by Theorem 3.10,Md has signed Drazin inverse. HenceM has doubly
signed Drazin inverse. 
Theorem 3.13. Let M be a sign symmetric bipartite matrix. Let N be a sign symmetric matrix such that
N  M and ρ(N) = ρ(M). If Md is signed, then Nd is signed and Nd  Md.
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Proof. M can be written as M =
⎛
⎝0 B
C 0
⎞
⎠, where B ∈ Q(C). Since N is sign symmetric and N  M,
we can assume that N =
⎛
⎝ 0 B1
C1 0
⎞
⎠, where B1 ∈ Q(C1 ), B1  B, C1  C. By B1  B, C1 
C, we get ρ(B1)  ρ(B), ρ(C1)  ρ(C). Hence ρ(N) = ρ(B1) + ρ(C1)  ρ(B) + ρ(C) =
ρ(M). Since ρ(N) = ρ(M), we get ρ(B1) = ρ(B), ρ(C1) = ρ(C). If Md is signed, by Theo-
rem 3.10, C+ is signed. Lemma 2.12 implies that C+1 is signed and C+1  C+. By Theorem 3.10,
Nd is signed and sgn Nd =sgn
⎛
⎝ 0 C+1
(C1 )+ 0
⎞
⎠, sgn Md =sgn
⎛
⎝ 0 C+
(C)+ 0
⎞
⎠. Since C+1  C+,
we have Nd  Md. 
Theorem 3.14. Let real matrix M =
⎛
⎝A B
0 D
⎞
⎠, where A and D are square. If Md is signed, then Ad and Dd
are signed.
Proof. For any A˜ ∈ Q(A), D˜ ∈ Q(D), we have M˜ =
⎛
⎝A˜ B
0 D˜
⎞
⎠ ∈ Q(M). By Lemma 2.13, there exist some
matrix X such that M˜d =
⎛
⎝A˜d X
0 D˜d
⎞
⎠. IfMd is signed, then Ad and Dd are signed. 
Let G be a weighted digraph with arc set E. The associated matrix of G is defined to be the square
matrix A = (aij), where aij = 0 if and only if (i, j) ∈ E, and the weight of (i, j) is aij when (i, j) ∈ E.
G is said to have signed Drazin inverse if the associated matrix A of G has signed Drazin inverse. If G is
not strongly connected (i.e., A is reducible), then A can be written as
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
A11 A12 · · · A1m
0 A22 · · · A2m
...
...
. . .
...
0 0 · · · Amm
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where Aii (i = 1, 2, . . . ,m) is the associated matrix of a strongly connected component of G. By The-
orem 3.14, we can get the following corollary.
Corollary 3.15. Let G be aweighted digraph, and G is not strongly connected. If G has signedDrazin inverse,
then each strongly connected component of G has signed Drazin inverse.
Theorem 3.16. Let A be a real matrix of order n, and ρ(A) = n. Then Ad is signed if and only if A is an
S2NS matrix.
Proof. Clearly an S2NS matrix has a signed Drazin inverse. If A is not an SNS matrix, by Lemma 2.14,
there exist nonsingular matrices A1 and A2 in Q(A) and indices p, q with 1  p  n and 1  q  n
such that (A−11 )qp(A−12 )qp < 0, a contradiction. Hence A has a signed Drazin inverse if and only if A is
an S2NS matrix. 
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4. Concluding remarks
We list some questions as concluding remarks.
(1) TheassociatedmatrixM of aweightedbipartitedigraphhas the formM =
⎛
⎝0 B
C 0
⎞
⎠, and itsDrazin
inverseMd =
⎛
⎝ 0 (BC)dB
C(BC)d 0
⎞
⎠ is also an associatedmatrix of someweighted bipartite digraphwith
the same bipartition sizes. So the Drazin inverse operation preserves the bipartiteness and bipartition
sizes of bipartite digraph. Is there any other interesting relations between Drazin inverse and graph
properties or parameters?
(2) In [6], Catral et al. gave somegraphical descriptionof group inverses of certain bipartitematrices.
Is there a graphical description of Drazin inverses of blockmatrices whose indices are larger than one?
It may be helpful for studying the sign pattern of Drazin inverses of block matrices whose indices are
larger than one.
(3) Explicit expressions of Drazin inverses of block matrices is useful for studying block matrices
with signedDrazin inverses.Unfortunately, findingexpressionsofDrazin inverses of general 2×2block
matrices is still an open problem posed by Campbell and Meyer (see [4]). Although we have known
some expressions under certain conditions [2,7,8,10,17,25], these expressions are not very effective
for studying the sign pattern of Drazin inverses. Hence we need to investigate more expressions of
Drazin inverses of block matrices, or present expressions of new forms based on known results.
(4) Explore a new class of block matrices with signed Drazin inverses.
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