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Summary
Integrators of classical Stieltjes integrals are of bounded variation. An integrator
of bounded variation induces a measure. Hence the corresponding integral can be
developed using the theory of measure.
In this thesis, we consider integrals with integrators of unbounded variation,
which cannot be studied by the theory of measure. We study these integrals by the
Henstock-Kurzweil approach, which is a generalization of the Riemann approach.
In other words, we use Riemann sums to define integrals. Partitions used here are
not uniform whereas partitions used in the Riemann integral are uniform. This
non-uniform apporoach can handle integrators of unbounded variation, which are
highly oscillatory functions.
This thesis is divided into three chapters.
In Chapter one, we consider the one-dimensional case. We give a sufficient
condition for the existence of integrals. To be more precise, we show that if f and










) <∞, then f is integrable with respect to
g on [a, b]. To do that, in Section 1.3, we first study the integrals of step functions,
v
Summary vi
i.e., the integrants are step functions, where the integrators are regulated functions.
Young’s ideas are crucial here. Then, applying the above results to Riemann sums,
we prove the existence theorem. We also prove a formula for integration by parts,
some convergence theorems and a chain rule. Convergence theorems are proved in
the sense of two-norm convergence.
In Chapter two, we consider the two-dimensional case. We define functions of
bounded λ-variation for point functions and functions of bounded µ-variation for
interval functions. The definitions are different from all classical definitions. The
definitions are based on key properties of functions of one-dimensional p-variation
proved in Chapter one. We also discuss their basic properties, the star version of
the Young series and two-norm convergence. The star version of the Young series
plays an important role in the proof of the existence theorem and convergence
theorems in Chapter three.
In Chapter three, we develop the theory of integrals with integrators of bounded
µ-variation in the two-dimensional space. We start this chapter with the definition
of Net Henstock-Kurzweil integrals. Next, we show that if f and g are of bounded



















) < ∞, where %1(u)%2(u) = u, then f is integrable with
respect to g on [a, b] × [c, d]. To do that, again, we need to study the integrals of
step functions. Again, Young’s ideas are crucial here. We also prove convergence
theorems. In the last section, we point out how to generalize the two-dimensional
case to the n-dimensional case.
Chapter 1
The Henstock-Kurzweil integral
with integrators in BVφ
In this chapter, we shall (i) discuss integrals
∫ b
a
f dg of Stieltjes-type, where g is
not of bounded variation; (ii) prove the formula for integration by parts; (iii) prove
convergence theorems and (iv) prove a chain rule.
1.1 Introduction
In 1936, L.C.Young proved that the Riemann-Stieltjes integral
∫ b
a
f dg exists, if
f ∈ BVp[a, b], g ∈ BVq[a, b], 1p + 1q > 1 and f, g do not have common discontinuous
points, see [10, 16]. Two years later, he was able to drop the condition on common
discontinuity for his new integral (called Young integral), see [17]. The Young
integral is defined by the Moore-Pollard approach, see [4, pp.23-27,pp.113-138]
and [5, 11, 13]. In other words, the integral is defined by way of refinements
of partitions and the integral is the Moore-Smith limit of the Riemann-Stieltjes




sums using the directed set of partitions. However, modified Riemann-Stieltjes
sums involving g(x+) and g(x−) are used in Young integrals. Furthermore, he
generalized his result and proved that the Young integral
∫ b
a
f dg exists if the
following Young’s condition holds:










where BVφ[a, b] is the space of functions of bounded φ-variation on [a,b].
The Young integral with an integrator in BVp using the Henstock-Kurzweil
approach is given in [2]. In this chapter, we shall again use the Henstock-Kurzweil
approach to handle the Young integral with an integrator in BVφ.
Now we shall introduce Henstock-Kurzweil integrals, see [7].
Let P = {[ui, vi]}ni=1 be a finite collection of non-overlapping subintervals of




[a, b], then P is said to be a partition of [a, b].
Let δ be a positive function on [a, b], [u, v] ⊆ [a, b] and ξ ∈ [a, b]. Then an
point-interval pair (ξ, [u, v]) is said to be δ-fine if ξ ∈ [u, v] ⊆ (ξ − δ(ξ), ξ + δ(ξ)).
Let D = {(ξi, [ui, vi])}ni=1 be a finite collection of point-interval pairs. Then D is
said to be a δ-fine partial division of [a, b] if {[ui, vi]}ni=1 is a partial partition of
[a, b] and for each i, (ξi, [ui, vi]) is δ-fine. In addition, if {[ui, vi]}ni=1 is a partition
of [a, b], then D is said to be a δ-fine division of [a, b].
In this thesis, R denotes the set of real numbers. In this chapter, for conve-
nience, we always assume that the integrator g : [a, b] → R is right-continuous on
[a, b], since the length of a single point c is g(c+)− g(c−), which does not depend
on the value of g at the point c.
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Definition 1.1.1. Let f, g : [a, b] → R. Then f is said to be Henstock-Kurzweil
integrable (or HK-integrable) to real number A on [a, b] with respect to g if for
every ² > 0, there exists a positive function δ defined on [a, b] such that for every
δ-fine division D = {(ξi, [ti, ti+1])}ni=1 of [a, b], we have
|S(f, δ,D)− A| ≤ ²,
where S(f, δ,D) =
n∑
i=1




We remark that g(v)− g(u) = g(v)− g(u+), which represents the length of the
left-open interval (u, v]. Hence, in the above definition, we use the finite collection
of non-overlapping interval {[ti, ti+1]}ni=1. In fact, it is equivalent to using the finite
collection of disjoint left-open interval {(ti, ti+1]}ni=1.
It is known that if f ∈ BVp[a, b], g ∈ BVq[a, b], 1p+ 1q > 1, then f is HK-integrable
with respect to g on [a, b], see [2].
In this chapter, we use the Henstock-Kurzweil approach, with the help of ideas










then f is HK-integrable with respect to g on [a, b].
1.2 Young Series
The above series is called Young’s series. We shall present some properties of
Young’s series. Results and proofs are known, see [8, 9, 17]. We give proofs here
for easy reference.
In this section, let λ, µ be strictly increasing continuous non-negative functions
on [0,∞) with λ(0) = µ(0) = 0 and ω, κ be increasing functions on [α, β], with
ω(β)− ω(α) ≤ A and κ(β)− κ(α) ≤ B.
Let E = {xi}m+1i=1 , where α = x1 < x2 < ... < xm+1 = β, be a set of finite
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number of points in [α, β]. Note that E can be viewed as a partition {[xi, xi+1]}mi=1
of [α, β].
Definition 1.2.1. Let {Ep}∞p=0 be a sequence of partitions of [α, β], with E0 =
{α, β}. Then {Ep}∞p=0 is said to satisfy the condition ζ if
(i) Ep+1 ⊇ Ep for every p = 0, 1, ...;
(ii) for each p, any subinterval in Ep contains at most one point of Ep+1 \Ep and
(iii) #Ep ≤ 2p + 1 and #(Ep+1 \ Ep) ≤ 2p.
Remark 1.2.2. In Definition 1.2.1, conditions (i) and (ii) imply (iii).
Lemma 1.2.3. Let ω be an increasing functions on [α, β] with ω(β)− ω(α) ≤ A.
Then there exists a sequence {Eωp }∞p=1 of partitions of [α, β] satisfying condition ζ
such that for each Eωp = {x(p)i }npi=1, for any ξ, η ∈ (x(p)i , x(p)i+1), i = 1, 2, ..., np − 1,
|ω(η)− ω(ξ)| ≤ A2−p.
Proof. Denote |ω(ξ)− ω(η)| by ω(ξ, η).
Let Eω0 = {x(0)1 , x(0)2 }, when x(0)1 = α, x(0)2 = β, then for any ξ, η ∈ (x(0)1 , x(0)2 ),
we can see that
ω(ξ, η) ≤ A.
Let x
(0)
1′ = sup{x ∈ [x(0)1 , x(0)2 ] : ω(ξ, η) ≤ A2−1 for any ξ, η ∈ (x(0)1 , x)} and let
Eω1 = {x(0)1 , x(0)1′ , x(0)2 }.








0 . We may assume that the above
supremum is well-defined, otherwise, we use (x, x
(0)
2 ) instead of (x
(0)
1 , x). We shall
rename points in Eω1 in term of order using the following notation
Eω1 = {x(1)1 , x(1)2 , x(1)3 }.
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We claim that for any ξ, η ∈ (x(1)2 , x(1)3 ), ω(ξ, η) ≤ A2−1.
Suppose that there exist ξ, η ∈ (x(1)2 , x(1)3 ) such that ω(ξ, η) > A2−1. Since
ξ > x
(1)




ω(β, η) = ω(β, ξ) + ω(ξ, η) > A2−1 + A2−1 = A.
It contradicts the definition of Eω0 . Hence, for any ξ, η ∈ (x(1)2 , x(1)3 ),
ω(ξ, η) ≤ A2−1.
That is for any ξ, η ∈ (x(1)i , x(1)i+1), i = 1, 2, we have
ω(ξ, η) ≤ A2−1.
Let x
(1)
1′ = sup{x ∈ [x(1)1 , x(1)2 ] : ω(ξ, η) ≤ A2−2 for every ξ, η ∈ (x(1)1 , x)},
x
(1)
2′ = sup{x ∈ [x(1)2 , x(1)3 ] : ω(ξ, η) ≤ A2−2 for every ξ, η ∈ (x(1)2 , x)} and
Eω2 = {x(1)1 , x(1)1′ , x(1)2 , x(1)2′ , x(1)3 }.








3 . We again rename E
ω
2 in term of
order by
Eω2 = {x(2)1 , x(2)2 , x(2)3 , x(2)4 , x(2)5 }.
Using the same argument as above, we also have for any ξ, η ∈ (x(2)i , x(2)i+1), for
every i = 1, 2, 3, 4,
ω(ξ, η) ≤ A2−2.
Using this method, we can have the Eωp = {x(p)1 , x(p)2 , ..., x(p)np }, p = 0, 1, 2, ...,
such that for any ξ, η ∈ (x(p)i , x(p)i+1), i = 1, 2, ..., np − 1, we have
ω(ξ, η) ≤ A2−p.
We also can see that the sequence {Eωp }∞p=1 of partitions of [α, β] defined above













2 ] contains x
(1)





3 ] contains x
(1)
2′ ∈ Eω2 \ Eω1 .
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Remark 1.2.4. With the same argument as in Lemma 1.2.3, for an increasing
function κ on [α, β] with κ(β) − κ(α) ≤ B, there exists a sequence {Eκp }∞p=1 of
partitions of [α, β] defined above satisfying condition ζ such that for each Eκp =
{y(p)i }mpi=1, for any ξ, η ∈ (y(p)i , y(p)i+1), i = 1, 2, ...,mp − 1, we have
κ(ξ, η) ≤ B2−p.
Let Ep = E
ω
p ∪Eκp = {z(p)i }rpi=1, then for every ξ, η ∈ (z(p)i , z(p)i+1), i = 1, 2, ..., rp−1,
ω(ξ, η) ≤ A2−p and κ(ξ, η) ≤ B2−p.
Furthermore, #(Ep+1 \Ep) is at most 2 · 2p = 2p+1 and number of element in Ep is
at most 2(2p + 1) − 2 = 2p+1, since α, β ∈ Eωp ∩ Eκp . We note that the refinement
{Ep}∞p=1 may not satisfy condition ζ.






















































































































































































) <∞. Let m be a positive integer such that A ≤ m











































































































1.3 Integrals of step functions
In this section, we shall present Young’s results on integrals of step functions, see
[17]. Let g be a regulated function on [α, β], i.e., g(t+) and g(t−) exist for any








where χG is the characteristic function of G.









Furthermore, we always assume that the following conditions hold: |s(ξ)− s(η)| ≤ λ(ω(ξ)− ω(η))|g(ξ)− g(η)| ≤ µ(κ(ξ)− κ(η)) (1.3.1)
for any ξ, η ∈ [α, β] with ξ > η, where λ, µ, ω, κ are given in Section 1.2. In this









) <∞. Recall that ω(β)−ω(α) ≤ A
and κ(β)− κ(α) ≤ B.
Definition 1.3.2. Let s be a step function defined on [α, β] and Ep the finite set
as defined in Remark 1.2.4. Let E = {xi : i = 1, 2, ...,m+1} be any fixed finite set
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(sE∪Ep − sEp) dg| = 0.
Proof. Let Np denote #(E \ Ep). Let s′ denote the step function sE∪Ep − sEp .
Suppose s′ is induced by a partition {[yi, yi+1]}mi=1 of [α, β]. If yi+1 ∈ Ep, then s′
has zero values over a half-open subinterval (yi, yi+1]. Therefore, the number of




(sE∪Ep − sEp) dg| ≤ Npλ(A2−p)µ(B2−p) ≤ N0λ(A2−p)µ(B2−p).










In the above, we use the fact that λ, µ are continuous at 0 and λ(0) = µ(0) = 0.
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Theorem 1.3.4. Let s be a step function and E0 as above. Then∣∣ ∫ β
α
(s− sE0) dg













(sEp+1 − sEp) dg| =|
∫ β
α
(sEp+1∪Ep − sEp) dg|
≤2p+1λ(A2−p)µ(A2−p)
=2 · 2pλ(A2−p)µ(A2−p).



















(sE∗ − sEp+q) dg|+ |
∫ β
α










(sE∗∪Ep+q − sEp+q) dg|+ |
∫ β
α
































(s− sE0) dg| ≤
∞∑
m=0
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Corollary 1.3.5. Let s1(x) =
n∑
i=1




e1χ{α}(x) be step functions defined on [α, β]. Suppose that s1 and s2 satisfy condi-









































Applying Theorem 1.3.4 to s = s1 and g,
∫ β
α
sE0 dg = dn(g(β) − g(α+)) =
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Corollary 1.3.7. Let s1(x) =
n∑
i=1




e1χ{α2}(x) be step functions defined on [α1, β1] and [α2, β2], respectively, with [α1, β1]∩


















) + ‖s1, s2‖∞|g(α2)− g(α1)|+ ‖s1, s2‖∞|g(β2)− g(β1)|,
where ‖s1, s2‖∞ = max{‖s1‖∞, ‖s2‖∞}.






























(s1 − s1E0 ) dg −
∫ β2
α2























The last inequality holds by Theorem 1.3.4.
Without loss of generality, we may assume that α1 < α2 and β1 < β2. By
definition of s1E0 and s2E0 , we have∫ β1
α1
s1E0 dg = dn(g(β1)− g(α1)) and
∫ β2
α2
s2E0 dg = em(g(β2)− g(α2)).






















≤|dn − em||g(β1)− g(α2)|+ |dn||g(α2)− g(α1)|+ |em||g(β2)− g(β1)|










) + ‖s1, s2‖∞|g(α2)− g(α1)|+ ‖s1, s2‖∞|g(β2)− g(β1)|,


















) + ‖s1, s2‖∞|g(α2)− g(α1)|+ ‖s1, s2‖∞|g(β2)− g(β1)|.
1.4 Integrable functions
Now we shall introduce BVφ[a, b] and prove the existence theorem (Theorem 1.4.8)
under the Henstock-Kurzweil setting.
Definition 1.4.1. A function φ : [0,∞)→ R is said to be an N -function if
(i) φ(u) = 0⇔ u = 0;
(ii) φ is continuous on [0,∞);
(iii) φ is strictly increasing and
(iv) φ(u)→∞ as u→∞.
1.4 Integrable functions 14
Examples of N -functions are φ1(u) = u
p, p ≥ 1 and φ2(u) = eu − 1.
Definition 1.4.2. Let φ : [0,∞) → R be an N -function and f : [a, b] → R. We
define




where supremum is taken over all partitions {[xi, xi+1]}ni=1 of [a, b]. Vφ(f ; [a, b])
is called the φ-variation of f on [a, b]. Let BVφ[a, b] denote the collection of all
functions f : [a, b] → R satisfying Vφ(f ; [a, b]) < ∞, see [8, 9, 17]. Such functions
are said to be of bounded φ-variation. When it is clear that we are considering the
interval [a, b], we shall denote Vφ(f ; [a, b]) by Vφ(f).






The following lemma and its proof are known.
Lemma 1.4.3. If f ∈ BVφ[a, b], then f is bounded on [a, b] and f is a regulated
function.
Proof. Suppose f is unbounded function. Let M be any positive real number.
Then there exists x ∈ [a, b] such that M ≤ |f(x)− f(a)|. Hence
M ≤ |f(x)− f(a)| =φ−1(φ(|f(x)− f(a)|))
≤φ−1(φ(|f(x)− f(a)|) + φ(|f(b)− f(x)|))
≤φ−1(Vφ(f ; [a, b])).
Therefore
φ(M) ≤ Vφ(f ; [a, b]), for all M > 0.
Since φ(M) → ∞ as M → ∞, we have Vφ(f ; [a, b]) = ∞. It leads to a contradic-
tion.
The proof that f is regulated is standard.
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Lemma 1.4.4. Let g ∈ BVψ[a, b], E = {x1, x2, ..., xn} ⊃ E0, and ² > 0. Then there
exists a constant δ > 0 such that for any finite collection of disjoint subintervals
{[ui, vi]}ni=1 with [ui, vi] ⊂ (xi, xi + δ) or [ui, vi] ⊂ (xi − δ, xi) for each i, we have
n∑
i=1
|g(vi)− g(ui)| ≤ ²
2n
.
Proof. Let ² > 0 be given. First, since g is a regulated function, there exists a
constant δ > 0 such that
|g(t)− g(xi−)| ≤ ²
4n2
whenever 0 < xi − t < δ
and
|g(xi+)− g(t)| ≤ ²
4n2
whenever 0 < t− xi < δ
for each i. Therefore, we get the required result.
Next, we shall prove Lemmas 1.4.6 and 1.4.7 using Lemma 1.2.5 and Corollaries
1.3.5 and 1.3.7. Lemma 1.4.7 shall be used in the proof of the existence theorem.
Lemma 1.4.6 shall be used in Section 1.6. Before that, we need the following
lemma.
Lemma 1.4.5. If f ∈ BVφ[a, b], then there exists A > 0 and a sequence {Ev}∞v=1
of partitions of [a, b] satisfying condition ζ such that for each Ev = {xi}nvi=1 for any
ξ, η ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,
|f(η)− f(ξ)| ≤ φ−1(A2−v).
Proof. Let A ≥ Vφ(f). Define ω(x) = Vφ(f ; [a, x]). Let λ = φ−1. Hence, for any
ξ, η ∈ [a, b] with η > ξ
λ(ω(η)− ω(ξ)) = φ−1(ω(η)− ω(ξ)) ≥ |f(η)− f(ξ)|.
By Lemma 1.2.3, there exists a sequence {Ev}∞v=1 of partitions of [a, b] sat-
isfying condition ζ such that for each Ev = {xi}nvi=1 for any ξ, η ∈ (xi, xi+1),
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i = 1, 2, ..., nv − 1,
|ω(η)− ω(ξ)| ≤ A2−p.
Therefore, for each Ev = {xi}nvi=1 for any ξ, η ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,
|f(η)− f(ξ)| ≤ λ(ω(η)− ω(ξ)) ≤ λ(A2−v) = φ−1(A2−v)
We remark that from the above Lemma, if f ∈ BVφ[a, b], then f is “almost”
uniformly continuous. However, we know that a uniformly continuous function may
not be of bounded variation. Hence the number of points in each Ev in Lemma
1.4.5 is crucial.
Let A ≥ Vφ(f) and B ≥ Vψ(g). By Lemma 1.4.5 and Remark 1.2.4, for each
v = 0, 1, 2, ..., there exists a partition Ev = {xi}nvi=1 with #Ev ≤ 2v+1, such that for
any ξ, η ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,
|f(η)− f(ξ)| ≤ φ−1(A2−v)
and
|g(η)− g(ξ)| ≤ ψ−1(B2−v).
The above is equivalent to (1.3.1) mentioned before Definition 1.3.2.
From now onwards, a division D = {(ξi, [ui, vi])}ni=1 is always denoted by D =
{(ξ, [u, v])}.















[u′, v′] and [u, v] ⊂ (xk, xk+1), [u′, v′] ⊂ (xk, xk+1), where















where v ≥ 1.
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Proof. Let Dk = {(ξ, [u, v]) ∈ D : [u, v] ⊆ (xk, xk+1)} and D′k = {(ξ′, [u′, v′]) ∈ D′ :
[u′, v′] ⊆ (xk, xk+1)}, k = 1, 2, ..., nv − 1.
Let D¯k = {ξ¯, [u¯, v¯]) : [u¯, v¯] ⊆ (xk, xk+1)}, k = 1, 2, ..., nv, such that
⋃{[u, v] ∈
Dk}∪
⋃{[u¯, v¯] ∈ D¯k} =: [αk, βk] is a subinterval of (xk, xk+1). Note that ⋃{[u, v] ∈
D′k} ∪
⋃{[u¯, v¯] ∈ D¯k} = ⋃{[u, v] ∈ Dk} ∪ ⋃{[u¯, v¯] ∈ D¯k} = [αk, βk]. It is clear





























































Let v ≥ 1 be fixed and Ev = {xk}nvk=1 given as above. A partial division
D = {(ξ, [u, v])} is said to satisfy condition ΥEv if each [u, v] is a subinterval of
(xk, xk+1) for some k and for each k,
⋃{[u, v] : [u, v] ⊂ (xk, xk+1)} is an interval.
1.4 Integrable functions 18










∞. Let ² > 0. Then there exists δv > 0 such that for any two partial division
D = {(ξ, [u, v])} and D′ = {(ξ′, [u′, v′])} of [a, b] satisfying condition ΥEv , with
(xk + δv, xk+1 − δv) ⊂
⋃
[u, v], (xk + δv, xk+1 − δv) ⊂
⋃
















Proof. Applying Lemma 1.4.4, with ² = ²‖f‖∞ , there exists δ > 0 such that for any
finite collection of disjoint subintervals {[ui, vi]}ni=1 with [ui, vi] ⊂ (xi, xi + δ) or
[ui, vi] ⊂ (xi − δ, xi) for each i, we have
n∑
i=1
|g(vi)− g(ui)| ≤ ²
2nv‖f‖∞ .
Let Dk = {(ξ, [u, v]) ∈ D : [u, v] ⊆ (xk, xk+1)} and D′k = {(ξ′, [u′, v′]) ∈ D′ :
[u′, v′] ⊆ (xk, xk+1)}, k = 1, 2, ..., nv−1. It is clear that |f(ξ)−f(ξ′)| < φ−1(A2−v).















) + ‖f‖∞|g(αk2)− g(αk1)|
+ ‖f‖∞|g(βk2)− g(βk1)|.
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Note that D =
nv−1⋃
k=1







































































































Let Ev = {xk}nvk=1 be given as in Remark 1.2.4. Let δ′ be given as in Lemma 1.4.4
with E = Ev and δv given as in Lemma 1.4.7. Let δ be a positive function defined
on [a, b] with δ(x) < min{δ′, δv} for all x ∈ [a, b] such that if D = {(ξ, [u, v])} is a
δ-fine division of [a, b], then [u, v] ⊂ (ξ− δ′, ξ+ δ′) where ξ ∈ Ev, [u, v] ⊂ (xk, xk+1)
where ξ ∈ (xk, xk+1), k = 1, 2, ..., nv − 1. Now let D = {(ξ, [u, v])} and D′ =
1.5 Approximation 20
{(ξ′, [u′, v′])} be two δ-fine divisions of [a, b]. Let D = D1∪D2, D′ = D′1∪D′2 when
D1 = {(ξ, [u, v]) ∈ D : ξ ∈ Ev}, D′1 = {(ξ′, [u′, v′]) ∈ D : ξ′ ∈ Ev}, D2 = D \ D1
and D′2 = D
′ \D′1.
































In this section, we show that
∫ b
a
f dg can be approximated by
∫ b
a
s dg, where s is
a step function.














(f − s) dg| ≤ ².

























s dg =∫ b
a
(f − s) dg exists. Let ² > 0, there exists a positive function δ on [a, b] such
that whenever D = {(ξ, [u, v])} is a δ-fine division of [a, b], xk is a tag for every




(f − s) dg − (D)
∑
(f − s)(ξ)(g(v)− g(u))| ≤ ²
2
,
Applying Lemma 1.4.6, and all xk being tags, we have
|(D)
∑
(f − s)(ξ)(g(v)− g(u))| =|(D)
∑
ξ /∈Ev


























Choose v big enough, we get the required result.























) + f(a)(g(a+)− g(a))
+ f(b−)(g(b−)− g(a+)) + f(b)(g(b)− g(b−)).
































sE0 dg = f(a)(g(a+)− g(a)) + f(b−)(g(b−)− g(a+)) + f(b)(g(b)−
g(b−)). Hence we get the required result.
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1.6 Integration by parts
For any partial division D = {(ξ, [u, v])} on [a, b], define
S−(f, g,D) = (D)
∑
(f(ξ)− f(u))(g(ξ)− g(u)),




S(f, g,D) = S−(f, g,D)− S+(f, g,D).
We say that S−(f, g) exists if there exists S(1) such that for every ² > 0, there
exists a positive function δ on [a, b] such that when D is a δ-fine division of [a, b],
we have
|S−(f, g,D)− S(1)| ≤ ².
We then denote S(1) by S−(f, g). Similarly, we can define S+(f, g) and S(f, g).
Clearly, if two of S−(f, g), S+(f, g) and S(f, g) exist, then the third exists and
S(f, g) = S−(f, g)− S+(f, g).




















converge absolutely, where ti are common discontinuous points of f and g.












Let Ev = {xj}nvj=1 be given as in Remark 1.2.4. Ev may contain some points of
{ti}∞i=1. We may assume that there exists a positive integer N such that tj /∈ Ev
whenever j ≥ N . Now take any two positive integers m,n ≥ N with m < n. Let
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δ be a positive number such that for every i = m,m + 1, ..., n, if ti ∈ (xj, xj+1)
for some j, then (ti, ti + δ) ⊂ (xj, xj+1) and {(ti, ti + δ)}ni=m are non-overlapping
intervals. Let ηi ∈ (ti, ti + δ), for all i = n, n + 1, ...,m, and D = {ti, [ti, ηi]}ni=m
and D′ = {ηi, [ti, ηi]}ni=m. From the definition of D and D′, it is clear that D and



























(f(ti+)− f(ti))(g(ti+)− g(ti))| ≤ ².
Observe that D and D′ are partial divisions. Therefore
m∑
i=n
|(f(ti+)− f(ti))(g(ti+)− g(ti))| ≤ 2²,
where m,n ≥ N .
Hence S+(f, g) converges absolutely. Note that g is right-continuous. Hence
g(ti+)−g(ti) = 0. Thus S+(f, g) = 0. Similarly, S−(f, g) converges absolutely.
Lemma 1.6.2. Let f ∈ BVφ[a, b] and g ∈ BVψ[a, b], E = {xi}nvi=1 ⊃ E0, and ² > 0.
Then there exists a constant δ′ > 0 such that for any finite collection of disjoint
subintervals {[ui, vi]}ni=1 with [ui, vi] ⊂ (xi, xi+δ′) for each i or [ui, vi] ⊂ (xi−δ′, xi)
for each i, we have
n∑
i=1
|f(vi)− f(ui)||g(vi)− g(ui)| ≤ ²,
n∑
i=1
|f(vi)− f(ui)| ≤ ²
Vψ(B)




|g(vi)− g(ui)| ≤ ²
Vφ(A)
.
Proof. The proof is similar to that of Lemma 1.4.4, let ² > 0 be given. First, f
and g are regulated functions. Therefore, there exists a constant δ′ > 0 such that








} whenever 0 < xi − t < δ′,








} whenever 0 < t− xi < δ′,








} whenever 0 < xi − t < δ′
and








} whenever 0 < t− xi < δ′
for each i. Therefore, we get the required result.










Let ² > 0. If Ev = {xi}nvi=1 is the set given in Remark 1.2.4 and {tj}mj=1 ⊆ Ev,
Ev ∩ {tj}∞j=m+1 = ∅, where {tj}∞j=1 are all common points of discontinuity of f


















, then there exists a positive real number δ′ such that for any δ′-fine
partial division D = {(xi, [ui, vi])}nvi=1 of [a, b], we have
|S(f, g,D)− (S+(f, g)− S−(f, g))| ≤ 2
3
².
Proof. Applying Lemma 1.6.2 to ²
18
and E = Ev. We get a positive constant δ
′.
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Let F = Ev \ {tj}mj=1, then F is the set of non-common discontinuous points of
Ev. Hence ∑
xi∈F
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Therefore





























(f(xi−)− f(ui))(g(xi−)− g(ui))|+ ²
6
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Then for any given ² > 0, there exists a positive function δ such that for any δ-fine
division D of [a, b], we have
|S(f, g,D)− (S+(f, g)− S−(f, g))| ≤ ².











. Let Ev =
{xk}nvk=1 be given as in Remark 1.2.4. Applying Lemma 1.6.3, we get a positive
constant δ′. Let δ be a positive function defined on [a, b] with δ(x) < δ′ for all
x ∈ [a, b] such that if D = {(ξ, [u, v])} is a δ-fine division of [a, b], then [u, v] ⊂ (ξ−
δ′, ξ+δ′) when ξ ∈ Ev and [u, v] ⊂ (xk, xk+1) when ξ ∈ (xk, xk+1), k = 1, 2, ..., nv−1.
Now let D = {(ξ, [u, v])} be δ-fine division of [a, b]. Let D = D1 ∪ D2, when
D1 = {(ξ, [u, v]) ∈ D : ξ ∈ Ev}, D2 = D \D1. Hence, by Lemma 1.6.3,
|S(f, g,D)− (S+(f, g)− S−(f, g))|
≤|S−(f, g,D2)|+ |S+(f, g,D2)|+ |S(f, g,D1)− (S+(f, g)− S−(f, g))|
≤|S−(f, g,D2)|+ |S+(f, g,D2)|+ 2
3
².





































|S(f, g,D)− (S+(f, g)− S−(f, g))| ≤|S−(f, g,D2)|+ |S+(f, g,D2)|+ 2
3
² ≤ ².
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g df = f(b)g(b)− f(a)g(a) + S(f, g).
Proof. By Lemma 1.6.1, S(f, g) exists. Let ² > 0 be given and let f, g : [a, b]→ R.
Then there exists a positive function δ1 on [a, b] such that for any δ1-fine partial
division D′ = {([ui, vi], ξi)} of [a, b],
|S(f, g,D′)− S(f, g)| ≤ ²
2
.
Since f is integrable with respect to g then there exists a positive function δ2 on
[a, b] such for any δ2-fine division D






f dg| ≤ ²
2
.
Choose δ(ξ) = min{δ1(ξ), δ2(ξ)}. Let D = {([ti, ti+1], ξi)} be a δ-fine partial divi-












∣∣∣∣(D)∑−f(ξi)(g(ti+1)− g(ti)) + (f(ξi)− f(ti))(g(ξi)− g(ti))
− (f(ti+1)− f(ξi))(g(ti+1)− g(ξi)) +
∫ ti+1
ti
f dg − S(f, g)
∣∣∣∣
≤
∣∣∣∣(D)∑ f(ξi)(g(ti+1)− g(ti))− ∫ ti+1
ti
f dg







Thus, we can conclude that g is integrable to f(b)g(b) − f(a)g(a) + S(f, g) −∫ b
a
f dg on [a, b] with respect to f .





g df = f(b)g(b)− f(a)g(a) + S(f, g).
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1.7 Convergence Theorems
In this section we shall prove some convergence theorems. Similar results for clas-
sical bounded variation have been discussed in [1].
Definition 1.7.1 (Two-norm convergence). A sequence {f (n)} of functions in
BVφ[a, b] is said to be two-norm convergent to f if
(i) f (n) is uniformly convergent to f on [a, b], and
(ii) Vφ(f
(n)) ≤ A for every n = 1, 2, ....
In symbols, we denote the two-norm convergence by f (n) ³ f .
It is clear that BVφ[a, b] is complete under two-norm convergence, i.e., if f
(n) ∈
BVφ[a, b], n = 1, 2, ..., and f
(n) ³ f , then f ∈ BVφ[a, b].
We need the following two lemmas, see [17]. We remark that the integrals used
in Lemma 1.7.2 are classical improper integrals.
Lemma 1.7.2. Let ϑ be a strictly decreasing continuous function on (0,∞) with
lim
x→∞
ϑ(x) = 0 and
∫ ∞
1
ϑ(x) dx exists. Then there exists a strictly increasing con-
tinuous function % on [0,∞) with lim
x→∞












ϑ(x) dx exists, there exists a positive function on [0,∞) ι(x) ≥ 0
with lim
x→∞












Then % is a strictly increasing function with lim
x→∞





ϑ(x)[1 + ι(x)] dx <∞.
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Corollary 1.7.3. Let ϑ be a strictly decreasing continuous function on (0,∞)
with lim
x→∞
ϑ(x) = 0 and
∫ ∞
1
ϑ(x) dx exists. Then there exists a strictly increasing
continuous function ς on (0,∞) with lim
x→∞




















) <∞. Then there exist two N-functions
























) < ∞, we want to construct φ∗, ψ∗ such
that φ∗(u) ≤ p¯i(u)φ(u), ψ∗(u) ≤ γ¯(u)ψ(u), where p¯i, γ¯ are increasing functions with



















) for u ∈ (0,∞), then ϑ satisfies conditions of Corollary
1.7.3. Hence there exists a strictly increasing continuous function ς on [0,∞) with
lim
x→∞









Let θ(u) = uς( 1
u
















is a strictly increasing continuous function on (0,∞).
Let Φ(u) = φ−1( u
θ(u)
), Ψ(u) = ψ−1( u
θ(u)
), Φ(0) = 0 and Ψ(0) = 0. Then Φ and Ψ
are strictly increasing continuous functions on [0,∞). Furthermore, let φ∗ = (Φ)−1










































since ϑ(ς(x)) is non-negative.
If t = (φ∗)−1(u∗) = φ−1( u
∗
θ(u∗)), then φ
∗(t) = u∗. On the other hand, if t =



















= θ(u∗) = θ(ψ∗(t)) =: γ(t),





θ(φ∗(t)) = 0. Denoted by p¯i(t), γ¯(t) the upper bounds of













Hence, if A and A∗ are φ-variation and φ∗-variation of f , respectively, on [α, β],
we have
A∗ ≤ min{Ap¯i(2‖f‖∞), Ap¯i(φ−1(A))},






















Proof. Let ² > 0 be given. Let {f (n)} be two-norm convergent to f in BVφ[a, b]
and g ∈ BVψ[a, b]. By the convexity of BVφ[a, b], f (n)−f2 ∈ BVφ[a, b]. Hence,∫ b
a
(f (n) − f) dg exists. Thus, there is a positive function δn such that for every
δn-fine division D = {(ξi, [ti, ti+1])} of [a, b],∣∣∣∣(∫ b
a
(f (n) − f) dg)− (D)
∑




f (n) − f
2
) ≤ Vφ(f (n)) + Vφ(f) ≤ A for every n and Vψ(g) = B.
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By Lemma 1.7.4, there exist two N -function φ∗ and ψ∗ such that φ∗(u) ≤



































Since f (n) converge to f uniformly on [a, b], there is a positive integer N such









‖∞ < min{², τ
2
}.
We may assume that when n ≥ N , |(f (n) − f)(a)(g(a+) − g(a)) + (f (n) −
f)(a+)(g(b−)− g(a+)) + (f (n) − f)(b)(g(b)− g(b−))| ≤ ².
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Hence for n ≥ N , applying Corollary 1.5.2 to f (n)−f
2
, we get∣∣∣∣ ∫ b
a






























































































































Proof. Since g(n) converge to g uniformly, then there exists a positive integer N1
such that for every n > N1, we have
|S(f, g(n))− S(f, g)| ≤ ²
4
,
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|f(b)(g(n)(b)− g(b))| ≤ ²
4
and
|f(a)(g(n)(a)− g(a))| ≤ ²
4
.
























g df |+ |f(b)(g(n)(b)− g(b))|






























Hence, we have the following theorem.
Theorem 1.7.7. If {f (n)} and {g(n)} are two-norm convergent to f and g in
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1.8 Chain rule
In this section, we shall prove a chain rule for Henstock-Kurzweil integrals. Similar
result has been proved for Young-integrals, see [12]. Let h be a differentiable
function with derivative h′ satisfying a Lipschitz condition of order α, 0 < α ≤ 1,
on an interval I, i.e., there exists a real number C, |h′(x)− h′(y)| ≤ C|x− y|α for
every x, y ∈ I. Let f ∈ BVp[a, b], where 1 < p < 1 + α ≤ 2. Let q = pα , then we
























=Cq · (P )
n∑
i=1
|f(ti+1)− f(ti)|p ≤ Cq · Vp(f).
Hence,
Vq(h
′of) ≤ Cq · Vp(f) <∞,
i.e., h′of ∈ BVq[a, b].
Now, we shall give an example of a differentiable function h with its derivative
h′ satisfying a Lipschitz condition of order 1
2
. We need the following inequality.
Example 1.8.1. For any x, y ≥ 0 and n ∈ N
|x 1n − y 1n | ≤ |x− y| 1n .










 abn−1+bn ≥ an+bn,
i.e.,
an ≤ (a+ b)n − bn.
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Let c = a+ b ≥ 0. Then,
(c− b)n ≤ cn − bn.
Note that the above inequality holds for all c ≥ b ≥ 0.
Now, let x = cn ≥ 0 and y = bn ≥ 0. Thus
(x
1
n − y 1n )n ≤ x− y.
That is, for any x ≥ y ≥ 0, we have
x
1
n − y 1n ≤ (x− y) 1n
Hence, we get the required result.







Then h′(x) = x
1
2 .
Clearly, for α > 1
2
, there is no number K such that |h′(x)| ≤ K|x|α. That is,
h′(x) does not satisfy a Lipschitz condition of order α > 1
2
on [0,∞).
By Example 1.8.1, we have
|h′(x)− h′(y)| = |x 12 − y 12 | ≤ |x− y| 12 ,
i.e., h′(x) satisfies a Lipschitz condition of order 1
2
on [0,∞).
Lemma 1.8.3. Let h be a differentiable function with derivative h′ satisfying a









converges absolutely, where xi, i = 1, 2, ..., are discontinuous points of f .
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Proof. Applying Mean Value Theorem to hof(xi+)− hof(xi−), we have
n∑
i=1









where βi ∈ [min{f(xi−), f(xi+)},max{f(xi−), f(xi+)}], for every i = 1, 2, ..., n.
By Lipschitz property of h′, we have
n∑
i=1



















= 1, to r = uα, s = v, p = 1+α
α







Then, for each i, we have∣∣∣f(xi)− βi∣∣∣α∣∣∣f(xi+)− f(xi−)∣∣∣
≤ α
1 + α
(∣∣∣f(xi)− βi∣∣∣)1+α + 1
1 + α
(∣∣∣f(xi+)− f(xi−)∣∣∣)1+α.
Since βi ∈ [min{f(xi−), f(xi+)},max{f(xi−), f(xi+)}], then(∣∣∣f(xi)− βi∣∣∣)1+α ≤(∣∣∣f(xi)− f(xi−)∣∣∣)1+α or (∣∣∣f(xi)− f(xi+)∣∣∣)1+α
≤
(∣∣∣f(xi)− f(xi−)∣∣∣)1+α + (∣∣∣f(xi)− f(xi+)∣∣∣)1+α.



















































Hence, for any n ∈ N we have
n∑
i=1




∣∣∣h′of(xi)(f(xi+)−f(xi−))−(hof(xi+)−hof(xi−))∣∣∣ ≤ 4C‖f‖1+α−p∞ Vp(f) <∞.
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Theorem 1.8.4. Let h be a differentiable function with derivative h′ satisfying a
Lipschitz condition of order α, 0 < α ≤ 1, and f ∈ BVp[a, b], 1 < p < 1+α. Then∫ b
a
h′of df exists and
∫ b
a
h′of df = hof(b)− hof(a) + J(f, h),







)− (hof(xi+)− hof(xi−))] and
xi, i = 1, 2, ..., are discontinuous points of f .





Since J(f, h) converges absolutely, there exists a positive integer m such that
∞∑
i=m+1
∣∣∣(h′of(xi))(f(xi+)− f(xi−))− (hof(xi+)− hof(xi−))∣∣∣ < ²,
where xi are discontinuous points of f .
By Lemma 1.2.4, we can choose Ev = {ek}nvk=1 such that
max{|f(η)− f(ξ)|, |f(η)− f(ξ)|1+α−p} < ²,
for any η, ξ ∈ (ek, ek+1) with η > ξ, k = 1, 2, ..., nv − 1. We may assume that
{xi}mi=1 ⊆ Ev and Ev ∩ {xi}∞i=m+1 = ∅.
By Lemma 1.4.3, f is a regulated function. Since h is a continuous function,
then we can choose δ′ > 0 such that for every i = 1, 2, ..., nv,
max{|hof(ek−)− hof(η)|, |f(ek−)− f(η)|} < ²
2nv
and
max{|hof(ξ)− hof(ek+)|, |f(ξ)− f(ek+)|} < ²
2nv
,
where η ∈ (ek − δ′, ek) and ξ ∈ (ek, ek + δ′).
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Let δ be a positive function defined on [a, b] with δ(x) < δ′ for all x ∈ [a, b]
such that if D = {(ξ, [u, v])} is a δ-fine division of [a, b], then [u, v] ⊂ (ek, ek+1)
where ξ ∈ (ek, ek+1), k = 1, 2, ..., nv − 1. Note that each point in Ev is a tag of
D. Let D = {(ξi, [ti, ti+1])}ni=1 be δ-fine division of [a, b]. Let D = D1 ∪D2 where
D1 = {(ξi, [ti, ti+1]), ξi ∈ Ev} =: {(ek, [uk, vk])}nvk=1 and D2 = D \D1. Then we have∣∣∣(D)∑h′of(ξi)(f(ti+1)− f(ti))− (hof(b)− hof(a) + J(f, h))∣∣∣
=
∣∣∣(D)∑[h′of(ξi)(f(ti+1)− f(ti))− (hof(ti+1)− hof(ti))]− J(f, h)∣∣∣
≤
∣∣∣(D1)∑[h′of(ξi)(f(ti+1)− f(ti))− (hof(ti+1)− hof(ti))]− J(f, h)∣∣∣
+
∣∣∣(D2)∑[h′of(ξi)(f(ti+1)− f(ti))− (hof(ti+1)− hof(ti))]∣∣∣
By Mean Value Theorem, for any i, there exists βi ∈ [min{f(ti), f(ti+1)},
max{f(ti), f(ti+1)}] such that∣∣∣(D2)∑[h′of(ξi)(f(ti+1)− f(ti))− (hof(ti+1)− hof(ti))]∣∣∣
=
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Recall that {xi}mi=1 ⊆ Ev and {xi}∞i=m+1 ∩ Ev = ∅, then we have∑
xi /∈Ev




∣∣∣(h′of(xi))(f(xi+)− f(xi−))− (hof(xi+)− hof(xi−))∣∣∣ ≤ ².
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Now consider,∣∣∣(D1)∑[(h′of(ξi))(f(ti+1)− f(ti))− (hof(ti+1)− hof(ti))]− J(f, h)∣∣∣
≤
















































+ ² = (‖h′of‖∞ + 2)².
Hence,∣∣∣(D)∑h′of(ξi)(f(ti+1)− f(ti))− (hof(b)− hof(a) + J(f, h))∣∣∣
≤2C · Vp(f)²2 + (‖h′of‖∞ + 2)².
Therefore, ∫ b
a
h′of df = hof(b)− hof(a) + J(f, h).








; if 0 < x ≤ 1,
0 ; if x = 0.
So,

























by xn, n = 1, 2, .... Let x¯n, n = 1, 2, ..., be local extremum points,
where 1 > x¯1 > x¯2 > .... Then, for every n = 1, 2, ..., we have
|f(x¯n+3)− f(x¯n+2)| ≤ |f(xn+1)− f(xn)|.
Hence, we have





























































































Hence, by the limit comparison test, we know that
∞∑
n=1




bn converges. If p >
β
α
, then power series
∞∑
n=1
bn converges. Thus, if


























Vp(f ; [0, 1]) < ∞.
Therefore, f ∈ BVp([0, 1]), if p > βα .








; if 0 < x ≤ 1,
0 ; if x = 0.
By Example above, f ∈ BVp([0, 1]), where p = 118 > 54 .


















)− (hof(xi+)− hof(xi−))] = 0,
since f is continuous.




= 1 + 1
2
















Functions of Bounded λ-variation
In this chapter, we shall (i) give the definitions of bounded λ-variation for point
functions of two variables and bounded µ-variation for interval functions and dis-
cuss their properties, (ii) discuss Young inequalities, (iii) discuss two-norm conver-
gence and (iv) give some examples.
In this chapter, let λ1, λ2, µ1 and µ2 be N -functions (see Definition 2.1.1). Let
%1 and %2 be a pair of N -functions such that %1(u)%2(u) = u. Let λ = (λ1, λ2),
µ = (µ1, µ2) and % = (%1, %2).
2.1 Definitions
In this thesis, for convenience, we call a closed interval by an interval.
Let E = {xi}m+1i=1 and E ′ = {yj}n+1j=1 , where a = x1 < x2 < ... < xm+1 = b and
c = y1 < y2 < ... < yn+1 = d, be sets of finite number of points in [a, b] and [c, d],
respectively. Note that E and E ′ can be viewed as partitions {[xi, xi+1]}mi=1 and
{[yj, yj+1]}nj=1 of [a, b] and [c, d], respectively.




Definition 2.1.1. A function φ : [0,∞)→ R is said to be an N -function if
(i) φ(u) = 0⇔ u = 0;
(ii) φ is continuous on [0,∞);
(iii) φ is strictly increasing and
(iv) φ(u)→∞ as u→∞.
Now we give the definition of bounded λ-variation for point functions of two
variables, also the definition of bounded µ-variation for interval functions. The
definitions are based on Lemma 1.4.5.
Definition 2.1.2. Let {Ev}∞v=0 be a sequence of partitions of [a, b], with E0 =
{a, b}. Then {Ev}∞v=0 is said to satisfy the condition ζ if
(i) Ev+1 ⊇ Ev for every v = 0, 1, ...;
(ii) for each v, any subinterval in Ev contains at most one point of Ev+1 \ Ev;
(iii) #Ev ≤ 2v + 1 and #(Ev+1 \ Ev) ≤ 2v.
Remark 2.1.3. In Definition 2.1.2, conditions (i) and (ii) imply (iii).
The above definition has already been given in Definition 1.2.1.
Definition 2.1.4 (Bounded λ-variation for point functions). A function f : [a, b]×
[c, d]→ R is said to be of bounded λ-variation on [a, b]× [c, d], where λ = (λ1, λ2),
denoted by f ∈ BVλ([a, b]× [c, d]), if
(i) there exist a non-negative number A1 and a sequence {Ev}∞v=0 of partitions of
[a, b] satisfying condition ζ such that for each Ev = {xi}nvi=1, for any y ∈ [c, d]
and for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,




for v = 0, we recall that E0 = {a, b}. For convenience, we assume that the
inequality |f(ξ1, y)− f(η1, y)| ≤ λ1(A120 ) = λ1(A1) holds for any ξ1, η1 ∈ [a, b];
(ii) there exist a non-negative number A2 and a sequence {E ′v′}∞v′=0 of partitions




x ∈ [a, b] and for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′v′ − 1,
|f(x, ξ2)− f(x, η2)| ≤ λ2(A2
2v′
),
for v′ = 0, we recall that E ′0 = {c, d}. For convenience, we assume that the
inequality |f(x, ξ2)− f(x, η2)| ≤ λ2(A220 ) = λ2(A2) holds for any ξ2, η2 ∈ [c, d].
Let Aλ1([a, b]) be the set of non-negative numbers A1 satisfying condition (i)
in Definition 2.1.4 with respect to the N -function λ1 on [a, b]. The infimum of
Aλ1([a, b]) is called the λ1-variation of f on [a, b], denoted by Vλ1(f ; [a, b]). When
it is clear that we are considering the interval [a, b], we shall denote Vλ1(f ; [a, b]) by
Vλ1(f) and Aλ1([a, b]) by Aλ1 . Similarly, let Aλ2([c, d]) be the set of non-negative
numbers A2 satisfying condition (ii) in Definition 2.1.4 with respect to the N -
function λ2 on [c, d]. The infimum of Aλ2([c, d]) is called the λ2-variation of f on
[c, d], denoted by Vλ2(f ; [c, d]). When it is clear that we are considering the interval
[c, d], we shall denote Vλ2(f ; [c, d]) by Vλ2(f) and Aλ2([c, d]) by Aλ2 .
Note that Vλ1(f) and Vλ2(f) may not satisfy conditions (i) and (ii) in Definition
2.1.4, respectively. But, for any A1 > Vλ1(f) and A2 > Vλ2(f), A1 and A2 satisfy
condition (i) and (ii) in Definition 2.1.4, respectively.
Remark 2.1.5. For any v = 0, 1, ..., a partition Ev of [a, b] does not depend on y
and for any v′ = 0, 1, ..., a partition E ′v′ of [c, d] does not depend on x.




f = f(x2, y2)− f(x2, y1) + f(x1, y1)− f(x1, y2).
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Proposition 2.1.6. Let %1 and %2 be a pair of N-functions such that %1(u)%2(u) =
u. If f ∈ BVλ([a, b] × [c, d]), then for any A1 > Vλ1(f) and A2 > Vλ2(f), there
exist sequences {Ev}∞v=0 and {E ′v′}∞v′=0 of partitions of [a, b] and [c, d], respectively,




for any ξ1, η1 ∈ (xi, xi+1)
(
for v = 0, ξ1, η1 ∈ [a, b] instead of (a, b)
)
, i = 1, 2, ..., nv−
1, and for any ξ2, η2 ∈ (yj, yj+1)
(
v′ = 0, ξ2, η2 ∈ [c, d] instead of (c, d)
)
, j =
1, 2, ..., n′v′ − 1, ∣∣∆η1ξ1∆η2ξ2f ∣∣ ≤ 2%1(λ1(A12v ))%2(λ2(A22v′ )).
Proof. Let A1 > Vλ1(f) and A2 > Vλ2(f). Then, for any v, v
′ = 0, 1, 2, ..., for any
ξ1, η1 ∈ (xi, xi+1)
(
for v = 0, ξ1, η1 ∈ [a, b] instead of (a, b)
)
, i = 1, 2, ..., nv − 1, and
for any ξ2, η2 ∈ (yj, yj+1)
(
v′ = 0, ξ2, η2 ∈ [c, d] instead of (c, d)
)
, j = 1, 2, ..., n′v′−1,
we have
|∆η2ξ2∆η1ξ1f | =|f(η1, η2)− f(η1, ξ2) + f(ξ1, ξ2)− f(ξ1, η2)|











|∆η2ξ2∆η1ξ1f | =|f(η1, η2)− f(η1, ξ2) + f(ξ1, ξ2)− f(ξ1, η2)|






































f dg in the two-dimensional case, the function
g is an interval function. Hence, we give the following definitions.
Let Hn(In) be the collection of all subintervals of an interval In ⊆ Rn.
Let g1 : [a, b]→ R be a right-continuous function and I = [α, β] ⊆ [a, b]. Denote
g1(β)−g1(α) by g∗1(I). Then g∗1 is an additive interval function. For convenience, g∗1
is always written as g1. In this thesis, we always assume that g1 is right-continuous.
Definition 2.1.8 (Bounded µ-variation for interval functions on R). An interval
function g1 : H([a, b])→ R, is said to be of bounded µ1-variation on [a, b], denoted
by g1 ∈ IBVµ1([a, b]), if there exist a non-negative number B1 and a sequence
{Ev}∞v=0 of partitions of [a, b] satisfying condition ζ such that for each Ev = {xi}nvi=1,




for v = 0, we recall that E0 = {a, b}. For convenience, we assume that the
inequality |g1(I1))| ≤ µ1(B120 ) = µ1(B1) also holds for any interval I1 ⊆ [a, b].
Remark 2.1.10. As we mention above, in this thesis, we always assume that
g1 : [a, b] → R is right-continuous. Hence the inequality (2.1.9) holds for any
interval I1 ⊂ [xi, xi+1), i = 1, 2, ..., nv.
Definition 2.1.11. An interval function g : H2([a, b] × [c, d]) → R, is said to









In this thesis, every additive interval function g : H2([a, b] × [c, d]) → R is
always of the form g([α1, β1]× [α2, β2]) = (g1(β1)− g1(α1))(g2(β2)− g2(α2)), where
g1 : [a, b]→ R and g2 : [c, d]→ R are right-continuous.
2.1 Definitions 51
Definition 2.1.12 (Bounded µ-variation for interval functions on R2). An interval
function g : H2([a, b] × [c, d]) → R, g(I1 × I2) = g1(I1)g2(I2), is said to be of
bounded µ-variation on [a, b] × [c, d], where µ = (µ1, µ2), if g1 ∈ IBVµ1([a, b]) and
g2 ∈ IBVµ2([c, d])
The set of such interval functions is also denoted by IBVµ([a, b]× [c, d]), where
µ = (µ1, µ2).
Let Bµ1([a, b]) be the set of non-negative numbers B1 satisfying the condition
in Definition 2.1.8 with respect to the N -function µ1 on [a, b]. The infimum of
Bµ1([a, b]) is called the µ1-variation of g on [a, b], denoted by Vµ1(g; [a, b]). When it
is clear that we are considering the interval [a, b], we shall denote Vµ1(g; [a, b]) by
Vµ1(g) and Bµ1([a, b]) by Bµ1 . Similarly, let Bµ2([c, d]) be the set of non-negative
numbers B2 satisfying the condition in Definition 2.1.8 with respect to the N -
function µ2 on [c, d]. The infimum of Bµ2([c, d]) is called the µ2-variation of g on
[c, d], denoted by Vµ2(g; [c, d]). When it is clear that we are considering the interval
[c, d], we shall denote Vµ2(g; [c, d]) by Vµ2(g) and Bµ2([c, d]) by Bµ1 .
Note that Vµ1(g) and Vµ2(g) may not satisfy the condition in Definition 2.1.8.
But, for any B1 > Vµ1(g) and B2 > Vµ2(g), B1 and B2 satisfy the condition in
Definition 2.1.8.
From the Definition 2.1.12, immediately we get
Proposition 2.1.13. If g ∈ IBVµ([a, b] × [c, d]), then for any B1 > Vµ1(g) and
B2 > Vµ2(g), there exist sequences {Ev}∞v=0 and {E ′v′}∞v′=0 of partitions of [a, b] and
[c, d], respectively, satisfying condition ζ such that for each Ev = {xi}nvi=1 and for
each E ′v′ = {yj}
n′
v′
j=1, for any interval I ⊂ (xi, xi+1)×(yj, yj+1)
(
for v = 0, I1 ⊆ [a, b]
instead of (a, b) and for v′ = 0, I2 ⊆ [c, d] instead of (c, d)
)
, i = 1, 2, ..., nv − 1,
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Remark 2.1.15. Similar to Remark 2.1.10, by right-continuity of g1 and g2, the
inequality (2.1.14) holds for any interval I ⊂ [xi, xi+1)×[yj, yj+1), i = 1, 2, ..., nv−1,
j = 1, 2, ..., n′v′ − 1.
Remark 2.1.16. Let f ∈ BVλ([a, b] × [c, d]) and g ∈ IBVµ([a, b] × [c, d]), where
f is a point function, g is an interval function. Then we can use common Ev and
E ′v′ in Definitions 2.1.4 and 2.1.12. The common Ev and E
′
v′ are the refinement
of Ev and E
′
v′ in Definitions 2.1.4 and 2.1.12. Note that nv ≤ 2v+1 not 2v + 1 and
n′v′ ≤ 2v′+1 not 2v′ + 1.
2.2 Basic properties
In this section, we shall prove properties of f ∈ BVλ([a, b] × [c, d]) and g ∈
IBVµ([a, b]× [c, d]), where f is a point function, g is an interval function.
First, we shall prove boundedness properties of f ∈ BVλ([a, b] × [c, d]) and
g ∈ IBVµ([a, b]× [c, d]).
Lemma 2.2.1. If f ∈ BVλ([a, b]× [c, d]), then f is bounded.
Proof. Suppose f is unbounded. Let (x¯, y¯) ∈ [a, b]× [c, d] be fixed. Hence, for any
positive number M , there exists (x, y) ∈ [a, b]× [c, d] such that
M ≤|f(x, y)− f(x¯, y¯)| ≤ |f(x, y)− f(x, y¯)|+ |f(x, y¯)− f(x¯, y¯)| ≤ λ2(A2) + λ1(A1).
Thus, we have λ2(A2) + λ1(A1) =∞. It leads to a contradiction.
Lemma 2.2.2. If g ∈ IBVµ([a, b]× [c, d]), then g is bounded.
Proof. Suppose g is unbounded. Hence, for any positive number M , there exists
an interval I ⊆ [a, b]× [c, d] such that
M ≤ |g(I)| ≤ µ1(B1)µ2(B2).
Thus, we have µ1(B1)µ2(B2) =∞. It leads to a contradiction.
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Let
‖f‖∞ = sup{f(ξ) : ξ ∈ [a, b]× [c, d]}
and
‖g‖∞ = sup{g(I) : I ∈ H2([a, b]× [c, d])}.
By Lemmas 2.2.1 and 2.2.2, if f ∈ BVλ([a, b]× [c, d]) and g ∈ IBVµ([a, b]× [c, d]),
then ‖f‖∞ and ‖g‖∞ are finite.
For any x ∈ [a, b], a set
(




(x, x+ δ)× [c, d]
)
is called the
neighborhood strip of x with radius δ, denoted by NSδ(x), see the figure 2.1 below.
a bx
Figure 2.1: NSδ(x), neighborhood strip of x with radius δ
Similarly, for any y ∈ [c, d], a set
(




[a, b] × (y, y + δ)
)
is
called the neighborhood strip of y with radius δ, denoted by NSδ(y), see the figure
2.2 below.




Figure 2.2: NSδ(y), neighborhood strip of y with radius δ
Definition 2.2.3. An interval function g : H2([a, b] × [c, d]) → R is said to be
regulated on [a, b] × [c, d], denoted by g ∈ RF 2([a, b] × [c, d]), if for any ² > 0, for
any x ∈ [a, b] and for any y ∈ [c, d], there exist δ˜x > 0 and δ˜y > 0 such that for any
interval R ⊂ NSδ˜x(x) or R ⊂ NSδ˜y(y),
|g(R)| ≤ ².
Proposition 2.2.4. If g ∈ IBVµ([a, b]× [c, d]), then g ∈ RF 2([a, b]× [c, d]).
Proof. Let g ∈ IBVµ([a, b] × [c, d]). Let B1 > Vµ1(g) and B2 > Vµ2(g). By
Proposition 2.1.13, there exists a sequence {Ev}∞v=0 of partitions of [a, b] satisfying




Let ² > 0 be given. Choose v ≥ 1 such that µ1(B12v )µ2(B2) ≤ ². Hence, for any




Let x ∈ [a, b] be fixed. Choose δ˜x = min
xi∈Ev\{x}
{|x − xi|}. Therefore, for any
R ⊂ NSδ˜x(x),
|g(R))| ≤ ².
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Similarly, for any y ∈ [c, d], there exists δ˜y > 0 and for any R ⊂ NSδ˜y(y),
|g(R))| ≤ ².
The following Lemmas 2.2.5-2.2.9 are about variations on subintervals.
Lemma 2.2.5. Let f ∈ BVλ([a, b] × [c, d]). If [α1, β1] × [α2, β2] ⊆ [a, b] × [c, d],
then f ∈ BVλ([α1, β1] × [α2, β2]). Moreover, Vλ1(f ; [α1, β1]) ≤ Vλ1(f ; [a, b]) and
Vλ2(f ; [α2, β2]) ≤ Vλ2(f ; [c, d]).
Proof. Let A1 > Vλ1(f ; [a, b]) and A2 > Vλ2(f ; [c, d]).
Let E¯0 = {α1, β1}. Clearly, for any ξ1, η1 ∈ [α1, β1] ⊂ [a, b] and for any y ∈
[α2, β2] ⊆ [c, d], then
|f(ξ1, y)− f(η1, y)| ≤ λ1(A1).
Let E¯v = E¯0∪
(
Ev ∩ [α1, β1]
)
. Hence, {E¯v}∞v=1 is a sequence of partitions of [α1, β1]
satisfying condition ζ such that for each E¯v = {x¯k, x¯k+1}, for any ξ1, η1 ∈ (x¯k, x¯k+1),
k = 1, 2, ..., n¯v and for any y ∈ [α2, β2] ⊆ [c, d], then
|f(ξ1, y)− f(η1, y)| ≤ λ1(A1
2v
).
Similarly, there exists a sequence {E¯ ′v′}∞v′=0 of partitions of [α2, β2] satisfying
condition ζ such that for each E ′v′ = {y¯k, y¯k+1}
n¯′
v′
k=1 for any x ∈ [α1, β1] and for each
ξ2, η2 ∈ (y¯k, y¯k+1) such that
|f(x, ξ2)− f(x, η2)| ≤ λ2(A2
2v′
).
Therefore f ∈ BVλ([α1, β1]× [α2, β2]). Moreover Vλ1(f ; [α1, β1]) ≤ Vλ1(f ; [a, b])
and Vλ2(f ; [α2, β2]) ≤ Vλ2(f ; [c, d]).
Similarly, we can prove the following lemma.
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Lemma 2.2.6. Let g ∈ IBVµ([a, b] × [c, d]). If [α1, β1] × [α2, β2] ⊆ [a, b] × [c, d],
then g ∈ IBVµ([α1, β1] × [α2, β2]). Moreover, Vµ1(g; [α1, β1]) ≤ Vµ1(g; [a, b]) and
Vµ2(g; [α2, β2]) ≤ Vµ2(g; [c, d]).
Remark 2.2.7. Lemmas 2.2.5 and 2.2.6 still hold if condition (ii) in Definition
2.1.2 is omitted. However, if the condition (ii) is omitted, then Lemmas 2.2.8 and
2.2.9 below are not true. Lemmas 2.2.8 and 2.2.9 are used in the proof of the
existence theorem.
Lemma 2.2.8. Let f ∈ BVλ([a, b]×[c, d]) and A1 > Vλ1(f ; [a, b]), A2 > Vλ2(f ; [c, d]).
If Ev = {xi}nvi=1 and E ′v′ = {yj}
n′
v′
j=1 are partitions of [a, b] and [c, d] as given in Defi-
nition 2.1.4 (i) and (ii), respectively, and [α1, β1]× [α2, β2] ⊂ (xi, xi+1)× (yj, yj+1),
i = 1, 2, ..., nv, j = 1, 2, ..., n
′
v′, then Vλ1(f ; [α1, β1]) < A12
−v and Vλ2(f ; [α2, β2]) <
A22
−v′.
Proof. First, we shall prove that Vλ1(f ; [α1, β1]) < A12
−v. To do that, we need to
construct a sequence {E¯p}∞p=0 of partitions of [α1, β1] satisfying ζ in definition 2.1.2
with A1 replaced by A12
−v.
Let E¯0 = {α1, β1}. Then for any ξ1, η1 ∈ [α1, β1] ⊂ (xi, xi+1) and for any
y ∈ [α2, β2] ⊆ [c, d],








. Hence, {Ep}∞p=0 is a sequence of partitions of [α, β]
satisfying condition ζ such that for each E¯p = {x¯k}n¯pk=1, for any y ∈ [α2, β2] ⊆ [c, d]
and for any ξ1, η1 ∈ (x¯k, x¯k+1), k = 1, 2, ..., n¯p,







Therefore Vλ1(f ; [α1, β1]) < A12
−v. We highlight that (ii) in Definition 2.1.2 is
crucial. Otherwise, we may not have condition (iii).
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Similarly, there exists a sequence {E¯ ′v′}∞v′=0 of partitions of [α2, β2] ⊂ (yj, yj+1)
satisfying condition ζ such that for each E ′p′ = {y¯k′}
n¯′
p′
k′=1 for any x ∈ [α1, β1] and
for each ξ2, η2 ∈ (y¯k′ , y¯k′+1), k′ = 1, 2, ..., n¯′p′ ,




Therefore Vλ2(f ; [α2, β2]) < A22
−v′ .
Similarly, we can prove the following lemma.
Lemma 2.2.9. Let g ∈ IBVµ([a, b]×[c, d]) and B1 > Vµ1(g; [a, b]), B2 > Vµ2(g; [c, d]).
If Ev = {xi}nvi=1 and E ′v′ = {yj}
n′
v′
j=1 are partitions of [a, b] and [c, d], respectively,
and [α1, β1]× [α2, β2] ⊂ (xi, xi+1)× (yj, yj+1), i = 1, 2, ..., nv, j = 1, 2, ..., n′v′, then
Vµ1(g; [α1, β1]) < B12
−v and Vµ2(g; [α2, β2]) < B22
−v′.
Next, we shall consider bounded variations of a step function s and its special
extension s∗, which shall be used in Lemma 3.6.11. Before that, we need the
following.
Let P = {I i}ni=1 be a finite collection of non-overlapping subinterval of [a, b]×
[c, d], then P is said to be a partial partition of [a, b] × [c, d]. If, in addition,
n⋃
i=1
I i = [a, b]× [c, d], then P is said to be a partition of [a, b]× [c, d].
A partition of [a, b] × [c, d] is called a net partition if it is determined by lines
completely across [a, b] × [c, d] and parallel to the coordinate axes, see the figure
2.3 below.




Figure 2.3: Net partition
An interval in a given partition is called a cell.
Let E = {xi}m+1i=1 and E ′ = {yj}n+1j=1 , where a = x1 < x2 < ... < xm+1 = b
and c = y1 < y2 < ... < yn+1 = d, be sets of finite number of points in [a, b] and
[c, d], respectively. Note that E and E ′ can be viewed as partitions {[xi, xi+1]}mi=1
and {[yj, yj+1]}nj=1 of [a, b] and [c, d], respectively. Denoted by ≺ E,E ′ Â, the net
partition generated by partitions E and E ′.
Let s be a step function on [a, b]× [c, d], induced by the net partition ≺ E,E ′ Â,







where I11 = [x¯1, x¯2], I1i = (x¯i, x¯i+1], i = 2, 3, ...,m, and I21 = [y¯1, y¯2], I2j =
(y¯j, y¯j+1], j = 2, 3, ..., n. Then the step function s is of bounded λ-variation on
[a, b]× [c, d] for any λ = (λ1, λ2), see Lemma 2.2.10 below.







where I11 = [x¯1, x¯2], I1i = (x¯i, x¯i+1], i = 2, 3, ...,m, and I21 = [y¯1, y¯2], I2j =
(y¯j, y¯j+1], j = 2, 3, ..., n. Then s ∈ BVλ([a, b]× [c, d]), where λ = (λ1, λ2).
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Proof. Let Osc(s) = max{|aij − akl| : i, k ∈ {1, 2, ...,m} and j, l ∈ {1, 2, ..., n}} be
the oscillation of s on [a, b]× [c, d].
Choose a sufficient large number A1 such that Osc(s) ≤ λ1(A12m ). Let E0 =
{a, b} = {x¯1, x¯m+1}. Then for any y ∈ [c, d] and for any ξ1, η1 ∈ [a, b], we have
|s(ξ1, y)− s(η1, y)| ≤ Osc(s) ≤ λ1(A1
2m
) ≤ λ1(A1).
For v = {1, 2, ...,m − 2}, choose Ev = Ev−1 ∪ {x¯v+1} =: {xi}nvi=1. Then for any
y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1, we have





For v = m−1, choose Em−1 = Em−2∪{x¯m} = {x¯i}m+1i=1 =: {xi}nvi=1. Note that Em−1
contains all discontinuous points on of function s(·, y). Then for any y ∈ [c, d] and
for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nm−1 − 1, we have
|s(ξ1, y)− s(η1, y)| = 0 ≤ λ1(A1
2v
).
For v ≥ m, choose Ev = Ev−1 = {x¯i}m+1i=1 =: {xi}nvi=1. Then for any y ∈ [c, d] and
for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1, we have
|s(ξ1, y)− s(η1, y)| = 0 ≤ λ1(A1
2v
).
Note that the sequence {Ev}∞v=1 of partitions of [a, b] chosen above satisfies condi-
tion ζ, because E0 = {a, b}, Ev+1 ⊇ Ev and #Ev+1 ≤ #Ev + 1, v = 0, 1, ....
Similarly, there exist a sufficient large number A2 and a sequence {E ′v′}∞v′=0 of




x ∈ [a, b] and for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′v′ − 1,
|s(x, ξ2)− s(x, η2)| ≤ λ2(A2
2v′
),
for v′ = 0, we recall that E ′0 = {c, d}, the inequality |s(x, ξ2)−s(x, η2)| ≤ λ2(A220 ) =
λ2(A2) holds for any ξ2, η2 ∈ [c, d].
Hence s ∈ BVλ([a, b]× [c, d]).
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Now, if we try to extend our step function defined above to a step function s∗
on [a, b + b¯] × [c, d + d¯]. It is clear that s∗ ∈ BVλ([a, b + b¯] × [c, d + d¯]), but it is
very hard to find any relation between Vλ1(s) and Vλ1(s
∗) and, Vλ2(s) and Vλ2(s
∗).
However, if we extend the step function s to s∗ in the suitable way as shown below,
then we are able to know their relations.
Let p ∈ {1, 2, ...,m} and q ∈ {1, 2, ..., n} be fixed, where m,n are given from




s(x, y) if (x, y) ∈ [a, b]× [c, d],
aiq if (x, y) ∈ I1i × (d, d+ d¯],
apj if (x, y) ∈ (b, b+ b¯]× I2j ,
apq if (x, y) ∈ (b, b+ b¯]× (d, d+ d¯],
where I1i and I2j are from the definition of the step function s, i.e., the values of
s∗(x, y) on I1i× (d, d+ d¯] is the same as the values of s(x, y) on I1i× I2q , the values
of s∗(x, y) on (b, b + b¯] × I2j is the same as the values of s(x, y) on I1p × I2j and
the value of s∗(x, y) on (b, b+ b¯]× (d, d+ d¯] is the same as the values of s(x, y) on
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Figure 2.4: The step function s and its extension s∗
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Lemma 2.2.11. Suppose s and s∗ are defined as above. Then s∗ ∈ BVλ([a, b+ b¯]×
[c, d + d¯]). Furthermore, Vλ1(s
∗; [a, b + b¯]) ≤ 2Vλ1(s; [a, b]) and Vλ2(s∗; [c, d + d¯]) ≤
2Vλ2(s; [c, d]).
Proof. By Lemma 2.2.10, s∗ ∈ BVλ([a, b+ b¯]× [c, d+ d¯]).
Let A1 > Vλ1(s; [a, b]). There exists a sequence {Ev}∞v=0 of partition of [a, b]
satisfying condition ζ such that for each Ev = {xi}nvi=1, for any y ∈ [c, d] and for
any ξ1, η1 ∈ (xi, xi+1)
(
for v = 0, ξ1, η1 ∈ [a, b] instead of (a, b)
)
, i = 1, 2, ..., nv − 1,
|s(ξ1, y)− s(η1, y)| ≤ λ1(A1
2v
).
For v = 0, choose Es
∗
0 = {a, b+ b¯}. Let y ∈ [c, d+ d¯] and ξ1, η1 ∈ [a, b+ b¯], from
the definition of s∗, we can see that
|s∗(ξ1, y)− s∗(η1, y)| ≤ λ1(A1) ≤ λ1(2A1).
For v ≥ 1, choose Es∗v = Ev−1 ∪ {b + b¯}. Note that for each Es∗v = Ev−1 ∪
{b + b¯} = {xi}nv−1i=1 ∪ {b + b¯}, for any y ∈ [c, d + d¯] and for any ξ1, η1 ∈ (xi, xi+1),
i = 1, 2, ..., nv−1 − 1, we have






for any y ∈ [c, d+ d¯] and for any ξ1, η1 ∈ (b, b+ b¯), we have
|s∗(ξ1, y)− s∗(η1, y)| = 0 ≤ λ1(2A1
2v
).
Note that the sequence {Es∗v }∞v=1 of partitions of [a, b] chosen above satisfies
condition ζ.
Then, Vλ1(s
∗; [a, b + b¯]) < 2A1. Since A1 is arbitrary number greater than
Vλ1(s; [a, b]), then Vλ1(s
∗; [a, b+ b¯]) ≤ 2Vλ1(s; [a, b]).
Similarly, Vλ2(s
∗; [c, d+ d¯]) ≤ 2Vλ2(s; [c, d]).
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Remark 2.2.12. In the proof of Lemma 2.2.11, partitions {Ev}∞v=0 and {Es∗v }∞v=0
satisfy the condition ζ. We can verify, following the proof of Lemma 2.2.11, that
the condition ζ can be replaced by Ev ⊆ Ev+1 and #Ev ≤ 2v+2. More precisely, we
have: Suppose that for each v = 0, 1, 2, ... there exists a partition Ev = {xi}nvi=1 of
[a, b], #Ev ≤ 2v+2, where Ev ⊆ Ev+1, such that for any y ∈ [c, d + d¯] and for any
ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1, we have
|s(ξ1, y)− s(η1, y)| = λ2(A1
2v
).
Then, there exists a partition Es
∗
v = {xi}nvi=1 of [a, b + b¯], #Es∗v ≤ 2v+2, where
Es
∗
v ⊆ Es∗v+1, such that for any y ∈ [c, d + d¯] and for any ξ1, η1 ∈ (xi, xi+1), i =
1, 2, ..., nv − 1, we have
|s∗(ξ1, y)− s∗(η1, y)| = λ2(2A1
2v
).
2.3 Young series and its star version
In chapter one, we know that Young’s series and its star version play important
roles in the proof of convergence theorems. In this chapter, we shall prove the
corresponding results for the two-dimensional case, which play important roles not
only in proofing convergence theorems but also the existence theorem. For easy
reference, we shall recall two lemmas about functions of bounded p-variation on
[a, b] and functions of bounded φ-variation on [a, b].













where {ai}ni=1 is a finite sequence of real numbers and 0 < p < p∗.
Using this inequality, we have
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Lemma 2.3.1. If f ∈ BVp[a, b] and 0 < p < p∗, then f ∈ BVp∗ [a, b].
Now we shall look at Young’s series and its star version.





































Now we choose ψ∗(u) = up
∗
and ψ∗(u) = uq
∗




Then by Lemma 2.3.1, f ∈ BVφ∗ [a, b], g ∈ BVψ∗ [a, b]. Furthermore, the following
























∗−pψ(u). If the value of u is small, then p¯i(u) := up
∗−p is small, which
is useful, see the computation after Lemma 2.3.2.
In general, for any N -functions φ and ψ, we have the following lemma, which
has already proved in the chapter one.









) <∞. Then there exist
two N-functions φ∗, ψ∗ such that φ∗(u) ≤ p¯i(u)φ(u) and ψ∗(u) ≤ γ¯(u)ψ(u), where














The inequality φ∗(u) ≤ p¯i(u)φ(u) is useful, which can be seen from the following
computation.
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Hence, if A and A∗ are φ-variation and φ∗-variation of f , respectively, on [α, β],
we have
A∗ ≤ min{Ap¯i(2‖f‖∞), Ap¯i(φ−1(A))}, (2.3.3)
From the inequality above, if f ∈ BVφ[a, b], then f ∈ BVφ∗ [a, b].
Now, let come back to the two-dimensional case. The corresponding Young se-



















We have the following lemma.





































Proof. Recall that %2 is an N -function. Hence, %2(0) = 0 and %2 is continuous at
0. Thus, %2(u) < 1, when u is a small enough. Then %1(u) ≥ %1(u)%2(u) = u.




















































Now we shall extend the above lemma to these two Young’s series.











) <∞. Then, there exist two N-functions λ∗1,
µ∗1 such that (%1oλ
∗
1)
−1(u) ≤ p¯i1(u)(%1oλ1)−1(u) and (µ∗1)−1(u) ≤ γ¯1(u)µ−11 (u),

























) <∞. Then, there exist two N-functions λ∗2,
µ∗2 such that (%2oλ
∗
2)
−1(u) ≤ p¯i2(u)(%2oλ2)−1(u) and (µ∗2)−1(u) ≤ γ¯2(u)µ−12 (u),
















Proof. By Lemma 1.7.4, with φ = (%1oλ1)
−1 and ψ = µ−11 , there exist two N -
functions (%1oλ1)
∗, µ∗1 such that ((%1oλ1)
∗)−1(u) ≤ p¯i1(u)(%1oλ1)−1(u) and (µ∗1)−1(u) ≤
γ¯1(u)µ
−1















Let λ∗1 = %
−1
1 o(%1oλ1)























Similarly, we can prove (ii).
Now we shall extend inequality (2.3.3) to the two-dimensional case.
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(i) If f ∈ BVλ([a, b] × [c, d]), where λ = (λ1, λ2), then f ∈ BVλ∗([a, b] × [c, d]),






2 are given as in Lemma 2.3.5. Moreover, for
any A1 > Vλ1(f) and A2 > Vλ2(f), we have
A∗1 := min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖f‖∞))A1} > Vλ∗1(f),
A∗2 := min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖f‖∞))A2} > Vλ∗2(f).
(ii) If g ∈ IBVµ([a, b]× [c, d]), where µ = (µ1, µ2), then g ∈ IBVµ∗([a, b]× [c, d]),






2 are given as in Lemma 2.3.5. Moreover, for
any B1 > Vµ1(g) and B2 > Vµ2(g), we have
B∗1 := min{γ¯1 (µ1(B1))B1, γ¯1(‖g‖∞)B1} > Vµ∗1(g),
B∗2 := min{γ¯2 (µ2(B2))B2, γ¯2(‖g‖∞)B2} > Vµ∗2(g).
Proof. Let f ∈ BVλ([a, b]× [c, d]). Let A1 > Vλ1(f) and A2 > Vλ2(f). Then, there
exists a sequence {Ev}∞v=0 of partitions of [a, b] satisfying condition ζ such that for
each Ev = {xi}nvi=1, for any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1)
(
for v = 0,
ξ1, η1 ∈ [a, b] instead of (a, b)
)
, i = 1, 2, ..., nv − 1,
|f(ξ1, y)− f(η1, y)| ≤ λ1(A1
2v
).
For any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv−1, by the inequality






−1 (%1 (|f(η1, y)− f(ξ1, y)|))

























−1 (%1 (|f(η1, y)− f(ξ1, y)|))












By the above inequalities, we have




where A∗1 = min{p¯i1 (%1(λ1(A1)))A1, p¯i1 (%1(2‖f‖∞))A1}.
Similarly, there exists a sequence {E ′v′}∞v′=0 of partitions of [c, d] satisfying
condition ζ such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any
ξ2, η2 ∈ (yj, yj+1)
(
for v′ = 0, ξ2, η2 ∈ [c, d] instead of (c, d)
)
, j = 1, 2, ..., n′v′ − 1,




where A∗2 = min{p¯i2 (%2(λ2(A2)))A2, p¯i2 (%2(2‖f‖∞))A2}.
Therefore, f ∈ BVλ∗([a, b]× [c, d], and
A∗1 = min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖f‖∞))A1} > Vλ∗1(f),
A∗2 = min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖f‖∞))A2} > Vλ∗2(f).
Similarly, we can prove (ii).
We need a Lemma similar to Lemma 2.3.6 for subintervals R = R1 × R2 of
[a, b]× [c, d], which is given below. Note that in the following lemma, A∗1(R1) and
A∗2(R2) involve ‖fχR‖∞, B∗1(R1) and B∗2(R2) involve ‖gχH2(R′)‖∞. They are useful
which can be seen in Lemma 2.3.8.
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(i) If f ∈ BVλ([a, b] × [c, d]), where λ = (λ1, λ2), then f ∈ BVλ∗([a, b] × [c, d]),






2 are given as in Lemma 2.3.5. Moreover, for
any A1 > Vλ1(f), A2 > Vλ2(f) and for any subinterval R of [a, b] × [c, d],
where R = R1 ×R2, we have
A∗1(R1) := min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖fχR‖∞))A1} > Vλ∗1(f ;R1),
A∗2(R2) := min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖fχR‖∞))A2} > Vλ∗2(f ;R2).
(ii) If g ∈ IBVµ([a, b]× [c, d]), where µ = (µ1, µ2), then g ∈ IBVµ∗([a, b]× [c, d]),






2 are given as in Lemma 2.3.5. Moreover, for
any B1 > Vµ1(g), B2 > Vµ2(g) and for any subinterval R of [a, b] × [c, d],
where R = R1 ×R2, we have
B∗1(R1) := min{γ¯1 (µ1(B1))B1, γ¯1(‖gχH2(R)‖∞)B1} > Vµ∗1(g;R1),
B∗2(R2) := min{γ¯2 (µ2(B2))B2, γ¯2(‖gχH2(R)‖∞)B2} > Vµ∗2(g;R2).
Proof. By Lemma 2.3.6, f ∈ BVλ∗([a, b] × [c, d]). Let A1 > Vλ1(f) and A2 >
Vλ2(f). Let R = R1 × R2 be any subinterval of [a, b] × [c, d]. By Lemma 2.2.5,
A1 > Vλ1(f) ≥ Vλ1(f ;R1) and A2 > Vλ2(f) ≥ Vλ2(f ;R2). The proof of Lemma
2.3.6 also holds with this A1 and A2, where [a, b], [c, d] and ‖f‖∞ are replaced by
R1, R2 and ‖fχR‖∞, respectively. Hence, we have
A∗1(R1) = min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖fχR‖∞))A1} > Vλ∗1(f ;R1),
A∗2(R2) = min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖fχR‖∞))A2} > Vλ∗2(f ;R2).
Similarly, we can prove (ii).
The following lemma is used to prove the existence theorem in chapter 3.
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Let f ∈ BVλ([a, b]× [c, d]), where λ = (λ1, λ2), and g ∈ IBVµ([a, b] × [c, d]), where
µ = (µ1, µ2). Let ² > 0 be given. Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > Vµ1(g) and
B2 > Vµ2(g). Then for any x ∈ [a, b]
(
y ∈ [c, d]), there exists δ˜x > 0 (δ˜y > 0) such




































µ∗2 given as in Lemma 2.3.5.










−1(u) ≤ p¯i1(u)(%1oλ1)−1(u), (%2oλ∗2)−1(u) ≤ p¯i2(u)(%2oλ2)−1(u), (µ∗1)−1(u) ≤
γ¯1(u)µ
−1
1 (u) and (µ
∗
2)



















































By Lemma 2.3.6, f ∈ BVλ∗([a, b]× [c, d]) and g ∈ IBVµ∗([a, b]× [c, d]).
Let ² > 0 be given. Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > Vµ1(g) and B2 >
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2(u) tend to 0 when u tends to 0, we


















Since g ∈ IBVµ([a, b]× [c, d]) ⊆ RF 2([a, b]× [c, d]), for any x ∈ [a, b]
(
y ∈ [c, d]),









|g(R)| ≤ τ, that is, ‖gχH2(R)‖∞ ≤ τ.
By Lemma 2.3.7, we have
A∗1 = min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖f‖∞))A1} > Vλ∗1(f),
A∗2 = min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖f‖∞))A2} > Vλ∗2(f),
B∗1(R1) := min{γ¯1 (µ1(B1))B1, γ¯1(‖gχH2(R)‖∞)B1} > Vµ∗1(g;R1)
and
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Similarly, we can prove the following lemma, which is useful in proving conver-
gence theorems.



















Let f ∈ BVλ([a, b]× [c, d]), where λ = (λ1, λ2), and g ∈ IBVµ([a, b] × [c, d]), where
µ = (µ1, µ2). Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > Vµ1(g) and B2 > Vµ2(g). Then






































as in Lemma 2.3.5.
Proof. The prove is similarly to that of Lemma 2.3.8.












−1(u) ≤ p¯i2(u)(%2oλ2)−1(u), (µ∗1)−1(u) ≤ γ¯1(u)µ−11 (u)
and (µ∗2)
































Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > Vµ1(g) and B2 > Vµ2(g). By Lemma 2.3.6,
f ∈ BVλ∗([a, b]× [c, d]) and g ∈ IBVµ∗([a, b]× [c, d]) and we have
A∗1 = min{p¯i1 (%1(λ1(A1)))A1, p¯i1(%1(2‖f‖∞))A1} > Vλ∗1(f),
A∗2 = min{p¯i2 (%2(λ2(A2)))A2, p¯i2(%2(2‖f‖∞))A2} > Vλ∗2(f),
B∗1 = min{γ¯1 (µ1(B1))B1, γ¯1(‖g‖∞)B1} > Vµ∗1(g)
and
B∗2 = min{γ¯2 (µ2(B2))B2, γ¯2(‖g‖∞)B2} > Vµ∗2(g).
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Let f ∈ BVλ([a, b]× [c, d]), where λ = (λ1, λ2), and g ∈ IBVµ([a, b] × [c, d]), where
µ = (µ1, µ2). Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > Vµ1(g) and B2 > Vµ2(g). Then


































as in Lemma 2.3.5.
Proof. The proof is similar to that of Lemma 2.3.9.
Remark 2.3.11. Lemmas 2.3.6-2.3.10 still hold if condition (ii) in Definition 2.1.2
is omitted.
2.4 Two-norm Convergence
In this section, we shall discuss two-norm convergence of a sequence of functions
of bounded λ-variation.
Definition 2.4.1 (Two-norm convergence for point functions). Let f (k) ∈ BVλ([a, b]×
[c, d]), k = 1, 2, ..., where λ = (λ1, λ2). Then the sequence {f (k)} is said to be two-
norm convergent to f if
(i) f (k) is uniformly convergent to f on [a, b]× [c, d];
(ii) Vλ1(f
(k)) ≤ A1 and Vλ2(f (k)) ≤ A2 for all k.
In symbols, we denote the two-norm convergence by f (k) ⇒ f .
Theorem 2.4.2. Let f (k) ∈ BVλ([a, b] × [c, d]), k = 1, 2, .... If f (k) ⇒ f , then
f ∈ BVλ([a, b]× [c, d]).
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Proof. Let ² > 0 be given. Since f (k) converge to f uniformly, there exists a natural
number N such that for every k > N ,
‖f (k) − f‖∞ ≤ ²
2
.
Choose E0 = {a = x1, x2 = b}. Then, for any ξ1, η1 ∈ [a, b] and for any
y ∈ [c, d], for k > N ,
|f(η1, y)− f(ξ1, y)| =|f (k)(η1, y)− f (k)(ξ1, y)|+ |f (k)(η1, y)− f(η1, y)|
+ |f (k)(ξ1, y)− f(ξ1, y)|
≤|f (k)(η1, y)− f (k)(ξ1, y)|+ 2‖f (k) − f‖∞
≤λ1(A1) + ².
Hence, for any ξ1, η1 ∈ [a, b] and for any y ∈ [c, d], we have
|f(η1, y)− f(ξ1, y)| ≤ λ1(A1).
Since f (k) ∈ BVλ([a, b] × [c, d]), there exists a partition E(k)1 = {a = x(k)1 , x(k)3 ,
x
(k)
2 = b} ⊇ {a = x(k)1 , x(k)2 = b} = E(k)0 . There exists a subsequence {x(kn)3 } of






Choose E1 = {a = x1, x3, x2 = b}. Let ξ1, η1 ∈ (x1, x3) and y ∈ [c, d]. Choose
0 < δ < min{|x3− ξ1|, |x3−η1|}. There exists a natural number N1 > N such that
for any n ≥ N1, |x(kn)3 − x3| < δ.
(
Notice that for n ≥ N1, kn ≥ kN1 ≥ N1 > N .
)
Hence, ξ1, η1 ∈ (x1, x3 − δ) ⊆ (x1, x(kn)3 ) = (x(kn)1 , x(kn)3 ). Therefore, we have
|f(η1, y)− f(ξ1, y)| ≤|f (kn)(η1, y)− f (kn)(ξ1, y)|+ |f (kn)(η1, y)− f(η1, y)|
+ |f (kn)(ξ1, y)− f(ξ1, y)|
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Then, for any ξ1, η1 ∈ (x1, x3) and y ∈ [c, d], we have
|f(η1, y)− f(ξ1, y)| ≤ λ1(A1
2
).
Similarly, we can prove that for any ξ1, η1 ∈ (x3, x2) and y ∈ [c, d], we have
|f(η1, y)− f(ξ1, y)| ≤ λ1(A1
2
).
It is possible that x3 = x2, i.e., E1 = E0.
Next we shall show that we can choose E2 ⊇ E1 such that we have condition (i)
in Definition 2.1.4. After that, we can continue the method below to get E3, E4, ...
such that a sequence {Ev}∞v=1 of partitions of [a, b] satisfies the condition ζ.
Now, we shall consider only subsequence {f (kn)} of {f (k)}, where kn is from









2 = b} ⊇ {a = x(kn)1 , x(kn)3 , x(kn)2 = b} = E(k)1 . There exists
subsequences {x(knj )4 } and {x
(knj )



























3 = x3 and x3 ≤ x5.
Choose E2 = {a = x1, x4, x3, x5, x2 = b} =: {a = x¯1, x¯2, x¯3, x¯4, x¯5 = b}. Hence,
as in the case for E1, for any ξ1, η1 ∈ (x¯i, x¯i+1) and for any y ∈ [c, d], i = 1, ..., 4,
we have
|f(η1, y)− f(ξ1, y)| ≤ λ1(A1
22
).
Using the same argument, we can get a sequence {Ev}∞v=3 of partitions of [a, b]
satisfying condition ζ such that for each Ev = {xi}nvi=1, for any y ∈ [c, d] and for
any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,
|f(ξ1, y)− f(η1, y)| ≤ λ1(A1
2v
).
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Therefore, f satisfies condition (i) in Definition 2.1.4.
Similarly, we can prove that f satisfies condition (ii) in Definition 2.1.4.
Therefore f ∈ BVλ([a, b]× [c, d]).
Definition 2.4.3 (Two-norm convergence for interval functions). Let g(k) ∈ IBVµ([a, b]×
[c, d]), k = 1, 2, ..., where µ = (µ1, µ2) and g
(k)(I1 × I2) = g(k)1 (I1)g(k)2 (I2). Then
the sequence {g(k)} is said to be two-norm convergent to g, where g(I1 × I2) =
g1(I1)g2(I2), if
(i) for every ² > 0, there exists a natural number N , such that for any k > N ,
‖g1 − g(k)1 ‖∞ ≤ ² and ‖g2 − g(k)2 ‖∞ ≤ ²;
(ii) Vµ1(g
(k)) ≤ B1 and Vµ2(g(k)) ≤ B2 for all k.
In symbols, we denote the two-norm convergence by g(k) ⇒ g.
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Theorem 2.4.4. Let g(k) ∈ IBVµ([a, b] × [c, d]), k = 1, 2, .... If g(k) ⇒ g, then
g ∈ IBVµ([a, b]× [c, d]).
Proof. The proof is similar to that of Theorem 2.4.2. We include it for complete-
ness.
Let ² > 0 be given. Since g(k) ⇒ g, there exists a natural number N such that
for every k > N ,
‖g(k)1 − g1‖∞ ≤ ²,
where ‖g(k)1 − g1‖∞ = sup{|(g(k)1 − g1)(I1)|; I1 ⊆ [a, b]}.
Choose E0 = {a = x1, x2 = b}. Then, for any interval I1 ⊆ [a, b], for k > N ,
|g1(I1)| = |g(k)(I1)|+ |g(k)(I1)− g(I1)| ≤ |g(k)(I1)|+ ‖g(k) − g‖∞ ≤ µ1(B1) + ².
Hence, for any interval I1 ⊆ [a, b], we have
|g1(I1)| ≤ µ1(B1).
Since g(k) ∈ IBVµ([a, b]× [c, d]), there exists a partition E(k)1 = {a = x(k)1 , x(k)3 ,
x
(k)
2 = b} ⊇ {a = x(k)1 , x(k)2 = b} = E(k)0 . There exists a subsequence {x(kn)3 } of






Choose E1 = {a = x1, x3, x2 = b}. Let I1 = [ξ1, η1] ⊂ (x1, x3). Choose 0 < δ <
|x3 − η1|. There exists a natural number N1 > N such that for any n ≥ N1,
|x(kn)3 − x3| < δ. (Notice that for n ≥ N1, kn ≥ kN1 ≥ N1 > N .) Hence,
I1 ⊆ (x1, x3 − δ) ⊆ (x1, x(kn)3 ) = (x(kn)1 , x(kn)3 ). Therefore,
|g1(I1)| = |g(k)(I1)|+ |g(k)(I1)− g(I1)| ≤ |g(k)(I1)|+ ‖g(k) − g‖∞ ≤ µ1(B1
2
) + ².
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It is possible that x3 = x2, i.e., E1 = E0.
Next we shall show that we can choose E2 ⊇ E1 such that we have condition (i)
in Definition 2.1.4. After that, we can continue the method below to get E3, E4, ...
such that a sequence {Ev}∞v=1 of partitions of [a, b] satisfies the condition ζ.
Now, we shall consider only subsequence {g(kn)} of {g(k)}, where kn is from









2 = b} ⊇ {a = x(kn)1 , x(kn)3 , x(kn)2 = b} = E(k)1 . There exists
subsequences {x(knj )4 } and {x
(knj )



























3 = x3 and x3 ≤ x5.
Choose E2 = {a = x1, x4, x3, x5, x2 = b} =: {a = x¯1, x¯2, x¯3, x¯4, x¯5 = b}. Hence,




Using the same argument, we can get a sequence {Ev}∞v=3 of partitions of
[a, b] satisfying condition ζ such that for each Ev = {xi}nvi=1, for any interval




Therefore, g1 is of bounded µ1-variation on [a, b].
Similarly, we can prove that g2 is of bounded µ2-variation on [c, d].
Therefore g ∈ IBVµ([a, b]× [c, d]).
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2.5 Examples
In this section we shall give sufficient conditions and examples for functions of
bounded λ-variation and µ-variation.
Definition 2.5.1. Let φ1, φ2 : [0,∞)→ R beN -functions and f : [a, b]×[c, d]→ R.
We define






φ1(|f(xi+1, yi)− f(xi, yi)|),
where supremum sup
E
is taken over all partitions E = {[xi, xi+1]}mi=1 of [a, b] and
supremum sup
yi
is taken over all yi ∈ [c, d]. Define






φ1(|f(xj, yj+1)− f(xj, yj)|),
where supremum sup
E′
is taken over all partitions E ′ = {[yj, yj+1]}nj=1 of [c, d] and
supremum sup
xj
is taken over all xj ∈ [a, b].
Let UBVφ([a, b]×[c, d]), where φ = (φ1, φ2), denote the collection of all functions
f : [a, b] × [c, d] → R satisfying UVφ1(f ; [a, b]) < ∞ and UVφ2(f ; [c, d]) < ∞.
When it is clear that we are considering the interval [a, b]× [c, d], we shall denote
UVφ1(f ; [a, b]) by UVφ1(f) and UVφ2(f ; [c, d]) by UVφ2(f).
Remark 2.5.2. From the Definition 2.5.1, for any ξ1, η1 ∈ [a, b], with ξ1 < η1, we
have the following superadditive property
UVφ1(f ; [a, ξ1]) + UVφ1(f ; [ξ1, η1]) ≤ UVφ1(f ; [a, η1]).













. The counter example shall be showed in the next Example.
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Example 2.5.3. We define






φ1(|f(xi+1, y)− f(xi, y)|)
where supremum sup
E
is taken over all partitions E = {[xi, xi+1]}mi=1 of [a, b] and
supremum sup
yi
is taken over all yi ∈ [c, d].
Consider
f(x, y) =
sinx ; if (x, y) ∈ ([0, 2pi]× {0}) ∪ ([2pi, 4pi]× {1}) ,0 ; otherwise.
Then,




∣∣∣+ ∣∣∣∣f(pi2 , 0)− f(3pi2 , 0)
∣∣∣∣+ ∣∣∣∣f(3pi2 , 0)− f(2pi, 0)
∣∣∣∣
=|0− 1|+ |1− (−1)|+ | − 1− 0| = 1 + 2 + 1 = 4,
ÛV 1(f ; [2pi, 4pi]) =
∣∣∣∣f(2pi, 1)− f(5pi2 , 1)
∣∣∣∣+ ∣∣∣∣f(5pi2 , 1)− f(7pi2 , 1)
∣∣∣∣+ ∣∣∣∣f(7pi2 , 1)− f(4pi, 1)
∣∣∣∣
=|0− 1|+ |1− (−1)|+ | − 1− 0| = 1 + 2 + 1 = 4
and










ÛV 1(f ; [0, 2pi]) + ÛV 1(f ; [2pi, 4pi]) = 4 + 4 = 8 > 4 = ÛV 1(f ; [0, 4pi]).
Theorem 2.5.4. If f ∈ UBVφ([a, b] × [c, d]), where φ = (φ1, φ2), then f ∈
BVλ([a, b]× [c, d]), where λ = (φ−11 , φ−12 ).
Proof. Let ω1(x) = Vφ1(f ; [a, x]), ω2(y) = Vφ2(f ; [c, y]), λ1 = φ
−1
1 and λ2 = φ
−1
2 .
Suppose that A1 ≥ Vφ1(f) and A2 ≥ Vφ2(f). Hence, for any ξ1, η1 ∈ [a, b] with
η1 > ξ1 and for any y ∈ [c, d],
λ1(ω1(η1)−ω1(ξ1)) = φ−11 (ω1(η1)−ω1(ξ1)) ≥ φ−11 (UVφ1(f ; [ξ1, η1])) ≥ |f(η1, y)−f(ξ1, y)|.
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Similarly, for any ξ2, η2 ∈ [c, d] with η2 > ξ2 and for any x ∈ [a, b] ,
λ2(ω2(η2)−ω2(ξ2)) = φ−12 (ω2(η2)−ω2(ξ2)) ≥ φ−12 (UVφ2(f ; [ξ2, η2])) ≥ |f(x, η2)−f(x, ξ2)|.
Apply Lemma 1.2.3 with ω = ω1, there exists a sequence {Ev}∞v=0 of partitions
of [a, b] satisfying condition ζ such that for each Ev = {xi}nvi=1, for any y ∈ [c, d]
and for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1, with η1 > ξ1,




Hence, condition (i) in Definition 2.1.4 holds, since for any ξ1, η1 ∈ (xi, xi+1), any
y ∈ [c, d] with η1 > ξ1,




Again apply Lemma 1.2.3 with ω = ω2, there exists a sequence {E ′v′}∞v′=1 of




x ∈ [a, b] and for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′v′ − 1, with η2 > ξ2,




Hence, condition (ii) in Definition 2.1.4 holds, since for any ξ2, η2 ∈ (yj, yj+1), any
x ∈ [a, b] with η2 > ξ2,




Therefore, f is of bounded λ-variation on [a, b]× [c, d].
Next, we shall present the classical example of bounded p-variation for one
dimensional space, which has already been shown in chapter 1, see Example 1.8.5.








; if 0 < x ≤ 1,
0 ; if x = 0.
Then f ∈ BVp([0, 1]), if p > βα .
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When we are considering function λ1(u) = u
1
p1 and λ2(u) = u
1
p2 , we shall
denote BVλ([a, b] × [c, d]) by BVp([a, b] × [c, d]), where p = (p1, p2). Similarly,
when we are considering function µ1(u) = u
1
p1 and µ2(u) = u
1
p2 , we shall denote











; if 0 < x ≤ 1 and 0 < y ≤ 1,
0 ; if x = 0 or y = 0.
















































































































|f1(xi+1, yi)− f1(xi, yi)|p1 <∞.









|f2(xi+1, yi)− f2(xi, yi)|p1 <∞.
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|f(xi+1, yi)− f(xi, yi)|p1 <∞.









|f(xj, yj+1)− f(xj, yj)|p2 <∞.




Therefore f ∈ BVp([0, 1]× [0, 1]).






















Define W1 = U1 and for n = 2, 3, ...,







Wn = ([0, 1]× [0, 1]) \ {(0, 0)}.


















converges, by the alternating series test.
Hence, if p1 > 1, we have



























Similarly, if p2 > 1, we have


























Therefore, f ∈ UBVp([0, 1]×[0, 1]), where p = (p1, p2), with p1, p2 > 1. By Theorem
2.5.4, f ∈ BVp([0, 1]× [0, 1]), where p = (p1, p2), with p1, p2 > 1.
Next, we shall give examples for interval functions.
Example 2.5.8. Let g be an interval function such that for any x1, x2 ∈ [a, b]
and for any y1, y2 ∈ [c, d], g([x1, x2] × [y1, y2]) = [g¯1(x2) − g¯1(x1)][g¯2(y2) − g¯2(y1)],
where g¯1 and g¯2 are point functions, right-continuous, with g¯1 ∈ BVψ1 [a, b], g¯2 ∈
BVψ2 [c, d].
Let g1 : H([a, b])→ R and g2 : H([c, d])→ R, where
g1([x1, x2]) = g¯1(x2)− g¯1(x1)
and
g2([y1, y2]) = g¯2(y2)− g¯2(y1).
By Lemma 1.4.5, there exist sequences {Ev}∞v=1 and {E ′v′}∞v′=1 of partitions of
[a, b] and [c, d], respectively, satisfying condition ζ such that for each Ev = {xi}nvi=1
for any ξ1, η1 ∈ (xi, xi+1), i = 1, 2, ..., nv − 1,
|g¯1(η1)− g¯1(ξ1)| ≤ ψ−11 (B12−v)
and for each E ′v′ = {yj}
n′
v′
j=1 for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′v′ − 1,
|g¯2(η2)− g¯2(ξ2)| ≤ ψ−12 (B22−v).
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Hence, for each Ev = {xi}nvi=1, for any interval I1 ⊂ (xi, xi+1), i = 1, 2, ..., nv − 1,
|g1(I1)| = |g¯1(η1)− g¯1(ξ1+)| = |g¯1(η1)− g¯1(ξ1)| ≤ ψ−11 (B12−v)
and for each E ′v′ = {yj}
n′
v′
j=1, for any interval I2 ⊂ (yj, yj+1), j = 1, 2, ..., n′v′ − 1,
|g2(I2)| = |g¯2(η2)− g¯2(ξ2+)| = |g¯1(η1)− g¯1(ξ1)| ≤ ψ−12 (B22−v).
Therefore, the interval function g ∈ IBVµ([a, b]× [c, d]), where µ = (ψ−11 , ψ−12 ).
Example 2.5.9. Let g¯ be a point function on [a, b]×[c, d] with g¯(x, y) = g¯1(x)g¯2(y),
where g¯1 ∈ BVψ1 [a, b] and g¯2 ∈ BVψ2 [c, d], right-continuous.
Let g be an interval function on [a, b]× [c, d] defined by
g([x1, x2]× [y1, y2]) = g¯(x2, y2)− g¯(x2, y1) + g¯(x1, y1)− g¯(x1, y2).
Clearly, g is additive.
Let g1 and g2 be defined as in Example 2.5.8. Then
g([ξ1, η1]× [ξ2, η2]) =g¯(η1, η2)− g¯(η1, ξ2) + g¯(ξ1, ξ2)− g¯(ξ1, η2)
=g¯1(η1)g¯2(η2)− g¯1(η1)g¯2(ξ2) + g¯1(ξ1)g¯2(ξ2)− g¯1(ξ1)g¯2(η2)




g([ξ1, η1]× [ξ2, η2]) = g1([ξ1, η1])g2([ξ2, η2]).
By Example 2.5.8, the interval function g ∈ IBVµ([a, b]×[c, d]), where µ = (ψ−11 , ψ−12 ).







; if 0 < x ≤ 1,









; if 0 < y ≤ 1,
0 ; if y = 0,
then, g ∈ IBV(q1,q2)([0, 1]× [0, 1]), where q1, q2 > 1.









; if 0 < x ≤ 1 and 0 < y ≤ 1,
0 ; if x = 0 or y = 0,
then f ∈ BV(p1,p2)([0, 1]× [0, 1]), where p1, p2 > 1.



























Let %1(u) = u
r and %2(u) = u








































For example, p1 = p2 = q1 = q2 = 1.1 and r = 0.5.
Now we shall discuss two cases: (i) q1, q2 ≥ 2 (ii) q1 < 2, q2 ≥ 2.


























Impossible!, no r for such inequality. Hence if q1, q2 ≥ 2, then p1 and p2 cannot take
value greater than 1 at the same time. It is possible to choose one of them greater
than 1, for example, p1 = 0.90, p2 = 1.05 and q1 = q2 = 2, then
0.90
2
< r < 0.95
2
.

























0.47368421p1 < r < 1− 0.512195122p2.
Therefore, we can choose p1 and p1 greater than 1 at the same time, but not





integrator of unbounded variation
In this chapter, we shall (i) define the two-dimensional Henstock-Kurzweil integral
using net divisions and prove its basic properties; (ii) prove the existence theorem
of integrals with unbounded variation; (iii) prove convergence theorems and (iv)
point out how to generalize the two-dimensional case to the n-dimensional case.
In order to prove the existence theorem, we study upper bounds of the integrals of
step functions and strip functions.
3.1 Introduction
In this chapter, we shall generalize the results in chapter 1 to the two-dimensional
case, using the Henstock-Kurzweil approach. In fact, in 1938, L.C. Young used the
Fre´chet-Stieltjes integral, to handle the two-dimensional case, see [17, pp.592,
607]. In his definition of the integral, partitions used are nets. C. Feng and H. Zhao
88
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[3] in 2005 proved similar results under the modified Fre´chet-Stieltjes integral
setting but with different versions of variations. On the other hand, N. Towghi [15]
in 2002, also proved similar results under the Riemann-Stieltjes integral settings,
assuming integrands and integrators do not have common discontinuous points.
In this chapter, we again use the Henstock-Kurzweil approach to handle the two-
dimensional case. However, Young’s ideas are still crucial in the Henstock-Kurzweil
approach.
3.2 Definition of the NHK-integral
Let P = {I i}ni=1 be a finite collection of non-overlapping subintervals of [a, b] ×
[c, d]. Then P is said to be a partial partition of [a, b] × [c, d]. If, in addition,
n⋃
i=1
I i = [a, b]× [c, d], then P is said to be a partition of [a, b]× [c, d].
A partition of [a, b] × [c, d] is called a net partition if it is determined by lines





Figure 3.1: Net partition
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An interval in a given partition is called a cell.
Let E = {xi}m+1i=1 and E ′ = {yj}n+1j=1 , where a = x1 < x2 < ... < xm+1 = b
and c = y1 < y2 < ... < yn+1 = d, be sets of finite number of points in [a, b] and
[c, d], respectively. Note that E and E ′ can be viewed as partitions {[xi, xi+1]}mi=1
and {[yj, yj+1]}nj=1 of [a, b] and [c, d], respectively. The net partition generated by
partitions E and E ′, is denoted by ≺ E,E ′ Â.
The set of all vertical and horizontal lines is called a grid. If a grid is induced
by the net partition ≺ E,E ′ Â, then it is denoted by G(E,E ′).
Let D = {(ξi, Ii)}ni=1 be a finite collection of point-interval pairs. Then D is
said to be a partial division of [a, b]×[c, d] if each ξi is in [a, b]×[c, d] and {Ii}ni=1 is a
partial partition of [a, b]× [c, d]. In addition, if {Ii}ni=1 is a partition of [a, b]× [c, d],
then D is said to be a division of [a, b]× [c, d].
A division D = {(ξ, I)} of [a, b]× [c, d] is said to be a net division if associated
points {ξ : (ξ, I) ∈ D} induce a grid and the corresponding intervals {I : (ξ, I) ∈
D} induce a net partition. In the following figure, a grid induced by associated
points is illustrated by dashed-lines and a net partition induced by corresponding




xx x x x x
x x x x x x
x x x x x x
x x x x x x
x x x x x x
Figure 3.2: Net division
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Let δ1 and δ2 be positive real-valued functions on [a, b] and [c, d], respectively.
Let δ(ξ) = (δ1(ξ1), δ2(ξ2)) with ξ = (ξ1, ξ2). In this chapter, we always assume
that δ functions are of this form. We shall call such δ function a positive function.
Then a point-interval pair (ξ, I) is said to be Henstock δ-fine or simply δ-fine if
ξ ∈ I ⊂ (ξ1 − δ1(ξ1), ξ1 + δ1(ξ1))× (ξ2 − δ2(ξ2), ξ2 + δ2(ξ2)).
Let D = {(ξi, Ii)} be a division of [a, b] × [c, d]. Then D is said to be a δ-fine
division of [a, b]× [c, d] if for each i, (ξi, Ii) is δ-fine.
In the following lemma, we shall prove that for any positive function δ, a δ-fine
net division exists, and its projection on x-axis and y-axis are also δ1 and δ2-
fine divisions of [a, b] and [c, d], respectively, where δ(ξ) = (δ1(ξ1), δ2(ξ2)). Before
that, we shall introduce some notations, which are always used in this chapter.
Let D1 = {(ξ1, I1)} be a division of [a, b] and D2 = {(ξ2, I2)} be a division of
[c, d]. The product of divisions D1 and D2 is denoted by D1 ×D2 = {(ξ, I) : ξ =
(ξ1, ξ2) and I = I1 × I2}. Clearly, D1 ×D2 is a net division of [a, b]× [c, d].
We also notice that for any net division D, it can be written in the product
form, i.e., there exist D1 and D2 such that D = D1 × D2. Such D1 and D2 are
projections of D on x-axis and y-axis, respectively.
Lemma 3.2.1. Let δ(ξ) = (δ1(ξ1), δ2(ξ2)).
(i) Then D1 and D2 are δ1 and δ2-fine divisions of [a, b] and [c, d], respectively,
if and only if D = D1 ×D2 is a δ-fine net division of [a, b]× [c, d].
(ii) Then a δ-fine net division of [a, b]× [c, d] exists.
Proof. (i) Let D1 = {(ξ1, I1)} and D2 = {(ξ2, I2)}. Then D = D1 ×D2 = {(ξ, I) :
ξ = (ξ1, ξ2) and I = I1 × I2}.
Suppose that D1 and D2 are δ1 and δ2-fine divisions on [a, b] and [c, d], re-
spectively. Let (ξ, I) ∈ D = D1 × D2. Then ξ = (ξ1, ξ2) ∈ I = I1 × I2 ⊂
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(ξ1 − δ1(ξ1), ξ1 + δ1(ξ1)) × (ξ2 − δ2(ξ2), ξ2 + δ2(ξ2)). Therefore, D is a δ-fine net
division of [a, b]× [c, d].
Conversely, suppose that D = D1 ×D2 is a δ-fine net division of [a, b] × [c, d].
Then ξ ∈ I = I1×I2 ⊂ (ξ1−δ1(ξ1), ξ1+δ1(ξ1))×(ξ2−δ2(ξ2), ξ2+δ2(ξ2)). Therefore
ξ1 ∈ I1 ⊂ (ξ1− δ1(ξ1), ξ1+ δ1(ξ1)). Hence D1 is a δ1-fine division of [a, b]. Similarly,
D2 is a δ2-fine division of [c, d].
(ii) It is known that δ1-fine and δ2-fine divisions of [a, b] and [c, d] exists, re-
spectively. Hence by (i), δ-fine net division of [a, b]× [c, d] exists.
Definition 3.2.2. Let f : [a, b]× [c, d] → R and g : H2([a, b] × [c, d]) → R. Then
f is said to be Net Henstock-Kurzweil integrable (or NHK-integrable) to a real
number A on [a, b] × [c, d] with respect to g if for every ² > 0, there exists a
positive function δ defined on [a, b] × [c, d] such that for every δ-fine net division
D = {(ξi, Ji)}ni=1 of [a, b]× [c, d], we have
|S(f, δ,D)− A| ≤ ²,
where S(f, δ,D) =
n∑
i=1




Recall, in this thesis, we always assume that g([α1, β1] × [α2, β2]) = (g1(β1) −
g1(α1))(g2(β2) − g2(α2)), where g1, g2 are right-continuous, which represents the
area of the left-open interval (α1, β1]× (α2, β2] and the area of the closed interval
[α1, β1]× [α2, β2]. Hence, in the above definition, we use the finite collection of non-
overlapping interval {Ji}ni=1. In fact, it is equivalent to using the finite collection
of disjoint left-open interval {Ji}ni=1.
We highlight that in the above, δ(ξ) = (δ1(ξ1), δ2(ξ2)). Therefore, the space
of integrable functions is smaller compared with the space using δ without any
restriction. On the other hand, δ-fine net divisions are used. Therefore, the space
of integrable functions is bigger compared with the space using δ-fine divisions.
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Integrators of unbounded variation are highly oscillating, we need to use the above
setting to handle them.
3.3 Basic properties
In this section, we shall state some basic properties of the NHK-integral without
proofs.
Theorem 3.3.1. Let s be a step function on [a, b] × [c, d], induced by the net







where I11 = [x¯1, x¯2], I1i = (x¯i, x¯i+1], i = 2, 3, ...,m − 1, and I21 = [y¯1, y¯2], I2j =







aijg([x¯i, x¯i+1]× [y¯j, y¯j+1]).
Theorem 3.3.2. Let α ∈ R. If f1 and f2 are NHK-integrable on [a, b]× [c, d] with
respect to g, then
(i) f1 + f2 is NHK-integrable with respect to g, and∫
[a,b]×[c,d]







(ii) αf1 is NHK-integrable with respect to g, and∫
[a,b]×[c,d]




Theorem 3.3.3. Let α ∈ R. If f is NHK-integrable on [a, b] × [c, d] with respect
to g1 and g2, then
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(i) f is NHK-integrable with respect to g1 + g2, and∫
[a,b]×[c,d]







(ii) f is NHK-integrable with respect to αg1, and∫
[a,b]×[c,d]




Theorem 3.3.4. If f is NHK-integrable on [a1, b1] × [c1, d1] and [a2, b2] × [c2, d2]
with respect to g and ([a1, b1]× [c1, d1]) ∪ ([a2, b2]× [c2, d2]) = [a, b]× [c, d], then it









Theorem 3.3.5 (Cauchy Criterion for NHK-integrals). A function f is NHK-
integrable on [a, b] × [c, d] with respect to g if and only if for every ² > 0 there
exists a positive function δ defined on [a, b] × [c, d] such that for every two δ-fine
net divisions D = {(ξi, Ji)}ni=1 and D′ = {(ξ′i, J ′i)}ni=1 of [a, b]× [c, d], we have
|S(f, δ,D)− S(f, δ,D′)| ≤ ².
Proof. The proof is standard. Assume that f is NHK-integrable on [a, b] × [c, d]
with respect to g.
Let ² > 0 be given. Then, there exists a positive function δ defined on [a, b]×
[c, d] such that for every two δ-fine net divisions D and D′ of [a, b]× [c, d], we have
|S(f, δ,D)− A| ≤ ²
2







Thus, we can see that
|S(f, δ,D)− S(f, δ,D′)| =|(S(f, δ,D)− A)− (S(f, δ,D′)− A)|
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and we have done the necessary condition.
Conversely, assume that for every ² > 0, there exists a positive function δ
defined on [a, b] × [c, d] such that for every two δ-fine net divisions D = {(ξi, Ji)}
and D′ = {(ξ′i, J ′i)} of [a, b]× [c, d], we have






, for n ∈ N. Let Dn and δn = (δn1 , δn2 ) be the corresponding uniform
partition and a positive function on [a, b] × [c, d], respectively. We may assume
that if m ≥ n, δmi (ξ) ≤ δni (ξ), i = 1, 2, for each ξ ∈ [a, b] × [c, d]. Then a δm-fine
net division of [a, b] × [c, d] is also a δn-fine net division of [a, b] × [c, d]. Denoted
by Dm be δm-fine net division of [a, b]× [c, d]. Hence,
|S(f, δm1 , Dm1)− S(f, δm2 , Dm2)| ≤ 1
n
,
whenever m1,m2 ≥ n.
We conclude that {S(f, δn, Dn)}n∈N is a Cauchy sequence in R. Therefore,
there exists a real number A such that lim
n→∞
(|S(f, δn, Dn)− A|) = 0.
Let ² > 0 be given. Then there exists N1 ∈ N such that for all n ≥ N1,







and N = max{N1, N2}. Let δ(ξ) = δN(ξ) for each ξ ∈ [a, b] × [c, d].
Then
|S(f, δ,D)− A| =|S(f, δ,D)− S(f, δN , DN) + S(f, δN , DN)− A)|











f dg = A.
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Remark 3.3.6. We notice that, if f is NHK-integrable on [a, b]× [c, d] with respect
to g, then f may not be NHK-integrable on subinterval [α, β]× [γ, ζ] of [a, b]× [c, d]
with respect to g. For example, see [6, pp.125], let g : H2([0, 1] × [−1, 1]) → R,
with g([x1, x2]× [y1, y2]) = (g1(x2)−g1(x1))(g2(y2)−g2(y1)) = (x2−x1)(|y2|− |y1|),
where g1(x) = x and g2(y) = |y|.
Suppose f(x, y) is independent of y, equal to f(x) on [0, 1] × [−1, 1] such that∫ 1
0
f dx does not exist.
For any divisions D1 = {(ξ1i , [xi, xi+1])}mi=1 and D2 = {(ξ2j , [yj, yj+1])}nj=1 of
[0, 1] and [−1, 1], we have
(D1 ×D2)
∑















|yj+1| − |yj| = |yn+1| − |y1| = 1− 1 = 0 for any partition {[yj, yj+1])}nj=1
of [−1, 1]. Hence
∫
[0,1]×[−1,1]
f dg = 0.
If I = [0, 1] × [0, 1], then for any division D1 = {(ξ1i , [xi, xi+1])}mi=1 and D2 =
{(ξ2j , [yj, yj+1])}nj=1 of [0, 1] and [0, 1], respectively, we have
(D1 ×D2)
∑


















|yj+1| − |yj| = |yn+1| − |y1| = 1− 0 = 1 for any partition {[yj, yj+1])}nj=1
of [0, 1]. Hence,
∫
[0,1]×[0,1]
f dg exists if and only if
∫ 1
0
f dg exists. Therefore,∫
[0,1]×[0,1]
f dg does not exists.
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We remark that this undesirable property does not affect our thesis, since we
focus on the existence of
∫
f dg, where f ∈ BVλ([a, b]×[c, d]) and g ∈ IBVµ([a, b]×
[c, d]). These bounded λ-variation and µ-variation properties also hold for any
subinterval. Hence,
∫
f dg also exists on any subinterval I of [a, b]× [c, d].
3.4 Integrals of step functions
In this section, we shall find an upper bound of
∫
[α1,β1]×[α2,β2]
s dg in terms of (λ, µ)-
variation (see Lemma 3.4.6), where s is a step function. The result in this section
play an important role in the proof of the existence theorem.
Let s be a step function on [a, b]× [c, d], induced by the net partition ≺ E,E ′ Â,







where I11 = [x¯1, x¯2], I1i = (x¯i, x¯i+1], i = 2, 3, ...,m − 1, and I21 = [y¯1, y¯2], I2j =







aijg([x¯i, x¯i+1]× [y¯j, y¯j+1]).
Furthermore, we always assume that for any v, v′ = 0, 1, ..., there exist par-
titions Ev and E
′
v′ , with #Ev ≤ 2v+2, #E ′v′ ≤ 2v′+2 and E0 = {α1, β1}, E ′0 =
{α2, β2}, such that for any ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., nv − 1, and for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., nv′ − 1,∣∣∆η1ξ1∆η2ξ2s∣∣ ≤ 2%1(λ1(A12v ))%2(λ2(A22v′ ));
for any interval I ⊂ (xi, xi+1) × (yj, yj+1)
(
for v = 0, I1 ⊆ [α1, β1] instead of
(α1, β1) and for v
′ = 0, I2 ⊆ [α2, β2] instead of (α2, β2)
)
, i = 1, 2, ..., nv − 1, j =
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Next, we want to have an upper bound of
∫
J
s dg in terms of (λ, µ)-variation.
To do this, we have to introduce the following two definitions.
Definition 3.4.1. Let s be a step function defined on J = [α1, β1] × [α2, β2].
Let E = {xi}mi=1 and E ′ = {yj}nj=1 be any fixed finite sets containing E0 and
E ′0, respectively, where Ev and E
′
v′ are given above. We define sE,E′ to be a step























s(xi+1, yj+1)g([xi, xi+1]× [yj, yj+1])
Let H = {x ∈ [α1, β1] : s(·, y) is discontinuous at x for some y} and H ′ = {y ∈
[α2, β2] : s(x, ·) is discontinuous at y for some x}. Hence, if E ⊇ H and E ′ ⊇ H ′







Definition 3.4.2. Let s be a step function defined on J = [α1, β1]×[α2, β2], E ⊇ H
and E ′ ⊇ H ′. We shall denote sEv,E′ and sE,E′v′ by sEv and sE′v′ , respectively.
The following lemma gives an upper bound of the integral of a step function
sE∪Ev , E′∪E′v′ − sE∪Ev , E′v′ + sEv , E′v′ − sEv , E′∪E′v′ . In fact this integral is related to
(λ, µ)-variation which can be seen from the proof.
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Lemma 3.4.3. Let E ⊇ E0 and E ′ ⊇ E ′0. Then∣∣∣∣ ∫
J




















(sE∪Ev , E′∪E′v′ − sE∪Ev , E′v′ + sEv, E′v′ − sEv , E′∪E′v′ ) dg
∣∣∣∣ = 0.
Proof. Let C be any cell in a net partition ≺ Ev, E ′v′ Â, with upper-right vertex
(x, y). Now, consider C∗ in the net partition ≺ E ∪ Ev, E ′ ∪ E ′v′ Â with upper-
right vertex (u, v), which is a subset of C. Then the value of the step function
sE∪Ev , E′∪E′v′−sE∪Ev , E′v′+sEv , E′v′−sEv , E′∪E′v′ at each point on C∗ equal to ∆xu∆yvs =
s(u, v)−s(u, y)+s(x, y)−s(x, v). Hence, if the upper boundary of C∗ lies on upper
boundary of C, i.e., v = y, then the values of step function at each point on C∗
equal to s(u, v)−s(u, y)+s(x, y)−s(x, v) = s(u, y)−s(u, y)+s(x, y)−s(x, y) = 0.
Similarly, if the right boundary of C∗ lies on right boundary of C, i.e., u = x, then
the values of the step function at each point on C∗ equal to s(u, v) − s(u, y) +
s(x, y) − s(x, v) = s(x, v) − s(x, y) + s(x, y) − s(x, v) = 0. Hence s(x, y)g(C∗) be
zero, which is used in (3.4.4). Note that g(C∗) may not small. So we need the
value of the step function to be zero.
Now, consider cells C∗ of the net partition ≺ E ∪ Ev, E ′ ∪ E ′v′ Â which are
not of the above two cases. Then the values of the step function sE∪Ev , E′∪E′v′ −
sE∪Ev , E′v′ + sEv , E′v′ − sEv , E′∪E′v′ at each point on C∗ is constant, but may or may
not equal to zero. In the following, we shall estimate the upper bound of the values
of the step function, we have







Notice that, the number of subintervals where sE∪Ev , E′∪E′v′−sE∪Ev , E′v′+sEv, E′v′−
sEv , E′∪E′v′ has nonzero value is at most Nv ·N ′v′ .
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So, we have∣∣∣∣ ∫
J
(sE∪Ev , E′∪E′v′ − sE∪Ev, E′v′ + sEv , E′v′ − sEv , E′∪E′v′ ) dg
∣∣∣∣

















































Remark 3.4.5. Since Ev+1 ∪ Ev = Ev+1, E ′v′+1 ∪ E ′v′ = E ′v′ and #(Ev+1 \ Ev) ≤
#(Ev+1) ≤ 2v+3, #(E ′v′+1 \ E ′v′) ≤ #(E ′v′+1) ≤ 2v′+3. Applying Lemma 3.4.3 when
E = Ev+1 and E
′ = E ′v′+1, we have∣∣∣∣ ∫
J
(sEv+1,E′v′+1−sEv+1,E′v′ + sEv ,E′v′ − sEv ,E′v′+1) dg
∣∣∣∣












Let H and H ′ be the set as defined before Definition 3.4.2. Then sH∪Ev ,H′∪E′v′ =
s. We denote sEv ,H′∪E′v′ by sEv and sH∪Ev,E′v′ by sE′v′ .
Note that
sH∪Ev+w,H′∪E′v′+w′ = s(H∪Ev+w)∪Ev ,(H′∪E′v′+w′ )∪E′v′ = sH∪Ev,H′∪E′v′ ,
sEv,H′∪E′v′+w′ = sEv ,(H′∪E′v′+w′ )∪E′v′ = sEv,H′∪E′v′
and
sH∪Ev+w,E′v′ = s(H∪Ev+w)∪Ev ,E′v′ = sH∪Ev,E′v′ .
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(sEv+w,E′v′+w′ − sEv+w,E′v′ + sEv ,E′v′ − sEv ,E′v′+w′ ) dg
∣∣∣∣︸ ︷︷ ︸
III(w,w′)
=I(w,w′) + II(w,w′) + III(w,w′)
Hence, by the second part in Lemma 3.4.3, we have
A ≤ lim
w,w′→∞
(I(w,w′) + II(w,w′) + III(w,w′))








(sEv+w,E′v′+w′ − sEv+w,E′v′ + sEv ,E′v′ − sEv ,E′v′+w′ ) dg
∣∣∣∣ .
From the above remark, we can see that the integral of s− sEv + sEv ,E′v′ − sE′v′
is related to (λ, µ)-variation, and we have the following lemma. Before that, to
make the following lemma clearer, we shall present the following figure to show the
relations between the step function s and sE0 , sE′0 , sE0,E′0 . In the following figure,
the number ei represents the value of s(x, y) on the subinterval.

















Figure 3.3: The relations between the step function s and sE0 , sE′0 , sE0,E′0
Lemma 3.4.6. Let s be a step function and E0, E
′
0 as above. Then∣∣∣∣ ∫
J























Proof. Notice that, for any fixed number t, t′, T, T ′, we have




sEi+1,E′i′+1 − sEi+1,E′i′ + sEi,E′i′ − sEi,E′i′+1 .
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For v, v′ = 0, by Lemma 1.2.5 (ii), we get∣∣∣∣ ∫
J
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3.5 Integrals of strip functions
In this section, first we shall find an upper bound of
∫
J
s¯ dg in terms of (λ, µ)-
variation (see Theorems 3.5.3 and 3.5.5), where s¯ is a strip function, which is a
special kind of step functions. After that, we shall find an upper bound of the
integral of the difference of two strip functions. The results in this section play an
important role in the proof of the existence theorem.
Let I1 = [x1, x2] be any fixed interval. Let {y¯i}mi=1 be a partition of I2 = [α2, β2].
Let s¯ be a special kind of step functions, called a “horizontal strip function”, on





where χG is the characteristic function of G and I21 = [y¯1, y¯2], I2i = (y¯i, y¯i+1],
i = 2, 3, ...,m− 1.





cig(I1 × [y¯i, y¯i+1]).
Furthermore, we always assume that for any v′ = 0, 1, ..., there exist a partition
E ′v′ , with #E
′
v′ ≤ 2v′+2 and E ′0 = {α2, β2}, such that for any x ∈ I1 for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., n′v′ − 1,
|s¯(x, ξ2)− s¯(x, η2)| ≤ λ2(A2
2v′
),
for any interval I¯ ⊂ I1×(yj, yj+1)
(
for v′ = 0, I¯2 ⊆ I2 = [α2, β2] instead of (α2, β2)
)
,




Next, we want to have an upper bound of
∫
I1×I2
s¯ dg in terms of (λ, µ)-variation.
To do this, we have to introduce the following definition.
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Definition 3.5.1. Let s¯ be a horizontal strip function defined on I1 × I2. Let
E ′ = {yj}nj=1 be any fixed finite set containing E ′0. We define s¯E′ to be a horizontal




s¯(x2, yj+1)χ{I1×(yj ,yj+1]}(x, y) + s(x2, y2)χ{I1×[y1,y2]}.





s¯(x2, yj+1)g(I1 × [yj, yj+1]).
LetH ′ = {y ∈ [α2, β2] : s(x, ·) is discontinuous at y for some x}. So, if E ′ ⊇ H ′














∣∣∣∣ ≤ N ′v′λ2(A22v′ )µ1(B1)µ2(B22v′ ),















. Suppose s′ is
induced by a partition {I1 × (yj, yj+1]}nj=1 of I1 × [α2, β2]. If yj+1 ∈ E ′v′ , then
s′ has zero values over I1 × (yj, yj+1]. If yj+1 ∈ E ′ \ E ′v′ , |s′| ≤ λ2(A22v′ ) over
I1× (yj, yj+1]. Therefore, the number of subintervals where s′ has nonzero value is
at most N ′v′ = #(E
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Theorem 3.5.3. Let s¯ be a horizontal strip function and E ′0 as above. Then∣∣∣∣ ∫
I1×I2
(s¯− s¯E′0) dg









Proof. First, note that E ′v′+1 = E
′
v′+1∪E ′v′ and #(E ′v′+1 \E ′v′) ≤ #(E ′v′+1) ≤ 2v′+3.



























































































When v′ = 0, by Lemma 1.2.5 (ii), we get∣∣∣∣ ∫
I1×I2
(s¯− s¯E′0) dg
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In proving the existence theorem of
∫
[a,b]×[c,d]
f dg, we use Cauchy’s Criterion.
The following Lemma shall be used there.
Corollary 3.5.4. Let s¯1(x, y) =
m∑
j=2




ejχ{I1×(y′j ,y′j+1]}(x, y)+e1χ{I1×[y′1,y′2]}(x, y) be horizontal strip functions
defined on intervals I1 × I2 and I1 × I ′2, I2 ∩ I ′2 6= ∅, respectively. Suppose that
















) + ‖s¯1, s¯2‖∞|g(I1 × (I2 \ I ′2))|
+ ‖s¯1, s¯2‖∞|g(I1 × (I ′2 \ I2))|,
where ‖s¯1, s¯2‖∞ = max{‖s¯1‖∞, ‖s¯1‖∞}.
Proof. First we have
m∑
j=1
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Thus, we have∣∣∣∣ m∑
j=1
djg(I1 × [yj, yj+1])−
n∑
j=1













(s¯1 − s¯1E′0 ) dg −
∫
I1×I′2









































=|dmg(I1 × I2)− eng(I1 × I ′2)|
≤|dm − en||g(I1 × (I2 ∩ I ′2))|+ ‖s¯1, s¯2‖∞|g(I1 × (I2 \ I ′2))|
+ ‖s¯1, s¯2‖∞|g(I1 × (I ′2 \ I2))|
≤λ2(A2)µ1(B1)µ2(B2) + ‖s¯1, s¯2‖∞|g(I1 × (I2 \ I ′2))|










) + ‖s¯1, s¯2‖∞|g(I1 × (I2 \ I ′2))|
+ ‖s¯1, s¯2‖∞|g(I1 × (I ′2 \ I2))|,
where ‖s¯1, s¯2‖∞ = max{‖s¯1‖∞, ‖s¯1‖∞}.






where χG is the characteristic function of G.
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Theorem 3.5.5. Let s¯ be a vertical strip function and E0 as above. Then∣∣∣∣ ∫
I1×I2
(s¯− s¯E0) dg









Corollary 3.5.6. Let s¯1(x, y) =
m∑
i=2




eiχ{(x′i,x′i+1]×I2}(x, y)+d1χ{[x′1,x′2]×I2}(x, y) be horizontal strip functions
defined on intervals I1 × I2 and I ′1 × I2, I1 ∩ I ′1 6= ∅, respectively. Suppose that




















) + ‖s¯1, s¯2‖∞|g(I1 × (I2 \ I ′2))|
+ ‖s¯1, s¯2‖∞|g(I1 × (I ′2 \ I2))|,
where ‖s¯1, s¯2‖∞ = max{‖s¯1‖∞, ‖s¯1‖∞}.
3.6 Integrable functions
In this section, our aim is to prove the Existence Theorem (Theorem 3.6.18) for∫
[a,b]×[c,d]
f dg, where f ∈ BVλ([a, b]×[c, d]) and g ∈ IBVµ([a, b]×[c, d]). To do that,
first, we need to partition the domain [a, b]× [c, d] by a net partition ≺ Ev, E ′v′ Â
with Ev = {xi}nvi=1 and E ′v′ = {yj}
n′
v′
j=1. After that we shall consider Cauchy’s Cri-
terion on each vertical line {xi} × [c, d], i = 1, 2..., nv, and each horizontal line
[a, b]×{yj}, j = 1, 2, ..., n′v′ , which are handled by Lemmas 3.6.5 and 3.6.8, respec-
tively. To prove Lemma 3.6.5, we need Lemmas 3.6.2, 3.6.3 and 3.6.4 (similarly, to
prove Lemma 3.6.8, we need Lemmas 3.6.6 and 3.6.7). Finally, we shall consider
Cauchy’s Criterion on interior of cells C of the net partition ≺ Ev, E ′v′ Â, which is
handled by Lemma 3.6.17. To prove Lemma 3.6.17, we need Lemma 3.6.11.
Let A1 > Vλ1(f) and A2 > Vλ2(f). Recall Definition 2.1.4:
3.6 Integrable functions 110
(i) there exists a sequence {Ev}∞v=0 of partitions of [a, b] satisfying condition ζ
such that for each Ev = {xi}nvi=1, for any y ∈ [c, d] and for any ξ1, η1 ∈
(xi, xi+1), i = 1, 2, ..., nv − 1,
|f(ξ1, y)− f(η1, y)| ≤ λ1(A1
2v
),
for v = 0, we recall that E0 = {a, b}. For convenience, we assume that the
inequality |f(ξ1, y)− f(η1, y)| ≤ λ1(A120 ) = λ1(A1) holds for any ξ1, η1 ∈ [a, b];
(ii) there exists a sequence {E ′v′}∞v′=0 of partitions of [c, d] satisfying condition
ζ such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any ξ2, η2 ∈
(yj, yj+1), j = 1, 2, ..., n
′
v′ − 1,
|f(x, ξ2)− f(x, η2)| ≤ λ2(A2
2v′
),
for v′ = 0, we recall that E ′0 = {c, d}. For convenience, we assume that the
inequality |f(x, ξ2)− f(x, η2)| ≤ λ2(A220 ) = λ2(A2) holds for any ξ2, η2 ∈ [c, d].
Similarly, let B1 > Vµ1(g) and B2 > Vµ2(g). Recall Definition 2.1.12:
(i) there exists a sequence {Ev}∞v=0 of partitions of [a, b] satisfying condition
ζ such that for each Ev = {xi}nvi=1 for any interval I1 ⊂ (xi, xi+1), i =




for v = 0, we recall that E0 = {a, b}. For convenience, we assume that the
inequality |g1(I1))| ≤ µ1(B120 ) = µ1(B1) holds for any interval I1 ⊆ [a, b].
(ii) there exists a sequence {E ′v′}∞v′=0 of partitions of [c, d] satisfying condition
ζ such that for each E ′v′ = {yj}
n′
v′
j=1 for any interval I2 ⊂ (yj, yj+1), j =




for v = 0, we recall that E0 = {c, d}. For convenience, we assume that the
inequality |g2(I2))| ≤ µ2(B220 ) = µ2(B2) holds for any interval I2 ⊆ [c, d].
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By Remark 2.1.16, we can use common Ev and E
′
v′ in Definitions 2.1.4 and
2.1.12. The common Ev and E
′
v′ are the refinement of Ev and E
′
v′ in Definitions
2.1.4 and 2.1.12. Note that #(refinement of Ev) = nv ≤ 2v+1 not 2v + 1 and
#(refinement of E ′v′) = n
′
v′ ≤ 2v′+1 not 2v′ + 1.
Now, we consider a subinterval [α1, β1]× [α2, β2] of [a, b]× [c, d].
Remark 3.6.1. Suppose f ∈ BVλ([α1, β1]× [α2, β2]). Let A22−v′ > Vλ2(f ; [α2, β2]).
Then by Definition 2.1.4, there exists a sequence {E ′p′}∞p′=0 of partitions of [α2, β2]
satisfying condition ζ such that for each E ′p′ = {yj}
n′
p′
j=1, for any x ∈ [α1, β1] and
for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′p′ − 1,




Let D1 = (x¯, I1) be a point-interval pair, where I1 = [α1, β1] and D2 = {(ξ2k , I2k)}nk=1
a division of [α2, β2]. Let s : [α1, β1] × [α2, β2] → R be a horizontal step function




f(x¯, ξ2k)χI1×I2k (x, y),
where χG is the characteristic function of G and I is the corresponding left-open
interval of the interval I.
Choose E¯ ′0 = {α2, β2}, then for any x ∈ [α1, β1] and ξ2, η2 ∈ [α2, β2], we have
|s(x, ξ2)− s(x, η2)| = λ2(A22−v′).
For p′ = 1, 2, ..., if xi ∈ E ′p′ ∩I2q , I2q = (γq, ςq], then choose y˜j = γq and yˆj = ςq.









p′ ≤ 2 ·#E ′p′ ≤ 2(2p′ + 1) = 2p′+1 + 2.
Furthermore, for any x ∈ [α1, β1] and ξ2, η2 ∈ (y¯j, y¯j+1], j = 1, 2, ..., n¯′p′, we have
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Let g ∈ IBVµ([α1, β1]× [α2, β2]) ⊆ RF 2([α1, β1]× [α2, β2]). Let B22v′ > Vµ2(g).
By Proposition 2.1.13, there exists a sequence {E ′p′}∞p′=0 of partitions of [α2, β2]
satisfying condition ζ such that for each E ′p′ = {yj}
n′
p′
j=1, for any interval I ⊂





Recall that g is right-continuous, then for any interval I ⊂ [α1, β1] × [yj, yj+1),





Note that E ′p′ ≤ 2p′ + 1 for this case.
Thus we can use the common E ′p′ for the stirp function s and the interval
function g above. The common E ′p′ are the refinement of E
′
p′ for s and g. Note
that n′p′ ≤ 2p′+2.
Therefore, the results in Section 3.5 are applicable to these horizontal strip
function s and interval function g above, with A2 and B2 replace by A22
−v′ and
B22
−v′, respectively, which are used in the following Lemma 3.6.2.
Recall, for v′ ≥ 1 be fixed and E ′v′ = {yj}
n′
v′
j=1 given as above. A partial division
D = {(ξ, [u, v])} is said to satisfy condition ΥE′
v′
if each [u, v] is a subinterval of
(yj, yj+1) for some j and for each j,










) < ∞. Let D1 = (x¯, [α1, β1]), where x¯ ∈
[α1, β1] be fixed (D1 consists only one point-interval pair). Let ² > 0. Then there
exists δv > 0 such that for any two partial division D2 = {(ξ2, [u2, v2])} and D′2 =
{(ξ′2, [u′2, v′2])} of [c, d] satisfying condition ΥE′v′ , with (yj+δv, yj+1−δv) ⊂
⋃
[u2, v2],




2], j = 1, 2, ..., n
′
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Proof. Let I¯2j = (∪I2)∩ (yj, yj+1), j = 1, 2, ..., n′v′ . By Lemmas 2.2.8 and 2.2.9, we
know that Vλ2(f ; I¯2j) < A22
−v′ and Vµ2(g; I¯2j) < B22
−v′ .
Since g ∈ BVµ([α1, β1]× [c, d]) ⊆ RF 2([α1, β1]× [c, d]), there exists δv > 0 such
that for any finite collection of disjoint subintervals {Rj}nj=1 with Rj ⊂ I1×(yj, yj+







Let D2j = {(ξ, I2) ∈ D2 : I2 ⊂ (yj, yj+1)} and D′2j = {(ξ′, I ′2) ∈ D′2 : I ′2 ⊂
(yj, yj+1)}, j = 1, 2, ..., n′v′ − 1. It is clear that for any ξ2 ∈ D2j and ξ′2 ∈ D′2j ,
|f(ξ) − f(ξ′)| < λ2(A22−v′), where ξ = (x¯, ξ2) and ξ′ = (x¯, ξ′2). Note that
⋃{I2 :
I2 ⊂ (yj, yj+1)} = I2j and
⋃{I ′2 : I ′2 ⊂ (yj, yj+1)} = I ′2j . For any j = 1, 2, ..., n′v′−1,
applying Corollary 3.5.4, with I1 = [α1, β1] and I2 = I¯2j , for j = 1, 2, ..., n
′
v′ − 1,












) + ‖f‖∞|g(I1 × (I2j \ I ′2j))|
+ ‖f‖∞|g(I1 × (I ′2j \ I2j))|.










D′2j , with n
′
v′ ≤ 2v′+1. Hence, by
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|g(I1 × (I ′2j \ I2j))|























Note that in the above lemma, we only consider
nv′−1⋃
j=1
(yj, yj+1), which does not
include end points yj+1. Now, we shall consider
nv′−1⋃
j=1
[yj, yj+1] = [c, d].










) <∞. Then there exists a positive function δ2
(depending only on x¯) defined on [c, d] such that for any two δ2-fine partial divisions
D2 = {(ξ2, I2)} and D′2 = {(ξ′2, I ′2)} of [c, d] such that ∪I ′2 = ∪I2 = [α2, β2] ⊆ [c, d],
we have ∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².






















Let E ′v′ = {yj}
n′
v′
j=1 be given as in Lemma 3.6.2. Since g ∈ IBVµ([a, b]× [c, d]) ⊆
RF 2([a, b] × [c, d]), there exist δ˜yj > 0, j = 1, 2, ..., n′v′ , such that for any interval
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By Lemma 3.6.2, there exists δv > 0 such that for any two partial division
D2 = {(ξ2, [u2, v2])} and D′2 = {(ξ′2, [u′2, v′2])} of [c, d] satisfying condition ΥE′v′ ,
with (yk+δv, yk+1−δv) ⊂
⋃




2], k = 1, 2, ..., n
′
v′ ,









Let δ˜ = min
j
{δ˜yj , δv}. Let δ2 be a positive function defined on [c, d] with δ2(y) <
δ˜ such that whenever D2 = {(ξ, I2)} is a δ2-fine partial division of [c, d], we only
have the following two cases: if ξ2 ∈ Ev′ then I2 ⊂ (ξ2− δ˜, ξ2+ δ˜); if ξ2 ∈ (yj, yj+1),
then I2 ⊂ (yj, yj+1), j = 1, 2, ..., n′v′ − 1. Now, let D2 = {(ξ2, I2)} and D′2 =
{(ξ′2, I ′2)} be any two δ2-fine partial divisions of [c, d] such that ∪I ′2 = ∪I2 = [α2, β2].
Let D2 = D
1
2 ∪ D22, D′2 = D′12 ∪ D′22 where D12 = {(ξ2, I2) ∈ D2 : ξ2 ∈ Ev′},












































) + ² ≤ 3².
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In the above lemma, we do not need to control the size of [α1, β1], but D1 =
(x¯, [α1, β1]), where x¯ ∈ [α1, β1], must be fixed. In Lemma 3.6.5, we shall control




1] which are subsets of (x¯ − δ˜x¯, x¯ + δ˜x¯) but we DO




1]. To do that, we need Lemma
3.6.4, it shows that for any horizontal strip function s
(
induced by the function f
and a division D of [a, b] × [c, d]) defined on I (a subset of NSδ˜x(x) or NSδ˜y(y)),
the integral of s with respect to g on I is small.
Let %1 and %2 be a pair of N -functions such that %1(u)%2(u) = u.























such that for any point-interval pair D1 = (ξ1, I1)
and for any division D2 = {(ξ2i , I2i)}ni=1 of I2 ⊆ [c, d], where I1 × I2 ∈ NSδ˜x¯(x)(
I1 × I2 ∈ NSδ˜y¯(y)
)
, we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)∣∣∣∣ ≤ ².
Proof. Let ² > 0 be given. Since g ∈ IBVµ([a, b]× [c, d]) ⊆ RF 2([a, b]× [c, d]), for
any x¯ ∈ [a, b] (y¯ ∈ [c, d]), there exists 0 < δ˜′x¯ (0 < δ˜′y¯) such that for any interval
I1 × I2 ∈ NSδ˜′¯x(x¯)
g(I1 × I2) ≤ ²
2‖f‖∞ ,
where ‖f‖∞ = sup{f(ξ) : ξ ∈ [a, b]× [c, d]}.










−1(u) ≤ p¯i1(u)(%1oλ1)−1(u), (%2oλ∗2)−1(u) ≤ p¯i2(u)(%2oλ2)−1(u), (µ∗)−1(u) ≤
γ¯1(u)µ
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Moreover, f ∈ BVλ∗([a, b]× [c, d]) and g ∈ BVµ∗([a, b]× [c, d]).








such that for any









































2(I2) as given in Lemma 2.3.6.
Let D1 = (ξ1, I1), where I1 ∈ (x¯ − δ˜x¯, x¯)
(
I1 ∈ (x¯, x¯ + δ˜x¯)
)
, and D2 =
{(ξ2i , I2i)}ni=1 be any division of I2 ⊆ [c, d].
Let s¯ is the horizontal strip function defined by
s¯(ξ) = (D1 ×D2)
∑
f(ξ1, ξ2)χI1×I2i (ξ),
where χG is the characteristic function of G and I is the corresponding left-open
interval of the interval I. Then∫
I1×I2
s¯ dg = (D1 ×D2)
∑
f(ξ)g(I1 × I2i).














Furthermore, we also know that∣∣∣∣ ∫
I1×I2
s¯E′0 dg
∣∣∣∣ = |f(ξ1, ξ2n)g(I1 × I2)| ≤ ‖f‖∞|g(I1 × I2)| ≤ ‖f‖∞ ²2‖f‖∞ ≤ ²2 .

























) <∞. Then for any x¯ ∈ [a, b], there exist a positive constant δ˜x¯
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and a positive function δ2 defined on [c, d] such that for any two point-interval pairs
D1 = (x¯, [α1, β1]) and D
′








1] ∈ (x¯ − δ˜x¯, x¯ + δ˜x¯),
and for any two δ2-fine partial divisions D2 = {(ξ2, I2)} and D′2 = {(ξ′2, I ′2)} of
[c, d] such that ∪I2 = ∪I ′2 = [α2, β2] ⊆ [c, d], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².



















Let ² > 0 be given. By Lemma 3.6.4, there exists a positive constant δ˜x¯
such that for any point-interval pair D1 = (ξ1, I1) and for any division D2 =
{(ξ2i , I2i)}ni=1 of I2 ⊆ [c, d], where I1 × I2 ∈ NSδ˜x¯(x), we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)∣∣∣∣ ≤ ².
Let D1 = (x¯, [α1, β1]) and D
′








1] ∈ (x¯ −
δ˜x¯, x¯ + δ˜x¯)}. First, consider the case α1 < α′1 and α2 = α′2. Let D11 = (x¯, [α′1, β1])
and D21 = D1 \D11. Note that D11 = (x¯, [α′1, β1]) = (x¯, [α′1, β′1]) = D′1. By Lemma
3.6.3, there exists a positive function δ2 such that for any two δ2-fine divisions
D2 = {(ξ2, I2)} and D′2 = {(ξ′2, I ′2)} of [c, d], we have∣∣∣∣(D11 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ²2 .
Note that [α1, α
′
1] ⊆ (x¯− δ˜x¯, x¯). Then, by Lemma 3.6.4, we have∣∣∣∣(D21 ×D2)∑ f(ξ)g(I)∣∣∣∣ ≤ ²2 .
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Hence,∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣
≤









Similarly, we can prove the case α1 = α
′
1 and β1 < β
′
1. Consequently by these
two cases, we can prove the general case α1 < α
′
1 and β1 < β
′
1.
Similarly, if we fix y¯ instead of x¯, the above results hold in the same way. So,
we shall state Lemmas 3.6.6 - 3.6.8 without proofs.
Lemma 3.6.6. Let ² > 0 be given and D2 = (y¯, [α2, β2]), where y¯ ∈ [α2, β2] be










Then there exists a positive function δ1 (depending only on y¯) defined on [a, b] such
that for any two δ1-fine partial divisions D1 = {(ξ1, I1)} and D′1 = {(ξ′1, I ′1)} of
[a, b] such that ∪I1 = ∪I ′1 = [α1, β1] ⊆ [a, b], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².























such that for any point-interval pair D2 = (ξ2, I2)
and for any division D1 = {(ξ1i , I1i)}ni=1 of I1 ⊆ [a, b], where I1 × I2 ∈ NSδ˜x¯(x)(
I1 × I2 ∈ NSδ˜y¯(y)
)
, we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)∣∣∣∣ ≤ ².
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) <∞. Then for any y¯ ∈ [c, d] there exist a positive constant δ˜y¯
and a positive function δ1 defined on [a, b] such that for any two point-interval pairs
D2 = (y¯, [α2, β2]) and D
′








2] ∈ (y¯ − δ˜y¯, y¯ + δ˜y¯)},
and for any two δ1-fine partial division D1 = {(ξ1, I1)} and D′1 = {(ξ′1, I ′1)} of [a, b]
such that ∪I1 = ∪I ′1 = [α1, β1], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².
Now, we shall consider the Cauchy criterion on the interior of each cell C.
We say that a set A is “totally inside” a set B, if the closure of A is a subset
of interior of B, denoted by A < B, see figure 6 below.
A
B
Figure 3.4: totally inside
For v, v′ ≥ 1, let C = C1 × C2 = [α¯1, β¯1] × [α¯2, β¯2] be a cell of a net partition
≺ Ev, E ′v′ Â. For any δ˜ > 0, define C − δ˜ = [α¯1 + δ˜, β¯1 − δ˜]× [α¯2 + δ˜, β¯2 − δ˜].
We need the following remark for subinterval [α1, β1]× [α2, β2] of [a, b]× [c, d].
Remark 3.6.9. Suppose f ∈ BVλ([α1, β1] × [α2, β2]) and g ∈ IBVµ([α1, β1] ×
[α2, β2]). Let A12
−v > Vλ1(f ; [α1, β1]), A22
−v′ > Vλ2(f ; [α2, β2]), B12
−v > Vµ1(g; [α1, β1])
and B22
−v′ > Vµ2(g; [α2, β2]). Let s be a step function induced by the function f
and the net division D. Similarly to Remark 3.6.1, for any p, p′ = 0, 1, ..., there
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exist partitions Ep and E
′
p′, with #Ep ≤ 2p+2 and #E ′p′ ≤ 2p′+2, such that for any
ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., np − 1, and ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., np′ − 1,




for any interval I ⊂ [xi, xi+1) × [yj, yj+1)
(
for v = 0, I1 ⊆ [α1, β1] instead of
[α1, β1) and for v
′ = 0, I2 ⊆ [α2, β2] instead of (α2, β2)
)
, i = 1, 2, ..., np − 1, j =









Therefore, results in Section 3.4 is applicable to the step function s and the







Remark 3.6.10. For v, v′ ≥ 1. If Ev = {xi}nvi=1 and E ′v = {yj}
n′
v′
j=1, then we can
choose a common positive constant δ˜v such that Lemmas 3.6.4, 3.6.5, 3.6.7 and
3.6.8 hold for all x¯ = xi and y¯ = yj with ² =
²
32nvn′v′
. We notice that δ˜v does not
depend on any cell C of net partition ≺ Ev, E ′v′ Â.
Lemma 3.6.11. For v, v′ ≥ 1 be fixed, let C = C1 × C2 = [α¯1, β¯1] × [α¯2, β¯2]

















) < ∞. Then there exists a pos-
itive function δ defined on C such that for any two δ-fine partial net divisions
D = {(ξ, I)} and D′ = {(ξ′, I ′)}, where C− δ˜v <
⋃
I < C and C− δ˜v <
⋃
I ′ < C,





























Proof. Let ² > 0 be given. Let δ˜v be given in Remark 3.6.10.
3.6 Integrable functions 122
Let x¯ be a fixed point inside an interval (α¯1 + δ˜v, β¯1 − δ˜v). Let [α1, β1] be
any subinterval totally inside C1 contain x¯. By Lemma 3.6.3, for any fixed D1 =
(x¯, [α1, β1]), the partial division of C1 with only one point-interval pair, there exists
a positive function δ2 such that for any two δ2-fine divisions D2 = {(ξ2, I2)} and
D′2 = {(ξ′2, I ′2)} of C2 such that ∪I2 = ∪I ′2 =: [α′2, β′2], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ²8nvn′v′ . (3.6.12)
Let y¯ be a fixed point inside an interval (α¯2 + δ˜v, β¯2 − δ˜v). Let [α2, β2] be
any subinterval totally inside C2 contain y¯. By Lemma 3.6.6, for any fixed D2 =
(y¯, [α2, β2]), the partial division of C2 with only one point-interval pair, there exists
a positive function δ1 such that for any two δ1-fine partial divisions D1 = {(ξ1, I1)}
and D′1 = {(ξ′1, I ′1)} of C1 such that ∪I1 = ∪I ′1 =: [α′1, β′1], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ²8nvn′v′ . (3.6.13)
Let δ(ξ) ≤ (δ1(ξ1), δ2(ξ2)) be a positive function on C, where ξ = (ξ1, ξ2), such
that x¯ is always an associate point of δ1-fine partial division of [a, b] and y¯ is always
an associate point of δ2-fine partial division of [c, d]. Let D = {(ξ, I)} and D′ =
{(ξ′, I ′)} be any two δ-fine partial net divisions of C such that C − δ˜v <
⋃
I < C
and C − δ˜v <
⋃
I ′ < C.
Let I¯1 = ∪I1, I¯2 = ∪I2, I¯ ′1 = ∪I ′1 and I¯ ′2 = ∪I ′2. By Lemmas 2.2.8 and
2.2.9, we know that Vλ1(f ; I¯1) < A12
−v, Vλ2(f ; I¯2) < A22
−v′ , Vµ1(g; I¯1) < B12
−v,
Vµ2(g; I¯2) < B22
−v′ , Vλ1(f ; I¯
′
1) < A12
−v, Vλ2(f ; I¯
′
2) < A22
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where χG is the characteristic function of G and I is the corresponding left-open













In order to prove that
∣∣∣(D)∑ f(ξ)g(I) − (D′)∑ f(ξ′)g(I ′)∣∣∣ is small, we need
to extend the step function sˆ and sˆ′. Assume that the point (x¯, y¯) (which is given
at the beginning of the proof) is in the interval I1p× I2q , which is the interval from
the partial net division D. Using these p, q, now we extend the step function sˆ
to the step function s in the same way used in Lemma 2.2.11. For second partial
net division D′, we assume that (x¯, y¯) is in the interval I1p′ × I2q′ . Similarly, we
can extend the step function sˆ′ to the step function s′. Let R and R′ be the
corresponding domains (we may assume that R and R′ are totally inside C) of




see Definitions 3.4.1 and 3.4.2, and Lemma 3.4.6 and Figure 3.3, are induced by
the values of function f(x¯, ·), which is used in the inequality (3.6.15), the value of
vertical strip functions sE′0 and s
′
E′0
are induced by the values of function f(·, y¯),




to f(x¯, y¯), which is used in the equation (3.6.14).
Notice that, the value of s − sE′0 + sE0,E′0 − sE0 is zero on the extended part
R \ I¯1 × I¯2 and s = s¯ on I¯1 × I¯2. Hence, we have∫
R
(s− sE′0 + sE0,E′0 − sE0) dg =
∫
I¯1×I¯2
(sˆ− sE′0 + sE0,E′0 − sE0) dg
and ∫
R′
(s′ − s′E′0 + s
′
E0,E′0
− s′E0) dg =
∫
I¯′1×I¯′2
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(sˆ− sE′0 + sE0,E′0 − sE0) dg
∣∣∣+ ∣∣∣ ∫
I¯′1×I¯′2



































(s− sE′0 + sE0,E′0 − sE0) dg
∣∣∣+ ∣∣∣ ∫
R′





























+ I + II + III.
Now, if we can prove that I + II + II ≤ ²
nvn′v′
, then we get the required result.
By the definition of the step functions s and s′, we know that sE0,E′0 = f(x¯, y¯)χI¯1×I¯2
and s′E0,E′0 = f(x¯, y¯)χI¯′1×I¯′2 , see Figure 3.3. Hence,∫
(I¯1×I¯2)∩(I¯′1×I¯′2)
(sE0,E′0 − s′E0,E′0) dg = 0. (3.6.14)
We remark that the above equality holds for the extended step functions s and
s′, not for the original step functions sˆ and sˆ′, since sˆE0,E′0 6= sˆ′E0,E′0 on the common
domain (I¯1 × I¯2) ∩ (I¯ ′1 × I¯ ′2).
Notice that I¯1× I¯2 \ I¯ ′1× I¯ ′2 and I¯ ′1× I¯ ′2 \ I¯1× I¯2 are subsets of C \C − δ˜v. And
each of the step functions sE0χI¯1×I¯2\I¯′1×I¯′2 , s
′
E0
χI¯′1×I¯′2\I¯1×I¯2 , sE0,E′0χI¯′1×I¯′2\I¯1×I¯2 and
s′E0,E′0χI¯′1×I¯′2\I¯1×I¯2 consists of at most 4 horizontal strip functions. Apply Lemmas
3.6.4 where ² is replaced by ²
32nvn′v′
, we have∣∣∣∣ ∫
I¯1×I¯2\I¯′1×I¯′2
sE0 dg




∣∣∣∣ ≤ ²8nvn′v′ ,








∣∣∣∣ ≤ ²8nvn′v′ .




at most 4 vertical strip functions. Hence, we have∣∣∣∣ ∫
I¯′1×I¯′2\I¯1×I¯2
sE′0 dg




∣∣∣∣ ≤ ²8nvn′v′ .
By our choice of the positive functions δ1 and δ2 above and inequalities (3.6.12)
and (3.6.13), we have, respectively,∣∣∣∣ ∫
(I¯1×I¯2)∩(I¯′1×I¯′2)
(sE0 − s′E0) dg
∣∣∣∣ ≤ ²8nvn′v′ (3.6.15)
and ∣∣∣∣ ∫
(I¯1×I¯2)∩(I¯′1×I¯′2)
(sE′0 − s′E′0) dg
∣∣∣∣ ≤ ²8nvn′v′ . (3.6.16)
We remark that we can only apply the inequalities (3.6.12) and (3.6.13) to the
extended step functions s and s′, since both sE0 and s
′
E0
are induced by f(x¯, ·).
Similarly, sE′0 and s
′
E′0





































∣∣∣∣ ≤ 3²8nvn′v′ .
Therefore, I + II + III ≤ ²
nvn′v′
.
The above lemma deals with one cell. The lemma below deals with the collec-
tion of all cells.
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Lemma 3.6.17. Let ² > 0 be given. For v, v′ ≥ 1 be fixed, let {Ck}mk=1 be the collec-



















) < ∞. Then there exists a position function δ defined on
[a, b] × [c, d] such that for any two δ-fine partial net divisions D = {(ξ, I)} and
D′ = {(ξ′, I ′)} of [a, b] × [c, d], where I, I ′ ⊂ Ck and Ck − δ˜v <
⋃
I⊂Ck
I < Ck and
Ck − δ˜v <
⋃
I⊂Ck
I ′ < Ck, we have





















Proof. By Lemma 3.6.11, for k = 1, 2, ...,m = nvn
′





























Note that the number of cells, m = nvn
′








D′k and Lemma 1.2.5 (i),
∣∣∣(D)∑f(ξ)g(I)− (D′)∑ f(ξ′)g(I ′)∣∣∣
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Therefore, we get the required result.
Now we shall prove the existence theorem using the above lemmas.
Theorem 3.6.18 (Existence Theorem). Let %1 and %2 be a pair of N-functions
such that %1(u)%2(u) = u. Let f ∈ BVλ([a, b]× [c, d]) and g ∈ IBVµ([a, b]× [c, d]),

















































By Lemma 3.6.17, there exists a position function δ′ = (δ′1, δ
′
2) defined on [a, b] ×
[c, d] such that for any two δ′-fine partial net divisions D = {(ξ, I)} and D′ =
{(ξ′, I ′)} of [a, b]× [c, d], where I, I ′ ⊂ Ck and Ck− δ˜v <
⋃
I⊂Ck
I < Ck and Ck− δ˜v <⋃
I′⊂Ck
I ′ < Ck, we have











































By Lemma 3.6.5, for any x¯ = xi, i = 1, 2, ..., nv, there exists a positive function δ2i
defined on [c, d] such that for any two point-interval pairs D1 = (x¯, [α1, β1]) and








1] ⊂ (x¯− δ˜v, x¯+ δ˜v)}, and for any two δ2-fine
divisions D2 = {(ξ2, I2)} and D′2 = {(ξ′2, I ′2)} of [c, d], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².
By Lemma 3.6.8, for any y¯ = yj, j = 1, 2, ..., n
′
v′ , there exists a positive function
δ1j defined on [a, b] such that for any two point-interval pair D2 = (y¯, [α2, β2]) and








2] ⊂ (y¯− δ˜v, y¯+ δ˜v)}, and for any two δ1-fine
division D1 = {(ξ1, I1)} and D′1 = {(ξ′1, I ′1)} of [a, b], we have∣∣∣∣(D1 ×D2)∑ f(ξ)g(I)− (D′1 ×D′2)∑ f(ξ′)g(I ′)∣∣∣∣ ≤ ².





{δ′2(ξ2), δ12(ξ2)}, such that (xi, yj), i = 1, 2, ..., nv, j = 1, 2, ..., n′v′ ,
are always associate points of δ-fine division. We need this property in order that
we can apply Lemmas 3.6.5 and 3.6.8 above. Therefore, we get the required re-
sult.
3.7 Approximation
In this section, we shall show that
∫
[a,b]×[c,d]




where s is a step function.




Then given any ² > 0, there exists a step function s on [a, b]× [c, d] such that∣∣∣∣∫
[a,b]×[c,d]
(f − s) dg
∣∣∣∣ ≤ ².





f dg exists, then there exists a positive function δ defined
on [a, b]× [c, d], such that for any δ-fine net division D = {(ξ, I)}, we have∣∣∣∣∫
[a,b]×[c,d]








where χG is the characteristic function of G and I is the corresponding left-open
interval of the interval I. It is clear that ‖s‖∞ ≤ ‖f‖∞ if f is bounded on [a, b]×
[c, d]. Since g ∈ RF 2([a, b]× [c, d]), then∫
[a,b]×[c,d]




















Let %1 and %2 be a pair of N -functions such that %1(u)%2(u) = u.


















) < ∞. Then, given any ² > 0,
there exists a step function s on [a, b]× [c, d] such that
∣∣∣∣∫
[a,b]×[c,d]
(f − s) dg
∣∣∣∣ ≤ ².
Proof. By Theorem 3.6.18,
∫
[a,b]×[c,d]
f dg exists. By Proposition 2.2.4, we know
that g ∈ IBVµ([a, b] × [c, d]) ⊆ RF 2([a, b] × [c, d]). By Lemma 3.7.1, we get the
required result.
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) < ∞. Let ² > 0. Then


























(sE′0 − sE0,E0 + sE0) dg
∣∣∣∣ .




(f − s) dg
∣∣∣∣ ≤ ². Hence∣∣∣∣∫
[a,b]×[c,d]
f dg






























(sE′0 − sE0,E0 + sE0) dg
∣∣∣∣ .
Hence we get the required result.
3.8 Convergence Theorems
In this section, we shall prove some convergence theorems.
Let %1 and %2 be a pair of N -functions such that %1(u)%2(u) = u as usual.
We shall recall the definition of Two-norm convergence, which has already been
defined in Chapter 2, see Definition 2.4.1.
3.8 Convergence Theorems 131
Definition 3.8.1 (Two-norm convergence for point functions). A sequence {f (k)}
of functions of bounded λ-variation on [a, b]× [c, d], where λ = (λ1, λ2), is said to
be two-norm convergent to f if
(i) f (k) is uniformly convergent to f on [a, b]× [c, d] and
(ii) Vλ1(f
(k)) ≤ A1 and Vλ2(f (k)) ≤ A2 for all k.
In symbols, we denote the two-norm convergence by f (k) ⇒ f .
Next we shall prove Convergence theorems. Before that, we need the following
remark.
Remark 3.8.2. Let f and f (k) ∈ BVλ([a, b] × [c, d]) such that Vλ1(f) < A1,
Vλ1(f
(k)) < A1, Vλ2(f) < A2 and Vλ2(f
(k)) < A2, where k is fixed.
Let E0 = E1 = {a, b} and for v = 2, 3, ..., Ev = Efv−1 ∪ Ef
(k)
v−1 . Hence #Ev ≤
#Efv−1+#E
f (k)
v−1−2 ≤ (2v−1+1)+(2v−1+1)−2 = 2v ≤ 2v+1 and Ev+1 ⊇ Ev. For










f (k))(η1, y)| ≤1
2
|f(ξ1, y)− f(η1, y)|+ 1
2

















Hence, there exists a sequence {Ev}∞v=1 of partitions of [a, b] such that Ev+1 ⊇ Ev
and #Ev ≤ 2v + 1 such that for each Ev = {xi}nvi=1 for any y ∈ [c, d] and for any









f (k))(η1, y)| ≤ λ1(2A1
2v
).
Similarly, there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d] such that
E ′v′+1 ⊇ E ′v′ and #E ′v′ ≤ 2v′ + 1 such that for each E ′v′ = {yj}
n′
v′
j=1 for any x ∈ [a, b]
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f (k))(x, η2)| ≤ λ1(2A1
2v′
).
Let g ∈ IBVµ([a, b] × [c, d]), where g(I1 × I2) = g1(I1)g2(I2). Let B1 > Vµ1(g)
and B2 > Vµ2(g).
As we have discussed before in Remark 3.6.1, for any step function s induced




f (k) and an net division D, there exists a sequence {Ev}∞v=1
of partitions of [a, b] such that Ev+1 ⊇ Ev and #Ev ≤ 2v+2 such that for each
Ev = {xi}nvi=1 for any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., nv, we
have
|s(ξ1, y)− s(η1, y)| ≤ λ1(2A1
2v
)




there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d] such that E ′v′+1 ⊇ E ′v′ and
#E ′v′ ≤ 2v′+2 such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., n′v′, we have
|s(x, ξ2)− s(x, η2)| ≤ λ1(2A1
2v′
)

































−1(u) ≤ p¯i1(u)(%1oλ1)−1(u), (%2oλ∗2)−1(u) ≤ p¯i2(u)(%2oλ2)−1(u), (µ∗)−1(u) ≤
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γ¯1(u)µ
































With the similar proof as that in Lemma 2.3.6, there exists a sequence {Ev}∞v=1
of partitions of [a, b] such that Ev+1 ⊇ Ev and #Ev ≤ 2v+2 such that for each
Ev = {xi}nvi=1, for any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., nv, we
have









there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d] such that E ′v′+1 ⊇ E ′v′ and
#E ′v′ ≤ 2v′+2 such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., n′v′, we have










A∗1 = min{p¯i1(%1(λ1(2A1)))2A1, p¯i1(%1(2‖s‖∞))2A1},
A∗2 = min{p¯i2(%2(λ2(2A2)))2A2, p¯i2(%2(2‖s‖∞))2A2},
B∗1 = min{γ¯1(µ1(B1))B1, γ¯1(2‖g‖∞)B1},
and
B∗2 = min{γ¯2(µ2(B2))B2, γ¯2(2‖g‖∞)B2}.
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With the above condition, Lemma 3.4.6 is applicable here, with λ1, λ2, µ1, µ2





















































the same reason as above, the inequality in Lemma 3.5.3 still holds, i.e., we have∣∣∣∣ ∫
[a,b]×[c,d]
(sE0 − sE0,E′0) dg
∣∣∣∣ =∣∣∣∣ ∫
[a,b]×[c,d]













Similarly, we have∣∣∣∣ ∫
[a,b]×[c,d]










Hence, we have the following theorem.
Theorem 3.8.6 (Two-Norm Convergence Theorem). Let g ∈ IBVµ([a, b]× [c, d])































Proof. By Theorem 2.4.2, f ∈ BVλ([a, b] × [c, d]). Then, by Theorem 3.6.18,∫
[a,b]×[c,d]
f dg exists. Since f (k) ∈ BVλ([a, b] × [c, d]), then
∫
[a,b]×[c,d]






(f − f (k)) dg exists, by Theorem 3.3.2.
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Let ² > 0 be given. By Lemma 3.7.1, there exists a step function s (depending










Let A1 > max{Vλ1(f), Vλ1(f (k))}, A2 > max{Vλ2(f), Vλ2(f (k))}, B1 > Vµ1(g)
and B2 > Vµ2(g). Applying Lemma 2.3.9 to s instead of f , there exists τ > 0 such































































2 are given in Remark 3.8.2.
































































(sE′0 − sE0,E′0 + sE0) dg
∣∣∣
3.8 Convergence Theorems 136
By the inequalities (3.8.4) and (3.8.5), we have∣∣∣ ∫
[a,b]×[c,d]





(sE′0 − sE0,E′0) dg
∣∣∣+ ∣∣∣ ∫
[a,b]×[c,d]


































+ ‖s‖∞|g([a, b]× [c, d])|.
Since f (k) converge uniformly to f on [a, b] × [c, d], then there exists nat-
ural number N , such that for every k ≥ N , ‖s‖∞ ≤ ‖12(f − f (k))‖∞ ≤ τ and




































In the following, let g(k), k = 1, 2, ... and g be interval functions on [a, b]× [c, d]




2 (I2) and g(I) = g1(I1)g2(I2), where I = I1 × I2. Again
the definition below has already been defined in Chapter 2, see Definition 2.4.3.
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Definition 3.8.7 (Two-norm convergence for interval function). A sequence {g(k)}





2 (I2), is said to be two-norm convergent to g, where g(I1×I2) = g1(I1)g2(I2),
if
(i) for every ² > 0, there exists a natural number N , such that for any k > N ,
‖g1 − g(k)1 ‖∞ ≤ ² and ‖g2 − g(k)2 ‖∞ ≤ ²;
(ii) Vµ1(g
(k)) ≤ B1 and Vµ2(g(k)) ≤ B2 for all k.
In symbols, we denote the two-norm convergence by g(k) ⇒ g.
Next, we shall prove two-norm convergence for interval functions (integrators).
The idea of the proof is not much different from that of Theorem 3.8.6. However,
in general, g− g(k) is not separable, although g and g(k) are separable. Recall that





2 (I2). Therefore, we need to consider
special cases g(k)(I) = g
(k)
1 (I1)g2(I2) and g
(k)(I) = g1(I1)g
(k)
2 (I2) in Lemmas 3.8.12
and 3.8.13, respectively. These two special cases ensure that g − g(k) is separable.
The proof of these two lemmas are totally similar to that for point functions (in-
tegrands). Before that, we need the following remark, which is similar to Remark
3.8.2.
Remark 3.8.8. Let g, g(k) ∈ IBVµ([a, b]×[c, d]) such that Vµ1(g) < B1, Vµ1(g(k)) < B1,
Vµ2(g) < B2 and Vµ2(g




and k is fixed.
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Let E0 = E1 = {a, b} and for v = 2, 3, ..., Ev = Eg1v−1 ∪ Eg
′
1
v−1. Hence #Ev ≤
#Eg1v−1 +#E
g′1
v−1 − 2 ≤ (2v−1 + 1) + (2v−1 + 1)− 2 = 2v ≤ 2v + 1 and Ev+1 ⊇ Ev.





























Hence, there exists a sequence {Ev}∞v=1 of partitions of [a, b] such that Ev+1 ⊇ Ev
and #Ev ≤ 2v +1 such that for each Ev = {xi}nvi=1, for any interval I1 ∈ [xi, xi+1),











Since g2 ∈ IBVµ2([c, d]), there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d]








Let f ∈ BVλ([a, b]× [c, d]). Let A1 > Vλ1(f) and A2 > Vλ2(f).
As we have discussed before in Remark 3.6.1, for the step function s induced by
the function f and a net division D, there exists a sequence {Ev}∞v=1 of partitions
of [a, b] such that Ev+1 ⊇ Ev and #Ev ≤ 2v+2 such that for each Ev = {xi}nvi=1, for
any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., nv, we have
|s(ξ1, y)− s(η1, y)| ≤ λ1(A1
2v
)
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there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d] such that E ′v′+1 ⊇ E ′v′ and
#E ′v′ ≤ 2v′+2 such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., n′v′, we have
|s(x, ξ2)− s(x, η2)| ≤ λ2(A2
2v′
)

































−1(u) ≤ p¯i1(u)(%1oλ1)−1(u), (%2oλ∗2)−1(u) ≤ p¯i2(u)(%2oλ2)−1(u), (µ∗)−1(u) ≤
γ¯1(u)µ
































With the similar proof as that in Lemma 2.3.6, there exists a sequence {Ev}∞v=1
of partitions of [a, b] such that Ev+1 ⊇ Ev and #Ev ≤ 2v+2 such that for each
Ev = {xi}nvi=1, for any y ∈ [c, d] and for any ξ1, η1 ∈ (xi, xi+1], i = 1, 2, ..., nv, we
have















there exists a sequence {E ′v′}∞v′=1 of partitions of [c, d] such that E ′v′+1 ⊇ E ′v′ and
#E ′v′ ≤ 2v′+2 such that for each E ′v′ = {yj}
n′
v′
j=1, for any x ∈ [a, b] and for any
ξ2, η2 ∈ (yj, yj+1], j = 1, 2, ..., n′v′, we have
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A∗1 = min{p¯i1(%1(λ1(A1)))A1, p¯i1(%1(2‖s‖∞))A1},
A∗2 = min{p¯i2(%2(λ2(A2)))A2, p¯i2(%2(2‖s‖∞))A2},
B∗1 = min{γ¯1(µ1(2B1))2B1, γ¯1(2‖g‖∞)2B1},
and
B∗2 = min{γ¯2(µ2(B2))B2, γ¯2(2‖g‖∞)B2}.
With the above condition, Lemma 3.4.6 is applicable here, with λ1, λ2, µ1, µ2




















































Since sE0 is a horizontal strip function induced by function f . With the same
reason as above, the inequality in Lemma 3.5.3 still holds, i.e., we have∣∣∣∣ ∫
[a,b]×[c,d]




























Similarly, we have∣∣∣∣ ∫
[a,b]×[c,d]
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Hence, we have the following lemma.
Lemma 3.8.12. Let f ∈ BVλ([a, b] × [c, d]) and g(k) ∈ IBVµ([a, b] × [c, d]), k =
1, 2, ..., where g(k)(I) = g
(k)
1 (I1)g2(I2). If g





































Proof. By Theorem 2.4.4, g ∈ IBVµ([a, b] × [c, d]). Then, by Theorem 3.6.18,∫
[a,b]×[c,d]












g(k)) exists, by Theorem 3.3.3. Let k be fixed.
Let ² > 0 be given. By Lemma 3.7.1, there exist a step function s (depending on
fixed k) such that ∫
[a,b]×[c,d]







Let A1 > Vλ1(f), A2 > Vλ2(f), B1 > max{Vµ1(g), Vµ1(g(k))} and B2 > Vµ2(g).








































































2 are given in Remark 3.8.8.
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By the inequalities (3.8.10) and (3.8.11), we have∣∣∣ ∫
[a,b]×[c,d]






































































g(k))([a, b]× [c, d])|.
Since g(k) ⇒ g, then there exists natural number N , such that for every k ≥ N ,
‖1
4
(g−g(k))‖∞ ≤ τ and ‖s‖∞|(12g− 12g(k))([a, b]× [c, d])| ≤ ‖f‖∞|(12g− 12g(k))([a, b]×
[c, d])| ≤ ².
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Similarly, we can get the following lemma.
Lemma 3.8.13. Let f ∈ BVλ([a, b] × [c, d]) and g(k) ∈ IBVµ([a, b] × [c, d]), k =
1, 2, ..., where g(k)(I) = g1(I1)g
(k)
2 (I2). If g




































































Hence, we have the following theorem.
Theorem 3.8.14. Let f ∈ BVλ([a, b]× [c, d]) and g(k) ∈ IBVµ([a, b]× [c, d]), k =
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Hence, we have the following theorem.
Theorem 3.8.15. Let f (k) ∈ BVλ([a, b] × [c, d]) and g(k) ∈ IBVµ([a, b] × [c, d]),


















) < ∞, then
∫
[a,b]×[c,d]










In this section, we shall use the three-dimensional case to illustrate the condition
for the existence of the integral, which indirectly points out how to generalize the
two-dimensional case to the n-dimensional case.
Definition 3.9.1 (Bounded λ-variation for point functions). A function f : [a,b]→
R is said to be of bounded λ-variation on [a,b], where λ = (λ1, λ2, λ3) and [a,b] =
[a1, b1]× [a2, b2]× [a3, b3], denoted by f ∈ BVλ([a,b]), if
(i) there exist a non-negative number A1 and a sequence {Ev}∞v=0 of partitions
of [a1, b1] satisfying condition ζ, see Definition 2.1.2, such that for each Ev =
{xi}nvi=1, for any y ∈ [a2, b2], for any z ∈ [a3, b3] and for any ξ1, η1 ∈ (xi, xi+1),
i = 1, 2, ..., nv − 1,
|f(ξ1, y, z)− f(η1, y, z)| ≤ λ1(A1
2v
),
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for v = 0, we recall that E0 = {a1, b1}. For convenience, we assume that
the inequality |f(ξ1, y, z) − f(η1, y, z)| ≤ λ1(A120 ) = λ1(A1) holds for any
ξ1, η1 ∈ [a1, b1];
The above condition also holds for y-coordinate and z-coordinate. See the
following conditions (ii) and (iii) for details.
(ii) there exist a non-negative number A2 and a sequence {E ′v′}∞v′=0 of partitions





j=1, for any x ∈
[a1, b1], for any z ∈ [a3, b3] and for any ξ2, η2 ∈ (yj, yj+1), j = 1, 2, ..., n′v′ − 1,
|f(x, ξ2, z)− f(x, η2, z)| ≤ λ2(A2
2v′
),
for v′ = 0, we recall that E ′0 = {a2, b2}. For convenience, we assume that
the inequality |f(x, ξ2, z) − f(x, η2, z)| ≤ λ2(A220 ) = λ2(A2) holds for any
ξ2, η2 ∈ [a2, b2];
(iii) there exist a non-negative number A3 and a sequence {E ′′v′′}∞v′′=0 of partitions





k=1, for any x ∈
[a1, b1], for any y ∈ [a2, b2] and for any ξ3, η3 ∈ (zk, zk+1), k = 1, 2, ..., n′′v′′ − 1,
|f(x, y, ξ3)− f(x, y, η3)| ≤ λ3(A3
2v′′
),
for v′′ = 0, we recall that E ′′0 = {a3, b3}. For convenience, we assume that
the inequality |f(x, y, ξ3) − f(x, y, η3)| ≤ λ3(A320 ) = λ3(A3) holds for any
ξ3, η3 ∈ [a3, b3].
Definition 3.9.2 (Bounded µ-variation for interval functions). An interval func-
tion g : H3([a,b])→ R, g(I1×I2×I3) = g1(I1)g2(I2)g3(I3), is said to be of bounded
µ-variation on [a,b], where µ = (µ1, µ2, µ3) and [a,b] = [a1, b1]× [a2, b2]× [a3, b3],
denoted by g ∈ IBVµ([a,b]), if g1 ∈ IBVµ1([a1, b1]), g2 ∈ IBVµ2([a2, b2]) and
g3 ∈ IBVµ3([a3, b3]), see Definition 2.1.8.
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We always assume that g1, g2 and g3 are right-continuous.
Definition 3.9.3. Let G3 be the collection of (%1, %2, %3), where each %i is an N -
function, such that for every u ≥ 0,
%1(u)%2(u) ≥ u, %1(u)%3(u) ≥ u, %2(u)%3(u) ≥ u
and
%1(u)%2(u)%3(u) ≥ u.
In the two-dimensional case, we assume that %1(u)%2(u) = u. However, in the
proof, see the inequality (2.1.7), we only need %1(u)%2(u) ≥ u. For the three-
dimensional case, we cannot assume %1(u)%2(u) = u and %1(u)%2(u)%3(u) = u.
Because it implies %3(u) = 1 for all u. Hence for the three-dimensional case we
assume the above inequalities hold instead of equalities. An example is given as
follows:




3 ; if u ∈ [0, 1]
u ; if u ∈ (1,∞).
Clearly, %k is an N-function, k = 1, 2, 3. We can see that
%1(u)%2(u) = %1(u)%3(u) = %2(u)%3(u) =
u
2
3 ; if u ∈ [0, 1]




u ; if u ∈ [0, 1]u3 ; if u ∈ (1,∞)
≥u.
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Definition 3.9.5. Let [a,b] be an interval in R3 and f : [a,b] → R and g :
H3([a,b]) → R. Then f is said to be Net Henstock-Kurzweil integrable (or NHK-
integrable) to a real number A on [a,b] with respect to g if for every ² > 0, there ex-
ists a positive function δ defined on [a,b], where δ(ξ1, ξ2, ξ3) = (δ1(ξ1), δ2(ξ2), δ3(ξ3)),
such that for every δ-fine net division D = {(ξi, Ji)}mi=1 of [a,b], we have
|S(f, δ,D)− A| ≤ ²,
where S(f, δ,D) =
m∑
i=1




Following the ideas of the proofs of the two-dimensional case, we can prove the
following existence theorem.
Theorem 3.9.6 (Existence Theorem). Let % = (%1, %2, %3) ∈ G3. Let f ∈ BVλ([a,b])
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