INTRODUCTION
Ramanujan is viewed by many as one of the best mathematicians of all time. In ranking mathematicians on the basis of pure talent, the famous mathematician of the 20 th century, G.H. Hardy gave Ramanujan the highest score of 100. On this scale, he gave Hilbert a score of 80, himself a score of only 25, but said his colleague Littlewood merited 30. In fact, Ramanujan's works have fascinated many generations of mathematicians even a century after his death. The curious identity recorded by Ramanujan in his notebooks 2 1 − 1 3 2 1 − 1 7 2 1 − 1 11 2 1 − 1 19 2 = 1 + 1 7 1 + 1 11 1 + 1 19 (1.1) is mentioned in [Be] where Berndt asks: "Is this an isolated result, or are there other identities of this type?" Rebak [Re] provided formulas that generate infinitely many similar identities and believed that the curious identity is related to the reciprocal of the Landau-Ramanujan constant:
(1.2)
However, the generalization in [Re] does not guarantee nontrivial integral values for all variables in (0.2); in fact, there are only two values of a for Theorem 2.1 in [Re] to produce nontrivial integral values. Motivated by this, we answer the question of whether or not there exist more integral solutions for the equation (0.2). Our first main result states the necessary and sufficient conditions for real numbers t, A, x, y, and z that satisfy (0.2). As we study the necessary and sufficient conditions, our approach is not brute force and more general than [Re] and gives us a full understanding of the equation. It is worth noting that despite the complicating look of the equation, necessary and sufficient conditions for the variables can be established using quadratic equations.
To not get ourselves involved in trivial cases, we do not consider the situation when at least one of A, x, y, z is in {0, ±1}. By a nontrivial solution to (0.2), we mean that none of A, x, y, z ∈ {±1} and t = 0. 
, then x and y are the real roots of the quadratic equation X 2 − γX + β = 0 with γ 2 − 4β ≥ 0, β = 0, and 1 − γ + β = 0. The last section is devoted to some variations of the identity, which looks compelling like the following:
( 1.4) A theorem in the last section can make the left side of the identity arbitrarily long.
NECESSARY AND SUFFICIENT CONDITIONS
Proof of Theorem 1.1.
(1) Forward implication: From (0.2), we know that
Therefore, there exists some nonzero k ∈ R such that
By elementary algebra, we can show that xy = β and x + y = γ and so x and y are the roots of the equation X 2 − γX + β = 0. Because none of x and y is 1, we know that 1 − γ + β = 0. Furthermore, since x and y are real solutions to the quadratic equation
Lastly, β must be nonzero because if β = 0, then either x or y is zero, which does not satisfy our orginal identity. This completes our proof of the forward implication.
(2) Backward implication: For t, k = 0 and z, A / ∈ {0, ±1},
, and 1 − γ + β = 0. Let x and y be real roots of the quadratic equation X 2 − γX + β = 0. Then
So,
The fact that 1 − γ + β = 0 guarantees that xy − (x + y) + 1 = 0. Because kA 2 (z + 1) = 0, we have:
Equivalently,
Since β = 0, x, y = 0. We can safely divide the numerator and the denominator of the left side by xy to have:
which implies (0.2). This completes our proof.
We remark that Theorem 2.1 in [Re] is a special case of our sufficient condition. , 0, 1}. We acquire the identity:
This identity is Theorem 2.1 in [Re] . , 0, 1}. We acquire the identity:
.
This identity is mentioned in Example 2.4 in [Re] .
FINITELY MANY PERFECT RAMANUJAN IDENTITIES
3.1. Finitely Many Perfect Ramanujan Identities.
Proof of Theorem 1.3. We know that for a perfect Ramanujan identity,
The equality results from some elementary algebra to transform ( 0.2) and the inequality results from x ≤ y ≤ z. Notice that t ≥ 2. We consider two following cases.
(1) Case 1: A ≤ x. Then
So, there are finitely many values of A, which implies that there are finitely many values of t. Hence, there are finitely many values for
Let M be the set of possible values; for all m ∈ M, m > 1. For each m, we have:
So, there are finitely many values of x corresponding to each m. Because m ∈ M, a finite set, there are finitely many values of x for all perfect Ramanujan identity. Repeating the process, we can show that there are finitely many values of y and z.
(2) Case 2: A > x. From (3.1), we have:
So, there are finitely many values for x, which implies there are finitely many values for t. Because 2 ≤ 1 +
3 , there are finitely many values for A. Using the same argument as in Case 1, we can show that there are fintely many values of y and z. This completes our proof that there are finitely many perfect Ramanujan identities.
Next, we show that there are infinitely many general Ramanujan identities by simply giving a parameterization of a family of nontrivial solutions. Let t = 2, A = k, x = 5, y = 1 − 2k 2 and z = 7 for some k = ±1. This following is a correct identity:
We have completed the proof of Theorem 1.3.
Super-perfect Ramanujan Identity.
A super-perfect Ramanujan identity requires stricter but reasonable conditions on the variables t < A < x < y < z. The reason of the strict inequality is because if x = y, for example,
and so, (1 − 1 x 2 ) can be put outside the square root. We find that there are exactly 40 super-perfect Ramanujan identities, which are provided in the Appendix.
Remark 3.1. For all super-perfect Ramanujan identities, t = 2. With some elementary algebra, we know that if (t, A, x, y, z) forms a perfect Ramanujan identity, then equation (0.2) is equivalent to
On the other hand,
Hence, 2 ≤ t ≤ 6. Consider t ≥ 3. We know that A ≥ 4. Then
This is a contradiction. Therefore, t = 2.
VARIATIONS OF RAMANUJAN IDENTITY
In this section, we provide several interesting variation of the Ramanujan identity. We first give an example of a variation and then, present the main theorem, which helps generate arbitrarily long identities.
Remark 4.1. Let γ and β be defined as in Theorem 1.1. We find that the determinant of the equation
The goal is to cleverly choose values for A, z, k and t so that γ 2 − 4β is an integer because then we have integral values for x and y.
We will illustrate Remark 4.1 by an example. For some a ∈ R and a / ∈ {−
. Plugging these values into our function for γ 2 − 4β, we have γ 2 − 4β = 16(2 − a). Note that γ = −2 and β = 4a − 7. In order to satisfy the conditions mentioned in Theorem 1.1, a ≤ 2, a = 1 and a = . Therefore, if we let a = 2 − b 2 for b being a positive integer greater than 1, then γ 2 − 4β is a positive integer and a satisfies all conditions. Example 4.2 below give a nice identity from this choice. 
The following theorem is a generalization of the above method. This theorem gives arbitrarily long identities.
Theorem 4.3. Given a ∈ Z such that a = 2 − b 2 for some positive integer b. Let n ∈ N be picked, If a + 1, a + 2, ..., a + n = 0, a + n = 1 and a / ∈ {0, 1, 2}, then the following identity holds:
Proof. We use Theorem 1.1 to prove this identity. Let
. The conditions put on a and n by Theorem 4.3 satisfy the conditions mentioned in Theorem 1.1. Plugging these values for t, a, z, and k into our formula for γ 2 − 4β, we have γ 2 − 4β = 16(2 − a) = √ 16b 2 = 4b and γ = −2. Therefore, x = 1 2 (−2−4b) = −2b−1 and y = 1 2 (−2+4b) = 2b − 1. So, by Theorem 1.1, we have the identity.
5. APPENDIX 5.1. Two Nice Identities Inspired by Ramanujan. Below are two curious identities. Since proving them is out of the focus of the paper and the proof is itself not interesting, we simply mention them here. 
