The receptivity of hypersonic boundary layers to freestream disturbances, which is the process of environmental disturbances initially entering the boundary layers and generating the growth of instability waves, is altered considerably by the presence of the bow shocks in the flow fields. In a previous paper (AIAA paper 97-0756), we have presented some initial results on numerical simulations of the receptivity of a hypersonic boundary layer to freestream monochromatic planar acoustic disturbances for a Mach 15 flow over a parabolic leading edge. The initial results showed that the instability waves developed in the hypersonic boundary layer behind the bow shock contain both the first and second mode instabilities.
INTRODUCTION
The prediction of laminar-turbulent transition in hypersonic boundary layers is a critical part of aerodynamic design and control of hypersonic vehicles 11121. In general, the transition process in boundary layers is the result of nonlinear response of the laminar boundary layers to forcing disturbances [3-61. The forcing disturbances can originate from many difference sources including freestream disturbances, surface roughness and vibrations, etc 171. In an environment with small initial disturbances, the paths to transition consist of three stages: 1) receptivity, 2) linear eigenmode growth or transient growth, and 3) nonlinear breakdown to turbulence.
Among them, the receptivity mechanism provides important initial conditions of amplitude, frequency, and phase for the instability waves in the boundary layers 18-lol. For hypersonic boundary-layer flow over blunt bodies, the receptivity process is much more complex and is currently not well understood 1i1~i21. Figure 1 shows a schematic of wave field interactions near the hypersonic leading edge affected by freestream disturbances. The receptivity phenomena are altered considerably by the bow shock in front of the body. The interaction of the waves with the shock can affect the transition of the hypersonic boundary layer behind the shock.
In [13] , we developed and validated a set of fifthorder shock fitting numerical methods for the DNS of the receptivity of hypersonic boundary layers over blunt bodies. Both the unsteady bow shocks and the development of instability waves in the boundary layers are simultaneously included in the simulations. Subsequently, we 1141 investigated the receptivity of a hypersonic boundary layer to 2-D freestream monochromatic planar acoustic disturbances by DNS for a Mach 15 flow over a parabolic leading edge. The initial results showed that the instability waves developed in the hypersonic boundary layer behind the bow shock contain both the first and second mode instabilities. In order to gain a deeper understanding of the the leading edge receptivity process of hypersonic flows over blunt nose, parametric studies are necessary to study the effects on receptivity by nose radius, wall cooling, Reynolds numbers, and other freestream disturbances.
The purpose of the present studies is to conduct parametric studies by means of numerical simulations for a large number of computational cases with different parameters. These results demonstrate in depth the properties of the hypersonic receptivity process. To focus our attention on the leading edge receptivity only, we limit our parametric studies to the two-dimensional instability waves in hypersonic boundary layers induced by 2-D free stream disturbances.
The generation of boundary-layer waves in the boundary layer are studied based on the direct numerical simulations (DNS). The numerical solutions of the full Navier-Stokes equations are compared with theoretical analysis, such as the local normal-mode linear stability analysis. The numerical accuracy of the DNS results for such hypersonic boundary layer receptivity have been evaluated by grid refinement studies and by comparison with available experimental or theoretical results. The detailed results of code validation and error assessments are not presented here. They have been reported in several previous papers Ref. [13, 15] . 
GOVERNING EQUATIONS
The governing equations are briefly presented in this section, followed by a brief discussion of the numerical methods and accuracy in Section 3. Details of the governing equations and gas models, as well as a review of the hypersonic receptivity, stability, and transition have been presented in [13] .
The governing equations for the direct numerical simulations of hypersonic flows over a blunt wedge are the unsteady three-dimensional Navier-Stokes equations in the following standard conservation-law form: dU* dF*j dF*,j = o --F+ ax; + ax;
where superscript V represents dimensional variables, and t* and x; are components of Cartesian coordinates and time respectively. In the present study, the gas is assumed to be a thermally and calorically perfect gas. The viscosity coefficient is calculated according to the Sutherland law with the assumption of zero bulk viscosity. It is also assumed that the gas has a constant ratio of specific heats and a constant Prandtl number. The thickness of the bow shock is assumed to be thin so that it is treated as a mathematically discontinuous surface satisfying the the Rankine-Hugoniot relations. These assumptions are a significant simplification of actual hypersonic flows, where the equilibrium and nonequilibrium real-gas effects may be significant and the bow-shock thickness may not be very thin. However, these simple models are necessary in order to study the main features of the stability and receptivity of viscous hypersonic flows.
In receptivity simulations, the flow variables at the supersonic free stream in front of the bow shock are fixed for a steady flow, and are a steady flow field plus a weak acoustic wave field for unsteady flows. The body surface is assumed to be a non-slip wall with a given constant wall temperature TG. The bow shock is assumed to be an infinitely thin moving surface, where flow variables across the shock are governed by the RankineHugoniot conditions. The Rankine-Hugoniot relations lead to jump conditions for flow variables behind the shock as functions of freestream flow variables at the shock and the local shock normal velocity v,. In order to compute the flow variable behind the shock, the velocity of the shock front v, is needed. The shock normal velocity is determined by a characteristic compatibility equation immediately behind the shock.
Because the flow field behind the bow shock is not uniform, the flow variables are nondimensionalized using the freestream conditions as characteristic variables. Specifically, we nondimensionalize the velocities with respect to the freestream velocity U,& , length scales with respect to a reference length d*, density with respect to &$, pressure with respect to pL,, temperature with respect to T&, time with respect to d*/U&, vorticity with respect to U&/d*, entropy with respect to cg , wave number by l/d*, etc. The dimensionless flow variables are denoted by the same dimensional notation but without the superscript "*".
RECEPTIVITY SIMULATIONS
The receptivity of a two-dimensional boundary layer to weak freestream acoustic disturbance waves for hypersonic flows past a parabolic leading edge at zero angle of attack are considered. The body surface is a parabola given by
where b* a given constant and d* is taken as the reference length. The nose radius of curvature is r* = 1/(2b*). The receptivity problems consider freestream disturbances superimposed on the steady mean flow to investigate the development of boundary-layer waves under the influence of bow shock interaction. The freestream disturbances are assumed to be weak monochromatic planar fast acoustic or entropy waves with wave fronts normal to the center line of the body. The wave fields of the unsteady viscous flows are represented by the perturbations of instantaneous flow variables with respect to their local steady based flow variables. The flow variable perturbed by the freestream acoustic wave before reaching the bow shock can be written in the following form: The forcing frequency of the freestream acoustic wave is represented by either a dimensionless frequency F defined by F = lo6 $ = lo6 w/Rem .
or represented by a Strouhal number S defined by
The Strouhal number S represents the relative bluntness of a blunt leading edge if the nose radius of curvature is used for d' , and F represents the wave frequency with respect to viscous flow scales. For the same forcing frequency w, the wave numbers for the fast acoustic waves (ka) and entropy waves (lee) in the freestream are related to each other by the following relations:
Mco-tl lee = ka 7 lx
In this paper, the receptivity problems are studied numerically by solving the unsteady Navier-Stokes equations using a fifth-order shock fitting scheme described in [13, 15] . The numerical accuracy of the solutions are also evaluate by grid refinement studies for both the steady and unsteady solutions. The numerical simulation for an unsteady hypersonic layer receptivity problem is carried out in three steps. First, a steady flow field is computed by advancing the unsteady ilow solutions to convergence with no disturbances imposed in the freestream. Second, unsteady viscous flows are computed by imposing a continuous planar acoustic or entropy single-frequency disturbance wave on the steady flow variables at the freestream side of the bow shock. The unsteady calculations are carried out for about 20 to 40 periods in time until the solutions reach a periodic state in time. Third, the unsteady computations are carried out for one additional period in time to perform a FFT on the perturbation field to obtain the Fourier amplitude and phase of the perturbations of the unsteady flow variables throughout the flow field.
FLOW CONDITIONS
A number of computational cases have been considered to study parametric effects of frequency, nose bluntness, freestream wave types, wall cooling, and Reynolds numbers on hypersonic receptivity. All cases presented in this paper have the following common flow conditions: The general features of steady flow solutions have been presented in [16] . In this section, we discuss the steady flow characteristics for the viscous hypersonic flow over parabolas relevant to the receptivity studies.
Vorticity Interaction
Hypersonic flow fields over a blunt leading edge consists of three main regions as shown in Fig. 2 . Region I is the rotational inviscid outer field, where vorticity is generated by the curved bow shock according to the Crocco's theorem. Region II is the viscous stagnation flow region, where the boundary layer thickness is constant for incompressible flow and is near constant for compressible flows. Region III is the boundary layer flow downstream where boundary layer thickness grows along the streamwise directions. There is an interaction between region I and region III due to non-zero vorticity outside the boundary layer created by the bow shock. Such vorticity interaction, which may play an important role in the stability of hypersonic boundary layer downstream, is studied in this paper through the numerical solutions of the full Navier-Stokes equations.
The inviscid vorticity field immediately behind the bow shock can be analyzed by making the inviscid flow assumption for flow near the shock. The inviscid vorticity jump across the bow shock was derived by Truesdell li71, Lighthill [i81, and by Hayes lrgl using the Rankine-Hugoniot relation and Crocco's theorem or momentum equation in the direction normal to the shock. For a bow shock in a uniform freestream flow, the vorticity vector behind the shock depends only on the density ratio across the shock and the shock curvature tensor, i.e., where k is the curvature of the shock and ut is the local tangential velocity component. Fig. 3 compares the local vorticity components immediately behind the bow shock for the steady NavierStokes solutions of Case A and the inviscid theoretical results determined by Eq. (9). The two sets of results agree very well. There are slight differences at the valley of vorticity distribution because the viscous effects are not accounted for in Eq. (9). In the figure, the negative sign in the vorticity represents that the vorticity is pointing in the negative z direction. The magnitude of the vorticity generated by the bow shock reach a maximum near the leading edge and decreases afterward.
The bow shock generates curved streamlines behind it as shown in Fig. 4 . The ratio of the local streamline curvature at the shock to the shock curvature at the same point was derived by Hornung as a function of local shock angle, Mach number and y only, i.e. 1201, Figure 5 compares streamline to shock curvature ratios between numerical solutions of the Navier-Stokes equations and the theoretical results. The two sets of results compare very well with each other. The curvature ratio is zero at the stagnation line (p = 90°) because the streamline curvature is zero. The ratio is negative near the stagnation point because the streamlines are concave there. It then passes through the zero curvature point and become positive as ,B decreases.
The vorticity generated behind the shock is convected downstream in region I, where the flow is isentropic along a streamline in steady inviscid flows. For steady inviscid flow with a uniform freestream, it can be shown 1211 that (11) Equation (11) leads to the result that the ratio of vorticity to pressure w/p is constant along streamlines for steady 2-D perfect-gas flow. Since hypersonic flow over a parabola has favorable pressure gradients in region I, the magnitude of vorticity drops along a streamline for inviscid flows. The vorticity created by the bow shock interacts with the boundary layer when the streamlines enter the boundary layer downstream. Figure 6 shows steady vorticity solutions along the body surface and behind the bow shock. The vorticity along body surface is generated by viscosity due to shear effects in the boundary layer. The vorticity interaction can be characterized by the ratio of maximum vorticity in magnitudes behind the shock and on the body surface. For the present case A, the ratio is max(wshk) = o 0465 max(wwall) * (14 which indicates a weak vorticity interaction between region I and III. According to Eq. (9), the vorticity behind the shock becomes stronger when the density ratio 4
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Solutions in the Boundary Layer Region
The numerical solutions of the full Navier-Stokes equations are compared with boundary layer equations results. An approximate locally similar boundary layer solution is calculated by using a similarity transformation 1221, i.e.,
where, s* and n' are the local dimensional natural coordinates defined by the surface length and distance along the wall-normal direction, respectively. The variable 17 is the similarity boundary layer nondimensional coordinates.
The parameters pe+, uz, and ,$ are dimensional density, tangential velocity, and viscosity coefficients for inviscid flow on the wall, and they are taken to be the freestream boundary conditions for the boundary layer equations. For hypersonic flow over a parabola, the determination of boundary edge conditions can be obtained from inviscid solutions by computing the Euler equations. Since the pressure does not change much across the boundary layers, we use the surface pressure obtained by the Navier-Stokes equations as the edge inviscid pressure p, for the boundary layer calculations. The other inviscid conditions, pz, uz, and & are on the surface, and are obtained by an isentropic relation by assuming they are corresponding to the inviscid stagnation streamline behind the normal part of the bow shock.
The boundary layer solutions in region II and III are obtained by using an approximate local similarity solution by assuming and T* -= 477) T,*
Substituting Eqs. (15) into the compressible boundary layer equations, and neglecting the effects of body surface curvature, leads to the following standard similarity equations,
where C = $$ is the Chapman-Rubesin parameter, Me is the edgggach number, Pr is the Prandtl number, anda= 52' + is the edge velocity gradient parameter. This nonlinear set of ordinary differential equations with appropriate boundary conditions are solved by a shooting method based on a fourth-order Runge-Kutta scheme. Figure 7 shows the distribution of the Navier-Stokes solutions along the body surface for skin friction coefficients and heat transfer coefficients nondimensionalized by freestream parameters. The characteristics of the solutions in Viscous region II and III is shown in the figure. In the leading edge region, shear stress coefficient Cf has a rapid and almost linear increase, which represents the stagnation region II boundary layer solution. As x increases, the Cj reaches a peak and decreases as x increases further down stream, which is a typical boundary layer solution in favorable pressure gradients in region III.
The Navier-Stokes solutions and independently obtained boundary-layer similarity solutions for the same flow conditions are compared by normalizing the Navier-Stokes solutions by local boundary-layer edge parameters. Figure 8 shows a local shear stress coefficient cf and Stanton number st defined by local boundary layer variables, i.e.,
The figure shows that the current Navier-Stokes solutions agree very well with the boundary-layer results for both skin friction and heat transfer rates. The results also show that there is also a similar characteristic in the cf and st as the Reynolds analogy in flat plate boundary layers in that cf/(2st) is close to a constant. The ratio is near 1.14 for the current flow conditions.
The interaction of solutions in region I and III can be shown by plots of tangential velocity u*/uz vs. boundary layer coordinates q along wall-normal grid lines. Figure 9 compares the velocity profiles from the boundary layer solutions with those from the Navier-Stokes solutions for two cases of different Reynolds numbers (Cases A and D), where i = 12 is an index near the nose region while i = 127 is located further downstream. The x coordinates of the intersecting points of grid lines and the body surface for Case A are: The results show a very good agreement in the boundary layer up to the edge of the boundary layer located American Institute of Aeronautics and Astronautics , approximately at q = 3 for this case as shown in Fig.  10 . The velocity profiles are nearly independent of the Reynolds number when they are normalized by local boundary layer similarity parameters. The velocity profile has an inflection point near the leading edge due to strong inviscid vorticity outside the boundary layer. As the flow moves downstream, the velocity profiles become fuller and approach the boundary layer solutions. The figure also shows that the boundary thickness is located at approximately 17 = 3, which is nearly constant at various grid stations along the body surface.
The viscous flow in region II of the stagnation point can also be solved by the boundary layer equations governed by Eqs. (16) and (17) The first group of cases are the receptivity simulations for freestream planar acoustic waves. Forcing frequency F is in the range of 531 to 2655. Some initial results of the acoustic receptivity have been presented in [16] . The results of parametric studies are presented here. Figure 11 shows the contours for the instantaneous perturbation u' and the velocity vectors after the flow field reaches a time periodic state for Case A.l. The instantaneous contours show interaction of the freestream disturbances with the bow shock and the development of instability waves in the boundary layer on the surface. Figure 12 shows the distribution of instantaneous velocity perturbations due to the wave field development in the boundary layer along the j = 30 grid line near the body surface. There are two distinct sections of different wave patterns in the boundary layers, one is developed from the leading edge at x < 0.2 and the other is developed further downstream at x > 0.2. The peak oscillations for the wave in the first region are very close to the wall surface and there is mainly one peak qw = 0.570 Pr-".6 Cp m (2) "' (Te -Tw) (20) in th e oscillation magnitudes across the boundary layer. The second region d&elops oscillations away from the wall with two magnitude peaks. Figure 11 In this section, the receptivity of boundary-layer instability waves to planar acoustic and entropy disturbances in the freestream is studied for two-dimensional hypersonic flow over a parabolic leading edge. The unsteady flow solutions are obtained by imposing acoustic or entropy disturbances to the basic flow in the freestream. The flow conditions of four groups of computational cases are tabulated in Section 4.
On the other hand, the change of wave modes does not exist in region I which is outside of the boundary layer as shown in Fig. 13 , which shows the distribution of instantaneous perturbation of u' immediately behind the shock. There is only a single wave pattern in the solution behind the bow shock.
Temporal Fourier analysis is carried out on local perturbations of unsteady flow variables after a time periodic state has been reached. The Fourier transform for the real disturbance functions lead to: N q'(x, y,t) = %{c jqn(x, y)I ei [--nwt+4n(zsy) l} (23) n=O where w is the forcing frequency, q/(x, y, t) represents any perturbation variables, and lqn(x, y)] and &(x, y) are real variables representing the local perturbation amplitude and phase angle respectively. The subscript n represents the wave modes of the perturbation fields, where n = 0 is the mean flow distortion, n = 1 is the fundamental mode, and n = 2 is the second harmonic, etc. These variables indicate the amplitude of local disturbances and the local phase angle. with respect to the forcing waves in the freestream. The averaged kinetic energy per unit volume and Reynolds stress can also be computed using the following formulas: f~ = f p (U'2 +w'~) = f f&l2 + lw,12) (24) n=O 6 American Institute of Aeronautics and Astronautics 
For perturbations in the boundary layer near the body surface, we can define a local growth rate o,. and a local wave number Qi of the perturbation fields by,
where the derivatives are taken along a grid line parallel to the body surface. Figure 14 shows the contours of Fourier amplitudes and phase angles for the horizontal velocity components for the case of F = 2655. There is a strong growth near the leading edge in the boundary layer near the wall, followed by a rapid decay and transition to another wave mode. This can be shown in Fig. 15 for the amplitude distribution of the velocity perturbations near the parabola surface. These figures show two distinct main regions of instability waves. The figure also shows that the first mode is much stronger than the second mode for the test case at this particular frequency.
The propagation of the perturbation waves are represented by the spatial distribution of lines of constant phase angles shown in Fig. 14 . Notice that some of the discontinuous contour lines in the phase angles with jumps in phase angle of multiples of 360° are not real discontinuities. The decay of first mode and the growth of the second mode is shown by a sudden phase change near the body surface around x = 0.2. The phase structure has one more variation across the boundary layer after the change of modes.
Local parallel linear stability theory (LST) is used to identify the boundary layer eigenmodes and to analyze the instability mechanism and the bow-shock effects. The LST is used to obtain instability modes based on the numerically obtained basic flow between the body and the bow shock. The LST code is a spatial stability code developed by Hu and Zhong 12*1 based on both a fourth-order finite difference global method and a spectral global method. In LST analysis, the disturbance equations are reduced to an eigenvalue problem by assuming the perturbations of flow variables in a normal mode form:
where n and s is coordinate along the wall-normal and surface directions, cr is the wave number, and i(yn) is the eigenfunction. In the LST analysis, (Y and c&) are obtained as the eigenvalue and eigenfunction of the stability equations for a given forcing frequency w. For the spatial problem, w is real, and CY is a complex wave number, CX = (Yf + i CYi (29) where CY,. and oi represent the spatial wave number and growth rate of a wave mode respectively. The wave is unstable when oi is negative. In this paper, the wave modes obtained by the LST analysis are compared with the Fourier amplitude and wave number/growth rates defined by Eqs. (26) and (27) . Because the eigenfunction represents only the homogeneous transient solution in the receptivity process, the comparison is used mainly for the purpose of identification of the wave modes obtained by the receptivity simulations. Since the simulation is an initial boundary value problem with non-homogeneous forcing terms in the freestream, while LST involves a homogeneous normal mode problem, it is expected the two solutions will not agree in region I located outside of the boundary layer. Figure 16 shows the local wave number CY,. in the boundary layer along a grid line near the parabola surface for the case of F = 2655. The numerical solutions include the wave number computed using both temperature and entropy perturbations. The LST results of the first, second and third modes are compared with the results obtained by numerical simulations. In the first mode region, the wave number increases (wavelength decreases) along the x direction. The figure shows that the LST first mode wave number has the closest agreement with the numerical wave solutions in this region. The results agree reasonably well considering the fact that LST is based on a parallel flow assumption, while the numerical solution is obtained in a flow field which is not strictly parallel and with the effects of surface curvature. As the waves develop downstream, the wave mode in the simulations undergo a gradual transition from the first mode to the second and third modes further downstream. Therefore, the results indicate that the instability waves excited in the first region are dominated by the first mode, followed by a gradual transition to the second and third modes.
The identification of the wave modes induced by freestream disturbances is further examined by comparing the LST eigenfunctions with Fourier amplitudes of the Navier-Stokes solutions. For the purpose of comparison, the eigenfunctions are normalized by their respective peak values near the wall. Figure 17 shows such comparison for the temperature amplitudes along grid lines normal to parabola surface at 'several i grid stations for the case of F = 2655. The figure shows that numerical solutions at earlier stations of i = 50 and 80 agree closer to the LST first mode in the region inside of the boundary layer. At later stations, the DNS results gradually change to profiles that are closer to the LST 2nd mode at i = 100 and 120, the LST 3rd mode at i = 140 and 160. The figure also shows that due to the effects of interaction of the bow shock with the flow dis- , turbances, the DNS produce very complex flow distributions in the inviscid region I. The variations outside the boundary layers are those induced by the forcing disturbances and their interaction with the bow shock. The DNS results and LST ones agree mainly inside the boundary layer in the wall region. In the flow region outside the boundary layer, the two solutions do not agree because the DNS solutions contain both the wave modes and the nonhomogeneous solutions induced by the forcing wave in the freestream.
It is found that the agreement between the LST first and second mode eigenfunctions and DNS results becomes better for test cases of lower frequencies. Figure 18 compares the LST first-mode eigenfunction with amplitudes of the simulation along a wall-normal direction at x = 0.5521 for the case of F = 1770. The DNS results agree very well with LST results inside the boundary layer. Again, the disagreement outside the boundary layer near the bow shock is expected because the effects of the forcing disturbances are not considered in the linear stability analysis.
For hypersonic flows over a blunt body, any freestream wave interaction with the shock always generates a combination of all three kinds of waves: acoustic, entropy, and vorticity waves. In a previous paper, Zhong et al. 1161 showed that the inviscid entropy and vorticity waves based on the Euler equations are singular at the stagnation point. Such a singularity creates a wide .range of length scales for these waves near the leading edge region. The singularity is removed in the viscous flow solutions.
Figures 19 and 20 show the variation of local pressure and entropy perturbation amplitudes along the stagnation line. The pressure disturbances show a typical acoustics interaction with a solid wall. The variation in pressure amplitudes is the result of the back and forth propagation and reflection of the acoustic wave. The existence of the boundary layer on the wall does not have a strong effect on the pressure waves propagation in the flow fields and the reflection from the wall. On the other hand, the entropy distribution shows a sharp change in entropy amplitudes in a region very close to the wall. There are two wave patterns along the stagnation line. The propagation in the region of x < -1.02 is a normal entropy wave propagation with slight damping on the wave because of viscosity. This region corresponds to the region outside of the boundary layer in the mean flow. The second region at x > -1.02 is the region inside the boundary layer induced by the incoming entropy waves. The wave is first amplified near the wall, but then decreases in a region very close to the wall. The thickness of the small region has a length scale much smaller than the lengthscale of the boundary layer. Such features of entropy perturbations exist for all cases considered in this paper.
For weak monochromatic freestream forcing waves, the generation of instability waves are expected to be linear with respect to the forcing amplitudes for the disturbances with the same fundamental frequency. Figure  21 shows the maximum temperature amplitudes of the first and second modes as functions of the freestream forcing disturbance amplitudes for the case of A.l. The dotted lines are the expected linear response to the freestream forcing amplitudes. The figure shows that when e is very small, the receptivity of the wave mode of the fundamental frequency is linear. As E increases, the receptivity results deviate from the linear curves due to the nonlinear effects of the nonlinear interaction between the wave harmonics. Figure 22 shows the temperature disturbance amplitudes along the body surface for two cases of E at F = 2655. Both the fundamental mode (n = l), second harmonic (n = 2), and mean flow distortion (n = 0) for the two cases are plotted in the figure. The scaled results of the two cases should be the same for linear modes. The figure shows that receptivity of the fundamental modes are governed by linear mechanism, while the second harmonic and the mean flow distortion is nonlinear with respect to E as shown by the figure.
For the leading edge receptivity problems of hypersonic flows over blunt bodies, the effects of nose bluntness can be characterized by the nondimensional Strouhal number defined in Eq. (7). Therefore, the increase of forcing frequency at a fixed nose radius is equivalent to the increase of nose bluntness. We investigate the effects of forcing frequencies and nose bluntness on the receptivity of a hypersonic leading edge by considering a number of test cases with a range of forcing frequencies F while holding all other flow parameters fixed. The specific nondimensional frequencies are in the range of F = 531 to 2655, which corresponds to the Strouhal number in the range of S = 0.4 to 2. Figure 23 shows the distribution of the amplitudes of horizontal velocity and entropy perturbations along a grid line near the body surface for Cases A.1 to A.7 of different forcing frequencies. Each line in the figure represents a test case of different frequency. The results of different frequencies show similar receptivity pattern that first modes grow and decay, followed by the growth and decay of second and third modes respectively. As frequency decreases, the maximum first mode growth becomes larger, its location moves downstream, and the first mode instability region extends to a much longer range. The second mode instability region appears at further downstream to the first mode region with higher local Reynolds numbers. Similar to the first mode cases, the second mode increases in strength as frequency decreases, though they are weaker than the first mode region for these particular flow conditions.
The receptivity effects are often measured by a receptivity coefficient. For incompressible boundary layer receptivity studies, it is defined by the ratio of amplitudes at the Branch I neutral stability point to the freestream wave amplitudes. Such a definition is difficult to ap-8 American Institute of Aeronautics and Astronautics ply to current hypersonic boundary layer receptivity. Therefore, a different receptivity coefficient for hypersonic receptivity studies is defined as where Id Imar is the Fourier amplitude for a flow variable q at a location of maximum first or second mode amplitudes in the boundary layer. Figure 24 shows the variation of receptivity coefficient (Al defined by entropy perturbations as a function of F. The results of A for both the first and the second modes are plotted in the same figure. As the frequency decreases, the receptivity coefficients for the first modes increase and approach peak values. The location of the maximum first and second mode wave amplitudes as a function of F is shown in Fig. 25 The frequency increase corresponds to the increase of the Strouhal number and the relative nose radius. Therefore, as the relative nose radius increases, the receptivity coefficients decrease.
Case B: F'reestream Entropy Waves
In addition to freestream acoustic waves, other forms of disturbances in the freestream can also affect the instability in hypersonic boundary layers. In this section, the results of receptivity of hypersonic boundary layers to single-frequency planar entropy waves in the freestream are considered. Freestream entropy waves represent non-acoustic temperature or density perturbations in the freestream of the flow field.
For hypersonic flow over a blunt leading edge, the bow shocks play an important role in the leading edge receptivity process. Before entering a hypersonic boundary layer, a freestream disturbance wave will interact with the bow shock first. The interaction of any kind of disturbances with a shock wave will produce all three kinds of waves: acoustic, entropy and vorticity waves. It is these generated disturbances which propagate or convect downstream to enter the boundary layers. The strengths of the generated waves behind the shock depend on the specific incident wave from the freestream.
The linear interaction of freestream disturbance wave with a planar shock can be predicted by linear theory such as that derived by Mckenzie and Westphal 1251. For the case of the transmission of freestream acoustic waves through a normal shock, the ratio of pressure amplitudes before and after the shock is: p:-2M$, + 2(y + l)M& + 2(3y -1)M; + 1-y Pb, -(7 + I)(1 + M& + WkgNs)
where subscript s represents variable immediately behind the shock. The corresponding generation formula for the case of freestream entropy wave is
The strength of freestream acoustic and entropy waves are measured by pk, = cMco and sb, = EM, respectively. Table 1 shows a comparison of pressure and entropy amplitudes behind a shock generated by incident acoustic waves with those generated by incident entropy waves for the same freestream wave amplitudes for the current case of Mach 15 flow with y = 1.4. For the same wave strength in the freestream, freestream acoustic waves generate stronger acoustic wave components behind the bow shock while generating weaker entropy wave components. Therefore, freestream acoustic and entropy receptivity cases represents the effects of receptivity by an acoustic wave dominated perturbations behind the shock as compared to the entropy wave dominated ones. Therefore, a comparison of the results of acoustic and entropy wave receptivity will help to understand the relative importance of the two kinds of perturbations in the freestream on generating instability waves in the boundary layers. The flow conditions for the entropy receptivity Case B are listed in Section 4. All cases in group B have the same base steady solution as that of Case A except that the freestream is planar entropy waves. Figure 26 shows the contours of instantaneous perturbations of horizontal velocity components for Case B.l of freestream entropy wave of F = 2655. The u' contours of the entropy Case B.l show wave patterns in the boundary layer very similar to those of Case A.1 for freestream acoustic waves (Fig. 11) . Specifically, it shows a first mode growth and decay in the region of x < 0.2, followed by a second mode structure in the region of z > 0.2. The contours of Fourier amplitudes and phase angles of horizontal velocity components for the same case are shown in Fig. 27 . The wave patterns inside the boundary layer near the wall are identical to those of freestream acoustic waves at the same frequency (Fig. 14) , though the wave patterns generated by the two kinds of freestream waves are different in the region I outside of the boundary layer. The results indicate that freestream perturbations of the same frequency but different kinds generate identical boundary layer wave modes, which is independent of the forcing disturbances. Figure 28 compares the pressure and temperature amplitudes of two case of freestream waves along a wall-normal grid line. Since the amplitudes of the two cases are different, the wave amplitudes in the figure are normalized by their own first peak values near the 9 American Institute of Aeronautics and Astronautics wall so that we can compare the eigenfunctions. The numbers marked on the figures are those for the case of freestream acoustic waves of Case A.l. The figure shows that while the wave strengths are very much different outside the boundary layers, the induced instability wave modes in the wall are identical. Figure 29 shows the distribution of the Fourier amplitudes of Iu'J along a grid line near the parabola surface for the acoustic and entropy cases. The figure shows that the freestream acoustic wave generates stronger first and second wave modes in the boundary layer than the freestream entropy wave does. Meanwhile, the location of the peak in the first mode and the second mode are the same for two cases. Figure 30 shows the corresponding distribution immediately behind the bow shock. The freestream entropy waves generate stronger entropy perturbations behind the shock but weaker pressure perturbations near the leading edge. These results show that acoustic waves play a more important role in the receptivity process of exciting the instability waves in the boundary layer.
Figures 31 shows the variation of local pressure and entropy perturbation amplitudes along the stagnation line for Cases A.1 and B.l. Again, freestream acoustic waves generate stronger perturbations in the boundary layer though it induces weaker entropy perturbation immediately behind the shock. Both pressure and entropy perturbations are stronger for the acoustic case A.l. Figure 32 shows the distribution of the amplitudes of horizontal velocity and entropy perturbations along a grid line near the body surface for Case B of different forcing frequencies. Each line in the figure represents a test case of different frequency. The results of different frequencies show similar receptivity patterns as those for the freestream acoustic wave cases (Fig. 23) , except that the entropy waves induce weaker perturbations in the boundary layer. Figure 33 compares the variation of receptivity coefficient IAl induced by freestream acoustic and entropy waves. The corresponding comparison of location of maximum entropy amplitude between the cases of freestream acoustic and entropy waves are shown in Fig. 34 . Again the receptivity coefficients for freestream entropy waves are weaker than those for acoustic waves, but the location of maximum wave amplitudes are the same for both cases. Figure 33 also shows that as the frequency decreases, the receptivity coefficients for the first modes increase, approach a peak value, and decrease as F is further reduced. Therefore, as the relative nose radius decreases, the receptivity coefficients will first increase, but decrease if the nose radius is further decreased.
Case C: Effects of Wall Temperatures
It has been shown by LST 1261 that wall cooling stabilizes the first mode in a flat plate boundary layer while destabilizing the second mode. The wall-cooling effects on the leading edge receptivity are studied by DNS of acoustic receptivity for two cases of wall temperatures in Case A (T,,, = 1OOO.K) and Case C (T, = 2000K). The flows conditions for the higher wall temperature Case C are listed in Section 4. Figure 35 shows the contours of instantaneous perturbations and Fourier amplitudes of horizontal velocity components for the case of freestream acoustic waves with T, = 2OOOK and E = 5 x 10e4. The u' contours of the current case show a very similar wave pattern in the boundary layer as to those of Case A.1 for lower wall temperature (Figs. 11 and 14) . Figure 36 compares the distributions of the Fourier amplitudes of 15'1, lu'l and lzl'l along a grid line near the parabola surface for Case A.1 and C.l of higher wall temperature.
The figure shows that the wall cooling results in a stronger receptivity in wave perturbations in the boundary layer. Meanwhile, the location of the peak in the first mode and the second mode are not very sensitive to the changes in wall temperatures. Figure 37 shows the distribution of the amplitudes of horizontal velocity and entropy perturbations along a grid line near the body surface for Case C of different forcing frequencies. Each line in the figure represents a test case of different frequency. The results of different frequencies show similar receptivity patterns as those for the freestream acoustic wave cases (Fig. 23) , except that the case of high wall temperature induce weaker perturbations in the boundary layer.
Figures 38 and 39 compare the variation of receptivity coefficient IAl induced by freestream acoustic waves for two cases of different wall temperatures. The corresponding comparisons of location of maximum entropy amplitude are shown in Fig. 40 . Again the receptivity coefficients for the case of higher wall temperature are weaker but the location of maximum wave amplitudes are the very close for both cases.
Case D: Effects of Reynolds Numbers
The Reynolds number effects on receptivity are studied by DNS of two cases of acoustic receptivity of the same flow conditions except that the sizes of the parabola are different.
The flow conditions for the higher Reynolds number Case D are listed in Section 4. Figure 41 shows the contours of instantaneous perturbations of horizontal velocity components for the case of higher Reynolds numbers at E = 5 x 10m4. The u' contours of the current case show a generation of first mode instability waves in the boundary layer. Since the frequency for the current case is very low, only the first mode region is shown in the figure. test case of different frequency. The results show that the case of high Reynolds numbers induce stronger perturbations in the boundary layer. In addition, the second mode also becomes stronger than the first for Case D.3. Figure 43 compares the variation of receptivity coefficient IAl induced by freestream acoustic waves for two cases of different Reynolds numbers. Again, the receptivity coefficients for the case of higher Reynolds numbers are stronger but the location of maximum wave amplitudes are very close for both cases.
CONCLUSIONS
A parametric study of the leading-edge receptivity of a hypersonic boundary layer to freestream monochromatic planar acoustic and entropy disturbances has been carried out by direct numerical simulations (DNS) for a two-dimensional Mach 15 flow over a parabola. The steady flow solutions are studied with the focus on the vorticity interaction between inviscid vorticity field generated by the bow shock and viscous viscosity generation by the boundary layer. In the parametric studies, the effects of different freestream waves, wall temperatures, nose bluntness, and Reynolds number are investigated. The main conclusions are:
1. The freestream disturbances generated both boundary-layer first and second modes. The first mode is always generated near the leading edge and is amplified before decaying rapidly. The second mode is the dominant mode after the first mode decay. The eigenfunctions of the first and second modes obtained by LST agree well with the DNS results inside the boundary layers. The agreement becomes better as the waves propagate downstream.
2. The results show that the receptivity coefficients and the region of the first mode instability increases substantially when the forcing frequencies decrease. As the forcing frequencies decrease further, the receptivity coefficients reach a peak and becomes smaller afterward. These results indicate that the receptivity coefficients increase as the relative nose radius decreases but there is a critical nose bluntness (or frequency) which corresponds to maximum receptivity coefficients. 
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