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Cada día se genera una mayor cantidad de datos, tanto con respecto a su volumen como 
por el número de variables que involucran, lo cual representa un problema para las técnicas 
tradicionales. En muchos problemas el conjunto de soluciones posibles es tan elevado que 
la localización de una solución óptima es imposible en un tiempo razonable, por lo que es 
necesario emplear técnicas basadas en heurísticas. Se ha observado que las técnicas de 
computación evolutiva (CE) proporcionan resultados satisfactorios en situaciones en que 
técnicas tradicionales no los obtuvieron, en especial en su aplicación a datos biomédicos y 
relacionados con el diagnóstico de enfermedades. 
Así, en este trabajo se ha desarrollado un modelo basado en CE capaz de, a partir de unos 
datos de entrada etiquetados como sujetos sanos o enfermos, extraer expresiones con las 
que construir un modelo de clasificación. Este modelo ha sido validado tanto contra datos 
sintéticos como aplicado a un conjunto de datos clínicos reales, además de comparar sus 
resultados con métodos similares. Es de destacar que el modelo propuesto obtiene 
expresiones sencillas y que logra clasificar ambos tipos de conjuntos mejor que el resto de 





Cada día se genera una mayor cantidad de datos, tanto con respecto a su volumen como 
por el número de variables que involucran. En este sentido, es necesario resaltar que el 
manejo de información con un número tan grande de variables representa un problema 
para las técnicas tradicionales. Además, en muchos problemas el conjunto de soluciones 
posibles es tan elevado que la localización de una solución óptima es imposible en un 
tiempo razonable, por lo que es necesario emplear técnicas basadas en heurísticas. Dentro 
de este campo, se ha observado que las técnicas de computación evolutiva (CE) 
proporcionan resultados satisfactorios en situaciones en que técnicas tradicionales no los 
obtuvieron, en especial en su aplicación a datos biomédicos y relacionados con el 
diagnóstico de enfermedades. 
En relación con esto último, es interesante mencionar aquellos estudios que, comparando 
una población de sujetos sanos (controles) y enfermos (casos), traten de determinar las 
bases biológicas que puedan influir en el desarrollo de la enfermedad o en sufrir efectos 
secundarios de un fármaco concreto. Sin embargo, estas bases no siempre corresponden a 
una relación directa entre la genética del sujeto y el resultado observado, sino que también 
pueden influir otros factores en su aparición. Por ejemplo, en el caso de enfermedades 
complejas, además de una predisposición genética es necesario tener en cuenta lo que se 
conoce hoy en día como exposoma y que representa la variabilidad ambiental (lo que el 
sujeto come, inhala, el estrés sufrido, su estilo de vida…). 
Así, en este trabajo se ha desarrollado un modelo basado en CE, con dos aproximaciones 
diferentes. Estas aproximaciones son capaces de, a partir de unos datos de entrada 
pertenecientes a dos grupos de pacientes (controles y casos), extraer expresiones (bien en 
forma de regla, bien en forma de árbol, en función de la aproximación utilizada) con las 
que construir un modelo de clasificación. Este modelo ha sido validado tanto contra datos 
sintéticos como aplicado a un conjunto de datos clínicos reales, además de comparar sus 
resultados con métodos similares. Como conclusión, destacar que, aplicando el método 
propuesto, se obtienen expresiones sencillas y modelos que son capaces de clasificar ambos 
tipos de conjuntos mejor que el resto de técnicas, resultando de gran utilidad como apoyo 




Every day more data are being generated. Not only the volume of data increases, but also 
the number of variables does. This represents an issue for traditional techniques. 
Furthermore, many problems involve such a large set of possible solutions that finding the 
optimal solution in a reasonable amount of time is not feasible. Thus, using techniques 
based on heuristics becomes necessary. Evolutionary Computation (EC) has provided 
good results in situations in which traditional techniques did not, especially when applied to 
biomedical data and disease diagnosis. 
Therefore, in this work, a model based on EC has been developed. This model, based on 
an input set with data that belong to healthy or diseased subjects, is capable of extracting 
expressions in order to build a classification model. The model proposed in this thesis has 
been validated on generated data, as well as applied to real clinical data, comparing the 
results obtained with those of other similar techniques. It is worth pointing out that the 
model presented extracts simple expressions and performs better when classifying both 
types of data sets than other existing techniques. As a result, the model presented is 




Every day more data are being generated. Not only the volume of data increases, but also 
the number of variables does. In this sense, it is worth highlighting that dealing with such a 
great number of variables represents an issue for traditional techniques. Furthermore, many 
problems involve such a large set of possible solutions that finding the optimal solution in 
a reasonable amount of time is not feasible. Thus, using techniques based on heuristics 
becomes necessary. Within this field, Evolutionary Computation (EC) has provided good 
results in situations in which traditional techniques did not, especially when applied to 
biomedical data and disease diagnosis. 
Regarding the latter, it is interesting to mention those studies that, by comparing a 
population of healthy (controls) and diseased (cases) subjects, try to determine biological 
influence on developing a disease or on suffering side effects due to a specific drug. 
However, this influence does not always mean there exists a direct relationship between the 
genetics of an individual and an observation; other factors may intervene in its 
development. For example, in the case of complex diseases, in addition to genetic 
predisposition, what has recently been coined as exposome and represents environmental 
variability (what the subject eats, inhales, the stress suffered by the subject, his/her 
lifestyle…) must be taken into account. 
Therefore, in this work, a model based on EC has been developed, presenting two 
different approaches. These approaches, based on an input set with data that belong to two 
different groups of subjects (controls and cases), are capable of extracting expressions 
(represented as rules or as trees depending on the approach) in order to build a 
classification model. The model proposed in this thesis has been validated on generated 
data, as well as applied to real clinical data, comparing the results obtained with those of 
other similar techniques. Finally, it is worth pointing out that the method presented 
extracts simple expressions and models which perform better when classifying both types 
of data sets than other existing techniques. As a result, the model presented is expected to 




Cada día xérase unha maior cantidade de datos, tanto con respecto ao seu volume como 
polo número de variables que involucran, o cal representa un problema para as técnicas 
tradicionais. En moitos problemas o conxunto de solucións posibles é tan elevado que a 
localización dunha solución óptima é imposible nun tempo razoable, polo que é necesario 
empregar técnicas baseadas en heurísticas. Observouse que as técnicas de computación 
evolutiva (CE) proporcionan resultados satisfactorios en situacións en que técnicas 
tradicionais non os obtiveron, en especial na súa aplicación a datos biomédicos e 
relacionados co diagnóstico de enfermidades.  
Así, neste traballo desenvolveuse un modelo baseado en CE capaz de, a partir duns datos 
de entrada etiquetados como suxeitos sans ou enfermos, extraer expresións coas que 
construír un modelo de clasificación. Este modelo foi validado tanto contra datos sintéticos 
como aplicado a un conxunto de datos clínicos reais, ademais de comparar os seus 
resultados con métodos similares. Compre destacar que o modelo proposto obtén 
expresións sinxelas e que logra clasificar ambos tipos de conxuntos mellor co resto de 





Cada día xérase unha maior cantidade de datos, tanto con respecto ao seu volume como 
polo número de variables que involucran. Neste sentido, é preciso resaltar que o manexo 
de información cun número tan grande de variables representa un problema para as 
técnicas tradicionais. Ademais, en moitos problemas o conxunto de solucións posibles é 
tan elevado que a localización dunha solución óptima é imposible nun tempo razoable, 
polo que é necesario empregar técnicas baseadas en heurísticas. Dentro deste campo, 
observouse que as técnicas de computación evolutiva (CE) proporcionan resultados 
satisfactorios en situacións en que técnicas tradicionais non os obtiveron, en especial na súa 
aplicación a datos biomédicos e relacionados co diagnóstico de enfermidades.  
En relación con isto último, é interesante mencionar aqueles estudos que, comparando 
unha poboación de suxeitos sans (controis) e enfermos (casos), traten de determinar as 
bases biolóxicas que poidan influír no desenvolvemento da enfermidade ou en sufrir 
efectos secundarios dun fármaco concreto. Sen embargo, estas bases non sempre 
corresponden a unha relación directa entre a xenética do suxeito e o resultado observado, 
senón que tamén poden influír outros factores na súa aparición. Por exemplo, no caso das 
enfermidades complexas, ademais dunha predisposición xenética é necesario ter en conta o 
que hoxe en día se coñece como exposoma e que representa a variabilidade ambiental (o que 
o suxeito come, inhala, o estrés sufrido, o seu estilo de vida…). 
Así, neste traballo desenvolveuse un modelo baseado en CE, con dúas aproximacións 
diferentes. Estas aproximacións son capaces de, a partir duns datos de entrada pertencentes 
a dous grupos de pacientes (controis e casos), extraer expresións (ben en forma de regra, 
ben en forma de árbore, en función da aproximación utilizada) coas que construír un 
modelo de clasificación. Este modelo foi validado tanto contra datos sintéticos como 
aplicado a un conxunto de datos clínicos reais, ademais de comparar os seus resultados con 
métodos similares. Como conclusión, destacar que, aplicando o método proposto, se 
obteñen expresións sinxelas e modelos que son capaces de clasificar ambos tipos de 







Un problema de optimización combinatoria (Cook et al., 1997), generalmente, se 
caracteriza por un conjunto finito de soluciones admisibles, Ω, y una función objetivo, f : Ω 
→ IR, que asocia un valor a cada solución admisible. La resolución del problema consiste 
en determinar la(s) solución(es) de Ω minimizando o maximizando f. Existen múltiples 
ejemplos de problemas de optimización combinatoria, entre los que se encuentra la 
extracción de conocimiento, que puede ser modelada de esta forma. 
El crecimiento extremadamente rápido de los datos almacenados en las bases de datos y la 
necesidad de reacciones eficaces por parte de los que toman las decisiones frente a estas 
nuevas informaciones ha estimulado el desarrollo rápido de la extracción de conocimiento 
a partir de datos (en inglés Knowledge Discovery in Databases (Frawley et al., 1991)). Esto, no es 
un proceso trivial de identificación de estructuras desconocidas, válidas y potencialmente 
explotables, sino que está compuesto por diversas fases, cada una con su propia 
complejidad, enumeradas a continuación: adquisición y almacenamiento de datos (Data 
Warehousing), pre-procesado de los datos, minería de datos (Data Mining) y post-procesado. 
Este trabajo se centrará principalmente en el tercer grupo (minería de datos), el cual integra 
la elección de la modelización adecuada y el método que se utilizará con su aplicación a la 
búsqueda de estructuras de datos subyacentes y a la creación de modelos explicativos y/o 
predictivos. 
La etapa de minería de datos (Fayyad et al., 1996) puede, a su vez, dividirse en tres bloques: 
la clasificación supervisada, la categorización o clustering y la búsqueda de reglas de 
asociación. Estas tareas se pueden modelar como problemas de optimización combinatoria. 
Uno de los objetivos de la bioinformática es realizar una aplicación de lo anterior a estudios 





personas sanas con el ADN de personas enfermas para tratar de encontrar relaciones entre 
mutaciones en dicho ADN y la enfermedad. Se suelen estudiar mutaciones presentes en al 
menos un 1% de la población, denominadas SNPs (Single Nucleotide Polymorphisms) 
(den Dunnen and Antonarakis, 2000), cuyo número supera los diez millones para los seres 
humanos. Por lo tanto, será necesario tratar una gran cantidad de datos obtenidos a partir 
del genotipado del ADN de pacientes, en los cuales deben considerarse numerosas 
variables.  
 Estos estudios, además, se pueden llevar a cabo sobre enfermedades complejas (Motulsky, 
2006), en las cuales, además de influir una posible predisposición genética, afectan factores 
ambientales (exposoma), por lo que una persona aparentemente sana puede estar 
predispuesta genéticamente pero no desarrollar la enfermedad. Debido a la naturaleza de 
estas enfermedades es difícil establecer una relación gen-enfermedad, puesto que, 
generalmente, una enfermedad de este tipo se deberá al efecto conjunto de varios SNPs 
con un efecto muy bajo por separado. Estas enfermedades tienen un gran impacto sanitario 
y entre ellas se encuentran: el cáncer, enfermedades mentales, enfermedades cardíacas… 
Para realizar este tipo de estudios existen dos aproximaciones posibles a la hora de escoger 
los individuos que formarán parte del estudio: 
 Aproximación por genes candidatos: Esta aproximación se basa en hipótesis causativas o 
genes candidatos, es decir, hipótesis previas. Tiene la ventaja de que ofrece la 
posibilidad de estudiar de forma precisa las bases genéticas en torno a un trastorno 
en cuestión. 
 Genome Wide Association Studies (GWAs, también Whole Genome Analysis o WGA): En 
este caso se consideran regiones génicas, se tiene en cuenta la densidad de SNPs 
entre el número de muestras y suelen estar basados en estudios de ligamiento. 
Tienen la ventaja, con respecto a la aproximación anterior, de que se elimina el 
sesgo previo de tener unos genes que, tal vez, no son los adecuados. 
Debido a las limitaciones tecnológicas existentes (en cuanto a la extracción de información 
genética relevante a partir del ADN de cada paciente) se tendía más a la primera 
aproximación dado que no era posible obtener un número muy alto de variables en un 
mismo proceso, pero, actualmente, se tiende más hacia los GWAs (Kreiner and Tillman 





genoma. Sin embargo, en el caso de ciertas enfermedades, sigue interesando centrarse en 
una serie de genes concretos que se presuponen de interés. 
Además de aplicar métodos de minería de datos a enfermedades complejas, también sería 
posible la búsqueda de relaciones entre SNPs y efectos secundarios importantes de 
medicamentos (por ejemplo, que podrían llegar a provocar incluso la muerte), lo cual, en 
ámbitos farmacéuticos, tiene gran importancia debido a las graves consecuencias que 
pueden tener (Chamberlain, 2008). 
El manejar información con un número tan grande de variables representa un problema 
para las técnicas tradicionales. A la hora de resolver problemas de optimización 
combinatoria se pueden considerar dos tipos de algoritmos: 
 Exactos: Son capaces de localizar la solución óptima, aquella en la que la función 
objetivo alcanza su valor extremo. 
 Heurísticos: Encuentran una buena solución, pero no se garantiza que sea la óptima. 
En muchos problemas el conjunto de soluciones posibles es tan elevado que la localización 
de una solución óptima es imposible en un tiempo razonable. Por ello, se opta por 
algoritmos heurísticos (Pearl, 1984) que encuentran una buena solución. Cada método se 
enfrentará al problema desde una perspectiva distinta. Entre los métodos heurísticos se 
encuentran las técnicas basadas en Inteligencia Artificial. 
Las técnicas tradicionales de Inteligencia Artificial (IA) poseen ciertas restricciones, como 
pueden ser la necesidad de poseer cierta información genética con un coste prohibitivo, no 
ser capaz de procesar más de una cierta cantidad de datos o no ser capaz de inferir ciertos 
parámetros que deberán ser introducidos de forma manual. Sin embargo, se ha observado 
que, dentro de las técnicas de Inteligencia Artificial, las técnicas de Computación Evolutiva 
(CE) han proporcionado resultados satisfactorios en situaciones en que técnicas 
tradicionales no los obtuvieron. 
La Computación Evolutiva (Holland, 1975) constituye una serie de métodos de búsqueda y 
optimización que imitan los principios de la evolución natural. Dentro de la Computación 
Evolutiva se incluyen técnicas como: Algoritmos Genéticos, Estrategias Evolutivas, 





Los algoritmos evolutivos, como se denomina de forma genérica a la implementación de 
los diferentes métodos de la Computación Evolutiva, proporcionan una técnica de 
optimización universal aplicable a problemas de diferentes dominios como: optimización 
de parámetros, búsqueda, problemas de combinatoria y generación automática de 
programas. A diferencia de métodos diseñados para tareas específicas de optimización, 
estos no requieren más conocimiento específico del problema que una función objetivo. Se 
distinguen por su robustez y proporcionan una aproximación eficiente y eficaz para 
manipular espacios de búsqueda grandes, complejos y pobremente definidos, donde 
métodos de búsqueda heurística o enumerativa son incapaces. 
La elección de técnicas de Computación Evolutiva para problemas de optimización 
combinatoria aplicada a datos biomédicos se fundamenta, además de lo anterior, en que 
estas técnicas pueden ofrecer unos resultados satisfactorios cuando se aplican en el 
procesamiento de grandes volúmenes de datos, en especial datos médicos y relacionados 
con el diagnóstico de enfermedades. 
Por esto, en esta tesis se propone aplicar un modelo basado en Computación Evolutiva 
para problemas de optimización combinatoria a datos genéticos de pacientes gallegos 
relacionados con la esquizofrenia, haciendo posible un tratamiento automático de estos 
datos. Para esto será necesario modelar el problema siguiendo la aproximación de 
optimización combinatoria. 
2. Objetivos de la investigación 
2.1. Objetivo general 
En diversos estudios genéticos se observó que en los datos procedentes del ADN de 
numerosos pacientes existían relaciones entre algunas variables y el hecho de padecer, 
posteriormente, una enfermedad concreta. Esas variables, en muchos casos, eran 
mutaciones o, más concretamente, SNPs. Este es el caso de las enfermedades complejas. 
Sin embargo, como se ha mencionado anteriormente, cada SNP tiene un efecto muy bajo 
por separado, por lo que será necesario el efecto conjunto de varios SNPs para que exista 





medioambientales que pueden enmascarar los efectos de los SNPs, por lo que será 
necesario poseer más casos y representará un problema para las técnicas tradicionales. 
Dado que técnicas tradicionales de minería de datos no han obtenido resultados 
concluyentes en este dominio y la Computación Evolutiva se ha mostrado eficaz en la 
resolución de problemas en que las técnicas anteriores no lo eran, se propone la utilización 
de este tipo de técnicas para resolver el problema tratado. 
Esta tesis, por lo tanto, se centrará en el estudio de las posibilidades que ofrecen las 
técnicas de Computación Evolutiva para el desarrollo de un método que permita extraer 
estructuras subyacentes en datos de forma automatizada. Adicionalmente, se pretende 
generar conocimiento aplicable en biomedicina sobre la predisposición genética a padecer 
enfermedades complejas para tratar de ayudar a mejorar la prevención y el diagnóstico de la 
enfermedad estudiada o las posibles interacciones de un fármaco dependiendo del ADN de 
un paciente. 
Este objetivo general se puede desglosar en los objetivos específicos detallados a 
continuación. 
2.1.1. Objetivos específicos 
 Estudiar en profundidad los métodos existentes para la clasificación en base a la 
extracción de estructuras (por ejemplo, reglas o árboles) en conjuntos con gran 
cantidad de datos en los que intervienen muchas variables, aplicados, 
especialmente, en el ámbito biomédico.  
 Diseñar un nuevo método de minería de datos obtenido de la combinación, 
ampliación o adaptación de distintas técnicas de Computación Evolutiva a 
problemas de optimización combinatoria. Los datos procedentes de genotipar el 
ADN tienen un gran tamaño y suele ser necesario tener en cuenta numerosas 
variables, por lo tanto, el espacio de conocimiento potencial tendrá complejidad 
exponencial, formando parte este tipo de problemas de los de optimización NP-
complejos y siendo, por lo tanto, más adecuada la elección de métodos heurísticos. 
 Estudiar diversos tipos de representaciones para la modelización de las estructuras 
subyacentes en los datos. Estas estructuras representan combinaciones de variables 





 Estudiar el comportamiento del método diseñado a la hora de clasificar en base a 
las estructuras que es capaz de extraer sobre diversos conjuntos de datos. 
 Estudiar la verificación de las hipótesis planteadas. 
 Comparar el método desarrollado con otras técnicas similares. 
 El objetivo final es generar información relevante en ámbitos biomédicos, de forma 
que se ayude a mejorar la prevención y el diagnóstico de enfermedades complejas o 
las interacciones con medicamentos, por ello se realizará una aplicación a un caso 
real. 
3. Estructura de la tesis 
La presente tesis está estructurada en varios capítulos de forma que, partiendo de una serie 
de descripciones sobre los métodos y técnicas existentes actualmente, se analizan las 
diversas formas de conseguir los diferentes objetivos que se acaban de presentar. 
 El presente prólogo sirve para introducir el ámbito del problema sobre el que se 
desarrollará el trabajo, así como para formular los objetivos que se pretenden 
alcanzar. 
 En el capítulo I se introducen una serie de conceptos biológicos necesarios para 
una mejor comprensión de la presente tesis y se realiza una descripción de las 
técnicas de Inteligencia Artificial en las que se basa este trabajo. Se aportarán 
nociones sobre Algoritmos Genéticos, entrando en el campo de la Computación 
Evolutiva, su funcionamiento y cómo, consecuencia de una evolución de esta 
técnica, surgió la Programación Genética, así como el funcionamiento de la misma. 
 En el capítulo II se muestran los trabajos existentes en los campos que atañen a 
esta tesis: desarrollo de métodos que se han aplicado a la resolución del mismo tipo 
de problema y, en especial, aquellos que utilizan CE.  
 Partiendo del análisis y estudio de los métodos existentes relacionados con el 
presente campo, el capítulo III plantea la hipótesis de trabajo que se ha tomado 
para la realización de esta tesis. 
 En el capítulo IV se describe detalladamente el modelo propuesto en esta tesis. En 





aproximaciones del modelo propuesto al campo de la biomedicina, mientras que el 
capítulo VI incluye los resultados de comparar dichas aproximaciones con diversos 
métodos de minería de datos similares. 
 En el capítulo VII se muestran las conclusiones obtenidas tras la realización de la 
presente tesis y el capítulo VIII contiene las conclusiones en inglés, atendiendo a lo 
exigido en la normativa vigente sobre la mención internacional en el título de 
Doctor. 
 En el capítulo IX se plantean posibles líneas futuras de investigación a partir del 
trabajo presentado. 
 Finalmente, se incluye la bibliografía, un glosario de términos, un anexo con los 
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Lista de abreviaturas 
ADN Ácido desoxirribonucleico 
 
AG Algoritmo Genético. En plural: AA.GG.  
En inglés: Genetic Algorithm (GA) 
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En inglés: Evolutionary Computation (EC) 
 
FN Falso negativo 
 
FP Falso positivo 
 
IA Inteligencia Artificial 
 
IRL Iterative Rule Learning 
 
OR Odds ratio 
 
PG Programación Genética 
En inglés: Genetic Programming (GP) 
 
PV- Valor predictivo negativo 
 
PV+ Valor predictivo positivo 
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SNP Single Nucleotide Polymorphism 
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1. Fundamentos biológicos 
Para comprender mejor lo tratado en esta tesis, a continuación se explicarán algunos 
conceptos de genética y de medicina relacionados con su contenido. 
1.1. Conceptos relativos a la genética 
Para poder estudiar la predisposición genética de un individuo a padecer una enfermedad 
con componente genético, es necesario estudiar su genoma. El genoma es el conjunto del 
material genético contenido en una célula. Se presenta en forma de una larga molécula, el 
ADN (Watson and Crick, 1953), enroscada en el núcleo de cada célula del organismo. El 
ADN está formado por la unión de pequeñas moléculas denominadas nucleótidos. En el 
ADN, sólo existen cuatro tipos de nucleótidos distintos, diferenciándose solamente en uno 
de sus componentes, las llamadas bases nitrogenadas. En la Figura 1, se muestra una 
ilustración del ADN.  
En las moléculas de ADN, además, se encuentran las unidades hereditarias llamadas genes, 
las cuales son parte de un elemento más grande, el cromosoma. Los cromosomas (Nägeli, 
1842) son estructuras en forma de bastón que aparecen en el momento de la reproducción 
celular, en la división del núcleo. Están constituidos químicamente por ADN más unas 
proteínas específicas. Su número es constante en todas las células de un individuo pero 
varía según las especies, en los seres humanos es 46. Un cromosoma está formado por dos 
cromátidas (dos hebras de ADN idénticas) que permanecen unidas por un centrómero, 






Figura 1. ADN 
El ser humano tiene veintitrés pares de cromosomas homólogos. Un cromosoma 
homólogo es cada uno del par de cromosomas que empareja entre sí durante un tipo de 
división celular. Estos cromosomas suelen tener igual disposición de secuencia de ADN de 
un extremo a otro y, por ello, de genes, es decir, tienen información para los mismos 
caracteres, lo cual no significa que lleven la misma información genética. 
 
 
Figura 2. Cromosoma 
Un gen (De Vries, 1889) es una unidad de información localizada en un cromosoma 
concreto y está constituido por un fragmento de ADN, esto se puede ver más claramente 
en la Figura 3. Cada gen dirige la producción de una o varias proteínas y asegura la 
transmisión de un carácter dado. El genoma humano contiene entre 20 y 25.000 genes 






Figura 3. Cromosoma, ADN y gen 
En cada individuo, cada gen es representado por dos alelos situados en el mismo locus 
(lugar físico que un gen ocupa en un cromosoma). Un alelo es, pues, una versión posible de 
un locus o cada forma diferente que puede tener un gen, constituido por un trozo de 
ADN. Con el objetivo de que se comprenda mejor este concepto, se muestra la Figura 4. 
 
Figura 4. Alelos 
Cuando los dos alelos son idénticos en cuanto a su composición,  se considera que el 
individuo es homocigótico para ese gen y, en caso contrario, el individuo es considerado 
heterocigótico para ese gen. 
La predisposición a padecer ciertas enfermedades no viene determinada por un gen, sino 
que se piensa que es debida a la interacción de varios fragmentos de genes o SNPs, como 
por ejemplo el caso real al que se ha aplicado el modelo propuesto en esta tesis, la 
esquizofrenia. 
Un SNP, mostrado en la Figura 5, es un pequeño cambio genético o variación que puede 
ocurrir en el genoma de una persona (Britannica, 2014). El código genético se especifica 
con las letras que representan las iniciales de los cuatro nucleótidos: A (adenina), C 




ejemplo A, reemplaza a uno de los tres restantes, C, G o T. Para que una variación sea 
considerada un SNP debe estar presente en, al menos, 1% de la población. 
 
 
Figura 5. SNP 
A pesar de que muchos SNPs no producen cambios físicos en las personas, los científicos 
creen que ciertos SNPs pueden influir en la predisposición a padecer una enfermedad e 
incluso influenciar en la respuesta que una persona pueda tener a un tratamiento 
farmacológico. Además, los SNPs encontrados en el genoma tienen una mayor 
probabilidad de alterar la función biológica de una proteína. 
Cuando se tiene un conjunto de SNPs en una sola cromátida que se encuentran 
estadísticamente asociados, esto se denomina haplotipo. Se piensa que estas asociaciones, y 
la identificación de algunos alelos de un haplotipo, permiten identificar el resto de 
posiciones polimórficas en su región. Tal información es de mucho valor para la 
investigación de la genética tras enfermedades comunes, además de para su recopilación en 
el Proyecto Internacional HapMap (HapMap, 2014). 
La definición más habitual de haplotipo, sin embargo, es “constitución genética de un 
cromosoma individual”. Un haplotipo es, pues, una combinación de alelos ligados a 
múltiples locus que se transmiten juntos. El haplotipo se puede referir a un solo locus o a 
un genoma completo. En el caso de organismos diploides como el hombre, un haplotipo 
del genoma comprende sólo un miembro del par de alelos en cada locus (es decir, la mitad 




1.2. Enfermedades de base genética y su estudio 
A la hora de estudiar la relación entre el genoma de una persona y la predisposición a 
padecer una enfermedad, se considerarán dos tipos de enfermedades: las monogénicas y las 
complejas. 
Las enfermedades monogénicas son aquellas en las que existe una relación directa entre un 
gen y la enfermedad. Tienen un bajo impacto sanitario, presentan mayoritariamente 
herencia mendeliana (forma en que se transmiten los genes y por ende los rasgos de padres 
a hijos (NHGRI, 2014)), poseen una alta penetrancia de alelos implicados y una baja 
frecuencia de variantes implicadas. Entre las enfermedades monogénicas se encuentran: la 
fibrosis quística, MCH familiar, la enfermedad de Huntington… 
Por el contrario, las enfermedades complejas son aquellas en las que establecer una relación 
gen-enfermedad resulta difícil. Estas enfermedades, además, tienen un gran impacto 
sanitario, no presentan herencia mendeliana, poseen una baja penetrancia de alelos 
implicados y una alta frecuencia de variantes implicadas. Entre las enfermedades complejas 
se encuentran: el cáncer de mama, algunas enfermedades cardíacas, la esquizofrenia… 
Para entender mejor lo anterior, es necesario explicar algunos términos utilizados: 
 La penetrancia genética indica, en una población, la proporción de individuos que 
presentan un genotipo causante de enfermedad y que expresan el fenotipo 
patológico. Cuando esta proporción es inferior al 100%, se considera que el 
genotipo patológico tiene una penetrancia reducida o incompleta. La penetrancia se 
define para cada alelo de un gen. Por tanto, se corresponde con el porcentaje de 
veces que un alelo determinado de un gen produce el fenotipo con el que se le ha 
asociado. La penetrancia incompleta se debe a que el fenotipo asociado puede tener 
una causa multifactorial y por tanto, su expresión fenotípica puede verse inhibida 
por otros factores, ya sean ambientales o genéticos. 
 El genotipo es el conjunto de genes que contiene un organismo heredado de sus 
progenitores, mientras que el fenotipo es la manifestación externa del genotipo, es 
decir, la suma de los caracteres observables en un individuo. El fenotipo es el 
resultado de la interacción entre el genotipo y el ambiente (Mendel, 1865).  






Figura 6. Genotipo y fenotipo 
Para el fenotipo “violeta”, se tendrían dos posibles genotipos: BB y Bb, mientras que para 
el fenotipo “blanco”, se tendría un único genotipo posible: bb. 
Debido al origen multifactorial de la esquizofrenia, el modo de herencia es complejo, y no 
sigue el clásico patrón de herencia mendeliana (McGue and Gottesman, 1989; McGuffin et 
al., 1995). El fenotipo esquizofrenia sería el resultado de la interacción entre factores genéticos 
y ambientales. Los estudios familiares, estudios de gemelos y estudios de adopción (Cardno 
and Gottesman, 2000; Ingraham and Kety, 2000; Kendler and Diehl, 1993) constituyen la 
primera prueba de la presencia de factores genéticos en el origen y la evolución de la 
esquizofrenia. Los estudios de ligamiento han proporcionado los datos de las regiones 
cromosómicas diana en la genética de la esquizofrenia y, gracias a los estudios de 
asociación, se han relacionado diversos SNPs con mayor riesgo de presentar esquizofrenia. 
A pesar del riesgo relativo asociado a cada SNP de forma aislada no es importante, se 
estima que el conjunto de las alteraciones genéticas supone entre el 65 y el 85% del riesgo 
total de presentar el trastorno (Chinchilla Moreno, 2007). 
A continuación, se tratarán en mayor profundidad las enfermedades complejas dado que la 
presente tesis está relacionada con la esquizofrenia, la cual, como se ha mencionado 




1.2.1. Las enfermedades complejas 
En la enfermedades complejas, el fenotipo de los caracteres complejos está sometido a gran 
variabilidad, como pueden ser: la edad, la presión arterial, el colesterol en sangre, el índice 
de masa corporal… (Brión, 2008) 
Además, debe tenerse en cuenta que la heredabilidad de un carácter es la proporción de 
variabilidad que puede ser atribuida a factores genéticos, así se obtiene que: 
                                                                                  
A la hora de realizar estudios para tratar de ver qué genes afectan en la predisposición a una 
enfermedad se seguiría el siguiente flujo de investigación: 
 
Figura 7. Flujo de investigación 
Por genotipado se entiende el proceso de determinación del genotipo de un individuo 
mediante una prueba biológica. Entre los métodos con los que se cuenta actualmente para 
efectuarlo está la secuenciación de ADN. La secuenciación de ADN es un conjunto de 
métodos y técnicas bioquímicas cuya finalidad es la determinación del orden de los 






Figura 8. Secuenciación de ADN 
En lo que atañe a esta tesis, se supone que ya se tienen los datos, resultado de realizar un 
genotipado por secuenciación de ADN, y que se va a proceder a un análisis de dichos 
datos. Para ello, como se puede ver en la Figura 7, existen dos posibles métodos: los 
estudios de ligamiento y los estudios de asociación. Dado que una de las principales 
limitaciones que tienen los estudios de ligamiento en el caso de las enfermedades 
genéticamente complejas, como la esquizofrenia, es que tienen poco poder para detectar 
genes de efecto menor, en este caso los datos de entrada fueron proporcionados siguiendo 
el diseño de un estudio de asociación. 
1.2.2. Estudios de asociación 
En un estudio de asociación genética se compara la frecuencia con la que se encuentran los 
alelos de un SNP concreto en personas afectadas por una misma enfermedad y no 
emparentadas, con la frecuencia observada en individuos sanos y no emparentados del 
mismo grupo étnico y origen geográfico, los cuales constituyen la población de control 
(Sáiz and Fañanás, 1998). 
Al realizar un estudio de asociación en poblaciones, se tienen tres posibilidades a la hora de 
realizar el diseño, dependiendo de cómo se escoge la población: 
 Diseño transversal: se selecciona la población sin criterios previos, o con criterios 
no relacionados ni con el factor de riesgo (variable asociada con un aumento de 
riesgo de padecer la enfermedad) ni con la enfermedad. 
 Estudio de cohortes: se selecciona la población en función del factor de riesgo 
(genotipo). 
 Estudio caso – control: se selecciona la población en función de la enfermedad. 





Además de las diversas posibilidades a la hora de escoger la población, existen dos 
aproximaciones diferentes al realizar un estudio de asociación: 
 Aproximación de genes candidatos: 
- Se tienen hipótesis causativas o genes candidatos, es decir, se basa en 
hipótesis previas. 
- El número de genes puede ser muy numeroso. 
- Existe una evidencia de predisposición hacia determinados genes (debido a 
que existen hipótesis al respecto). 
- Debido a la predisposición hacia ciertos genes, se tiene el problema de que 
se puede no estar estudiando los genes adecuados. 
 Genome wide association studies (GWAs): 
- No necesitan una selección de genes. 
- Se consideran realmente regiones génicas, más que genes. 
- Se tiene en cuenta la densidad de SNPs / número de muestras. 
- Suelen estar basados en estudios de ligamiento. 
- Tienen la ventaja, con respecto a la aproximación anterior, de que se 
elimina el sesgo previo de tener unos genes que, tal vez, no son los 
adecuados. 
2. Fundamentos computationales 
La computación evolutiva (CE) se basa en realizar modelos de ciertas características de la 
naturaleza, fundamentalmente de la capacidad que tienen los seres vivos para adaptarse a su 
ambiente, lo que ya había sido tomado como base por Darwin para realizar su teoría de la 
evolución según el principio de selección natural en 1859 (Darwin, 1859). Las técnicas de 
CE se basan en este principio para desarrollar algoritmos que son capaces de adaptarse al 




2.1. Algoritmos Genéticos (AA.GG.) 
2.1.1. Orígenes 
Un investigador de la Universidad de Michigan llamado John Holland era consciente de la 
importancia de la selección natural, y a finales de los años 60 desarrolló una técnica que 
permitió incorporarla en un programa de ordenador. Su objetivo era lograr que las 
máquinas aprendieran por sí mismas. A la técnica que inventó Holland se le llamó 
originalmente “planes reproductivos”, pero se hizo popular bajo el nombre “algoritmo 
genético” (AG) tras la publicación de su libro “Adaptation in Natural and Artificial 
Systems” en 1975 (Holland, 1975). 
Un AG es un algoritmo de búsqueda basado en la observación de que la reproducción 
sexual y el principio de supervivencia del más apto permiten a las especies biológicas 
adaptarse a su ambiente y competir por los recursos. 
Una definición bastante completa de un AG es la propuesta por John Koza: “Es un 
algoritmo matemático altamente paralelo que transforma un conjunto de objetos 
matemáticos individuales con respecto al tiempo usando operaciones modeladas de 
acuerdo al principio Darwiniano de reproducción y supervivencia del más apto, y tras 
haberse presentado de forma natural una serie de operaciones genéticas de entre las que 
destaca la recombinación sexual. Cada uno de estos objetos matemáticos suele ser una 
cadena de caracteres (letras o números) de longitud fija que se ajusta al modelo de las 
cadenas de cromosomas, y se les asocia con una cierta función matemática que refleja su 
aptitud” (Koza, 1992). 
Más formalmente, y siguiendo la definición dada por Goldberg, “Los Algoritmos 
Genéticos son algoritmos de búsqueda basados en la mecánica de selección natural y de la 
genética natural. Combinan la supervivencia del más apto entre estructuras de secuencias 
con un intercambio de información estructurado, aunque aleatorizado, para constituir así 





2.1.2. Codificación de las soluciones 
Cualquier solución potencial a un problema puede ser presentada dando valores a una serie 
de parámetros. El conjunto de todos los parámetros (genes en la terminología de AA.GG.) 
se codifica en una cadena de valores denominada cromosoma. 
El conjunto de los parámetros representado por un cromosoma particular recibe el nombre 
de genotipo. El genotipo contiene la información necesaria para la construcción del 
organismo, es decir, la solución real al problema, denominada fenotipo. Por ejemplo, en 
términos biológicos, la información genética contenida en el ADN de un individuo sería el 
genotipo, mientras que la expresión de ese ADN (el propio individuo) sería el fenotipo. 
Desde los primeros trabajos de John Holland la codificación suele hacerse mediante valores 
binarios. Se asigna un determinado número de bits a cada parámetro y se realiza una 
discretización de la variable representada por cada gen. El número de bits asignados 
dependerá del grado de ajuste que se desee alcanzar. Evidentemente no todos los 
parámetros tienen por qué estar codificados con el mismo número de bits. Cada uno de los 
bits pertenecientes a un gen suele recibir el nombre de alelo. 
En la siguiente figura se muestra un ejemplo de un individuo binario que codifica 3 
parámetros: 
 
Figura 9. Individuo genético binario 
 
Sin embargo, también existen representaciones que codifican directamente cada parámetro 
con un valor entero, real o en punto flotante. A pesar de que se acusa a estas 
representaciones de degradar el paralelismo implícito de las representaciones binarias, 
permiten el desarrollo de operadores genéticos más específicos al campo de aplicación del 
AG. 








Para alcanzar la solución a un problema se parte de un conjunto inicial de individuos, 
llamado población, generado de manera aleatoria. Cada uno de estos individuos representa 
una posible solución al problema. Estos individuos evolucionarán tomando como base los 
esquemas propuestos por Darwin sobre la selección natural, y se adaptarán en mayor 
medida tras el paso de cada generación a la solución requerida. 
La evolución de estos individuos se realizará de forma análoga a como se realiza en el 
mundo natural: se seleccionarán un conjunto de individuos que se combinarán entre sí 
(cruce), y su descendencia se insertará en la población. Con una probabilidad muy baja, 
cuando se inserte un individuo nuevo en la población, este sufrirá una mutación. El 
funcionamiento general del algoritmo puede verse ilustrado en el diagrama expuesto en la 
Figura 10. 
Los AA.GG. trabajan sobre una población de individuos. Cada uno de ellos representa una 
posible solución al problema que se desea resolver. Todo individuo tiene asociado un ajuste 
de acuerdo a la bondad con respecto al problema de la solución que representa (en la 
naturaleza el equivalente sería una medida de la eficiencia del individuo en la lucha por los 
recursos). 
En la elaboración de una nueva generación, se denomina reproducción a la creación de 
nuevos individuos a partir de los ya existentes en la población que forma la generación 
anterior. Existen dos tipos fundamentales de reproducción: 
 Asexual: Ocurre cuando un individuo de la generación anterior da lugar a uno de 
la nueva, generalmente por copia de aquél. 
 Sexual: Ocurre cuando se generan varios individuos nuevos a partir del mismo 
número de individuos de la generación anterior. A esta operación se denomina 
cruce, y se basa en crear nuevas cadenas de bits a partir de subcadenas de los 
individuos seleccionados. Típicamente se toman dos individuos (progenitores) 
para generar otros dos nuevos. Se establece una posición antes de la cual los bits 
corresponderán a un progenitor y después de ella los bits serán los del otro. A 
este cruce se denomina cruce de un solo punto, pero podrían utilizarse varios 
puntos, correspondiendo las subcadenas de bits que separan los puntos 
















































Figura 10. Diagrama de funcionamiento general del AG 
  
Generar población inicial aleatoriamente 
(Generación 0) 
Evaluar la generación actual 
Construir siguiente 
generación a partir 
de la anterior 
Insertar los individuos en 
la nueva población 
Seleccionar individuos de la antigua 
población para reproducción 
Crear nuevos individuos a 
partir de los seleccionados 
Crear nueva 
población vacía 
Mutar los nuevos individuos con 
una probabilidad p 








Posteriormente a la creación de nuevos individuos, y con una probabilidad que suele ser 
muy baja (1% ~ 2%), cada individuo nuevo es sometido a un proceso de mutación: se varía 
la cadena de bits haciendo un cambio al azar. 
Finalmente, los individuos nuevos son insertados en la nueva generación creando así una 
nueva población que conforma la siguiente generación.  
Este proceso se repite hasta que se satisface algún criterio de parada establecido, como 
podrían ser: 
 En la población hay algún individuo que ha alcanzado un ajuste lo 
suficientemente bueno. 
 Ha transcurrido el número de generaciones máximo prefijado. 
 La población ha convergido. Un gen ha convergido cuando el 95% de la 
población tiene el mismo valor para él, en el caso de trabajar con codificaciones 
binarias, o valores dentro de un rango especificado, en el caso de trabajar con 
otro tipo de codificaciones. Una vez que todos los genes alcanzan la 
convergencia se dice que la población ha convergido. Cuando esto ocurre la 
media de bondad de la población se aproxima a la bondad del mejor individuo. 
Dado que cada individuo representa una posible solución al problema, la existencia de un 
gran número de individuos en la población implica que el algoritmo realiza una búsqueda 
en muchas regiones distintas del espacio de estados simultáneamente. 
El resultado de la evolución (ya sea natural o simulada) no ha sido descubierto por un 
método de búsqueda ciego a través del espacio de estados del problema, sino por una 
búsqueda directa desde posiciones aleatorias en ese espacio. De hecho, de acuerdo con 
Goldberg (Goldberg, 1989), la evolución simulada de una solución a través de los AA.GG. 
en muchos casos es más eficiente y robusta que otras técnicas de búsqueda, como la ciega o 
la basada en cálculos. 
2.1.4. Operadores genéticos 
Para el paso de una generación a la siguiente se aplican una serie de operadores genéticos. 




no trabajar con una población intermedia temporal también cobran relevancia los 
algoritmos de reemplazo. 
Selección 
Los algoritmos de selección serán los encargados de escoger qué individuos van a disponer 
de oportunidades de reproducirse y cuáles no. Puesto que se trata de imitar lo que ocurre 
en la naturaleza, se ha de otorgar un mayor número de oportunidades de reproducción a 
los individuos más aptos. Por lo tanto, la selección de un individuo estará relacionada con 
su valor de ajuste. No se debe sin embargo eliminar por completo las opciones de 
reproducción de los individuos menos aptos, pues en pocas generaciones la población se 
volvería homogénea. 
Para evitar una predominancia de un individuo en la reproducción, ya sea por cruce o 
copia, es necesario regular bien la selección de individuos para aplicarles estos operadores. 
Existen muchos algoritmos de selección, pertenecientes a los AA.GG. tradicionales, que 
realizan la tarea de escoger qué individuos se van a reproducir y cuáles no. 
En general todos los algoritmos de selección se basan en la misma idea: que los individuos 
más aptos tengan más posibilidades de ser escogidos para reproducirse, pero sin eliminar 
por completo las posibilidades de los menos aptos, puesto que de ser así la población 
convergería en pocas generaciones. Para medir la bondad de un individuo, éste está 
valorado con un nivel de ajuste o aptitud, y en base a ese nivel se puede decidir la elección 
de individuos. Algunos de los algoritmos más utilizados son el de la selección por torneo o 
el de la ruleta. 
En la selección por torneo (Wetzel, 1983), se escoge un número de individuos al azar de la 
población (típicamente dos individuos) y es seleccionado el mejor de ellos. Este método de 
selección es muy usado, y permite regular la presión de selección que se ejerce sobre la 
población variando el número de individuos que participan en el torneo. De esta forma, si 
participa un número bajo, se ejerce poca presión y se dan más oportunidades de ser 
seleccionados a los menos aptos. Conforme crece el número de individuos, serán 
seleccionados los mejores más frecuentemente. Un caso particular es el elitismo global. Se 
trata de un torneo en el que participan todos los individuos de la población con lo cual la 





Existen dos versiones de selección mediante torneo: 
 Determinística. 
 Probabilística. 
En la versión determinística se selecciona al azar un número p de individuos (generalmente 
se escoge p=2). De entre los individuos seleccionados se selecciona el más apto para 
pasarlo a la siguiente generación. 
La versión probabilística únicamente se diferencia en el paso de selección del ganador del 
torneo. En vez de escoger siempre el mejor se genera un número aleatorio en el intervalo 
[0, 1], si es menor que un parámetro p (fijado para todo el proceso evolutivo) se escoge el 
individuo más apto y en caso contrario el menos apto. Generalmente p toma valores en el 
rango 0.5 < p ≤ 1. 
En la selección por ruleta (De Jong, 1975), todos los individuos de la población son 
dispuestos en una ruleta ocupando cada uno una parte proporcional al nivel de ajuste del 
individuo comparado con el nivel de ajuste de toda la población (suma de ajustes); es decir, 
ocupan más espacio en la ruleta los mejores individuos. Para realizar la selección, 
simplemente se hace girar la ruleta y se devuelve el individuo seleccionado por ella. Este 
método es muy utilizado por su simplicidad y sus buenos resultados. Sin embargo, presenta 
el problema de que al poder seleccionar el mismo individuo varias veces, el mejor individuo 
sea escogido muchas veces y acabe predominando en la población. Es un método muy 
sencillo pero ineficiente a medida que aumenta el tamaño de la población (su complejidad 
es O(n2)). En mucha bibliografía se suele referenciar a este método con el nombre de 
Selección de Montecarlo. 
Existen muchos otros algoritmos, en los que el número de veces que un individuo es 
seleccionado se determina de forma determinística. Esto evita problemas de predominancia 
de un individuo. Cada uno de estos algoritmos presenta variaciones respecto al número de 
veces que se tomarán los mejores y peores. De esta forma, se impondrá una presión en la 
búsqueda en el espacio de estados en la zona donde se encuentra el mejor individuo (en el 
caso de que se seleccionen más veces los mejores), o bien que se tienda a repartir la 
búsqueda por el espacio de estados, pero sin dejar de tender a buscar en la mejor zona 
(caso de repartir más la selección). Los más destacados algoritmos son: “sobrante 




“muestreo determinístico” (De Jong, 1975). El auténtico motor de la búsqueda es la 
selección de individuos para la generación de la nueva población. La elección de un 
algoritmo u otro determinará la forma de búsqueda que se utilizará, estableciendo más 
presión de búsqueda en la mejor solución hallada hasta el momento o permitiendo la 
exploración de nuevas zonas en el espacio de estados. 
Cruce 
Una vez seleccionados los individuos, éstos son recombinados para producir la 
descendencia que se insertará en la siguiente generación. Tal y como se ha indicado 
anteriormente el cruce es una estrategia de reproducción sexual. Su importancia para la 
transición entre generaciones es elevada puesto que las tasas de cruce con las que se suele 
trabajar rondan el 90%. 
Los diferentes métodos de cruce podrán operar de dos formas diferentes. Si se opta por 
una estrategia destructiva los descendientes se insertarán en la población temporal aunque 
sus padres tengan mejor ajuste (trabajando con una única población esta comparación se 
realizará con los individuos a reemplazar). Por el contrario, utilizando una estrategia no 
destructiva la descendencia pasará a la siguiente generación únicamente si supera la bondad 
del ajuste de los progenitores (o de los individuos a reemplazar). 
La idea principal del cruce se basa en que, si se toman dos individuos correctamente 
adaptados al medio y se obtiene una descendencia que comparta genes de ambos, existe la 
posibilidad de que los genes heredados sean precisamente los causantes de la bondad de los 
progenitores. Al compartir las características buenas de dos individuos, la descendencia, o 
al menos parte de ella, debería tener una bondad mayor que cada uno de los padres por 
separado. Si el cruce no agrupa las mejores características en uno de los hijos y la 
descendencia tiene un peor ajuste que los padres no significa que se esté dando un paso 
atrás. Optando por una estrategia de cruce no destructiva garantizamos que pasen a la 
siguiente generación los mejores individuos. Si, aún con un ajuste peor, se opta por insertar 
a la descendencia, y puesto que los genes de los padres continuarán en la población –
aunque dispersos y posiblemente levemente modificados por la mutación–, en posteriores 





Existen multitud de algoritmos de cruce. Sin embargo los más empleados son los que se 
detallarán a continuación: 
 Cruce de 1 punto 
 Cruce de 2 puntos 
 Cruce uniforme 
El cruce de un punto es la más sencilla de las técnicas de cruce. Una vez seleccionados dos 
individuos se cortan sus cromosomas por un punto seleccionado aleatoriamente para 
generar dos segmentos diferenciados en cada uno de ellos: la cabeza y la cola. Se 
intercambian las colas entre los dos individuos para generar los nuevos descendientes. De 
esta manera, ambos descendientes heredan información genética de los padres. 
En la siguiente figura se puede ver con claridad el proceso: 







Hijo 1                                           Hijo 2 
Figura 11. Ejemplo de cruce de un solo punto 
En la bibliografía suele referirse a este tipo de cruce con el nombre de SPX (Single Point 
Crossover). 
El cruce de dos puntos es una generalización del cruce de 1 punto. En vez de cortar por un 
único punto los cromosomas de los padres, como en el caso anterior, se realizan dos 
cortes. Deberá tenerse en cuenta que ninguno de estos puntos de corte coincida con el 
extremo de los cromosomas para garantizar que se originen tres segmentos. Para generar la 
descendencia se escoge el segmento central de uno de los padres y los segmentos laterales 
del otro padre. Generalmente se suele referir a este tipo de cruce con las siglas DPX 
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(Double Point Crossover). En la siguiente figura se muestra un ejemplo de cruce en dos 
puntos. 







Hijo 1                                           Hijo 2 
Figura 12. Ejemplo de cruce dos puntos 
Generalizando, se pueden añadir más puntos de cruce dando lugar a algoritmos de cruce 
multipunto. Sin embargo existen estudios que desaprueban esta técnica (De Jong, 1975). 
Aunque se admite que el cruce de 2 puntos aporta una sustancial mejora con respecto al 
cruce de un solo punto, el hecho de añadir un mayor número de puntos de cruce reduce el 
rendimiento del AG. El problema principal de añadir nuevos puntos de cruce radica en que 
es más fácil que los segmentos originados sean corrompibles; es decir, que por separado 
quizás pierdan las características de bondad que poseían conjuntamente. Sin embargo, no 
todo son desventajas y añadiendo más puntos de cruce se consigue que el espacio de 
búsqueda del problema sea explorado más a fondo. 
El cruce uniforme, en cambio, es una técnica completamente diferente de las vistas hasta el 
momento. Cada gen de la descendencia tiene las mismas probabilidades de pertenecer a 
uno u otro progenitor. Aunque se puede implementar de muy diversas formas, la técnica 
implica la generación de una máscara de cruce con valores binarios. Si en una de las 
posiciones de la máscara hay un 1, el gen situado en esa posición en uno de los 
descendientes se copia del primer progenitor. Si por el contrario hay un 0 el gen se copia 
del segundo progenitor. Para producir el segundo descendiente se intercambian los papeles 
de los padres, o bien se intercambia la interpretación de los unos y los ceros de la máscara 
de cruce. 
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Hijo 1                                           Hijo 2 
Figura 13. Ejemplo de cruce uniforme 
Tal y como se puede apreciar en la figura anterior, la descendencia contiene una mezcla de 
genes de cada uno de los progenitores. El número efectivo de puntos de cruce no es fijo, 
pero será por término medio L/2, siendo L la longitud del cromosoma (número de alelos 
en representaciones binarias o de genes en otro tipo de representaciones). 
La máscara de cruce no permanece fija durante todo el proceso evolutivo. Se genera de 
manera aleatoria para cada cruce. 
Se suele referir a este tipo de cruce con las siglas UPX (Uniform Point Crossover). 
Los tres tipos de cruce vistos hasta el momento son válidos para cualquier tipo de 
representación del genotipo. Si se emplean genotipos compuestos por valores enteros o 
reales pueden definirse otros tipos de operadores de cruce: 
 Media: el gen de la descendencia toma el valor medio de los genes de los padres. 
Tiene la desventaja de que únicamente se genera un descendiente en el cruce de dos 
progenitores. 
 Media geométrica: cada gen de la descendencia toma como valor la raíz cuadrada 
del producto de los genes de los padres. Presenta el problema añadido de qué signo 
dar al resultado si los padres tienen signos diferentes. 
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 Extensión: se toma la diferencia existente entre los genes situados en las mismas 
posiciones de los padres y se suma al valor más alto o se resta del valor más bajo. 
Solventa el problema de generar un único descendiente. 
Copia 
La copia es otra estrategia reproductiva para la obtención de una nueva generación a partir 
de la anterior. A diferencia del cruce, se trata de una estrategia de reproducción asexual. 
Consiste simplemente en la copia de un individuo en la nueva generación. 
El porcentaje de copias de una generación a la siguiente es relativamente reducido, pues en 
caso contrario se corre el riesgo de una convergencia prematura de la población hacia ese 
individuo. De esta manera, el tamaño efectivo de la población se reduciría notablemente y 
la búsqueda en el espacio del problema se focalizaría en el entorno de ese individuo. 
Lo que generalmente se suele hacer es seleccionar dos individuos para el cruce, y si éste 
finalmente no tiene lugar, se insertan en la siguiente generación los individuos 
seleccionados. 
Mutación 
La mutación de un individuo provoca que alguno de sus genes, generalmente uno sólo, 
varíe su valor de forma aleatoria. 
Aunque se pueden seleccionar los individuos directamente de la población actual y 
mutarlos antes de introducirlos en la nueva población, la mutación se suele utilizar de 
manera conjunta con el operador de cruce. Primero se seleccionan dos individuos de la 
población para realizar el cruce. Si el cruce tiene éxito entonces uno de los descendientes, o 
ambos, se muta con cierta probabilidad Pm. Se imita de esta manera el comportamiento que 
se da en la naturaleza, pues cuando se genera la descendencia siempre se produce algún 
tipo de error, por lo general sin mayor trascendencia, en el paso de la carga genética de 
padres a hijos. 
La probabilidad de mutación es muy baja, generalmente menor al 1%. Esto se debe sobre 
todo a que los individuos suelen tener un ajuste menor después de mutados. Sin embargo, 
se realizan mutaciones para garantizar que ningún punto del espacio de búsqueda tenga una 




Tal y como se ha comentado, la mutación más usual es el reemplazo aleatorio. Este 
consiste en variar aleatoriamente un gen de un cromosoma. Si se trabaja con codificaciones 
binarias consistirá simplemente en negar un bit. También es posible realizar la mutación 
intercambiando los valores de dos alelos del cromosoma. Con otro tipo de codificaciones 
no binarias existen otras opciones: 
 Incrementar o decrementar a un gen una pequeña cantidad generada 
aleatoriamente. 
 Multiplicar un gen por un valor aleatorio próximo a 1. 
Aunque no es lo más común, existen implementaciones de AA.GG. en las que no todos los 
individuos tienen los cromosomas de la misma longitud. Esto implica que no todos ellos 
codifican el mismo conjunto de variables. En este caso existen mutaciones adicionales 
como puede ser añadir un nuevo gen o eliminar uno ya existente. 
Algoritmos de reemplazo 
Cuando en vez de trabajar con una población temporal se hace con una única población, 
sobre la que se realizan las selecciones e inserciones, deberá tenerse en cuenta que para 
insertar un nuevo individuo deberá de eliminarse previamente otro de la población. Existen 
diferentes métodos de reemplazo: 
 Aleatorio: el nuevo individuo se inserta en un lugar cualquiera de la población. 
 Reemplazo de padres: se obtiene espacio para la nueva descendencia liberando el 
espacio ocupado por los padres. 
 Reemplazo de similares: una vez obtenido el ajuste de la descendencia se selecciona 
un grupo de individuos (entre seis y diez) de la población con un ajuste similar. Se 
reemplazan aleatoriamente los que sean necesarios. 
 Reemplazo de los peores: de entre un porcentaje de los peores individuos de la 






Para el correcto funcionamiento de un AG se debe de poseer un método que indique si los 
individuos de la población representan o no buenas soluciones al problema planteado. Por 
lo tanto, para cada tipo de problema que se desee resolver deberá derivarse un nuevo 
método, al igual que ocurrirá con la propia codificación de los individuos. 
De esto se encarga la función de evaluación, también denominada función de fitness, que 
establece una medida numérica de la bondad de una solución. Esta medida recibe el 
nombre de ajuste o fitness. En la naturaleza el ajuste (o adecuación) de un individuo puede 
considerarse como la probabilidad de que ese individuo sobreviva hasta la edad de 
reproducción y se reproduzca. Esta probabilidad deberá estar ponderada con el número de 
descendientes. Evidentemente no es lo mismo una probabilidad de reproducción del 25% 
en una población de un par de cientos de individuos que esa misma probabilidad en una 
población de varios millones. 
En el mundo de los AA.GG. se empleará esta medición para controlar la aplicación de los 
operadores genéticos. Es decir, permitirá controlar el número de selecciones, cruces, copias 
y mutaciones llevadas a cabo. 
La cuantificación de la bondad de un determinado individuo se realiza por medio del ajuste 
de ese individuo. Este valor representa lo bien que el fenotipo del individuo soluciona el 
problema actual. 
El ajuste es probablemente el principal concepto en la evolución darwiniana, se refiere a la 
habilidad que tiene un individuo de competir en un entorno por los recursos disponibles. 
Goldberg describió la función de ajuste como “una medida de beneficio, utilidad o bondad que 
queremos maximizar” (Goldberg, 1989). 
En el AG, esta competición se basa en la actuación del cromosoma dentro del dominio del 
problema. Se determina una escala adecuada a la tarea como “tiempo antes de fallo” 
(Randall et al., 1994), o “tiempo antes de estabilizarse” (Koza, 1990). Después de haber 
aplicado un cromosoma al problema, se le asigna un valor de ajuste que refleje su 
actuación. De esta manera, cuando la población entera haya sido probada, la habilidad 
relativa de cada cromosoma puede ser identificada. 




 Estandarizado. Este tipo de ajuste s(i,t) mide la bondad de un individuo i en la 
generación t, de tal forma que valores próximos a cero indican un buen valor de 
ajuste y valores lejanos un mal individuo. Por tanto, en una generación t un 
individuo i será peor que otro j si s(i,t)>s(j,t). Esta medida es muy útil en problemas 
en los que la cuantificación del nivel de ajuste de los individuos se basa en 
penalizaciones, como puede ser el error en inducción de fórmulas, error cuadrático 
medio, número de ejecuciones necesarias para encontrar la solución, etc. 
 Ajustado. Este valor se obtiene a partir del ajuste estandarizado de la siguiente 
forma: 
        
 
        
 
Con esta medición la bondad se cuantifica entre 0 y 1, siendo el valor 1 
correspondiente al mejor individuo. 
 Normalizado. Es un valor de ajuste comparativo del individuo con toda la 
población. Se obtiene de la siguiente expresión, dado el tamaño de población M: 
        
      
           
 
Este valor está comprendido entre 0 y 1. Este tipo de ajuste indica el nivel de 
bondad dentro de la población: ha desaparecido el componente de objetividad de 
evaluación de los tipos anteriores y un valor cercano a 1 ya no indica que ese 
individuo represente una solución buena al problema, sino que ese individuo 
representa una solución destacada y notablemente mejor que la del resto de la 
población. Este valor es utilizado para las selecciones proporcionales al ajuste, 
como la ruleta. En este caso, la proporción de ruleta ocupada por un individuo será 
este valor, ya que la suma de todos será la unidad. 
La aproximación más común consiste en crear explícitamente una medida de ajuste para 
cada individuo de la población. A cada uno de los individuos se les asigna un valor de 
ajuste escalar por medio de un procedimiento de evaluación bien definido. Tal y como se 
ha comentado, este procedimiento de evaluación será específico del dominio del problema 
en el que se aplica el AG. También puede calcularse el ajuste mediante una manera “co-




estrategia contra la población entera (o en su defecto una muestra) de estrategias de 
oposición. 
2.1.6. Parámetros 
Los principales parámetros que se pueden configurar para variar la ejecución son: 
 Tamaño de la población. Este parámetro indica el número de individuos que va a 
tener la población. En general este parámetro se ajusta de forma proporcional a la 
complejidad del problema, tomando valores altos cuanto mayor sea ésta. De esta 
forma, cuanto más complicado es un problema, habrá más opciones de conseguir 
mejores resultados en un menor número de generaciones, puesto que se generan 
más individuos nuevos. Sin embargo, un tamaño alto puede no ser siempre la mejor 
solución: es posible tomar un tamaño menor y confiar más en la evolución durante 
mayor número de generaciones (Fuchs, 1999; Gathercole and Ross, 1997). 
 La tasa de cruces, es decir, el porcentaje de individuos de la siguiente generación 
que serán creados a partir de cruces de individuos de la anterior. Esta tasa suele ser 
alta, generalmente supera el 90%. 
 La probabilidad de mutación. Esta probabilidad suele ser muy baja (menor de 0.05). 
 Los algoritmos de cruce, selección y mutación utilizados. 
 El criterio de parada del algoritmo. Como ya se ha explicado, este puede ser: 
- Número máximo de generaciones. 
- Haber alcanzado un valor de ajuste aceptable. 
- Convergencia de la población. 
2.2. Programación Genética (PG) 
2.2.1. Orígenes 
La programación genética surge como una evolución de los algoritmos genéticos 
tradicionales, manteniendo el mismo principio de selección natural. Lo que ahora se 




Ya en las primeras conferencia sobre algoritmos genéticos, la primera desarrollada en la 
Universidad de Carnegie Mellon en 1985, y la segunda en Hillsdale en 1987, se puede 
encontrar dos artículos que, sin usar explícitamente el nombre de programación genética 
(que fue introducido por John R. Koza), pueden ser considerados como precursores en la 
materia: "A Representation for the Adaptive Generation of Simple Sequential Programs" 
(Cramer, 1985) y "Using the Genetic Algorithm to Generate Lisp Source Code to solve the 
Prisoner’s Dilemma" (Fujiki and Dickinson, 1987). 
El primero de estos artículos plantea un sistema adaptativo para la generación de pequeños 
programas secuenciales. Para ello, hace uso de dos lenguajes: JB (que representa los 
programas en forma de cadenas de números) y TB (versión evolucionada de JB, pero con 
estructura de árbol para representar programas). El objetivo principal del artículo es 
conseguir una forma de representar programas que, por un lado, permita la aplicación de 
los operadores genéticos clásicos (mutación, cruce, inversión) y que, por otro lado, 
produzca sólo programas "bien formados", incluso cuando se apliquen dichos operadores 
sobre los programas. No es importante que todos los programas que se puedan obtener 
sean útiles (de eso ya se encargarán los criterios de selección): sólo importa que estén 
dentro del espacio de programas sintácticamente correctos. 
La gran importancia de este artículo se halla en la constatación de la importancia que tiene 
la representación de los programas para su manipulación. Los problemas que plantea el 
lenguaje JB pueden ser eliminados si se usa TB y su estructuración en forma de árboles. 
Este hecho, que en principio puede ser considerado poco relevante, ha demostrado ser de 
gran utilidad en trabajos posteriores, y, de hecho, todo el material actual que hay sobre 
programación genética se basa en la representación arbórea. 
El segundo artículo trata sobre la resolución de un problema clásico: el dilema del 
prisionero. En él, dos prisioneros son interrogados por separado. Cada uno debe decidir si 
delatar o no al otro, y en función de la declaración de ambos obtienen puntos. Si ambos 
delatan al otro, obtienen cada uno 1 punto. Si ninguno delata al otro, obtienen cada uno 3 
puntos. Si uno delata y el otro no, el delator obtiene 4 puntos y el otro 0. Al cabo de un 
número determinado de interrogatorios (rondas) el que obtenga más puntos gana. Este 
problema ha sido usado como modelo en multitud de situaciones, desde el nivel de las 




El interés del artículo se centra en el apartado dedicado a la representación del 
conocimiento. En teoría, el sistema debería ser lo suficientemente flexible como para 
encontrar una solución única y novedosa, aunque en la práctica suele ser necesario, e 
incluso deseable, proporcionar cierto tipo de conocimiento sobre la solución para agilizar el 
proceso de búsqueda. En el sistema de Hicklin, por ejemplo, este conocimiento es 
representado en forma de programa, generado por medio de una serie de producciones. El 
grado de flexibilidad del sistema y el grado de conocimiento incorporado dependerá en 
cómo sean definidas dichas producciones. Para el artículo, en concreto, se usó un conjunto 
restringido de expresiones LISP, que demostró ser de gran utilidad y funcionalidad. 
2.2.2. Codificación de programas 
La mayor diferencia entre los AA.GG. y la PG es la forma de codificación de la solución al 
problema. En PG la codificación se realiza en forma de árbol, de forma similar a como los 
compiladores leen los programas según una gramática prefijada. 
Elementos del árbol 
Al haber una representación de árbol, existirán dos tipos de nodos: 
 Terminales, u hojas del árbol. Son aquellos que no tienen hijos. Normalmente se 
asocian con valores constantes o variables. 
 Funciones. Son aquellos que tienen uno o más hijos. Generalmente se asocian con 





Figura 14. Árbol para la expresión 2*(3+x) 
En la figura anterior se puede ver un ejemplo de árbol, que representa el programa f(x) = 
2*(3+x). Tiene como nodos no terminales los correspondientes al producto y a la suma, y 








Una parte fundamental del funcionamiento de la programación genética es la especificación 
del conjunto de elementos terminales y funciones antes del inicio del proceso evolutivo. 
Con los nodos que se le especifique, el algoritmo construirá los árboles. Por tanto, es 
necesario un mínimo proceso de análisis del problema para configurar el algoritmo, puesto 
que hay que decirle qué operadores puede utilizar. Como regla general, es conveniente 
ajustar el número de operadores sólo a los necesarios, puesto que la adición de elementos 
que no sean necesarios no provocará que no se encuentre la solución, pero sí que el 
algoritmo tarde más en encontrarla. 
A la hora de especificar los conjuntos de elementos terminales y funciones, es necesario 
que estos conjuntos posean dos requisitos, que son cerradura y suficiencia. El requisito de 
suficiencia dice que la solución al problema debe poder ser especificada con el conjunto de 
operadores especificados. El requisito de cerradura dice que debe ser posible construir 
árboles correctos con los operadores especificados. 
Dado que el proceso del construcción de árboles es un proceso basado en el azar, muchos 
de los árboles construidos no serán correctos no por no seguir las reglas de la gramática 
sino por la aplicación de operadores (nodos no terminales) a elementos que no están en su 
dominio. Por esta razón no se aplican estos operadores directamente, sino una 
modificación de ellos en la que se amplía su dominio de aplicación. El ejemplo más claro es 
el operador de división, cuyo dominio es el conjunto de números reales excepto el valor 
cero. Ampliando su dominio, se define un nuevo operador (%): 
        
        
          
  
A esta nueva operación se denomina operación de división protegida, y, en general, cuando se 
crea una nueva operación, que extiende el dominio de otra, se denomina operación protegida. 
Restricciones 
Existen dos tipos principales de restricciones: 
 Tipado. 




Para establecer reglas sintácticas en la creación de árboles, es posible especificar reglas de 
tipado (Montana, 1995): se establece el tipo de cada nodo (terminales y funciones), y para 
los no terminales (funciones) el tipo que debe tener cada hijo. De esta forma se especifica 
la estructura que deben seguir los árboles. 
Al especificar el tipo de cada nodo, se está especificando una gramática que va a ser la que 
siga el algoritmo para la construcción de árboles. Esta gramática permitirá que los árboles 
tengan la estructura deseada. 
Los tipos más usados son aquellos que tienen que ver con la realización de operaciones 
aritméticas: reales y enteros. Sin embargo, son también muy usados otros como el tipo 
booleano o el tipo sentencia. Este último se utiliza cuando se quiere desarrollar un 
programa que sea una secuencia de mandatos y designa nodos que no devuelven nada, sino 
que su evaluación se basa en los efectos laterales que provoca su ejecución. 
La restricción de altura evita la creación de árboles demasiado grandes y fuerza una 
búsqueda en soluciones cuyo tamaño se acota de antemano. Con esta restricción se evita 
que los árboles posean mucho código redundante y el crecimiento excesivo de los árboles 
(Soule, 1998; Soule and Foster, 1997). El crecimiento excesivo de los árboles es un 
fenómeno conocido con el nombre de bloat. Este fenómeno se produce de forma 
espontánea al avanzar el proceso evolutivo, puesto que los árboles evolucionan generando 
partes que no influyen en su comportamiento. Esto se produce para paliar los efectos 
nocivos de los operadores de cruce y mutación, puesto que cuantas más partes inútiles 
tenga un árbol, menos probabilidades habrá de que este sea modificado cuando se le 
aplique un operador de cruce o mutación. De esta forma, los individuos se protegen a sí 
mismos. Un ejemplo de una parte inútil de un árbol sería, en un individuo que representa 
una expresión matemática, un subárbol al cual se va a multiplicar por cero, como se puede 









El funcionamiento es similar al de los algoritmos genéticos: se basa en la generación de 
sucesivas generaciones a partir de las anteriores. Este algoritmo se puede ver en la Figura 
16 (Koza, 1992). 
Tras la creación inicial de árboles (generalmente serán aleatorios), se construyen sucesivas 
generaciones a partir de copias, cruces y mutaciones de los individuos de cada generación 
anterior. 
Para poder aplicar la PG será necesario especificar dos elementos fundamentales: 
 Conjunto de terminales y funciones. Dada la forma diferente de codificación que 
tiene la PG frente a los AA.GG., será necesario especificar qué elementos se 
pueden utilizar para construir los árboles. 
 Función de ajuste. Indica la bondad de cada individuo. 
Generación inicial de árboles 
El primer paso en el funcionamiento del algoritmo es la generación de la población inicial. 
En la creación de la generación 0, cada árbol se creará de forma más o menos aleatoria, 
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Dado que los árboles son aleatorios, los individuos de esta población en general 
representan soluciones malas al problema. 
Para la creación de un árbol existe una gran variedad de algoritmos, pero son tres los más 
utilizados (Koza, 1992): parcial, completo e intermedio.  
El algoritmo de creación parcial genera árboles cuya altura máxima no supera la 
especificada. El algoritmo es el siguiente, dada la altura máxima y los conjuntos de 
elementos terminales (T) y funciones (F): 
 
En este algoritmo, cada hoja tendrá como máximo la profundidad especificada. Para el caso 
de generar árboles tipados, será necesario mantener la restricción del tipado, con lo que el 
algoritmo es el siguiente: 
 
GeneraÁrbol (altura, F, T, tipo) 
begin 
if altura=1 then 
Asignar la raíz del árbol como un elemento aleatorio de T 
del tipo especificado. 
else 
Asignar la raíz del árbol como un elemento aleatorio de  
FT del tipo especificado. 
Para cada hijo de la raíz, 
Asignar a la raíz como hijo el subárbol generado con  
GeneraÁrbol (altura-1, F, T, tipo de ese hijo) 
 end 
 
GeneraÁrbol (altura, F, T) 
begin 
if altura=1 then 
Asignar como raíz del árbol un elemento aleatorio de T 
else 
Asignar como raíz del árbol un elemento aleatorio de FT 
Para cada hijo de la raíz, 
Asignar a la raíz como hijo el subárbol generado con 





El algoritmo completo genera árboles cuyas hojas están todas a un determinado nivel, pues 
genera árboles completos. El algoritmo es muy similar al anterior: 
 
Para el caso de utilizar las propiedades de tipado, se realiza la modificación como 
anteriormente, dando lugar a: 
 
Sin embargo, es necesario tener en cuenta que al utilizar tipado se está forzando a la 
utilización de un conjunto de reglas sintácticas y esto puede provocar que sea imposible 
generar árboles de la altura especificada con los conjuntos de terminales y funciones dados. 
Por ejemplo, con el conjunto de terminales T y funciones F 
T = { X, Y, 3, 5 }  F = { if, > } 
GeneraÁrbol (altura, F, T, tipo) 
begin 
if altura=1 then 
Asignar la raíz del árbol como un elemento aleatorio de T 
del tipo especificado. 
else 
Asignar la raíz del árbol como un elemento aleatorio de F  
del tipo especificado. 
Para cada hijo de la raíz, 
Asignar a la raíz como hijo el subárbol generado con  
GeneraÁrbol (altura-1, F, T, tipo de ese hijo) 
 end 
GeneraÁrbol (altura, F, T) 
begin 
if altura=1 then 
Asignar la raíz del árbol como un elemento aleatorio de T 
else 
Asignar la raíz del árbol como un elemento aleatorio de F 
Para cada hijo de la raíz, 
Asignar a la raíz como hijo el subárbol generado con  





Sería imposible generar un árbol completo de tipo real de altura 2, puesto que para ello la 
raíz debería ser el elemento “if”, con su primer hijo de tipo booleano y como operador 
booleano solo hay un nodo no terminal, el que representa la relación de mayor, y se 
necesita un nodo terminal para garantizar el cumplimiento de la restricción de altura. En 
este ejemplo los conjuntos F y T cumplen la condición de cerradura, pues es posible 
construir árboles correctos, pero existe una incompatibilidad en el algoritmo completo con 
la restricción de altura 2 al generar árboles iniciales causada por la gramática que se está 
implementando. 
El algoritmo de creación intermedio es una mezcla de los dos anteriores, creado para que 
exista mayor variedad en la población inicial, y con ello mayor diversidad genética. Este 
algoritmo se basa en ejecutar los anteriores alternándolos y tomando distintas alturas para 
crear todos los elementos de la población. El algoritmo es el siguiente: dado un tamaño de 
población M y una altura máxima A: 
 
Este método genera un porcentaje de 100/(A-1)% árboles nuevos de altura, variando entre 
2 y A, de forma alternativa, completos y parciales. 
En general, se evita que se generen árboles de altura 1; es decir, árboles que contengan solo 
un elemento terminal. En la práctica se modifican los algoritmos para que se evite esta 
posibilidad. 
Estos algoritmos se basan fuertemente en el azar, y la única intervención del usuario está en 
la introducción de los elementos terminales y funciones. Sin embargo, existen muchos más 
algoritmos en los que la creación de árboles no es tan aleatoria. Por ejemplo, en (Luke, 
2000) se asigna una probabilidad de aparición a cada nodo y, de esta forma, se reduce el 
carácter aleatorio de la creación. Además, se orientan los árboles a que contengan más 
nodos de una clase que otra. Los algoritmos serán muy similares, con la salvedad de que la 
elección de los elementos seguirá siendo aleatoria, pero estará ponderada por esa 
probabilidad asignada. 
for i:=2 to A do begin 
Generar M/(2*(A-1)) árboles de altura i con el método parcial 






2.2.4. Operadores genéticos 
En la creación de una nueva generación se aplican operadores en los que se generan y 
modifican los árboles. Estos operadores son resultado de adaptar los existentes en los 
algoritmos genéticos tradicionales a la programación genética, modificándolos para 
adaptarlos a la codificación en forma de árbol. 






El principal operador es el de cruce. En él, dos individuos de la antigua población se 
combinan para crear otros dos individuos nuevos. 
Después de seleccionar a dos individuos como padres, se selecciona un nodo al azar en el 
primero y otro en el segundo de forma que su intercambio no viole ninguna de las 
restricciones: los nodos deben ser de igual tipo y los árboles nuevos deben seguir 
manteniendo la altura máxima. El cruce entre los dos padres se efectúa mediante el 
intercambio de los subárboles seleccionados en ambos padres. 
La restricción de altura conlleva a que si se está tomando una altura máxima de A y se 
selecciona un nodo de un árbol para cruce que está a una profundidad P, del segundo árbol 
se descartarán para el cruce todos aquellos nodos cuyos subárboles tengan una altura 
mayor que A-P, puesto que el resultado del cruce daría lugar a un árbol de altura mayor que 
A. De la misma forma, si el nodo seleccionado en el primer árbol representa a un subárbol 
de altura A’, del segundo se descartan aquellos cuya profundidad sea mayor que A-A’, 
puesto que de insertar el subárbol seleccionado del primer árbol en ese hueco, se violaría 
igualmente la restricción de altura máxima. 
La Figura 17 muestra un ejemplo de dos árboles seleccionados para cruce. En este caso, la 













Figura 17. Árboles seleccionados para cruce 
En primer lugar, se selecciona de forma aleatoria un nodo en el primer árbol. En este caso 
el nodo “+”, que representa a un subárbol de altura 3. En el segundo árbol se descarta 











Figura 18. Se selecciona nodo en el primer progenitor y se aplica restricción de tipo en el segundo 
En el segundo árbol se descartan aquellos nodos que nos llevarían a violar la restricción de 
altura tras el intercambio. Se descarta la raíz del árbol porque llevaría a un árbol demasiado 
alto en el primer progenitor y los nodos de altura 4 y 5 (es decir, los dos últimos niveles) 












































Figura 19. Se descartan nodos en el segundo progenitor que violen la restricción de altura máxima 
En el segundo árbol se selecciona un nodo de los restantes, en este caso el operador “if”, y 











Figura 20. Se selecciona un nodo de los restantes 
 
La operación de cruce es sexual en el sentido en que se necesitan dos individuos para 
generar individuos nuevos. 
Este operador es el auténtico motor del funcionamiento de la programación genética y 
provoca la combinación de resolución de subproblemas (cada subárbol puede interpretarse 












































Figura 21. Se intercambian los subárboles y se introducen en la nueva población 
Se ha observado (Soule, 1998) que la mayoría de los cruces provocan la generación de 
individuos peores, así como la aparición de mucho código redundante dentro de los 
árboles. Este código redundante previene los posibles efectos nocivos de otros operadores 
más destructivos como el de mutación, pero provoca un crecimiento exagerado de los 
árboles en poco tiempo. Por ello, una solución es utilizar cruces no destructivos: los árboles 
generados por la operación de cruce son insertados en la nueva generación si son mejores 
que sus padres. En caso contrario, se insertan en la nueva generación copias de los padres. 
Una ventaja de este tipo de cruces sobre los cruces de los algoritmos genéticos tradicionales 
es que al cruzar dos padres iguales, los hijos en general son distintos a los padres (y 
distintos entre ellos). Esto no ocurría en el cruce en los algoritmos genéticos, en los que en 
este caso, cuando se cruzaban padres idénticos, los hijos eran iguales a los padres. 




















































Figura 23. Resultado de realizar un cruce entre árboles iguales 
Al realizar un cruce, el nodo escogido en ambos árboles no se suele tomar al azar: 
generalmente se asigna una probabilidad de que el nodo tomado sea no terminal. Esta 
probabilidad suele ser alta (sobre 0.9), puesto que en un árbol la mayoría de los nodos son 
terminales, y si no se toma esta probabilidad la mayoría de los cruces no son más que 
permutaciones de elementos terminales entre distintos árboles. 
El operador de cruce aquí descrito se realiza de forma igual para todos los individuos. Sin 
embargo, existe variantes adaptativas de estos operadores (Angeline, 1996) en las que el 
propio algoritmo se modifica, así como numerosas variantes que tienen como base este 
algoritmo (Aguirre et al., 1999; Pereira et al., 1999). 
Reproducción 
La reproducción simplemente es la copia de individuos en la nueva generación. Esta 
operación es asexual en el sentido en que se genera un individuo a partir de un individuo 
anterior. 
Esta operación, junto con la de cruce, son las que se utilizan más frecuentemente, y entre 
ellas tiene una especial predominancia la de cruce. De hecho, el porcentaje de individuos 
nuevos generados a partir de cruces suele ser superior al 90%, mientras que el resto son 
generados mediante copias. El aumento del número de individuos generados por copias 
aumenta el peligro de predominancia de un individuo sobre el resto de la población, y que 
finalmente tras varias generaciones toda la población converja hacia ese individuo. Esta es 




















se tenía al principio y ello conlleva que la búsqueda en el espacio de estados sólo se lleve a 
cabo en una determinada zona, lo cual es lo contrario que se pretende. 
El operador de cruce es por tanto el principal operador utilizado para la generación de los 
nuevos árboles y exploración del espacio de estados (Poli and Langdon, 1998). 
Selección 
Al igual que en el caso de los AA.GG., la selección de individuos debe de realizarse 
favoreciendo el escoger individuos sobre todo de los mejores de la población, pero 
permitiendo también que algunos de los peores sean escogidos. Dado que en esta 
operación no influye la forma de codificación de los individuos, los algoritmos que se 
utilizan son los mismos que para el caso de AA.GG., explicados anteriormente. 
Mutación 
El operador de mutación provoca la variación de un árbol de la población. Este operador 
suele usarse con probabilidad muy baja (menos que 0,1) antes de introducir un individuo en 
la nueva generación. 
Existen dos tipos principales de mutación: mutación en la que se varía un solo nodo y 
mutación en la que se varía una rama entera del árbol. 
En el primer caso, conocida por mutación puntual, la mutación actúa de la siguiente 
manera: 
1. Se escoge un nodo al azar del árbol. 
2. Se escoge al azar un nodo del conjunto de terminales o no terminales, del mismo 
tipo que el seleccionado, con el mismo número de hijos y de forma que sus hijos 
sean del mismo tipo. 
3. Se intercambia el nodo antiguo del árbol por el nuevo, manteniendo los mismos 
hijos que el antiguo. 
4. Dado que cada rama del árbol representa una solución a un subproblema y el no 
terminal que las une representa la forma de combinar esas soluciones, si se realiza 
este tipo de mutación sobre un elemento no terminal se estará provocando que las 
soluciones se combinen de distinta forma. Este tipo de mutación apenas se usa. La 




mutado el árbol cambiando el nodo destacado por otro del mismo tipo y mismo 








Figura 24. Ejemplo de mutación puntual 
En el segundo tipo de mutación, se efectúan cambios mayores en el árbol. La operación es 
la siguiente: se escoge un nodo al azar del árbol, se elimina todo el subárbol que cuelga de 
ese nodo, se crea un nuevo subárbol del tipo y altura adecuados y se pone en su lugar. 
Al cambiar una rama entera, lo que ahora se cambia del árbol es la forma de resolver el 
subproblema. En la Figura 25 puede verse un ejemplo de un árbol sobre el que se va a 
aplicar esta operación de mutación. En él puede apreciarse un nodo destacado, que será el 










Figura 25. Árbol sobre el que se realizará mutación 
Para realizar la mutación, será necesario eliminar el nodo seleccionado (y el subárbol que 
representa) y crear un subárbol nuevo para insertarlo en ese lugar. Para no violar la 



































Figura 26. Árbol de mutación y subárbol nuevo generado 
Finalmente, para terminar el proceso, se coloca el subárbol en el hueco dejado por el nodo 











Figura 27. Árbol resultante de la mutación 
El operador de mutación provoca en ese individuo un salto en el espacio de estados, 
comenzando una búsqueda distinta en otra zona. La mayoría de las mutaciones son 
destructivas, es decir, el individuo empeora, y por eso se utilizan con una probabilidad muy 
baja, para conseguir variedad genética. Existen estudios sobre la evolución sin el uso de 
cruces, en los que la mutación juega un papel fundamental (Chellapilla, 1997), en los que se 



























Al igual que en los AA.GG., es necesario medir la bondad de cada individuo para realizar la 
ejecución del proceso evolutivo. De esto se encarga la función de ajuste, que cuantifica la 
bondad del fenotipo representado por el árbol genético. Existen diversas formas de ajuste, 
que son las mismas que las explicadas para el caso de AA.GG. y, por lo tanto, son 
igualmente válidas para PG. 
Como se ha explicado anteriormente, uno de los problemas de la PG es el crecimiento 
excesivo de los árboles para protegerse a sí mismos de los efectos nocivos de los 
operadores genéticos de cruce y mutación. Para evitar este problema, puede incluirse un 
factor de parsimonia en el cálculo del ajuste (Soule, 1998; Soule and Foster, 1997). Esta 
técnica se puede usar para reducir la complejidad del cromosoma que está siendo evaluado, 
y funciona mediante la penalización en el ajuste del individuo i de la siguiente forma: 




Donde P(i) es una medida de la bondad del individuo (en este caso, peor cuanto más 
positivo),  es el nivel de parsimonia y si es el tamaño (número de nodos) del individuo. 
Con este coeficiente se está penalizando el número de nodos de un árbol, y su valor 
máximo suele ser de 0´1. Con este valor, se necesitará que el árbol tenga 10 nodos para 
incrementar en una unidad el valor de ajuste. Sin embargo, un valor tan alto ya es muy 
dañino en la evolución, y se suelen tomar valores menores (0.05, 0.01, etc), dependiendo 
del rango de valores en los que se espera que estén los ajustes de los individuos. 
Dado que es un valor que se suma al valor de ajuste, que se quiere minimizar, constituye 
una penalización, lo cual provoca que el proceso evolutivo busque árboles sencillos que 
permitan resolver el problema en cuestión. 
2.2.6. Parámetros 
Ya que el funcionamiento de la PG es similar al de los AA.GG., los parámetros que 
controlaban el funcionamiento en éstos también realizan la misma función en la PG. Por lo 
tanto, los parámetros de tamaño de población, tasa de cruces, probabilidad de mutación, 
etc., explicados anteriormente, también están presentes aquí. Sin embargo, y dada la distinta 




modificaciones a los operadores genéticos, surge una serie de parámetros especiales de PG, 
que son los siguientes: 
 Altura máxima del árbol. Indica la altura máxima que van a poder alcanzar los 
árboles durante el proceso evolutivo. Este parámetro se ajusta también de forma 
proporcional a la complejidad del problema, de forma similar al anterior: un 
tamaño de población elevado exige elevar la altura máxima, pues, si no, existirá un 
gran número de individuos repetidos en la población, con predominio de uno de 
ellos, y los problemas que ello acarrea (fundamentalmente, pérdida de variedad 
genética y convergencia prematura del algoritmo). Para ajustar este parámetro y el 
anterior, y valorar la complejidad del problema, es conveniente tener en cuenta el 
número de elementos que tienen los conjuntos de elementos terminales y no 
terminales, así como el número de variables y analizar el problema a solucionar. 
 La altura máxima que tendrán los árboles iniciales. 
 La altura máxima que tendrán los subárboles creados por una mutación de 
subárbol. Para una de estas mutaciones, el subárbol generado tendrá una altura 
máxima que será la mínima entre este parámetro y la altura permitida por la 
restricción de altura máxima en el nodo seleccionado. 
 Algoritmos de selección, mutación y creación. Sin embargo, y al contrario de lo que 
pasaba con los AA.GG., el algoritmo de cruce suele ser fijo y utilizarse siempre el 
mismo. 
 En los cruces, se utiliza también una probabilidad de selección de nodo no 
terminal, que se usa para escoger nodos del árbol: con esa probabilidad se escogerá 
un no terminal antes que un terminal (Angeline, 1996; Koza, 1992). 
 El coeficiente de “parsimonia” para penalizar árboles grandes. 
2.2.7. Aplicaciones 
La programación genética es una técnica muy versátil y adaptable, y ha sido utilizada en una 
gran variedad de campos. Con seguridad su aplicación más utilizada ha sido en el campo de 
la regresión simbólica: el objetivo es encontrar expresiones que relacionen unas variables de 




expresiones que relacionan magnitudes físicas que son tan buenas, o incluso mejores, que 
las existentes hasta aquel momento en el campo (Babovic et al., 2001a; Babovic et al., 
2001b). También ha sido capaz de redescubrir relaciones matemáticas ya existentes, así 
como relaciones nuevas. Sin embargo, esta técnica no se limita a inducir expresiones 
matemáticas, sino que su capacidad para construir árboles la convierten en una poderosa 
técnica de optimización de árboles, y todo lo que pueda ser representado como tales. 
Algunos campos en los que ha sido aplicado son: 
 Predicción en series financieras. Un ejemplo es el artículo publicado por Butler en 
1995, en el que se utiliza la programación genética para generar reglas para un 
sistema experto con el objetivo de realizar apuestas en carreras de caballos (Butler 
and Tsang, 1995). Un año antes, ya se había publicado otro artículo en el que se 
había utilizado esta técnica con el mismo fin, apostar en carreras de caballos, con 
buenos resultados (Perry, 1994). 
 Modelización de series en general, no solo financieras (Rivero et al., 2005). Howard 
Oakley ha utilizado programación genética para modelizar series caóticas basadas 
en las ecuaciones de Mackey-Glass en datos verdaderos (Oakley, 1994a; Oakley, 
1994b). 
 Diseño de filtros. En los artículos de Oakley de los años 1993 y 1994 se compara el 
método de búsqueda con heurística (algoritmo genético convencional) con la 
programación genética para construir un filtro que elimine el ruido que se obtienen 
en los datos que se muestrean (Oakley, 1993; Oakley, 1994a). La pila de filtro que 
se obtuvo usando programación genética apareció como la respuesta apropiada. 
Actualmente se usa en una aplicación de Sistema Láser. 
 Robótica. En este campo las aplicaciones han sido muy variadas. En el trabajo de 
Spencer de 1994, se describe como ha sido utilizado para generar automáticamente 
un programa que permita a una criatura de 6 patas andar y arrastrarse, con un 
operador adicional de perturbación (Spencer, 1994). En el campo de la robótica, la 
programación genética ha sido muy utilizada en el control de robots, pero también 
en el comportamiento (por ejemplo, en los trabajos de Reynolds se utilizó para 
evitar obstáculos (Reynolds, 1992; Reynolds, 1994) y en planificación o 




 Reconocimiento de patrones y clasificación. Usando patrones del mundo real, se 
consiguieron clasificadores que formaran propiedades de los datos, con resultados 
mejores que los obtenidos con otros medios, como la utilización de árboles ID-3, o 
el uso de un perceptrón multicapa con un algoritmo de aprendizaje de 
backpropagation. Un trabajo teórico es el publicado de Tackett en 1994, en el que se 
estudia un problema de clasificación utilizando dos estructuras toroidales 
interconectadas como dos eslabones de una cadena (Tackett and Carmi, 1994). El 
problema era clasificar una serie de puntos dados en un espacio tridimensional para 
ver si pertenecen a la estructura. La distribución de los puntos no puede ser 
linealmente separable por una regla perceptrón, ni pueden ser cubiertos los puntos 
por conos o hiperconos, ni encerrados por un par de funciones base radiales. 
 Redes neuronales. Se ha aplicado la programación genética tanto para el diseño de 
redes neuronales (Gruau, 1992; Gruau, 1994), como para la creación de nuevos 
algoritmos de aprendizaje (Segovia and Isasi, 1997). 
 Arte. La programación genética se ha aplicado para la generación de imágenes y 
música de forma semiautomática, con la participación de humanos que evalúen la 
creación. Sin embargo, en la creación musical la participación humana ha sido 
posible automatizarla en gran medida (Johanson, 1997; Johanson and Poli, 1998). 
 Análisis de bases de datos. Se ha utilizado para distintos objetivos, como por 
ejemplo construcción de respuestas, clasificación o inducción de reglas, en el 
campo de la minería de datos (Freitas, 1997). 
Estos son solo algunos ejemplos de aplicaciones, pero existen innumerables campos de 
trabajo abiertos, como son creación de métodos de programación, aplicaciones en el 
procesamiento del lenguaje natural, en realidad virtual, síntesis de circuitos analógicos y 
digitales, algoritmos de compresión, procesado de imágenes (Rivero et al., 2004), etc. 
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II. Estado de la cuestión 
Durante los últimos años, la cantidad de datos generados por los estudios de asociación ha 
aumentado significativamente y, como consecuencia, se han desarrollado numerosos 
métodos no sólo estadísticos, pero también computacionales, diseñados para realizar 
análisis de estudios de asociación genotipo-fenotipo basados en SNPs. Estos métodos 
pueden dividirse en tres grandes grupos (Kelemen et al., 2009): métodos estadísticos, 
métodos de data mining supervisados y no supervisados, y métodos de soft-computing. 
Dado que el modelo propuesto en la presente tesis se enmarca en el último grupo, la 
revisión bibliográfica realizada se centrará principalmente en este grupo. 
1. Métodos estadísticos 
Existen métodos estadísticos basados en medidas y en tests estadísticos (Balding, 2006; 
Thomas, 2004). Estos estudios se pueden dividir en análisis preliminar y en técnicas de 
asociación genotipo-fenotipo. El objetivo del primer grupo es comprobar la calidad de los 
datos, por ejemplo, comprobando la desviación del Equilibrio Handy-Weinberg (HWE) 
(Wittke-Thompson et al., 2005). Esto puede ayudar a escoger el conjunto adecuado de 
SNPs o cómo inferir haplotipos del genotipo. Normalmente, se suele usar la bondad de 
ajuste de Pearson para analizar la desviación HWE. 
Dentro de este grupo estarían también los test para detectar datos perdidos (missing data) 
(Little and Rubin, 2002). Aunque los datos perdidos no son un problema cuando se analiza 
un solo SNP, sí lo son cuando se analizan múltiples SNPs, ya que algunos sujetos podrían 
presentar uno o más genotipos con datos perdidos. La solución más común a este 
problema es reemplazar estos datos perdidos con valores predichos usando los genotipos 
de la vecindad. Los métodos más usados para estas predicciones son los métodos de 
“maximum likehood estimate” o la selección aleatoria basada en una distribución de 
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probabilidad. La segunda posibilidad tiene como ventaja sobre la primera que las 
repeticiones de selecciones aleatorias suavizan los efectos causados por la pérdida de datos 
en los resultados. 
Existen principalmente tres posibilidades a la hora de realizar análisis de asociación. La 
primera corresponde con las pruebas de asociación de un solo SNP. Este tipo de test se 
basa en probar la hipótesis nula de que no existe ninguna asociación entre los valores de 
cada SNP y el valor caso/control. Para probar esto, los test más usados son el test de 
Pearson y el test de Fisher, especialmente este último a pesar de que es 
computacionalmente más costoso. En los estudios de asociación complejos la asociación 
entre el desarrollo de una enfermedad y el valor de un solo SNP es muy débil, por lo que el 
test de Fisher y el test de Pearson pueden no ser suficientemente potentes. En estos casos, 
se puede aplicar el test de Cochran-Armitage (Armitage, 1995) que es más conservador que 
los anteriores y no depende de del HWE. 
El segundo tipo de análisis se refiere a los estudios de asociación con salidas continuas. Los 
métodos clásicos para estos estudios son la regresión lineal o el análisis de varianza 
(ANOVA). ANOVA es equivalente al test de Pearson y compara la hipótesis nula de no-
asociación con la alternativa general. La regresión lineal reduce los grados de libertad 
asumiendo que existe una relación lineal entre el valor de salida considerado en el estudio y 
el genotipo. En ambos casos el test necesita que los valores del genotipo sigan una 
distribución normal para cada genotipo. Si los estudios son del tipo caso/control, la 
regresión lineal no es aplicable debido a la distribución no-lineal de los datos del fenotipo: 
caso o control. La regresión logística es una aproximación más elaborada, ya que suele ser 
usada para asignar una puntuación para una predicción en lugar de proporcionar una 
predicción en sí. Además de esto, la regresión logística es un método muy flexible que 
puede ser fácilmente adaptado para múltiples SNPs y permite incluir interacciones 
ambientales así como covariantes como el sexo o la edad.  Cuando los test se aplican a 
múltiples SNPs, el objetivo del test es, dado un conjunto de SNPs en sujetos caso y 
control, encontrar un conjunto de estos relacionado con la enfermedad, y/o cuando la 
asociación sea dada, encontrar el SNP más cercano al polimorfismo casual. Cuando el 
número de SNPs es demasiado grande, la capacidad de seleccionar los SNPs más relevantes 
y borrar aquellos que presenten correlaciones grandes con otros aumenta el poder del 
análisis, a expensas de perder algo de información.  
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Otra solución al problema de tener demasiados SNPs correlacionados es usar técnicas 
como  “stepwise selection procedure” (Cordell and Clayton, 2002) o “bayesian shrinkage 
methods” (Wang et al., 2005). Uno de los mayores problemas del análisis de múltiples 
SNPs está relacionado con la existencia de demasiados predictores, algunos altamente 
relacionados. Una de las estrategias inspirada en la estructura de bloques seguida por el 
genoma humano, es el uso de haplotipos para eliminar las correlaciones en las regiones de 
baja recombinación. Esta aproximación permite obtener análisis con un menor número de 
grados de libertad e incluso subraya la importancia de los efectos combinados de estas 
variables accidentales. 
Finalmente, Briggs et al. estudiaron interacciones genéticas (epistasis) siguiendo un enfoque 
estadístico, combinando varios métodos analíticos (Briggs et al., 2010). Utilizaron un 
análisis multi-fase que combinaba técnicas de aprendizaje máquina supervisadas con la 
regresión logística, aplicado a una enfermedad autoinmune: la artritis reumatoide. 
2. Métodos de data mining 
Los métodos de data mining tienen un numero de características que los hacen muy 
atractivos para realizar análisis de estudios de asociación. Estos métodos son normalmente 
computacionalmente eficientes y altamente escalables cuando se trata con una alta 
dimensionalidad de los datos, como ocurre en los estudios de asociación. Los modelos 
obtenidos a partir de estas técnicas tienden a ser considerados más simples en comparación 
con aquellos obtenidos a partir de técnicas estadísticas, a pesar de que estos métodos 
permiten la explotación y descubrimiento, es decir, que al contrario de los métodos 
estadísticos que son dirigidos a hipótesis, los métodos de data mining son generadores de 
hipótesis. Los resultados obtenidos por análisis que usan estas técnicas son a menudo 
considerados como un complemento a los análisis estadísticos clásicos. Finalmente, las 
técnicas de data mining normalmente usan datos discretos y manejan estructuras 
simbólicas, proporcionando explicaciones y resultados más útiles y fáciles de entender que 
los proporcionados por los métodos estadísticos, que normalmente son más complejos.  
A menudo se define pobremente data mining como “la extracción no trivial de 
información implícita, previamente desconocida y potencialmente útil de los datos”. Las 
técnicas de data mining aplicadas al análisis de estudios de asociación se pueden categorizar 
en dos grupos: métodos de clasificación que intentan encontrar marcadores y otras 
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características relevantes para predecir una enfermedad y las técnicas de clustering que 
intentan encontrar subgrupos de sujetos basándose en su similitud genotípica y fenotípica. 
2.1. Métodos de clasificación 
Los métodos de clasificación intentan encontrar reglas o patrones que ayuden a predecir el 
valor de una variable en función de variables independientes. Esto aplicado a estudios de 
asociación implica encontrar una serie de patrones de SNPs o de haplotipos que juntos 
formen un buen predictor de un fenotipo y que puedan predecir la susceptibilidad a una 
enfermedad del individuo. Una de las técnicas más populares son los denominados árboles 
de regresión/clasificación/decisión. Estas técnicas están basadas en la partición recursiva 
de los datos, resultando un modelo en forma de árbol. Ejemplos de estas técnicas aplicadas 
al análisis de estudios de asociación pueden encontrarse en diversas referencias (Cook et al., 
2004; Uhmn et al., 2009; Young and Ge, 2005). 
El Symbolic Discriminant Analysis (SDA) se utiliza en el análisis de grandes conjuntos de 
datos y realiza automática y simultáneamente una reducción de variables y el desarrollo del 
modelo. Se pueden encontrar algunos ejemplos de la aplicación de estas técnicas al campo 
de la genómica en la literatura (Reif et al., 2004). En otro trabajo publicado también en 
2004 se muestra un ejemplo de asociación utilizando reglas de asociación (Rova et al., 
2004). Este método se basa en la generación de reglas que describen co-ocurrencias de 
conjuntos de características. Otros métodos como DICE (Tahri-Daizadeh et al., 2003), la 
reducción de dimensión multifactorial (Moore, 2004; Ritchie et al., 2001) o las máquinas de 
soporte vectorial (SVM) (Ban et al., 2010; Waddell et al., 2005) han sido ampliamente 
utilizados también para el análisis de estudios de asociación. 
2.2. Métodos de clustering 
Los métodos de clustering intentan localizar subgrupos relativamente homogéneos dentro 
de un conjunto de datos. En el contexto de los estudios de asociación, los algoritmos de 
clustering intentan encontrar subgrupos de individuos que potencialmente compartan 
características genéticas. Este clustering puede aplicarse tanto en genotipo como en 
fenotipo. Una vez aplicado el clustering, debería ser más sencillo localizar factores 
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genéticos dentro de cada cluster, aumentando la potencia estadística, aunque reduciendo el 
número de patrones. La aplicación de estas técnicas puede encontrarse en la literatura 
(Molitor et al., 2003; Toivonen et al., 2005; Tzeng et al., 2003; Wilcox et al., 2003). 
3. Métodos de soft-computing 
Las técnicas de soft-computing abarcan tres de las principales tecnologías orientadas al 
desarrollo de sistemas inteligentes, llamadas lógica difusa, redes de neuronas y sistemas 
bioinspirados como la computación evolutiva, sistema inmune artificial o swarm 
intelligence. Dentro de esta familia de técnicas, existen dos tareas principales en lo que se 
refiere al análisis de estudios de asociación. 
La primera tarea es el descubrimiento de patrones de SNPs para enfermedades complejas, 
que incluye la selección de SNPs útiles de entre miles de SNPs asociados con una 
enfermedad. Existen dos aproximaciones principalmente: en primer lugar la búsqueda de 
tagSNPs, que consiste en la búsqueda no supervisada de bloques de SNPs relacionados con 
la enfermedad; la otra aproximación consiste en la búsqueda de patrones de interacción 
SNP-enfermedad, basada en métodos supervisados, que relacionan conjuntos de SNPs con 
enfermedades, sin tener en cuenta bloques preestablecidos. 
La segunda tarea se ocupa del modelado de interacciones gen-gen y gen-ambiente en 
enfermedades complejas. Debido a la complejidad del problema existen relativamente 
pocos trabajos que puedan abordar este problema. 
Jourdan et al. utilizan un algoritmo genético para inferir reglas a partir datos de SNPs 
procedentes de estudios de ligamiento para asociar SNPs con diabetes (Jourdan et al., 
2002). Posteriormente, mejoraron el algoritmo para aplicarlo en entornos distribuidos 
(Vermeulen-Jourdan et al., 2005). 
Clark et al. desarrollaron un algoritmo genético que permite construir árboles lógicos (Clark 
et al., 2008; Clark et al., 2005). Estos árboles lógicos consisten en expresiones lógicas 
(nodos) que agrupan conjuntos de SNPs (hojas). Este algoritmo genético fue aplicado a 
estudios sobre la variación genética de genes candidatos. En cada generación del algoritmo 
genético se modifica la población por medio de las técnicas de mutación, selección y cruce. 
Los mejores árboles se seleccionan basándose en la función de fitness, que consiste en la 
salida de la regresión bayesiana de cada árbol. 
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Estudios recientes muestran que la programación genética mejora el rendimiento de 
muchas técnicas estadísticas tradicionales, así como de muchos métodos de data mining o 
machine learning, como la regresión lineal o las SVM. Ritchie et al. usan una red de 
neuronas cuya arquitectura ha sido optimizada utilizando programación genética para 
identificar una combinación de genes relacionados con el riesgo de desarrollo de una 
enfermedad (Ritchie et al., 2003). Motsinger et al. también usan una red de neuronas 
optimizada usando programación genética para detectar interacciones gen-gen en datos de 
SNPs (Motsinger et al., 2006). 
Hubley et al. presentan un algoritmo evolutivo para selección de SNPs multiobjetivo, que 
es capaz de aproximar un conjunto de soluciones óptimas. Este diseño funciona muy bien 
con grandes estudios (Hubley et al., 2003). La implementación consiste en una versión 
modificada del algoritmo evolutivo de Strength-Pareto. Este algoritmo es especialmente 
adecuado para resolver problemas de optimización con varios objetivos o en espacios de 
búsqueda complejos donde heurísticas más exhaustivas no pueden ser usadas. 
Banzhaf et al. usan algoritmos genéticos así como otras técnicas de computación evolutiva 
para modelar relaciones gen-gen, usando árboles evolucionados para realizar el análisis de 
haplotipos (Banzhaf et al., 2006). 
Moore y White desarrollaron un método hibrido que combina la programación genética 
con la reducción de dimensionalidad multifactorial (MDR) para escoger SNPs (Moore and 
White, 2006). Este método funciona mejor que los métodos de Random Search cuando se 
usan datos simulados. 
Hasta el momento se han repasado distintas aproximaciones para realizar el análisis de los 
estudios de asociación. A continuación se hará un estado de arte sobre el uso de la técnica 
empleada en este trabajo para inferir información de los datos de SNPs, denominada reglas 
de asociación (Hernández et al., 2004; Tan et al., 2006). 
Las reglas de asociación son una estructura muy popular para expresar patrones en un 
conjunto de datos. Estos patrones pueden ser útiles para entender el comportamiento 
general del problema que genera el conjunto de datos y de esta manera se tenga más 
información que pueda asistir a problemas de toma de decisiones, diagnóstico, etc. El 
conjunto de datos puede estar expresado en forma de tabla, donde las filas se interpretan 
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como ejemplos mientras que las columnas son los tipos de características que presenta cada 
ejemplo.  
Una regla de asociación es una proposición probabilística sobre la ocurrencia de ciertos 
estados en los datos. Una típica regla de asociación podría ser “SI C1=0 Y C2=4 
ENTONCES CONSECUENTE”. Formalmente, una regla de asociación puede verse 
como reglas de la forma “SI A ENTONCES B”, donde A y B son conjuntos de ítems 
disjuntos. Dada una regla de asociación, se suele trabajar con dos medidas de calidad: la 
cobertura y la confianza. La cobertura de una regla se define como el número de instancias 
que la regla predice correctamente. Por otra parte, la confianza mide el porcentaje de veces 
que la regla se cumple cuando se puede aplicar. Los distintos algoritmos de búsqueda de 
reglas de asociación se basan en la búsqueda de reglas que cumplan unos requisitos 
mínimos en cuanto a cobertura y confianza. Diversas implementaciones de reglas de 
asociación pueden encontrarse en los siguientes trabajos (Deshpande and Karypis, 2002; 
Hipp et al., 2000; Li et al., 2001; Liu et al., 1998; Liu et al., 2001; Lucrédio et al., 2004; 
Srikant and Agrawal, 1995). 
3.1. Utilización de los algoritmos evolutivos para extracción de reglas 
Los algoritmos evolutivos tienen un carácter de búsqueda global que hace que sean 
especialmente adecuados para resolver problemas presentes en las distintas etapas del 
proceso de descubrimiento de conocimiento. En procesos de extracción de reglas, los 
algoritmos evolutivos tratan de forma adecuada las interacciones entre atributos ya que 
evalúan una regla como un todo mediante la función de ajuste, en lugar de evaluar el 
impacto de añadir o eliminar una condición de una regla, como ocurre en los procesos de 
búsqueda local incluidos en la mayoría de los algoritmos de inducción de reglas y árboles de 
decisión. 
Entre las distintas clases de algoritmos evolutivos, los algoritmos genéticos y la 
programación genética son los más utilizados para el descubrimiento de reglas. Estas dos 
clases de algoritmos difieren fundamentalmente en la representación de los individuos. En 
el caso de los algoritmos genéticos, los individuos se representan como una cadena lineal 
de condiciones, donde cada condición suele ser una pareja atributo-valor, mientras que en 
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la programación genética un individuo suele representarse mediante un árbol donde los 
nodos hoja son los valores de atributos y los nodos internos representan las funciones. 
3.1.1. Utilización de AA.GG. 
Los algoritmos genéticos siguen dos enfoques respecto a la forma de codificar reglas 
dentro de una población de individuos (De Jong, 1988): por un lado el enfoque 
“cromosoma-regla”, donde cada individuo codifica una sola regla, y por otra parte el 
enfoque “cromosoma-base de reglas”, también denominado enfoque Pittsburg (Smith, 
1980), donde cada individuo representa un conjunto de reglas. 
Dentro del enfoque “cromosoma-regla”, existen también dos propuestas. La primera, 
denominada enfoque Michigan (Holland and Reitman, 1978), en la que cada individuo 
modifica una sola regla pero la solución final será la población final o un subconjunto de la 
misma. En este caso es necesario evaluar el comportamiento del conjunto de reglas al 
completo y la aportación de la regla individual al mismo. Por otro lado el enfoque IRL 
(Iterative Rule Learning) (Venturini, 1993), en la que cada cromosoma representa una regla y 
la solución particular es el mejor individuo del algoritmo genético, mientras que la solución 
global consiste en el conjunto de los mejores individuos obtenidos a partir de varias 
ejecuciones del algoritmo genético. 
Escoger una aproximación u otra depende de la tarea que el algoritmo de búsqueda de 
reglas realice. Si el objetivo es obtener un conjunto de reglas de clasificación, entonces 
deberá ser evaluado por el comportamiento del conjunto total de reglas y no solo por la 
calidad de una regla simple. En este caso, la mejor aproximación sería seguir la solución 
“cromosoma = base de reglas”, que considera la interacción entre reglas. Se pueden 
encontrar algunos ejemplos en los que los algoritmos genéticos son usados para la 
obtención de reglas de asociación y usan la anterior aproximación (De Jong et al., 1993; 
Janikow, 1993). Es necesario tener en cuenta que esta aproximación presenta algunos 
problemas relacionados con el uso de grandes individuos (en los casos de cromosomas de 
longitud variable), incrementando el coste computacional del algoritmo. Debido a esto 
también han sido desarrolladas aproximaciones siguiendo el modelo “cromosoma = regla” 
(Giordana and Neri, 1995; Greene and F., 1993). En estos ejemplos se utilizan unos 
individuos más reducidos, simplificando el diseño de los operadores genéticos. Este 
enfoque tiene dos inconvenientes, por un lado, la dificultad del cálculo de la función de 
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fitness, ya que cada regla se evalúa individualmente y es difícil determinar la calidad del 
conjunto de reglas al completo. Por otra parte, puesto que el objetivo es obtener un 
conjunto de reglas, el algoritmo no debería converger hacia un único individuo. Para evitar 
esto se necesita alguna técnica de nichos (Beasly et al., 1993) que fomente la existencia de 
distintos individuos dentro de la población. 
En procesos de descubrimiento de reglas de asociación, es más adecuado el enfoque 
“cromosoma= regla”, ya que el objetivo suele ser encontrar un conjunto de reglas en las 
que la calidad de la regla se evalúa de forma independiente al resto. A continuación se 
describen varios trabajos que combinan AA.GG. con el enfoque IRL. 
GENAR (Mata et al., 2001) es una herramienta que fue diseñada para el descubrimiento de 
reglas de asociación en bases de datos que contenían atributos cuantitativos. Los autores 
utilizan un algoritmo evolutivo para obtener diferentes intervalos, así como IRL para evitar 
obtener siempre la misma regla. 
Hoffman presenta un algoritmo de boosting basado en el enfoque IRL para el diseño de un 
sistema de bases de reglas difusas (Hoffmann, 2004). La base de reglas difusas se generó 
utilizando un algoritmo evolutivo que optimizaba un clasificador de reglas difusas de cada 
vez. Esta técnica reduce, de forma sistemática, los pesos de los ejemplos correctamente 
clasificados para centrarse, en las siguientes iteraciones del método de generación de reglas, 
en aquellos ejemplos difíciles de aprender. 
ARMNGA (Association Rules Mining in Novel Genetic Algorithm) (Dai et al., 2007) es un 
algoritmo de minería espacial que utilizó un AG diseñado específicamente para el 
descubrimiento de reglas de asociación. Yan et al., por otra parte, diseñaron una estrategia 
basada en AA.GG. para la identificación de reglas de asociación sin la necesidad de 
especificar un umbral de cobertura  mínima (Yan et al., 2009). 
Qodaman et al. también propusieron un método basado en AA.GG. (Qodmanan et al., 
2011). Este método extraía las reglas que tenían la correlación más alta entre la cobertura y 
la confianza. Al igual que una de las aproximaciones descritas anteriormente, no era 
necesario especificar un umbral de cobertura mínima, pero tampoco una confianza mínima. 
Yang et al. presentaron un método basado en AA.GG. que evaluaba el efecto combinado 
de 26 SNPs involucrados en rutas metabólicas relacionadas con el cáncer de mama (Yang 
et al., 2011). 
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Li et al. combinaron un AG con Linear Discriminant Analysis (LDA) para desarrollar un 
método que tratase de diferenciar cáncer de nasofaringe de tejido normal de acuerdo a 
variables que pertenecían a regiones seleccionadas relacionadas con proteínas, ácidos 
nucleicos y lípidos (Li et al., 2012). 
Finalmente, Mooney et al. aplicaron AA.GG. a la búsqueda de asociaciones multi-locus 
(Mooney et al., 2012). Para ello, exploraron y evaluaron el uso de un AG para el 
descubrimiento de grupos de 2, 3 ó 4 SNPs aplicado a la detección de asociaciones con el 
trastorno bipolar. 
3.1.2. Utilización de PG 
En relación a la PG, se pueden encontrar diversos estudios en los que esta técnica ha sido 
aplicada a enfermedades concretas. Un ejemplo es el estudio llevado a cabo en Curitiba 
(Brasil) en el que se aplicó esta técnica en la investigación sobre el dolor de pecho 
(Bojarczuk et al., 2000). El objetivo del estudio era encontrar reglas de clasificación que 
permitiesen diagnosticar diversas enfermedades que tenían como síntoma el dolor de 
pecho. Este estudio incluía 165 variables que se estimaban relevantes para clasificar hasta 
12 enfermedades distintas. A pesar de obtener resultados aceptables, los pocos casos con 
los que se trabajaba hicieron imposible obtener mejores conclusiones. Sin embargo, este 
estudio ya mostraba lo prometedor de esta técnica y la importancia de la selección de las 
variables consideradas en el estudio. 
En 2001 aparecieron dos nuevos estudios que avanzaban en el uso de la PG con fines 
médicos. Uno de ellos proponía un modelo basado en árboles para predecir casos de 
cáncer de mama (Kuo et al., 2001). El objetivo de dicho estudio era desarrollar un sistema 
de clasificación previo al análisis del caso por un experto y obtuvo resultados tan 
satisfactorios que superaron el 85% de acierto. En el segundo estudio (Brameier and 
Banzhaf, 2001) se realizó una comparación entre diversas técnicas basadas en PG con el 
objetivo de encontrar la técnica que ofrecía mejores resultados con menor coste 
computacional. 
En 2004 se publicaron diversos estudios que buscaban, entre otros, predecir la 
supervivencia de pacientes con cáncer (Langdon and Buxton, 2004) en base a su ADN y al 
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desarrollo de la enfermedad, o clasificar el ADN para detectar la posible presencia de 
linfomas (Hong and Cho, 2004), ambos alcanzando altísimos índices de acierto. 
Fue también en este mismo año cuando terminaron de unirse los conceptos de PG, el 
descubrimiento de reglas de clasificación y su uso en bases de datos médicas, tal y como 
defendieron estudios de la Universidad de Kent (Bojarczuk et al., 2004), donde se analizó la 
necesidad de buscar una sintaxis y unas restricciones que hicieran que las reglas fueran más 
simples y fáciles de comprender. Para este estudio se trabajó sobre varias enfermedades 
distintas (algunas ya vistas, como el cáncer de mama o el dolor de pecho y otras nuevas, 
como algunas relacionadas con afecciones dermatológicas), comparando diferentes 
métodos de clasificación con el objetivo de mejorar los resultados. 
La proliferación de estos trabajos y los buenos resultados que obtenían invitaron a que se 
siguiera investigando en de qué forma se podía hacer más eficiente la PG a la hora de 
detectar enfermedades o la predisposición a ellas, destacando, entre otros, un estudio sobre 
tres técnicas para encontrar un patrón común en el cáncer de mama (Delen et al., 2005) 
realizado en 2005. También es reseñable un estudio que pretendía buscar nuevas formas de 
afrontar el problema, probando, por ejemplo, el uso de gramáticas que modelasen el ADN 
(Langdon et al., 2010) de manera similar a como se llevará a cabo en esta tesis. 
En 2006, se llevó a cabo un estudio en la Universidad de Liverpool (Guo and Nandi, 2006) 
en el que se planteaba de nuevo este método para tratar de clasificar los datos obtenidos 
mediante técnicas estadísticas, como el análisis discriminante de Fisher, combinadas con 
clasificadores más simples, como el de mínima distancia. Tratando también la detección del 
cáncer (esta vez de vesícula) y utilizando validación cruzada (de manera similar a cómo se 
realiza en esta tesis), en otro estudio de 2006 se obtuvieron resultados de hasta el 81% de 
acierto, además de lograr aislar de manera satisfactoria ciertos genes que se dedujeron 
relevantes (Mitra et al., 2006). 
En 2009, en el campo de la dermatología, se llevó a cabo un estudio aplicado a casos de 
melanomas. El objetivo de dicho estudio era refinar parámetros de algoritmos de 
clasificación utilizando Programación Genética (Winkler et al., 2009). Entre el 2009 y el 
2010 también se presentaron varios estudios enfocados a obtener modelos de predicción 
de desarrollo de la enfermedad (Paul and Iba, 2009) o del índice de supervivencia de 
aquellos individuos que la hayan padecido (Farinaccio et al., 2010). 
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Finalmente, en los últimos años ha aumentado el número de estudios que aplican la 
Programación Genética para resolver problemas de predicción en el ámbito médico, como 
el llevado a cabo por Engoren et al. para la predicción de la aceptación del individuo tras 
una operación de corazón (Engoren et al., 2013), o el trabajo desarrollado por Canavan et 
al. que tiene como objetivo monitorizar mediante Programación Genética la evolución de 
una de las afecciones más recurrentes en el cáncer de mama (Canavan et al., 2012). 
4. Consideraciones 
Tras la revisión de los distintos estudios existentes en relación con el trabajo presentado se 
han obtenido varias conclusiones.  
En lo relativo a estudios basados en técnicas estadísticas, se ha observado que, en ciertos 
casos, no son lo suficientemente potentes para detectar riesgos relativamente bajos y 
asociaciones obtenidas previamente en experimentos biológicos. Además, en ciertos 
estudios se requieren datos cuya obtención resulta en un coste prohibitivo y, por lo tanto, 
su aplicación se ve reducida. En otros casos, se observa, también, una dependencia entre el 
buen funcionamiento de los métodos propuestos y condiciones ideales que no se dan en 
situaciones reales, provocando una disminución de la precisión del método aplicado. 
Finalmente, este tipo de técnicas no permiten la variabilidad y aleatoriedad que sí permiten 
las técnicas basadas en inteligencia artificial. 
En cuanto a los estudios basados en técnicas de inteligencia computacional, los que utilizan 
un cierto diseño de experimentos, muchas veces, asumen que se posee cierta información 
que, en general, no se tiene debido al alto coste mencionado anteriormente y, por ello, las 
tecnologías de genotipado existente no la suelen proporcionar. Ciertos métodos, además, 
poseen restricciones computacionales, como no ser capaz de procesar poblaciones de más 
de mil sujetos o no ser capaz de inferir ciertos parámetros importantes que deberán ser 
introducidos por el usuario, lo cual puede redundar en un mal funcionamiento del sistema. 
En relación a los métodos basados en PG, uno de los problemas que presentan es que las 
soluciones obtenidas pueden ser demasiado complejas, dificultando su comprensión y 
evaluación, haciendo que la elaboración de conclusiones se complique. En los trabajos 
descritos en el apartado anterior, también se ha visto que otro de los aspectos que suele 
quedar descuidado es el proporcionar más información sobre las soluciones, sea estadística 
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o mediante un análisis posterior de las propias soluciones, que permita sacar conclusiones 
sin un esfuerzo grande por parte del usuario. Estos factores hacen que pese a que la PG 
pueda ser una técnica apropiada, sin el apoyo de más información o intentar reducir la 
complejidad de la solución, en ocasiones sean menos útiles los resultados que aporta dada 





En la sección inmediatamente anterior se han presentado una serie de técnicas y métodos 
que han sido aplicados al análisis de estudios de asociación. En el prólogo, además, se ha 
visto que la minería de reglas de asociación puede ser modelada como un problema de 
optimización combinatoria. En base a esto, en esta tesis se propone la siguiente hipótesis: 
“Es posible desarrollar un método basado en Computación Evolutiva que sea capaz de 
realizar minería de reglas de asociación modelado como un problemas de optimización 
combinatoria”. 
Adicionalmente, en la aplicación biomédica concreta que se propone en esta tesis, se 
plantea la siguiente hipótesis: “La predisposición genética está subyacente en los datos 
genéticos en algún tipo de estructuras y las técnicas de Computación Evolutiva son 
adecuadas para extraer estas estructuras”. 
En trabajos previos realizados por la autora (Aguiar-Pulido et al., 2010; Aguiar et al., 2009)  
se presentó una versión inicial de la primera aproximación incluida en esta tesis, basada en 
AA.GG.,  en los que ya se dejaba entrever el potencial que este modelo ofrecía. En uno de 
estos trabajos se validaba esta versión inicial del modelo propuesto sobre las bases de datos 
del UCI Machine Learning Repository, utilizadas como referencia a la hora de validar técnicas 
de aprendizaje máquina.  
A diferencia de los AA.GG., la PG ofrece una mayor flexibilidad gracias a la representación 
utilizada para obtener las expresiones que conformarán posibles soluciones al problema. 
Por ello, y como corolario, se propone una segunda aproximación en el desarrollo del 
modelo propuesto, utilizando como núcleo un algoritmo de PG, que, además, realice un 
análisis de las expresiones obtenidas para facilitar al usuario la obtención de conclusiones. 
Las dos aproximaciones serán comparadas con el objetivo de determinar qué tipo de 




flexibilidad que aporta la PG a la hora de representar las expresiones extraídas redunda en 
una mejora de los resultados del modelo. 
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IV. Modelo propuesto 
En este trabajo se propone el uso de CE para realizar minería de reglas de asociación, 
modelado como un problema de optimización combinatoria. Se plantean dos 
aproximaciones que se diferencian en el núcleo: una está basada en AA.GG. y otra en PG. 
A continuación se describe la estructura global y los distintos procesos que componen el 
método desarrollado. 
1. Estructura global 
En primer lugar, se divide el conjunto original de datos en dos partes: la primera parte, que 
de ahora en adelante se referenciará como conjunto de entrenamiento, se utilizará para la 
fase de entrenamiento y la segunda parte, denominada conjunto de test, se utilizará para 
validar el algoritmo propuesto. Tras dividir el total de los datos, el conjunto de 
entrenamiento se utilizará como entrada a lo que de ahora en adelante se denominará 
proceso iterativo. Este proceso, que se explica más detalladamente a continuación, se 
ejecutará un máximo de diez veces. En cada ejecución, se devuelve una expresión candidata 
que podrá ser almacenada en el conjunto final de expresiones, o descartada si no supera 
unos ciertos umbrales de calidad fijados previamente. Finalmente, una vez que se han 
realizado todas las ejecuciones del proceso iterativo, se clasificarán los datos del conjunto 
de test utilizando las expresiones almacenadas en el conjunto final de expresiones, 
obteniendo la información pertinente relativa al funcionamiento del modelo sobre dichos 
datos. 
Para mayor robustez, se ha utilizado la técnica de validación cruzada. La validación cruzada, 
o cross-validation, es una técnica empleada para estimar el rendimiento de un modelo 
predictivo. Por ello, y con el objetivo de garantizar que las medidas obtenidas (por ejemplo, 




validar el método, se divide el conjunto total de datos utilizando un porcentaje para 
entrenar el modelo y el restante para validarlo, repitiendo el proceso un número 
determinado de veces. Por ejemplo, si se considera una validación cruzada de 10-fold, 
como la utilizada en esta tesis, el 90% de los datos se utilizarían para entrenar el método 
desarrollado, mientras que el 10% restante se utilizaría durante la fase de test, repitiendo 
este proceso diez veces. De este modo, a lo largo de las ejecuciones, todos los datos serían 
utilizados para entrenar y para validar el método. 
La estructura global del método propuesto se muestra en la Figura 28. 
 
 








Figura 28. Estructura global del método 
2. Proceso iterativo 
A continuación se describe el funcionamiento del proceso iterativo. Este proceso 
representa el núcleo del método desarrollado y utiliza como base un algoritmo evolutivo 
que, en función de la aproximación escogida, puede ser un AG o PG. En cualquier caso, 
cada individuo del algoritmo evolutivo corresponde a una expresión, de forma similar a 
cómo funciona el enfoque IRL presentado en el “Estado de la cuestión”. Como se puede 
ver en la Figura 29, cada iteración de este proceso incluye los siguientes pasos: 
1. En primer lugar, se inicializa la población del algoritmo evolutivo de forma 
aleatoria y se realiza el cálculo inicial de los valores de fitness o ajuste. 














Clasificación del conjunto de test 











2. A continuación, se evoluciona el algoritmo evolutivo utilizado como núcleo hasta 
que se cumple alguna de las condiciones de parada (parámetros configurables por el 
usuario): 
i. El fitness es menor que un cierto umbral. 
ii. Se ha alcanzado un número máximo de iteraciones. 
3. Llegados a este punto, se ordena la población en base a los valores de fitness, de tal 
forma que la primera posición sea ocupada por el mejor individuo. 
4. Una vez que ha finalizado el proceso evolutivo, se escoge el mejor individuo. Este 
individuo, que representa una expresión, deberá clasificar un porcentaje mínimo 
(fijado por el usuario) de los datos para que sea añadido al conjunto final de 
expresiones, en caso contrario será descartado. Por lo tanto, si dicho individuo 
cumple los criterios de calidad establecidos, se marcan los datos que cubre la 
expresión y que han sido correctamente clasificados para que no se tengan en 
cuenta a la hora de entrenar el algoritmo evolutivo en la siguiente iteración del 
proceso iterativo. 
5. Si la expresión es descartada y no se ha superado el número máximo de iteraciones 
(10 iteraciones), se vuelve a iniciar el proceso. Si, por el contrario, dicha expresión 
supera el umbral de calidad establecido, se comprueba si todos los datos han sido 
clasificados, en cuyo caso finalizaría la ejecución del proceso iterativo. Si esto no es 
así, y no se ha superado el número máximo de iteraciones anteriormente 
mencionado, se volvería a iniciar el proceso. 
Los datos utilizados como entrada (en este caso aquellos que pertenecen al conjunto de 
entrenamiento) se marcan como clasificados para que el método sea capaz de encontrar, 
además de expresiones generales, expresiones más específicas o que afecten a un porcentaje 
más bajo del conjunto de datos. De esta forma, los datos marcados no serán tenidos en 
cuenta, como entrada, en la siguiente iteración del proceso. 
El proceso descrito se ejecutará, por lo tanto, un máximo de diez veces, a no ser que todos 
los datos utilizados como entrada estén marcados como clasificados, en cuyo caso la 
ejecución de este proceso finalizaría y se pasaría al siguiente bloque de la estructura global: 




Finalmente, es necesario destacar que en el caso de la aproximación 1, basada en AA.GG., 
las expresiones se corresponderán con reglas, mientras que en el caso de la aproximación 2, 
basada en PG, estas se corresponderán con árboles. 
 
Figura 29. Proceso iterativo 
2.1. Algoritmo evolutivo 
Como ya se ha mencionado previamente, el núcleo de la solución propuesta en este trabajo 
de tesis utiliza como base un algoritmo evolutivo. Se han desarrollado dos aproximaciones: 




2.1.1. Aproximación 1: núcleo basado en AA.GG. 
Codificación 
Cada individuo de la población representa una expresión candidata. En este caso, al tratarse 
de un AG, dicha expresión se corresponderá con una regla, siguiendo por lo tanto el 
enfoque IRL. La estructura de un individuo del algoritmo genético estará compuesto por 
2n+1 genes que forman un cromosoma, donde n es el número de variables independientes 
o de entrada. Este cromosoma representa una posible regla que incluye varios operadores 
AND. En cada cromosoma, se codifica si las variables están activas o no para la regla, es 
decir, si van a formar parte de ella, y su valor. Por lo tanto, cada individuo del AG será 
codificado como una lista de números, en donde cada posición o gen puede tomar valores 
enteros. Dada la naturaleza del problema a resolver, sólo se permite una salida binaria. Por 
lo tanto, las reglas candidatas obtenidas por esta aproximación tendrán el siguiente aspecto:  
                                                           
En donde salidai puede tomar el valor 0 ó 1. De este modo, si se considera el problema al 
que pretende aplicarse el método propuesto, podría obtenerse un individuo como el 
mostrado a continuación. 
 
Figura 30. Posible regla candidata 
En este caso, cada uno de los valores que pueden tomar los genes que forman el 
cromosoma (-1, 0, 1 ó 2) tendrían un sentido biológico, excepto el -1 que representa que 
esa variable no forma parte de la regla (no está activa). Por lo tanto, la codificación del 
individuo mostrada en dicha figura representa la regla: 
                                       
Función de fitness 
La función de fitness fue diseñada de tal forma que se tuviesen en cuenta una serie de 
factores que, con diferentes pesos establecidos de forma empírica, penalizasen 
características no deseables, como los falsos positivos y falsos negativos o las reglas 
demasiado largas. El fitness es calculado siguiendo el algoritmo detallado a continuación: 




2. Cálculo del número de variables activas, es decir, aquellas que forman parte de la 
regla candidata. 
3. Cálculo del número de verdaderos positivos (VP), verdaderos negativos (VN), 
falsos positivos (FP) y falsos negativos (FN). 
4. Cálculo del número de aciertos en base a la siguiente fórmula: 
               
5. Cálculo del número de fallos en base a la siguiente fórmula: 
             
6. Cálculo de la función de fitness en base a la siguiente expresión matemática: 
         
                                                                  
                                             
                                             
  
 
Criterio de similitud 
Dado que en esta aproximación la estructura es menos flexible que en la aproximación 2, 
existe una mayor probabilidad de que las expresiones obtenidas sean más similares. Por 
ello, y en base a las pruebas realizadas durante el desarrollo del método, se observó la 
necesidad de implementar un mecanismo que permitiese comparar la similitud de las reglas 
candidatas obtenidas para que el conjunto de expresiones finales fuese lo más heterogéneo 
posible. Se comprobará, pues, antes de agregar una regla candidata al conjunto final de 
expresiones, que esta no esté contenida ya en dicho conjunto. 
2.1.2. Aproximación 2: núcleo basado en PG 
Con el objetivo de obtener expresiones más flexibles que representen el conocimiento 
subyacente en los datos de entrada, se desarrolla una segunda aproximación basada en PG. 
Dado que a veces las expresiones obtenidas utilizando este tipo de técnica resultan 
complejas, se ha desarrollado también un algoritmo de análisis que realiza un ranking de las 
variables en función de su relevancia y que estudia la coincidencia de aparición de variables 





En este caso, se ha utilizado una representación basada en árboles. Por lo tanto, cada 
individuo de esta aproximación tendrá el aspecto mostrado en las siguientes figuras. Cada 
nodo del árbol puede representar un valor, una variable o un operador. Dependiendo del 
modo de PG que se esté utilizando (expresivo – no expresivo), se considerarán unos 
operadores u otros (operadores lógicos, suma, resta, multiplicación, división protegida…).  
 
Figura 31. Posible expresión candidata de la 
aproximación 2a 
 
Figura 32. Posible expresión candidata de la 
aproximación 2b 
En todo caso, los individuos deben verse como entes formados por dos partes: un 
conjunto de variables independientes (mostrados en las figuras anteriores) y una variable 
dependiente que representa la salida. 
Conjunto de terminales y funciones 
Aunque existen multitud de funciones que pueden ser utilizadas en PG, normalmente sólo 
un subconjunto de estas se utiliza de forma simultánea, dado que el tamaño del espacio de 
búsqueda incrementa de forma exponencial de acuerdo al tamaño del conjunto de 
funciones. El conjunto de funciones utilizado en este trabajo se detalla a continuación. 
Dado que las funciones deben cumplir la propiedad de clausura, el operador de división se 
implementa de forma protegida, es decir, la división protegida funciona exactamente igual 
que la división excepto cuando el denominador vale cero, en cuyo caso devuelve el valor 
del numerador. 
Aproximación 2a: Modo expresivo 
El conjunto de terminales, en este caso, estaría formado por los valores concretos de las 




variable número 5). El conjunto de funciones estaría compuesto por los operadores 
mostrados en la Tabla 1. Los individuos expresivos tendrán una salida booleana que puede 
compararse directamente con la salida esperada al tratarse de 0 ó 1. 
Tabla 1. Conjunto de funciones para PG expresivo 
Representación Número de argumentos Operación 
AND 2 Y / Conjunción 
OR 2 O / Disyunción 
NOT 1 No / Negación 
EXOR 2 O exclusivo/ Disyunción exclusiva 
= 2 Igualdad 
<> 2 Desigualdad 
 
Aproximación 2b: Modo no expresivo 
Para este modo, el conjunto de terminales estaría formado por los valores concretos de las 
variables de cada individuo (significando variable5_1 que el individuo tiene un 1 en la 
variable número 5), al igual que el caso anterior, pero, adicionalmente, también se incluyen 
valores reales en el intervalo [0, 1]. El conjunto de funciones estaría compuesto por los 
operadores mostrados en la Tabla 2. 
Además, en este caso, la salida es un número real, por lo que se aplicará un umbral de 0,5 
para decidir si la salida es positiva o negativa. 
 
Tabla 2. Conjunto de funciones para PG no expresivo 
Nombre Número de argumentos Operación 
+ 2 Suma aritmética 
- 2 Resta aritmética 
* 2 Multiplicación aritmética 






Función de fitness 
Al igual que en la aproximación anterior, la función de fitness fue diseñada de tal forma que 
se tuviesen en cuenta una serie de factores que, con diferentes pesos establecidos de forma 
empírica, penalizasen características no deseables, como los falsos positivos o las 
expresiones demasiado largas. El fitness es calculado siguiendo el algoritmo detallado a 
continuación: 
1. Evaluación de la expresión sobre el conjunto de datos de entrenamiento. 
2. Cálculo del número de verdaderos positivos (VP), verdaderos negativos (VN), 
falsos positivos (FP) y falsos negativos (FN) de aquellos sujetos no cubiertos por 
las reglas obtenidas por el algoritmo de PG. 
3. Cálculo del número de verdaderos negativos y falsos positivos de aquellos sujetos 
cubiertos por las reglas, con el objetivo de penalizar aquellas reglas que supongan 
una contradicción. 
4. Cálculo de la variable fallos siguiendo la fórmula: 
       
          
                 
 
5. Cálculo la variable aciertos siguiendo la fórmula: 
         
              
                 
 
6. Cálculo del número de variables que forman parte de la expresión devuelta por el 
algoritmo de PG.  
7. Penalización de expresiones con una única variable o un número muy grande de 
variables. 
8. Cálculo del valor de fitness: 
         
                                         








Análisis de expresiones 
Con el objetivo de aportar más información al investigador y simplificar la interpretación 
de las expresiones obtenidas como resultado de aplicar la PG, se desarrolló un algoritmo de 
análisis de expresiones basado no sólo en el número de apariciones de cada variable, sino 
también en diversas medidas estadísticas para dar mayor robustez al método. 
A partir de los resultados obtenidos durante la fase de validación del método desarrollado, 
en primer lugar, se realiza el cálculo del número de apariciones de cada variable en el 
conjunto de expresiones obtenido por el sistema, además de la media de la precisión 
(calculada como el número de verdaderos positivos entre el total de clasificados como 
positivos) y odds ratio (definido en el ámbito clínico como la posibilidad de que una 
condición de salud o enfermedad se presente en un grupo de población frente al riesgo de 
que ocurra en otro) de las expresiones en las que la variable está presente. Estas medidas 
complementan al número de apariciones, aportando información de gran relevancia dado 
que a pesar de que el usuario podría realizar el ranking de forma manual él mismo, además 
de lo costoso que supone, desconocería los valores de las evaluaciones de las pruebas sobre 
el conjunto de datos que el programa ha ejecutado. Estas medidas estadísticas, que han 
demostrado empíricamente ser las más adecuadas de entre todas las probadas, son 
combinadas con el número de apariciones con el objetivo de determinar la importancia de 
la variable dentro de las soluciones y sus pruebas. La importancia relativa de cada variable 
se calcularía de acuerdo a la siguiente fórmula: 
                                            
                                
                                     
 
 
Adicionalmente, cuando una pareja o un trío de variables coincidan en un número 
relevante de expresiones extraídas, se mostrarán al usuario indicando el porcentaje de 
ocasiones en el que coinciden. Se decidió analizar combinaciones de dos y tres variables 
puesto que eran las situaciones más comunes y a partir de esta información se pueden 
obtener, incluso, conclusiones sobre relaciones en las que estén involucradas un número 
mayor de variables. 
Con el objetivo de evitar saturar al usuario con información sobre relaciones que podrían 
ser puntuales o casuales, se ofrece la posibilidad de fijar umbrales para controlar esta 




método desarrollado en esta tesis, que cada una de las variables involucradas esté presente 
en al menos el 25% de apariciones de la otra para considerar esa pareja como 
representativa, mientras que en el caso de los tríos se ha bajado este umbral a 15%. Se 
utiliza, por tanto, para valorar si una relación es representativa el concepto de presencia de 
una pareja con respecto a cada una de las dos variables, calculada mediante la siguiente 
fórmula: 
                                      
                                         
                           
 
En base a esta regla, por lo tanto, si dos variables aparecen en, por ejemplo, tan sólo un 
10% de las expresiones pero siempre que aparecen están juntas, es probable que exista una 
relación entre ellas. 
2.2. Parámetros 
El modelo propuesto en esta tesis acepta una serie de parámetros que pueden ser divididos 
en dos grupos diferentes: 
 Parámetros propios de los algoritmos evolutivos: representan los parámetros 
configurables tanto en los AA.GG. como en la PG, como la tasa y algoritmo de 
cruce, la probabilidad y algoritmo de mutación, el tamaño de la población, etc. 
 Parámetros globales como el umbral de calidad mínima que deberán cumplir los 
individuos para ser introducidos en el conjunto final de reglas. 
Para que el modelo propuesto esté lo más automatizado posible y no dependa tanto del 
criterio de un experto, se han realizado numerosos experimentos con el objetivo de probar 
la eficiencia del sistema y establecer un conjunto de valores para los parámetros 




1. Aplicación a un caso real: detección de la predisposición 
genética al desarrollo de la esquizofrenia 
1.1. Descripción del problema 
La presente tesis ha sido aplicado a un caso real: la extracción de reglas de asociación sobre 
datos relacionados con la esquizofrenia. Para comprender mejor dicha aplicación, a 
continuación se explicarán algunos conceptos relacionados con la enfermedad en cuestión. 
1.1.1. La esquizofrenia 
La esquizofrenia es un síndrome heterogéneo que se caracteriza por perturbaciones del 
lenguaje, la percepción, el pensamiento, las relaciones sociales y la voluntad. No tiene 
manifestaciones patognomónicas, es decir, no existe un conjunto de síntomas que 
caracterice de forma única esta enfermedad. Este síndrome suele aparecer en los últimos 
años de la adolescencia, su comienzo es insidioso y clásicamente su pronóstico es malo, ya 
que el paciente progresa desde el retraimiento social y las distorsiones de la percepción 
hasta un estado crónico de delirios y alucinaciones.  
Los enfermos con esquizofrenia pueden presentar síntomas positivos (tales como 
desorganización conceptual, ideas delirantes o alucinaciones) o síntomas negativos 
(deterioro funcional, anhedonia, expresión emocional reducida, alteración de la 
concentración y disminución de la relación social) y deben tener al menos dos de estos 
síntomas durante un período mínimo de un mes, y síntomas continuos de la enfermedad 
durante al menos 6 meses para que la enfermedad se pueda diagnosticar formalmente. Sin 




ello, inicialmente, a veces es difícil distinguir la esquizofrenia de otros trastornos mentales, 
además de que no existe un criterio único determinado por los expertos a la hora de 
diagnosticar la enfermedad. 
A pesar de que durante años los investigadores han buscado sin resultado una causa única 
para la esquizofrenia, la mayoría han concluido en señalar que la esquizofrenia sería la 
consecuencia de varios efectos acumulativos de determinados factores de riesgo, 
desglosados grosso modo en geneticofamiliares y ambientales (Chinchilla Moreno, 2007). 
Diversos estudios en familias, gemelos y adoptados confirmaron y han permitido 
cuantificar la contribución genética a la esquizofrenia (Sham, 1996). A partir de estos datos 
se empezaron a aplicar las técnicas de la genética molecular para identificar los genes 
causantes de la enfermedad (Sáiz and Fañanás, 1998). Estos genes no son los genes de la 
esquizofrenia en sí mismos, sino que transmitirían un conjunto de características que 
aumentarían el riesgo de presentar la esquizofrenia. 
Como se ha comentado anteriormente, la predisposición a padecer esquizofrenia no viene 
determinada por un gen, sino que se piensa que es debida a la interacción de varios 
fragmentos de genes o SNPs. 
Una de las principales limitaciones que tienen los estudios de ligamiento en el caso de las 
enfermedades genéticamente complejas, como la esquizofrenia, es que tienen poco poder 
para detectar genes de efecto menor. Por ello, en este caso, los datos utilizados fueron 
obtenidos siguiendo el diseño de un estudio de asociación. En esta tesis, de las 
aproximaciones mencionadas en el capítulo de “Fundamentos”, se ha seguido la de genes 
candidatos, ya que los datos reales proporcionados eran de unos genes concretos y, 
además, esta aproximación ofrece la posibilidad de estudiar de forma más precisa las bases 
genéticas del trastorno en cuestión (Sáiz Ruiz, 1999). Sin embargo, el método desarrollado 
podría ser aplicado igualmente a GWAs. 
1.2. Conjuntos de datos 
1.2.1. Datos sintéticos 
Con el objetivo de refinar el modelo propuesto, y dado que el esqueleto general ya había 




Pulido et al., 2010), se  generaron 360 conjuntos de datos sintéticos. Estos conjuntos 
fueron elaborados de tal forma que la aplicación del modelo propuesto sobre ellos fuese 
suficientemente parecida al caso real estudiado en esta tesis, pero que a su vez se pudiese 
comprobar el correcto funcionamiento del modelo desarrollado de forma exhaustiva.  
Cada conjunto de datos, almacenado en un fichero, contiene 614 ejemplares, los cuales 
están compuestos por 49 variables independientes, además de una posición adicional 
(variable dependiente) indicando el tipo de ejemplar (caso o control). Para cada conjunto, el 
porcentaje de casos y de controles es aproximadamente del 50%. Dichos conjuntos pueden 
ser divididos en cuatro grupos, para los cuales se modificaron los ejemplares que 
representaban los casos en un porcentaje distinto, obteniendo así los siguientes grupos: 
20%, 40%, 60% y 80%. 
Ejemplo: Para el grupo del 80%, como se puede ver en la Figura 33, un 50% de los datos 
representaban controles y el otro 50% casos. Dentro de los casos, se modificó el 80% de 






Figura 33. Generación de datos 
Cada grupo anterior, como se puede ver en la Figura 34, se divide en tres: los conjuntos de 
datos modificados por una regla, los conjuntos modificados por dos reglas y los conjuntos 
modificados por tres reglas. Estos tres conjuntos, a su vez, se dividen en tres: los conjuntos 
de datos modificados por reglas con dos variables, los conjuntos modificados por reglas 
con tres variables y los conjuntos modificados por reglas de cuatro variables. Finalmente, 
dentro de cada grupo de estos se encuentran diez conjuntos de prueba. Así, se tendrán diez 
conjuntos de datos a los que se ha aplicado una regla con dos variables modificando el 80% 
de los casos, diez conjuntos de datos a los que se ha aplicado una regla con tres variables 
modificando el 80% de los casos, etcétera.  
Controles = 50% de los datos 
80% de casos  
modificados 

















































































La generación de ficheros de prueba se realizó, pues, siguiendo los siguientes pasos: 
1. Se generaron 360 ficheros con datos aleatorios. Cada uno consistía en un conjunto 
de 614 ejemplos, siendo cada ejemplo una lista de 50 números enteros con valores 
entre 0 y 2, excepto aquel que representa la clase (control o caso), que sólo podía 
tomar el valor 0 ó 1 (respectivamente). De este modo, se tendrían representados 49 
SNPs más una etiqueta de clase. Además, el 50% de cada fichero contenía casos y 
el otro 50% controles. 
2. Se generaron reglas con 2, 3 ó 4 variables, siguiendo la distribución de probabilidad 
existente en el fichero de datos clínicos reales para los posibles valores que podía 
tomar cada SNP. 
3. Según el grupo al que pertenecía el fichero, se modificó por 1, 2 ó 3 reglas que 
contenían 2, 3 ó 4 variables. Para ello, se sustituyeron los valores de los SNPs 
generados de forma aleatoria por aquellos que contenían las reglas generadas. Esto 
se hizo para un 20%, 40%, 60% u 80% de los casos, en función del grupo al que 
perteneciese el fichero. Cada ejemplo sólo podía ser modificado por una única 
regla. 
De este modo, por lo tanto, sería posible verificar si el algoritmo es capaz de encontrar las 
reglas introducidas de forma artificial. 
1.2.1. Datos clínicos reales 
El modelo propuesto ha sido aplicado a un conjunto de datos clínicos reales 
proporcionado por el Grupo de Medicina Xenómica de la USC, liderado por Ángel 
Carracedo, en colaboración con la Fundación Pública Galega de Medicina Xenómica. Estos datos 
han sido obtenidos de diversos hospitales psiquiátricos gallegos. El conjunto en cuestión 
contenía 614 ejemplares, cada uno con 49 SNPs pertenecientes a dos genes diferentes 
(HTR2A y DRD3), además de la correspondiente posición donde se indica el tipo de 
ejemplar, de los cuales 354 eran controles y 260 eran casos. 
Los datos se presentan en un fichero y cada paciente consiste en una lista de números 
enteros que, salvo la última posición, representan un valor para un SNP, que puede ser: 
homocigótico para el alelo 1, heterocigótico, homocigótico para el alelo 2 o desconocido. 




con bastante frecuencia, y dichos errores se encuentran distribuidos de forma uniforme en 
los datos. Finalmente, en la última posición de cada sujeto se tendrá un valor que indica si 
el paciente ha sido diagnosticado como esquizofrénico o no. 
2. Parámetros utilizados 
A lo largo de la realización de las pruebas descritas en la sección siguiente, se han ido 
ajustando los parámetros hasta obtener aquellos que permitían obtener mejores resultados. 
A continuación se muestra la configuración del algoritmo evolutivo que, se determinó, era 
óptima para las distintas aproximaciones desarrolladas. 
2.1. Aproximación 1: núcleo basado en AA.GG. 
La configuración final utilizada en los experimentos ha sido la siguiente: 
Tabla 3. Parámetros para la aproximación 1 
Parámetro Configuración 
Algoritmo de creación Generación aleatoria de la población 
Algoritmo de selección Torneo 
Algoritmo de cruce 2 puntos reales 
Tasa de cruce 90% 
Algoritmo de mutación Reemplazo aleatorio 
Probabilidad de mutación 1% 
Número máximo de generaciones 50 
Cambio mínimo 0,00000001 
Tamaño de la población 750 
2.2. Aproximación 2: núcleo basado en PG 






Tabla 4. Parámetros para la aproximación 2 
Parámetro Configuración 
Algoritmo de creación Ramped half-and-half method 
Algoritmo de selección Torneo 
Tasa de cruce 70% 
Algoritmo de mutación Mutación de subárbol 
Probabilidad de mutación 10% 
Número máximo de generaciones 5.000 
Cambio mínimo 0,00000001 
Tamaño de la población 20.000 
Elitismo Sí 
Altura máxima 4 
Altura inicial 3 
3. Resultados 
En esta sección se describen los experimentos realizados, en primer lugar, para probar el 
correcto funcionamiento del modelo propuesto y, posteriormente, su aplicación sobre un 
caso real, comparando los resultados obtenidos por las dos aproximaciones. 
Dada la naturaleza estocástica de los modelos de CE, existe una gran componente aleatoria 
intrínseca que hace que los resultados obtenidos por dichos modelos puedan llegar a tener 
una gran variabilidad. Para minimizar este efecto lo máximo posible, cada experimento se 
ha ejecutado diez veces, obteniendo como resultado final la media de cada medida utilizada 
calculada a partir de dichas ejecuciones. 
3.1. Datos sintéticos 
Antes de entrar a valorar los resultados obtenidos por las distintas aproximaciones tras la 
aplicación de cada una a los 360 conjuntos de datos descritos en la sección anterior, es 
necesario tener en cuenta que, debido a la naturaleza de los datos, es imposible clasificar de 




afirmación y cómo afecta, detallando cómo se calcula el porcentaje máximo teórico de 
clasificación. 
Deben considerarse dos tipos de errores: 
 El primer tipo se debe a que no se modifican todos los enfermos (o casos). Como 
se ha explicado al describir la generación de los datos, solamente se modifica un 
20%, 40%, 60% u 80% de los casos, que representan un 10%, 20%, 30% ó 40%, 
respectivamente, de los datos totales. 
Por ejemplo: Si se modifica, con una regla, el 80% de los enfermos (los cuales 
representan el 40% del total), el 20% restante (que corresponden al 10% del total) 
no tiene el patrón de la regla, por lo que es imposible que el sistema los clasifique 
como enfermos o casos. Debido a este error, el máximo teórico de clasificación, en 
este caso, sería del 90%. 
 El segundo tipo se debe a que, por azar, un porcentaje de los ejemplos coincidirá 
con los valores de las reglas. 
Por ejemplo: Si una regla modifica 2 SNPs y cada SNP tiene 3 valores posibles, al 
generar todos los ejemplos al azar, uno de cada 9 ejemplos, tanto sanos (controles) 
como enfermos (casos), tendrá ya los valores que indican la regla para enfermo; es 
decir, uno de cada 9 del 50% de sanos, si el sistema es capaz de encontrar la regla 
que se ha aplicado, los clasificará incorrectamente como enfermos. En este caso, 
esto representaría un 5% del total, por lo que debido a este error, el máximo teórico 
de clasificación bajaría hasta el 85%. 
La Figura 35 muestra de forma gráfica lo explicado anteriormente. 
Esta situación se da para cada grupo de conjuntos, variando en función del número de 
casos modificados y el número de variables que contienen dichas reglas. Dado que se han 
modificado entre el 20% y el 80% de los casos, esto implica que, en la mejor de las 
situaciones (es decir, cuando las reglas contienen bastantes variables), como mucho habrá 
entre 60% y 90% de aciertos. 
A continuación se muestran los resultados obtenidos para cada aproximación. Se mostrará 
en cada caso, mediante gráficas, la media de los porcentajes de clasificación obtenidos para 




dependiendo del número de reglas que modificaban dichos datos y del número de variables 
que contenía cada regla (Figura 36 a Figura 47). También se proporcionan, de forma más 
detallada, mediante tablas, los resultados de las medias obtenidas para cada tipo de 
conjunto (Tabla 5 a Tabla 16). Además de los resultados por cada conjunto de datos 
probado, se presentan las medias para cada grupo de conjuntos modificado por una, dos o 
tres reglas que contenían dos, tres o cuatro variables. 
 
Figura 35. Ejemplificación del máximo teórico de clasificación 
3.1.1. Aproximación 1: núcleo basado en AA.GG. 
En primer lugar, se muestran las medias obtenidas para los conjuntos de datos en los que 
se ha modificado el 20% de los casos. Se puede observar que estos resultados suelen ser 
mejores cuando se introduce una regla, aunque no de forma significativa, pero sí se nota 
una clara mejoría cuando las reglas contienen más variables. Esto es algo de esperar ya que 
se deja menos espacio al azar. La Figura 36 muestra un resumen gráfico de los resultados 





Figura 36. Resultados de la aproximación 1 para conjuntos con el 20% de casos modificados 
 
Tabla 5. Resultados de la aproximación 1 para conjuntos con el 20% de casos modificados 



















55,74% 58,85% 75,25% 55,08% 57,38% 77,05% 51,97% 57,38% 51,80% 
61,48% 77,38% 63,28% 56,89% 57,54% 55,41% 54,92% 72,79% 65,08% 
61,31% 57,54% 77,70% 59,67% 72,30% 56,39% 53,77% 60,33% 55,90% 
60,16% 61,15% 75,08% 58,03% 55,08% 56,07% 52,95% 54,92% 66,23% 
57,05% 59,18% 64,92% 51,80% 51,64% 67,38% 54,75% 51,64% 84,10% 
55,25% 61,48% 62,13% 57,38% 57,70% 73,77% 58,85% 66,39% 53,44% 
59,18% 59,02% 59,84% 60,16% 53,11% 58,36% 56,39% 58,20% 60,33% 
59,51% 75,08% 58,69% 55,90% 59,84% 57,21% 52,13% 70,33% 68,03% 
58,69% 62,13% 59,34% 57,54% 56,89% 69,34% 54,75% 53,77% 71,15% 
57,70% 75,90% 54,43% 54,10% 70,33% 54,59% 56,07% 69,67% 54,59% 
58,61% 64,77% 65,07% 56,66% 59,18% 62,56% 54,66% 61,54% 63,07% 
 
Para los conjuntos de datos con un 40% de casos modificados, la media de los porcentajes 
de clasificación aumenta, aunque no existe una diferencia tan significativa con respecto al 
número de variables que contiene cada regla. Esto es lógico, dado que hay un mayor 
porcentaje de ejemplos modificados. Para este grupo de conjuntos, sin embargo, se hace 







Una regla 58,61% 64,77% 65,07% 
Dos reglas 56,66% 59,18% 62,56% 





























datos. Al igual que para el caso anterior, se muestra un resumen gráfico de los resultados 
(Figura 37) y resultados más detallados presentados en la Tabla 6. 
 
 
Figura 37. Resultados de la aproximación 1 para conjuntos con el 40% de casos modificados 
 
Tabla 6. Resultados de la aproximación 1 para conjuntos con el 40% de casos modificados 



















67,54% 71,80% 79,67% 59,84% 66,56% 64,10% 55,25% 58,69% 88,52% 
70,16% 81,15% 66,89% 63,44% 64,59% 68,36% 58,20% 68,69% 69,18% 
69,51% 70,49% 80,49% 65,57% 66,56% 70,49% 59,34% 75,57% 64,26% 
69,51% 68,69% 79,34% 62,62% 80,33% 76,23% 62,13% 57,38% 77,21% 
67,05% 68,69% 66,56% 65,25% 71,15% 74,43% 59,18% 63,44% 60,66% 
65,25% 69,51% 68,69% 67,70% 61,80% 76,56% 59,34% 56,89% 62,13% 
68,20% 69,18% 69,67% 66,56% 62,79% 70,82% 60,16% 63,77% 85,41% 
65,74% 78,03% 69,51% 60,82% 65,41% 76,89% 59,84% 59,18% 62,30% 
65,08% 67,70% 68,52% 68,03% 76,07% 74,10% 63,28% 59,67% 61,48% 
65,57% 82,95% 64,92% 64,75% 71,97% 66,89% 59,84% 70,33% 66,89% 
67,36% 72,82% 71,43% 64,46% 68,72% 71,89% 59,66% 63,36% 69,80% 
 
Se puede observar cómo a medida que aumenta el número de casos modificados también 







Una regla 67,36% 72,82% 71,43% 
Dos reglas 64,46% 68,72% 71,89% 





























de clasificación entre grupos de conjuntos modificados por distintos números de reglas. A 
continuación se muestran los resultados de clasificación para grupos de conjuntos de datos 
con el 60% de casos modificados. Dichos resultados, una vez más, se muestran de forma 
resumida mediante una gráfica (Figura 38) y con mayor detalle en la Tabla 7. 
 
 
Figura 38. Resultados de la aproximación 1 para conjuntos con el 60% de casos modificados 
 
Tabla 7. Resultados de la aproximación 1 para conjuntos con el 60% de casos modificados 



















72,95% 80,00% 82,95% 70,33% 79,18% 82,95% 61,31% 70,98% 72,46% 
76,23% 85,90% 77,05% 67,87% 75,57% 77,21% 60,66% 78,03% 78,36% 
78,03% 79,67% 87,87% 73,11% 85,41% 80,33% 63,28% 66,39% 69,84% 
79,84% 78,20% 82,95% 70,33% 74,75% 65,41% 67,38% 63,44% 77,21% 
74,92% 79,51% 79,02% 71,31% 74,59% 86,07% 66,56% 77,05% 86,39% 
76,07% 79,84% 80,98% 74,43% 79,51% 82,95% 67,70% 77,70% 71,97% 
79,51% 79,84% 78,85% 74,59% 68,52% 81,15% 62,62% 72,62% 72,30% 
75,57% 87,38% 77,87% 69,51% 73,11% 78,52% 66,39% 80,49% 79,84% 
75,41% 79,51% 77,87% 76,56% 79,67% 83,77% 65,25% 69,84% 80,49% 
77,87% 87,38% 75,57% 74,92% 83,77% 78,03% 69,02% 84,10% 69,84% 








Una regla 76,64% 81,72% 80,10% 
Dos reglas 72,30% 77,41% 79,64% 





























Finalmente, se muestran los resultados obtenidos para el último grupo de conjuntos de 
datos (Figura 39 y Tabla 8). 
 
 
Figura 39. Resultados de la aproximación 1 para conjuntos con el 80% de casos modificados 
 
Tabla 8. Resultados de la aproximación 1 para conjuntos con el 80% de casos modificados 



















84,59% 88,03% 87,05% 79,18% 86,56% 88,03% 68,20% 86,07% 84,43% 
86,72% 87,87% 89,34% 81,97% 85,74% 89,18% 67,54% 87,38% 91,80% 
87,70% 92,13% 90,98% 81,15% 86,72% 89,18% 75,74% 85,08% 91,15% 
86,72% 88,03% 90,00% 78,03% 86,07% 76,23% 75,41% 86,07% 84,43% 
83,77% 87,21% 89,18% 80,00% 82,62% 92,13% 71,48% 82,62% 80,49% 
84,43% 89,02% 91,15% 80,00% 88,52% 85,25% 70,33% 77,38% 84,10% 
87,21% 85,57% 88,69% 80,82% 87,21% 92,13% 76,07% 84,75% 85,08% 
85,08% 89,84% 91,97% 83,77% 87,87% 91,15% 73,28% 87,21% 87,05% 
84,10% 87,70% 89,02% 80,82% 84,43% 88,03% 73,11% 87,54% 86,07% 
83,61% 90,82% 89,18% 80,82% 86,56% 88,03% 74,43% 76,72% 90,00% 







Una regla 85,39% 88,62% 89,66% 
Dos reglas 80,66% 86,23% 87,93% 




























3.1.1. Aproximación 2: núcleo basado en PG 
Para esta aproximación se han probado los dos modos que ofrece la PG, el modo 
expresivo y el no expresivo. Observando los resultados de clasificación obtenidos por 
ambos modos se puede concluir que, aunque no parece haber una diferencia significativa 
entre ambos modos, para el conjunto de datos con un 60% de casos modificados el modo 
no expresivo parece obtener mejores resultados que el expresivo. 
Modo expresivo 
A continuación se muestran los resultados obtenidos para los distintos grupos de conjuntos 
de datos cuando esta aproximación se aplicó utilizando el modo expresivo del algoritmo de 
PG (Figura 40 a Figura 43 y Tabla 9 a Tabla 12). 
En general, la tendencia es que aquellos conjuntos de datos que han sido modificados por 
una sola regla obtengan mejores resultados y, especialmente cuando esta aproximación con 
esta configuración se aplica a conjuntos de datos modificados por dos o tres reglas, se 
observa una tendencia ascendente en los porcentajes de clasificación cuanto mayor es el 
número de variables que forman parte de dichas reglas. Como ya se mencionó 
anteriormente, esto tiene lógica puesto que se deja menos espacio al azar. 
La Figura 40 muestra un resumen gráfico de los resultados para el grupo de conjuntos de 
datos con el 20% de casos modificados, mientras que la Tabla 9 proporciona resultados 






Figura 40. Resultados de la aproximación 2a para conjuntos con el 20% de casos modificados 
 
Tabla 9. Resultados de la aproximación 2a para conjuntos con el 20% de casos modificados 



















53,26% 60,16% 73,93% 46,19% 53,62% 66,89% 49,52% 54,48% 45,37% 
58,36% 76,23% 53,14% 51,02% 51,21% 48,09% 47,12% 67,21% 66,72% 
60,98% 60,16% 75,41% 48,59% 69,02% 54,90% 48,98% 49,99% 54,56% 
58,69% 59,18% 70,33% 51,97% 48,27% 53,74% 54,07% 52,68% 62,79% 
56,56% 59,02% 60,00% 51,09% 49,67% 68,20% 50,35% 45,92% 86,39% 
48,60% 61,15% 59,67% 51,87% 50,84% 70,16% 54,63% 66,07% 56,23% 
58,52% 59,18% 57,87% 54,75% 51,95% 49,24% 49,54% 52,79% 58,69% 
57,21% 74,59% 54,75% 47,46% 49,35% 53,88% 51,66% 67,05% 70,33% 
52,44% 59,84% 55,83% 54,82% 50,47% 67,38% 50,05% 55,62% 66,07% 
54,60% 72,30% 53,32% 50,62% 69,18% 55,81% 51,07% 67,87% 49,19% 
55,92% 64,18% 61,42% 50,84% 54,36% 58,83% 50,70% 57,97% 61,63% 
 
Para esta aproximación, la diferencia entre los porcentajes de clasificación obtenido por 
conjuntos modificados por una regla y el resto se observa incluso antes que en la 
aproximación anterior. Al igual que para el grupo de conjuntos anteriores, se muestran los 
resultados obtenidos para aquellos con el 40% de casos modificados de forma resumida 







Una regla 55,92% 64,18% 61,42% 
Dos reglas 50,84% 54,36% 58,83% 






























Figura 41. Resultados de la aproximación 2a para conjuntos con el 40% de casos modificados 
 
Tabla 10. Resultados de la aproximación 2a para conjuntos con el 40% de casos modificados 



















64,59% 71,15% 80,33% 51,63% 59,67% 68,52% 55,52% 55,08% 87,05% 
71,48% 79,51% 68,52% 57,05% 58,52% 58,36% 60,49% 71,31% 70,16% 
68,85% 69,84% 80,16% 56,58% 59,84% 61,80% 53,87% 71,64% 63,11% 
71,15% 67,87% 79,18% 55,71% 75,25% 74,92% 59,18% 58,36% 71,48% 
65,74% 71,48% 68,85% 56,39% 66,89% 77,05% 54,55% 60,16% 60,82% 
64,43% 70,00% 72,62% 61,31% 56,72% 72,30% 56,39% 60,49% 62,46% 
69,51% 66,89% 68,03% 59,51% 56,23% 60,82% 60,16% 60,82% 86,89% 
65,90% 80,33% 67,38% 58,69% 61,48% 76,23% 55,70% 56,87% 58,52% 
63,93% 69,67% 66,56% 61,15% 76,72% 70,66% 62,13% 55,35% 56,89% 
67,38% 81,31% 64,92% 55,74% 77,54% 64,26% 53,35% 66,23% 63,11% 
67,30% 72,80% 71,66% 57,38% 64,89% 68,49% 57,13% 61,63% 68,05% 
 
Como ya se ha mencionado anteriormente, para aquellos conjuntos con un 60% de casos 
modificados, en esta configuración del algoritmo se han obtenido resultados de 
clasificación inferiores a lo que cabría esperar. Dichos resultados, una vez más, se muestran 







Una regla 67,30% 72,80% 71,66% 
Dos reglas 57,38% 64,89% 68,49% 






























Figura 42. Resultados de la aproximación 2a para conjuntos con el 60% de casos modificados 
 
Tabla 11. Resultados de la aproximación 2a para conjuntos con el 60% de casos modificados 



















53,26% 60,16% 73,93% 46,19% 53,62% 66,89% 49,52% 54,48% 45,37% 
58,36% 76,23% 53,14% 51,02% 51,21% 48,09% 47,12% 67,21% 66,72% 
60,98% 60,16% 75,41% 48,59% 69,02% 54,90% 48,98% 49,99% 54,56% 
58,69% 59,18% 70,33% 51,97% 48,27% 53,74% 54,07% 52,68% 62,79% 
56,56% 59,02% 60,00% 51,09% 49,67% 68,20% 50,35% 45,92% 86,39% 
48,60% 61,15% 59,67% 51,87% 50,84% 70,16% 54,63% 66,07% 56,23% 
58,52% 59,18% 57,87% 54,75% 51,95% 49,24% 49,54% 52,79% 58,69% 
57,21% 74,59% 54,75% 47,46% 49,35% 53,88% 51,66% 67,05% 70,33% 
52,44% 59,84% 55,83% 54,82% 50,47% 67,38% 50,05% 55,62% 66,07% 
54,60% 72,30% 53,32% 50,62% 69,18% 55,81% 51,07% 67,87% 49,19% 
55,92% 64,18% 61,42% 50,84% 54,36% 58,83% 50,70% 57,97% 61,63% 
 
Finalmente, se muestran los resultados obtenidos para el último grupo de conjuntos de 







Una regla 55,92% 64,18% 61,42% 
Dos reglas 50,84% 54,36% 58,83% 






























Figura 43. Resultados de la aproximación 2a para conjuntos con el 80% de casos modificados 
 
Tabla 12. Resultados de la aproximación 2a para conjuntos con el 80% de casos modificados 



















80,17% 86,39% 87,21% 69,45% 86,23% 83,61% 64,80% 76,81% 81,77% 
86,07% 87,21% 89,18% 81,97% 77,06% 82,63% 64,64% 78,93% 90,00% 
87,70% 92,62% 90,66% 79,41% 80,19% 84,04% 65,78% 79,30% 89,67% 
85,15% 87,38% 89,18% 76,34% 85,41% 88,85% 66,95% 79,73% 79,71% 
82,62% 86,39% 89,02% 77,15% 75,88% 83,28% 66,98% 72,20% 81,31% 
83,61% 88,03% 90,33% 78,57% 79,97% 81,89% 70,82% 69,24% 80,98% 
86,23% 87,21% 87,70% 70,91% 77,26% 81,31% 69,67% 83,77% 82,30% 
84,59% 88,85% 91,31% 82,62% 81,22% 86,72% 68,44% 87,21% 89,34% 
82,01% 86,23% 88,69% 76,77% 78,16% 84,59% 63,52% 80,33% 81,46% 
83,41% 92,46% 88,69% 79,61% 83,44% 78,83% 68,36% 73,05% 82,95% 
84,16% 88,28% 89,20% 77,28% 80,48% 83,58% 67,00% 78,06% 83,95% 
 
 
Modo no expresivo 
A continuación se muestran los resultados obtenidos por la segunda aproximación cuando 
se ha configurado el algoritmo de PG para que utilice el modo no expresivo (Figura 44 a 
Figura 47 y Tabla 13 a Tabla 16). Como ya se anunciaba, estos resultados son similares a 







Una regla 84,16% 88,28% 89,20% 
Dos reglas 77,28% 80,48% 83,58% 





























La Figura 44 muestra un resumen gráfico de los resultados para el grupo de conjuntos de 
datos con el 20% de casos modificados, mientras que la Tabla 13 proporciona resultados 
más detallados. 
 
Figura 44. Resultados de la aproximación 2b para conjuntos con el 20% de casos modificados 
 
Tabla 13. Resultados de la aproximación 2b para conjuntos con el 20% de casos modificados 



















52,29% 58,33% 73,93% 48,27% 52,07% 69,02% 48,20% 52,46% 49,55% 
59,67% 75,90% 56,07% 50,63% 52,04% 50,53% 47,62% 70,49% 67,05% 
60,16% 57,87% 75,41% 50,05% 68,36% 54,49% 45,47% 48,45% 55,08% 
60,05% 58,69% 66,39% 49,95% 46,96% 54,42% 53,11% 53,58% 64,26% 
57,21% 59,67% 59,84% 50,64% 48,18% 66,07% 52,77% 47,71% 86,39% 
49,88% 60,82% 59,67% 50,07% 54,56% 66,07% 55,19% 68,69% 52,17% 
57,70% 59,34% 59,67% 50,56% 50,94% 54,45% 51,45% 56,67% 56,89% 
57,21% 73,77% 54,75% 48,54% 50,18% 55,86% 51,04% 67,05% 68,69% 
54,09% 60,33% 55,83% 53,44% 49,55% 67,05% 48,45% 53,17% 65,90% 
54,00% 76,39% 53,48% 49,83% 72,62% 53,92% 50,77% 69,18% 48,73% 
56,23% 64,11% 61,50% 50,20% 54,55% 59,19% 50,41% 58,75% 61,47% 
 
 
Al igual que para el grupo de conjuntos anteriores, se muestran los resultados obtenidos 
para aquellos con el 40% de casos modificados de forma resumida (Figura 45) y más 







Una regla 56,23% 64,11% 61,50% 
Dos reglas 50,20% 54,55% 59,19% 






























Figura 45. Resultados de la aproximación 2b para conjuntos con el 40% de casos modificados 
 
Tabla 14. Resultados de la aproximación 2b para conjuntos con el 40% de casos modificados 



















64,43% 70,82% 81,97% 49,81% 59,67% 66,72% 54,51% 57,38% 86,89% 
70,00% 80,16% 67,21% 59,18% 57,03% 63,44% 58,69% 69,02% 67,54% 
68,85% 69,18% 81,15% 58,36% 63,11% 61,48% 56,87% 70,98% 63,11% 
69,51% 67,87% 79,18% 56,56% 75,25% 74,10% 57,87% 59,34% 72,30% 
65,57% 70,49% 69,18% 56,72% 64,75% 76,56% 55,74% 56,56% 58,20% 
64,59% 70,00% 72,30% 59,51% 56,39% 72,79% 57,05% 56,56% 61,15% 
69,18% 66,39% 69,02% 59,67% 55,66% 61,48% 59,51% 61,31% 86,89% 
65,41% 80,66% 65,41% 55,74% 60,16% 74,43% 59,18% 59,18% 56,46% 
61,31% 70,00% 66,23% 59,51% 75,25% 68,69% 61,15% 53,42% 59,02% 
65,90% 82,30% 66,56% 56,72% 77,70% 62,95% 55,15% 64,59% 63,93% 
66,48% 72,79% 71,82% 57,18% 64,50% 68,26% 57,57% 60,83% 67,55% 
 
En este caso los porcentajes de clasificación van mejorando a medida que el porcentaje de 
casos modificados incrementa. A diferencia de la configuración anterior, para el grupo de 
conjuntos de datos con un 60% de casos modificados se continúa en esta línea y se llega 







Una regla 66,48% 72,79% 71,82% 
Dos reglas 57,18% 64,50% 68,26% 





























muestran de forma resumida mediante una gráfica (Figura 46) y con mayor detalle en la 
Tabla 15. 
 
Figura 46. Resultados de la aproximación 2b para conjuntos con el 60% de casos modificados 
 
Tabla 15. Resultados de la aproximación 2b para conjuntos con el 60% de casos modificados 



















72,30% 78,69% 87,70% 62,79% 72,79% 81,64% 57,38% 66,72% 63,44% 
77,05% 85,57% 76,56% 66,39% 71,80% 66,72% 59,84% 74,26% 74,43% 
77,38% 79,34% 87,21% 73,28% 79,51% 75,57% 64,75% 63,61% 66,07% 
78,85% 78,03% 85,41% 67,21% 69,02% 71,48% 60,33% 62,62% 72,95% 
73,11% 79,18% 75,90% 70,00% 67,21% 78,03% 67,21% 70,33% 89,34% 
75,90% 79,67% 80,49% 65,57% 75,90% 76,39% 65,08% 76,23% 62,79% 
78,03% 78,85% 76,72% 73,77% 74,59% 71,80% 57,54% 68,69% 68,69% 
75,41% 86,56% 77,38% 71,15% 66,39% 69,51% 58,20% 73,44% 75,57% 
75,25% 78,85% 78,03% 71,64% 70,49% 78,52% 63,11% 66,23% 78,20% 
76,56% 87,38% 76,39% 66,39% 78,69% 71,15% 63,28% 76,89% 65,74% 
75,98% 81,21% 80,18% 68,82% 72,64% 74,08% 61,67% 69,90% 71,72% 
 
Finalmente, se muestran los resultados obtenidos para el último grupo de conjuntos de 







Una regla 75,98% 81,21% 80,18% 
Dos reglas 68,82% 72,64% 74,08% 






























Figura 47. Resultados de la aproximación 2b para conjuntos con el 80% de casos modificados 
 
Tabla 16. Resultados de la aproximación 2b para conjuntos con el 80% de casos modificados 



















84,10% 87,38% 86,56% 74,45% 87,38% 82,22% 65,43% 77,93% 82,96% 
85,57% 87,54% 88,69% 76,26% 82,58% 77,70% 64,40% 77,59% 89,67% 
87,05% 92,30% 90,98% 72,99% 81,80% 85,37% 64,92% 78,08% 90,66% 
86,72% 87,70% 89,18% 75,36% 81,43% 85,41% 69,09% 77,18% 75,76% 
82,13% 86,72% 88,85% 78,43% 76,47% 84,10% 65,73% 72,47% 79,51% 
83,61% 88,20% 90,33% 73,39% 78,21% 78,76% 70,31% 68,84% 78,69% 
86,23% 88,85% 88,03% 77,05% 76,98% 82,79% 70,28% 84,59% 80,98% 
84,92% 89,67% 91,64% 82,62% 78,94% 86,07% 65,30% 87,38% 88,85% 
82,46% 87,38% 86,89% 70,58% 75,01% 80,14% 66,86% 81,80% 80,91% 
82,62% 92,79% 89,02% 77,24% 83,63% 83,31% 69,09% 73,71% 81,64% 
84,54% 88,85% 89,02% 75,84% 80,24% 82,59% 67,14% 77,96% 82,96% 
 
3.2. Datos clínicos reales 
En el caso de datos clínicos reales, se relajó el parámetro que controlaba el porcentaje de 
ejemplos bien clasificados ya que no se sabe de antemano qué porcentaje de sujetos 







Una regla 84,54% 88,85% 89,02% 
Dos reglas 75,84% 80,24% 82,59% 





























reales es tratar de generar conocimiento útil para el clínico. Es decir, generar hipótesis 
acerca de qué variables, en este caso SNPs, podrían estar involucradas en la predisposición 
genética a desarrollar la enfermedad. Por lo tanto, cuanto más sencillas sean las expresiones 
obtenidas, más interesante será para el clínico. 
A continuación se muestran los resultados obtenidos por las distintas aproximaciones del 
modelo propuesto en esta tesis, comparados en base a las siguientes medidas: 
 Porcentaje de clasificación: porcentaje de ejemplos correctamente clasificados. Se 
calcula de acuerdo a la fórmula: 
                            
     
           
     
 Especificidad: proporción de sanos correctamente identificados. Es decir, la 
especificidad caracteriza la capacidad de la prueba para detectar la ausencia de la 
enfermedad en sujetos sanos. Se calcula de acuerdo a la fórmula: 
              
  
     
 
 Sensibilidad: proporción de enfermos correctamente identificados. Es decir, la 
sensibilidad caracteriza la capacidad de la prueba para detectar la enfermedad en 
sujetos enfermos. Se calcula de acuerdo a la fórmula: 
             
  
     
 
 Valor predictivo positivo: probabilidad de tener la enfermedad si el resultado de la 
prueba diagnóstica es positivo. Se calcula de acuerdo a la fórmula: 
      
  
     
 
 Valor predictivo negativo: probabilidad de no tener la enfermedad si el resultado de 
la prueba diagnóstica es negativo. Se calcula de acuerdo a la fórmula: 
      
  
     
 
 Odds ratio (OR): posibilidad de que una condición de salud o enfermedad se 
presente en un grupo de población frente al riesgo de que ocurra en otro. Se calcula 




   
     
     
 
 
En la aplicación a datos clínicos reales, la segunda aproximación supera en porcentaje de 
clasificación a la primera, pero la primera obtiene valores más altos en cuanto a la 
especificidad, valor predictivo positivo y OR. Se podría optar por la aproximación 2b, ya que 
es la que mejor clasifica y obtiene resultados aceptables para el resto de métricas analizadas. 
Estos resultados quedan reflejados en la tabla incluida a continuación. 
 
Tabla 17. Resultados del modelo propuesto al aplicarlo a datos clínicos reales 
 Aproximación 1 Aproximación 2a Aproximación 2b 
Porcentaje de clasificación 60,65% 72,28% 72,43% 
Especificidad 0,95 0,79 0,85 
Sensibilidad 0,14 0,28 0,28 
Valor predictivo positivo 0,68 0,50 0,58 
Valor predictivo negativo 0,60 0,60 0,62 
Odds ratio 3,27 1,5 2,25 
 
4. Discusión 
Si se comparan los resultados obtenidos al aplicar las distintas aproximaciones desarrolladas 
del modelo propuesto, se puede observar cómo la primera aproximación ofrece mejores 
resultados de clasificación que la segunda en cualquiera de sus variantes tras realizar las 
pruebas sobre los 360 conjuntos de datos sintéticos (Tabla 18). 
Se han aplicado test estadísticos para comparar la primera aproximación con las distintas 
variantes de la segunda. Se ha estudiado, en primer lugar, si se podía considerar que las 
varianzas eran iguales, lo cual puede ser asumido, para α=0,05, con un valor de p = 0,11 si 
se compara la aproximación 1 con la aproximación 2a, y p=9,28 si se compara la aproximación 1 
con la aproximación 2b. A continuación se procedió a realizar un t-test para determinar si la 




quedando demostrado, para α=0,05, que esta no era significativa (p = 2,44 en el primer 
caso y p = 2,45 en el segundo). Por lo tanto, se puede concluir que, para este caso, ambas 
aproximaciones son igualmente válidas.  
 
Tabla 18. Comparativa entre aproximaciones 
 Aproximación 1 Aproximación 2a Aproximación 2b 
20% 60,68% 57,32% 57,38% 
40% 67,72% 65,48% 65,22% 
60% 75,86% 57,32% 72,91% 
80% 84,62% 81,33% 81,02% 
Media 72,22% 65,36% 69,13% 
 
Con respecto a la aplicación al caso real, escoger entre una aproximación u otra va a 
depender de qué se valora más. En este caso, dado el tipo de problema, y como se 
menciona de forma más detallada al comparar el modelo propuesto con otras técnicas 
similares de minería de datos, suele ser más interesante tener un modelo más específico, ya 
que la probabilidad de diagnosticar a una persona como enferma de forma errónea decrece 
cuanto más específico es un modelo, aunque podría optarse por una solución de 
compromiso y escoger la aproximación 2b, ya que obtiene el mejor porcentaje de clasificación 
y un valor para la especificidad que supera 0,80. 
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VI. Comparación con otras técnicas 
El modelo propuesto en esta tesis, en sus distintas aproximaciones, ha sido comparado con 
otros métodos de aprendizaje máquina utilizados para realizar clasificación, pero que 
también extraían expresiones en forma de regla o de árbol, con el objetivo de evaluar su 
funcionamiento. A partir de la comparación de resultados realizada se extraen una serie de 
ventajas que el modelo propuesto presenta frente a otras aproximaciones existentes. 
1. Método de comparación  
A la hora de comparar distintos algoritmos de clasificación, el método más utilizado es el 
de validación cruzada o cross validation para estimar la precisión de los algoritmos. Esta 
técnica consiste en dividir los datos originales en k subconjuntos, de forma que se utilice 
un solo subconjunto como datos de validación, mientras que los demás k – 1 subconjuntos 
se utilizan para realizar el entrenamiento (k-fold cross validation). El proceso de validación 
cruzada se repite k veces (el número de folds), utilizando una sola vez cada uno de los 
subconjuntos. Se pueden combinar los k resultados obtenidos de realizar este proceso para 
obtener un valor global como, por ejemplo, la media de los porcentajes de clasificación. 
En esta tesis se ha utilizado la validación cruzada en su modalidad de 10-fold. La 10-fold cross 
validation ha sido un modelo ampliamente aplicado para este tipo de comparativas (Kohavi, 
1995b; McLachlan et al., 2004; Picard and Cook, 1984). 
2. Técnicas empleadas 
Dado que las distintas aproximaciones desarrolladas en esta tesis extraen expresiones en 
forma de regla o árbol, se ha realizado una comparación con técnicas de minería de datos, 
también utilizadas en problemas de clasificación e incluidas como parte de una suite 
ampliamente utilizada, Weka (Hall et al., 2009), que eran capaces de obtener modelos 
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basados en la extracción de expresiones con una representación similar a la propuesta en 
este trabajo. 
En particular, se han comparado las aproximaciones propuestas con dos grupos de 
técnicas: métodos de aprendizaje basados en reglas de decisión y métodos de clasificación 
que utilizan árboles. 
2.1. Métodos de aprendizaje basados en reglas de decisión 
El objetivo de este tipo de métodos es la generación de un conjunto de reglas de decisión, 
con el propósito de obtener hipótesis que traten de explicar un determinado sistema. 






donde Ri es la regla i-ésima, antecedentei es el conjunto de tests sobre los atributos de entrada, 
que se realiza para determinar si hay un emparejamiento del ejemplar para su clasificación. 
Finalmente, cada uno de los cj se corresponde con la etiqueta de la clase j-ésima. 
Con respecto a la sintaxis de las reglas, el antecedente corresponde a una condición, simple 
o compleja, que se ha de cumplir para que la regla se dispare y, consecuentemente, se 
seleccione el concepto al que representa. Estas condiciones suelen encontrarse en dos 
formas distintas: en forma de conjunción de selectores, o en forma de conjunción de 
literales, correspondientes a predicados de primer orden. De entre estas formas, la primera 
es la más común. Un selector es una condición de la forma                 , donde θ es un 
operador relacional, por ejemplo, { >, <, ≥, ≤, = }. 
R1  antecedente1  then  c1 
R2  antecedente2  then  c1 
… 
Rk  antecedentek  then  c1 
Rk+1  antecedentek+1  then  c2 
… 
Rm  antecedentem   then  cn-1 
  else cn 
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2.1.1. Conjunctive rule 
Este método aprende reglas conjuntivas para la predicción sobre datos numéricos y 
categóricos. Las reglas conjuntivas son aquellas en que los selectores del antecedente se 
combinan mediante el AND lógico. 
Para predecir la clase, este clasificador aprende una sola regla. Si esta no cubre al ejemplar 
que se desea clasificar, entonces, dicho ejemplar, se asociará a la clase asignada a los datos 
de entrenamiento que no han sido cubiertos por dicha regla (Witten and Frank, 2005). 
2.1.1. Decision Table 
Este método, dado un conjunto de instancias clasificadas, extraerá unas hipótesis que 
permitirán clasificar futuras instancias que no estén etiquetadas. Para ello, se basa en las 
tablas de decisión. 
Las tablas de decisión están compuestas por cuatro secciones: 
 Reglas de decisión 
Identificación de condiciones Valores de condiciones 
Identificación de acciones Valores de acciones 
 
a) Identificación de condiciones: se detalla una condición por renglón. 
b) Identificación de acciones: se describen todos los pasos que se deben realizar. Se 
llaman acciones a los distintos comportamientos que se asumirán en función de los 
valores que tomen las condiciones. Se escriben en el orden en que deben ser 
ejecutadas. En este caso, se tendrá una sola acción posible que será la de clasificar 
en un conjunto concreto. 
c) Valores de condiciones: se indican valores de las condiciones identificadas en la 
primera sección. 
d) Valores de acciones: se indican valores de las acciones descritas en la segunda 
sección. 
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Cada columna de la tabla de decisión representa una regla y cada una de ellas, a su vez, 
constituye una combinación posible de condiciones y de acciones que deben ser tomadas 
cuando tales condiciones están dadas. Se las enuncia así: 
                                                                
Las tablas de decisión permiten agrupar todas las combinaciones de condiciones y todas las 
posibilidades lógicas en un conjunto de fácil entendimiento y análisis, creando además la 
posibilidad de controlar que no se haya omitido ninguna alternativa y que se hayan cubierto 
todas las posibilidades (Kohavi, 1995a). 
2.1.1. JRIP 
Este método es capaz de inducir reglas de clasificación a partir de un conjunto de ejemplos, 
es decir, simplemente construye reglas de la forma si-sino empleando operadores de 
conjunción y disyunción. Se trata de una extensión de otro algoritmo previo denominado 
IREP, el cual alterna iterativamente las fases de crecimiento y poda. La poda puede 
eliminar tanto condiciones en una regla como reglas completas (Cohen, 1995). 
2.1.1. NNge 
Este método está basado en vecinos cercanos. Utiliza una métrica que mide la distancia 
entre un nuevo ejemplar y un conjunto de ejemplos en memoria. El nuevo ejemplar se 
clasificará de acuerdo a la clase de los más cercanos.  
Este método, además, utiliza ejemplares generalizados no anidados, los cuales son 
hiperrectángulos construidos sobre el espacio de características que pueden interpretarse 
como reglas if-then (Martin, 1995; Roy, 2002). 
2.1.1. RIDOR 
Inicialmente, genera una primera regla por defecto y, posteriormente, las excepciones. 
Dichas excepciones son un conjunto de reglas que predicen las clases distintas a la clase 
por defecto. De esta forma, se generan mediante el algoritmo IREP (base del algoritmo 
JRIP) y se expanden siguiendo una estructura de árbol (Gaines and Compton, 1995). 




Corresponde a un clasificador híbrido que construye y utiliza tanto tablas de decisión, 
como redes bayesianas. En cada punto de la búsqueda, el algoritmo divide los atributos en 
dos conjuntos disjuntos: uno para la tabla de decisión y otro para la red bayesiana, en este 
caso Naive Bayes (Hall and Frank, 2008). 
2.2. Métodos de clasificación que utilizan árboles 
Todo árbol de clasificación comienza con un nodo, denominado raíz, al que pertenecen 
todos los casos de la muestra que se quiere clasificar. El resto de los nodos se dividen en 
intermedios o no terminales y nodos hoja o terminales, es decir, nodos que ya no se van a 
dividir más.  
En la fase de construcción del árbol, cada nodo hoja se hace corresponder con una 
categoría concreta de la variable clase. De esta manera, los nodos hoja representan las 
diferentes particiones en las que se ha dividido el espacio de clasificación. Los nodos que 
“cuelgan” de un nodo concreto, se dice que son hijos de dicho nodo, y al nodo del que 










Figura 48. Ejemplo de un árbol de clasificación sencillo 
X2 ≤ w X2 > w 
X1 = f X1 = m 
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A la hora de clasificar cada patrón, el punto de partida es el nodo raíz y, dependiendo de 
los valores de la variable por la que se pregunta, los casos se van distribuyendo por los 
nodos hijo. Este proceso se repite en cada nodo hasta llegar a los nodos hoja. 
Se muestra un ejemplo de un árbol de clasificación sencillo en la Figura 48. 
2.2.1. J48 
Este algoritmo es una implementación del algoritmo C4.5, uno de los algoritmos de 
minería de datos más utilizado. Dicho algoritmo genera un árbol de decisión a partir de los 
datos mediante particiones realizadas recursivamente. El árbol se construye mediante la 
estrategia de profundidad-primero (depth-first). El algoritmo considera todas las pruebas 
posibles que pueden dividir el conjunto de datos y selecciona la prueba que resulta en una 
mayor ganancia de información (Quinlan, 1993). 
2.2.1. REPTree 
Árbol de decisión o de regresión que utiliza poda por reducción de error y reducción por 
ganancia de información (Witten and Frank, 2005). 
2.2.1. ADTree 
Este método combina árboles de decisión con la precisión predictiva del boosting, 
combinando las hipótesis generadas durante este proceso. Obtiene grafos AND/OR, 
distribuyendo el conocimiento mediante múltiples ramas a partir de las cuales se realizará la 
predicción. Se trata de una generalización de los árboles de decisión que combina nodos de 
decisión y nodos de predicción (Freund and Mason, 1999). 
2.2.1. LADTree 
Esta técnica (Holmes et al., 2001) aplica un algoritmo de boosting logístico para inducir un 
ADTree, es decir, se trata de un ADTree multiclase que utiliza la estrategia LogitBoost 
desarrollada por Friedman et al. (Friedman et al., 2000). 




Este método combina árboles de decisión con clasificadores Naive Bayes en sus hojas 
(Kohavi, 1996). 
3. Resultados obtenidos  
A continuación se comparan los métodos presentados con el modelo propuesto. Dado 
que, para la segunda aproximación, la configuración de PG en modo no expresivo 
(aproximación 2b) ha obtenido mejores resultados, las comparativas se realizarán sobre los 
resultados de esta aproximación y de la aproximación 1. 
3.1. Datos sintéticos 
En primer lugar, se han comparado los métodos descritos anteriormente con las dos 
aproximaciones del modelo propuesto, aplicando cada método a los 360 conjuntos de 
datos sintéticos con el objetivo de realizar pruebas exhaustivas. 
Dado que el modelo aquí propuesto se ha comparado con dos tipos de métodos diferentes, 
se ha estimado conveniente mostrar los resultados por separado. 
3.1.1. Métodos de aprendizaje basados en reglas de decisión 
A continuación se muestran los resultados obtenidos de comparar las medias de 
porcentajes de clasificación para cada grupo de conjuntos de datos con distinto porcentaje 
de modificación de casos, comparando el modelo propuesto con los distintos métodos de 
aprendizaje basados en reglas de decisión. Se puede observar que la aproximación 1 del 
modelo propuesto supera al resto de métodos para todos los grupos de datos (Figura 49). 
El eje X representa los distintos grupos de conjuntos, mientras que el eje Y representa los 
porcentajes medios de clasificación obtenidos. 
En la Tabla 19 se muestran, más en detalle, los porcentajes de clasificación medios 
obtenidos por cada método en función del porcentaje de casos modificados. 
 





Figura 49. Comparativa con métodos basados en reglas 
 
Tabla 19. Comparativa con métodos basados en reglas 
 20% 40% 60% 80% Media 
Aproximación 1 60,68% 67,72% 75,86% 84,62% 72,22% 
Aproximación 2b 57,38% 65,22% 72,91% 81,02% 69,13% 
Conjunctive rule 56,61% 61,09% 64,65% 64,47% 61,71% 
Decision Table 56,17% 63,27% 70,79% 80,21% 67,61% 
JRIP 56,26% 63,30% 70,41% 80,15% 67,53% 
NNge 54,78% 58,02% 62,31% 71,31% 61,61% 
RIDOR 56,61% 64,01% 73,15% 83,37% 69,29% 
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3.1.2. Métodos de clasificación que utilizan árboles 
A continuación se muestran los resultados obtenidos de comparar las medias de 
porcentajes de clasificación para cada grupo de conjuntos de datos con distinto porcentaje 
de modificación de casos, comparando el modelo propuesto con los distintos métodos de 
clasificación que utilizan árboles. Se puede observar que la aproximación 1 del modelo 
propuesto supera al resto de métodos para todos los grupos de datos y que la aproximación 
2b los supera también en dos grupos (Figura 50). El eje X representa los distintos grupos de 




Figura 50. Comparativa con métodos basados en árboles 
 
En la Tabla 20 se muestran, más en detalle, los porcentajes de clasificación medios 
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Tabla 20. Comparativa con métodos basados en árboles 
 20% 40% 60% 80% Media 
Aproximación 1 60,68% 67,72% 75,86% 84,62% 72,22% 
Aproximación 2b 57,38% 65,22% 72,91% 81,02% 69,13% 
J48 56,12% 62,12% 69,02% 79,85% 66,78% 
REPTree 56,39% 63,01% 70,58% 80,17% 67,54% 
LADTree 52,00% 65,00% 70,00% 82,00% 67,25% 
ADTree 52,00% 66,00% 71,00% 81,00% 67,50% 
NBTree 53,00% 59,00% 63,00% 72,00% 61,75% 
3.2. Datos reales 
El objetivo final de esta tesis es demostrar la utilidad del modelo propuesto en su 
aplicación a un caso real. Por lo tanto, a continuación se mostrarán los resultados 
obtenidos tras comparar las dos mejores aproximaciones del modelo propuesto con los 
distintos métodos anteriores. 
La Tabla 21 muestra los resultados de las distintas métricas estudiadas para cada técnica 
aplicada. Se puede observar cómo la aproximación 2b supera claramente en porcentaje de 
clasificación al resto de técnicas probadas. 
4. Discusión 
En base a los resultados obtenidos, tanto sobre datos sintéticos como sobre datos clínicos 
reales, se observa que el modelo propuesto en esta tesis es capaz de obtener mejores 
resultados de clasificación. 
Es interesante destacar también la simplicidad de las expresiones obtenidas por el modelo 
propuesto y la información adicional que proporciona la aproximación 2. A diferencia de 
otros métodos probados, el número de variables utilizadas en cada expresión es menor. 
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Es curioso ver también cómo, aplicado a datos clínicos reales, el modelo basado en PG en 
su modo no expresivo es capaz de clasificar mejor los datos de entrada con una diferencia 
de casi un 6% con el siguiente mejor método. 
 
Tabla 21. Comparativa de métodos sobre datos clínicos reales 
 Clasificación Especificidad Sensibilidad VP+ VP- OR 
Aproximación 1 60,65% 0,95 0,14 0,68 0,60 3,27 
Aproximación 2b 72,43% 0,85 0,28 0,58 0,62 2,25 
Conjunctive rule 59,61% 0,62 0,54 0,33 0,79 1,87 
Decision Table 63,19% 0,64 0,60 0,38 0,82 2,73 
JRIP 65,15% 0,68 0,60 0,53 0,74 3,22 
NNge 60,26% 0,64 0,54 0,44 0,72 2,04 
RIDOR 61,56% 0,61 0,65 0,20 0,92 2,96 
J48 66,61% 0,65 0,71 0,35 0,90 4,69 
REPTree 62,38% 0,65 0,57 0,46 0,74 2,48 
LADTree 60,42% 0,63 0,54 0,41 0,75 2,05 
ADTree 64,01% 0,65 0,62 0,38 0,83 3,01 
NBTree 64,15% 0,64 0,65 0,34 0,86 3,26 
 
Además, en diagnóstico clínico, cuando el valor de especificidad supera el 80%, se puede 
considerar bueno. Por regla general, se elige una prueba muy específica cuando se prefiere 
obtener falsos negativos en lugar de falsos positivos, por ejemplo, para asegurar que un 
paciente tiene realmente una enfermedad.  
Póngase por hipótesis que se tiene un paciente al que es necesario realizarle una prueba 
cuyo objetivo es determinar la necesidad de operar o no a dicho paciente. En esta situación 
sería imprescindible asegurarse de que el paciente está enfermo y necesita la operación, 
dadas las consecuencias que ello conlleva. Otros casos en los que se usa una prueba muy 
específica involucran casos en que el diagnóstico puede ser una enfermedad grave y 
prácticamente incurable, cuando es importante desde el punto de vista sanitario y 
psicológico saber que no se padece la enfermedad o cuando un resultado positivo falso 
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supone un trauma económico y psicológico para el sujeto. En estas situaciones se utiliza 
una prueba con un valor predictivo positivo alto que aumenta de valor conforme la 
prevalencia de la enfermedad es mayor. 
Si se analiza el caso aquí estudiado, el modelo que mejor clasifica obtiene un valor de 85% 




En este trabajo se presenta un modelo basado en Computación Evolutiva que permite 
extraer expresiones subyacentes en los datos de entrada que serán utilizadas posteriormente 
para obtener un modelo de clasificación. Se han desarrollado dos aproximaciones 
diferentes de dicho modelo: una que utiliza como base AA.GG. y otra que utiliza PG. 
Estas dos aproximaciones han sido evaluadas de forma exhaustiva para poder analizar su 
funcionamiento. Ambas han sido aplicadas sobre 360 conjuntos de datos sintéticos, así 
como a datos clínicos reales, con la finalidad de observar si la forma en que se representan 
las expresiones extraídas influía sobre los resultados obtenidos por el modelo propuesto. 
En base a los resultados observados, se puede concluir que no existe una diferencia 
significativa en cuanto a los porcentajes medios de clasificación obtenidos por ambas 
aproximaciones, aunque al aplicar dichas aproximaciones sobre datos clínicos reales los 
modelos obtienen diferencias que deberán ser juzgadas por un experto clínico para escoger 
cuál se adecúa más en función de los criterios que se quieran valorar más.  
La mayor diferencia entre ambas aproximaciones es la forma en que representan las 
expresiones. En la aproximación 1 los resultados se obtienen en forma de reglas, mientras 
que la en la aproximación 2 estos se ofrecen en forma de árboles. Es de destacar que la 
aproximación 2 ofrece un análisis posterior de las expresiones obtenidas, mostrando un 
ranking que pretende ordenar las variables que forman parte de dichas expresiones en 
función de su relevancia, además de analizar la coincidencia de pares y tríos de variables. 
Este análisis aporta información adicional, basada en métricas estadísticas utilizadas en el 
ámbito clínico, y pretende simplificar la presentación de la información al usuario final. 
Se ha realizado una comparación del modelo propuesto en esta tesis con dos grupos de 
técnicas que obtienen modelos de clasificación basándose bien en expresiones 




de minería de datos ampliamente utilizada, Weka, que incluso se incluye como parte de 
plataformas opensource muy reconocidas en el área de Business Intelligence, como Pentaho. 
El modelo aquí propuesto ofrece una clara ventaja frente al resto, y es que el número de 
variables utilizadas en las expresiones a partir de las cuales se realizará la clasificación es 
mucho menor y, por lo tanto, las expresiones obtenidas como resultado final son mucho 
menos complejas, más abordables y de mayor utilidad para el clínico, además de obtener 
mejores resultados de clasificación, tanto sobre datos sintéticos como reales, así como un 
mayor valor para la especificidad. 
Finalmente, como resumen y en base a las pruebas realizadas, se puede concluir lo 
siguiente: 
 Como ya se ha mencionado anteriormente, la minería de reglas de asociación puede 
ser modelada como un problema de optimización combinatoria. En esta tesis, se ha 
demostrado que el método desarrollado, basado en Computación Evolutiva, es 
capaz de resolver este tipo de problema de forma satisfactoria, cumpliéndose así la 
primera hipótesis formulada. 
 Mediante la aplicación a un caso clínico real, se ha visto que el modelo desarrollado 
era capaz de extraer expresiones y de obtener un modelo específico, por lo que esto 
apoyaría la segunda hipótesis planteada, en la que se enunciaba que la 
predisposición genética está subyacente en los datos genéticos en algún tipo de 
estructuras y que las técnicas de Computación Evolutiva son adecuadas para extraer 
estas estructuras. 
Finalmente, se ha visto que cualquiera de las dos representaciones (reglas o árboles) 
utilizadas en el modelo propuesto han dado resultados satisfactorios, por lo que la elección 
de una u otra aproximación quedaría supeditada al criterio de un experto en base a si se 
buscan modelos en donde es más importante la especificidad u otros criterios utilizados en 
estudios clínicos. Sin embargo, para esta aplicación concreta, se podría concluir que el 
modelo más adecuado para extraer patrones de predisposición genética a desarrollar la 




This work presents a model based on Evolutionary Computation which allows extracting 
underlying expressions in the input data that will be used to build a classification model. 
Two different approaches have been developed: one based on Genetic Algorithms and 
another one based on Genetic Programming. These two approaches have been 
exhaustively evaluated in order to analyze their performance. Both have been applied to 
360 generated data sets, as well as to real clinical data, with the aim of determining whether 
the structure used to represent the expressions extracted had an influence on the results 
obtained by the model proposed or not. Based on the results, it can be concluded that 
there is no significant difference between both approaches in terms of mean accuracy. 
However, the differences between these approaches when applied to real clinical data 
should be judged by an expert based on the criteria he/she considers more adequate. 
The greatest difference between both approaches is the structure used to represent the 
expressions extracted by the model. Approach 1 uses rules, while approach 2 uses trees. It is 
worth highlighting that approach 2 provides an additional analysis of the expressions 
extracted, showing a ranking ordered by relevance, as well as the coincidence of pairs and 
trios of variables in these expressions. This analysis also provides information based on 
statistical measures used in the clinical field and tries to simplify the way results are 
presented to the final user. 
The model presented in this thesis has been compared with two groups of techniques 
capable of building classification models based on expressions represented as rules or trees. 
These techniques are included in a widely used data mining suite, Weka, which is even 
provided as part of well-recognized opensource Business Intelligence platforms, such as Pentaho. 
The model proposed here offers a clear advantage over the others, that is, the number of 




obtained are less complex, more understandable and, thus, more useful for the clinician. In 
addition, better results in terms of accuracy and specificity are achieved by this model, both 
using generated and real data. 
Finally, to sum up, the following conclusions can be drawn from the work presented in this 
thesis: 
 As mentioned previously, association rule mining can be modeled as a 
combinatioral optimization problem. It has been proved that the method 
developed in this thesis, which is based on Evolutionary Computation, is capable of 
solving this type of problem successfully, confirming, hence, the first formulated 
hypothesis. 
 The method developed has proved, in its application to a real clinical case, that it is 
able to extract expressions and obtain a specific model. This supports the second 
formulated hypothesis, which suggested that genetic predisposition is underlying in 
the data as some type of structure and that Evolutionary Computation techniques 
are appropriate to extract these structures. 
Finally, it has been shown that the structures used (rules or trees) in the proposed model 
have achieved similar results. Therefore, choosing a specific approach would depend on 
the expert’s criterion, which may be based on whether he/she wants a model with a higher 
value for specificity or other criteria used in clinical studies. Nevertheless, based on the 
results of applying the proposed model to the real case presented here, it can be concluded 
that the most appropriate model to extract patterns of genetic predisposition to develop 




IX. Futuras líneas de investigación 
El modelo desarrollado en este trabajo ha demostrado ofrecer buenos resultados. A partir 
de los resultados ofrecidos, el trabajo de investigación podría continuarse en diferentes 
direcciones. 
En primer lugar, teniendo en cuenta la estructura del modelo propuesto, podría estudiarse 
la posibilidad de optimizar su rendimiento mediante la paralelización de ciertas partes dada 
la independencia que existe entre ellas. Particularmente en el caso de la aproximación que 
utiliza como núcleo la PG, para obtener mejores resultados en el menor tiempo posible, se 
decidió realizar las pruebas en un supercomputador del CESGA. En este caso, el coste 
computacional se vería reducido de forma considerable. Podría plantearse incluso el uso de 
computación en grid para este propósito. 
Otra posible línea de investigación futura en este campo es la adaptación del modelo 
propuesto para que sea capaz de analizar grandes cantidades de datos catalogados como Big 
Data. Para que el método fuese accesible desde cualquier parte sin carga computacional 
para el usuario y, enlazándolo con el almacenamiento de gran cantidad de datos, podría 
verse la posibilidad de ofrecer el modelo propuesto como servicio haciendo uso del cloud 
computing. 
Las ontologías permiten anotar semánticamente la información de una fuente de datos, 
haciendo así posible que el significado de dichos datos pueda ser universalmente entendido 
por agentes humanos y/o artificiales de forma automática. Es un campo en gran auge en 
los últimos anos y puede enriquecer notablemente los datos utilizados como entrada, 
permitiendo extraer más relaciones subyacentes en ellos, que no pueden ser obtenidas a 
simple vista. En base a esto, como siguiente paso en la evolución de este trabajo de 
investigación, se estima que el uso de ontologías podría aportar información adicional útil 
en la resolución de problemas de minería de datos en el ámbito de la biomedicina y, por lo 
Futuras líneas de investigación 
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tanto, ser beneficioso. Por ello, otra posible línea de investigación incluiría la combinación 
del uso de ontologías con la técnica de minería de datos propuesta, trabajando en lo que se 
conoce como ontology-based data mining. 
Finalmente, sería interesante aplicar el modelo presentado en esta tesis a otros casos reales, 
englobados dentro de las problemáticas relacionadas con fármacos, como la búsqueda de 
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Ácido desoxirribonucleico Constituye el material genético de las células y contiene en 
su secuencia la información para la síntesis de proteínas. 
 
Algoritmo genético Esta técnica surgió como una aproximación de inteligencia 
artificial. Se inspiran en la evolución biológica y su base 
genético-molecular. Estos algoritmos hacen evolucionar 
una población de individuos sometiéndola a acciones 
aleatorias semejantes a las que actúan en la evolución 
biológica (mutaciones y recombinaciones genéticas), así 
como también a una selección de acuerdo con algún 
criterio, en función del cual se decide cuáles son los 
individuos más adaptados, que sobreviven, y cuáles los 
menos aptos, que son descartados. 
 
Alelo Cada uno de los genes del par que ocupa el mismo lugar 
en los cromosomas homólogos. Su expresión determina el 
mismo carácter o rasgo de organización, como el color de 
los ojos. 
 
Computación evolutiva Rama de la inteligencia artificial que involucra problemas 
de optimización combinatoria. Se inspira en los 
mecanismos de la evolución biológica. 
 
Cromosoma Filamento condensado de ácido desoxirribonucleico, 




celulares. Su número es constante para cada especie 
animal o vegetal. 
 
Enfermedad compleja Enfermedad en la que establecer una relación gen-
enfermedad resulta difícil. 
 
Especificidad Proporción de sanos correctamente identificados.  
 
Estudio de asociación Estudio que compara el ADN de personas con una 
enfermedad con el ADN de personas que no padecen la 
enfermedad. 
 
Exposoma Representa la variabilidad ambiental y se puede definir 
como  la suma total de los múltiples factores a los que está 
expuesta una persona a lo largo de su vida: la dieta, el 
estilo de vida, el uso (y abuso) de fármacos, la 
contaminación, el contacto con productos químicos, las 
infecciones que sufrimos, el estrés y todos los factores 
ambientales internos y externos a los que se expone una 
persona desde que nace. 
 
Fenotipo Manifestación visible del genotipo en un determinado 
ambiente. 
 
Gen Secuencia de ADN que constituye la unidad funcional 
para la transmisión de los caracteres hereditarios. 
 
Genotipo Conjunto de los genes de un individuo, incluida su 
composición alélica. 
 
Nucleótido Compuesto orgánico constituido por una base 




unidad estructural del ADN. 
 
Odds ratio Posibilidad de que una condición de salud o enfermedad 
se presente en un grupo de población frente al riesgo de 
que ocurra en otro. 
 
Optimización combinatoria Es una rama de las matemáticas aplicadas y las ciencias de 
la computación que consiste en la búsqueda de la solución 
óptima a partir de un conjunto finito de objetos. Esto se 
lleva a cabo reduciendo el tamaño efectivo del espacio de 
búsqueda  y explorándolo eficientemente. 
 
Programación Genética Técnica basada en los algoritmos evolutivos e inspirada en 
la evolución biológica para desarrollar automáticamente 
programas que realicen una tarea definida por el usuario. 
Es una especialización de los algoritmos genéticos. Es una 
técnica de aprendizaje automático utilizada para optimizar 
una población de programas de acuerdo a una función de 
ajuste o fitness que evalúa la capacidad de cada programa 
para llevar a cabo la tarea en cuestión. 
 
Valor predictivo negativo Probabilidad de no tener la enfermedad si el resultado de 
la prueba diagnóstica es negativo. 
 
Valor predictivo positivo Probabilidad de tener la enfermedad si el resultado de la 
prueba diagnóstica es positivo. 
 




Variación en la secuencia de ADN que sucede cuando un 
nucleótido difiere entre dos miembros de una especie o 




que una variación sea considerada un SNP, debe aparecer 







A continuación se incluyen los artículos de investigación originales publicados en revistas 
de impacto más relacionados con respecto al estudio computacional realizado en esta tesis, 
describiendo brevemente cada una de ellos. 
1. Machine Learning Techniques for Single Nucleotide 
Polymorphism - Disease Classification Models in 
Schizophrenia 
Este artículo fue el primero publicado sobre el trabajo realizado por la doctoranda, como 
parte de la línea de investigación que daría fruto a la presente tesis, en una revista de 
impacto (en 2010, Q2 con I.F.: 1.988). 
El objetivo de dicho trabajo era la comparación de diversos métodos de clasificación, entre 
ellos una versión inicial de la aproximación 1 presentada en esta tesis (referenciada como 
EC), para tratar de extraer patrones que relacionasen SNPs con la predisposición al 
desarrollo de la esquizofrenia. En base a estos modelos de clasificación y, de forma similar 
a la utilización de Quantitative Structure - Activity Relationships (QSARs) o Quantitative Protein (or 
Proteome)-Disease Relationships (QPDRs), ampliamente empleados para la predicción de 
propiedades de proteínas y de enfermedades respectivamente, se establece un nuevo 
modelo denominado Quantitative Genotype – Disease Relationships (QGDRs) que relaciona 
secuencias de moléculas de ácidos nucleicos con la esquizofrenia. Este modelo es capaz de 
reconocer secuencias de ADN de forma automática y clasificar correctamente entre un 
78,3% y un 93,8% de sujetos, utilizando desde el conjunto de datos clínicos reales con un 
mínimo de controles simulados, así como conjuntos que contenían un mayor número de 




Este estudio computacional se realizó empleando doce técnicas diferentes (métodos 
basados en redes de neuronas artificiales, redes bayesianas, máquinas de soporte vectorial, 
tablas de decisión…) para generar 252 modelos de clasificación, utilizando el total de SNPs 
contenidos en el fichero de datos original, así como analizando por separado los SNPs de 
los distintos genes a los que pertenecían (HTR2A y DRD3). El método que obtenía 
mejores resultados con el mínimo número de sujetos simulados estaba basado en redes de 
neuronas artificiales. Sin embargo, la aproximación 2b mostrada en esta tesis supera el 
porcentaje de clasificación obtenido por el mejor método aplicado en este estudio sobre el 
total de datos clínicos reales originales. 
2. Applied Computational Techniques on Schizophrenia Using 
Genetic Mutations 
Este artículo continúa en la misma línea que el anterior, presentando no sólo un estudio 
computacional, sino la implementación de uno de los modelos QDGR que obtenía mejores 
resultados mediante una herramienta accesible de forma gratuita on-line, además de 
combinar un método de selección de variables basado en redes de neuronas y computación 
evolutiva con un clasificador SVM. También ha sido publicado en una revista de impacto 
(aún no ha sido publicado el factor de impacto para 2013; pero en 2012, Q1 con I.F.: 
3.702). 
La herramienta que implementa el modelo QDGR (SNPSchizo), se enmarca dentro de un 
portal que ofrece diversos modelos teóricos basados en inteligencia artificial, biología 
computacional y bioinformática, aplicados al estudio de sistemas complejos en lo que se 
conoce como las “ÓMICAS” (genómica, transcriptómica, metabolómica…), en especial 
aquellos relevantes para el cáncer, la neurociencia o la microbiología, entre otros. 
Es importante resaltar que el modelo que obtenía mejores resultados y que se implementó 
on-line utiliza 40 variables, lo cual es un número muy alto. A diferencia de este modelo, el 
método que combina selección de variables (basado en redes de neuronas y AA.GG.) con 
un clasificador (SVM), es capaz de obtener un modelo utilizando solamente 17 variables y 
alcanzando un porcentaje de clasificación del 78,2%. 
Finalmente, es interesante mencionar que las variables obtenidas durante la fase de 




liderado por Ángel Carracedo, además de algunos SNPs adicionales que se encuentran en la 
misma región si se considera un modelo que contiene 21 variables. 
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Abstract: Single nucleotide polymorphisms (SNPs) can be used as inputs in disease 
computational studies such as pattern searching and classification models. Schizophrenia is 
an example of a complex disease with an important social impact. The multiple causes of 
this disease create the need of new genetic or proteomic patterns that can diagnose patients 
using biological information. This work presents a computational study of disease machine 
learning classification models using only single nucleotide polymorphisms at the HTR2A 
and DRD3 genes from Galician (Northwest Spain) schizophrenic patients. These 
classification models establish for the first time, to the best knowledge of the authors, a 
relationship between the sequence of the nucleic acid molecule and schizophrenia 
(Quantitative Genotype – Disease Relationships) that can automatically recognize 
schizophrenia DNA sequences and correctly classify between 78.3–93.8% of 
schizophrenia subjects when using datasets which include simulated negative subjects and 
a linear artificial neural network. 
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1. Introduction 
Disease computational studies use diverse types of data, such as the structure and physical/chemical 
properties of a protein and DNA/RNA molecules, blood proteome mass spectra, DNA microarray 
results, disease biomarkers and concentration of the metabolites in physiological liquids. 
Schizophrenia, which is a common disease, can be defined as a heterogeneous syndrome characterized 
by perturbations in language, perception, thinking, social relationships and will. There is not a set of 
symptoms which uniquely characterize the disease, and even though researchers have been looking for 
a unique cause of schizophrenia for years with no success, most of them have concluded that 
schizophrenia would be the consequence of several cumulative effects of certain risk factors (genetic 
and environmental) [1]. Several studies of families, twins and foster-children confirmed and have 
allowed quantification of the contribution of genetics to schizophrenia [2]. After this, molecular 
genetics techniques started to be used to identify the genes that caused the disease [3]. These genes are 
not the genes of schizophrenia themselves, but rather they may transmit a set of characteristics which 
would increase the risk of developing the disease. 
One of the most studied genes in relation to schizophrenia susceptibility is DRD3. As well as 
HTR2A, it is considered to be an important target for several antipsychotic drugs [4,5]. HTR2A 
encodes one of the receptors for serotonin and DRD3 encodes one subtype of the five dopamine 
receptors, both neurotransmitters. More specifically, Dopamine 3 receptors (DRD3) are concentrated 
in limbic regions of the brain, which are associated with cognitive, emotional and endocrine functions. 
Thus, it may be particularly relevant to schizophrenia [6], as the DRD3 messenger RNA is 
predominantly expressed in the limbic system, a region thought to be dysfunctional in this  
disease [7,8]. 
Association studies involving these functional candidate genes have systematically focused on a 
limited set of Single Nucleotide Polymorphisms (SNPs), generally based on previously reported small 
contributions of these markers of risk of susceptibility to schizophrenia. More specifically, SNP 
T102C (rs6313) at HTR2A and SNP Ser9Gly (rs6280) at DRD3 have been extensively analyzed in 
several schizophrenia case-control studies [9]. A SNP [10] is a single nucleotide site where two (of 
four) different nucleotides occur in a high percentage (i.e., at least 1 %) of the population. 
There are several studies on SNPs, such as that one in [11], where a method is presented for 
haplotype partitioning based on pairwise analysis of SNPs. A block-based approach for mapping a 
single locus trait was applied to blocks of different methods in a case-control study. Results show that 
any block-based association test is considerably more efficient than the conventional single site 
association trait and, in particular, the method presented performed best accuracy, even when a low 
marker density was available. Another study on SNPs is that one presented in [12]. In this paper, the 
use of two feature importance ranking measures (the modified t-test and F-statistics) is proposed to 
rank a large amount of SNPs and then the greedy manner together with a classifier are used in order to 
determine a desirable feature subset, which leads to the highest classification accuracy with the 
minimum size. Results show that both ranking methods are efficient at determining the important 
SNPs and they both find nearly the same amount of them. However, the first measure tends to be better 
in terms of classification accuracy. Compared to other methods, the results obtained in this paper  
are better. 
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There exist several genetic data simulation packages. Among those, we encounter coalescent-based 
methods [13], which have been used for population based simulation in genetic studies, such as 
GENOME [14]. This method was developed to overcome previous limitations. HAP-SAMPLE [15], 
which is the simulator used in this paper, uses the existing Phase I/II HapMap data to resample existing 
phased chromosomes to simulate datasets. There also exist forward-time population simulations, such 
as easyPOP [16], FPG [17], FREGENE [18], simuPOP [19] and genomeSIMLA [20]. The last method 
can simulate realistic patterns of LD in both family-based and case-control datasets and, unlike other 
similar packages, has proved to be an effective platform for simulating large scale genetic data. 
Another program capable of generating large scale genetic and also phenotypic variation data is 
presented in [21]. This program generates genotypes/phenotypes by perturbing real data, with the aim 
of creating a large number of replicates that share similar properties with real data. 
Models based on Machine Learning have been extensively used to analyze complex diseases, such 
as diabetes [22], hepatitis [23], rheumatoid arthritis [24], etc. However, not many studies have been 
carried out on variation analysis in schizophrenia using Machine Learning algorithms [25]. Statistical 
models were the most used for this type of complex disease. 
Quantitative Structure - Activity Relationships (QSARs) are widely used for predicting protein 
properties [26] and Quantitative Protein (or Proteome)-Disease Relationships (QPDRs) [27-33] for 
disease prediction. Recent works using complex networks of proteins or mass spectra of the human 
serum proteome have contributed to create theoretical models for cancer diagnosis and screening for 
cancer-related molecules in the case of colorectal [34,35], breast [34,36] and prostate [37-39] cancers. 
In a similar way, a Quantitative Genotype - Disease Relationship (QGDR) can be established in order 
to automatically evaluate schizophrenia DNA sequences using SNP data. Methods such as artificial 
neural networks [40], support vector machines [41], evolutionary computation [42,43] and other 
Machine Learning techniques [44] have been used in order to find the best classification models. This 
work presents a study of schizophrenia QGDR classification using only single nucleotide 
polymorphisms from Galician patients [9]. Thus, this information of the DNA molecule will be used as 
the input for several machine learning techniques that search for the best classification model capable 
of evaluating new schizophrenia DNA sequences (see Figure 1). 
 
Figure 1. Flow chart of the QGDR model classification between the DNA structure 
(SNPs) and schizophrenia. 
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2. Results and Discussion 
Two hundred and fifty two (252) QGDR classification models have been obtained using SNPs at 
two schizophrenia-related genes (each of them or both), twelve machine learning techniques and seven 
datasets, starting from the original data and using extra simulated negative (control) subjects (see 
Table 1). In terms of classification the subjects are organized in two groups: Schizo and non-Schizo. 
These models describe relationships between the DNA information (SNPs) and schizophrenia.  
Table 1. The classification models obtained for the evaluated schizophrenia patients using 
the SNP information at DRD3 and HTR2A. 




Tb. DTNB BFTree AdaBoost 
SNP 
(1:0) 
DRD3 62.9% 59.5% 58.9% 56.6% 60.0% 62.5% 61.6% 64.8% 62.2% 59.5% 61.3% 63.4% 
HTR2A 62.4% 62.9% 63.7% 57.5% 64.0% 61.9% 66.6% 65.2% 61.0% 62.3% 62.8% 63.5% 
Both 64.5% 64.7% 62.5% 58.7% 64.0% 61.2% 64.8% 64.9% 61.5% 66.2% 62.9% 65.9% 
SNP 
(1:0.5) 
DRD3 74.6% 72.9% 71.5% 71.0% 60.5% 71.3% 71.0% 75.4% 73.5% 70.4% 73.7% 71.3% 
HTR2A 75.9% 75.5% 73.6% 71.7% 74.2% 62.2% 62.9% 77.4% 73.2% 70.9% 74.5% 71.4% 
Both 78.2% 76.8% 74.4% 71.5% 70.7% 62.9% 63.3% 76.8% 73.1% 73.2% 75.0% 71.4% 
SNP 
(1:1) 
DRD3 80.5% 79.5% 78.5% 78.2% 69.8% 77.9% 76.2% 81.4% 79.6% 77.1% 79.4% 78.6% 
HTR2A 80.7% 81.7% 80.2% 78.5% 71.0% 71.9% 72.3% 83.0% 79.8% 76.8% 81.2% 78.8% 
Both 81.4% 82.2% 80.2% 78.6% 71.3% 71.7% 72.0% 82.6% 79.4% 78.5% 81.2% 78.8% 
SNP 
(1:2) 
DRD3 87.0% 86.1% 85.8% 85.4% 79.4% 84.8% 83.2% 87.7% 86.6% 80.4% 86.1% 85.2% 
HTR2A 88.0% 88.1% 86.3% 85.9% 81.4% 81.3% 81.6% 88.8% 86.5% 76.2% 87.6% 86.1% 
Both 87.8% 88.4% 86.5% 85.8% 81.4% 81.3% 81.3% 88.5% 86.7% 79.2% 87.9% 86.1% 
SNP 
(1:3) 
DRD3 89.9% 89.5% 88.9% 88.4% 84.8% 89.4% 86.9% 90.6% 89.5% 87.6% 89.5% 88.7% 
HTR2A 90.4% 90.7% 89.3% 89.1% 85.9% 85.7% 85.9% 91.4% 89.7% 86.5% 90.3% 89.4% 
Both 91.5% 91.3% 89.3% 89.1% 86.1% 85.7% 85.6% 91.2% 89.5% 89.1% 90.9% 89.4% 
SNP 
(1:4) 
DRD3 91.9% 91.7% 91.3% 90.9% 87.4% 91.5% 89.2% 92.5% 91.6% 90.3% 91.5% 90.7% 
HTR2A 92.6% 92.7% 91.8% 91.2% 88.5% 88.6% 88.6% 93.2% 91.7% 88.5% 92.4% 91.5% 
Both 92.6% 93.0% 91.6% 91.2% 89.3% 88.5% 88.5% 93.0% 91.6% 91.1% 92.5% 91.5% 
SNP 
(1:5) 
DRD3 93.9% 93.1% 93.0% 92.1% 88.4% 92.9% 90.8% 93.6% 93.1% 91.8% 92.9% 92.2% 
HTR2A 93.2% 93.9% 92.9% 92.6% 91.2% 90.5% 90.5% 94.3% 93.1% 90.0% 93.5% 92.9% 
Both 93.9% 94.2% 93.1% 92.6% 91.2% 90.4% 90.4% 94.2% 93.1% 92.6% 93.8% 92.9% 
Notes: LNN = Linear Neural Networks, MLP = Multilayer Perceptron; RBF = Radial Base 
Functions; EC = Evolutionary Computation; MDR = Multifactor Dimensionality Reduction; Bayes 
Nets = Bayesian Networks; SVM = Support Machine Vectors; Decis. Tb. = Decision Tables; 
DTNB = Decision Table Naïve Bayes Hybrid Classifier; BFTree = Best-First decision Tree 
classifier; AdaBoost = Adaptative Boosting. 
The models generated using the original dataset correctly classify only 66.6% of the schizophrenic 
subjects when using the HTR2A gene and the Naïve Bayes method. This low accuracy can be due to 
the reduced number of subjects available and an increased number of “3” values of the SNPs 
(unknown data). Therefore, we included additional simulated subjects obtained with the HAP-
SAMPLE software [15] in the negative group (non-Schizo), maintaining the capacity to evaluate 
positive subjects (cases) for the models. Thus, seven datasets have been created, labeled as SNP (1:n), 
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where 1:n (n = 0, 0.5, 1, 2, 3, 4, 5) is the proportion between the real subjects (positive and negative) 
and the simulated negative subjects (see details in the Experimental and Theoretical Section). The 
graphical representation of the evolution of the best classification depending on the additional number 
of simulated negative subjects is shown in Figure 2. It can observed that the classification percentages 
do not increase significantly after adding five parts of simulated negative subjects. Among the best 
models, we propose the following two QGDR models which correspond to simple linear artificial neural 
networks (LNN). 
Figure 2. Correctly classified subjects depending on the simulated negative data for both 
genes; the dataset labels represent the proportion between real subjects (positive and 




The first model (Model 1) includes only a minimum number of simulated negative subjects, SNP 
(1:0.5): 260 real positive subjects, 354 real negative subjects and 307 simulated negative subjects for 
schizophrenia, a total of 921 subjects. It is based on 40 SNPs (at DRD3: rs7631540, rs6808291, 
rs1486012, rs9824856, rs2134655, rs963468, rs3773678, rs167771, rs226082, rs1486009, rs6280, 
rs7638876, rs9825563, rs1354348; at HTR2A: rs3889066, rs7329640, rs10507544, rs7333412, rs3125, 
rs6314, rs6308, rs1058576, rs1923884, rs2296972, rs9316233, rs659734, rs1928042, rs2770296, 
rs582385, rs1928040, rs731779, rs985934, rs9534505, rs6304, rs6305, rs2070036, rs6313, rs1328685, 
rs731244, rs10507547) and the model used was a LNN with 40 inputs and 152 neurons, which 
correctly classifies 78.2% of the subjects of the test group. The area under the receiver operating 
characteristic curve (AUC-ROC) for the cross-validation group (0.8405) shows that the model is not 
random (see Figure 3).  
The second model (Model 2) includes a maximum number of simulated negative subjects, SNP 
(1:5): 260 real positive subjects, 354 real negative subjects and 3070 simulated negative subjects for 
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schizophrenia, a total of 3,684 subjects. The model is based only on two SNPs (rs7329640 and 
rs985934) at HTR2A: a LNN with two inputs and eight neurons, which correctly classifies 93.2% of 
the subjects of the test group. The AUC-ROC for the cross-validation group (0.9439) demonstrates the 
goodness of the model (see Figure 4). 
 
Figure 3. Area under the receiver operating characteristic curve (AUC-ROC) for LNN 




Figure 4. Area under the receiver operating characteristic curve (AUC-ROC) for LNN 2:8-
1:1 (Model 2). 
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Table 1 shows that the classification accuracy percentages are in the range of 56.6–66.6% for 
SNP(1:0), 60.5–78.2% for SNP(1:0.5), 69.8–83.0% for SNP(1:1), 76.2–88.8% for SNP(1:2),  
84.8–91.5% for SNP(1:3), 87.4–93.2% SNP(1:4) and 88.4–94.3% for SNP(1:5). In general, we can 
observe that the genotype information from the HTR2A gene is classifying more accurately than when 
considering the SNPs at DRD3 and using the Support Machine Vectors (SVM) technique [45]. There 
are two exceptions to this performance, with small differences, in the schizophrenia classification for 
SNP (1:0.5) and for SNP (1:3), where the maximum accuracy percentages correspond to LNN using 
information from both genes. Despite the fact that an MLP is more complex than an LNN, the first one 
obtains almost the same classification scores as the LNN. Finally, Evolutionary Computation (EC) 
[46] obtains better classification scores when the second gene or both genes together are considered, as 
a higher number of SNPs is taken into account and, thus, there is more information. 
3. Experimental and Theoretical Section 
3.1. Subjects and Genotyping 
The case-control subjects consisted of 260 unrelated patients (65% males) being treated by the 
Galician Mental Health Service for schizophrenia and 354 unrelated blood negative donors (45% 
males) recruited from the Galician Blood Transfusion Centre (staff at the University of Santiago de 
Compostela and patients attending the University of Santiago de Compostela Hospital Complex). The 
study protocol was approved by the Bioethics Committee of the University of Santiago de Compostela 
(for details see [9]). In order to extract genomic DNA from white blood cells of peripheral venous 
blood from control and case subjects a standard protocol has been used. SNP genotyping was 
performed using the MassARRAY SNP genotyping system (Sequenom Inc., San Diego, CA, USA) 
[47]. Re-genotyping of random samples, which represented a total of 600 successfully replicated 
genotypes, revealed an accuracy rate of >99.9%. 
3.2. Datasets 
Seven datasets have been used containing the following 48 SNPs at the DRD3 and HTR2A genes 
associated with schizophrenia from the Galician population [9]: rs4682148, rs7631540, rs6808291, 
rs1486012, rs9824856, rs2134655, rs963468, rs3773678, rs167771, rs226082, rs10934256, rs1486009, 
rs6280, rs7638876, rs9825563, rs1354348, rs9283560 (17 SNPs at DRD3) and rs3889066, rs7329640, 
rs10507544, rs7333412, rs3125, rs6314, rs6308, rs1058576, rs6561333, rs1923884, rs2296972, 
rs9316233, rs659734, rs1928042, rs2770296, rs9316235, rs582385, rs1928040, rs731779, rs985934, 
rs9534505, rs6304, rs6305, rs2070036, rs2070037, rs6313, rs1328685, rs731244, rs1360020, 
rs10507546, rs10507547 (31 SNPs at HTR2A). SNPs can take different values: 0 if homozygous (both 
copies of a given gene have the same allele) for the first allele (one of a number of alternative forms of 
the same gene occupying a given position on a chromosome), 1 if heterozygous (the patient has two 
different alleles of a given gene), 2 if homozygous for the second allele or unknown.  
Additional negative subjects have been generated using the simulation tool named HAP-SAMPLE 
[15]. HAP-SAMPLE is a web application for simulating SNP genotypes for case-control and affected-
child trio studies by re-sampling from Phase I/II HapMap SNP data. Providing a list of SNPs to be 
"genotyped," along with a disease model file that describes causal SNPs and their effect sizes, the 
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application returns two sets of simulated genotypes from case and control subjects.  We discarded the 
case subjects. Thus, a file was created with a different number of control subjects, which were added to 
case subjects from real clinical data. This data was modified in order to introduce genotyping errors 
taking into account the error frequencies of the real data. 
In addition to the original dataset that contains 260 positive subjects and 354 negative subjects SNP 
(1:0), we obtained six datasets by including 307, 614, 1,228, 1,842, 2,456 and 3,070 simulated 
negative subjects. The datasets were named: SNP (1:0.5), SNP (1:1), SNP (1:2), SNP (1:3), SNP (1:4) 
and SNP (1:5), where the label represents the proportion between the real subjects (positive and 
negative) and the simulated negative subjects. 
3.3. QGDR models 
The classification models have been obtained with the following methods: Linear Neural Networks, 
Multilayer Perceptron, Radial Base Functions, Bayesian Networks, Naïve Bayes, Support Machine 
Vectors, Decision Tables, Decision Table Naïve Bayes Hybrid Classifier, Best-First decision Tree 
classifier, Adaptative Boosting (all of them from Weka 3.6.2 [48]), Evolutionary Computation and 
Multifactor Dimensionality Reduction. 
Artificial Neural Networks (ANN) have been extensively used for classification problems. More 
specifically, the simple Perceptron [49], also known as Linear Neural Network (LNN), has been 
utilized. This technique uses a linear network model, with no hidden layers, to perform classification.  
The Multilayer Perceptron (MLP) [50] has also been utilized. Other types of networks considered were 
Radial Base Functions (RBF) [51]. In this type of network, the neurons of the hidden layer perform a 
calculation function instead of the activation function of the MLP. The general scheme for an ANN 
with only one hidden layer is presented in Figure 5. 
As well as the MLP, Support Machine Vectors (SVM) are nonlinear classifiers. SVM induce linear 
separators or hyperplanes in the space of characteristics. This type of classifier has proved to be very 
useful when dealing with high dimensionality problems [45].  
Bayesian methods have also been applied to this problem. These methods are based on Bayes’ 
theory of probability. Not only they allow performing classification, but they also allow finding 
relationships among attributes. Several of these methods have been used, such as Naive Bayes [52] 
(which assumes that the attributes are independent), and Bayesian Networks [53]. 
The following techniques allow obtaining classification models based on “IF-THEN-ELSE” rules 
or on hierarchical structures such as trees. More specifically, rule inference models from Decision 
Tables [54] have been used, building a decision table majority classifier. This type of method evaluates 
feature subsets using best-first search and uses the nearest-neighbor method to determine the class for 
each instance that is not covered by the decision table or by the Decision Table Naïve Bayes Hybrid 
Classifier (DTNB) DTNB [55]. A similar model was used to infer decision trees, following a hybrid 
approach between the decision trees and the Naïve Bayes classifier, called Best-First decision Tree 
classifier (BFTree) [56]. 
Finally, we tried a boosting meta-algorithm. This algorithm consists in combining multiple 
classification models that complement each other. The Adaptative Boosting (AdaBoost) [57] method 
builds the models iteratively, weighting the instances differently in each iteration. The new models 
classify the instances that the previous models do not classify correctly. 
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Figure 5. The general structure of an ANN for schizophrenia classification based on  
SNP inputs.  
 
 
Multifactor Dimensionality Reduction (MDR) [58,59] is a data mining approach designed to detect 
and characterize nonlinear interactions among discrete attributes or variables that influence a binary 
outcome (for example, case-control status). It is a constructive induction algorithm which reduces the 
original n-dimensional model to a one-dimensional model, repeating this procedure for each possible 
n-factor combination and selecting the combination that maximizes the case-control ratio of the high-
risk group. This method is considered to be a nonparametric alternative to traditional statistical 
methods. The MDR software combines attribute selection, attribute construction and classification 
with cross-validation. This method has mostly been used to detect gene-gene interactions or epistasis 
in genetic studies of common human diseases [60-62] such as schizophrenia [63-65], although it can 
also be applied to other domains. 
The technique of Evolutionary Computation (EC) [46] used in this paper is based on genetic 
algorithms (GAs) [66]. A GA is a search method based on Charles Darwin’s Theory of Evolution [67]. 
Algorithms based on GAs make a population evolve through random actions similar to those existing 
in biological evolution (mutations and genetic recombination, as well as selections with a certain 
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criteria called fitness). The fitness is used to decide which individuals are selected, i.e., the more 
suitable individuals are the higher likelihood they will reproduce. More specifically, the method 
considered here follows the Iterative Rule Learning (IRL) approach [68,69]. Thus, the result of this 
method is a set of rules which are used to classify the input data. Like MDR, this method tries to find 
relationships between attributes or variables and a binary outcome. It has mostly been applied to 
biomedical data; however, it is still in development. 
For each classification, the data has been split into two groups: Schizo (positive/case subjects) and 
non-Schizo (negative/control subjects). The SNPs have categorical values of “0” if homozygous for the 
first allele, “1” if heterozygous, “2” if homozygous for the second allele “3” for unknown genotypes. 
The 10-fold cross-validation method [70-72] has been used to verify the accuracy of the models. The 
efficiency of the models that evaluate if a patient has schizophrenia is mainly due by the number of 
correct classifications when using the test set. In addition, these models have been constructed using 
the SNPs at only one of the two genes or at both of them. Therefore, the classification results have 
been obtained using 12 machine learning techniques and seven datasets that include different 
percentages of simulated negative subjects, that is, 252 classification models to be tested. 
4. Conclusions 
This work presents a disease computational study of schizophrenia based on DNA molecule 
information provided by SNPs and proposes for the first time, to the best knowledge of the authors, 
two classification models for schizophrenia evaluation. 252 classification models have been obtained 
using SNPs at two schizophrenia-related genes (each of them or both), twelve machine learning 
techniques and seven datasets. The best relationships between the DNA molecule sequence and 
schizophrenia evaluated 78.3–93.8% of the DNA sequence from schizophrenia patients, for datasets 
with extra simulated negative subjects. In future work, QGDR models will be extended to other types 
of complex diseases, such as colorectal cancer and cardiovascular diseases, and the best models will be 
implemented online for free access. 
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online; this model is an artificial neural network (ANN). Thus, the tool offers the possibility to introduce Single Nucleo-
tide Polymorphism (SNP) sequences in order to classify a patient with schizophrenia. Besides this comparative study, a 
method for variable selection, based on ANNs and evolutionary computation (EC), is also presented. This method uses 
half the number of variables as the original ANN and the variables obtained are among those found in other publications. 
In the future, QDGR models based on nucleic acid information could be expanded to other diseases. 
Keywords: Bioinformatics, data mining, machine learning, neural networks, schizophrenia, SNP, support vector machines. 
1. INTRODUCTION 
 The study of diseases with computational models uses 
different molecular information such as structure and physi-
cal/chemical properties of a protein and DNA/RNA mole-
cules, blood proteome mass spectra, DNA microarrays, dis-
ease biomarkers and concentration of the metabolites in 
physiological liquids. Schizophrenia is a common mental 
disorder defined as a heterogeneous syndrome characterized 
by perturbations in language, perception, thinking, social 
relationships and will as a consequence of several cumula-
tive effects of certain (genetic and environmental) risk fac-
tors [1] or epigenetics [2]. Due to the impact of this disease, 
molecular genetics techniques have been used to identify the 
genes related with this disorder. 
 The computational methods are focused on finding the 
relationships between schizophrenia and molecular informa-
tion. Quantitative Structure – Activity Relationships 
(QSARs) are widely used for predicting protein properties 
[3] and Quantitative Protein (or Proteome) – Disease Rela-
tionships (QPDRs) [4-10] for disease prediction. The nu-
merical data used for these classifications consisted in topo-
logical indices or molecular descriptors obtained with the 
Graph/Complex Network theory [11-14]. Several QSAR/ 
QPDR models based on protein structure and proteome mass 
spectra have been obtained for cancer [15-18], especially for 
breast and colorectal cancer [19, 20] and prostate cancer 
[21]. Additional applications have been published for protein 
interactions in parasites [22-24]. 
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Coruña, Campus de Elviña s/n, 15071 A Coruña, Spain; Tel: (+34) 
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 In a similar way, a QGDR can be established in order to 
automatically evaluate schizophrenia DNA sequences using 
Single Nucleotide Polymorphisms (SNP) data. A SNP [25] is 
a single nucleotide variation in a genetic sequence that oc-
curs at appreciable frequency in the population, that is, at 
least in 1%. Thus, SNPs can be used as inputs in disease 
computational studies such as pattern searching or classifica-
tion models. Models based on machine learning have been 
extensively used to analyse complex diseases, such as diabe-
tes [26], hepatitis [27] and rheumatoid arthritis [28]. How-
ever, not many studies have been carried out on variation 
analysis in schizophrenia using Machine Learning algo-
rithms [29, 30]. Statistical models were the most used for 
this type of complex disease. 
 Ban et al. [26] analyzed the importance of gene-gene 
interactions in Type 2 diabetes mellitus (T2D) susceptibility 
by investigating 408 SNPs in 87 genes involved in major 
T2D-related pathways in 462 T2D patients and 456 healthy 
controls from the Korean cohort studies. They used the sup-
port vector machine (SVM) method to differentiate between 
cases and controls using SNP information in a 10-fold cross-
validation test and they achieved a 65.3% prediction rate 
with a combination of 14 SNPs in 12 genes by using the ra-
dial basis function (RBF)-kernel SVM. As the high-
throughput technology for genome-wide SNPs improves, it 
is likely that a much higher prediction rate with biologically 
more interesting combination of SNPs can be acquired by 
using this method. Thus, SVM-based feature selection 
method in this study found novel association between com-
binations of SNPs and T2D in a Korean population. 
 Uhmn et al. [27] used several machine learning tech-
niques to predict the susceptibility to chronic hepatitis from 
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SNP data, integrated with several feature selection algo-
rithms to identify a set of SNPs relevant to the disease. They 
applied a backtracking technique to a couple of feature selec-
tion algorithms, forward selection and backward elimination, 
and showed that it was beneficial to find the best solutions 
by experiment. The experimental results show that the deci-
sion rule was able to distinguish between chronic and normal 
hepatitis with a maximum accuracy of 73.20%, whereas the 
accuracy of the support vector machine was 67.53% and that 
of the decision tree was 72.68%. It was also shown that the 
decision tree and decision rule are potential tools to predict 
susceptibility to chronic hepatitis from SNP data. 
 Briggs et al. [28] studied the genetic interactions (epista-
sis) with a statistical approach, by combining several ana-
lytical methods. Thus, they used a multi-stage analysis that 
incorporated supervised machine learning and methods of 
association testing, to investigate epistatic interactions with a 
well-established genetic factor (PTPN22 1858T) in a com-
plex autoimmune disease such as rheumatoid arthritis (RA). 
The analysis consisted of four principal stages: Stage I (data 
reduction) - identifying candidate chromosomal regions in 
292 affected sibling pairs, by predicting PTPN22 concor-
dance using multipoint identity-by-descent probabilities and 
a supervised machine learning algorithm (Random Forests); 
Stage II (extension analysis) - testing detailed genetic data 
within candidate chromosomal regions for epistasis with 
PTPN22 1858T in 677 cases and 750 controls using logistic 
regression; Stage III (replication analysis) - confirmation of 
epistatic interactions in 947 cases and 1,756 controls; Stage 
IV (combined analysis) - a pooled analysis including all 
1624 RA cases and 2,506 control subjects for final estimates 
of effect size. A total of seven replicating epistatic interac-
tions were identified. The results demonstrate that the SNP 
variants within CDH13, MYO3A, CEP72 and near WFDC1 
showed significant evidence for interaction with PTPN22, 
affecting susceptibility to RA. 
 One of the most studied genes related to schizophrenia 
susceptibility is DRD3. Same as HTR2A, it is considered to 
be an important target for several antipsychotic drugs [31]. 
HTR2A encodes one of the receptors for serotonin and 
DRD3 encodes one subtype of the five dopamine receptors, 
both neurotransmitters. More specifically, Dopamine 3 re-
ceptors (DRD3) are concentrated in limbic regions of the 
brain, which are associated with cognitive, emotional and 
endocrine functions. Thus, it may be particularly relevant to 
schizophrenia, as the DRD3 messenger RNA is predomi-
nantly expressed in the limbic system, a region thought to be 
dysfunctional in this disease [32]. Association studies in-
volving these functional candidate genes have systematically 
focused on a limited set of SNPs, generally based on previ-
ously reported small contributions of these markers of risk of 
susceptibility to schizophrenia. More specifically, SNP 
T102C (rs6313) at HTR2A and SNP Ser9Gly (rs6280) at 
DRD3 have been extensively analyzed in several schizo-
phrenia case-control studies [33]. 
 The serotonin transporter gene (SLC6A4) and its pro-
moter (5-HTTLPR) polymorphism have been the focus of a 
large number of association studies of behavioral traits and 
psychiatric disorders such as schizophrenia. However, large-
scale genotyping of the polymorphism has been very diffi-
cult. Lu et al. [30] reported the development and validation 
of a 5-HTTLPR genotype prediction model. The single nu-
cleotide polymorphisms (SNPs) from the 2,000 kb region 
surrounding 5-HTTLPR were used to construct a prediction 
model through a newly developed machine learning method, 
multicategory vertex discriminant analysis with 2,147 indi-
viduals from the Northern Finnish Birth Cohort genotyped 
with the Illumina 370K SNP array and manually genotyped 
for 5-HTTLPR polymorphism. The prediction model was 
applied to SNP genotypes in a Dutch/German schizophrenia 
case-control sample of 3,318 individuals to test the associa-
tion of the polymorphism with schizophrenia. The prediction 
model of eight SNPs achieved a 92.4% accuracy rate and a 
0.98±0.01 area under the receiving operating characteristic. 
Thus, evidence for an association of these SNPs with schizo-
phrenia was observed (P=0.05, odds ratio=1.105). This pre-
diction model provides an effective substitute of manually 
genotyped 5-HTTLPR alleles, providing a new approach for 
large scale association studies of this polymorphism. 
 The current review will present details about the com-
parative study of machine learning disease classification 
models using only SNPs at the HTR2A and DRD3 genes in 
Galician (Northwestern Spain) schizophrenic patients. Meth-
ods such as ANNs [34], SVMs [35-37], EC [38-40] and 
other machine learning techniques [41] have been used to 
find the best classification models.  
 Once this comparison was finished, the machine learn-
ing-based method which obtains the best results in Ref. [42] 
was implemented online as SNP-Schizo (http://bio-
aims.udc.es/SNPSchizo.php) in the Bio-AIMS server. This 
tool also includes an approach for variable selection, based 
on ANNs and evolutionary computation (EC). 
2. MATERIALS AND METHODS 
 Fig. 1 summarizes the workflow followed by this ap-
proach. Firstly, data from patients is genotyped in order to 
obtain SNP sequences. After that, computational methods 
are applied to this data in order to obtain QGDR classifica-
tion models. Finally, the models obtained are evaluated using 
new data. Thus, this procedure allows establishing relation-
ships between SNP sequences and the predisposition to the 
disease. 
2.1. Schizophrenia Data 
 For the comparative study, schizophrenia data collected 
from Galician patients [33] were used. These data contained 
48 SNPs at the DRD3 and HTR2A genes, which are associ-
ated to schizophrenia. These SNPs were encoded taking dif-
ferent values: 
• 0 if homozygous (both copies of a given gene have the 
same allele) for the first allele (one of a number of alter-
native forms of the same gene occupying a given position 
on a chromosome), 
• 1 if heterozygous (the patient has two different alleles of a 
given gene), 
• 2 if homozygous for the second allele or 
• 3 if unknown. 
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 The original dataset contained 260 positive subjects (ge-
netically predisposed to schizophrenia) and 354 negative 
subjects (not predisposed), a total of 614 patients. 
 
 
Fig. (1). QGDR Model classification. 
 
 To perform further tests, six other datasets were obtained 
from the original one. This was carried out by adding nega-
tive subjects generated with the HAP-SAMPLE [43] simula-
tion tool. These data were modified to include genotyping 
errors (represented as value 3) taking into account the error 
frequencies of the real data, but choosing randomly which 
positions were modified. Thus, these datasets included 307, 
614, 1,228, 1,842, 2,456 and 3,070 simulated negative sub-
jects. Datasets were named following the pattern 1:N, where 
this label represents the proportion between the real subjects 
(positive and negative) and the simulated negative subjects. 
 However, there are several genetic data simulation pack-
ages. Among those, we consider the coalescent-based meth-
ods [44], which have been used for population-based simula-
tion in genetic studies, such as GENOME [45]. This method 
was developed to overcome previous limitations. HAP-
SAMPLE [43], which is the simulator used in this paper, 
uses the existing Phase I/II HapMap data to resample exist-
ing phased chromosomes to simulate datasets. There are also 
forward-time population simulations, such as easyPOP [46], 
FPG [47], FREGENE [48], simuPOP [49] and genome-
SIMLA [50]. The last method can simulate realistic patterns 
of LD in both family-based and case-control datasets and, 
unlike other similar packages, has proved to be an effective 
platform for simulating large scale genetic data. Another 
program capable of generating large scale genetic as well as 
phenotypic variation data is presented in ref. [51]. This pro-
gram generates genotypes/phenotypes by perturbing real 
data, with the aim of creating a large number of replicates 
that share similar properties with real data. Nevertheless, 
since HAP-SAMPLE is an association simulator for candi-
date regions and was specifically designed for simulating 
SNP genotypes for case-control studies, it was the most ap-
propriate simulator given the nature of the original data used 
in this study.  
2.2. Machine Learning Methods 
 ANNs [52, 53] have been extensively used for classifica-
tion problems. More specifically, a multilayer Linear Neural 
Network (LNN) has been used. This technique uses a linear 
network model, as the activation functions is linear, and al-
ways has an equivalent single layer counterpart [54]. The 
Multilayer Perceptron (MLP) [52] has also been used. Other 
types of networks considered were the Radial Base Func-
tions (RBF). In this type of network, the neurons of the hid-
den layer perform a calculation function instead of an activa-
tion function of the MLP. 
 Same as the MLP, SVMs belongs to non-linear classifi-
ers. SVMs induce linear separators or hyperplanes in the 
space of characteristics. This type of classifier has proved to 
be very useful when dealing with high dimensionality prob-
lems [55].  
 Bayesian methods are based on Bayes’ theory of prob-
ability. Not only they allow performing classification, but 
they also allow finding relationships among attributes. Sev-
eral of these methods have been used, such as Naive Bayes 
[56] (which assumes that the attributes are independent) and 
Bayesian Networks [57]. 
 The following techniques allow obtaining classification 
models based on “IF-THEN-ELSE” rules or on hierarchical 
structures such as trees. More specifically, rule inference 
models from Decision Tables [58] are obtained by building a 
decision table majority classifier. This type of method evalu-
ates feature subsets using best-first search and uses the near-
est-neighbor method to determine the class for each instance 
that is not covered by the decision table or by the Decision 
Table Naive Bayes Hybrid Classifier (DTNB) [59]. A simi-
lar model was considered to infer decision trees, following a 
hybrid approach between the decision trees and the Naive 
Bayes classifier, called Best-First decision Tree classifier 
(BFTree) [60]. 
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 A boosting meta-algorithm was also included in this 
study. This algorithm consists of combining multiple classi-
fication models that complement each other. The Adaptive 
Boosting (AdaBoost) [61] method builds the models itera-
tively, weighing the instances differently in each iteration. 
The new models classify the instances that the previous 
models did not classify correctly. 
 Multifactor Dimensionality Reduction (MDR) [62, 63] is 
a data mining approach designed to detect and characterize 
non-linear interactions among discrete attributes or variables 
that influence a binary outcome (for example, case-control 
status). It is a constructive induction algorithm which re-
duces the original n-dimensional model to a one-dimensional 
model, repeating this procedure for each possible n-factor 
combination and selecting the combination that maximizes 
the case-control ratio of the high-risk group. This method is 
considered to be a non-parametric alternative to traditional 
statistical methods. The MDR software combines attribute 
selection, attribute construction and classification with cross-
validation. This method has mostly been used to detect gene-
gene interactions or epistasis in genetic studies of common 
human diseases [64-66] such as schizophrenia [67-69], al-
though it can also be applied to other domains. 
2.3. Improving Machine Learning Methods by Means of 
Variable Selection 
 Once the comparative study is presented, a novel ap-
proach based on a previous variable selection will be dis-
cussed. This new approach uses Genetics Algorithms (GA) 
and ANNs in a first stage to establish which are the most 
relevant variables within the data. In the second stage, the 
classification stage, ANNs and SVMs will be used. 
ANN and GA for Variable Selection 
 GAs [70-72] represent a search method based on Charles 
Darwin’s Theory of Evolution [73]. This algorithm makes a 
population evolve through random actions similar to those 
existing in biological evolution such as mutations and ge-
netic recombination, as well as selections with a certain cri-
terion called fitness. The fitness is used to decide which in-
dividuals are selected, i.e., the most suitable individuals are 
those with the higher likelihood they will reproduce. Thus, 
the result of this method is a set of rules which are used to 
classify the input data. Thus, this method tries to find rela-
tionships between attributes or variables and a binary out-
come [74-77].  
 ANN-GA approach [38, 39] uses “pruned” search, which 
starts by considering all the variables and gradually discards 
groups of them. The remaining set of variables is used to 
classify the samples, and the results are used to determine 
how relevant the discarded variables were for the classifica-
tion. This process can be continued as long as the classifica-
tion results are equal, or at least similar, to those obtained 
using the overall set of variables. Therefore, the GA deter-
mines how many and which variables will be considered for 
the classification. An ANN was included within the GA to 
evaluate the fitness values of the individuals. The use of an 
‘inner’ ANN to evaluate fitness avoids definition and opti-
mization of more formal equations and, remarkably, yields 
generality to the approaches presented herein. As the goal is 
to determine which solutions, out of those provided by the 
GA, represent good starting points to get acceptable classifi-
cation models, it is not required to fully train such ANN; 
instead, extending the training up to the point where the 
ANN starts converging is enough. 
 In other words, the pruned search consists of a stepwise 
approach by which the GA steadily reduces the number of 
variables characterizing the samples, until an optimal subset 
is obtained. Each individual in the genetic population is ini-
tially described by d genes, each representing an original 
variable (using a binary encoding, each gene can be either 0 
or 1). 
 Fitness will guide the pruning process (a black-box ap-
proach) to get individuals that, besides classifying as accu-
rately as possible, use less variables. Eq. (1) defines how 
fitness can be described according to two parameters: the 
number of variables used to classify the samples and the 
quality of their classifications, calculated using the Mean 
Square Error (MSE) of the inner-ANN. Eq. (2) (employed 
here) shows that fitness will favor those individuals with less 
active genes (the denominator being the total number of 
variables). 
fitness(individuali) = f(classificationi) + f(Selected variables) (1) 
fitness(individuali) = MSE(ANNi) + #1’s genotype individu-
ali / #total variables (2) 
 A good characteristic of Eqs. (1) and (2) is that they can 
be tailored. For instance, fitness may consider the cardinality 
(i.e., number of variables that have been selected for classifi-
cation) or the percentage of variables (regarding the overall 
initial set of variables) being used. 
 Similar approaches were applied in the diagnosis of der-
matological diseases [78], prediction of outcome [79] or 
heart problems [80] among others. In other fields this kind of 
approaches are also widely used [81-83] 
ANN and SVM for Classification 
 After the variables have been selected, a classification 
algorithm has been applied in order to build the classification 
model. In the variables selection phase, a simple ANN model 
was built for the fitness score, but in the classification phase, 
this ANN has been replaced by a more complex model with 
more complex training. Several models have been tested, 
mainly SVMs and different ANN models. These ANN and 
SVM models have been developed using the Weka software 
[84], specifically, the MLP and Sequential Minimal Optimi-
zation (SMO) algorithm implementations.  
3. RESULTS 
3.1. Comparative Study 
 252 QDGR classification models were obtained after 
applying machine learning techniques to the data described 
previously. Seven datasets were used. The Weka software 
package [84] was used to perform the comparative study. 
This work presents the results achieved with the best re-
sponses provided by the most representative algorithms in-
cluded in this software. In addition to LNN, the following 
techniques were applied to the datasets: MLP, RBF, EC, 
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MDR, Naive Bayes, Bayes Networks, SVM, Decision Ta-
bles, DTNB, BFTree and AdaBoost. 
 After carrying out this comparative study, the neural 
network model was implemented online. This approach con-
sists of a type of ANN, hereafter referred to as LNN, that has 
a linear activation function in all neurons. More specifically, 
it is a multilayer neural network, with 40 neurons in the first 
layer, 152 in the second layer and 1 neuron as output. The 
number of input neurons was selected according to the re-
sults obtained from several feature selection methods (Best 
First [85], Linear Forward Selection [86], FCBF Search [87], 
Genetic Search [88], Scatter Search [89] and Random Search 
[90]). After several runs, it was proved that taking as input 
only the 40 neurons selected by the previous selection meth-
ods, the method achieved good results. 
 A graphical representation of the evolution of the differ-
ent methods is shown in (Fig. 2). As said before, 1:N repre-
sents the proportion between the real subjects and the simu-
lated negative subjects. Thus, the first dataset does not in-
clude any simulated subject and the last dataset includes 5 
simulated subjects per real one. 
 For each method, the percentage of correctly classified 
subjects is shown for each dataset. It can be observed that the 
classification percentages do not increase significantly after 
adding five parts of simulated subjects. Thus, we will focus 
on the results obtained for the dataset which contains the 
lowest number of simulated subjects, that is, the 1:0.5 
dataset. 
 Classification accuracy percentages range from 56.6 to 
66.6% for 1:0, which is the original dataset. For the datasets 
which included simulated subjects, these percentages range 
from 60.5 to 78.2% for 1:0.5, 69.8 to 83.0% for 1:1, 76.2 to 
88.8% for 1:2, 84.8 to91.5% for 1:3, 87.4 to 93.2% for 1:4 
and 88.4 to 94.3% for 1:5. 
 Among the best models, the LNN described above is 
proposed. This QGDR model includes only a minimum of 
simulated subjects (1:0.5). Thus, this dataset is made up of 
921 subjects: 260 real positive subjects, 354 real negative 
subjects and 307 simulated negative subjects for schizophre-
nia. As mentioned previously, this neural network is based 
on 40 SNPs which are taken as an input and it has a hidden 
layer of 152 neurons. This technique obtained 78.2% in test 
accuracy when the 1:0.5 dataset was used as input. 
 The LNN achieves good results for all the datasets, as it 
is simpler and less computationally expensive than other 
methods. In (Fig. 3), the area under the receiver operating 
curve (AUC-ROC) for the cross-validation group (0.8405) 
demonstrates that this model is not a random one. In addi-
tion, for this model, the threshold is 0.8. 
3.2. Results After Variable Selection 
 It is important to point out that in order to characterize a 
complex disease, 40 SNPs are too many. Therefore, another 
approach based on genetic algorithms, artificial neural net-
works and SVMs, which was described previously, was ap-
plied to the 1:0.5 dataset. The best SVM classification model 
was a Weka SMO implementation with a complexity of 5, 
building logistics models [91], using a polynomial kernel 
[84]. Thus, the model is based on a LNN 40:152-1-1, data set 
1:0.5 and it has a test accuracy of 78.2%. 
 This method obtains similar results to the LNN in terms 
of classification scores and AUC-ROC values (Table 1) us-
ing less than half of the variables: only 17 variables were 
considered, instead of the 40 variables required by the previ-
ous LNN. 
 
Fig. (2). Classification results of the different methods. 
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Table 1. Comparison between the LNN and the Variable Se-
lection Method Proposed 
Method Classification Scores AUC-ROC 
LNN 78.20% 0.8405 




Fig. (3). Area under the receiver operating characteristic curve 
(AUC-ROC). 
3.3. Single Nucleotide Polymorphism Schizophrenia 
Processing (SNP-Schizo) 
 Bio-AIMS (Biomedical Artificial Intelligence Model 
Server) [16, 23, 92, 93] is a portal that offers theoretical 
models based on Artificial Intelligence, Computational Biol-
ogy and Bioinformatics to study Complex Systems in OM-
ICS (Genomics, Transcriptomics, Metabolomics, Reactom-
ics) that are relevant for Cancer, Neurosciences, Cardiovas-
cular diseases, Parasitology, Microbiology and other Bio-
medical research in general (http://bio-aims.tic.udc.es/). It is 
the result of the collaboration between several scientific in-
stitutions. This portal includes two parts: TargetPred (Target 
Prediction) and DiseasePred (Disease Prediction). The Dis-
easePred part includes biomedicine applications for predict-
ing human diseases from different data sources, such as 
genotypes. Future tools will be implemented based on the 
published models using EEG recordings and blood proteome 
mass spectra for epilepsy and colorectal cancer. 
 SNPSchizo (Single Nucleotide Polymorphism Schizo-
phrenia Processing) [94] is the result of an online implemen-
tation (http://miaja.tic.udc.es/Bio-AIMS/SNPSchizo.php) of 
the previously described machine learning method which 
takes as input SNPs from two different genes related to 
schizophrenia and performs a classification [42] (see Fig. 4). 
The interface of this tool was implemented using PHP, 
XHTML and Python, and the method was implemented us-
ing Java and Weka’s [84] APIs. The tool is running on 
Apache HTTP – Server. 
 This tool is simple and easy to use. To get a classification 
result, the user has to introduce a list of sequences of SNPs 
in the format used by the tool and click on the “Diagnose” 
button. A new window will pop up with information about 
the results. These results can be saved as a text file and in-
clude the following information: 
• For each sequence: the classification result (genetically 
predisposed to schizophrenia or not) and the SNP se-
quence. 
• Information about the original dataset. 
• Information about the method implemented online and its 
test accuracy. 
• Input SNP order. 
• Reference to the article of the comparative study with 
these data. 
 To test this tool, three example sequences are provided 
following the coding described above. 
4. CONCLUSIONS 
 This review is presenting the applied computational tech-
niques on schizophrenia, focusing on the genotype – disease 
relationships based on information of the nucleic acids such 
as the genetic mutations. Several machine learning methods 
have been described including a method for variable selec-
tion based on an ANN and a GA. To test the different meth-
ods, real clinical data of an association study on Galician 
patients (Spain) who suffered from schizophrenia using the 
DRD3 and HTR2A genes have been used, as well as simu-
lated data which were generated with specialized software. 
 In complex diseases such as schizophrenia, the factors 
involved in increasing the risk of developing a disease do not 
correspond to one or two genes. There is a combination of 
values from different sets of SNPs, as well as a great influ-
ence due to environmental factors, which increase the risk of 
developing this complex disease. 
 The classification results obtained with the original data 
are not good with any of the presented methods. When the 
number of control subjects in the training sets is increased 
using simulated data, the developed method improves its 
classification accuracy, obtaining better results than with 
those methods which provide objective information about 
SNPs, obtaining a model based on rules or on trees. One of 
the models that obtain the best classification scores was im-
plemented online as a free web tool named SNP-Schizo. The 
model implemented was the result of applying a LNN to the 
dataset that contained the lowest number of simulated sub-
jects. 
 It is also interesting to observe which variables (or SNPs) 
are taken into account by the different methods which per-
form variable selection. Costas et al. used a sliding window 
approach and confirmed the existence of a common protec-
tive haplotype, which included the SNPs rs963468, 
rs2134655, rs1486012 and rs7631540 at DRD3, against 
schizophrenia [95]. The ANN and GA for variable selection 
approach presented in this paper is capable of finding three 
of the four previous SNPs (rs2134655, rs1486012 and 
rs7631540) if 17 variables are considered. However, if 21 
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variables are considered, this approach finds all the SNPs 
included in the publication, as well as rs9824856, which is 
located at the same region. The same results in terms of clas-
sification scores and AUC-ROC values are obtained consid-
ering either 17 or 21 variables. 
 This review demonstrated the power of machine learning 
in obtaining genotype – disease classifications using molecu-
lar structure information such as the genetic mutations and it 
proposes the application on other diseases. The results can be 
used to determine the future gene targets for new drugs or 
genetic treatments. 
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