We show that every finitely generated group G with an element of order at least 5 rank (G) 12 admits a locally finite directed Cayley graph with automorphism group equal to G. If moreover G is not generalized dihedral, then the above Cayley directed graph does not have bigons.
Introduction
A powerful geometric tool for the study of a finitely generated group G endowed with a finite generating set S is the (right) Cayley graph Cay(G, S ± ). It is a labeled graph with vertices G and arcs (oriented edges) G × S ± , where S ± = S ∪ S −1 and the arc (g, s) goes from g to gs and is labeled by s. The group G naturally acts on the left on Cay(G, S ± ) by multiplication. This action is transitive on the set of vertices and consists exactly of label preserving isomorphisms of the Cayley graph. Therefore, we have an embedding G ∼ = Aut A lab (Cay(G, S ± )) ≤ Aut(Cay(G, S ± )). Moreover, a locally finite graph is isomorphic to a Cayley graph if and only if it admits a subgroup of its automorphism group which acts regularly (freely and transitively) on the vertices, [19] . It is natural in this context to search for generating set S such that G = Aut(Cay(G, S ± )). Such a Cayley graph is called a graphical regular representation, or GRR. An easy verification (consider the inverse map) shows that abelian groups of exponent greater than 2 cannot admit GRR. As observed by Watkins, [21] , generalized dicyclic groups also do not admit GRR, see Proposition 3.1 for a proof. The existence of GRR for finite groups as attracted a lot of attention in the 1970's and combined efforts of, notably, Imrich, Watkins, Nowitz, Hetzel and Godsil, [10, 6, 21, 17, 22, 23, 11, 12, 8, 7] , showed that for finite groups generalized dicyclic or abelian with an element of order greater than 2 groups as well as 13 exceptional groups (all of order at most 32, see Table 1 page 18) are the only finite groups that do not admit a GRR. Moreover, Babai and Godsil showed [4] that if G is a nilpotent non-abelian group of odd order, asymptotically almost all Calyey graphs of G are GRR. These results use deeply the fact that the groups under consideration are finite and are mostly based on "unscrewing" groups. They do not admit straightforward generalizations to infinite groups. For example, the proof of the existence of GRR uses the Feit-Thompson theorem that states that every finite group of odd order is solvable. On the other hand, Watkins showed, [24] , that a free product of at least 2 and at most countably many groups has a GRR. Moreover, if the group in question is finitely generated, then the GRR in question is locally finite. Here the method used is to start with a free group and then consider quotients of it.
Our first main result states that for a finitely generated non-generalized dicyclic nor abelian group, having an element of large order is enough to guarantee the existence of a GRR (see Corollary 2.10 for a detailed statement): Theorem 1.1. Let G be a finitely generated group. Assume that G is not abelian, not generalized dicyclic and that G admits an element of order at least 1.41 · 10
19 rank(G) 132 .
Then G admits a locally finite Cayley graph whose only automorphisms are the left-multiplications by elements of G.
We hence partially recover existing results about existence of GRR for finite groups and free products and also extend it to more infinite groups. Moreover, we also show that if G has elements of arbitrary large order, then every finite generating set S is contained in a generating set T such that Cay(G, T ± ) is a GRR for G. This result can be thought as a weak form of the statement that asymptotically almost all Cayley graphs of the group are GRR.
Cayley graphs are often studied as undirected graphs, but their oriented, or directed, versions are also of interest. The (right) directed Cayley graph Cay(G, S) has vertex set G and arc set G × S. It is a digraphical regular representation, or DRR, if G ∼ = Aut A lab ( Cay(G, S)) = Aut( Cay(G, S)). Since every homomorphism of Cay(G, S) naturally extends to Cay(G, S ± ), the existence of a GRR implies the existence of a DRR, but the converse does not hold. In [3] , Babai showed that a finite group G admits a DRR if and only if it is neither the quaternion group Q 8 nor any of (Z/2Z) 2 , (Z/2Z) 3 , (Z/2Z) 4 or (Z/3Z) 2 . This result is obtained by a rather general construction and the study of a few special cases; in great contrast with the existence of GRR which requires a lot of specific constructions. On the other hand, Babai also showed in [2] that every infinite group, with no restriction on generation or cardinality, admits a DRR. However the DRR's he constructed are never locally finite and the proof is rather complicated and use combinatorial set theory. Finally, in November 2018, Morris and Spiga showed in [16] that for a finite group G of cardinality n, the proportion of subsets S of G such that Cay(G, S) is a DRR goes to 1 as n → ∞.
A variation of the notion of directed graphs is the notion of oriented graphs: directed graphs without bigons. For a Cayley digraph Cay(G, S), this is equivalent to the fact that S ∩ S −1 is empty. An oriented graph Cay(G, S) which is a DRR is called a oriented regular representation or ORR. Generalized dihedral groups do not admit a generating set without elements of order 2 and thus cannot have ORR. For finite groups, Morris and Spiga showed, [14] , that these are, alongside 11 groups of order at most 64, the only groups that do not admit ORR, answering a question posed by Babai in 1980 . Their proof rely on the classification of finite simple groups.
Our methods also apply to prove that many finitely generated groups admit a DRR and an ORR (see Corollary 2.9 for a detailed statement). Theorem 1.2. Let G be a finitely generated group. If G contains an element of order at least (5 rank(G)) 12 ,
then it has a locally finite directed Cayley graph whose only automorphisms are the left-multiplication by elements of G.
If G is not a generalized dihedral group, then this digraph can be chosen without bigons.
In contrast with the above mentioned results, the methods we develop to prove Theorem 1.1 and 1.2 only use the finite generation of G and the existence of an element of large order (depending only on the rank of G). Moreover, we only use elementary group theory, and no structure theorems about subgroups or quotients. One strength of the method developed in this article is that it produces DRR, ORR and GRR altogether in an unified way.
Another way to study Cayley graphs is via the graphs they cover. Every subgroup H ≤ G gives rise to a label-preserving covering Cay(G,
, where Sch(G, H, S ± ) is the so-called (right) Schreier coset graph (also called Schreier orbital graph). All label-preserving covering from Γ = Cay(G, S ± ) come in this way, but in general Γ may cover other graphs. In particular, in [20] , the second author together with Romain Tessera proved that if G is finitely presented and contains an element of infinite order, then there exists a finite generating set S and an integer R (depending only on the rank of G) such that every graph that is R-locally isomorphic to Cay(G, S ± ) is covered by it. On the other hand, the first author showed in [13] that Cayley graphs of Tarski monsters do not cover by label-preserving covering other infinite transitive graphs, hence partially answering a question of Benjamini.
In this paper, we introduce a notion of strong graphical rigidity for a triple (G, S, T ) where S ⊆ T are two finite generating set for G. Strong graphical rigidity of the triple (G, S, T ) implies both that Cay(G, T ± ) is a GRR and that essentially every covering Cay(G, T ± ) ։ ∆ preserve the labels when restricted to Cay(G, S ± ). This allows us to show that for Tarski monsters there is essentially no covering Cay(G, T ± ) ։ ∆ with ∆ transitive, see Theorem 2.12 for a precise statement. We also introduce the notion of strong digraphical rigidity for the triple (G, S, T ) which implies the existence of a DRR for G as well as the oriented version of the covering statement.
We introduce the notion of prerigidity which is a weakening of the property to admit a GRR. This notion is about colour-preserving automorphisms and every prerigid graph is in particular a so called CCA (Cayley Colour Automorphism) graph. See [9, 5] for more details about CCA graphs. In Theorem 2.4 we show that a group is prerigid if and only if it is not a generalized dicyclic group nor an abelian with an element of order greater than 2 group, hence giving a geometric interpretation for these groups.
Finally, we stress out the fact that given an oracle for the word problem in G, all our proofs are constructive and when we construct T starting from S, there is an explicit bound on the cardinality of T ± , which depends only on the cardinality of S ± .
The next section contains all the necessary definitions and the statements of the main results of this paper. Section 3 contains the proof of Theorem 2.4, that is a geometric characterization of non-generalized dicyclic nor abelian with an element of order greater than 2 groups via their Cayley graphs. Then, Section 4 provides better bounds than the ones given by Theorem 2.4 for a large subclass of non-generalized dicyclic nor abelian with an element of order greater than 2 groups. Finally, Section 5 contains the proof of the existence of (strong) GRR and DRR, as well as the results about coverings.
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Definitions and results

Graphs
We first quickly recall the basic graph terminology we will use. More details may be found in [13] . For us, a digraph (or directed graph) will be a pair (V, E) together with two maps ι, τ : E → V . V is the set of vertices, E the set of arcs (also called oriented edges). Every arc e has an initial vertex ι(e) and a terminal vertex τ (e). A graph (or undirected graph) is a digraph such that every arc e has an inverseē satisfyingē = e, ι(ē) = τ (e) and τ (ē) = ι(e). Morphisms of (di)graphs are maps that preserve the structure and isomorphisms are morphisms that are bijective on vertices and on arcs. An edge of a graph is a pair {e,ē}. A graph is simple if it has no loop (edge from v to itself) nor multiple edges (2 or more edges from v to w).
Two vertices v and w in a graph are adjacent if there is an edge between them, that is if there is an arc from v to w or equivalently from w to v. A graph is locally finite if every vertex has a finite number of adjacent vertices and connected if every two vertices v and w can be connected by a path (a sequence of adjacent vertices). A digraph is locally finite, if its underlying graph is.
Graphs are naturally metric spaces for the shortest path metric, where all edges are identified with the unit segment of the reals. The ball Ball(v, r), is the biggest subgraph included in the closed metric ball of radius r around the vertex v. For example, if Γ is a triangle (3 vertices, 3 edges), then the ball of radius 1 around a vertex contains all 3 vertices, but only 2 edges, while the ball of radius 1.5 is Γ itself. Generally, it is always possible to assume that the radius is in 
Groups and Cayley graphs
Let G be a group and S ⊂ G a generating set. For simplicity and clarity of the exposition, we will suppose that all our generating sets do not contain the identity element. This supposition comes at no cost, since passing from S to S\{1} has no effect on the automorphism group of the Cayley (di)graph. We will denote by S ± = S ∪ S −1 the symmetrization of S, where S −1 = {s −1 | s ∈ S}. Since abelian groups of exponent greater than 2 will play an important role in the following, we begin by quickly recall two equivalent characterization of them. For an abelian group G, the followings are equivalent: G is not isomorphic to (Z/2Z) (X) for some set X and G has an element of order greater than 2. Such groups are called abelian of exponent greater than 2 or abelian but not elementary abelian 2-groups. To a pair (G, S) with G a group and S a generating set it is customary to associated the (right) Cayley graph Cay(G,
where an arc (g, s) has initial vertex g, terminal vertex gs and is labeled by s. This graph has no multiple edge and if 1 does not belong to S it has no loop. A morphism ϕ : Cay(G, S ± ) → ∆ is said to be an arc-labeling preserving morphism if when ϕ(e) = ϕ(f ), the two vertices e and f have the same label. Every morphism that preserves the label of arcs induces a labeling of ∆ by pushforward. As said in the introduction, G ∼ = Aut A lab (Cay(G, S ± )) ≤ Aut(Cay(G, S ± )) and arc-labeling preserving coverings ϕ : Cay(G, S ± ) → ∆ are in bijection with conjugacy classes of subgroups of G. Cayley digraphs Cay(G, S) = (G, G × S) and their morphisms are defined similarly to the undirected case. As for the undirected case, G ∼ = Aut A lab ( Cay(G, S)) acts freely transitively on the vertices of Cay(G, S). The underlying graph of Cay(G, S) is Cay(G, S ± ). Let us define Aut E lab (Cay(G, S ± )) as the group of edge-labeling preserving automorphisms. That is, ϕ is in Aut E lab (Cay(G, S ± )) if and only if for every edge {e,ē}, the set of labels of {ϕ(e), ϕ(ē)} is the same as for {e,ē}. We hence have
). In general, these three groups are distincts. This can be seen by looking at G = F n the free group of rank 2 and S a free generating set. Then the vertex stabilizer of 1 is trivial for Aut A lab (Cay(G, S ± )). On the other hand, for any vertex v, we have |Stab Aut E lab (Cay(G,S ± )) (1).v| = 2 |v| while |Stab Aut(Cay(G,S ± )) (1).v| = (2n) |v| .
Definition 2.2. A pair (G, S) of a group with a generating system is a prerigid pair if Aut E lab (Cay(G, S ± )) acts freely transitively on the vertices of
The pair (G, S) is said to be a GRR pair if Aut(Cay(G, S ± )) acts freely transitively on the vertices of Cay(G, S ± ), that is if G = Aut(Cay(G, S ± )). Similarly, (G, S) is a DRR pair if Aut( Cay(G, S)) acts freely transitively on the vertices of Cay(G, S), that is if G = Aut( Cay (G, S)) .
A triple (G, S, T ) with S ⊆ T two generating systems is said to be a rstrong prerigid triple (respectively r-strong GRR triple, respectively r-strong DRR triple) if any rooted edge-labeling preserving automorphism of the ball of radius r in Cay(G, T ± ) (respectively any rooted automorphism of the ball in Cay(G, T ± ), respectively in Cay(G, T )) fixes pointwise the ball of radius 1 in It is illuminating to reinterpret all the above definitions in term of the stabilizer of the vertex 1. Indeed, since the action of Aut A lab (Cay(G, S ± )) on the vertices is transitive, then the action of a subgroup Aut A lab (Cay(G, S ± )) ≤ A ≤ Aut(Cay(G, S ± )) is regular if and only if Stab A (1) is trivial. If t > r and (G, S, T ) is a r-strong prerigid/GRR/DRR triple, then it is also a t-strong prerigid/GRR/DRR triple. By the above observation and the fact that S is generating, a pair (G, T ) is a prerigid/GRR/DRR pair if and only if there exists a (equivalently for all) generating set S ⊆ T such that (G, S, T ) is a ∞-strong prerigid/GRR/DRR triple. In other words, (G, S, T ) is a r-strong prerigid/GRR/DRR triple if (G, T ) is a prerigid/GRR/DRR pair and this is witnessed by the S-ball of radius r. The following result follows from the fact that balls of radius 1 are stars.
Lemma 2.3. A triple (G, S, T ) is 1-strongly prerigid if and only if S consists only of elements of order 2.
A
triple (G, S, T ) is a 1-strong GRR if and only if G is either the trivial group or the cyclic group of order 2.
A triple (G, S, T ) is a 1-strong DRR if and only if T = S has at most 1 element. In particular, G is cyclic.
This tells us that for general groups, the best rigidity results we can hope for are 1.5-strong (pre)rigidity. In Theorem 2.4 we show that if G is neither generalized dicyclic nor abelian of exponent greater than 2, then for any generating symmetric set S, the triple (G, S, S ≤11 ) is 1.5-strongly-prerigid. On the other hand, in Theorem 2.8 we show that for any finite generating set S, there exists T finite such that (G, S, T ) is a 1.5-strong DRR, provided that G has an element of large enough (depending only on |S|) order. For the undirected case, we are able to provide finite T such that (G, S, T ) is a 2-strong GRR triple.
Let us recall (Watkins, [21] ) that (G, S) is a Class II pair if the group Aut(G, S) of automorphisms ψ of G such that ψ(S) = S is non-trivial, while G is a Class II group if (G, S) is a Class II pair for every symmetric generating S. The group Aut(G, S) naturally injects into Stab Aut(Cay(G,S ± )) (1). Then (G, S) is not a Class II pair if and only if (the image of) Aut(G, S) is trivial. This is a necessary condition for (G, S) to be a GRR pair and Watkins conjectured that finite groups split into groups admitting a GRR and Class II groups. The conjecture was finally proved in 1978 by Godsil, constructing upon the works of many others, see the introduction for a list of references. Recall that G is a generalized dicyclic group if it is a non-abelian group, has an abelian normal subgroup A of index 2 and an element x of order 4 not in A such that xax −1 = a −1 for every a ∈ A. An easy exercise shows that we always have x 2 ∈ A of order 2. On the other hand, if A is abelian and y ∈ A is of order 2, then it is always possible to construct a generalized dicyclic group G = A, x with x 2 = y. Watkins showed that abelian groups with an element of order greater than 2 and generalized dicyclic groups are contained in Class II groups, see also Proposition 3.1. Moreover, the result on GRR for finite groups shows that for finite groups Class II is the union of abelian groups with an element of order greater than 2, generalized dicyclic groups and of 13 exceptionnal small groups.
Our first main result consists to show that prerigid groups are in fact the same as the union of abelian groups with an element of order greater than 2 and of generalized dicyclic groups, and hence a proper subclass of Class II groups. More precisely, denoting by S ≤n the set of non-trivial element of G of S-length at most n, that is vertices distinct from 1 in the ball or radius n in Cay(G, S ± ), we have 2. G is prerigid;
for every (equivalently there exists a) generating set S, the pair
(G, S ≤11 ) is prerigid;
for every (equivalently there exists a) generating set S, the triple
There is a subclass of non-generalized dicyclic nor abelian with an element of order greater than 2 groups for which it is possible to obtain a far better bound; namely In order to find GRR and DRR, we will make an extensive use of the notion of triangles in graphs. This is inspired by the work of the second author with R. Tessera, [20] . Definition 2.6. A triangle in a graph (V, E) is a subset T ⊂ V of cardinality 3 such that for every x = y ∈ T there is an edge e joining x to y. If S ⊂ G is a finite generating set of a group and s ∈ S, we denote by N 3 (s, S) the number of triangles in Cay(G, S ± ) containing the vertices 1 and s.
By regularity of Cay(G, S ± ), we have N 3 (s, S) = N 3 (s −1 , S) and for every g ∈ G this is equal to the number of triangles containing the vertices g and gs.
Since N 3 (s, S) is a geometric property, an automorphism of Cay(G, S ± ) cannot send an edge labeled by s to an edge labeled by t if N 3 (s, S) = N 3 (t, S). The following lemma shows the usefulness of both the notion of prerigidity and of the triangles approach.
Lemma 2.7. Let G be a group and S a generating set. If S is such that the
N 3 (s, S) are pairwise distincts for s ∈ S (in particular, S ∩ S −1
consists of elements of order 2), then Cay(G, S) is a DRR for G. On the other hand, if (G, S) is a prerigid pair and all the
The second main theorem of this paper shows that for finitely generated groups, the existence of elements of large enough order is a sufficient condition to have a 1.5-strong DRR triple and also a 2-strong GRR triple. In particular, it implies the existence of a DRR and of a GRR for these groups. Before stating our theorem we need a little bit of notation. We note F (n) := 2(2n
2 (n+2)n and for S ⊂ G, we denote by S * any "antisymmetrization" of S. That is, S * consists of a choice of one element in {s, s −1 } for any s ∈ S. Equivalently, it is also a minimal subset of S ± for the condition (S * ) ± = S ± . If S ∩ S −1 consists only of elements of order 2, then it is possible to take S * = S. 
In both cases, if (G, S 0 , S) is 1.5-strongly prerigid for some generating
Recall that a generalized dihedral group is the semi-direct product A ⋊ Z/2Z
where A is abelian and Z/2Z acts on A by inversion. In [15] , Morris and Spiga showed that any finitely generated group that is not generalized dihedral admits a generating set S without elements of order 2 and with |S| = rank(G). We hence obtain the following corollary. 
G, T ) is a DRR for G. If moreover G is not a generalized dihedral group and S has no elements of order 2, then Cay(G, T ) is an ORR for G.
Since cyclic groups always admit an ORR, it is possible in the above corollary to suppose that rank(G) ≥ 2 and a direct computation givesF (2 rank(G) 
rank(G)− 4) and the GRR obtained is of valency at most 18 rank(G)
2 + 84 rank(G).
If moreover G has elements of arbitrary large order, then for every finite generating set S, there exists
S ⊂ T such that Cay(G, T ± ) is a GRR for G with |T | ± ≤ 2|S ≤11 | 2 + 15|S ≤11 |, or |T | ≤ 9 2 |S ± | 2 + 42|S ± | if G has
no elements of order 4 or no non-trivial characteristic abelian subgroup.
Since G is not abelian, it is not cyclic and rank(G) ≥ 2. A direct computation gives us F (2 25 rank(G)
132 which is the bound given in the introduction.
For finitely generated groups, this subsumes the result of Watkins on free products. Indeed, free products always have elements of infinite order. On the other hand, Corollary 2.9 is partial improvement of Babai's work on infinite groups, since the DRR we obtain is locally finite. Moreover, we do not only exhibit one DRR, or GRR, for the groups in question, but we obtain some kind of asymptotic comportement. Nevertheless, in contrast with Watkins and Babai's results, we do not treat the non-finitely generated case.
It is possible to deduce from the fact that (G, S, T ) is a 2-strong GRR triple informations about graph homomorphisms that are bijective on balls of radius 2, such homomorphisms are necessarily coverings. In fact, a slight modification of the proof of Theorem 2.8 yields the following result. Recall (see for example [13] ) that arc-labeling preserving coverings are in bijections with conjugacy classes of subgroups of G and that turns∆ of Proposition 2.11 into a Schreier graph of G.
Using Proposition 2.11 and Proposition 44 from [13] , we obtain the following rigidity results about Cayley graphs of Tarski monsters. 
, then either ψ is the identity, or ∆ is infinite and the action of its automorphism group on its vertices has finite orbits. In particular, if the covering is not trivial, then ∆ is not transitive, and not even quasi-transitive.
The method we use, using triangles, is not able to say anything on coverings which are not bijective on balls of radius 1.5. Nevertheless, if being bijective on 1.5 is a restriction on which kind of coverings we consider, it is a small one. Indeed, if ϕ : Γ → ∆ is a covering between two simple graphs (no loops, nor multiple edges), it is bijective on balls of radius 1.5 − ε for any ε > 0 and injective on balls of radius 1.5, as noted in Lemma 2.1.
Finally, we want to stress out the following facts.
Remark 2.13. In all the above results about GRR, the hypothesis of the existence of an element of large enough order is a necessary. Indeed, there exists 13 finite exceptional groups that are not generalized dicyclic nor abelian with an element of order greater than 2 (and hence prerigid) but that do not admit any GRR.
More details and lower bounds on the order may be found at the end of Section 4. Similarly, the 5 exceptional finite groups without DRR as well as the 11 finite non-generalized dihedral groups without ORR show that in these cases too the hypothesis of an element of large order is necessary.
Remark 2.14. As already said, one of the strength of our method is that the same construction give altogether GRR, DRR and ORR. Another important point is that the proof of our results gives an algorithm that take in entry a generating set of G and an oracle for the word problem in G and return (given the existence of an element of large order) a DRR, and even an ORR and a GRR when applicable.
Prerigid triples
The aim of this section is to show Theorem 2.4, which implies that generalized dicyclic groups and abelian groups of exponent greater than 2 are the only non-prerigid groups. Clearly, for a group G and a symmetric generating set S, the stabilizer of 1 in Aut E lab (Cay(G, S ± )) coincides with the group B(G, S) of all permutations ϕ of G satisfying the following condition ϕ(1) = 1 and ∀g ∈ G, ∀s ∈ S, ϕ(gs) ∈ ϕ(g){s, s −1 }.
In particular, the pair (G, S) is prerigid if and only if B(G, S) is trivial. On the other hand, it directly follows from the definition that if S ⊆ T , then B(G, T ) ≤ B(G, S).
In particular, if (G, S) is prerigid for some S, then G is prerigid. On the other hand, if G is a finitely generated prerigid group, then a compacity argument shows that there exists a finite generating set S such that (G, S) is prerigid. We will show that G is not generalized dicyclic nor abelian but not elementary 2 group, if and only if for every (equivalently there exists a) S symmetric generating set, (G, S ≤11 ) is prerigid, and that this is also equivalent to the similar statement for 1.5-strong prerigidity.
Similarly, the group of rooted edge-labeling preserving automorphism of the ball of radius 1.5 in Cay(G, T ± ) is isomorphic to the group B(G, T, 1.5) of bijections ϕ : T → T such that
We first turn our attention on generalized dicyclic groups and abelian groups. Proof. We have to prove that B(G, G) = {Id}. If G is abelian, then the inverse map ϕ : g → g −1 belongs to B(G, G). If G is of exponent greater than 2, then there is an s ∈ S of order greater than 2, and thus ϕ = Id 1 . On the other hand, if G = A, x = A ⊔ xA is a generalized dicyclic group, then the fonction ϕ defined by ϕ(a) = a and ϕ(xa) = (xa) −1 for every a ∈ A is in B(G, G) and differs from the identity as x has order 4. Indeed, it is obviously a bijection and for a and b in A we have
Where in the last line we used that
In fact, this proof also shows the previously known fact, [21] , that generalized dicyclic or abelian with an element of order greater than 2 groups is a subclass of Class II groups. That is, groups such that for every symmetric generating set S, there exists an automorphism ψ of G such that ψ(S) = S.
From Lemma 2.3 and Proposition 3.1, we deduce the following.
Lemma 3.2. An abelian group is prerigid if and only if it is an elementary abelian 2-group. In this case, for every S ⊆ T symmetric and generating, (G, S, T ) is a 1-strong prerigid triple.
In many of the following results, the quaternions group
plays a special role and we often assume that 2 given elements do not generate Q 8 . This hypothesis is necessary as shown in the following lemma than can be checked by hand or computer.
Lemma 3.3. For every choice of
We also record the two following facts about Q 8 that we will use later. The first one is a classical result and the proof is an easy exercise let to the reader. It implies that if g, h is isomorphic to Q 8 , then it is isomorphic to it by i → g and j → h. The second one allows us to easily detect if g, h is isomorphic to Q 8 . Proof. Recall that Q 8 is also given by the following presentation
and that all proper quotient of Q 8 are elementary abelian 2-group. The equality gh = hg −1 is equivalent to hg −1 h −1 = g and thus to hgh
Hence, we only need to show that g 4 = 1 and g 2 = h 2 . Now, hg = gh −1 is equivalent both to g = hgh and to g = h −1 gh −1 . We have
which gives us both g 2 = h 2 and g 4 = 1.
In the sequel, we fix two symmetric generating sets S ⊆ T of G, and we fix ϕ in B(G, T, 1.5).
It is possible to partition T into A ⊔ B, where
By
, a contradiction as we assumed g 2 = 1.
Lemma 3.8. Let g and h be two elements of
Proof. We show that if gh ∈ B, then g, h = Q 8 . Since B is closed under inversion, we also have h
In particular, (gh) 2 = 1 and (h
, or equivalently gh = hg −1 . Therefore, we could apply Lemma 3.5 using the fact that gh is in B and hence of order greater than 2. Proof. Assume first that hg ∈ A. Then we have that hg and g −1 both belong to A but their product belongs to B, so by Lemma 3.8 hg, g (which is just h, g ) is isomorphic to Q 8 . In particular hgh
, then g and h commute. By Lemma 3.7, we have g 2 = 1 and therefore hgh
Lemma 3.10. Let g, h ∈ A and f ∈ B be such that 
and g, h commute. Proof. By Lemma 3.2, we can suppose that G is not an elementary abelian 2-group.
Let T = S ≤i for some i. We will see that i = 11 is enough to prove the theorem. For the convenience of the reader, each time we will use a preceding result, we will specify in square brackets for which values of i it is true. By hypothesis, there is a ϕ ∈ B(G, T, 1.5) and an s in S such that ϕ(s) = s. In particular, s is in B ∩ S. Case 1 Assume that there are g 0 , h 0 ∈ B∩S such that g 0 h 0 ∈ B. For every g ∈ A ∩ S ≤i−2 we have by Lemma 3.9 that g 0 gg
This implies that g = g −1 . In other words, ϕ(g) = g −1 for every g ∈ S ≤i−2 . Oberve that if g ∈ S ≤i−3 and h ∈ S do not commute, then they generate Q 8 and in particular have order 4. Indeed, since gh ∈ S ≤i−2 , we have gh = ϕ(h −1 g −1 ) ∈ {hg −1 , hg}. The equality gh = hg is excluded, so we have gh = hg −1 and g = g −1 . Similarly exchanging the roles of g, h we have hg = gh −1 . This implies that the g, h is isomorphic to Q 8 by Lemma 3.5. We can assume that G is not abelian, since otherwise there is nothing to prove. Pick a non commuting pair (g 1 , h 1 ) ∈ S × S. By the preceding g 1 , h 1 is isomorphic to Q 8 , and in particular ε := g 
(G).
Denote by G 0 the subgroup of Z(G) generated by Z(G)∩S ≤3 , and by G 1 the group generated by G 0 , g 1 and h 1 . G 0 is an abelian 2-group, so it can be seen as a vector space over the field with two elements, which contains the non-zero vector g 
(X) for a set X. To conclude, we have to prove that G = G 1 .
Pick g ∈ S. We shall prove that g ∈ G 1 . If g ∈ Z(G), then we have g ∈ G 0 and we are done, hence we can suppose that g is not in the center. Assume first that g commutes with g 1 , then gg 1 commutes with h 1 . Indeed, if it was not the case, then by the above [use i − 3 ≥ 2] gg 1 and h 1 generate Q 8 . But then we would have g
1 which implies g1 2 = 1 in contradiction with the fact that g is not in Z(G). Since g and g 1 commute and gg 1 commutes with h 1 , we have
where the inequality is by the fact that g 1 
Case 2 Assume now that for every g, h ∈ B ∩ S, gh ∈ A, but that there exists
, and let G ′ 0 be the subgroup generated byS, and G 1 be the group generated by G ′ 0 and g 0 , h 0 . By Lemma 3.7 applied to g 0 ,S is contained in A [use i ≥ 5 + 2]. Since every element g ofS commutes with g 0 h 0 , it is of order 1 or 2. Otherwise, Lemma 3.7 applied to g would imply that g 0 h 0 is in A [use i ≥ 5 + 4], a contradiction. Moreover, Lemma 3.10 implies that every elements ofS commute (remember that we have assumed that there exists f ∈ B ∩S) [use i ≥ 1(f ) + 5(g) + 5(h)]. So G ′ 0 is abelian and generated by element of order 2, it is a elementary 2-group. We obtain that G 1 is isomorphic to Q 8 × (Z/2Z) (X) . So all we have to do is prove that G 1 = G.
Let g ∈ S. Since g 0 ∈ A ∩ S ≤2 , we have that gg 0 g −1 ∈ {g 0 , g 
(gg
The last equality is because g 0 , h 0 is isomorphic to Q 8 . So g 0 g ∈ S
≤3
commutes with both g 0 and h 0 and therefore belongs to G ′ 0 . In particular
0 , h 0 ). Exchanging g 0 and h 0 we deduce from the previous case that g ∈ h
where the last equality is because g 0 and h 0 generate Q 8 . So g commutes with g 0 h 0 but not with h 0 , so from the second case (replacing (g 0 , h 0 ) by (g 0 h 0 , h 0 ) which still generates Q 8 ), we obtain that g 0 h 0 g ∈ S ≤5 is in G 0 and thus in G ′ 0 . We then have g ∈ h
So in each case we have g ∈ G 1 . This proves that G coincides with G 1 and completes the proof of this case.
Case 3 Consider the remaining case: for every g, h ∈ B ∩ S, gh ∈ A, and for every g, h ∈ A ∩ S ≤2 , gh ∈ A. Pick g 0 ∈ B ∩ S. By Lemma 3.9 [with i ≥ 1 + 2 + 2], we have for every g, h ∈ A ∩ S ≤2 ,
Therefore the subgroup G 0 of G generated by A ∩ S ≤2 is abelian, and for every element f of B ∩ S, the action of f by conjugation on G 0 is the inverse map. In particular G 0 is normal; denote by q : G → G/G 0 the quotient map. By definition, q(g) = 1 for every g ∈ A ∩ S. Moreover, since g 2 0 ∈ A ∩ S ≤2 , the image q(g 0 ) has order 2. Finally, every other element g ∈ B ∩ S satisfies that g
To summarize, q(S) is equal to the group of order 2 {e, q(g 0 )}. Since S is generating, we deduce that q(G) has cardinality 2, i.e. that G 0 has index 2 in G. We conclude that G is generalized dicyclic.
We have proven that if G is a generalized dicyclic or abelian with an element of order greater than 2 group, then it is not prerigid (Proposition 3.1). This implies that for every symmetric generating S, (G, S ≤11 ) is not a prerigid pair, hence (G, S, S ≤11 ) is not a 1.5-strong prerigid triple. On the other hand, the existence of a symmetric generating set S such that (G, S, S ≤11 ) is not 1.5-strongly prerigid implies that G is generalized dicyclic or abelian with an element of order greater than 2, hence proving Theorem 2.4.
More on prerigidity
In the last section, we have shown that if G is not a generalized dicyclic group nor an abelian with an element of order greater than 2 group, then for every symmetric generating set S, the triple (G, S, T ) is 1.5-strongly prerigid for T = S ≤11 . The main caveat of this general method is that the size of S ≤11 is really big when compared to the size of S. This is important as in the hypothesis of Theorem 2.8 and Proposition 2.11 we suppose that G has an element of order at least F (2|T | 2 + 28|T | − 4). In this section, we provide criterions on (G, S) which ensures that (G,S, T ) is 1.5-strongly prerigid for someS ⊂ T with |S| = |S| and |T | ≤ 3|S|.
General results on prerigidity
By Lemma 3.2, if G is abelian of exponent at most 2, then for every S ⊆ T generating, (G, S, T ) is 1-strongly prerigid. On the other hand, generalized dicyclic or abelian with an element of order greater than 2 groups are never prerigid. Therefore, we will assume in this section that G is neither abelian nor generylized dicyclic. 1, s, g s ) .
Proof. Let T be the union of S, {g s | s ∈ S of order at least 3} and {h s := s −1 g s | s ∈ S of order at least 3}. Then T ± contains at most p + 6q elements. Suppose by contradiction that we have ϕ an edge-labeling preserving rooted automorphism of the ball of radius 1.5 in Cay(G, T ± ) that does not fix pointwise elements of S. Then we have some s ∈ S with ϕ(s) = s −1 = s. In particular, s is not of order 2 and the action of ϕ on the triangle (1, s, g s ) is depicted in Figure 1 . Since we are looking at balls in a Cayley graph of G, the label of every cycle in it corresponds to a relation in G. Therefore, depending on ϕ, one of the following relations is true in G:
which contradicts our hypothesis.
In the rest of this section, we investigate some properties of the group G or of the pair (G, S) that imply Condition (*) on S. In this context, elements of order 4 as well as squares play an important role.
Lemma 4.2. Let G be a group and S a generating set such that
all elements of S ∩ Z(G) have order 2; S does not contain elements of order 4.
( †) 
then it admits a generating set S satisfying Condition (*). If moreover G is finitely generated, then there exists a finite generating set S satisfying Condition (*).
As an important corollary of Lemma 4.2, we have
Proposition 4.4. Suppose that G is not abelian and has no elements of order 4. Then for every generating set S, there exists T of the same cardinality as S and that satisfies Condition (*).
Proof. Since G is not abelian, every generating set S contains at least an element t outside the center and
Another way to look at Condition (*) is to forget elements of order 4 and turn our attention to squares of elements in G. The proof of the following lemma is straightforward and left to the reader.
Lemma 4.5. Let s, g be any two elements in
Let Sq(G) be the subgroup of G generated by {g 2 | g ∈ G}. This is a fully characteristic subgroup of G (invariant under all endomorphisms of G). As a corollary of the last lemma, we have Corollary 4.6. Let G be a group and S a generating set. If
then S satisfies Condition (*).
Since the center of a group is characteristic, we have that Z(Sq(G)) is an abelian and characteristic subgroup of G. This implies the followings
Proposition 4.7. Let G be a group without non-trivial abelian characteristic subgroup (for example a non-abelian characteristically simple group). Then every generating set S satisfy Condition (*).
We now compare the relative strength of our various prerigidity criterions, with a special attention to the 13 exceptional finite groups that are in Class II but not generalized dicyclic nor abelian with an element of order greater than 2. By Lemma 4.2 and Corollary 4.6, if S satisfies ( †) or ( ‡) it automatically satisfies Condition (*), while by Proposition 4.1, if S satisfies (*), there exists T such that (G, S, T ) is a 1.5-strongly GRR triple. On the other hand, the study (see Subsection 4.2) of finite exceptional groups tell us that the converse of these statements are not always true. Indeed, Q 8 × Z/4Z has no generating set satisfying Condition (*) (Lemma 4.8) despite being prerigid (Theorem 2.4). On the other hand, Q 8 × Z/3Z has no generating set satisfying ( ‡) (Lemma 4.9), while {(i, 1), (j, 1)} satisfies ( †). Finally, if S satisfies ( ‡) and G has at most 1 element of order 2, then S also satisfies ( †). The proof is straightforward and let to the reader.
A special look at the 13 exceptional finite groups
Recall that for finite groups, there is 13 exceptional groups that are in Class II, but are not generalized dicyclic nor abelian with an element of order greater than 2. All of them have order at most 32. The study of these exceptional finite groups allows us to better understand the link between all the prerigidity criterions. These exceptional groups, as well as the corresponding references, are listed in Table 1 . Proof. We begin by showing that all exceptional groups that aren't Q 8 × Z/4Z satisfy condition ( †). The 3 abelian groups in the list, the dihedral groups, H 1 and H 3 are all generated by elements of order 2. On the other hand, A 4 , H 3 and H 4 are not abelian and do not have elements of order 4. Finally, for H 2 we can take {(1, 0), (0, 1)} for our generating set, while for Q 8 × Z/3Z we can take {(i, 1), (j, 1)}. Now we turn our attention on G = Q 8 × Z/4Z and suppose that we have a generating set S satisfying Condition (*). Every generating set of G contains an element of the form s = (x, ±1). Since s is not of order 2 and S satisfies Condition (*), we have some g = g s = (y, n) ∈ G. Such a g does not commute with s and therefore, x = ±1, y = ±1 and xy = −yx = y −1 x. But in this case, y 2 = x 2 = −1. Since we also have g 2 = s 2 , this forces n to be either 0 or 2. But then, sgs
which contradicts our assumption on g. Lemma 4.9. Among the 12 finite groups that don't have a GRR but admits a generating set satisfying Condition (*), H 2 and Q 8 × Z/3Z are the only ones that don't admit a generating set satisfying condition ( ‡).
Proof. As said in the last lemma, 8 of these 12 groups are generated by elements of order 2 and hence automatically satisfy ( ‡), while direct computations give us Z(Sq(A 4 )) = {1}. For H 4 we have that Z(Sq(H 4 )) = E 1,3 , where E 1,3 is the elementary matrix with 1 on the diagonal and one 1 in position (1, 3) . It is thus possible to take S = {E 1,2 , E 2,1 , E 1,2 E 1,3 E 2,1 } as a generating set of H 4 .
On the other hand, the groups H 2 , and Q 8 × Z/3Z both have {1} = Sq(G) abelian and cannot be generated by elements of order 2.
Finally, Theorem 2.8 and its proof give us a sufficient condition on the order of elements of a prerigid group G to ensure that G has a GRR. This condition is given in term ofF (|S|), whereF is an explicit function and S a prerigid generating set. On the other hand, Theorem 2.4 and the existence of the finite exceptional groups show that prerigidity alone does not implies the existence of a GRR. Moreover, this can be used to give some necessary conditions on the order of elements of G to insure the existence of a GRR. In particular, we havẽ F (2) > 5 (given by D 2·5 ),F (3) > 8 (given by H 1 ) andF (6) > 12 (given by Q 8 × Z/3Z).
Strongly rigid triples
The aim of this section is to give a proof of Theorem 2.8, as well as of Proposition 2.11 and Theorem 2.12. We begin by proving two lemmas on triangles in Cayley graphs. These lemmas are strongly inspired by Lemmas 9.2 and 9.3 of [20] . The main difference is that we only require the group G to have an element of large enough order, and not necessarily of infinite order. Observe that an imprecise form of this result was already announced in [20] , but without an actual proof.
Contrary to the two preceding sections, all groups in this section are finitely generated and all generating sets under considerations are finite. 
The key lemmas
then it is even possible to find S ′ as above and such that S ′ \ S contains no involution.
Proof. Let γ be the element of large order given in the hypothesis and ∆ n := {γ n , γ −n , s
We will show that there exists an n such that S ′ = S ′ n := S ∪ ∆ n works. Observe that for all n, the set S ′ n satisfies Condition 1 of the lemma.
Suppose that n is such that
where |g| S is the word length of g relative to the generating set S. Before going further in our analysis, we record that the number of 1 ≤ n < order(γ) such that one of the conditions (3)- (5) only 2|S| − 1 values of n < order(γ) such that Condition (5) fails. This almost gives the claim, as
One gains 1 by noticing that the (possible) n such that γ n = s 0 was counted twice: once to ensure Condition (3) and once to ensure Condition (5).
Also, for an n satisfying Conditions (3) to (5), S ′ n automatically satisfies Condition 2. Moreover, in the Cayley graph of G relative to S ′ n , a triangle with a side labelled by s ∈ ∆ n has at least another side in ∆ n , otherwise s would have S-length at most 2. This implies that any s ∈ ∆ n belongs to at most 6 triangles in Cay(G, S ′± ), which is Condition 3. Indeed, since the Cayley graph is simple, any triangles is uniquely determined by two edges. If one edge e is labeled by s ∈ ∆ n , there is at most three possibilities to put an edge labeled by s −1 = t ∈ ∆ n at each extremities of e, thus giving a maximum number of 2 · 3 = 6 triangles containing e. This also shows that for any s ∈ S we have
We now turn our attention on the set ∆ n ∩ s∆ n . Its cardinality is equal to the number of pairs (u, v) ∈ ∆ n such that u = sv. By replacing u and v by the words γ n , γ −n , s −1 0 γ n and γ −n s 0 , this gives us 16 equations in the group. Among these 16 equations, 4 imply that s = 1 and 4 that γ 2n belongs to S ∪ s 0 S, which is impossible if n satisfies Conditions (3) to (5). The 8 remaining equations for elements of ∆ n ∩ s∆ n are shown in Table 2 , where α n (g) := γ −n gγ n and β n (g) := γ −n gγ −n . Observe that α and β give two actions of Z/ order(γ)Z on G (viewed as a set) and that γ −n s 0 (and s , there exists n ≤ A · B such that γ −n s 0 γ n = s 0 = γ −n s 0 γ −n which implies that γ 2n = 1. But in this case we would have 2n ≥ order(γ) ≥ 2AB > 2n which is absurd. This implies in particular that at least one of A or B is (strictly) greater than M , leaving us with 3 cases.
Case 1 Both A and B are greater than M . If n is such that α n (s 0 ), β n (s 0 ) and β n (s 0 )s 0 all do not belong to S, then ∆ n ∩ s∆ n contains at most 2 elements: We now prove that an n satisfying the above conditions as well as Conditions (3) to (5) Similarly, the conditions β n (s 0 ) / ∈ S and β n (s 0 )s 0 / ∈ S forbid respectively at most |S| − 1 and |S| values, so we are done if
If we want to ensure that γ n is not an involution, we may need to forbid one more value of n and take
, we have
Therefore, there exists a n such that the conclusion of the lemma holds if order(γ) ≥ 2M 2 (2|S| 2 + 4|S| − 1). If we want to ensure that ∆ contains no involution, we need to take order(γ) ≥ 4M 2 |S|(|S| + 2). If we know that order(γ) is odd, then it is enough to have order(γ) ≥ 4M 2 |S|(|S| + 1).
Case 3
If A ≥ M and B < M . Similarly to Case 2, we take n < A a multiple of B satisfying Conditions (3) to (5) and that α n (s 0 ) / ∈ S. Since β n (s 0 ) = s 0 , γ −n s 0 is an involution if and only if s 0 is an involution. Such an n exists as soon as order(γ) ≥ 2M 2 (2|S| 2 + 3|S| − 1) and if moreover order(γ) ≥ 2M 2 |S|(2|S| + 3) and s 0 is not of order 2 it is possible to ensure that ∆ contains no involution (it is enough to have order(γ) ≥ 4M 2 |S|(|S| +   1 2 ) if order(γ) is odd). In this case ∆ n ∩ s∆ n contains at most 4 elements: γ n and sγ n if s ∈ {s 0 , s
0 . This implies Condition
. It it thus enough to determine k to finish the proof. Finally, we use the fact that p + q = |S * | while p + 2q = |S ± |. The proof of the second assertion is similar except for the fact that |S ± | = 2q while |S * | = q and that we need to use the functionF instead of the function F in Lemma 5.1 to ensures that we do not add elements of order 2 to S.
Lemma 5.1 tells us that we can augment the number of triangles to which s ∈ S ± and s −1 belong, without changing the number of triangles for other t ∈ S ± , except maybe for t ∈ {s 2 , s −2 }. Moreover, in doing that, the new elements we add to S ± belong to at most 6 triangles at the moment they are added, and they cannot belong to more than 6 later in process as they are never of the form s ±2 for s ∈ S. To be more precise, we define a directed graph (V, E) as follows. The vertices are the equivalence classes of elements of S ± modulo the equivalence 
, which is positive if and only if
An important observation at this point is that (as in every directed graph with out-degree bounded by 1) the vertex set V can be partitionned as 
Initialization
We first need to ensure that every s ∈ S ± belongs to at least 7 triangles. This can be done by applying at most 4p + 7q times Lemma 5.1. Indeed for every s ∈ S ± , each application of Lemma 5.1 adds at least 1 triangle to both s and s −1 if s is of order at least 3 and at least 2 triangles if s is of order 2.
The forest We then deal with the elements s 1 , . . . , s r ∈ S. Assume that, for some 1 ≤ j < r, we have constructed a finite generating set S j containing S with the following two properties:
• every s ∈ S belongs to at least 7 triangles,
i ≤ j} we can put S j+1 = S j and we are done for j + 1. Otherwise, we apply Lemma 5.1 several times with s j+1 , until the number of triangles for s j+1 is different than for all s i with i ≤ j. The number of applications of the Lemma is necessarily bounded by j, as each application increases the number of triangles for s j+1 , but not for s i with i ≤ j. On the other hand, for j = 1 we have just proved the existence of such S 1 obtained from S after at most 4p + 7q applications of the lemma. So at the end, we obtain a generating set S r satisfying the above property after applying in total less than k f := 4p + 7q + r−1 j=0 j times Lemma 5.1.
set S with p elements of order 2 and q of order at least 3. Then its symmetrization S ± has p elements of order 2 and at most 2q of order at least 3. We apply Lemma 5.2 to S ± and find a symmetric generating setS containing S ± such that for all s ∈ S and t ∈S, if N 3 (s,S) = N 3 (t,S) then t = s or t = s −1 . Moreover, we have a bound on the size ofS. Finally, let T beS * , in particular T is minimal such that T ± =S. Observe that if S was "antisymmetric" (S * = S), then it is possible to choose T containing S. Moreover, if S contained no elements of order 2 and G has an element of order sufficiently large, it is possible to take T with no elements of order 2. Now, we argue that (G, S * , T ) is a 1.5-strong DRR. If e is an arc labeled by s in Cay(G, T ), then all the triangles to which e belongs are already in the ball of radius 1.5. The condition on the number of triangles together with the antisymmetricity of S * imply that every automorphism of the ball of radius 1.5 fixes edges labeled by elements of S * . If T has no elements of order 2 we have T ∩ T −1 = ∅ which implies that Cay(G, T ) is an oriented regular representation.
For the undirected case, the triangles condition gives us, for T ± =S as in the directed case, that the group Aut(Ball(Cay(G, T ± ), 2)) is a subgroup of Aut E lab (Ball(Cay(G, S ± ), 1.5)), which fixes S 0 by the prerigidity assumption. Observe that the radius 2 in Cay(G, T ± ) is both sufficient and necessary to distinguish elements of Ball(Cay(G, S ± ), 1.5) by the aim of triangles. This finishes the proof of Theorem 2.8.
For the bounds of Corollary 2.10, we start with a generating set S of size rank(G). Then |S ≤11 | is bounded by 2 · 11 if G is cyclic and otherwise by If G has no elements of order 4 or no non-trivial abelian characteristic subgroup, then every generating set S satisfies condition (*) of Proposition 4.1. If we start with a S * containing p S elements of order 2 and q S of order at least 3, the proof of Proposition 4.1 gives us T * with p S ≤ p T ≤ p S + 2q S elements of order 2 and q S ≤ q T ≤ 3q S elements of order at least 3 such that p T + q T = p S + 3q S and p T + 2q T ≤ p S + 6q S . In order to use Lemma 5.2 we need an element of order at least F (15p T + 28q T + 2p We now prove Proposition 2.11. So, let (G, S 0 , S) be a 1.5-strong prerigid triple, T as above and ψ : Cay(G, T ± ) → ∆ be a covering that is bijective on balls of radius 1.5. Such a covering induces an automorphism of the ball of radius 1.5: η = ψ −1 • ψ| Ball Cay(G,T ± ) (1G,1.5) . Since ψ preserves the triangles and is defined everywhere, η is in Aut E lab (Ball Cay(G,S ± ) (1 G , 1.5)) and hence fixes pointwise S 0 . In particular, for two arcs e and f in Cay(G, T ± ), if ψ(e) = ψ(f ) and e is labeled by an element of S ± 0 , then e and f have same label. Therefore, the restriction of ψ to Cay(G, S ± 0 ) is well-defined and a arc-labeling preserving covering on its image.
Tarski's monsters
Recall that a Tarski's monster, T p , of exponent p, is an infinite group such that every non-trivial proper subgroup is isomorphic to the cyclic group of order p. It follows easily from the definition that such a group is necessary of rank 2 and simple. On the other hand, the existence of such groups is a difficult problem. It was first solved by Ol'shanskiȋ in 1980, [18] , showing that for every p > 10 75 there exist uncountably many non-isomorphic Tarski's monsters of exponent p. This bound was then lowered to p ≥ 1003 by Adian and Lysënok, [1] .
Let T p be a Tarski monster and S = {a, b} be any generating set of size 2. Then the order of a and b is p. Moreover, the normalizer of a in T p is a , the normalizer of b is b and b ∩ a = {1}. In particular, (T p , S) satisfies the hypothesis of 2.12, except maybe for the existence of an element of order large enough. For p really big, it is possible to directly apply our general results, but it is possible to obtain a better bound than the general one. Indeed, a 2 = b 2 and aba −1 / ∈ {b, b −1 }, thus we can take {a, b, a −1 b} ±1 for the set T used in the proof of Proposition 4.1. That is, (T p , S, T ) is 1.5-strongly prerigid. We now need to apply Lemma 5.2 to T = {a, b, a −1 b} ± . All elements of this set are of order p ≥ 5. Since all elements of T belong to at least 1 triangle and we do not have any elements of order 2, we need to apply Lemma 5.1 at most k = 6 + (6 + 1) + (6 + 2) = 21 times. In order to do that, and since Tarski's monsters contain only elements of odd order, we need an element of order at least F ′ (6 + 4(k − 1)) = F ′ (86) = 6 776 965 274 112, where F ′ (n) = 2(2n 2 + 3n − 2)
2 (2n 2 + 2n) is the bound given in Lemma 5.1 when we know that order(γ) is odd. At the end, we obtain a symmetric generating set X of size at most 6 + 4k = 90 such that (T p , {a, b} ± , X ± ) satisfies the conclusion of Proposition 2.11. Now, any covering ψ : Cay(G, X ± ) → ∆ bijective on balls of radius 1.5 restricts to a arc-labeling preserving covering from Cay(G, S ± ) to some∆. By [13] , there is only three possibilities for such a covering. Either it is the identity, or∆ is a rose, or∆ is infinite with finite orbits. Since∆ is obtained from ∆ by erasing all edges e such that N 3 (e, X) does not belongs to N 3 ({f | f is labelled by an element of S ± }, X), every automorphism of ∆ restrict to an automorphism of∆. In particular, either ψ is the identity, or ∆ is infinite with finite orbits, or ∆ is rose. The last possibility is exclude by the fact that ψ is bijective on balls of radius 1.5.
