ABSTRACT Percutaneous pulmonary valve implantation is an improved technique that is used to treat narrowed pulmonary valves or leaky pulmonary valves in patients with congenital heart disease. This technique represents a promising strategy to reduce surgical risk and operation. In clinical cases, commercial valve stents are sometimes not available for children or special subjects due to restrictions in stent size. Hence, the handmade pulmonary valved conduit provides a strategy to design stents with customized size for valve replacement. In this paper, we propose a meta-learning-based intelligent model to train an estimator (including two sub-estimators) to determine optimal trileaflet parameters for customized trileaflet valve reconstruction. This estimation model overcomes the problem of empirical parameter determination. The meta-learning model possesses learning-to-optimization capability for training generalized regression neural network by particle swarm optimization algorithm. Through incremental training patterns, this scheme can gradually enhance optimization to provide refined parameters for customized designs that can be applicable to individuals of all age groups. The customized handmade pulmonary valved conduit was validated by assessing the regurgitation fraction and the heart pump efficiency using an experimental cardiopulmonary circulation loop system. INDEX TERMS Meta learning, customized trileaflet valve reconstruction, learning-to-optimization, particle warm.
I. INTRODUCTION
Congenital heart disease is a chronic, progressive process that leads to insufficiency in blood circulation to the lower/upper body and lungs. In right-side congestive heart failure, the right ventricle exhibits weak heart pump efficiency (HPE) and cannot pump blood in sufficient volume to the lungs. Regurgitation of blood flow into the right ventricle causes chronic pulmonary insufficiency, right ventricular dilatation, and ventricular arrhythmias. In certain congenital heart diseases, especially with complications requiring right ventricular outlet reconstruction, postoperative pulmonary valve degeneration or calcium deposition on previous substitutes results in pulmonary valve dysfunction with aging in children or adults. Incorrect opening or closing of the valve may cause the ventricle to work harder to pump blood and increase pulmonary vascular resistance [1] , [2] . Chronic valvular insufficiency and stenosis are pathological abnormalities that affect the right ventricle, the pulmonary artery, or the pulmonary parenchyma [3] , [4] . These abnormalities may result in dilation of the right ventricle and the subsequent dysfunction of both right and left ventricles, leading to pressure/volume overload for the right ventricle. Therefore, patients suffering from these conditions exhibit symptoms such as high right ventricular pressure (RVP) (>60 mmHg) and ventricular cardiac arrhythmia [5] , [6] . In clinical examinations, electrocardiography (ECG) and/or exercise ECG signals, echocardiography, and cardiovascular magnetic resonance (CMR) images [7] - [9] are used for the early assessment of patient conditions and for evaluating possible valve replacement or valve surgery.
In clinical applications, homograft conduits are the most frequently used substitutes for pulmonary valve replacement. However, these conduits do not guarantee the possible durability as calcification occurs with aging in children patients. In addition, not all homograft sizes are always available for customized specifications. Bovine jugular vein conduits, porcine valves, Epic valves, and mechanical heart valves [10] - [13] may represent possible strategies for pulmonary valve replacement. However, these prosthetic conduits also present issues in terms of availability, durability, and size limitation, thereby restricting their widespread use in both children and adult patients. The minimally invasive valve therapy is a recently improved technique for both surgical procedure and valve design. In the first successful case (2000, Bonhoeffer et al. [14] ), this technique was used to implant a percutaneous stent combined with valve replacement in a 12-year-old young boy. The patient showed significant improvement with no complications after longterm investigation. Melody R transcatheter pulmonary valve replacement (TPVR) technique [15] is an approach that is used to treat narrowed pulmonary valves or leaky valves without the need for open-heart surgery. This technique can reduce surgical risk and improves patient care by achieving fast recovery times and short hospital stays. In addition, previous studies (2014 and 2017, C.-D. Kan et al., 2016 , M.-T. Lin et al., and P. Loyalka textitet al.) [16] - [19] have demonstrated that handmade expanded polytetrafluoroethylene (ePTFE) trileaflet conduits provide a large range of customized diameters for right ventricular outflow tract (RVOT) reconstruction in children and adult patients. The ePTFE material has good biocompatibility (approved by Taiwan Food and Drug Administration, TFDA) and possesses low tissue affinity, which can resist valve degeneration and calcification [16] , [20] , [21] . Thus, in relation to this material, as shown in Figure 1 , the procedures of design, validation, and clinical application for handmade pulmonary valved conduit reconstruction are as follows:
• determine the trileaflet size and the diameter of the conduit: the diameter (D) of the conduit can be obtained through computed tomography (CT) pulmonary angiography measurement. D is generally oversized in comparison with the original diameter, D' (10%-15% larger) [21] ;
• make the handmade pulmonary trileaflet valve: thin ePTFE membrane is trimmed into a semilunar tricuspid shape, including lower and upper curved structures (C 1 and C 2 ) and the connecting junction [16] , [17] , [19] , [22] ;
• assess the hemodynamic conditions: the regurgitation fraction (RF) and the HPE are used to evaluate the pulmonary valve efficiency in an experimental cardiopulmonary circulation system [19] , [22] . The standard templates are validated and selected by clinicians using the Taguchi method [22] ;
• estimate the trileaflet valve parameters for clinical applications: an intelligent assistant tool is used to determine the optimal trileaflet valve parameters for pulmonary valve reconstruction. As shown in Figure 2 , for a pulmonary valve design, both diameter, D (mm), and width, W (mm), are known as leaflet parameters, and lengths, L and L 1 , are approximately proportional to D and W . The lower and upper curved structures (C 1 and C 2 ) of the single leaflet can be adjusted by varying the parameter, D, L, L 1 , and µ. In this study, we intend to propose a machine-learning-based intelligent estimator [22] to determine the optimal pulmonary leaflet parameters. Thus, through standard template collections, the finite input-output paired training patterns (D, W )-(L 1 , L, µ) are established to train the intelligent estimator. The previous model has been designed as a multiple regression estimator with an interpolation function to determine the optimal leaflet parameters, such as L 1 , L, and µ. However, in clinical applications, sustained incremental datasets are required to fit current new clinical cases. Although these available datasets are indeed large, a large number of training patterns will affect the training process, the substantial learning time, and the estimation efficiency [23] , [24] . In addition, the retraining process uses the off-line learning model to learn the overall training patterns stored in the database, including children and adult datasets. This process includes computational tasks to refine the entire network parameters. Conventional multilayer neural networks (MLNNs) suffer an adaptive problem as the retraining performance with the incremental training patterns.
In this study, an incremental learning strategy [23] - [29] consisting of a primary multilayer learning model and a meta-learning model has been established to achieve learning with minimal computational capability for adaptive applications. The primary learning model is implemented using a multiple regression mechanism between inputs and desired outputs using the gradient descent algorithm [29] - [31] . For online applications, the meta-learning model is used to screen the previous learned experiences of the primary learning model, which then refines the partial parameters of the primary learning model using the swarm intelligence algorithm [30] , [32] - [34] for new incremental datasets. This strategy can avoid forgetting previous learning experiences and can reduce the learning time. Hence, this adaptive model has a minimal computational reward to estimate the desired outputs. By constructing the handmade pulmonary valved conduit and evaluating the valve efficiency in an experimental circulation loop system, the significant improvement of the handmade valve replacement can be validated under different heart rates, blood flow volumes, and hypertension conditions using RF and HPE indexes, as the regurgitation decreases and the valve efficacy increases.
The remainder of this article is organized as follows. Section II describes the methodology, including the handmade trileaflet valve design, meta-learning-based neural network, and the experimental setup. Sections III and IV present the experimental results and conclusion, respectively.
II. METHODOLOGY A. HANDMADE TRILEAFLET VALVE DESIGN
Based on the templates of family pulmonary leaflets as shown in Figure 2(3) , the lower and upper curved geometric lines and the two vertical lines can be presented as follows [19] , [22] : VOLUME 6, 2018 Two curved lines, C 1 and C 2 :
Two vertical lines, C 3 and C 4 :
where D (mm) is the diameter of the pulmonary trileaflet valved conduit; length, L 1 = 3.0 -5.0 mm (experience valves), is the connecting junction at the lower curved structure [16] ; W = 2 × | ± W 1 | is the horizontal width (mm) of each leaflet and its valve is one-third of perimeter, for children and µ ≈ 1.9-1.50 for adults [22] . Among these leaflet parameters, both D and W are known parameters, and three parameters, L 1 , L, and µ, can be used to control the lengths of the lower and upper curved lines and curved structures. We can establish specific leaflet templates with the three parameters for children and adult subjects, as shown in Table 1 Figure 3 shows the structure of the meta-learning-based neural network, consisting of a primary MLNN and two agent networks (ANs) [23] - [29] . For multiple regression applications, the primary MLNN is used to approximate the relationship between two input variables (D and W ) and three output variables (L 1 , L, and µ), as it expresses the best predication of the dependent variables (L 1 , L, and µ). These variables are proportional to two independent variables, such as the conduit diameter D and each valve width W . The primary MLNN can adjust the network parameters to search the optimal solution using an optimization algorithm, such as the gradient descent learning algorithm [29] - [31] . When an intelligent system needs to perform incremental learning with new training patterns, the primary MLNN needs iteration computations to adjust the entire network parameters with the overall training data. In contrast, the meta-learning strategy is employed to screen the appropriate changes in network parameters according to past experience of the primary MLNN. This strategy intends to make the desired target approach the new training patterns. Then, partial network parameters in the hidden layer are required to adjust using incremental training patterns. The meta-learning model can reduce the number of iteration computations and the learning time by avoiding the loss of previously learned performances. The algorithm of the metalearning-based neural network includes the following two stages: (1) to learn sufficient training patterns through the gradient descent learning algorithm [29] and to determine the near global optimal solution and (2) to learn the incremental training data using the particle swarm optimization (PSO) algorithm [30] , [32] - [34] and to perform partial parameter modifications without relearning the overall previous training patterns. The flowchart of both the learning task stages is shown in Figure 4 . The algorithm of the meta-learning-based neural network is summarized as described below.
1) MLNN LEARNING TASK STAGE (ABOVE THE FIGURE 3)
The generalized regression neural network (GRNN) is used to establish an intelligent system to estimate the optimal leaflet parameters for designing the handmade trileaflet valve. The MLNN structure consists of an input, a pattern, summation, and output layers. The number of pattern nodes can be determined by the number of input-output paired training patterns, with addition of the incremental training patterns in the pattern layer. The training patterns can be divided into two groups of database and can be represented as follows: where index, c = 1, for children database 1 (k 1 ),
is the total number of training patterns. Diameter, D, is arranged in the specific range of 20.00-36.00 mm for an adult patient and ≤20.00 mm for a child patient. Given K sufficient training patterns, the GRNN-based machine learning model is implemented using a nonlinearity estimator to estimate the optimal parameters for designing the handmade trileaflet valve. Hence, the algorithm of MLNN learning stage can be summarized as follows [29] - [31] :
Step 1) for K input training patterns,
connecting weights, w ki , are created between the input layer and the pattern layer by
where Table 1 . These leaflet parameters are normalized by the maximum values. Matrix W 1 (K by 2) is a nonlinear map from the two-dimensional to a K -dimensional feature space.
Step 2) for K output training patterns (desired target), the connecting weights, w kj , j = 1, 2, 3, 4, are created between the pattern layer and the summation layer by
where
.00 (mm) and L max = 32.00 (mm) are the maximum lengths; µ max = 2.10 is the maximum parameter for plotting the upper curved line; these connecting weights are also normalized by the maximum values and are associated with the two inputs. The connecting weights from the overall pattern nodes to the summation nodes are set as 1. Step 3) the output of the pattern node, g k , k = 1, 2, . . . , K , is computed as a Gaussian function
. . = σ K , are the smoothing parameters and can be determined using the optimization algorithm.
Step 4) the outputs of node y j (k), j = 1, 2, 3, in the output layer are computed by
For a mean squared error function (MSEF), the gradient descent learning algorithm is used to refine the optimal parameter σ in the MLNN learning stage (offline process). The optimization algorithm is intended to adjust the optimal parameter and to minimize the objective function MSEF, as
for the kth training patterns. In the machine learning stage, the first partial derivatives of the MSEF are
Hence, the smoothing parameter σ can be refined using the iteration computation in the MLNN learning stage, as
where η is the learning rate, 0 < η ≤ 1, and p is the iteration number. When the objective function is less than a prespecified value, ε, then the learning stage is terminated. In the recalling stage, the entire pattern nodes and their optimal smoothing parameters are fixed, and then the trained GRNN-based estimator is used to estimate the leaflet parameters.
2) META LEARNING TASK STAGE (BELOW THE FIGURE 3)
For the incremental training patterns, the intelligent system needs inducers to decide the similarity and the dissimilarity between the new training patterns and the existing datasets. Any inducer can be applied on a meta-learning space to evaluate the degree of similarity for a new unseen testing dataset. Then, the meta-learning stage screens the appropriate inducer to trigger the sub-estimator and then applies the optimization algorithm to refine the smoothing parameters of the sub-estimator. As shown in Figure 3 , two ANs (radial basis function networks, 1# and 2#) as two inducers [35] are designed to screen the degree of similarity from two subdatasets, 1 (k 1 ) and 2 (k 2 ), including children and adult databases, as
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is the Euclidean distance (ED), and σ is the smoothing parameter, which is determined at the MLNN learning task stage.
The degree of similarity is parameterized using radial basis functions (Gaussian functions), g c (k c ) ∈ [0, 1], as equations (17) and (18) 
Index, c * = k c and
where index, c * = k c , c = 1 or 2, is the ranking order at its maximum value among the sub-datasets, c (k). A sorting algorithm, such as a bubble sort or a quick sort [36] , [37] , is used to determine the maximum value on the ranking order, c * .
In the meta-learning task stage, the incremental pattern nodes are added when the degree of similarity is higher between the nearest training pattern and the current input pattern. Hence, connecting weights, w ki and w kj , can be set from the current input nodes to the incremental pattern nodes and from those to summation nodes, respectively. The MLNN keeps on growing using the given input-output paired training patterns, 0 (0):
Then, index, α c = 1 will trigger the learning task of the sub-estimator, and the PSO algorithm is employed to adjust appropriate changes in the smoothing parameter with the sub-dataset, c (k), and the new training patterns, 0 (0). We intend to determine the optimal smoothing parameter to minimize the MSEF 1 and MSEF 2 for the two sub-estimators, respectively. The objective functions are defined as
where N is the number of new training patterns; T cj (k), c = 1 or 2, is the desired target vector for the two sub-estimators. In the PSO algorithm, each particle is encoded with the center positions, velocities, and edges of each item, along with the fitness value and its best local solution. Let σ p cg be the current center position of the gth agent at iteration number, p, and agent g = 1, 2, 3, . . . 
where σ best is the global best in the population, and σ best cg is the individual best. Parameters, rand 1 and rand 2 , are the uniform random numbers between 0 and 1. When index, α c = 1, it will trigger the PSO-based computing algorithm. Weights, c 1 and c 2 , are the adaptive acceleration coefficients that pull each particle toward the best center positions, which are time-varying acceleration coefficients [30] , [33] , [34] , as
where the first term is the ''cognitive component,'' the second term is the ''social component,'' a 1 , b 1 , a 2 , and b 2 are constant values, of which the experienced values are c 1 from 2.5 to 0.5 and c 2 from 0.5 to 2.5, respectively, and p max is the maximum number of allowable iterations. When c 1 is a higher coefficient, the search region will expand. Multiple particles are allowed to determine the individual best solution around the search space, by approximately adjusting the searching points. By monotonously decreasing the coefficient c 1 and increasing the coefficient c 2 , the search region will centralize to the global best solution, as keep fine-tuning at the end of the search stage. The term p/p max is used to control the coefficients c 1 and c 2 at each search stage. The PSO algorithm for searching the optimal smoothing parameter is summarized as follows:
Step 1) generate an initial random population containing G particles as δ
Step 2) calculate the object function MSEF c , as equation (23) or (24), Step 3) determine the individual best σ best cg and the global best σ best at each search stage, Step 4) compute each particle's velocity, σ cg (p + 1), using equation (26) at each search stage, Step 5) compute each particle's center position, σ cg (p + 1), using equation (25) than the prespecified value, ε, then terminate the searching procedure, else, back to Step 2.
C. EXPERIMENTAL SYSTEM SETUP
An experimental circulation system is established to simulate the cardiopulmonary circulation loop system, consisting of an artificial right ventricle (ARV), an artificial pulmonary artery (APA) with the right and left pulmonary arterial branches, right and left pinch valve resistors (artificial lung, AL), a pulmonary vein, and an artificial right atrium (ARA) [19] , [22] , as shown in Figure 5 (a). Two compliance chambers and pinch valve resistors at the end of the right and left pulmonary arterial branches are designed to mimic the compliance characteristics of the distal vasculature. Blood pressures and flows are regulated by a digitally controlled hydraulic piston pump (ViViTro Labs Inc., Super Pump System, Victor, BC) to produce pulsatile waves with heart rates of 60 and 80 beats/min from ARV to ARA. The APA is made up of 2.0-mm-thick silicone rubbers with a T-shaped geometry connected to the right and left ALs and allows blood flow volumes of 40, 50, and 60 mL through the artificial pulmonary valve, as those of the handmade pulmonary valved conduit and the Epic valve stent shown in Figures 5(b) and 5(c). The blood-mimicking fluid is prepared using water and glycerin (water:glycerin = 1.688: 1.000; kinematic viscosity: 2.8-3.8 m 2 /s; density: 1.05-1.06 kg/m 3 ) at 37
The metering system consisting of a transonic clamp-on flow sensor (ME16PXL, Transonic Systems, Ithaca, NY, USA; resolution, 10 Hz; ±5 mL/min, bidirectional flow) and three pressure transducers (81A 006G Sensormate, Chang Hau, Taiwan) is used to acquire the ARV pressure, the APA pressure, and the APA flow via a data acquisition (DAQ) card (National Instruments TM , PCI-6259 Austin, TX, USA) connected to a laptop PC for further signal analysis. Valvular insufficiency is evaluated on the basis of RF and HPE under different heart rates, blood flow volumes, and normal or hypertension conditions. The index RF is defined as the percentage of APA flow that regurgitates through the pulmonary valve into the ARV. For each heartbeat, the endsystolic and the end-diastolic volumes are computed by integral operations as follows:
where SV is the forward stroke volume (mL); PAF fw is the forward APA flow rate during systolic period, [t 1 , t 2 ]; RV is the regurgitation volume (mL); and PAF rv is the regurgitation flow rate during diastolic period, [t 2 , t 3 ]. Index, RF%, can be defined as follows [19] , [22] , [38] :
where PAF is the total blood flow volume for one heartbeat. The cardiac output (CO) is the quantity of blood returning to the heart and is defined as follows:
where HR is the heart rate (beats/min). It is also related to the quantity of blood delivered to the right and left lungs and can be expressed as an indicator of HPE as follows:
Under normal and hypertension conditions, RF% ideally should be as small as possible, indicating the specific ranges as the following three levels: (1) RF%≤20% regarded as moderate regurgitation; (2) 20%<RF%<40% regarded as mild regurgitation; and (3) RF%<40% considered as severe regurgitation. In addition, HPE% ≥ 80% indicates good outcomes for HPE under both normal and hypertension conditions; hence, its value should be as large as possible. In contrast to that of Epic valved stents (commercial product), the performances of handmade trileaflet valved conduits can be validated using RF% and HPE% indexes, through experimental tests of the cardiopulmonary circulation loop system.
III. EXPERIMENTAL RESULTS AND DISCUSSION

A. MLNN LEARNING PROCESS AND TESTING
According to Table 1 , the structure of the GRNN-based MLNN estimator could be determined using the inputoutput pairs of training patterns, including the combination of ,2,3,. ..,56 , were used to create the connecting weights between the input layer and the pattern layer and between the pattern layer and the summation layer, as shown in Figure 6(a) . The training patterns are divided into two groups, 15 datasets for children template designs and 41 datasets for adult template designs, as shown in Figures 6(b) and 6(c), respectively. The structure of the GRNN-based intelligent estimator could be immediately determined using the presentation of the inputoutput pair training patterns. Thus, for the 56 paired training patterns, we had 2 input nodes (x 1 , x 2 ) in the input layer, 56 pattern nodes (g 1 , g 2 , g 3 , . . . , g k , . . . , g K ) in the pattern layer, 4 nodes in the summation layer (s 1 , s 2 , s 3 , g k ), and 3 output nodes (y 1 , y 2 , y 3 ) in the output layer, as depicted in Figure 3 . The GRNN model was used to establish multiple regression models with two input and three output variables. This model was used to map the input patterns into the desired output scatter data with kernel-based transformation for interpolations and non linear curve approximations.
Under the initial condition σ = 1.0000, learning rate, η = 0.01-0.10, and the convergent condition that MSEF≤ ε = 10 −2 , the machine learning stage for GRNN was trained to fit the 56 input-output paired training patterns created by tuning the smoothing parameter, σ . In the learning stage, the gradient descent method was employed to determine the optimal smoothing parameter, σ opt , which was intended to minimize the mean squared error by iteration computation. As indicated by the red dashed line in Figure 7 (a)- (2), with η = 0.05 and ε = 10 −2 , the learning stage could guarantee to converge on the tolerant condition in <260 iteration computations. It took an average of <6.7288 s CPU time in the learning stage. Then, the optimal smoothing parameter, σ opt = 0.0190, could also guarantee to minimize the mean squared error. It could been observed that a greater learning rate, η = 0.10, allowed rapid learning stage to search the optimal parameter, as indicated by the blue dashed line in Figure 7 (a)-(1). However, its computation was easy to trap the local minimum perturbation around the desired optimal parameters or tend to the divergent condition, as σ opt = 0.0753 and MSEF = 0.1547 > 10 −2 . In addition, with a smaller learning rate, η = 0.01, its optimal solution list was monotonously decreasing and also guaranteed to reach the convergent condition, as shown by the brown dashed line in Figure 7(a)-(3) . Its computation took <1,000 iteration computations and an average of <26.7840 s CPU time to determine the optimal parameter, σ opt = 0.0189. To reduce the number of iteration computations, the initial condition and the learning rate were chosen to implement the gradient descent search using a trial-and-error method. As feed the incremental training patterns, its learning process required retraining with the entire datasets (current stored and incremental training patterns), which would miss the previous learned performances. When the number of training patterns was increased, the limitations that we observed were an increase in both the number of iteration computations and the CPU time.
Therefore, the gradient descent algorithm was suggested for adoption in the MLNN learning task stage for offline applications. For untrained data, 11 testing patterns were randomly selected to verify the estimation of the trileaflet valve parameters, as shown in Table 2 . Some advantages of the GRNN-based intelligent estimator are as follows:
• the network structure can be determined using the inputoutput paired training patterns and can avoid the determination of the connecting weights by the trial-and-error method,
• the learning task has good performance under adequate initial conditions and learning rates,
• the learning operation can determine the near global optimal smoothing parameter for further usage in the meta-learning stage,
• the algorithm can be easily implemented in a laptop or a portable smart device using high-level programming language, such as LabVIEW graphical programming software (NI TM Corporation, Austin, Texas, USA).
B. META LEARNING PROCESS AND TESTING
We validated the meta-learning task stage using two groups of datasets, as shown in Figures 6(b) and 6(c) . The numbers of current training patterns were 15 (N 1 = 15) and 41 (N 2 = 41) datasets, respectively, and both five (N = 5) new datasets were added in children and adult datasets, as shown in Table 3 . The initial smoothing parameter of the pattern nodes for the meta-learning computing was σ opt = 0.0190, and the initial standard deviations of the two radial basis function networks (ANs, 1# and 2#) were also set to 0.0190. The PSO learning of the MLNN was continued with the current stored and incremental training patterns until the mean square error MSEF 1 was ≤10 −2 or MSEF 2 was ≤10 −2 .
In the meta-learning stage, feeding the incremental training patterns in the children dataset, the degrees of similarity could be computed using equations (19)- (22), as shown in Figure 7 (b), as , g 2 , g 3 , . . . , g 41 ) = 0.0000 g max = argmax(g 1,max , g 2,max )
= argmax(0.9401, 0.0000) = 0.9401
The index, g max = 0.9401, was the average absolute maximum value, and then index, α 1 = 1, would trigger the learning task of the sub-estimator 1#. Hence, with 20 training patterns (N 1 + N ), connecting weights, w ki and w kj , k = 1, 2, . . . , N 1 + N , could be set from the input nodes to the pattern nodes and from those to summation nodes, respectively. The PSO algorithm was used to slightly adjust the smoothing parameter with the sub-dataset.
The PSO algorithm was given by population size (G = 10 -30), acceleration coefficients (a 1 = 2.5, b 1 = 0.5, a 2 = 0.5, b 2 = 2.5), and the maximum iteration number (p max ) for identifying the optimal parameter. We performed at least five runs with different random sets (δ Figure 7 (c), only slight improvement of optimal parameters was obtained by increasing the population size. This learning stage increased the number of evolution computations to minimize the MSEF 1 from p × 10 to p × 30 (iteration number, p), and the average CPU time increased from 0.3628 to 1.2630s. The optimal smoothing parameter, σ opt ≈ 0.0142, could guarantee to minimize the mean squared error. Its optimal solution list was also monotonously decreasing and rapidly reached the convergent condition for less than 15 iteration computations (150-450 evolution computations). Given the five new training patterns in the adult dataset, the indexes, g max = 0.9421 and α 2 = 1, c * ∈ k 2 , were identified to trigger the learning task of the sub-estimator 2#. With 46 training patterns (N 2 + N ), the same learning performances were obtained, as shown in Figure 7(d) . The optimal smoothing parameter, σ opt ≈ 0.0124, was obtained to minimize the mean squared error, MSEF 2 .
Some advantages of the PSO-based intelligent estimator for online applications are as follows:
• the learning operation has a stable model to identify a global optimal solution,
• its optimal solution list is monotonously decreasing and guarantees to determine the global optimal parameter, • PSO mathematical parameters can be easily assigned, including population size, G = 20, time-varying acceleration coefficients (c 1 and c 2 ), and p max = 20,
• PSO algorithm can also be easily implemented in a laptop or a portable smart device.
C. HANDMADE TRILEAFLET VALVE VALIDATION
Through CT pulmonary angiography imaging measurement, a pulmonary artery with an inner diameter D = 23.00 mm was obtained, and then an oversized conduit diameter of D = 23.00 mm × 1.1 = 25.30 mm (110% of the inner diameter) was determined. The width W of each leaflet could be computed as W = (25.30 × π)/3 ≈ 26.48 mm. The proposed intelligent estimator was used to estimate three primary parameters of the leaflet valve, L 1 = 4.32 mm, L = 27.13 mm, and µ = 1.74. Hence, surgeons could rapidly obtain the related leaflet parameters for the handmade pulmonary valved conduit reconstruction. Computeraided design software, the MATLAB plotting (MathWorks, Natick, MA, USA), was used to plot the leaflet template. Figure 8 (a) shows a template of the single pulmonary leaflet and a handmade trileaflet valved conduit. A thin ePTFE membrane is then trimmed into bisemilunar tricuspid-shaped leaflets according to the plotted template. The handmade trileaflet valve is attached to a wire frame stent to reconstruct the pulmonary valved conduit. This conduit could be set in a transcatheter valve delivery system and could be expanded with a balloon to push the valved conduit open at the desired position. An experimental cardiopulmonary circulation loop system was set up to verify the valve competency in a laboratory. The handmade trileaflet valved conduit and an Epic TM stented tissue valve (E100-25M-00, tissue annulus diameter, 25.00 mm; internal diameter, 23.00 mm [39] ) were used to mimic pulmonary valve replacement in the ARV. The normal condition (asymptomatic: ARV pressure < 60mmHg) and the hypertension condition (ARV pressure ≥60 mmHg) were considered to examine the hemodynamic conditions and the valve competency under different HRs and flow volumes. A flow sensor and a pressure transducer were used to acquire APA flow and APA pressure for at least 1 min, as shown by the 10-s timing duration in Figure 9 . An endoscope inspection camera was also employed to capture close-toopen motions of the handmade valve at a rate of 30 frames/s to evaluate the dynamic behavior, as shown in Figures 8(b) and 8(c) . In contrast to Epic TM stented tissue valve, the proposed ePTFE trileaflet valve revealed a promising opening degree to allow forward flow through it and closes tightly to prevent regurgitation flow during each heartbeat. Using equations (28)- (32), the average indexes RF% = 15.05 ± 2.72% and HPE% = 84.95 ± 2.62% indicated that the handmade ePTFE valved conduit could improve the regurgitation flow and increase the heart pump efficacy under normal conditions (average systolic pressure of 27.29 mmHg and average diastolic pressure of 16.08 mmHg), as depicted in Figure 10 . In addition, under hypertension condition with the average systolic pressure of 51.20 mmHg and the average diastolic pressure of 41.71 mmHg, the average index RF% = 19.00 ± 1.62% also indicated moderate regurgitation level and good HPE, with HPE% = 80.99 ± 1.62%. On comparison with the 12 experimental runs, the proposed handmade valved conduit revealed similar outcomes to those of the Epic TM stented tissue valve under different HRs (60 and 80 beats/min) and flow volumes (40, 50, and 60 mL), as shown in Figure 10 and Table 4 .
The hemodynamic performances of the handmade ePTFE valved conduit are not inferior to those of the Epic TM valve used as a gold standard, indicating its applicability to valve replacement or RVOT reconstruction. In addition, the handmade trileaflet valve parameters can be easily determined using the meta-learning-based intelligent estimator, and it can be constructed meeting the demands of special size and limitation size for children or adult subjects. Thus, the customized handmade pulmonary valved conduit reconstruction has been validated and could be used as a valuable option for clinical applications.
IV. CONCLUSION
The standards of the procedure for handmade valved conduit design, the making, and the validation were established in this study. Due to the availability, the durability, and the size limitation of commercial valve stents, the proposed ePTFE valved conduit could increase the widespread usage in children and adult subjects and overcome the restrictions. In clinical examinations, two-/three-dimensional echocardiographic Doppler, color Doppler imaging, and CMR imaging are used as noninvasive methods to quantify the significant flow regurgitation, such as the velocity waveforms of pulmonary arterial flow (spectral pulse records) or regurgitation flows [7] . These visual methods exhibit high accuracy and reproducibility for the assessment of patients requiring valve replacement. Although the symptoms can be identified, the diameter of the patients' pulmonary artery could be determined through CT pulmonary angiography. In the present customized design procedure, a meta-learning-based intelligent estimator was used to estimate the optimal trileaflet valve parameters for the handmade pulmonary valved conduit reconstruction. This study presented an incremental learning scheme that could improve the learning speed with new training patterns for online applications. The meta-learning model involved a ''learning to learn approach'' for training GRNN and gradually enhanced the optimization to tune network parameters. Therefore, the optimization estimator can be always maintained to offer refined parameters for designing the handmade trileaflet valve.
Some advantages of the meta-learning-based intelligent estimator are (1) easy to determine the network structure; 2) always maintains past learning experiences for training GRNN with incremental training patterns; (3) guaranteed to determine the global optimal parameter, (4) capable of slightly changing the sub-estimator (1# or 2#) parameters with new training patterns; and (5) easy to implement in a laptop or a portable smart device. Therefore, the trileaflet template can be rapidly plotted using the estimated optimal leaflet parameters. Using the TFDA-approved material, the ePTFE membrane was trimmed into the desired size to reconstruct the pulmonary valved conduit. Then, the valve dynamic performances were validated using an experimental cardiopulmonary circulation loop system. The proposed design procedure can also be used in clinical applications or customized product manufacture. Future studies must include in vivo animal experiments with handmade conduits to validate mid-term and long-term follow-up effectiveness to prevent repeated heart surgery and valve degeneration. His research interests include interventions in the congenital heart disease and post-operative care. He has published over 70 papers in the SCI journals. He is a Specialist in pediatric congenital heart disease, and he is an active board committee in many societies, including Taiwan Society of Pediatric Cardiology, Taiwan Society of Cardiology, and Taiwan Society of Cariovascular Interventions. He was a recipient of many awards including excellent physician in his hospital 2013, best poster in APPCS 2014, and best papers in the Chinese Institute of Engineers 2016. He has been invited many times as a speaker, a panelist, and an operator for live demo event in the Asia-Pacific area.
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