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1. Introduction
Let G = (V , E) be a finite connected simple graphwith vertex set V and edge set E, while |V | and |E| be its order and size,
respectively. The distance dG(u, v) between two vertices u and v is the length of a shortest path connecting them in G. The
maximum value of such numbers, diam(G), is said to be the diameter of G. The degree degG(v) of a vertex v is the number of
edges incident with it in G. Let e = uv be an edge connecting vertices u and v in G. Define the sets:
Nu(e) = Nu(e : G) = {z ∈ V |dG(z, u) < dG(z, v)},
Nv(e) = Nv(e : G) = {z ∈ V |dG(z, v) < dG(z, u)},
N0(e) = N0(e : G) = {z ∈ V |dG(z, v) = dG(z, u)},
which are sets consisting of vertices lying closer to u than to v, those lying closer to v than to u, and those with the same
distance from u to v, respectively. The number of such vertices are then denoted by
nu = nu(e) = |Nu(e)|, nv = nv(e) = |Nv(e)| and n0 = n0(e) = |N0(e)|.
Other terminology and notations needed will be introduced as it naturally occurs in the following and we use [2,3] for those
not defined here.
A topological index is a real number related to a graphwhich does not depend on the label or the pictorial representation
of the graph. Hundreds of graph invariants have been considered in quantitative structure–activity relationship (QSAR)
and quantitative structure–property relationship (QSPR) researches and various applications have been found. The Wiener
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indexwas the oldest topological index to be used in chemistry, whichwas introduced in 1947 byWiener as the path number
for the characterization of alkanes [28,29]. The Szeged index, introduced by Gutman in the literature [8], is closely related
to the Wiener index, see details in [9,17,18,21,25]. It is known that the Szeged index mainly takes into account how the
vertices are distributed in a graph, so it is natural to introduce an index that takes into account the distribution of edges.
The PI index (called edge-PI index later) is a Szeged-like index that considers the distribution of edges and is an unique
topological index related to parallelism of edges too. Later, Khalifeh et al. in the literature [20] introduced the vertex-PI
index, whose definition is similar to that of the edge-PI index, in that it is additive, but now the distances of vertices from
edges are considered. We encourage the interested reader to consult [14,22–24,31] for details. All indices mentioned above
have various applications [1,5,10,16,26] and correlate with the physico-chemical properties and biological activities of a
large number of diverse and complex compounds [11,19].
Recently, Hasani et al. introduced a new topological index similar to the vertex version of PI index [12]. This index is
called the Co-PI index of G and defined as:
Co− PIv(G) =

e∈E(G)
|nu(e)− nv(e)|.
Here the summation goes over all edges of G.
Fath-Tabar et al. proposed the Szeged matrix and Laplacian Szeged matrix in [6]. Here we introduce another matrix of a
graph. The adjacent matrix A(G) = [aij]n×n of G is the integer matrix with rows and columns indexed by its vertices, such
that the ij-th-entry is equal to the number of edges connecting i and j. Let the weight of the edge e = uv be a non-negative
integer |nu(e)−nv(e)|, we can define a weight function:w : E → R+∪{0} on E, which is said to be the Co-PI weighting of G.
The adjacency matrix of Gweighted by the Co-PI weighting is said to be its Co-PI matrix and denoted byMCPI(G) = [cij]n×n.
Its eigenvalues are said to be the Co-PI eigenvalues of G and denoted by σ ′k(G) for k = 1, 2, . . . , |V |. Easy verification shows
that the Co-PI index of G can be expressed as one half of the sum of all entries ofMCPI(G).
The Laplacian matrix of G is defined as L(G) = D(G)T − A(G), where D(G) is the vector of degrees of its vertices. Such
matrix weighted by the Co-PI weighting is said to be the Laplacian Co-PI matrix and denoted by LMCPI(G). Its eigenvalues are
the Laplacian Co-PI eigenvalues and we denote them by µ′k(G) for k = 1, 2, . . . , |V |.
In this paper we establish further mathematical properties of the Co-PI index. In Section 2 we present an equivalent
definition of Co-PI index. In Section 3 we characterize the Co-PI spectra of Cartesian product graphs, including bounds on
the second and third Co-PI spectral moment of a graph. While in Section 4 the explicit formulae for the Co-PI index of
Cartesian product graphs are also computed.
2. An equivalent definition of Co-PI index
The transmission of a vertex u, denoted by TG(u), is the sum of distances from it to all the other vertices in graph G, i.e.,
T(u) = TG(u) =:

v∈V
dG(u, v),
and G is said to be transmission-regular if all its vertices have the same transmission.
Let Kn be the complete graph of order n. Clearly, it is transmission-regular since each vertex has transmission n− 1. The
balanced complete bipartite graph Ks,s and the cycle Cn are also transmission-regular.
It is natural to ask if the extension of this statement holds for all regular graphs.
Question. Whether a regular graph must be transmission-regular?
In fact, the answer is negative. Let G be a 6-cycle x1x2x3x4x5x6x1 and K 1t , K
2
t be two t-cliques with vertex set
{u11, u12, . . . , u1t } and {u21, u22, . . . , u2t }. Then form a graph G′ from G by joining each vertex u1i (1 ≤ i ≤ t) only to x1, x2, x3
and each u2j (1 ≤ j ≤ t) only to x4, x5, x6, respectively. Easily to find that the graph G′ is (t + 2)-regular, but T(x1) = 3t + 9
and T(u1i ) = 4t + 9. In addition, a transmission-regular graph does not need to be a regular one.
But we still have the following conclusion:
Theorem 2.1. Let G be a connected graph with diameter two. Then G is transmission-regular if and only if G is regular.
Proof. If diam(G) = 2, then, for any vertex u of G, we have T(u) = degG(u)+ 2(|V |−degG(u)− 1) = 2(|V |− 1)−degG(u),
and the theorem follows. 
Theorem 2.2. Let G be a connected graph and e = uv an arbitrary edge. Then |nu(e)− nv(e)| = |T(u)− T(v)|.
Proof. For simplicity, we let Nu(e) = {u1, u2, . . . , up},Nv(e) = {v1, v2, . . . , vq} and N0(e) = {z1, z2, . . . , zr}. Then
|T(u)− T(v)| = |s∈V d(u, s)−t∈V d(v, t)| can be written as follows:
Ξ ,


p
i=1
d(u, ui)+
q
i=1
d(u, vi)+
r
i=1
d(u, zi)

−

q
j=1
d(v, vj)+
p
j=1
d(v, uj)+
r
j=1
d(v, zj)
 .
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Note that d(u, vi) = 1+ d(v, vi) and d(v, uj) = 1+ d(u, uj) for 1 ≤ i ≤ p, 1 ≤ j ≤ q. Then we obtain
Ξ =


p
i=1
d(u, ui)+
q
i=1

1+ d(v, vi)
+ r
i=1
d(u, zi)

−

q
j=1
d(v, vj)+
p
j=1

1+ d(u, uj)
+ r
j=1
d(v, zj)
 .
Hence
Ξ =


q+

p
i=1
d(u, ui)+
q
i=1
d(v, vi)+
r
i=1
d(u, zi)

−

p+

q
j=1
d(v, vj)+
p
j=1
d(u, uj)+
r
j=1
d(v, zj)
 .
This completes the proof of Theorem 2.2. 
The definition of the Co-PI index can be represented, by Theorem 2.2, in the following way:
Co− PIv(G) =

e∈E(G)
|T(u)− T(v)|,
which is more convenient than the original definition when counting the number of vertices lying closer to u than to v.
We have the following two corollaries.
Corollary 2.3. Let G be a connected graph. Then Co− PIv(G) ≥ 0, with equality if and only if G is transmission-regular.
Corollary 2.4. Let G be a connected graph with diameter two. Then Co− PIv(G) ≥ 0, with equality if and only if G is regular.
Before closing this section, we present the following result, which is fundamental but crucial, and we omit its detailed
proof.
Theorem 2.5. The Co-PI index of Pn, the path with order n, can be given by
(i) Co− PIv(Pn) = 12n(n− 2), if n is even.
(ii) Co− PIv(Pn) = 12 (n− 1)
2, if n is odd.
3. The eigenvalues of Co-PI matrices and their Laplacians
The Tensor product of matrices is quite useful in investigating many problems in matrix theory and its applications
because of its computational and notational advantages [27]. If A = [aij] is a m × n matrix and B = [bij] is a p × q matrix,
then the Tensor product of A and B, denoted by A⊗ B, is themp× nqmatrix defined as follows:
a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB
 . (1)
Numerous applications of Tensor products in various fields can be found in the literature [13].
For simplicity, we often use V1 and V2 instead of V (G1) and V (G2), respectively. The Cartesian product G1G2 of graphs
G1 and G2 is a graph with vertex set V1 × V2, and two vertices (u1, u2) and (v1, v2) adjoint by an edge:
(u1, u2) ∼ (v1, v2)⇔
u1 = v1 and u2 ∼ v2 in G2,
or
u2 = v2 and u1 ∼ v1 in G1.
Cvetković et al. in [4] investigated the spectra of Cartesian product graphs. They proved the following result.
Theorem 3.1 (Cvetković et al. [4]). Let G1 and G2 be two connected graphs. Then
(i) A(G1G2) = I|V1| ⊗ A(G2)+ A(G1)⊗ I|V2|.
(ii) L(G1G2) = I|V1| ⊗ L(G2)+ L(G1)⊗ I|V2|.
It is not hard to justify this by noting thatA(G1)⊗ I|V2| (L(G1)⊗ I|V2|, resp.) is the adjacency (Laplacian, resp.) matrix of |V2|
vertex-disjoint copies of G1, and I|V1|⊗ A(G2) (I|V1|⊗ L(G2)) is the adjacency (Laplacian, resp.) matrix of |V1| vertex-disjoint
copies of G2, we omit the details here.
Let λi1, λi2, . . . , λi|V1| be the eigenvalues of Gi for i = 1, 2.
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Theorem 3.2 (Cvetković et al. [4]). Let G1 and G2 be two connected graphs. Then
λkl(G1G2) = λ1k(G1)+ λ2l(G2) for k = 1, 2, . . . , |V1| and l = 1, 2, . . . , |V2|.
Now we can state the main results of this section.
Theorem 3.3. Let G = G1G2 be the Cartesian product of two graphs G1 and G2. Then
(i) σ ′kl(G1G2) = |V1|σ ′l (G2)+ |V2|σ ′k(G1) for k = 1, 2, . . . , |V1| and l = 1, 2, . . . , |V2|.
(ii) µ′kl(G1G2) = |V1|µ′l(G2)+ |V2|µ′k(G1) for k = 1, 2, . . . , |V1| and l = 1, 2, . . . , |V2|.
Proof. It follows from the definition of G that each of its edges is either of the form (a, s)(a, t) or of the form (a, s)(b, s).
Without loss of generality, let us consider an edge e = (a, s)(a, t), then
T((a, s))− T((a, t)) =
 
(x,y)∈V
dG((a, s), (x, y))−

(z,w)∈V
dG((a, t), (z, w))

. (2)
We will use the property of Cartesian product [15]:
dG1G2((u1, u2), (v1, v2)) = dG1(u1, v1)+ dG2(u2, v2).
After simplification, (2) can be restated as
T((a, s))− T((a, t)) =
 
(x,y)∈V
dG2(s, y)−

(z,w)∈V
dG2(t, w)

+
 
(x,y)∈V
dG1(a, x)−

(z,w)∈V
dG1(a, z)

=
 
a≠x;s≠y
dG2(s, y)+

a=x;s≠y
dG2(s, y)+

a≠x;s=y
dG2(s, y)+

a=x;s=y
dG2(s, y)

−
 
a≠z;t≠w
dG2(t, w)+

a=z;t≠w
dG2(t, w)+

a≠z;t=w
dG2(t, w)+

a=z;t=w
dG2(t, w)

+
 
a≠x;s≠y
dG1(a, x)+

a=x;s≠y
dG1(a, x)+

a≠x;s=y
dG1(a, x)+

a=x;s=y
dG1(a, x)

−
 
a≠z;t≠w
dG1(a, z)+

a=z;t≠w
dG1(a, z)+

a≠z;t=w
dG1(a, z)+

a=z;t=w
dG1(a, z)

=

a∈V1

y∈V2
dG2(s, y)−

a∈V1

w∈V2
dG2(t, w)

+

s∈V2

x∈V1
dG1(a, x)−

t∈V2

z∈V1
dG1(a, z)

=

|V1| · |T(s)− |V1| · T(t)|

+

|V2| · T(a)− |V2| · T(a)

.
This implies that
|T((a, s))− T((a, t))| = |V1| · |T(s)− T(t)|. (3)
For edge (a, s)(b, s), by the same argument as the edge (a, s)(a, t), we have
|T((a, s))− T((b, s))| = |V2| · |T(a)− T(b)|. (4)
Therefore, the Co-PI and Laplacian Co-PI matrices of G are given by
MCPI(G1G2) = |V2|MCPI(G1)⊗ I|V2| + I|V1| ⊗ |V1|MCPI(G2)
and
LMCPI(G1G2) = |V2|LMCPI(G1)⊗ I|V2| + I|V1| ⊗ |V1|LMCPI(G2).
This implies the proof of Theorem 3.3. 
Example 1. Let Ks,t denote the complete bipartite graph with two classes of size s and t . Each end-vertex of an edge in Ks,t
has transmission 2s + t − 2 and 2t + s − 2, then we can assign the same weight |s − t| to all of its edges. This states that
MCPI(Ks,t) = |s− t|A(Ks,t) and LMCPI(Ks,t) = |s− t|L(Ks,t). Hence σ ′k(Ks,t) = |s− t|λk(Ks,t) and µ′k(Ks,t) = |s− t|µk(Ks,t).
G. Su et al. / Discrete Applied Mathematics 161 (2013) 277–283 281
Note that Ks,t has Laplacian eigenvalues 0, s+t, s, and t with respectivemultiplicities 1, 1, t−1 and s−1, then the Laplacian
Co-PI eigenvalues of Ks,t are
0, |s− t|(s+ t), s|s− t| and t|s− t|,
where 0 and |s− t|(s+ t)with multiplicity one, s|s− t|with multiplicity t − 1 and t|s− t|with multiplicity s− 1.
The Cartesian product is defined for more than two graphs in an obvious manner. Let G1,G2, . . . ,Gn be n graphs with
order at least two, then we denote G1G2 · · ·Gn byni=1 Gi, respectively.
Note that the Cartesian product is associative [15]. Thus the theorembelow follows immediately by repeating application
of Theorem 3.3.
Theorem 3.4. Let G1,G2, . . . ,Gn be n graphs on at least two vertices. Then
(i) σ ′i1i2···in

n
i=1
Gi

=
n
i=1
|Vi|

n
j=1
σ ′ij(Gi)
|Vj|

for 1 ≤ ij ≤ |Vj|.
(ii) µ′i1 i2···in

n
i=1
Gi

=
n
i=1
|Vi|

n
j=1
µ′ij(Gi)
|Vj|

for 1 ≤ ij ≤ |Vj|.
Let P(G; x) = xn+c1xn−1+c2xn−2+c3xn−3+· · ·+cn−1x+cn be the characteristic polynomial ofG. N. Biggs proved that all
coefficients of P(G; x) can be expressed in terms of the principle minors of A(G), where a principle minor is the determinant
of a submatrix obtained by taking a subset of the rows and that of columns. This leads to the following result.
Theorem 3.5 (Biggs [2]). The coefficients of the characteristic polynomial P(G; x) of a connected graph G satisfy: c1 = 0,−c2 is
the number of edges and−c3 is twice the number of triangles of G.
Let A be the adjacency matrix of a graph G. It is well known that the (i, j)-th element a(k)ij of the power matrix A
k, k ≥ 1,
represents the number of walks of length k from the vertex ui to the vertex uj. Therefore, we can deduce bounds on the
second and third Co-PI spectral moment of graph G.
Theorem 3.6. Let G be a connected graph with order n ≥ 3, size m and t triangles. Then
(i) 2m ≤ σ ′12 + σ ′22 + · · · + σ ′n2 ≤ 2m(n− 2)2.
(ii) 6t ≤ σ ′13 + σ ′23 + · · · + σ ′n3 ≤ 6t(n− 2)3.
Proof. Let c(k)ij denote the element of the k-th power ofMCPI(G). Easy verification shows that a
(k)
ij ≤ c(k)ij ≤ (n− 2)ka(k)ij . For
the second Co-PI spectral moment we have
Tr(MCPI(G)2) = c(2)11 + c(2)22 + · · · + c(2)nn = σ ′12 + σ ′22 + · · · + σ ′n2.
Let λ1 ≥ λ2 ≥ · · · ≥ λn be the set of eigenvalues of A(G), we know that λ21 + λ22 + · · · + λ2n = 2m. Thus
2m =
n
i=1
λ2i =
n
i=1
a(2)ii ≤
n
i=1
c(2)ii =
n
i=1
σ ′i
2 ≤
n
i=1
(n− 2)2a(2)ii = 2m(n− 2)2.
The left inequality holds if and only if |T(u)− T(v)| = 1 for each e = uv of G.
Let ti denote the number of triangles containing the vertex vi. Note that ti = a(3)ii ≤ c(3)ii ≤ (n− 2)3a(3)ii , by Theorem 3.5
we conclude that
n
i=1
ti =
n
i=1
a(3)ii ≤
n
i=1
c(3)ii =
n
i=1
σ ′i
3 ≤
n
i=1
(n− 2)3a(3)ii = (n− 2)3
n
i=1
a(3)ii = (n− 2)3
n
i=1
ti.
This completes the proof of Theorem 3.6. 
4. Operation graphs for the Co-PI index
TheWiener index of Cartesian product graphs was studied in literature [7,30]. In [21], Klavžar et al. computed the Szeged
index of Cartesian product graphs. Khadikar et al. [18] presented an explicit formula for the vertex-PI index of Cartesian
product of graphs. In this section we continue this progress to compute the Co-PI index of Cartesian product graphs. We
prove the following result.
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Theorem 4.1. Let G = G1G2 be the Cartesian product of two graphs G1 and G2. Then
Co− PIv(G1G2) = |V1|2Co− PIv(G2)+ |V2|2Co− PIv(G1).
Proof. Since there are only two types of edges in G — corresponding to copies of G1 and that of G2, then the Co-PI index of
G can be written as the sum:
a∈V (G1)

st∈E(G2)
|T((a, s))− T((a, t))| +

s∈V (G2)

ab∈E(G1)
|T((a, s))− T((b, s))| . (5)
By putting the equalities (3) and (4) into (5), we obtain
|V1|2

st∈E(G2)
|T(s)− T(t)| + |V2|2

ab∈E(G1)
|T(a)− T(b)| .
This completes the proof of Theorem 4.1. 
The formula got in Theorem 4.1 has the same feature as those for the Wiener index, the vertex-PI index and the Szeged
index.
• (Gravovac and Pisanski [7])W (G1G2) = |V1|2W (G2)+ |V2|2W (G1).
• (Khadikar et al. [18]) PIv(G1G2) = |V1|2PIv(G2)+ |V2|2PIv(G1).
• (Khadikar et al. [19]) SZ (G1G2) = |V1|3SZ (G2)+ |V2|3SZ (G1).
As an application of the above result, we list explicit formulae for the Co-PI index of PrPs and PrCl. These graphs are
known as the rectangular-grid and C4-nanotube, respectively.
Example 2. Let S = PrPs be the rectangular-grid. Then
Co− PIv(PrPs) =

s(s− 2)
2
r2 + r(r − 2)
2
s2, if r is even and s is even.
(s− 1)2
2
r2 + r(r − 2)
2
s2, if r is even and s is odd.
(s− 1)2
2
r2 + (r − 1)
2
2
s2, if r is odd and s is odd.
(s− 1)2
2
r2 + r(r − 2)
2
s2, if r is odd and s is even.
Example 3. Let R = PrCl be the C4-nanotube. Then Co− PIv(R) = r(r−2)2 l2 if r is even, and Co− PIv(R) = (r−1)
2
2 l
2 if r is odd.
By Theorem 4.1 and mathematical induction we obtain the next result immediately.
Theorem 4.2. Let G1,G2, . . . ,Gn be n graphs on at least two vertices. Then
Co− PIv

n
i=1
Gi

=
n
i=1

Co− PIv(Gi)
n
j≠i
|Vj|2

.
The Wiener index, the vertex-PI index and the Szeged index of Cartesian product of n graphs are given by the following,
which also have the same form as the above result.
• (Gravovac and Pisanski [7])W ni=1 Gi =ni=1 W (Gi)nj≠i |Vj|2 .
• (Khadikar et al. [18]) PIv
n
i=1 Gi
 =ni=1 PIv(Gi)nj≠i |Vj|2 .
• (Khadikar et al. [19]) SZ
n
i=1 Gi
 =ni=1 SZ (Gi)nj≠i |Vj|3.
Example 4. Let us consider the graph G whose vertices are N-tuples b1b2 · · · bN with bi ∈ {0, 1, . . . , ni − 1}, ni ≥ 2, and
two vertices be adjacent if the corresponding tuples differ in precisely one place. Such a graph is called a Hamming graph. It
is well-known that a graph G is a Hamming graph if and only if it can be written in the form G = Kn1Kn2 · · ·KnN and so
the Hamming graph is usually denoted as Hn1n2···nN . By Theorem 4.2, one can compute the Co-PI index of Hamming graph,
i.e., Co− PIv(Hn1n2···nN ) = 0.
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