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The ability to compensate for previous
activities, often in the case of failure or
exceptional events, is an important feature of
long-running business transactions. In this
paper, we present several extensions to
existing notions of compensation for business
transactions. The extensions are described
using a business process modeling language
called StAC (Structured Activity Compensation)
but are also placed in the context of IBM’s
BPBeans (Business Process Beans) enterprise
technology. The meaning of the
compensation mechanisms is made precise,
as are issues of compensation scoping in
multilevel transactions. The compensation
extensions result in ﬂexible and powerful
mechanisms for modeling and implementing
long-running business transactions.
To compensate is “to make amends for, to make up
for.”
1 Inthecontextofbusinesstransactions,acom-
pensation is an action taken when something goes
wrong or when there is a change of plan. For exam-
ple, when an airline has overbooked a ﬂight and too
many passengers turn up at the gate, something has
gonewrong.Theairlineneedstotakecorrectiveac-
tion to resolve the problem. In this case, the airline
willtypicallyattempttoencouragesomepassengers
todelaytheirjourneybyofferingmonetarypayments.
The payments and the rebooking of the ﬂight are a
compensation for the inability to seat these passen-
gers on this ﬂight.
Inthispaper,wepresentsomeextensionstothestan-
dard notion of compensation. We show that these
extensionsprovidepowerfulandﬂexiblemechanisms
for modeling and building extended business trans-
actions. Some of the mechanisms described here
have been implemented as part of IBM’s BPBeans
2
(Business Process Beans) technology. BPBeans is
nowpartofthe IBMWebSphere*ApplicationServer
Enterprise Edition.
Thestandardapproachtocompensationinvolvesas-
sociating a compensation activity with the primary
activities of a transaction.
3 If compensation is re-
quired,thecompensationactivitiesofallsuccessfully
executed primary activities are executed. In the ap-
proach of Reference 3, the compensation activities
are expected to undo the effect of the primary ac-
tivity to which they are associated. We refer to the
invocation of compensation activities as reversal.I f
wereachapointwherecompensationwillnolonger
be required, compensation activities can be forgot-
ten. We refer to this as acceptance.
Wepresentasimplebusinessprocessmodelinglan-
guage called StAC (Structured Activity Compensa-
tion), which incorporates compensation constructs.
We use StAC as a vehicle for describing our exten-
sions to transaction compensation. We present ex-
tensions of two types:
● The ﬁrst type involves mechanisms that are more
general than the standard concept of compensa-
 Copyright 2002 by International Business Machines Corpora-
tion. Copying in printed form for private use is permitted with-
outpaymentofroyaltyprovidedthat(1)eachreproductionisdone
without alteration and (2) the Journal reference and IBM copy-
right notice are included on the ﬁrst page. The title and abstract,
but no other portions, of this paper may be copied or distributed
royalty free without further permission by computer-based and
other information-service systems. Permission to republish any
other portion of this paper must be obtained from the Editor.
IBM SYSTEMS JOURNAL, VOL 41, NO 4, 2002 0018-8670/02/$5.00 © 2002 IBM CHESSELL ET AL. 743tion.Compensationtakesplaceattheapplication
level.Thestandardconceptofcompensationisex-
tendedtoincludetransactionsthatarenotatomic,
andthuscompensationisnotnecessarilyaseman-
tic “undo.” Compensation of sequential and con-
current activities is supported and compensation
is hierarchically structured.
● The second type involves new mechanisms sup-
portingmultiplecompensation.Weintroducethe
notions of selective compensation and alternative
compensation. In selective compensation, the re-
versal selects which activities should be compen-
sated. In alternative compensation, several com-
pensations may be attached to a primary activity
and the reversal chooses which of these should be
invoked.
We proceed with an overview of the standard ap-
proach to compensation. We then present the two
types of extension to the standard approach.
Transactions and failure
Deciding what to do when things go wrong is one
of the most difﬁcult aspects of software design and
development. Many mechanisms have been devel-
opedtohelpwiththedesignandcodingoferrorde-
tection and correction. The most basic mechanisms
involve the use of return codes and exception han-
dling. These permit the program to detect and in-
dicatethatanerrorconditionhasoccurred,butthey
do nothing to help the program with corrective ac-
tion.
One of the ﬁrst mechanisms to be introduced in or-
der to help with corrective action is that of ACID
transactions. In general in this paper, by “transac-
tion”wemeanalong-runningtransactionthatistyp-
ically not ACID. When we are referring to an ACID
transaction, it will be clear from the context.
ACID transactions. The ACID transaction is a con-
cept that was ﬁrst introduced during the 1960s (al-
though the term ACID was not introduced until
1983.)
3 An ACIDtransactionisagroupingofactions
oroperationsthattogetherhavethefollowingprop-
erties:
Atomicity. The group of actions occurs atomically,
that is, the actions either all happen or none happen.
Consistency.Thegroupofactionstogetherareacor-
rect transformation of the state of the system.
Isolation. Even though transactions are processed
concurrently, it appears to each transaction that
othertransactionsoccurredeitherbeforeorafter
it.
Durability. Once a transaction “commits,” its effects
survive any system failures.
ACIDtransactionsaidprogrammersimmenselybyal-
lowingthemtorelyonatransactionprocessingmon-
itor (a program that manages and coordinates the
transactionsinasystem)toprovidefacilitiesformak-
ing a group of actions atomic.
The ACID transaction processing monitor normally
provides services to an application to allow it to de-
marcate the work it wishes to perform into ACID
transactions. The application makes a begin call at
the start of the ACID transaction and then either a
commit call (when it wants the actions to occur) or
a rollback call (when the application wishes to abort
the actions) at the end of the ACID transaction. This
ACID mechanism assumes transactions are fast and
simple. This may not be the case for complex op-
erations.So,forexample,exclusivelocksputondata
may be held for a long time, seriously reducing the
throughput of the system. Also, ACID transactions
involvingalargeamountofworkcanbeveryexpen-
sivetorollback,especiallyinthelatterstagesoftheir
life. For example, think of a payroll application. If
it were operating as a single ACID transaction, a
server failure that occurred during the payment of
thelastemployeewouldundothesuccessfulpayment
of all other employees.
Compensation. Compensation is the act of making
amends when something has gone wrong or when
plans are changed. Although compensation can be
as simple as undoing an original action (for exam-
ple crediting an account that has been debited), it
should not be viewed as simply undoing the original
action. For example, if a bill has been sent to a cus-
tomer, it is not possible to undo the sending. In this
case the compensation would probably involve ei-
thersendinganapologeticletteraskingthecustomer
to disregard the bill, or providing a refund.
Generally, a long-running transaction can be bro-
ken into smaller transactions and compensating
transactions,whichcanthenbecombinedintoaform
ofextendedtransactionknownasa“saga.”
4 Thesaga
is composed of a sequence of transactions, each of
which (except for the very last one) has an associ-
ated compensation. If one of the transactions in the
sequence reverses, the compensations associated
with those transactions that were successfully com-
pleted are run in reverse order.
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broken into smaller pieces, each of which can keep
fewer exclusive locks, and release those locks much
earlier than the original long-running transaction.
However,thesagaviolatestheisolationprincipleof
ACID transactions. If another transaction examines
databeingchangedbythesaga,itmayseedatafrom
the middle of the execution of the saga.
Introduction to business process beans
Initssimplestterms,theBPBeansframeworkallows
customerstobuildJava**objectsthatrepresenttheir
businessprocesses.Abusinessprocessmodelsapar-
ticular piece of work that is useful to the business.
Generally,thisworkinvolvesinputtingdata,process-
ing the data, updating some stored data, and pro-
ducing a result.
Tobeuseful,businessprocessesareoftenconnected
together so that the output from one process be-
comes the input for the next. The network of bus-
iness processes for a business function is usually de-
ﬁnedinabusinessprocessmodel.Thesemodelscan
oftenbecomplex,especiallywhenerrorhandlingand
exceptionprocessingisincluded.Tomakethemcom-
prehensible, most business process models are ar-
rangedinahierarchyofabstractions.Atthetoplevel
of the model one can see the major business func-
tions. Each business function can be expanded to
showitsmaininternalbusinessprocesses,whichmay
in turn be expanded through many levels until the
simple primitive operations are exposed.
Although business process modeling is very useful
for business managers, it is not straightforward to
take parts of the model and implement them across
anumberofcomputersystems.Thisisbecauseabus-
iness process model normally uses many different
styles of business process, each of which requires a
differentpieceofmiddlewaretechnology.Forexam-
ple, Component Broker
5 can run customer-written
objectsthatcommunicatewithoneanotherinasyn-
chronous manner. WebSphere MQ*,
6 on the other
hand, is very good at asynchronous message pass-
ing. A business process model is likely to be imple-
mented using both styles of communication, and an
implementation of part of a business process often
involves integrating different types of middleware
that use different terms and modes of operation.
BPBeans provides the means, in the form of the
ABC
2 (Application Builder for Components) tool,
for an application designer to build an application
based on a business process model that makes use
of different styles of processing (e.g., parallel or se-
quential processes communicating either synchro-
nously or asynchronously). The BPBeans run-time
environment is then responsible for combining the
necessarymiddlewaretosupporttheapplication.In
addition, the run-time environment will control
transactions and advanced error recovery mecha-
nismssuchascompensationthroughpropertiesand
constructsaddedtothebusinessprocessmodel.This
meanstheprogramminginterfacesthatthecustom-
er-written code uses must be very simple.
Notonlyistheprogrammingofthesystembasedon
the contents of the business process model, the de-
ployment, monitoring, and debugging is also driven
by the business process model. This means the or-
ganization works with a single view of the system.
BPBeans applications. A BPBeans application is
made up of a hierarchy of nested components. At
the bottom of this hierarchy are the primitive com-
ponents. A primitive component contains a simple
Javabean.ThisJavabeanisloadedintothe ABCtool,
which creates some XML (Extensible Markup Lan-
guage) that describes the services required by the
Java bean. It is this combination of the XML and the
Java bean that makes the BPBean.
From the ABC tool, the application designer is able
to pull these primitive components together into
compositecomponentscalledprocessesandconnect
them. Processes may also contain other processes,
creating a hierarchy of components. The BPBeans
run time provides implementation for a number of
usefulprimitivecomponents,plussomeprocesspat-
terns such as the following:
● Concurrentprocessesthatcansupportanarbitrary
numberofcommunicatingtasks(activitiesorpro-
cesses) running in parallel
● Sequentialprocessesthatstepthroughasequence
of tasks, one at a time, using the result (outcome)
oftheprevioustasktodeterminewhichtasktorun
next
● Compensation pair processes that combine two
taskstogether,whereoneofthetasksisrunifcom-
pensation for the effects of the other task is re-
quired
The BPBeans framework also provides for accep-
tanceoftasksandforreversaloftasks.TheBPBeans
framework uses a graphical representation of these
patternsasshowninFigure1.Inthisﬁgure,theovals
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used to group these. The box with the dashed line
represents a compensation pair. In this case, Accept
OrderiscompensatedbyRestockOrder.Arrowsrep-
resentsequencingofactivities,soAcceptOrdertakes
place before Pack Order and Credit Check. Activi-
ties in the same box that are not connected by ar-
rows represent concurrent activities, so Pack Order
and Credit Check take place concurrently. The tri-
angle to which Credit Check is attached means that
the outcome used to select subsequent behavior is
determinedsolelybyCreditCheckandisnotaffected
by Pack Order. The box with the check represents
transaction acceptance, whereas the box with the X
representstransactionreversal.Thesolidcirclerep-
resents the entry point, whereas the circle with the
dot in the center represents the exit point. A pro-
cessinBPBeansmayconsistofseveralhierarchically
structured diagrams.
Structured activity compensation
StAC (Structured Activity Compensation) is a tex-
tualbusinessprocessmodelinglanguageintroduced
in Reference 7. StAC supports sequential and con-
current activities, as well as compensation. We give
an overview of the language in this section. Some of
the language used for describing processes is ex-
plained in Table 1.
Sequential and concurrent activities. An activity in
StAC corresponds to a primitive component in the
BPBeans framework. Activities act on a global set
of variables shared by all activities in a model. As
inBPBeans,activitiesmaybecomposedsequentially
orconcurrentlyusingthesequentialandconcurrent
operators.
The sequential construct is a binary operator that
composes two processes, P;Q. In the process P;Q,
P isexecutedﬁrst.WhenP completes,Q isexecuted.
Therearetwoformsofconcurrentconstruct,thebi-
nary form, PQ, which composes two processes in
parallel, and the generalized form, PAR i IN S DO
P, which models concurrent invocation of multiple
instances of a process. For example,
PAR i I N1..1 0D Oi.P
represents 10 concurrent instances of process P,
whereeachinstanceofP isindexedbyauniquenum-
Table 1 StAC syntax
Syntax Meaning
Process ; Process Sequential processes
Process  Process Concurrent processes
PAR i IN S DO Process Generalized concurrency
IF Condition THEN Process
ELSE Process
Conditional
J Early termination
{Process} Termination scoping
Process  Process Compensation pair
[Process] Compensation scoping
a Accept
v Reverse
ACCEPT
ORDER
RESTOCK
ORDER
PACK
ORDER
CREDIT
CHECK
ACME
CreditOk
not(CreditOk)
Figure 1  BPBeans example
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pletes when all the constituent processes complete.
The sequential operator is associative, that is, (P;
Q);R  P;(Q;R), which means that we can write
anestedsequentialcompositionoftheformP;(Q;R)
withoutparenthesesasP;Q;R. Similarprinciplesap-
ply for the binary parallel operator.
Becauseactivitiesactonasharedglobalvariableset,
the processes of a concurrent composition can in-
teract indirectly via variables. A fuller description
ofStAC,includingadescriptionoftheapproachused
tospecifyglobalvariablesandchangestoglobalvar-
iables, as well as a formal semantics of StAC, may
be found in Reference 7.
Early termination in StAC. The process terminator,
J, causes a process to terminate early. The behav-
ior that is made to terminate is limited by the ter-
mination scoping brackets, {. . .}. For example, the
process
P; J ; Q; R
will ﬁrst execute P, then the terminator will cause
the process within the braces to terminate so that Q
will not get executed. The overall process will then
continue by executing R. Termination scoping may
benested.Inthecaseofconcurrentprocesses,ater-
minatorwithinoneprocessalsoappliestotheother
process. For example, in the process
P; J ; Q  R  S
the terminator causes R to terminate. The termina-
tor does not cause S to terminate because S is out-
side the termination scope. It is important to note
that R may not terminate immediately on invoca-
tion of the terminator but at some later stage. This
isbecauseterminationofconcurrentprocesseswould
be implemented by sending messages to the pro-
cessesinstructingthemtoterminate,andthesemes-
sages will not be transmitted or acted upon instan-
taneously.
The rules for the process terminator are:
● Invocationofaterminatorwithinasequentialpro-
cesscausesthatprocesstoterminateimmediately.
● Processeswithinthescopeofaterminatorthatare
running concurrently to the terminator may con-
tinue to execute for several steps after invocation
of the terminator before terminating either pre-
maturely or at completion.
Compensation in StAC. A compensation pair (P 
Q) isagroupingoftwotasks,whereP istheprimary
task, and Q is the compensation task. When a com-
pensation pair runs, it runs the primary task. Once
the primary task has completed, the compensation
task is remembered. At a later stage, the compen-
sation task may be invoked. The instruction to per-
form compensation is indicated by the reversal op-
erator, v. For example, consider the following
process, where A and B are activities:
A  B; v
This process will perform activity A and remember
the compensation B. The transaction reversal in-
struction will then cause compensation activity B to
be executed.
A sequence of compensation pairs is compensated
in reverse order, so the process
A1  B1; A2  B2; A3  B3; v
executes A1, A2, and A3 sequentially and then, be-
causeofthetransactionreversalinstruction,executes
B3, B2, B1 sequentially.
Concurrent compensation pairs are compensated
concurrently, so the process
A1  B1A2  B2A3  B3; v
executes A1, A2, and A3 concurrently and then, be-
cause of the reversal instruction, executes B1, B2,
B3 concurrently.
Theacceptanceoperator,a,indicatesthatcurrently
rememberedcompensationsshouldbeforgottenbe-
cause they will no longer be required. For example,
the process
A1  B1; a; A2  B2; v
performs A1 followed by A2 and then performs the
compensation B2. Compensation B1 is not per-
formed, because it has been removed by the accept
instruction.
Oncetheacceptanceorreversalstepshavebeenper-
formed, a process can continue on to other steps.
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being invoked. Also, once a compensation has been
performed,thecompensationwillbecleared.Ifthere
are no compensation pairs in between two succes-
sive reverses, the second reverse will have no effect.
The StAC language permits nested compensation
pairs,modelingthefactthatacompensationtaskcan
itselfbecompensated.Thefollowingexampleshows
a process with two levels of compensation:
A1  A2  A3; v
First, activity A1 is executed and the compensation
pair A2  A3 is remembered as the compensation
for activity A1. Next, the reversal instruction will
causethecompensationpairA2A3tobeexecuted,
byexecutingA2andrememberingthecompensation
A3.Therememberedcompensationcanbeinvoked
by a later reversal instruction. Thus, A1 is compen-
sated by activity A2, and A2 is compensated by ac-
tivity A3. The implications of this construction for
implementations are yet to be explored.
Scopingofcompensation.Thecompensationscop-
ing brackets of StAC are used to delimit the scope
oftheacceptandreversaloperators.Withinascope,
a reversal instruction will only execute those com-
pensationactivitiesthathavebeenrememberedsince
the start of the scope. For example, the process
A1  B1; A2  B2; v
executesA1,A2,andB2sequentially.Compensation
B1 is outside the scope of the reversal instruction
and does not get invoked.
Within a scope, an accept instruction will only re-
move those compensation activities that have been
remembered since the start of the scope. For exam-
ple, the process
A1  B1; A2  B2; a; v
executesA1,A2,andB1sequentially.Compensation
B2 does not get invoked as it is removed by the ac-
cept instruction. Compensation B1 does not get re-
moved by the accept instruction because it is out-
side the scope of the accept.
When the end of a compensation scope is reached,
nonaccepted compensations will be maintained be-
cause they may be invoked by the outer level scope.
For example, the process:
A1  B1; v
executes A1, remembering B1. When the end of
scopeisreached,B1ismaintainedbecauseithasnei-
therbeeninvokednoraccepted.Thereversalinstruc-
tion then causes B1 to be invoked.
StACextendsBPBeansbyallowingnestedcompen-
sation.Asmentionedattheendoftheprevioussub-
section “Compensation in StAC,” a compensation
can have any other process as a compensation in
StAC,whereasinBPBeansthisisnotpermitted.Fur-
thermore, there are some modeling differences be-
tween StAC and BPBeans. In BPBeans, each level
inaprocesshierarchyoverridesthelower-levelcom-
pensation:aBPBeansprocessP ismodeledinStAC
as[P; a]. Also,eachconcurrentprocessinBPBeans
has its own compensation scope so that the concur-
rent composition of P and Q in BPBeans is mod-
eled in StAC as [P][Q].
Order fulﬁllment example
To illustrate the use of compensation, we model a
ﬁctitiousscenariobasedaroundanorderfulﬁllment
process in StAC. ACME Ltd distributes goods that
have a relatively high value to its loyal customers.
Toacceptandfulﬁllanorder,thecompanyperforms
the following steps:
● An order is accepted from a customer.
● Oncetheorderisaccepted,thewarehouseisasked
to prepare the order for shipment. As part of the
preparation, a courier is booked to collect the or-
der.
● Simultaneouslywiththewarehousepreparingthe
order, ACME Ltd does a credit check on the cus-
tomer to verify that the customer can pay for the
goods. The credit check is performed in parallel
because it normally succeeds and in this normal
case we do not wish to delay the order unneces-
sarily.
● If the credit check fails, fulﬁllment of the order is
stopped.
Application example using StAC compensation
mechanism.Inthefollowing,underlinedidentiﬁers
representbasicactivities,thatis,processesthatcan-
not be further decomposed. Other identiﬁers rep-
resent processes that we deﬁne subsequently.
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quence as follows:
ACME 
AcceptOrder  RestockOrder; FulﬁllOrder;
IF okFulﬁllOrder THEN a ELSE v
Theﬁrststepinthe ACMEprocessisacompensation
pair. The primary action of this pair is to accept the
orderanddeducttheorderquantityfromtheinven-
torydatabase.Thecompensationactionissimplyto
add the order quantity back to the total in the in-
ventorydatabase.Followingthecompensationpair,
theFulﬁllOrderprocessisinvoked.Finally,iftheor-
derhasbeenfulﬁlledcorrectly,theorderisaccepted,
otherwise the order is compensated by invoking the
reversal.(okFulﬁllOrderindicatessuccessfuloutcome
of the FulﬁllOrder activity.)
The order is fulﬁlled by packaging the order at the
warehouse while concurrently doing a credit check
on the customer. If the credit check fails, the Ful-
ﬁllOrder process is terminated:
FulﬁllOrder 
 WarehousePackaging
 CreditCheck; IF not
(okCreditCheck) THEN J )}
NoticethattheterminationscopeincludestheWare-
housePackagingprocesssothatafailedcreditcheck
resultsinaterminationinstructionbeingsenttothat
process. This will cause WarehousePackaging to ter-
minate eventually, possibly before all the items in
the order have been packed.
TheWarehousePackagingprocessconsistsofacom-
pensation pair in parallel with the PackOrder pro-
cess:
WarehousePackaging  BookCourier
 CancelCourier)
 PackOrder
The compensation pair books the courier, with the
compensation action being to cancel the courier
booking. CancelCourier results in a second message
being sent to the courier rather than reversing the
sendingoftheoriginalmessage.ThePackOrderpro-
cess packs each of the items in the order in parallel.
Each PackItem activity is compensated by a corre-
sponding UnpackItem:
PackOrder  PAR i IN OrderItems
DO i.PackItem  i.UnpackItem)
In the case that a credit check fails, the FulﬁllOrder
process terminates with the courier possibly having
been booked and some of the items possibly having
beingpacked.Thereversalwillthenbeinvokedand
will result in the appropriate compensation activity
beinginvokedforthoseactivitiesthatdidtakeplace.
Application example without StAC compensation
mechanism. A StAC model of the order fulﬁllment
system that does not use the compensation mech-
anism is shown in Table 2. Here each primary ac-
Table 2 ABC example without compensation mechanism
ACME  AcceptOrder;
FulﬁllOrder;
IF not(okFulﬁllOrder) THEN Compensate
FulﬁllOrder  {WarehousePackaging
 (CreditCheck; IF not(okCreditCheck) THEN J)}
WarehousePackaging  PackOrder
 (BookCourier; CourierIsBooked : TRUE)
PackOrder  (PAR I IN OrderItems DO
i.PackItem; i.ItemIsPacked : TRUE)
Compensate  IF CourierIsBooked THEN CancelCourier;
(PAR i IN OrderItems DO
IF i.ItemIsPacked THEN i.UnpackItem);
RestockOrder
IBM SYSTEMS JOURNAL, VOL 41, NO 4, 2002 CHESSELL ET AL. 749tivity sets a ﬂag on completion indicating that it has
beenexecuted.TheexplicitCompensateprocessuses
these ﬂags to determine which compensation activ-
ities should be invoked. This style has a number of
disadvantages.Extravariablesneedtobeintroduced
to record which activities have taken place, and the
applicationmodelerneedstodeﬁnetheoverallcom-
pensation behavior explicitly.
The most signiﬁcant disadvantage of not using the
compensationmechanismisthatprocessreuseisse-
verely hampered. In order to model the compensa-
tion mechanism explicitly, the application modeler
needs to be aware of all activities that require com-
pensation and what their compensation is. On the
otherhand,usingthecompensationmechanismpro-
videdbyStAC,anapplicationmodelercanreusean
entire process deﬁnition, which may have compen-
sation pairs embedded within it, without knowing
what compensation is required. If reversal is re-
quired, the application modeler simply invokes the
reversaloperator,andthecompensationmechanism
ofStACensuresthattheappropriatecompensation
is invoked on the reused process.
Multiple compensation
In this section we present some extensions to the
StAC language that allow a process to have several
simultaneouscompensationtasksassociatedwithit.
A process decides to which task to attach compen-
sationactivities,andindividualtaskscanbeaccepted
or reversed. This contrasts with the language pre-
sented in the previous subsection,“Scoping of com-
pensation,” where scoping is hierarchical and each
scope has a single implicit compensation task.
Todistinguishdifferentcompensationtasks,thecom-
pensation pair and the acceptance and reversal op-
eratorsareindexed.TheStAClanguageisextended
as follows:
Process i Process Indexed Compensation Pair
ai Indexed Accept
vI Indexed Reverse
In the extended language, process P i Q has P as
its primary task and, when P completes, compensa-
tion Q is remembered on compensation task i. The
instruction to accept (i.e., clear) compensation task
i is given by ai, whereas the instruction to reverse
(i.e.,execute)compensationtaski isgivenbyvi. The
compensation scoping brackets [ ] do not apply to
the indexed compensation operators.
To help illustrate indexed compensation, consider
the following example:
A1 1 B1; A2 2 B2; v1; A3 2 B3; v2
This process will invoke A1 and A2. The reversal
causes only compensation B1 to be invoked. Com-
pensation B2 will not be invoked at this stage be-
causeitisattachedtocompensationtask2,andonly
compensation task 1 is invoked by the ﬁrst reversal
operator. After the ﬁrst compensation, activity A3
is performed. Reversal is then invoked on compen-
sation task 2, which causes B3 followed by B2 to be
executed.
Thecompensationinformationofaprocessismain-
tainedbyacompensationfunctionthatforeachcom-
pensation task index returns the associated com-
pensation process. When the primary task of a
compensationpairconcludesitsexecution,thecom-
pensationtaskiscomposedinsequencewiththeorig-
inal compensation process for that task. For exam-
ple, consider the process
A1 1 B1; A2 1 B2
After the execution of A1, B1 is composed as the
compensation process for task 1. When the primary
task A2 has completed, the compensation task B2 is
composed sequentially with compensation process
B1. The resulting compensation for task 1 is the se-
quentialprocessB2;B1.Thereversalinstructionfor
task i invokes the compensation process for task i,
and the acceptance instruction for task i clears the
compensationprocessfortaski. Thenonindexedver-
sion of StAC can be modeled by the indexed ver-
sion.Thescopingbrackets(seetheprevioussubsec-
tion, “Scoping of compensation”) introduce a new
compensationtaskwithanemptycompensationpro-
cess, and all compensations within the brackets will
be added to the compensation process of that new
task.Inthesameway,allreverseandacceptinstruc-
tions within the brackets refer to the new compen-
sation task. When the process within the brackets
terminates,thecompensationprocessofthenewtask
will be composed in sequence with the compensa-
tion task of the surrounding process.
Utilizingthefacilityofmultiplecompensationtasks,
we introduce two idioms of multiple compensation,
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With selective compensation, the reversal selects
someactivitiestobecompensated,whilepreserving
the compensations for other activities. With alter-
nativecompensation,severalalternativecompensa-
tion tasks may be attached to an activity and the re-
versal chooses one of these alternatives for
invocation. We illustrate selective compensation
through a travel agency example, and alternative
compensation through a meeting scheduling exam-
ple.
Selective compensation: Travel agency example.
A travel agency (example taken from Reference 8)
offers on-line trip reservation services to its clients.
Aclientcancomposeanitinerarywithseveralﬂight,
car rental, and hotel reservations. The client is then
asked to decide whether he or she wants to reserve
anitineraryortoabortthereservation.Oncethecli-
ent’sorderhasbeenconﬁrmed,thereservationsfor
the ﬂights, car rentals, and hotels are made. Since
these reservations are independent, they are made
in parallel to speed up the overall process. If all the
reservations in the client’s itinerary are successful,
the ﬁnal itinerary is sent to the client, and this con-
cludesthetripreservationprocess.Otherwise,ifany
of the reservations fail, the client is contacted and
given the choice of selecting an alternative itinerary
or aborting the reservation.
Before presenting the model of the travel agency,
weintroducesomeextraconstructsoftheStAClan-
guage that are required for the example:
skip Null activity
Process Process Choice
Process  Activity Iteration
Theprocessskipdoesnothingandcompletesimme-
diately.
ThechoicebetweentasksP andQ isrepresentedby
P Q. This represents a choice between the initial
activities of P and the initial activities of Q and can
be used, for example, to model a menu choice of-
fered to a user. The initial activities of a process are
the ones that can be executed immediately. For ex-
ample, the initial activities of process
A1; A2 B1; B2
are activities A1 and B1, so the user has to choose
between executing A1 or B1.
At the beginning of each iteration of the process
PA, the user has to choose either to execute ac-
tivity A or process P. The selection of A terminates
the iterations. If A is not selected, P is executed.
In the travel agency, a trip is arranged by getting an
itinerary and continuing with the reservation:
Trip  GetItinerary; ContinueReservations
Getting an itinerary involves continually iterating
over offering the client the choice of selecting from
aﬂight,acar,orahoteluntilEndSelectionisinvoked:
GetItinerary  SelectFlight
SelectCar SelectHotel)
 EndSelection
ContinueReservations starts by making the reserva-
tions on the client’s itinerary. If some of the reser-
vationsfailed,theclientiscontacted;otherwise,the
process ends:
ContinueReservations 
MakeReservations;
IF okMakeReservations THEN EndTrip
ELSE ContactClient
Theﬂight,car,andhotelreservationsaremadecon-
currently:
MakeReservations  FlightReservations
 CarReservations
 HotelReservations
FlightReservations  PAR fI Nﬂights
DO f.FlightReservation
CarReservations  PAR c IN cars
DO c.CarReservation
HotelReservations  PAR h IN hotels
DO h.HotelReservation
TheFlightReservationprocessreservesasingleﬂight
using the ReserveFlight activity. The travel agency
uses two compensation tasks: compensation task S,
representingcompensationforreservationsthathave
beenbookedsuccessfully,andcompensationtaskF,
representingcompensationforreservationsthathave
failed. The choice of compensation task is deter-
mined by the outcome of the ReserveFlight activity.
Because we use two compensation tasks, instead of
having a compensation pair we have a compensa-
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sations Q1 and Q2. We model this triple with a con-
struction of the form:
P;I Fc THEN (skip 1 Q1) ELSE (skip 2 Q2)
If P makes c true, this is equivalent to P 1 Q1 with
Q1 being added to compensation task 1. If P makes
c false, this is equivalent to P 2 Q2 with Q2 being
added to compensation task 2.
The ﬂight reservation and its associated compensa-
tions is deﬁned as follows:
f.FlightReservation 
f.ReserveFlight;
IF f.okReserveFlight
THEN skip S  f.RemoveFlight
 f.CancelFlight)
ELSE skip F f.RemoveFlight
Thef.RemoveFlightactivityremovesﬂightf fromthe
client’s itinerary. The f.CancelFlight activity cancels
the reservation of ﬂight f with the airline. The car
and hotel reservations are deﬁned similarly and are
omitted here.
The ContactClient process is called if some reserva-
tions fail. The client is offered the choice between
continuing or quitting:
ContactClient  Continue; vF; Trip
Quit; vS  vF
In the case that the client decides to continue, re-
versalisinvokedoncompensationtaskF, thefailed
reservations.Thishastheeffectofremovingallfailed
reservations from the client’s itinerary. Compensa-
tion task S is preserved because the successful res-
ervations may need to be compensated at a later
stage. In the case that the client decides to quit, re-
versal is invoked on both compensation tasks. This
has the effect of removing all reservations from the
client’s itinerary and canceling all successful reser-
vations.
Finally, the trip reservation is ended by accepting
both compensation tasks:
EndTrip  aS  aF
Ingeneral,byselectivecompensation,wemeanthat
some compensations can be reversed selectively,
whereas the remaining compensations are main-
tained.Wehavemodeledtheselectioncriteriainthe
travel agency by using two compensation tasks and
deciding immediately, when the primary process is
complete, to which of these tasks to add the com-
pensation. We then invoke the compensations se-
lectively by selecting the appropriate compensation
task.
An important feature of selective compensation is
that those compensations that are not selected for
reversal are preserved. This feature makes it difﬁ-
cult to model selective compensation in the subset
of StAC that does not support interleaved compen-
sation tasks (and difﬁcult to implement in the cur-
rent form of BPBeans).
Modeling the travel agency without the StAC exten-
sions. Table 3 presents a StAC model of the travel
agency without using multiple compensation tasks.
Processes that are identical in both models of the
travel agency are not described, for example, Trip,
GetItinerary.Thenewmodelofthetravelagencyhas
a single implicit compensation task instead of hav-
ing two compensation tasks, one for successful res-
ervations and another for failed reservations. Here
thecompensationforReserveFlightistheconditional
process DeleteFlight.I ft h eﬂight has been booked
successfully,thecompensationhastocanceltheres-
ervationandremovetheﬂightfromtheclient’sitin-
erary.Otherwise,thecompensationjustremovesthe
Table 3 Travel Agency example without the StAC
extensions
Trip  ...
GetItinerary  ...
ContinueReservations  MakeReservations;
IF okMakeReservations
THEN a
ELSE ContactClient
MakeReservations  ...
...  ...
f.FlightReservation  f.ReserveFlight  f.DeleteFlight
f.DeleteFlight  IF f.okReserveFlight
THEN f.RemoveFlight
 f.CancelFlight
ELSE f.RemoveFlight
ContactClient  Continue; v; Trip
Quit; v
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failed, the client is contacted, and in the case that
the client decides to continue, reversal is invoked,
causing the cancellation of all the services in the cli-
ent’sitinerary,includingallsuccessfulbookings.This
approach has the disadvantage of not retaining the
reservations that were successful. Instead of allowing
the client to replace just the part of the itinerary that
failed with another alternative itinerary, the client has
to choose the complete itinerary all over again.
Although it is possible to describe the travel agency
withoutmultiplecompensation,theresultingmodel
has a different behavior. It is not possible to model
the cancellation of part of the itinerary, while main-
taining the compensation information for success-
ful bookings, with a single compensation task.
Thebehaviorofthetravelagencymodelwithoutex-
tensions is very similar to the travel agency example
presented in Reference 8 (pages 259–274). In Ref-
erence 8 the authors use spheres of compensation
todelimittheextentoftheabortinstruction.Abort-
ing will only invoke compensations that are inside
thatsphereofcompensation.Giventhatreservations
are made concurrently, they have to belong to the
samesphereofcompensation,whichcausesthecan-
cellation of the whole itinerary in the case of failed
reservations.
With selective compensation it is possible to orga-
nizethecompensationinformationintoseveralcom-
pensations tasks, where each one of those tasks can
later be reversed or accepted independently of the
others.
Alternativecompensation:Meetingschedulingex-
ample. In this example, the goal is to select a date
forameetingforwhicheveryoneintheteamisavail-
able. A set of possible dates is proposed based on
theavailabilityofthemeetingroom.Everymember
of the team suggests possible dates from this initial
set.Ifanagreementisreached,themeetingissched-
uled; otherwise it will be canceled.
The top-level process is deﬁned as a sequence of
threeprocesses.First,asetofpossibledatesonwhich
theroomisavailableisselected.Next,theteamchooses
possibledatesforthemeeting.Finally,adateisselected
for the meeting and the meeting is scheduled.
ArrangeMeeting  CheckRoom; CheckTeam;
Decide
Inthisexample,compensationisusedinanovelway.
Insteadoftheusualuseofcompensationwhenthere
is a failure or a change of plan, here compensation
isusedtoperformapositivetask.Thearrangemeet-
ingapplicationusestwocompensationtasks:CFand
CL. CompensationtaskCFrepresentsactivitiesthat
need to be conﬁrmed, like the booking of the room
or a date for the meeting. Compensation task CL
represents activities that need to be canceled.
ProcessCheckRoomhasacompensationpairwithin
anothercompensationpair.Inpractice,itmeansthat
the date selection has two compensation activities:
compensation ConﬁrmRoom in the task CF and
compensation CancelRoom in task CL.
CheckRoom  SelectPossibleDates
CF ConﬁrmRoom)
CL CancelRoom
TheSelectPossibleDatesactivitychoosesasetofdates
wherethemeetingroomisavailableandtemporarily
books the room for those dates. The compensation
activity ConﬁrmRoom will conﬁrm the booking of a
single date for the room and remove all the remain-
ing dates. The compensation activity CancelRoom
will remove all the dates temporarily booked.
Eachmemberoftheteamsuggestsseveraldatesfor
the meeting:
CheckTeam  PAR t IN team DO
t.SuggestDates
CF t.ConﬁrmDate)
CL t.CancelDate
IntheSuggestDatesactivity,thememberchooseshis
orheravailabledatesfromthepossibledatesforthe
meeting,andthosedateswillbeinsertedinthemem-
ber’s diary. The compensation activity ConﬁrmDate
conﬁrmstheﬁnaldateforthemeetingandremoves
the remaining dates from the diary. The compen-
sation CancelDate cancels all dates for the meeting
in the diary.
TheprocessDecideveriﬁesthatthereisadatewhere
allteammembersareavailable.Inthiscasethebook-
ingofthemeetingisconﬁrmed,otherwisethemeet-
ing is canceled:
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THEN vCL; aCF
ELSE SelectDate; vCF;
aCL
WhenemptyDatesistrue,themeetinghastobecan-
celed,asthesetofdatesacceptabletoallteammem-
bersisempty.Thisisachievedbyreversingcompen-
sationtaskCLandacceptingcompensationtaskCF.
The reversal of compensation task CL will remove
the temporary bookings of the meeting room and
clear the suggested dates from the team members’
diaries.WhenemptyDatesisfalse,compensationtask
CF is reversed, and CL is accepted. The reversal of
CF will conﬁrm the booking of the room and the
meeting date on each member’s diary.
The distinctive feature in alternative compensation
is that activities can have several alternative com-
pensation activities remembered for them simulta-
neously.Lateradecisionismadeaboutwhichofthe
compensations attached to an activity should be in-
voked.
Inthisexample,thecompensationmechanismisused
to perform a positive task and not just a compen-
sating task. All the conﬁrmations are performed by
invokingthereversalonthecompensationtaskCF.
In this case, reversal is not invoked with the inten-
tion of correcting some failure.
Discussion
Thefollowingsubsectionsreviewrelatedworkinthe
area of transaction compensation, discuss StAC ex-
tensions to compensation, relate compensation and
ACIDtransactions,andcomparecompensationwith
exception-handling mechanisms.
Related work. In the saga construct introduced in
Reference 4, transactions are nonhierarchical and
purely sequential. Compensation activities are ex-
pected to undo the effect of the associated primary
activity so that the atomicity of transactions is pre-
served, and compensation would normally be in-
voked when there is a failure in a system. In StAC,
transactionsarenotatomic,sincethereisnorequire-
ment for compensation activities to semantically
undo the effect of primary activities with which they
are associated. Instead, the application or compo-
nentdevelopermustdecideontheappropriatecom-
pensation to be associated with primary activities.
Thedecisionaboutwhetherandwhentoinvokecom-
pensation takes place at the application level rather
than being based on system failure. This means that
compensation can be used to achieve some desired
behavior in the event of “nonfailing” outcomes, as
well as to recover from failure.
In nested transactions
9 a transaction is decomposed
into a hierarchy of subtransactions. Each subtrans-
actioncaneithercommitorrollback,andthe“com-
mit”willonlytakeeffectwhenitsparenttransaction
(thetransaction’spredecessorinthehierarchy)com-
mits. The rollback of a transaction causes all of its
subtransactions to roll back. The tree structure of
nestedtransactionscreatesasimilarstructuretothe
StAC compensation scoping: invoking an accept or
rejectinstructionwithinaStACcompensationscop-
ing will only affect the processes inside that scope;
similarly invoking a commit or a rollback within a
nestedtransactionwillonlyaffectitssubtransactions.
AdifferencebetweenStACandnestedtransactions
lies in the fact that in StAC the occurrence of an ac-
ceptinstructioninacompensationscopetakesplace
immediately and is not dependent on the outcome
ofitspredecessorinthehierarchy.SimilarlytoStAC,
in open nested transactions,
10 which are a general-
ization of nested transactions, subtransactions can
commit or abort independently of their predeces-
sor. Considering that a transaction can be aborted
afterseveralofitssubtransactionshavealreadycom-
mitted,opennestedtransactionsrequireacompen-
sation function for each subtransaction. The com-
pensation function has to semantically undo the
effects of committing its corresponding transaction.
In both nested and open nested transactions the in-
vocation of rollback is based on system failure,
whereasinStAC,compensationisdeterminedbythe
application. StAC provides a more precise deﬁni-
tionofthenestingandscopingofcompensationthan
nestedoropennestedtransactions,aswellasamore
precisedeﬁnitionoftherelationshipbetweentheex-
ecution of sequential and concurrent primary activ-
itiesandtheircorrespondingcompensations.Besides
that, StAC features, such as nonatomic compensa-
tion and multiple compensation tasks, are not rep-
resented in nested or open nested transactions.
Amoreformalapproachthatattemptstoovercome
the limitations of ACID transactions is presented in
Korth et al.
11 The authors introduce the notion of
compensatingtransactions;thesetransactionsallow
accesstouncommitteddataandundoingofcommit-
ted transactions. Compensation is formalized in
terms of the properties it has to guarantee: a com-
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execution of the associated transaction, so that the
state of the system after the compensation must be
identical to the state before the execution of the
transaction. This notion of compensation is very re-
strictiveandforreal-worldactions(e.g.,ﬁringamis-
sile, sending a letter) is impossible to achieve. Be-
sidesthis,theirapproachdoesnotprovidealanguage
as StAC does; instead the focus is on properties of
compensation.
ConTracts
12,13 isamorestructuredapproachtocom-
pensation. In ConTracts a system is described as a
setofsteps(actionsoroperations)thatareexecuted
accordingtoascript(controlﬂowdescription).Each
stepmusthaveanassociatedcompensationthatwill
beinvokedexplicitlybytheuserwithinaconditional
instruction: if the outcome of a step is false, then
theassociatedcompensationisexecuted.Inthisap-
proach, a compensation step has to semantically re-
versetheeffectsoftheassociatedstep,whichcanbe
more than just undoing. Although compensations
may not be atomic, each step can only have a single
compensation. ConTracts does not have equivalent
instructionstotheStACacceptanceandreversal,and
consequently in ConTracts compensation has to be
explicitly invoked.
Reference 14 describes the basic constructs that a
workﬂow speciﬁcation language should support,
namelysequence,iteration,splits(ANDand OR),and
joins(ANDand OR).StACsupportsthosebasiccon-
structsdirectly.Forexample,workﬂow AND-splitand
OR-spitarerepresentedinStAC,respectively,bypar-
allel and choice constructs. Furthermore, StAC can
alsomodelmostoftheadvancedworkﬂowconstructs
described in Reference 15, such as implicit termi-
nation and multiple instances. This indicates that
StACisasuitableworkﬂowmodelinglanguagewith
the advantage of having a formal semantics. Most
workﬂowlanguagesfollowatransactionalapproach
torecovery,whichoverlapswiththerelatedworkwe
already discussed. A different approach to recovery
in the domain of workﬂow systems is presented in
Reference 16. The authors’ approach combines
transaction atomicity with the concept of exception
handling present in some programming languages
such as C		 or Java. When an exception is raised,
the signaler is replaced by an alternative activity,
while the system has to undo all changes made by
the signaler using spheres of atomicity. In this ap-
proach the overall process has to be atomic, so that
itcanbepossibletosemanticallyundoallitseffects.
A process speciﬁcation has to verify several prop-
ertiesinordertoguaranteeitswell-formedness.Be-
causeofthecombinationofexceptionhandlingand
spheres of atomicity, these properties are complex
and difﬁcult to verify. As we show, exception han-
dling can be formally modeled in StAC without the
complexity of Reference 16.
StAC extensions to compensation. This section
summarizesStAC(andBPBeans)extensionstocom-
pensation and at the same time highlights the dis-
tinctions between StAC and other languages that
supportcompensation.Wefocusthecomparisonon
the ConTract model, because it is the model with
most similarities with StAC.
Nonatomic compensations. In both BPBeans and
StAC, a compensation can be a complex process.
StAC broadens the BPBeans functionality of com-
pensation by allowing the use of nested compensa-
tion,sothatcompensationcanitselfbecompensated.
In ConTract compensation can be a complex pro-
cess, but nested compensation is not permitted.
Compensation invocation at the application level. In
BPBeansandStAC,theinvocationofcompensation
isdoneattheapplicationlevelinsteadofbeingbased
on the occurrence of a system failure. In ConTract
compensationcanbeinvokedattheapplicationlevel,
although it has to be made explicitly because Con-
Tract does not have instructions equivalent to the
StAC acceptance and reversal instructions.
Multiple compensation.Themostdistinctivefeature
in StAC is multiple compensation, which allows a
process to have several independent compensation
tasks. Neither ConTracts nor any other approach
mentionedintherelatedworkcoversmultiplecom-
pensation.
CompensationandACIDtransactions.Weconsider
the relationship between compensation and ACID
transactions. In many cases, the basic activities of a
long-running BPBeans transaction will themselves
be ACIDtransactions.Theisolationpropertyof ACID
transactionswillbeparticularlyimportantinthecase
of concurrent activities. For example, a basic activ-
ity may involve updating a database—which means
that the basic activity should be isolated from other
concurrent activities that access the same data until
the basic activity has completed.
When specifying ACID transactions involving some
complex business logic, it may be convenient to use
the compensation mechanism as part of the ACID
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pensation extends beyond an ACID transaction. For
example, an ACID transaction that updates a data-
base could also include the automatic sending of an
e-mail during the transaction. The e-mail could be
compensated by the sending of another e-mail. The
compensation could extend beyond the ACID trans-
actioninthatthecompensatione-mailmightbesent
afterthe ACIDtransactionhascommitted.Although
embeddedinan ACIDtransaction,thesendingofthe
original e-mail is not itself transactional in nature,
so allowing its compensation to extend beyond the
ACID transaction is reasonable.
Compensationandexceptionhandling.Sincecom-
pensation can be used to deal with exceptions, it is
instructivetocomparethecompensationmechanism
with exception-handling mechanisms found in pro-
gramminglanguagessuchasJava.Ingeneral,excep-
tion-handlingmechanismshavethreeimportantfea-
tures: a means of jumping out of the ﬂow of control
(the throw statement in Java), a means to deﬁne the
scope of the jump (the try statement in Java), and
a means to provide code to handle the occurrence
of exceptions (the catch statement in Java). All of
thesefeaturesarepresentinStAC,withprocesster-
mination providing a means of jumping out of the
ﬂowofcontrol,andcompensationprovidingameans
of deﬁning behavior that handles exceptions. There
are,however,anumberofdifferencesbetweenStAC
and exception handling in programming languages.
In StAC, the termination mechanism is completely
separate from the compensation mechanism in that
the ﬂow of control is exited using the termination
statement,whereasthecompensationbehaviorisin-
voked using the reversal operator. In programming
languages,thesefunctionsarecombinedintherais-
ing of an exception, which results in the ﬂow of con-
trol being exited and the exception handling code
being executed.
In StAC, the primary behavior and the compensa-
tion behavior are packaged together as compensa-
tionpairs,andthecompensationmechanisminvokes
all the compensation activities as required. This is
more difﬁcult to achieve in programming languages
when several compensation activities are required.
For example, consider the StAC process
A1  B1; A2  B2; v
Representingthisbehaviorusingexceptionhandling
would require code of the form:
try {A1;
try {A2;
throw e}
catch(e) {B2; throw e}}
catch(e) {B1}
Here the compensation activity B1 has been sepa-
ratedfromtheprimaryactivityA1.Also,thesequenc-
ing of the exception handling needs to be made ex-
plicit by raising a further exception after B2.
Anotherimportantdifferenceisthatthetermination
and compensation mechanisms in BPBeans and
StACworkacrossconcurrentactivitiesaswellasse-
quential activities, whereas exception handling in
programminglanguagesonlyworkswithinsinglese-
quential threads.
Conclusion
Compensation is an essential feature of many bus-
iness processes and the compensation mechanisms
providedbyBPBeansandStACallowcompensation
to be represented and considered as part of a high-
level business process model. The mechanisms are
powerful in that they automatically take care of re-
memberingandsequencingcompensationactivities.
As explained in the previous subsection, “Applica-
tion example without StAC compensation mecha-
nism,”thecompensationpairandthereversalmech-
anisms contribute to the reusability of business
components by freeing an application developer
from having to be aware of the compensations re-
quiredbyareusableprocesscomponent.Thisallows
for ﬂexibility in constructing models and systems.
BPBeans is a feature of IBM’s WebSphere that sup-
ports the construction of business systems from En-
terprise JavaBeans** and comes with a run-time
environment that implements the compensation
mechanisms. StAC is a modeling language that was
developedinordertoexplorethesemanticsofcom-
pensation in a more rigorous way. The formal se-
mantics of StAC is described in Reference 7. The
designofStACwasoriginallybasedonthecompen-
sation mechanisms provided by a prototype version
of BPBeans. The formal nature of StAC allowed
someambiguitiestobeidentiﬁedandthenclariﬁed,
especiallyscopingissues.Thesethenledtoimprove-
ments in the design of BPBeans.
The simplicity of StAC also allowed us to explore
some more general forms of compensation, leading
totheselectiveandalternativecompensationidioms.
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gest that they are useful concepts, and the addition
of selective and alternative compensation to BP-
Beans is being considered.
Currentlywearecontinuingtoexploretherelation-
ship between ACID transactions and the use of com-
pensation mechanisms within ACID transactions.
Whether compensation can be used to implement
all ACID transactions is an open question. We are
also investigating the use of compensation for ex-
ceptionhandlinginprogramming.Compensationhas
the potential to provide a more modular approach
to exception handling, as well as providing excep-
tion handling across concurrent activities.
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