This paper establishes a discretization scheme for a large class of stochastic differential equations driven by a time-changed Brownian motion with drift, where the time change is given by a general inverse subordinator. The scheme involves two types of errors: one generated by application of the Euler-Maruyama scheme and the other ascribed to simulation of the inverse subordinator. With the two errors carefully examined, the orders of strong and weak convergence are derived. Numerical examples are attached to support the convergence results.
Introduction
Time-fractional versions of classical Kolmogorov or Fokker-Planck equations have been widely used to study dynamics of anomalous diffusions observed in e.g. physics [17, 24] , finance [8, 13] , hydrology [2] , and cell biology [21] . Such fractional partial differential equations are known to be connected with limit processes arising from certain weakly convergent sequences or triangular arrays of continuous-time random walks. These limit processes are time-changed Lévy processes, where the time changes are given by the inverses of certain subordinators (see [15, 16] for details).
In [9] , the authors identify a wide class of stochastic differential equations (SDEs) whose associated Kolmogorov-type equations are time-fractional distributed order pseudodifferential equations, where the driving processes of the SDEs are time-changed Lévy processes. In connection with these SDEs, a detailed discussion of stochastic integrals and SDEs driven by time-changed semimartingales is provided in [12] . A recent work [22] employs a continuous-time random walk approach presented by [4] to construct sequences which converge weakly to stochastic integrals driven by time-changed stable Lévy processes, where the time change is given by the inverse of a stable subordinator.
In this paper, combining the duality principle established in [12] (see Lemma 1 in Section 2) with an idea of approximations of inverse subordinators described in [14] , we will present a discretization scheme for a large class of SDEs driven by a time-changed Brownian motion which are of the form Y (t) = y 0 + 
σ(E(r), Y (r)) dB(E(r)),
where B is a Brownian motion and E is an independent time change given by an inverse subordinator with infinite Lévy measure (to be precisely defined in Section 2). Our approximation scheme extends a scheme presented in Section III of [7] to SDEs of the above form with general time-dependent coefficients and time changes; in that paper, the coefficients are b(t, x) ≡ b(x) and σ(t, x) ≡ 1 and the time change E is the inverse of an exponentially tempered stable subordinator. Moreover, we will establish both strong and weak convergence of our approximation process to the exact solution of the above SDE with the respective orders of convergence specified, which is not investigated in [7] and hence serves as the main contribution of this paper.
The rest of the paper is organized as follows. Section 2 provides preliminary facts concerning SDEs driven by a time-changed Brownian motion, the Euler-Maruyama scheme, and approximations of inverse subordinators. Discussions are given with emphasis on analysis of two types of errors: one generated by the Euler-Maruyama scheme and the other ascribed to the approximation of the inverse subordinator. Based on the error estimates, Section 3 establishes the main results of this paper; i.e. strong and weak convergence along with their respective orders. Numerical examples that support the convergence results are given in Section 4.
Preliminaries
This section provides necessary backgrounds and derives some error estimates which will be needed in the subsequent sections. Throughout the paper, we fix a complete probability space (Ω, F , P) with a filtration (F t ) t≥0 satisfying the usual conditions.
SDEs driven by a time-changed Brownian motion
Let D be an (F t )-adapted subordinator with Laplace exponent ψ and Lévy measure ν; i.e. D is a one-dimensional nondecreasing Lévy process with càdlàg paths starting at 0 and Laplace transform
with a ≥ 0 and
We assume that the Lévy measure is infinite, i.e. ν(0, ∞) = ∞, which implies that D has strictly increasing paths with infinitely many jumps (see e.g. Theorem 21.3 of [20] ). Let E be the inverse of D; i.e.
Since D has strictly increasing paths, the process E, called an inverse subordinator, has continuous, nondecreasing paths. Moreover, E is a continuous (F t )-time change (see e.g. Lemma 2.7 of [12] ) and hence the time-changed filtration (F E(t) ) t≥0 is well-defined. Let B be an m-dimensional (F t )-adapted Brownian motion starting at 0. The timechanged Brownian motion B • E is widely used to model subdiffusions, where particles spread more slowly than the classical Brownian motion particles do. In particular, the particles represented by B • E are trapped and immobile during the constant periods of E. Consider the SDE
where y 0 ∈ R d is a non-random constant, and
are measurable functions for which there is a positive constant K such that
for all x, y ∈ R d and s, t ≥ 0, where γ is a fixed positive constant and | · | denotes the Euclidean norms of appropriate dimensions. Here, the stochastic integrals appearing in SDE (3) are understood within the framework of stochastic integrals driven by semimartingales as the integrators E and B • E are both (F E(t) )-semimartingales due to Corollary 10.12 of [10] . The initial value y 0 is taken to be a non-random constant only for simplicity of discussions; all the results appearing in this paper can be easily generalized with a random initial value satisfying appropriate conditions such as existence of moments.
Note that under conditions (4) and (5), SDE (3) has a unique strong solution Y on [0, ∞) (see Theorem 7 in Chapter V of [19] ; also see Lemma 4.1 of [12] ). In some cases, the Kolmogorov-type equation associated with the solution Y is known. For example, if D is a β-stable subordinator independent of the Brownian motion B, and if b and σ are autonomous coefficients satisfying some regularity conditions, then the function u(t,
x . See Theorems 3.5 and 3.6 of [9] for details and generalizations of this fact.
Condition (6) , which necessarily holds for autonomous coefficients, is needed to obtain Proposition 3, which will be used to derive convergence results in Theorems 11 and 13. It is also worth noting that E and B •E are non-Markovian and do not have independent or stationary increments (see [15] ), which makes it difficult to simulate sample paths of the solution Y to SDE (3) via direct applications of well-known approximation schemes such as the Euler-Maruyama scheme.
The duality principle in [12] reveals a deep connection between SDE (3) and the classical Itô SDE
Lemma 1 (Duality principle [12, Theorem 4.2] ). Suppose that b(t, x) and σ(t, x) satisfy conditions (4) and (5). If Y is the unique solution to SDE (3), then the time-changed process X := Y • D is an (F t )-semimartingale which is the unique solution to SDE (7).
On the other hand, if X is the unique solution to SDE (7), then the time-changed process Y := X • E is an (F E(t) )-semimartingale which is the unique solution to SDE (3).
Note that the continuity of the sample paths of E is necessary for the duality principle to hold (see Example 2.5 of [12] ). Therefore, the results to be presented in this paper cannot be immediately extended to the case where the Lévy measure of D is finite (in which case the inverse E has jumps and the duality principle no longer holds).
This paper presents a discretization scheme for the solution Y to SDE (3) on a fixed interval [0, T ] under the assumption that the Brownian motion B is independent of the subordinator D. The scheme is two-fold -to apply the Euler-Maruyama scheme to SDE (7) to construct a process X δ approximating the solution X (see (9) - (10)), and to approximate the inverse subordinator E by a process E δ to be defined in (26) (which was originally introduced in [14] ). Here, δ ∈ (0, 1) denotes the equidistant step size to be taken in our discretization scheme. The duality principle (Lemma 1) suggests the use of the composition Y δ := X δ • E δ as a process approximating the solution Y of SDE (3), but to guarantee the reliability of our approximation scheme, we must carefully analyze two different errors: one generated by the Euler-Maruyama scheme and the other due to the approximation of the inverse subordinator. The rest of the section will be devoted to derivations of some estimates on these errors.
The Euler-Maruyama scheme
For a fixed δ ∈ (0, 1), we apply the Euler-Maruyama scheme to SDE (7) on the positive real line [0, ∞) by choosing discretization times
with equal step size δ, and then setting
for n = 0, 1, 2, . . .. A continuous-time process X δ = (X δ (t)) t≥0 is defined by continuously interpolating the discrete-time process (X δ (τ n )) n=0,1,2,... by
The interpolation is for a theoretical purpose only and the information of the interpolated values is not used for simulation of sample paths of the solution Y of SDE (3) (see Section 4 for details). It is known that the Euler approximation with γ = 1 in condition (6) has the order of (uniform) strong convergence 0.5. The exact statement is provided in the following lemma, which appears in [11] . 
Note that we must assume condition (6) with γ = 1 here, which is not needed to simply guarantee the existence of a unique strong solution X to SDE (7) . The proof of this lemma provided in [11] allows the constant A in (11) to depend on the time horizon T * . However, to obtain the main results of this paper, we need to refine the above statement in such a way that the processes X and X δ are defined on the positive real line [0, ∞) (rather than on any bounded interval [0, T * ]) and that A in (11) depends on t (rather than on any fixed time horizon T * ). More precisely, the following improved version of Lemma 2 will be required. Proposition 3. Let X be the solution to SDE (7) on the positive real line [0, ∞) satisfying conditions (4), (5) and (6). For a fixed δ ∈ (0, 1), let X δ be the process on [0, ∞) defined in (9)- (10) . Then there exists a positive constant C not depending on δ or t such that
To prove Proposition 3, we will need the following simple lemma, which will be employed to derive Theorem 11 as well.
Lemma 4. Let X be the solution to SDE (7) on [0, ∞) satisfying conditions (4) and (5). Then for any δ ∈ (0, 1) and any two time points s and t such that 0 ≤ t − s ≤ δ,
where C is a constant not depending on δ or t.
Proof. For notational simplicity, we give a proof only in the case when d = m = 1; a multidimensional generalization is straightforward. For s and t such that 0 ≤ t − s ≤ δ(< 1), it follows from the integral representation (7), the Cauchy-Schwartz inequality, and condition (5) that
Since the initial value for SDE (7) is assumed non-random, for each ℓ ∈ N, there exists a constant C depending on ℓ and K but not on r such that
see e.g. Theorem 4.5.4 of [11] . Using this estimate with ℓ = 1, we obtain
which completes the proof.
Proof of Proposition 3. Again, for notational simplicity, we provide a proof only in the case when d = m = 1. The definition of the process X δ in (9)- (10) implies that
where n r := max{n = 0, 1, 2, . . . ; τ n ≤ r} so that τ nr = τ n whenever r ∈ [τ n , τ n+1 ]. Let X(t) := X(t) − X δ (t). Using the integral representations (7) and (15), we observe that
where [X,X] denotes the quadratic variation process ofX (see e.g. [19] ). To deal with the last three terms separately, we write
where I i (t) denotes the expectation of the supremum over s ∈ [0, t] of the ith term.
As for the term I 3 (t), first note that conditions (4) and (6) and the trivial fact that
Hence, by the inequality (x + y + z) 2 ≤ 3(x 2 + y 2 + z 2 ), the estimate (14) with ℓ = 1, Lemma 4, and the fact that 0 ≤ r − τ nr ≤ δ, it follows that
where C represents a generic positive constant depending only on K and y 0 (but not on t or δ), the value of which may change from line to line throughout the proof. Hence, using the fact that any polynomials in t are dominated above by functions of the form Ce Ct , we obtain I 3 (t) ≤ δ min(2γ,1) Ce Ct + C t 0 Z(r) dr. To derive an estimate for the term I 1 (t), use the trivial inequality 2xy ≤ x 2 + y 2 to observe that
An upper bound for the second term of the last line is easily obtained in a manner similar to the estimation of I 3 (t) above; consequently, an estimate of the form
Z(r) dr again follows. The term I 2 (t) can be estimated with the help of Burkholder's inequality (see e.g. Theorem 48 of Chapter IV of [19] ) as
where we used the inequality (xy) 1/2 ≤ x/(2C) + 2Cy for x, y ≥ 0. This upper bound for I 2 (t) and the estimation of I 3 (t) above together imply that
Z(r) dr. Now, the three estimated terms combined, we obtain
Application of the classical result on Gronwall's inequality (see e.g. Theorem 2 on p.353 of [18] ) yields an estimate of the form Z(t) ≤ δ min(2γ,1) Ce Ct , from which (12) follows immediately (with a different constant C).
Remark 5. 1) Although the statement of Theorem 10.2.2 of [11] (equivalent to Lemma 2 in this paper) requires condition (6) (with γ = 1) for all s, t ≥ 0, the estimate in (17) shows that, in order for Proposition 3 to hold for all δ ∈ (0, δ 0 ) for a fixed δ 0 ∈ (0, 1], it is sufficient to assume condition (6) for s, t ≥ 0 satisfying |s − t| ≤ δ 0 . This observation extends the class of coefficients of SDE (3) to which our approximation scheme applies.
2) Proposition 3 is not a consequence of a simple modification of the proof of Lemma 2 given in [11] ; if we followed that proof, then the upper bound in the estimate (12) would take the form Ce C(t 2 +t) δ min(γ,1/2) , which clearly grows faster as t → ∞ than the bound we derived in the above proof. The reason why we would obtain such a rough estimate is the following. The proof would start with the use of (7) and (15) to write (19) where Z(t) is as in (16) and
The first term on the right hand side of (19) would be estimated as
By the Cauchy-Schwartz inequality and condition (4), the third term on the right hand side is dominated above by K 2 t t 0 Z(r) dr. Due to the t appearing in front of the integral, the inequality (18) in the proof of Proposition 3 would be replaced by
Note that the presence of t + 1 (which cannot be dominated by a constant since we do not impose a time horizon for the values of t) prevents the use of the classical result on Gronwall's inequality. Instead, we could apply a generalized version of Gronwall's inequality given in Theorem 1 on p.356 of [18] (also see Remark 2 on p.357), which would yield a larger upper bound for Z(t) as follows:
We emphasize here that the sharper bound in (12) is essential for the establishment of Theorems 11 and 13; see item 3) of Remark 12.
The next two results form the main components of the proof of Theorem 14, which concerns weak convergence of our approximation scheme.
Lemma 6. Let X be the solution to SDE (7) on the positive real line [0, ∞) satisfying conditions (4) and (5). Let g ∈ C 2 (R d ) have derivatives of polynomial growth. Then for any δ ∈ (0, 1) and any two time points s and t such that 0 ≤ t − s ≤ δ,
Proof. For simplicity, we give a proof only in the case d = m = 1. By the Itô formula, we obtain
By condition (5) and the assumption that the derivatives of g have polynomial growth, the quantity inside the expectation on the right hand side is dominated by a polynomial of X(r). Hence, using the estimate (14), we obtain
Proposition 7. Let X be the solution to SDE (7) on the positive real line [0, ∞) with autonomous coefficients b(x) and σ(x) satisfying conditions (4) and (5). Assume further that the coefficients are in C 4 (R d ) and have derivatives of polynomial growth. For a fixed δ ∈ (0, 1), let X δ be the process on [0, ∞) defined in (9)- (10) . Let g ∈ C 4 (R d ) have derivatives of polynomial growth. Then there exists a positive constant C not depending on δ or t such that
Proof. Application of Theorem 14.5.1 of [11] with β = 1 provides the statement of this proposition but without specifying the upper bound in (20) as a function of t. Below we give a sketch of a proof in the case d = m = 1 to show how the upper bound depending on t emerges. The idea used in our proof is similar to that of the proof of Theorem 14.1.5 of [11] . For a fixed t > 0, the function u(s, x) := E[g(X(t))|X(s) = x], 0 ≤ s ≤ t, is known to satisfy the Cauchy problem
where
with derivatives of polynomial growth (see e.g. Section 14.5 of [11] ). By the Itô formula and the partial differential equation in (21) , it follows that the process u(t, X(t)) − u(0, X(0)) is a martingale, and hence, has zero expectation. Thus,
Therefore, using the Itô formula, the representation (15), and again the equation in (21), we obtain
The proof is complete once it is verified that h 1 (s) ≤ δCe Cs and h 2 (s) ≤ δCe Cs for some constant C not depending on δ or s.
Regarding h 1 (s), note that
where f (s, x) := b(x)∂ x u(s, x). To deal with the first term on the right hand side of (22), we apply the Itô formula to f (s, x) (which is possible because of the smoothness assumptions on the coefficients and the function g(x)) to observe that
Now, the following bounds are obtained by a manner similar to the proof of Theorem 4.5.4 of [11] with the help of the representation (15):
where C 1 and C 2 are positive constants depending on ℓ and K but not on r or δ. Using these bounds together with the polynomial growth condition, we obtain that
Cs for some constant C. A similar argument applies to the second term on the right hand side of (22) to again yield an upper bound of the form δCe Cs ; to verify this, we first condition on the sigma algebra F τn s to observe that
The rest of the argument is the same as above. Consequently, we obtain an estimate of the form h 1 (s) ≤ δCe Cs , as we hoped. A similar discussion yields h 2 (s) ≤ δCe Cs , which completes the proof.
Inverse subordinators
The following simple fact on inverse subordinators will play an important role in establishing the main results of this paper in Theorems 11, 13 and 14.
Lemma 8. Let E be the inverse of a subordinator D with Laplace exponent ψ in (1) and infinite Lévy measure. Then for all λ ∈ R and t ≥ 0,
In particular, for each t > 0, moments of E(t) of all orders exist and are given by
] denotes the inverse Laplace transform of a function g(s). Proof. Fix x > 0. By the definition of the inverse subordinator,
Taking the Laplace transform with respect to t on both sides, we obtain
where µ X = P • X −1 represents the distribution measure of a given random variable X, and L t [f (t)] and L t [µ(dt)] denote the Laplace transforms of a function f (t) and a measure µ(dt), respectively. The right hand side of the above identity being differentiable with respect to x, so is the left hand side, and
Hence, for a fixed λ ∈ R and for large s > 0 such that ψ(s) > λ (such s necessarily exists since the Lévy measure is assumed infinite), we obtain by the Fubini theorem that
This implies in particular that E[e λE(t) ] < ∞ for almost all t > 0, but since the sample paths of E are nondecreasing, this is indeed true for all t > 0. Therefore, for each fixed t > 0, moments of E(t) of all orders exist and
Now, for a fixed n ∈ N and any λ ∈ (−ǫ, ǫ), where ǫ > 0, we have the inequality
The right hand side is Laplace transformable as observed above, and therefore, taking derivatives with respect to λ in the identity (23) yields
Letting λ → 0 and using the dominated convergence theorem (again due to the above estimate) gives
Taking the inverse Laplace transform completes the proof.
Example 9. Let D β be a β-stable subordinator with β ∈ (0, 1) so that the Laplace exponent is given by ψ(s) = s β . Let E β be the inverse of D β . Then by Lemma 8, for each t ≥ 0 and n ∈ N,
where Γ(·) is the Gamma function. Moreover, for all λ ∈ R and t ≥ 0,
where E β (z) := ∞ n=0 z n /Γ(nβ + 1) is the Mittag-Leffler function, which is an entire function on C. Therefore, Lemma 8 can be regarded as a generalization of Proposition 1(a) iii) of [3] . Fix δ ∈ (0, 1) and T > 0. To approximate an inverse subordinator E on the interval [0, T ], we follow an idea presented in [7] to first simulate a sample path of the subordinator D, which has independent and stationary increments, by setting D(0) = 0 and then following the rule D((N + 1)δ) ).
(25)
Note that the N∪{0}-valued random variable N indeed exists since D(t) → ∞ as t → ∞ with probability one. To generate the random variables {Z i }, one can use algorithms presented in Chapter 6 of [5] ; also consult [1] for simulation of exponentially tempered stable random variables. Next, let
The sample paths of E δ are nondecreasing step functions with constant jump size δ and the ith waiting time given by
Indeed, it is easy to see that for n = 0, 1, 2, . . . , N,
In particular, (25) is equivalent to
The process E δ efficiently approximates E, as the following lemma shows.
Lemma 10. Let E be the inverse of a subordinator D with infinite Lévy measure. Let E δ be the process defined in (26). Then with probability one,
Proof. An original proof of this lemma is due to [14] . Here, we give a slightly different but simple argument to obtain the same result. Since the sample paths of E are continuous and nondecreasing and satisfy
comparison of (27) and (30) immediately gives the desired result.
An approximation scheme for SDE (3) and pertinent results on convergence
By the duality principle (Lemma 1), the solution Y to SDE (3) on a fixed interval [0, T ] can be expressed as X • E with X denoting the solution to SDE (7) on [0, ∞). Hence, it is reasonable to approximate Y by the process Y δ given by
where X δ is the process approximating X defined in (9)- (10) . Note that we defined X and X δ on the positive real line [0, ∞) (rather than on a fixed interval), and hence, the expressions Y = X • E and Y δ = X δ • E δ are both meaningful even though E and E δ can take all values in [0, ∞). This is why we established Propositions 3 and 7 with the time interval being [0, ∞).
On the other hand, Y and its approximation Y δ are defined on a finite interval [0, T ]. At the time horizon, the process Y δ takes the value Y δ (T ) = X δ (Nδ) due to (28). Hence, to generate a sample path of Y δ , we first find the integer N satisfying (25) and then construct X δ on the bounded interval [0, Nδ] using the finitely many discretization points {0, δ, 2δ, . . . , Nδ}. Details on how to conduct simulation will be summarized in Section 4. Now, a natural question to ask is whether Y δ converges to Y in some reasonable sense as δ → 0 and, if so, what the rate of convergence is. The following theorems answer this question.
Theorem 11. Let B be an m-dimensional Brownian motion independent of a subordinator D with infinite Lévy measure with inverse E. Let Y be the solution to SDE (3) on a fixed interval [0, T ] satisfying conditions (4), (5) and (6) . For a fixed δ ∈ (0, 1), let Y δ be the process defined in (31). Then
where C is a positive constant not depending on δ; thus, Y δ converges strongly to Y at the time horizon T with order min(γ, 1/2).
Proof. Note that the assumption that B is independent of D implies that the vectors (X, X δ ) and (E, E δ ) are independent. By (29), Proposition 3, and the independence assumption, we observe that
where C 1 is a positive constant not depending on δ. On the other hand, Lemma 4 along with (29) and independence implies that
Hence, by the triangle inequality,
An estimate of the form (32) now follows due to Lemma 8.
Remark 12. 1) Our approximation scheme extends the scheme presented in Section III of [7] to SDEs of the form (3) with general time-dependent coefficients and inverse subordinators. Moreover, that paper does not discuss the order of convergence of Y δ to Y . Thus, the result established in Theorem 11 of this paper is completely new.
2) The argument given in item 1) of Remark 5 also applies to Theorem 11 (and Theorem 13 below as well). Namely, to guarantee the statement of Theorem 11 to hold for all δ ∈ (0, δ 0 ) for a fixed δ 0 ∈ (0, 1], it is sufficient to assume condition (6) only for s, t ≥ 0 satisfying |s − t| ≤ δ 0 .
3) Recall item 2) of Remark 5, where we emphasized that our proof of Proposition 3 gives a sharper bound in (12) (i.e. Ce Ct δ min(γ,1/2) ) than the bound that would be obtained by a simple modification of the well-known proof of Lemma 2 in [11] (i.e. Ce C(t 2 +t) δ min(γ,1/2) ). Note that the rougher bound would not be sufficient to establish Theorem 11 for general inverse subordinators since the expectation E[e C(E 2 ψ (T )+E(T )) ] may be infinite, and hence, the upper bound in (33) may be meaningless. For example, consider the inverse E β of a β-stable subordinator D β with β ∈ (0, 1) discussed in Example 9. By the formula in (24) ,
where f (z) := ∞ n=0 a n z n , z ∈ C, with a n := (2n)!/(n!Γ(2nβ + 1)). Recalling Stirling's formula Γ(x + 1) ∼ √ 2π x x+1/2 e −x as x → ∞, we observe that, as n → ∞,
If β ∈ (0, 1/2), then the last expression diverges to infinity, and hence, the power series f (z) converges only at z = 0 due to the ratio test. Consequently, E[e
Instead of the Euler-Maruyama scheme, it is possible to use higher order strong Itô-Taylor approximation schemes to construct a process approximating the solution X of SDE (7) (see Section 10.6 of [11] ), but that does not improve the order of strong convergence of Y δ to Y since the estimate (34) remains unchanged.
The next theorem shows that the strong convergence of Y δ to Y discussed in Theorem 11 actually occurs uniformly over the entire interval [0, T ]. However, the proof provided below, which utilizes a result on modulus of continuity for stochastic integrals in [6] , does not provide the exact order of convergence. Proof. For a fixed u > 0, since x ≤ 2ux log(2u/x) for 0 < x < u, the ith component b i (t, x) of the drift coefficient of SDE (7) 
Note that the proof of Theorem 1 of [6] shows that the constant C in (35) can be taken independently of δ and the fixed time horizon u. Using (29), we observe that
where 1 U denotes the indicator function of a set U. Hence, it follows from the independence assumption and the estimate (35) with u = E(T ) and u = δ that
By the triangle inequality and the estimates (33) and (36),
Now, the obvious inequality log x < x for x > 0 together with Lemma 8 allows the use of the dominated convergence theorem to yield lim δ→0 E[δ log(4E(T )/δ)] = 0, which completes the proof.
Many practical situations do not require so strong a convergence of Y δ to Y as in Theorems 11 and 13, but may only need e.g. computation of moments at the time horizon T . In such cases, it is more reasonable to look for an upper bound for the quantity E[g(Y (T )) − g(Y δ (T ))] for some function g rather than the pathwise error estimate in (32). We know a priori from Theorem 11 and the mean value theorem that, as long as g is a function with a bounded derivative, the estimate
holds. However, as the following theorem shows, the upper bound can be improved under some smoothness assumptions on the function g and the coefficients of SDE (3). 
where C is a positive constant not depending on δ; thus, Y δ converges weakly to Y at the time horizon T with order 1.
Proof. By the triangle inequality,
Using Lemma 6 and Proposition 7 together with the independence assumption, we obtain
Since the expectations on the right hand side are finite due to (29) and Lemma 8, the proof is complete.
Remark 15. 1) Proposition 7 and Theorem 14 also apply to non-autonomous cases, which require additional smoothness assumptions on the coefficients (for details of this matter, see a discussion following Theorem 14.5.1 of [11] ).
2) The smoothness assumption on g may create issues in some applications. For example, to price a European call option with the underlying stock price following a timechanged analogue of a Black-Scholes SDE, g should be taken to be g(x) := max(x−K 0 , 0) for some constant K 0 (for details of option pricing and Black-Scholes SDEs, see e.g. [23] ). One way to deal with such situations is to apply Theorem 14 to some smooth functions approximating the non-smooth function g.
3) Using higher order weak Itô-Taylor schemes instead of the Euler-Maruyama scheme (see Section 14.5 of [11] for details) does not improve the order of weak convergence of Y δ to Y since the first term on the right hand side of the estimate (38) remains unchanged. 2) Simulate X δ using the Euler-Maruyama scheme at the finitely many discretization points {0, δ, 2δ, . . . , Nδ}.
3) Using 1) and 2), set
Note that the continuously interpolated values of X δ defined in (10) are never used in the above simulation steps; the interpolation was introduced solely for the purpose of deriving Propositions 3 and 7.
As a simple example with which to numerically verify the statements of Theorems 11 and 14, consider the SDE
with B being a one-dimensional Brownian motion and E being the inverse of an independent exponentially tempered stable subordinator D whose Lévy measure is given by ν(dx) = e −κx
x 1+β 1 x>0 dx, where β ∈ (0, 1) is the stability index and κ > 0 is a tempering factor.
Here we fix β = 0.95 and κ = 1 and employ an algorithm presented in [1] to generate sample paths of D. The solutions of SDE (7) and SDE (3) in this case are respectively given by X(t) = e B(t)−t/2 and Y (t) = X(E(t)) = e B(E(t))−E(t)/2 .
Note that it is not possible to generate sample paths of the exact solution Y = X • E since there is no way to realize sample paths of the exact time change E. With this in mind, we compare in Figure 1 the sample path behavior of the "near-exact" solution X • E δ (instead of the exact solution Y = X • E) with that of the approximation process Y δ = X δ • E δ with the equidistant step size δ = 10 −3 , where the underlying path of the discretized time change E δ is also provided for reference. Note that because of the way the processes are constructed, the three trajectories share the same constant periods.
To carefully examine the order of convergence, for different values of δ, we generated 300 sample paths for each of the near-exact solution and the approximation. We then calculated the following two errors at the time horizon T = 1: STERR(δ) := 1 300
|X(E δ (T ))(ω i ) − X δ (E δ (T ))(ω i )|; WKERR(δ) := 1 300
X(E δ (T ))(ω i ) − 1 300 where ω i represents the ith realization. Here, STERR(δ) and WKERR(δ) are unbiased estimates for the theoretical errors involved with strong convergence in (32) and weak convergence with g(x) = x in (37), respectively. Namely, STERR(δ) gives an estimate for E[|X(E δ (T )) − X δ (E δ (T ))|], which is dominated by Cδ 1/2 due to Theorem 11, while WKERR(δ) is for
which has the upper bound Cδ by Theorem 14. Figure 2 gives a plot of log 2 (STERR(δ)) against log 2 δ with δ = 2 −10 , 2 −9 , 2 −8 , . . . , 2 −3 . It shows a linear trend with least squares slope being 0.5338. This is slightly higher than 0.5, which is the largest possible slope suggested by the estimate (32) . On the other hand, Figure 3 provides a plot of log 2 (WKERR(δ)) versus log 2 δ, for which the least squares slope turns out to be 1.1882. This is close to 1.0 as suggested by (37). As the number of paths generated increases, the corresponding least squares slopes are expected to approach 0.5 and 1.0, respectively.
