generally not valid in animal breeding programs as the better sires are usually evaluated in the 126 better herds (FOULLEY et al. 1990) . A similar stratification can be observed in genetic evalua-127 tion trials performed by plant breeders where late and therefore higher yielding individuals are 128 generally tested in geographical regions with longer growing seasons. As a consequence, BLUP-129 based genomic selection routines will be less efficient, while marker-trait association studies will 130 TABLE 1 Example of a disconnected sire × herd design taken from Kennedy and Trus (1993). The cell numbers indicate how many offspring of the sire pertaining to that particular column were evaluated in the herd pertaining to that particular row. estimated breeding values will be regressed towards the mean and will not account for the true 134 genetic trend.
135
We can assume that the available data set contains unbalanced phenotypic measurements on 
where y is a column vector containing n phenotypic measurements on the t individuals. β is a 146 vector of fixed nuisance effects like trial, herd and replication effects and u is vector containing random genetic effects for each of the t individuals. For ease of explanation, we will assume that 148 u only contains t breeding values, but the presented approach can easily be generalized to cases 149 where u is made up from general (GCA) and specific combining abilities (SCA) and possibly the 150 different levels of various genotype-by-environment (G×E) interaction factors. Vector e contains 151 n random residuals. Matrices X and Z link the appropriate phenotypic records to the effects in β 152 and u respectively. Furthermore we assume that we can represent the variance of u and e as structure can be incorporated in G for the construction of the actual marker-based prediction model.
163
The covariance structure of the residuals in matrix R can contain heterogeneous variances for the 164 different production environments, or in case that data originates from actual field trials, spatial 
The inverse of the coefficient matrix allows to obtain the prediction error variance (PEV) matrix of vectorû as
A logical choice of measure to express the precision of a selection of p BLUPs from the t candidates 171 in vectorû would be some function of the p × p principal submatrix C the rows and columns of C 22 that pertain to individuals that are not in that particular selection.
173
As a good design is strongly associated with the precision of pairwise contrasts (BUENO FILHO 
where CD(q) always lies within the unit interval. They indicate that CD(q) can be obtained as a
180
weighted average of the t − 1 non-zero eigenvalues µ i of the generalized eigenvalue problem
where a 2 i is the weight for eigenvalue i and the first eigenvalue µ 1 always equals zero as a conse- can implement the described maximum clique-based procedure in a binary search.
231
The presented approach for solving the discrete p-dispersion problem requires an efficient al-
232
gorithm to obtain the maximum clique from a graph. Several exact algorithms and heuristics have 233 been published, but comparing these is often difficult as the dimensions and densities of the pro- an upper limit to the sparsity of the applied molecular marker fingerprint and its genome coverage 252 should be as uniform as possible such that the probability of detecting a marker-trait association is 253 maximized.
254
We start by solving this selection problem on a single chromosome for which t candidate molec-255 ular markers have been mapped. We want to select exactly q of these markers such that the chromo- an algorithm that obtains the optimal solution in an overall running time of O(min(t 2 , qt log(t))).
262
The extension to c > 1 chromosomes is again dependent on the interpretation of uniform 263 genome coverage. For example, we can use the above-mentioned algorithm to select
on each chromosome i with length ℓ i . As these fractions will generally not result in integers, the 
290
The presented selection procedure does not consider the quality of the genetic evaluation data 291 that is available for the hybrids. As a result, the optimal selection with respect to the maximization 292 of the number of training examples might turn out to be a very poor selection with respect to the 293 quality of the phenotypic data. To enforce these data quality constraints, the described inbred line inbred lines and a minimum pairwise contrast precision of CD min . We can see that for high levels of 300 CD min and high levels of k, the cardinality of the resulting selection becomes 0, indicating that there 301 are no hybrids that comply with both constraints. As soon as the constraint on CD min is relaxed, the 302 selection cardinality increases gradually as more parental inbred lines are being genotyped. hybrids results in a reduced precision of BLUP contrasts due to connectivity issues (e.g. Figure 1 ).
313
Therefore, it is to be expected that within the constraints of a fixed genotyping budget, maximum 314 prediction accuracy can be achieved by finding the optimal balance between the fingerprint size 315 and the number of training examples. The location of this optimum is obviously highly dependent 316 on the information content of the available phenotypic data and the applied linkage map, but can 317 be estimated by means of the afore mentioned graph theory algorithms for each specific data set.
318
Simulation setup: To demonstrate the approach, we use the phenotypic data that was generated 
344
As no conclusive evidence on the underlying distribution of the observed vertex degrees was 345 found, we prefer to sample inbred lines from the full RAGT graph directly. However, taking a 346 representive sample from a large graph is not a trivial task. The sample quality of various published 347 graph sampling algorithms seems to be highly dependent on the properties of the graph. To decide 348 which sampling routine is optimal for the RAGT data, we first need to decide on a measure of under various levels of data quality.
368
The simulation of these phenotypic records for the sampled hybrids starts by partitioning the for the traits grain yield, grain moisture contents and days until flowering in the actual RAGT data.
401
The genotypic values of the check varieties are generated from a single normal distribution where variance is twice the additive variance of the hybrids.
409
The simulated phenotypic records that are associated with the sampled data structure allow to 
489
The second problem we discuss deals with the selection of exactly q molecular markers from a 490 set of t candidates for which the relative positions on a genetic map are known. To guarantee that 491 the selection has an optimal genome coverage, we maximize the minimum intermarker distance.
492
We show that this problem can be translated to a one-dimensional discrete p-dispersion problem
493
for which an exact algorithm is available.
494
The third problem is specific to hybrid breeding programs and entails the selection of exactly k its parental vertices, this problem can be translated to the 'densest k-subgraph problem' which we 498 solve by using a greedy heuristic.
499
The presented solutions to the three selection problems are put into practice in a simulation 500 study where the goal is to find the optimal number of training examples for the construction of for which a dense fingerprint is available.
511
Despite the fact that these conclusions are most likely specific to maize breeding programs and 512 possibly even specific to the heterotic groups and breeding methods used by the data-providing 513 breeding company, the presented graph-based data selection algorithms should prove themselves 514 to be useful for the construction of genomic prediction models in other plant and animal species as 515 well. Evidently, more species-specific case studies are required to ascertain this claim. 
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This is a symmetric, Boolean t × t matrix where the element on row i and column j is set to 1 if 
