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Les données de précipitation de bonne qualité sont essentielles pour la conception 
hydrologique. La validation de données exige de ressources qui font appel à des 
connaissances spécialisées ; il est préférable de définir des algorithmes d'ordinateur 
pour cette opération. Dans cet article, la révision de données pour 5 minutes de pluie 
est décrite. Les erreurs de transmission sont liées au transfert de données à partir de 
la mesure de pluie à une station central. Les données sont comparées avec des 
valeurs de 20 ans de période de retour dans la vérification des limites. Les critères de 
corrélation spatiale vérifient les données par rapport aux mesures de stations 
voisines. Un indicateur de qualité est fourni. Les essais donnent de bons résultats 
dans l’identification de données problématiques et sur le rendement de l’algorithme. 
ABSTRACT 
Rainfall data of good quality is essential for hydrological design. At the same time, 
data validation is a resource demanding process that often requires of specialist’s 
knowledge; therefore, it is preferable to define computer algorithms to perform this 
operation. In this paper, revision for five minute precipitation data is described. 
Criteria are grouped as follows. Transmission errors are related to the transfer of data 
from the rain gauge to a central station. During boundary verification data is 
compared with values corresponding to 20 years return period on different probability 
distribution curves. Spatial correlation criteria check data in relation with values at 
neighboring stations. Based on the criteria a quality indicator is defined. Pilot test led 
to good results in identification of problematic data and in computational efficiency. 
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1 INTRODUCTION 
Good quality hydro-meteorological data is an indispensable requirement for warning 
systems, hydraulic structures design, risk assessment, etc. Precipitation information 
is one of the most intensively used variables in hydrological modelling; therefore it is 
important to assure its good quality. Most institutions with rain gauge net also have 
defined some criteria to validate the collected data. Traditionally, the validation 
process usually is made by humans (operators) under strict rules for correction.  
In the last decades the interest of automated validation processes has grown 
considerably. For example, in (Kondragunta and Shresta 2006) the authors present 
four stages for validation. They call these layers as the gross error check that 
searches for transmission errors, the second one as a boundary check. In the third 
type of validation data is compared against neighbouring observations from the same 
source; meanwhile the fourth one is made by a human expert. In a previous paper of 
the same author, a spatial consistency index was proposed (Kondragunta 2001) in 
order to identify outlier stations. Another approach is presented in (Del Greco et al. 
2005). Their purpose is to provide an independent assessment for the quality 
insurance of daily and hourly rain gauge data. Their system uses rule based GIS 
technology and multiple external data sources to estimate total precipitations at any 
point. In (Reek et al. 1992) a deterministic approach is proposed by using a series of 
chain-linked tests in the form of encoded rules for daily precipitation data. In 
(Glaudemans et al. 2002) data is validated with up to 20 test and a three-values 
quality indicator (“good”, “questionable”, “bad”) is assigned to it. 
In this paper the definition and implementation of a set of criteria for rain gauge data 
validation is presented. Criteria are categorized into transmission, boundary and 
spatial checks. The data to be used is five minute rain value. Tests were run on a 
year of data from one station. In section 2 the study area is detailed, in 3 and 4 a 
description of the validation criteria is given. The last section is dedicated to the 
results of a pilot implementation for one rain gauge station from an urban region. 
2 STUDY AREA AND DATASET 
The rainfall data was collected from 78 rain-gauges, which provide continuous 
records since 1993. These rain-gauges lie within a rectangular frame of 40 km width 
and 55 km of height that corresponds to the Mexico City area. The experiments will 
use station 17 and some of its surrounding stations. Each day, at 6:00 a.m. a file is 
created with data from all stations, containing information from 6:00 a.m. previous day 
until 6 a.m. current day. In the file stations appear in order, station number is given on 
separate line, preceded with the character “*”. Station can have from 0 to thousands 
of corresponding data lines. The data line has a fix format: two-digits for the bucket 
number, space, hour information on five characters, space and date information. 
Bucket number automatically resets on reaching a hundred. In order to obtain five 
minute data we apply a “cutting” algorithm, which basically interpolates between two 
consecutive values when no data is available for a given hour. Since the data file not 
always contains all the hours from six to six, missing data (due to lack of any kind of 
information in the file) is marked with the value -1. 
3 CONCEPTUAL MODEL OF THE VALIDATION PROCESS 
Quality problems in rain gauge data arise from the fact that data is measured at 
remote locations by an automated device and then transmitted electronically to a 
central location for storage and further use. Therefore, errors can be categorized 
roughly as caused by problems with the measuring device or due to transmission 
problems. A validation process has to incorporate algorithms that allow the detection 
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of these types of errors; therefore, we propose a two-stage conceptual approach to 
the validation process. The first stage is dedicated to review the data file as whole in 
order to identify transmission errors, eliminate duplicated values and reduce 
redundancy. Precipitation has high variability in space and time, so a single quality 
check of the 5 minute rainfall data would be insufficient. Under this consideration, the 
second stage consists of four algorithms of increasing complexity. The first two 
checks for boundary consistency of the data by comparing the observed value with 
ranges obtained from statistical analysis of 12 years of already validated rainfall data 
from the station under analysis. The last two perform a spatial consistency check of 
the observed value with values measured at neighbouring stations. 
3.1 First stage – identifying transmission errors 
These checks are performed on the initial data file and search for:  
- transmission errors such as incorrect format of the data line (non-numerical 
character in data part, incorrect time specification, negative data), 
inconsistency of the data line sequence (as decreasing time line); 
- duplicated data-lines; 
- redundancy. 
The verifying process creates a new file such that data that fails the check for 
transmission errors is not included. Stations with no data after the check are neither 
considered in the writing of the new file. Duplicated data lines are eliminated and only 
one instance of the data-line is left. Redundancy is defined as the occurrence of more 
than two data-lines for one time moment and it is reduced by the replacement of 
these lines with only one line. However, it is not enough to consider only the last data-
line from a set having the same time print. Sometimes the tipping bucket gets 
“stocked” and transmits a lot of lines with increasing bucket-numbers for the same 
time moment. In some cases if these lines would be eliminated automatically there 
would be no way of identifying an error. Therefore, if necessary in the new file the 
bucket number is correspondingly adjusted by adding a hundred each time when 
bucket numbers in consecutive lines are in reverse order. The procedure imposes an 
ongoing adjustment if one has been made at that station. This operation in occasion 
can considerably reduce the file size. 
3.2 Second stage – quality assessment of rainfall data 
3.2.1 Boundary consistency checks 
During the two checks described in the followings, data of five minute rain (referred as 
datum), is compared with values obtained from probability distribution curves. We call 
these criteria as boundary consistency checks since they involve the use of values 
that correspond to 20 years of return period. In this view checks are still “local”, 
because they are constructed on values from an already validated period for the 
same station. 
The first step is to compare the datum against the value corresponding to the 5% 
probability of exceed, value that is  computed from the probability distribution curve 
adjusted to 12 years of yearly, absolute five minute maximums. In this situation a 
further check is made by considering the five minute value in focus at the moment 
together with 5, 10, 15 previous minutes. These three new values are compared 
against values corresponding to the 5% probability of exceed from the probability 
distribution curves adjusted to yearly maximums of 10, 15 and 20 minutes time range. 
The second step consist of comparing the datum against the value corresponding to a 
return period of 20 years, but on probability distribution curves adjusted to rain values 
from 12 year period treated on monthly basis. The separation onto monthly basis was 
necessary given the fact that rains in Mexico City are highly seasonal, since about  
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75-80% of the annual rainfall amount occurs in the period from June to September 
(Bouvier et al. 2003). 
3.2.2 Spatial consistency checks 
In general, correlation between rainfall values is in an inverse relation with the 
distance between rain gauges. In the case of Mexico City a radius of 7.5 km, with the 
station of interest in the centre, was found as a good delimitation distance (Bouvier et 
al. 2003) for obtaining significant correlation coefficients between daily rain values. 
On other hand, spatial correlation decreases with the time scale as shown in the work 
of (Krajewski 2001) who studied the correlation of 1, 5, 15 and 60 minute rain values 
at different gauges. Based on this result we should reduce the radius in order to 
delimitate neighbouring stations, but we decided not to do so since the techniques we 
employ in the following can detect anyway the importance of each stations. 
 
The first verification is based on a set of rules induced separately for each month over 
data from validated years. The rules describe interdependence between rain value 
intervals at different stations. Since rules are automatically inducted, we need to 
impose limitations on the rule set size. Therefore, not all data will be covered by the 
rules and there will be rules in which data fitting the condition part doesn’t satisfy the 
conclusion part. Meanwhile this problem is strictly related to the induction algorithm, 
we also need to consider particular aspects that arise from the geographical space 
under study. In Lobato et al. (2002) the authors mention the particular case of some 
summer rains in Mexico, of very short duration and high intensity which in few 
kilometres away is not even noticed.  
By considering these facts, a second criterion is needed in order to assess spatial 
relations between rainfall data. In consequence we defined a criterion that searches 
the validated dataset for value-patterns similar to the current one, computes the 
average value at the station under situation and compares the actual value with the 
averaged value. Similarity of two data vectors is measured by the Euclidian distance 
between them. In the implementation section we describe in detail the rule induction 
and neighbour identifying algorithms. 
These ideas are synthesized in figure 1. 
 
Figure 1. Conceptual model of the validation process 
 
First, data is gathered into an ASCII file that is checked for transmission errors. This 
validation step creates a new file from the original one. This file is interpolated into 
five minute values from which a new file is created by the selection of data from the 
station under focus and its neighbours. At the second stage, data is verified by the 
boundary and spatial correlation algorithms that assign quality flags to the data. As 
last step the data and the flags are transferred into databases. At the moment the 
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process is performed manually, but we envision automating the whole process: from 
data collection until database storage. 
4 IMPLEMENTATION 
4.1 Transmission errors 
The module for detection of transmission errors was developed in Visual Basic 6.0 
(Microsoft Visual Studio, 2003). The user has an interface to interact with and can 
work on single file or all files from a chosen directory. The program creates a new file 
with checked data and also has a menu item for the preparation of the interpolated 
five minute rain values.  
4.2 Quality assessment 
4.2.1 Boundary check: probability distribution of yearly maximum values 
In order to apply the boundary check we adjusted probability distribution curves to the 
5, 10, 15 and 20 minutes yearly maximums obtained from the validated dataset. The 
adjustment was made with the Safarhy (Lubes et al., 2002) software. Several 
distribution laws (mostly Gumbel and incomplete Gamma) were tried and the one with 
minimum mean square error over the actual data set was chosen. We are interested 
in the value corresponding to a 5% probability of exceed, so in the program we are 
comparing actual value against this one. 
During program run each value (of 5-minute rain) is compared with these values. If a 
datum doesn’t satisfy the check (that is, the value is higher than the 5% value from 
the adjusted curve) then a flag is activated. The flag counts the number of violations 
of the check criterion (in this case, maximum four). 
4.2.2 Boundary check: probability distribution of all values 
The second boundary check is similar to the first one just described with the 
difference that curves are fitted separately for each month and to all non-zero values 
of the rain from the validated dataset. For the monthly probability distribution curves 
the best result were given by an incomplete Gamma distribution. Due to space 
limitations we reproduce only the value corresponding to a return period of 20 years 
(see table 1). Actual values are compared against the value listed in the table, based 
on the month of the actual data. 
 
Month Value Month  Value Month Value 
January 0.71 May 2.7 September 4.1 
February 0.53 June 3.2 October 2.4 
March 0.9 July 3.2 November 1.6 
April 1.60 August 3.3 December 0.34 
Table 1. Values corresponding to 5% exceed probability of monthly values 
4.2.3 Spatial consistency: rule induction 
Classification trees (Mitchell 1997) are used to predict membership of cases or 
objects in the classes of a categorical dependent variable from their measurements 
on one or more predictor variables. Decision trees are induced recursively over a set 
of examples in a top-down fashion such that the nodes in the tree are from the input 
set of variables and left-right branches are grown on disjunctive values of the variable 
of interest. In order to decide which variable to use to further expand the tree the 
information gain of that variable is employed (Kullback and Leibler 1951). A tree can 
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be easily transcribed into a set of not overlapping rules by reading a path from the 
root until a leaf node. A rule can be visualized as a description of conditions (left side 
of the rule) that implies a result (right side of the rule). The quality of a rule is defined 
by two indicators commonly used in machine learning: confidence and support. 
Support stands for the percentage of examples that satisfies the left side of the rule; 
meanwhile confidence signifies the percentage of examples that satisfy both sides of 
the rule. The use of classification trees is not widespread in statistical pattern 
recognition (Ripley 1996), but they are extensively used in applied fields, such 
medicine, psychology, computer science, etc. (Breiman et al. 1984).  
In order to apply a rule induction algorithm we prepared 12 files, one for each month, 
with data from all validated years from the station under analysis and neighboring 
station. In order to reduce the number of superfluous rules the rule induction 
parameter was set to 0.02 - 1% of the total number of data, that is rules with less 
examples fitting it will be not induced. The chosen percentage depends on the total 
number of data, for less data the percentage is higher. Since decision trees work on 
categorical variable, first we derived new variables by reorganizing the data of each 
station into five to ten intervals. The intervals were defined between the minimum and 
maximum value on each station such that to have equally populated intervals. We 
mentioned that neighbor stations are those that fall within a radius of 7.5 km from the 
focus station. In the present paper we used the Orange software for machine learning 
(Demsar and Zupan 2004) for rule induction. The software gives an option to print into 
a file the induced tree which can be visualized by Graphviz (Ellson et al. 2003). Once 
the graphical representation of the tree is available it can be easily transcribed into a 
program that takes as input the rule set and the data file to be analyzed. In the figure 
1 we give an excerpt from a tree for the month of July. In the rectangles appear the 
name of the variable upon which the split is done (here the number of surrounding 
station preceded by “D_”), meanwhile the leaf refers to the variable of our interest 
(this case the rain at station 17). The percentage values at the bottom of a leaf 
indicate the confidence of the rule. 
 
 
Figure 1. Portion of the decision tree inducted for values of July 
4.2.4 Spatial consistency: similar value-patterns 
In order to implement the second criterion for spatial consistency check we need 
prepare the files such that to be possible to apply the similar pattern identifying 
algorithm could work. The technique is called k-NN (nearest neighbour) method, 
introduced by (Fix and Hodges 1951) and belongs to the instance based learning 
algorithms that classify a new object based on its similarity with k training instances.  
Similarity of two items is assessed by a distance function. To a new item is assigned 
the average value of the neighbors. As the value of k is concerned a balance has to 
be found, since higher values for it reduce the influence of noise in data but also 
decreases classification accuracy. Since exhaustive search has high time and 
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computational resources cost, usually a trial-and-error procedure is adopted. 
Yakowitz (1987) extended the k-NN paradigm to time-series forecast. The main idea 
is that a future value depends only on a reduced set of nearby observations; that is, 
instead of using the whole past information is enough to handle a subset of it. The 
number of past observations and k act as parameters (Karlsson and Yakowitz 1987).  
In the present case the value of k was defined by searching sequentially for the best 
value from 2 to 40, selecting the number that minimizes average errors. The learning 
performance was assessed with the k-cross validation algorithm (Weiss and 
Kulikowski 1991). In order to apply this method a k-fold partition of the dataset is 
performed, such that k-1 folds are used as training data and 1 for test. The procedure 
is repeated k times such as at the end each data appeared in the training and test 
set. The final error estimate is obtained as the average of the k validation processes. 
The number of folds used in the cross validation has trade-offs. Large number of folds 
increases accuracy, but the process can be time consuming. A small number of folds 
reduce computational time, but the bias of the estimator can be large. A frequently 
used value for k is 10 (Kohavi 1995).  
During the validation process each criterion violation is annotated. Quality information 
about a datum is stored in the same database with the data itself. This information 
consists, on one hand, of which criteria were violated and, on other hand, of an 
overall indicator. The indicator is computed as 100 minus the sum of importance 
factors for violated criteria. The importance factors were obtained as simple average 
of values given by specialists. The scale used for assessment was from 1 (not 
important) to 5 (very important), in terms of integer values. The average values 
obtained were: 5 and 4 for boundary checks, 4 and 3 for the two spatial consistency 
checks (in the order they were described in this document). No new criterion was 
proposed. 
5 RESULTS 
The computational time necessary to process a day of data at one station is about 10 
minutes, considering the whole process. Visual Foxpro 6.0 is used as database 
management system. Five minute data is stored one by line for all stations and 
beside data itself has information about the station, date and hour. Quality information 
is stored in two numeric fields of length 3. The first contains an integer value that 
corresponds to a binary number construed such that has 1 in the place of a violated 
criterion, where the order of criteria is the one presented along the article. The other 
contains the value of 100 minus the sum of importance factors. This storage option 
allows users to select data that complies with rule they consider as important.  
We applied the described methodology to a year of data in order to analyze more 
frequent errors and computational times. The set for test purposes contained 352 
files, one per day, with missing days for April. As it was expected boundary check 
errors were more frequent in rainy season, meanwhile during dry season the main 
problem is the complete malfunction of some stations. Spatial correlation errors are 
also more frequent in rainy season, especially during September and October. We 
hypothesize that rains during this period have a different pattern from those before 
September. Generally, the results indicate an average quality data (average for rainy 
months less than 90, as the indicator is defined); fact that rises questions about the 
usability of the data and asks for an urgent maintenance program for the stations. 
The conclusion of this prototype application is that defined criteria offer satisfactory 
evaluation of data quality and the relatively low computational resource requirements 
make them feasible for larger scale implementation.  
For the future, is foreseen the generalization of the described methodology in order to 
be applied to all stations. Besides, it is planed to define a global quality indicator for a 
SESSION 7.2 
1464 NOVATECH 2007  
station. Such measure could be important when data from the respective station is 
employed in the analysis of other stations. 
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