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THE THETA DIVISOR OF SUC(2, 2d)
s IS VERY AMPLE IF C IS NOTHYPERELLIPTIC1
by
Sonia Brivio and Alessandro Verra
0.Introduction.
Let C be an irreducible smooth complex curve of genus g ≥ 2: in this paper we are dealing with the
moduli space
(0.0) X = SUC(2, 2d)
of semistable rank 2 vector bundles over C having fixed determinant of even degree. As it is well known
X − SingX = SUC(2, 2d)
s
is the moduli space for stable rank two vector bundles and SingX is naturally isomorphic to the Kummer
variety of the Jacobian of C. Let
(0.1) L ∈ PicX
be the generalized theta divisor
(0.2) θ : X −→ PH0(L)∗
the map associated to L, the main theorem we want to show is the following
(0.3)THEOREM. Assume C is not hyperelliptic, then
(1) θ is injective
(2) dθx is injective if x ∈ X − SingX.
The proof of the injectivity of dθx at points x ∈ SingX seems a more delicate technical problem which
is, at the moment, beyond the capability and perhaps the patience of the authors. Previous results on
the embedding properties of θ were obtained by Beauville [B1]:
(0.4).
(i) θ is a morphism of degree ≤ 2 onto its image
(ii) θ has degree two if and only if C is hyperelliptic and g ≥ 3
and by Ramananan-Narasimhan for g ≤ 3 ([NR1], [NR2]). More recently Laszlo showed in [L1] that
1The authors were partially supported by the European Science Project ”Geometry of Algebraic Varieties” Contract no.
SCI-0398-C(A).
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2(0.5).
θ is an embedding for a general non hyperelliptic curve C
We recall that Pic(X) ∼= Z and that by definition the generalized theta divisor is the ample generator of
it; hence, in particular, θ is a finite morphism over its image. The fundamental geometric interpretation
of θ is the following (cf. [B1]):
let J = Pic0(C), Θ ⊂ J a symmetric theta divisor then, choosing as a fixed determinant for the points
of X the cotangent bundle ωC , there exists a canonical isomorphism
(0.6) H0(L)∗ ∼= H0(OJ (2Θ))
Under the previous identification the map associated to L becomes
(0.7) θ : X −→| 2Θ |
on the other hand each semistable vector bundle ξ having determinant ωC defines a divisor
Θξ ∈| 2Θ |
which is set theoretically so defined
(0.8) Θξ = {e ∈ J |h
0(ξ(e)) ≥ 1}
If x ∈ X is the moduli point of ξ it turns out that
(0.9) θ(x) = Θξ
Let us introduce very briefly the method we used to study θ: we have constructed a projective family T
of rational maps
θt : X −→ P
n
n =
(
g+1
2
)
, such that θt = λt · θ where
λt :| 2Θ |−→ P
n
is a suitable linear projection depending on t. Globalizing this construction, we have a rational map
F : X × T −→ P(Q)
where Q is a vector bundle on T of rank
(
g+1
2
)
+1 and F/X × t = θt. It turns out that the maps θt have
degree two onto their image as well as the map F . In particular the latter induces a birational involution
j : X × T −→ X × T
Of course θ is an embedding if any two distinct points (tangent vectors) of X are separated by at least
one θt (dθt). Since T is projective we introduce in section 6 a weaker version of rigidity lemma which is
”ad hoc” for the rational maps F and j. Applying this rigidity argument we finally deduce in section 7
that, whenever θ does not separates two given points of X or two tangent vectors of X − SingX , then
the degree of θ must be two. Hence C is hyperelliptic by Beauville’s theorem.
3Most of the paper is necessarily devoted to a detailed study of the maps θt, F and j (sections 2,3,4).
This seems interesting in itself in view of the geometry of quadrics behind θt. It is simple to define θt:
the parameter space T is actually Pic2(C) so that t is a degree 2 line bundle, consider the surface
St = {t(−x− y), x, y ∈ C} ⊂ Pic
0(C)
then Pn is just the linear system | OSt(2Θ) | and by definition
λt :| 2Θ |−→ P
n
is the restriction map, so that θt = λt ·θ. We will construct in section 4 a canonical projective isomorphism
| OSt(2Θ) |∼=| ICt(2) |
where
Ct ⊂ P
g+2
is the curve C embedded by ωC(2t) and ICt its ideal sheaf. This relates X to the geometry of the
quadrics containing Ct: the expected dimension for the variety Y of quadrics of rank ≤ 6 containing Ct is
3g− 3 = dimX ; let Zt = θt(X), we will show that Zt is an irreducible component of Y . If g ≥ 3 θt is the
”natural” double covering of Zt which parametrizes the two rulings of maximal linear subspaces in a rank
6 quadric, if g = 2 θt = θ. The main technical problems to apply the previous method are considered in
section 5 where the birational involution j is suitably extended and it is shown that codimI(x) ≥ 2 for
some special ”Brill-Noether” locus I(x) ⊂ T depending on x ∈ X : this follows essentially from Martens’
theorem [ACGH] and Lange-Narasimhan results on Maruyama conjecture [LN].
This paper originates in part from the first author’s doctoral thesis (Universita´ di Torino, 1994) and from
our unpublished manuscript [BV]. We wish to thank in particular A. Beauville, A.Collino, I.Dolgachev,
Y. Laszlo for the interest and the helpful comments on this work.
Let us fix here some of the usual notations:
ξ = semistable rank two vector bundle on C with determinant ωC , [ξ] = moduli point of ξ
J = Jacobian of C, Θ = a symmetric theta divisor in J , C(n) = n-th symmetric product of C
T = Pic2(C), t = an element of T
Pg+2t = PH
0(ωC(2t))
∗, Ct = the curve C embedded in P
g+2
t by ωC(2t).
E∗ = dual of the vector space (bundle) E.
1. Preliminaries: rank 6 quadrics and rank 2 vector bundles.
For our and reader’s convenience we recollect in this section some standard properties which will be used
many times. We fix a smooth, irreducible projective curve
C ⊆ Pn
which is linearly normal and not degenerate. The space of global sections of OC(1) will be
(1.1) H = H0(OC(1))
so that Pn = PH∗. Then we consider a pair
(1.2) (E , V )
such that:
4(1.3).
(i) E is a rank 2 vector bundle over C
(ii) V is a 4-dimensional vector space in H0(E)
(iii) det(E) = OC(1)
(iv) h0(E∗) = 0
from the previous data we construct:
(1.4).
(i) the evaluation map eV : V ⊗OC → E
(ii) the determinant map dV : ∧2V → H.
(iii) the Grassmannian G∗V of 2-dimensional subspaces of V
∗
By definition G∗V is the projectivized set of the irreducible vectors in ∧
2V ∗ hence
G∗V ⊂ P
5 = P(∧2V ∗)
as a smooth quadric hypersurface. The dual of of the evaluation map eV
∗ : E∗ → OC ⊗ V ∗ defines in V ∗
the family of subspaces
{V ∗x = Ime
∗
V,x, x ∈ C}
By definition eV is generically surjective iff dimV
∗
x = 2 for a general x, assuming this one can construct
a rational map
gV : C −→ G
∗
V
which associates to x the point
gV (x) = ∧
2V ∗x ∈ G
∗
V
(1.5) DEFINITION. gV is the Gauss map of the pair (E , V )
(1.6)PROPOSITION.
(1) eV is generically surjective if and only if the determinant map dV is not zero
(2) assume dV is not zero, let δV : P
n −→ P ∧2 V ∗ be the projectivization of the dual map d∗V , then
δV /C = gV
(3) δV is defined at x ∈ C iff eV,x is surjective, in particular SuppCoker(eV ) ∼= C ·PKer(dV
∗)
Proof. Well known.
Let p be an equation for the quadric G∗V and let
q(E , V )
be the pull back of p by the dual map d∗V : H
∗ → ∧2V ∗. If it is not identically zero q(E , V ) defines a
quadric in Pn. This will be denoted by
Q(E , V )
and it is the most important object of this paper:
5(1.7) DEFINITION. q(E , V ) is a quadratic form defined by (E , V ). Q(E , V ) is the quadric of (E , V ).
Let q = q(E , V ), Q = Q(E , V ) obviously Q = δ−1V (G
∗
V ) so that
(1.8) rank q ≤ 6 and q vanishes on C
Let K = Ker(dV
∗), I = Imd∗V then Q can be considered as a cone of vertex PK over the quadric
PI ∩G∗V . In particular PK ⊆ SingQ. We want to point out that
(1.9) (i) PK = SingQ if and only if PI is transversal to Q
(ii) if q has rank ≥ 5 then SingQ = PK
For any subline bundle L ⊂ E we have in H0(E) the natural intersection
VL = V ∩H
0(L)
(1.11) PROPOSITION. Let q = q(E , V ), r the rank of q. Then:
(1) r ≤ 4⇐⇒ E contains a a subline bundle L such that dimVL ≥ 2
(2) r = 0⇐⇒ E contains a subline bundle L such that dimVL ≥ 3
(3) eV not generically surjective ⇐⇒ E contains a subline bundle L such that dimVL = 4.
Proof. By duality the elements of ∧2V are linear forms on ∧2V ∗. Let GV ⊂ P(∧2V ) be the projectivized
set of the irreducible vectors: GV is the dual of the quadric G
∗
V , hence a non zero irreducible vector
s1 ∧ s2 ∈ ∧2V is a linear form defining a singular hyperplane section of G∗V . By duality again Im(d
∗
V ) is
the zero locus of the linear forms in KerdV . From this it follows that:
(a) r ≤ 4 ⇐⇒ KerdV contains a non zero irreducible vector s1 ∧ s2
(b) r = 0 ⇐⇒ KerdV contains a 3-dimensional vector space F of irreducible vectors.
On the other hand it is a standard property of two independent sections s1, s2 ∈ V that
(c) dV (s1 ∧ s2) = 0 ⇐⇒ s1, s2 define a subline bundle L ⊂ E such that s1, s2 ∈ VL.
The statement follows easily from (a), (b), (c): we omit the details for brevity.
We will say that two pairs (E1, V1), (E2, V2) are isomorphic if there exists an isomorphism σ : E1 → E2 such
that σ∗(V2) = V1. We want to construct all the isomorphism classes of pairs (E , V ) as in 1.3 which define
the same quadratic form q: we are interested to do this only when q has rank ≥ 5 and SingQ ∩ C = ∅,
(Q = {q = 0}).
(1.12) DEFINITION. V generates E iff Coker(eV ) = 0.
Assume V generates E then in the exact sequence
(1.13) 0 −−−−→ E∗
e∗V−−−−→ V ∗ ⊗OC −−−−→ Coker(e∗V ) −−−−→ 0
Coker(e∗V ) is locally free and V
∗ is canonically identified to a 4-dimensional space of global sections of
it. This defines another pair
(E , V ) = (Coker(e∗V ), V
∗)
satisfying the assumptions in (1.3). Repeating the same construction for (E , V ) one obtains (E , V ) again.
6(1.14) DEFINITION. (E , V ) is the dual pair of (E , V )
The universal and the quotient bundle of G∗V will be denoted respectively by
(1.15) UV , UV
from the definition of the Gauss map gV it follows
(1.16) g∗V UV
∼= Im(e∗V )
∼= Im(eV )
∗ , g∗V UV
∼= Ker(e∗V )
∼= Ker(eV )
∗
and the exact sequence
0 −→ g∗V U
∗
V −→ E −→ Coker(eV ) −→ 0
In particular
(1.17) E ∼= g∗V U
∗
V , E
∼= g∗V UV
if and only if V generates E . In this case the previous sequence (1.13) is just the pull-back by gV of the
standard universal/quotient bundle sequence
0 −→ UV −→ V
∗ ⊗OG∗
V
−→ UV −→ 0
(1.18) LEMMA. Let (E1, V1), (E2, V2) be two pairs such that
(i) q = q(E1, V1) = q(E2, V2)
(ii) Vi generates Ei, i = 1, 2
(iii) Ker(d∗V1) = Ker(d
∗
V2
)
Then either (E1, V1), (E2, V2) are isomorphic or they are dual. Moreover:
let h0(E1) = 4, if the two pairs are dual and E1 ∼= E2 then q has rank ≤ 5.
Proof. For i = 1, 2 consider the Gauss maps gVi : C −→ G
∗
Vi
: since Vi generates Ei it follows E
∗
i
∼= g∗ViUVi .
Since Ker(d∗V1) = Ker(d
∗
V2
) there exists a unique isomorphism φ : Im(d∗V1)→ Im(d
∗
V2
) such that d∗V2 =
d∗V1 · φ. Let v ∈ ∧
2V ∗1 be an irreducible vector, v = d
∗
V1
(h) where h ∈ H∗ then q(E1, V1) is zero on h.
By (i) the same holds for q(E2, V2) so that d∗V2(h) = φ(v) is an irreducible vector too. Since it preserves
irreducible vectors φ is the restriction to Imd∗V1 of an isomorphism Φ : ∧
2V ∗1 → ∧
2V ∗2 with the same
property. Therefore Φ induces a biregular isomorphism
Φ/G∗V1 = f : G
∗
V1
−→ G∗V2 such that gV2 = f · gV1
As it is well known either UV1 ∼= f
∗UV2 or f
∗UV2 ∼= U
∗
V1
. Assuming f∗UV2 ∼= U
∗
V1
and applying f∗ to the
universal/quotient bundle sequence
0→ UV2 → V
∗
2 ⊗OGV2 → UV2 −→ 0
one has
0→ U
∗
V1
→ V1 ⊗OGV1 → U
∗
V1
→ 0
pulling this sequence back by gV1 and using g
∗
V1
· f∗ = g∗V2 we finally obtain
0→ E∗2 → V1 ⊗OC → E1 → 0
7This precisely means that the two pairs are dual. If f∗UV2 ∼= UV1 the same argument implies that the two
pairs are isomorphic. To prove the latter statement observe that, by assumption, we can set E1 = E2 = E
and V1 = V2 = V . Then, tensoring the previous sequence by E and passing to the long exact sequence,
we obtain
0→ H0(E ⊗ E∗)→ V ⊗ V → H0(E ⊗ E)
where the latter arrow is the natural map µ. Let µ− be the restriction of µ to ∧2V ⊂ V ⊗ V , then
Imµ− is contained in H0(detE) ⊂ H0(E ⊗ E) and moreover µ− is just the determinant map dV . Since
h0(E ⊗ E∗) ≥ 1 µ is not injective: we leave as an exercise to check that then µ− = dV must be not
injective. Since the rank r of q is the dimension of ImdV it follows r ≤ 5.
(1.19)PROPOSITION. Let Q be a quadric of rank r ≤ 6 which contains C, then there exists a pair
(E , V ) such that Q = Q(E , V ). If r = 5, 6 and SingQ ∩ C = ∅ every pair defining Q is isomorphic to
(E , V ) or to its dual (E , V ). If the rank is 5 these pairs are isomorphic too.
Proof. Consider the linear projection δ : Q→ Pr−1 of center SingQ and the quadric δ(Q): δ(Q) can be
considered as a linear section of G, where G ⊂ P5 is the Pluecker embedding of a Grassmannian G(2, 4).
Let U be the universal bundle on G, g = δ/C, since SingQ∩ C = ∅ the pull-back g∗U∗ has determinant
OC(1). Putting
V = g∗H0(U∗) , E = g∗U∗
we obtain a pair (E , V ) as in (1.3). It is easy to see that this pair defines Q, assume r ≥ 5 then PKer(d∗V )
= SingQ (see 1.9) and V generates E because SingQ∩C = ∅ (see 1.6). Note that these properties hold
for every pair defining Q: let (E1, V1), (E2, V2) be two of them, then, by the previous lemma 1.18, either
(E1, V1), (E2, V2) are isomorphic or they are dual. Finally let r = 5 then δ(Q) is a smooth hyperplane
section of G and hence the universal and the quotient bundle restrict to the same bundle on δ(Q) (see
e.g.[O]). This easily implies that (E , V ) is isomorphic to its dual and completes the proof.
Now we fix a rank two vector bundle E with detE = OC(1) and the space of its global sections
(1.20) W = H0(E)
we assume dimW ≥ 4. Let IC be the ideal sheaf of C, the construction of q(E , V ) defines a linear map
(1.21) hE : ∧
4W −→ H0(IC(2))
which is so defined on irreducible vectors: let v ∈ ∧4W , V the corresponding 4-dimensional subspace of
W then
hE(v) = q(E , V )
We are more interested to the following specialization of the of the previous map: Let us fix a 3-
dimensional vector space
(1.22) F ⊂W
and the image
(1.23) HF ⊆ H
8of ∧2F under the determinant map
d : ∧2W → H = H0(OPn(1))
we restrict hE to
WF = (∧
3F ) ∧W ⊆ ∧4W
Every non zero v ∈ WF represents a 4-dimensional vector space V which contains F , in particular q(E , V )
vanishes on the linear space ΛF ⊂ Pn which is the zero locus of the elements of HF and has codimension
≤ 3 in Pn. Let
IF = ideal sheaf of C ∪ ΛF
then hE restricts to a linear map
(1.24) hF :WF −→ H
0(IF (2))
(1.25)PROPOSITION. Let eF : F ⊗OC → E be the evaluation map, dF : ∧2F → H the determinant
map:
(1) if dF is injective then hF is injective
(2) if Coker(eF ) = 0 then hF is an isomorphism.
Proof. (1) Let F ⊂ V , v = ∧4V , q = q(E , V ). By proposition 1.11 q = hF (v) is zero iff E contains
a subline bundle L such that dimVL ≥ 3. Assume such an L exists and consider FL = VL ∩ F : then
dimFL ≥ 2; moreover, by remark (c) in the proof of proposition 1.11, the determinant map is zero on
∧2VL hence on ∧
2FL: against the injectivity of dF .
(2) Consider the dual map e∗F : E
∗ → OY ⊗F ∗ and in F ∗ the family of subspaces F ∗x = Im(e
∗
F,x), x ∈ C.
Since Coker(eF ) = 0 dimF
∗
x = 2 for all x ∈ C. Then the Gauss map
gF : C −→ P
2 = P ∧2 F ∗
sending x to ∧2Im(e∗V,x) is a morphism and hence
E∗ ∼= g∗FΩP2(1)
On the other hand gF is defined by the subspace HF of H = H
0(OC(1)) which means that gF is
the restriction to C of the linear projection of center ΛF . To show the surjectivity of hF consider
q′ ∈ H0(IF (2)): since it vanishes on ΛF q′ has rank ≤ 6. Hence q′ = q(E ′, V ′) for a given pair (E ′, V ′)
(prop. 1.19). Up to replacing this pair by its dual we can assume that V ′ contains a 3-dimensional
subspace F ′ such that the image of ∧2F ′ by the determinant map is again HF . For this reason, when we
construct as above the Gauss map
gF ′ : C −→ P
2
from F ′, we obtain gF = gF ′ = linear projection of center ΛF . Therefore E ′ ∼= E and hence q′ ∈ Im(hF ).
By (1), to show the injectivity of hF it suffices to show that dF is injective. Assume dF (s1 ∧ s2) = 0 for a
given s1 ∧ s2 ∈ ∧
2F then, for any V containing F , q(E , V ) has rank ≤ 4 (prop. 1.11). This immediately
implies ΛF ∩ C 6= ∅ and Coker(eF ) 6= 0.
9(1.26)PROPOSITION. Assume ΛF ∩ C = ∅. Then hF is an isomorphism and in particular
h0(E) = 3 + h0(IF (2))
Proof. Observe that ΛF ∩ C = ∅ implies that eF is everywhere surjective. Hence, by the previous
proposition, hF is an isomorphism. In particular h
0(IF ((2)) = dimWF = dimW − 3
2. The fundamental involution and the fundamental map on SUC(2, 2d)× Pic2(C).
Let
(2.1) UC(2, 2d)
be the moduli space of semistable rank 2 vector bundles E on C of fixed degree 2d. Since UC(2, 2d) does
not depend on the choice of d there is no restriction to assume
2d = 2g + 2
then the construction of the dual pair we have given in the previous section defines an involution
(2.2) i : UC(2, 2d) −→ UC(2, 2d)
Roughly speaking i is so defined: let u ∈ UC(2, 2d) be the moduli point of E , since deg(E) = 2g + 2 the
expected dimension of V = H0(E) is 4. Assuming this and that V generates E we can construct the dual
(E , V ) of the pair (E , V ). If semistable E defines another point u ∈ UC(2, 2d), we define in this case
i(u) = u
Let
(2.3) X = SUC(2, 2d) T = Pic
2(C)
for reasons which will be evident later we are more interested to the analogous
(2.4) j : X × T −→ X × T
of the involution i: let (z, t) ∈ X × T , then z is the moduli point of ξ where det(ξ) = ωC and t is a line
bundle of degree 2. Putting E = ξ(t), V = H0(ξ(t)) we obtain a pair (E , V ) as above. Passing to the
dual pair we obtain a rank 2 vector bundle E such that det(E(−t)) = ωC . If semistable E(−t) defines a
point z ∈ X , then we define as above
j(z, t) = (z, t)
The relation between i and j is very clear: let
(2.5) m : X × T −→ UC(2, 2d)
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be the tensor product map sending the moduli of the pair (ξ, t) to the moduli of the vector bundle
E = ξ(t), from the definitions of i and j we have the commutative diagram
(2.6)
SUC(2, 2d)× T −−−−→
j
SUC(2, 2d)× Tym ym
UC(2, 2d) −−−−→
i
UC(2, 2d)
It is not difficult to see that m is an e´tale covering of degree 22g, in particular j can be viewed as the
lifting of i to X × T . To begin we construct a suitable open subset
(2.7) Uj ⊂ X × T
where j will be properly defined and biregular. Uj will be useful later, to define it we consider the exact
sequence
(2.8) 0→ Ω→ H0(ωC)⊗OC → ωC → 0
Ω is a well known semistable vector bundle of rank g− 1 over C. With some abuse we will use sometimes
the same notation for a semistable bundle and for its moduli point:
(2.9) DEFINITION. Uj = {(ξ, t) ∈ X × T/h0(Ω⊗ ξ(t)) = 0}
We want to point out that , tensoring 2.8 with ξ(t) and passing to the long exact sequence, it follows
(2.10) h0(Ω⊗ ξ(t)) = 0⇔ the multiplication map ν : H0(ωC)⊗H
0(ξ(t))→ H0(ωC ⊗ ξ(t)) is injective
furthermore, since χ(Ω⊗ ξ(t)) = 0,
h0(Ω⊗ ξ(t)) = 0⇔ ν : H0(ωC)⊗H
0(ξ(t))→ H0(ω ⊗ ξ(t))is an isomorphism
this will be used various times. Of course Uj is open,
(2.11)PROPOSITION. Let (z, t) ∈ SingX × T , then
(i) Uj ∩ SingX × t 6= ∅ so that Uj ∩X × t is not empty
(ii) Uj ∩ {z} × T 6= ∅.
Proof. Let z ∈ SingX , it is well known that z is the moduli point of all semistable extensions
0→ α→ ξ → ωC ⊗ α
−1 → 0 or 0→ ωC ⊗ α
−1 → ξ → α→ 0
for a given α ∈ Picg−1(C). Tensoring the previous sequences by Ω(t) it follows that h0(Ω⊗ ξ(t)) = 0 iff
h0(Ω⊗α(t)) = h0(Ω⊗ω⊗α−1) = 0. Tensoring the sequence 2.8 by α(t) the latter condition is equivalent
to the injectivity of the multiplication H0(ωC) ⊗ H
0(α(t)) −→ H0(ωC ⊗ α(t)) and of the analogous
multiplication for ωC ⊗ α−1. Fixing t the injectivity of these maps for a general α is well known and it
follows from the base-point-free pencil trick [ACGH]. Fixing α (hence z) the same argument gives the
injectivity for a general t. Hence Uj intersects both z × T and Sing(X)× t.
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(2.12) PROPOSITION. (ξ, t) defines a point of Uj if and only if the following conditions are satisfied:
(1)h0(ξ(t)) = 4
(2) ξ(t) is globally generated
(3) h0(ξ(t)) = 4, where ξ is defined by the fundamental exact sequence
(2.13) 0 −→ (ξ(t))∗ −→ H0(ξ(t))∗ ⊗OC −→ ξ(t) −→ 0
Proof. If (1),(2),(3) hold the sheaf ξ(t) defined by the previous sequence is a rank 2 vector bundle such
that h1(ξ(t)) = 0. The semistability of ξ(t)∗ implies h0(ξ(t)∗) = 0 so that, taking the long exact sequence
of 2.13, we obtain the isomorphisms
H0(ξ(t))∗ ∼= H0(ξ(t)) and H1(ξ(t)∗) ∼= H0(ξ(t))∗ ⊗H1(OC))
By Serre duality the latter one is the dual of the multiplication map
ν : H0(ωC)⊗H
0(ξ(t))→ H0(ω ⊗ ξ(t))
since ν is an isomorphism h0(Ω ⊗ ξ(t)) = 0 and (ξ, t) ∈ Uj . Conversely let ν be an isomorphism: note
that h1(ωC ⊗ ξ(t)) = h0(ξ(t)∗); then h0(ωC ⊗ ξ(t)) = 4g and h0(ξ(t)) ≤ 4. Hence, by Riemann-Roch,
h0(ξ(t)) = 4 and (1) holds. From the semistability of ξ(t − x)∗ we have again 0 = h0(ξ(t − x))∗ =
h1(ωC ⊗ ξ(t− x)), ∀x ∈ C. In particular it follows
h0(ωC ⊗ ξ(t− x)) = 4g − 2 ∀x ∈ C
so that ωC ⊗ ξ(t) globally generated. Let x ∈ C, consider in H0(ωC) ⊗ H0(ξ(t)) the vector space
Sx = ν
−1(H0(ωC ⊗ ξ(t− x)): this is just the sum
Sx = H
0(ωC(−x))⊗H
0(ξ(t)) +H0(ωC)⊗H
0(ξ(t− x))
moreover the intersection of the latter two vector spaces is H0(ωC(−x) ⊗ H
0(ξ(t − x)). If ξ(t) is not
globally generated at x on sees by computing dimensions that dimSx > 4g − 2 = dimν(Sx): against
the injectivity of ν. Hence (2) holds. Since (1) and (2) hold it is very easy to show (3) using the exact
sequence 2.13.
(2.14)PROPOSITION. Assume that (ξ, t) defines a point Uj. Let ξ be constructed from (ξ, t) using
the exact sequence 2.13. Then ξ is semistable and (ξ, t) defines a point of Uj.
Proof. Assume ξ not semistable the there exists an exact sequence of vector bundles
0 −→ L −→ ξ(t) −→M −→ 0
such that deg(L) ≥ g + 2. By the previous proposition we have h0(ξ(t)) = 4, therefore, passing to the
long exact sequence, we obtain h1(ξ(t)) = h1(M) = 0. Then only two cases are possible: (1) h0(L) = 3
so that deg(M) = g, h0(M) = 1 and (2) h0(L) = 4. In case (1) ξ(t) is not globally generated at points
of SuppM , in case (2) at all points of C. On the other hand ξ(t) is defined by the exact sequence 2.13
hence it is globally generated. Therefore ξ must be semistable. The rest of the proof is an immediate
consequence of prop. 2.12.
12
(2.15)PROPOSITION. Assume that (ξ, t) defines a point of Uj, then there is no subline bundle L of
ξ(t) having degree ≤ g and h0(L) ≥ 2.
Proof. As above we construct from (ξ, t) the pair (ξ, t). We know from the previous proposition that ξ is
semistable. Assume such a line bundle L exists, there is no restriction to assume that L is saturated in
ξ(t). Let h0(L) = 2, L globally generated, deg(L) ≤ g. Then we have the exact diagram
0 0 0y
y
y
0 −−−−→ L∗ −−−−→ H0(L)⊗OC −−−−→ L −−−−→ 0y
y
y
0 −−−−→ ξ(t)∗ −−−−→ H0(ξ(t)) ⊗OC −−−−→ ξ(t) −−−−→ 0y y y
0 −−−−→ M∗ −−−−→ H0(M)⊗OC −−−−→ M −−−−→ 0y
y
y
0 0 0
where the middle horizontal row is just the dual of 2.13. In particular L∗ is a subline bundle of ξ(t)∗
and deg(L∗) > 12deg(ξ(t)
∗): against the semistability of ξ(t). Assume h0(L) ≥ 3 or h0(L) = 2 and L not
globally generated then it follows h0(ξ(t − x)) ≥ 3 for at least one x ∈ C. This implies h0(ξ(t)) > 4 or
ξ(t) is not globally generated: a contradiction.
Using the exact sequence 2.13 we define a bijective involution
j : Uj −→ Uj
such that
j(ξ, t) = (ξ, t)
it is standard to check that j is a birational involution on X × T which is biregular on Uj.
(2.16)DEFINITION. Let X = SUC(2), T = Pic
2(C). We will say that
j : X × T −→ X × T
is the fundamental involution of X × T .
(2.17)REMARKS
(1) Let K be the kernel of the evaluation map e : H0(ξ(t)) ⊗OC → ξ(t): it is standard to deduce that
j(ξ, t) = (K∗(−t), t) as soon as K is a rank two vector bundle which is semistable and of degree 2g + 2.
It is not difficult to check for which t K is a rank two vector bundle and it is possible to suitably extend j
in case ξ(t) is not globally generated (see section 5). The main problem is the stability of K, (cfr. [Bu]).
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(2)Let p1 : X × T → T be the first projection: knowing that X = p1(Uj) would be very useful in this
paper. This property means that, for each semistable rank 2 vector bundle ξ with canonical determinant,
the locus
Dξ = {t ∈ T/h
0(Ω⊗ ξ(t)) > 0}
is a divisor and not all T . In any case let Y = X−p1(Uj): Y is clearly closed and contained inX−Sing(X)
by prop. 2.11. Since Pic(X) ∼= Z Y cannot be a divisor:
(2.18) codimXY ≥ 2
This remark will be important in the proof of the main theorem (see section 7 and thm. 6.13). We
continue with the previous notations and introduce in addition the following ones:
(2.19) let t ∈ T
Pg+2t = PH
0(ωC(2t))
∗
Ct = the curve C embedded in P
g+2
t by ωC(2t)
(2.20) It= ideal sheaf of Ct
We want to construct a vector bundle
Q −→ T
of fibre H0(It(2)) over t and a rational map
F : X × T −→ P(Q)
To construct Q we fix a Poincare´ bundle
P → Pic2g+2(C)× C
and consider the vector bundles
(2.21) F = p∗P and G = p∗(P
⊗2)
where p is the first projection. Then P(F) = C(2g+2), the fibre of F is H0(L) and the fibre of G is
H0(L⊗2) (at the point L ∈ Pic2g+2(C)). Moreover there exists a uniquely defined morphism
(2.22) ν : Sym2F −→ G
such that νL : (Sym
2F)L → GL is the usual multiplication map
νL : Sym
2H0(L) −→ H0(L⊗2)
ν Since deg(L) ≥ 2g + 1 νL is always surjective, hence
(2.23) V = Kerν
is a vector bundle and one computes
rank of V =
(
g + 1
2
)
+ 1
We define now a squaring map
γ : T −→ Pic2g+2(C)
by setting
γ(t) = ωC(2t)
then we take the pull-back of V by γ and give the following
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(2.24)DEFINITION. Q = γ∗Kerν is the fundamental bundle.
Considering the multiplication map
(2.25) µt : Sym
2H0(ωC(2t)) −→ H
0(ω⊗2C (4t))
it is clear that Kerµt is the fibre of Q at t, therefore
(2.26) Qt = Kerµt = H
0(It(2))
Now we want to construct F : we fix the open set
(2.27) U = Uj ∩ (X − SingX)
where Uj is defined as in the previous section. Let (z, t) ∈ U then z is the moduli point of a stable ξ
such that h0(ξ(t)) = 4 (prop.2.12). Putting as usual E = ξ(t), V = H0(ξ(t)) we construct from (E , V )
the quadratic form q(E , V ) ∈ H0(It(2)). Since ξ is stable and (z, t) ∈ Uj there is no subline bundle L
of E with h0(L) ≥ 2 (prop. 2.15), in particular q(E , V ) is not zero (prop.1.11). Therefore its zero locus
Q(E , V ) is a quadric containing Ct i.e. a point of PQt. Q(E , V ) depends only on (z, t), we set
F (z, t) = Q(E , V )
this defines a rational map
F : X × T −→ PQ
which is regular on U .
(2.28)DEFINITION. We will say that F : X × T −→ PQ is the fundamental map. The restriction of
F to X × t will be denoted by
Ft : X −→ PQt
3. Geometry of the fundamental map: rank 6 quadrics
The family of maps Ft : X → PQt has the following important feature: let
θ : X → PH0(L)∗
be the morphism associated to the generalized theta divisor L then Ft is defined by a linear subsystem of
| L |. In other words {Ft(X), t ∈ T } is a complete family of linear projections of θ(X). This is shown
in section 4 and it will be used to discuss the very ampleness of L. Now we want to study the map Ft:
this provides a natural description of X in terms of rank 6 quadrics. Let
(3.1) U = Uj ∩X − SingX Ut = U ∩X × t
by proposition 2.11(i) Ut is not empty for all t ∈ T . Ft is regular on Ut, we consider the closure
(3.2) Zt ⊂ PQt
of Ft(X) and the scheme theoretic intersection
W
(r)
t = P
(r)
t ·P(Qt)
where P
(r)
t ⊂ PH
0(O
P
g+2
t
(2)) is the variety of all quadrics in Pg+2t having rank ≤ r. It is clear that
Zt ⊆W
(6)
t
moreover the expected dimension of W
(6)
t is 3g − 3 and this is also the dimension of X : the situation is
described by the next
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(3.3)THEOREM. Assume g ≥ 3, then
(1) the general point of Zt is a quadric of rank 6
(2) the rational map Ft : X −→ Zt has degree two
(3) Zt is a reduced irreducible component of Wt.
Proof. Preliminarily we show that the map Ft : X → Zt has degree ≤ 2: Let z ∈ Ut, then z is the moduli
point of a stable bundle ξ; since z ∈ Ut ξ(t) is globally generated, there is no subline bundle L of ξ(t)
with h0(ξ(t) and h0(ξ(t) = 4(prop. 2.12, 2.15). Therefore (by prop. 1.11)
5 ≤ rankFt(z) ≤ 6 SingFt(z) ∩Ct = ∅
Since these conditions hold we can apply to Ft(z) proposition 1.19 which says that there exist at most
two isomorphism classes of pairs (E , V ) such that Q(E , V ) = Ft(z). Hence degFt ≤ 2 and moreover
dimZt = 3g − 3
because Ft is of finite degree. We can now prove our statements: assume (1) does not hold, then every
point of Zt is a quadric of rank ≤ 5 and
Zt ⊆W
(5)
t
Fix Q = Ft(z) with z ∈ Ut then Q has rank exactly 5. Consider the projectivized tangent space T
(5)
Q to
W
(5)
t at the point Q, it is standard that
T
(5)
Q = PH
0(ISingQ∪C(2))
where ISingQ∪C(2)) is the ideal sheaf of SingQ ∪C. Since Zt is a closed subset of W
(5)
t it follows
dimT
(5)
Q ≥ 3g − 3 = dimZt
Let us show that this is impossible for g ≥ 3:since SingQ ∩ C is empty the general maximal linear
subspace Λ of Q does not intersect C. Then, by proposition 1.26,
h0(IΛ∪C(2)) = h
0(E)− 3
where IΛ∪C is the ideal sheaf of Λ∪C and (E , V ) is a pair defining Q. Since Q = F (z, t) with z ∈ Ut we
can assume E = ξ(t) where ξ is the bundle considered at the beginning of this proof. But then h0(E) = 4
so that
h0(IΛ∪C(2)) = 1
On the other hand we can consider the exact sequence
0→ H0(IΛ∪C(2))→ H
0(ISingQ∪C(2)) −→ H
0(J (2))
where J is the ideal of SingQ in Λ. We have h0(ISingQ∪C (2)) ≥ 3g−2 = dimT
(5)
Q +1, from dimSingQ =
g − 3 and dimΛ = g − 1 we compute immediately h0(J (2)) = 2g − 1. Thus we finally obtain
h0(IΛ∪C(2)) ≥ g − 1
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which is impossible for g ≥ 3. This shows (1), to show (2) observe that, if Ft(z) has rank 6, there exist
exactly two isomorphism classes of pairs (E , V ) defining Q. To show (3) let Q = Ft(z) with z ∈ Ut and
rank of Q = 6. We consider the projectivized tangent space to W
(6)
t at Q that is
T
(6)
Q = PH
0(ISingQ∪C(2))
Then we use the previous sequence 3.14: this time we have dimSingQ = g − 4, dimΛ = g − 1 so
that h0(J (2)) = 3g − 1. On the other hand, choosing Λ general in at least one of the two rulings of
maximal linear subspaces, we have h0(IΛ∪C(2)) = 1 as above. Therefore h0(ISingQ∪C(2)) ≤ 3g − 2 and
dimT
(6)
Q ≤ 3g−3. Since dimT
(6)
Q ≥ dimZt = 3g−3 it follows dimT
(6)
Q = 3g−3. Hence Zt is an irreducible
component of W
(6)
t which is smooth at Q.
Let j : X × T → X × T be the fundamental involution, it follows from the previous proof that
generically
F−1(F (z, t)) = {(z, t) , j(z, t)}
hence we have also obtained:
(3.5)THEOREM. Assume g ≥ 3, then:
(1) the fundamental map F has degree two;
(2) the birational involution induced by F is the fundamental involution j.
Assume g ≥ 3, then Zt is a family of quadrics of even rank 6: a well known construction defines a
finite double covering
(3.6) F˜t : Z˜t −→ Zt
where, as a set, Z˜t is the family of pairs (Q,Λ) such that Q ∈ Zt, Λ is a connected component of the
variety of linear subspaces of Q having codimension 2 and F˜t(Q,Λ) = Q. In particular F˜t is e´tale at each
Q ∈ Zt having rank 6.
(3.7)THEOREM. Ft = F˜t · πt where πt : X −→ Z˜t is a birational morphism
Proof. Ft(z) = Q(E , V ) for a given pair (E , V ). As in section 1 we consider the grassmannian G∗V and
the universal bundle UV : one of the two families of planes in G∗V is the family of the zero sets of the non
zero global sections of U∗V . Recall that Q(E , V ) = δV
−1(G∗V ) where δV is the linear projection defined in
1.5. Taking the inverse images by δV of the planes of this family we obtain a connected component Λ of
the variety of codimension 2 linear subspaces of Q(E , V ). One defines πt by setting πt(z, t) = (Q,Λ).
We finish this section by an auxiliary result to be used later:
(3.8)PROPOSITION. Let ξ be a stable bundle, z ∈ X its moduli point, t ∈ T . Assume h0(ξ(t) = 4,
ξ(t) globally generated and F (z, t) of rank 6. Then F (t, z) is a smooth point of Zt and the tangent map
dF is injective at (z, t) as well as (dFt) at z.
Proof. Let Q = F (z, t): in theorem 3.3 we proved dimZt = 3g − 3 exactly by showing that the tangent
space TZt,Q has dimension 3g−3 (under the assumptions we have). Hence Q is non singular for Zt. Since
ξ(t) is globally generated and Q has rank ≥ 5 it follows from our usual argument (prop. 1.19) that z is
a connected component of F−1(z). z is smooth because ξ is stable, since Ft = F˜t · πt and F˜t is e´tale over
Q because the rank of Q is 6 we conclude that (dFt)z is injective. Finally let p : PQ → T be the natural
map, since p ·F = idT then dpQ · dF(z,t) : TX,z⊕TT,t → TT,t is the obvious projection, on the other hand
dF(z,t)/TX,z = (dFt)z. This implies that dF(z,t) is injective.
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4. Geometry of the fundamental map: the generalized theta divisor.
In this section, and throughout all the paper, we fix the following notations
(4.1).
C(n) = n-th symmetric product of the curve C,
J = Pic0(C),
Θ = a symmetric theta divisor in J ,
X = SU(2, C),
L = generalized theta divisor of SU(2, C)
Moreover we will set
S = C(2)
and
T = Pic2(C)
The vector spaceH0(L)∗ will be canonically identified toH0(OJ (2Θ)) as in [B1]. Though it is actually not
needed we will assume in this section that C is not hyperelliptic: this simplifies somehow the exposition.
Our first purpose is to construct a suitable map of vector bundles over T
λ : H0(L)∗ ⊗OT −→ Q
where Q is the fundamental bundle defined in section 3. In order to do this fix t ∈ T and consider the
morphism
αt : S −→ J
such that
αt(x+ y) = t− x− y
αt is just the Abel map multiplied by -1, its image in J is t− S; we denote it by
(4.2) St
This defines the correspondence
(4.3) S = {(t, e) ∈ T × J |e ∈ St}
together with its two natural projections
T
π1←−−−− S
π2−−−−→ J
Applying π1∗π
∗
2 to the evaluation map e : OJ ⊗ H
0(OJ (2Θ)) −→ OJ (2Θ) we obtain the morphism of
sheaves
π1∗π
∗
2(e) : π1∗π
∗
2OJ ⊗H
0(OJ(2Θ)) −→ π1∗π
∗
2OJ (2Θ)
let us set
(4.4) Qˆ = π1∗π
∗
2OJ(2Θ)
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and
(4.5) λˆ = π1∗π
∗
2(e)
since π1∗π
∗
2OJ ⊗H
0(OJ (2Θ)) = OT ⊗H0(OJ(2Θ)) we have defined a morphism
λˆ = π1∗π
∗
2(e) : H
0(OJ (2Θ))⊗OT −→ Qˆ
Note that π∗1t = St so that the stalk of Qˆ at t is
Qˆt = H
0(OSt(2Θ))
and the map
λˆt : H
0(OJ (2Θ))→ Qˆt
is just the restriction
H0(OJ (2Θ)) −→ H
0(OSt(2Θ))
(4.6)DEFINITION. We will say that λˆ is the restriction map.
If dim(Qˆt) is a constant function Qˆ is a vector bundle: this is ensured by the next proposition 4.9.
(4.7)LEMMA. Let d = Σzi ∈ Div(C), D = Σ(zi+C) be the corresponding divisor in S, ∆ the diagonal
in S. Then:
(1) O∆(D) ∼= OC(2d)
(2) there exists a canonical isomorphism ψ : Sym2H0(OC(d))→ H0(OS(D)) such that
(3) composing the restriction ρ : H0(OS(D) −→ H0(OC(2d)) with ψ we obtain the multiplication map
µ : Sym2H0(OC(d)) −→ H
0(OC(2d))
In particular ρ is surjective if deg(d) ≥ 2g + 1.
Proof. It is elementary to check that (z+C) and ∆ intersect at the unique point 2z ∈ S with multiplicity
2: this implies (1). To show (2) consider the natural involution i : C × C → C × C together with the
quotient map π : C ×C → S and the projections pi : C ×C → C. From p∗1OC(d)⊗ p
∗
2OC(d)
∼= π∗OS(D)
we obtain the isomorphism
τ : H0(OC(d))⊗H
0(OC(d))→ H
0(π∗OS(D))
such that τ(si⊗sj) = p
∗
1si⊗p
∗
2sj . On the other hand we have the involution ι
∗ on H0(π∗OS(D)) defined
by ι. Let j = (τ−1 · ι∗ · τ): observe that j is the natural involution on H0(OC(d)) ⊗H0(OC(d)) sending
si ⊗ sj to sj ⊗ si.
Considering the +1 eigenspaces we have Sym2H0(OC(d)) for j and π
∗H0(OS(D)) for ι
∗. Restricting τ
to Sym2H0(ωC(2t)) we obtain the diagram
Sym2H0(OC(2))
τ
−−−−→ π∗H0(OS(D))
π∗
←−−−− H0(OS(D))
from this (composing properly the maps) we obtain the isomorphism ψ required in (2). The equality
µ = ρ · ψ can be checked on vectors si ⊗ sj + sj ⊗ si. Finally µ is surjective if degd ≥ 2g + 1 so that the
same holds for ρ.
We denote by
Θt ∈ Div(S)
a divisor such that
OS(Θt) ∼= α
∗
tOJ (Θ)
for brevity we omit the proof of the following
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(4.8)LEMMA. OS(2Θt) ∼= OS(Σ(zi + C)−∆) where OC(
∑
zi) ∼= ωC(2t).
(4.9)PROPOSITION. ∀t ∈ T we have
(1)h0(OSt(2Θ)) =
(
g+1
2
)
+ 1
(2) h1(OSt(2Θ)) = 0
Proof. (1) By the previous two lemmas we have the exact sequence
(4.10) 0→ OS(2Θt)→ OS(Σ(zi + C))→ OC(2Σzi)→ 0
with OC(Σzi) ∼= ωC(2t). Consider the restriction map
ρ : H0(OS(Σ(zi + C)) −→ H
0(OC(2Σzi))
up to the isomorphism ψ given in lemma 4.7 ρ is just the multiplication map
(4.11) µt : Sym
2H0(ωC(2t)) −→ H
0(ω⊗2C (4t))
since deg(Σzi) ≥ 2g+ 1 µt is surjective and Kerµt ∼= H0(OS(2Θt)). Then we can compute h0(OS(2Θt))
=
(
g+1
2
)
+ 1.
(2) By Riemann-Roch h0(OS(2Θt)) =
(
g+1
2
)
+1+h1(OS(2Θt))−h2(OS(2Θt). By Serre duality h2(OS(2Θt)) =
h0(OS(KS − 2Θt)). It is easy to see that h0(OS(KS − 2Θt)) = 0; indeed z + C is nef and (z + C) ·
(KS − 2Θt) = −3. Hence, by (1), h
2(OS(2Θt)) = h
1(OS(2Θt)) = 0.
(4.12)COROLLARY. Qˆ is a vector bundle of rank
(
g+1
2
)
+ 1 over Pic2(C)
Note that this is also the rank of the fundamental bundle Q constructed in section 3. Moreover we have
the exact sequence
0 −−−−→ H0(OS(2Θt))
σt−−−−→ Sym2H0(ωC(2t))
µt
−−−−→ H0(ω⊗2C (4t)) −−−−→ 0
where µt is the multiplication map: this is obtained from the sequence 4.10 applying lemma 4.7. Since
the fibre of Q on t is Qt = Kerµt we have a natural isomorphism
(4.13) σt : Qˆt −→ Qt
(4.14)PROPOSITION. Up to tensoring by a line bundle there exists an isomorphism σ : Qˆ −→ Q
having as its fibrewise maps the previous isomorphisms σt (∀t ∈ T ).
Since this is essentially not needed we omit the proof. Composing the restriction map λˆ with σ we obtain
the morphism of vector bundles
λ = σ · λˆ : H0(OJ(2Θ))⊗OT → Q
From λ we construct the diagram
X × T
θ×id
−−−−→ | 2Θ | ×T
λ
−−−−→ PQ
where θ : X →| 2Θ | is the morphism associated to the generalized theta divisor and λ is the projec-
tivization of λ.
This defines the rational map
(4.15) Φ = λ · (θ × idT )X × T −→ PQ
on the other hand we have from section 2 the fundamental map
(4.16) F : X × T −→ PQ
The main step is now the following
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(4.17)THEOREM. F and Φ are the same map.
In order to show the theorem we need some preparation.
(4.18)LEMMA. Let C ⊆ Pr be a not degenerate smooth curve, Sec(C) the variety of its bisecant lines.
Then there is no quadric containing Sec(C).
Proof. Assume there exists a quadric Q containing Sec(C) then Q contains the linear span of < d > for
every d ∈ C(3) (indeed < d > is a 3-secant plane or a 3-secant line to C: in the former case Q contains
three lines of < d > hence < d >). Using the same argument one can show by induction on k ≥ 3 that Q
contains the linear span of < d > for every d ∈ C(k). Since C spans Pr this implies Q = Pr: obviously
a contradiction.
Let
(4.19) Sec(Ct) ⊂ P
g+2
t
be the variety of bisecant lines to Ct: ∀x, y ∈ C we denote by
xyt
the bisecant line to Ct joining x to y. We consider the incidence correspondence
Σt = {(x+ y, z) ∈ S ×P
g+2
t /z ∈ xyt}
together with its two projections
(4.20) S
α
←−−−− Σt
β
−−−−→ Sec(Ct)
Let
(4.21) E = {(x+ y, z) ∈ Σt/ x = z or y = z}
E is a copy of C × C and it is contracted to Ct by β.
(4.22) LEMMA.
(1) β∗OSec(Ct)(2)⊗OΣt(−E)
∼= α∗OS(2Θt)
(2)Let s ∈ H0(OS(2Θt)), s 6= 0 then
α∗div(s)− E = β∗Q
where Q is the quadric defined by σt(s).
Proof. Let s ∈ Qˆt = H0(OS(2Θt)), s 6= 0: at first we construct
(4.23) q = σt(s)
(up to a non zero constant factor). For this it suffices to use the proof of lemma 4.7 and to recall the
definition of σt as it has been given in 4.13: the sequence 4.10 defines an injection H
0(OS(2Θt)) →
H0(OS(D)). Let
r
21
be the image of s in H0(OS(D)): using the quotient map π : C × C → S we lift r to a global section
b = π∗r ∈ H0(π∗OS(D))
As in the proof of lemma 4.7 we have the standard identifications
H0(ωC(2t))⊗H
0(ωC(dt)) = H
0(π∗OS(D))
and
Sym2H0(ωC(2t)) = π
∗H0(OS(D))
Hence we can view b as a symmetric bilinear form on H0(ωC(2t))
∗: let q be its associated quadratic form
then
q = σt(s)
To prove (1) and (2), it suffices to show that
div(β∗qs)− E = α
∗div(s)
Let us check this equality set theoretically: by definition of b we have
(4.24) x+ y ∈ div(r)⇐⇒< x, y > is an isotropic space for b
(where < x, y > ⊂ H0(ωC(2t))∗ denotes the vector space having as its projectivization the linear span of
x, y in Pg+2t ). Furthermore div(r) = div(s)+∆ so that b(x, x) = 0 ∀x ∈ C and, as it must be, q vanishes
on Ct; let Q be the quadric defined by q and
R = Q ∩ Sec(Ct)
since Q contains Ct one can easily show that R is union of bisecant lines xyt. Assume x 6= y then, using
the previous equivalence and div(r) = div(s) + ∆, it follows
xyt ⊂ Q⇐⇒ bs(< x >,< y >)⇐⇒ x+ y ∈ div(s)
Hence
(4.25) β−1(R) = α−1(div(s)) ∪E
For a general s div(s) is reduced, hence α∗div(s) = alpha−1(div(s); moreover a standard computation
in NumΣt shows that α
∗div(s) is numerically equivalent to β∗q − E. From this and the set theoretical
equality the proof follows.
Now we can give a
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(4.26) PROOF OF THEOREM 5.20.
Proof. Let us recall that:
(1) F is the composition of the following maps
X × T
θ×idT−−−−→ | 2Θ | × × T
λˆ
−−−−→ PQˆ
σ
−−−−→ PQ
(2) given z ∈ X we have
θ(z) = Θξ = {e ∈ J/h
0(ξ(e)) ≥ 1}
where ξ is any bundle with moduli point z.
Assume (z, t) is in the domain of F , since λˆt is the restriction map H
0(OJ (2Θ)) → H0(OSt(2Θ)) it
follows that
λˆ(θ(z), t)
is the curve
Θt,z = θ(z) · St
let Θz,t = div(s), q = σt(s), then
Q = F (z, t) ∈ PQt
is the quadric defined by q. In particular it follows that:
(z, t) is in the domain of F ⇐⇒ Θt,z is well defined as a divisor in St ⇐⇒ θ(z) does not contain St
Actually it is possible to show that these conditions are equivalent to h0(E) = 4 and q(E , V ) not identically
zero, where E = ξ(t), V = H0(E); in any case, for a general (z, t) in the domain of F , the latter conditions
are satisfied by ξ. This gives to us a second quadric
Q′ = Q(E , V )
which is defined defined by the pair (E , V ) as in section 1. We must show Q = Q′. Since no quadric
contains Sec(Ct) it suffices to show Q · Sec(Ct) = Q′ · Sec(Ct) that is
β∗Q− E = β∗Q′ − E
At first we check this equality set theoretically: since Q is defined by σt(s) with div(s) = Θt,z we have
from the previous lemma
α∗Θt,z − E = β
∗Q
which means
x+ y ∈ Θt,z ⇐⇒ xyt ⊂ Q
on the other hand
x+ y ∈ Θz,t ⇐⇒ x+ y ∈ Θξ ∩ St ⇐⇒ h
0(ξ(t − x− y)) ≥ 1
by definition of Θξ. Now recall that Q
′ = Q(E , V ) so that, using the same notations of section 1, we have
the linear projection
δV : Q1 −→ G
∗
V
such that δV /Ct is the Gauss map gV . It is a standard exercise to check that
h0(ξ(t− x− y)) ≥ 1⇐⇒ δV (xyt) ⊂ G
∗
V ⇐⇒ xytsubsetQ
′
Therefore Q ∩ Sec(Ct) = Q′ ∩ Sec(Ct). To complete the proof it suffices to show that Q ∩ Sec(Ct) =
Q·Sec(Ct) which is true if Θz,t is reduced. Now, for a general z, Θξ is reduced; moreover, by transversality
of general translate, Θξ · St is reduced too for a general t.
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5. Geometry of the fundamental involution: technical lemmas.
Let j : X × T → X × T be the fundamental involution: from now on we will denote respectively by
(5.1) Ij and Bj
the indeterminacy locus of j and the maximal (with respect to inclusion) open subset along which j is
biregular. The proof of our main theorem relies on a weaker version of rigidity lemma which is given in
the next section. This rigidity argument can be certainly applied if: for every o ∈ X − SingX
(1) o× T ∩ Ij has codimension ≥ 2 in T
(2) o× T ∩Bj is not empty.
Since we did not come to a complete proof of this statement, we found more convenient showing a weaker
result which is sufficient for our purposes: this is the content of the next theorems 5.6, 5.7,5.8. Let ξ be
a semistable rank 2 vector bundle, detξ = ωC , we define from ξ the following subsets of T
(5.2)
(1) V00(ξ) = {t ∈ T/ h0(ξ(t− x− y) ≥ 1 for all x, y ∈ C},
(2) V0(ξ) = {t ∈ T/ h0(ξ(t− 2x) ≥ 1 for all x, ∈ C}
(3) Vm(ξ) = {t ∈ T/ h0(ξ(t−mx)) ≥ 4−m for some x ∈ C}, m = 1, 2, 3
(3) W (ξ) = {t ∈ T/ h0(ξ(t − L)) ≥ 1 for some L ∈ W 1d , d ≤ g}
where W 1d ⊂ Pic
d(C) is the Brill-Noether locus of line bundles L having degree d and h0(L) ≥ 2. In
addition, considering the following subset of V1(ξ) ∩ V3(ξ) will be quite important:
(5.3) V13(ξ) = {t ∈ T/ h
0(ξ(t− x)) ≥ 3, h0(ξ(t− 3x)) ≥ 1 for the same x ∈ C } ⊂ V1(ξ) ∩ V3(ξ)
By semicontinuity these sets are closed in T , it is easy to see that they depend only on the moduli point
[ξ] of ξ; let
(5.4) I(o) = V0(ξ) ∪ V13(ξ) ∪W (ξ)
if [ξ] = o and let
I(o1 . . . or) = I(o1) ∪ · · · ∪ I(or)
for points o1 . . . or ∈ X
(5.5) DEFINITION. I(o1, . . . , or) is the special set of {o1 . . . or}.
(5.6) THEOREM. Let o, o ∈ X, assume: (1 ) o× T ∩Bj is not empty; (2 )j(o× T ) ⊂ o× T . Then
Ij ∩ o× T ⊆ o× I(o, o)
and the same holds for o.
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(5.7)THEOREM. Let o = [ξ] ∈ X then codimI(o) ≥ 2 unless the pair (C, ξ) satisfies one of the
following exceptional conditions:
(1) o ∈ SingX i.e. ξ is not stable
(2) C is hyperelliptic
(3) there exists a double covering π : C → Y of an elliptic curve and ξ = π∗η ⊗ L where L2 = ωC ⊗
det(π∗η∗) and η is the unique (up to twisting by a degree zero line bundle) irreducible rank two vector
bundle of degree 1.
(4) C is a smooth quartic curve in P2, ξ = TP2(−1)⊗OC(e), (2e ∼ 0).
The next result is what we need in the proof of the main theorem: it is an immediate consequence of the
previous statements 5.6 and 5.7.
(5.8)THEOREM. Let C be not hyperelliptic of genus ≥ 4, o a point of X − SingX, o not the moduli
point of the previous bundle π∗η ⊗ L if C is bielliptic. Assume j is generically defined on o × T and
moreover that
p1 · j : o× T −→ X
extends to a constant map, where p1 : X × T → T is the first projection. Then
Ij ∩ o× T
has codimension ≥ 2 in T .
The first theorem we want to show is 5.7. Let ξ be as above, we need to consider one closed set more:
(5.9) H(ξ) = {l ∈ Pic1(C)/h0(ξ(l)) ≥ 3}
it is clear that
l ∈ H(ξ)⇐⇒ −Cl ∪ Cl ⊂ Θξ
where Cl = {l− x, x ∈ C}
(5.10) LEMMA. g − 3 ≤ dimH(ξ) ≤ g − 2
Proof. Let α : Pic1(C)× C −→ Pic0(C) be the difference map, consider the natural projection
p : α∗Θξ −→ Pic1(C) and notice that p∗(l) = Cl · Θξ for each l ∈ Pic1(C). Then p is generically finite
on each irreducible component of α∗Θξ and the locus of points l where the fibre of p is not finite is H(ξ):
therefore dimHξ ≤ g− 2. On the other hand, if H(ξ)∩C(3)− t is not empty for any t ∈ T it follows from
transversality of general translate and the ampleness of the cycle C(3) − t that g − 3 ≤ dimH(ξ). It is
known ([G]) that, for at least one effective divisor d of degree 3, one has h0(ξ(t−d)) ≥ 1. Putting l = d−t
and applying Riemann-Roch it follows h1(ξ(−l)) = h0(ξ(l)) ≥ 3. Hence d− t ∈ H(ξ) ∩ C(3) − t 6= ∅.
(5.11) LEMMA. V00(ξ) and Vm(ξ), m = 0 . . . 3, are proper closed subsets of T , moreover:
(1) V00(ξ) ⊂ V0(ξ), codimV0(ξ) ≥ 2, codimV00(ξ) ≥ 3
(2) codimV1(ξ) ≥ 1
(3) codimV2(ξ) ≥ 2 if Θξ is reduced
(4) codimV3(ξ) ≥ 1.
Proof. (1) observe that t ∈ V00(ξ) if and only if the surface St = {t − x − y, x, y ∈ C} is in Θξ. Fix
a point e not in Θξ and consider in T the surface Se = {e + x + y, x, y ∈ C}. Since Se is ample and
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Se∩V00(ξ) = ∅ it follows codimV00(ξ) ≥ 3. Replacing the surface Se by the curve ∆e = {e+2x, x ∈ C}
and repeating word by word the same argument one shows codimV0(ξ) ≥ 2.
(2): by definition t ∈ V1(ξ) if and only if t = l+ x where x ∈ C and l ∈ H(ξ). Considering the sum map
β : H(ξ)× C −→ T , we have V1(ξ) = β(H(ξ) × C). Since codimH(ξ) ≥ 2 it follows codimV1(ξ) ≥ 1.
(3): by a theorem of Laszlo [L3] h0(ξ(t − 2x)) ≥ 2 implies t − 2x ∈ SingΘξ. Therefore V2(ξ) ⊆
β(SingΘξ ×∆) where β is the sum map and ∆ ⊂ C(2) the diagonal. The result follows immediately.
(4): observe that t ∈ V3(ξ) if and only if t = 3x− l where x ∈ C and h
0(ξ(−l)) ≥ 1. The latter condition
is equivalent to h0(ξ(l) ≥ 3 so that l ∈ H(ξ). Consider the map γ : H(ξ)× C −→ T which is so defined:
γ(l, x) = 3x− l; then V3(ξ) = γ((H(ξ)× C). Since codimH(ξ) ≥ 2 it follows codimV3(ξ) ≥ 1.
(5.12)LEMMA. Let Z be an irreducible component of V13(ξ). Assume Z is not contained in W (ξ),
then
codimZ ≥ 2
Proof. Let U = Z − (W (ξ) ∩ Z), we consider in U × C the closed set
U˜ = {(t, x) ∈ U × C/ h0(ξ(t− x)) ≥ 3 and h0(ξ(t − 3x)) ≥ 1}
Under the difference map α : U˜ −→ Pic1(C), (α(t, x) = t − x), we have α(U˜ ) ⊆ H(ξ) hence α(U˜ ) is at
most g − 2-dimensional by lemma 5.10. On the other hand the fibre of α is either the curve C or a finite
set. Let Y be any irreducible component of α(U˜ ) having maximal dimension g− 2: if, for l general in Y ,
α−1(l) is finite the result follows. Let
Yn = {l ∈ Y/ h
0(ξ(l)) ≥ n}
it is obvious that Y3 = Y , moreover Yn is closed in Y . We first assume that Y4 is a proper subset so that
h0(ξ(l)) = 3 for l general. Consider the determinant map
d : ∧2H0(ξ(l)) −→ H0(ωC(2l))
and assume α−1(l) is not finite, then α−1(l) = {(l + x, x), x ∈ C} so that
h0(ξ(l + x− 3x)) = h0(ξ(l − 2x)) ≥ 1∀x ∈ C
This is impossible if d is injective because then, in the 2-dimensional linear system defined by Imd we
would have a pencil of divisors containing 2x for each x in C. Hence there exist two independent vectors
s1, s2 ∈ H
0(ξ(l)) such that d(s1 ∧ s2) = 0 and they define a subline bundle L of ξ(l) with h
0(L) ≥ 2,
degL ≤ g. Since L is also a subline bundle of ξ(l+ x) it follows l+ x ∈W (ξ), ∀x ∈ C: hence l cannot be
in α(U˜), a contradiction.
Secondly we assume Y = Y4. Note that, fixing a point x ∈ C, x + Y5 is contained in V00(ξ) which is at
most g − 3-dimensional by the previous lemma. Hence, generically on Y , h0(ξ(l)) = 4. Assume α−1(l) is
not finite for a general l ∈ Y then
h0(ξ(l − 2x)) ≥ 1 for all x ∈ C and moreover h0(ξ(l)) = 4
to complete the proof we consider the surface R = P(ξ(l)∗) together with its tautological bundle H (i.e.
p∗H = ξ(l)) and the rational map
fH : R −→ P
3 = PH0(ξ(l))∗
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associated to H , Rx = p
−1(x). Let p : R → C be the obvious projection, Rx = p−1(x), we recall that
h0(ξ(l −mx)) = h0(OR(H −mRx)). There are two cases to be considered:
CASE (1) h0(OR(H −mRx) ≥ 2 for all x ∈ C and a fixed m ≥ 2.
Observe that the tangent map (dfH)z is not injective if h
0(OR(H − 2Rx)) ≥ 2 and z ∈ Rx: therefore
fH(R) cannot be 2-dimensional in this case. Since dimfH(R) ≤ 1 there exists a subline bundle L of ξ(l)
with h0(L) = 4 (fL(C) = fH(R)). Hence l + x ∈W (ξ), ∀x ∈ C and l cannot belong to α(U˜).
CASE (2) dimfH(R) = 2 and h
0(OR(H − 2Rx)) = 1 for a general x ∈ C.
Assuming this and keeping x general we observe that there exists a unique element Hx ∈| H − 2Rx |,
moreover | Hx−Rx | is (generically) empty: otherwise, fixing the point x, we would have 3x− l ∈ V00(ξ)
for l general, hence dimY4 ≥ g − 3. From these two remarks it follows that the pencil | H − Rx | has a
unique base point b(x) on the fibre Rx. This defines the holomorphic section
b : C −→ R
sending x to b(x) and the curve B = b(C). Let i(x)be the intersection index of B and H at b(x): assume
| H | has no base points on Rx then, by the construction of B,
i(x) ≥ 2 if and only if H contains Rx
This implies that either fH(Rx) is a tangent line to the curve fH(B) or fH(R) is a cone of vertex the
point fH(B). In any case fix a general pencil P ⊂| H | and consider its restriction PB to B: if d is
the degree of the moving part of PB one computes from the previous equivalence and Hurwitz formula:
2d −H2 ≤ 2 − 2g, hence d ≤ 1 because H2 = degξ(l) = 2g. Since this is impossible PB has no moving
part and an element of P must contains B; moreover dim | H − B |≥ 3 and fH(R) is a cone. Therefore
there exists a subline bundle L of ξ(l) with h0(L) ≥ 3 and one completes the proof as in case (1).
The next lemma is standard, we omit for brevity its proof
(5.13) LEMMA. (1) Let Y ⊂ Picn(C) be a closed subset, α : C(n)×Y −→ J = Pic0(C) the difference
map, Z = α(C(n) × Y ). If dimZ < g then α is generically finite onto Z. In particular:
(2) Let Y = {l ∈ Picn(C)/C(n) − l ⊆ Z, } where Z is a proper closed subset of Pic0(C). Then dimY ≤
dim(Z)− n.
The next result is an application of Martens’ theorem:
(5.14) THEOREM. For a semistable rank two vector bundle ξ of determinant ωC let
(5.15) W 1n(ξ, i) = {l ∈ Pic
i(C)/ there exists L ∈ Picn(C) such that h0(ξ(l)⊗ L−1) ≥ 1, h0(L) ≥ 2}
assume 0 ≤ i ≤ n < g then:
(1) if C is not hyperelliptic dimW 1n(ξ, i) ≤ g + i− 4
(2) if C is hyperelliptic dimW 1n(ξ, i) = g + i− 3 for i ≤ 3
Assume 0 ≤ i ≤ n = g then:
(3) dimW 1g (ξ, i) ≤ g + i− 3
Proof. Let W 1n ⊂ Pic
n(C) be the Brill-Noether locus of line bundles L with h0(L) ≥ 2. We can construct
in W 1n × Pic
i(C) the closed subset
B = {(L, l) ∈W 1n × Pic
i(C)/h0(ξ(l)⊗ L−1) ≥ 1}
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considering the two projections
W 1n
p1
←−−−− B
p2
−−−−→ Pici(C)
it is clear that
W 1n(ξ, i) = p2(B)
On the other hand, fix L ∈ p1(B) and consider the fibre
FL = p
−1
1 (L)
Let l ∈ FL, m = L(−l) then h
0(ξ(−m)) ≥ 1 so that h0(ξ(d −m)) ≥ 1 for all d ∈ C(n−i) and
C(n−i) −m ⊆ Θξ
In particular FL ⊆ {m ∈ Pic(n−i)/Cn−i −m ⊆ Θξ}, hence dim(FL) ≤ (g − 1)− (n− i) by the previous
corollary; on the other hand, by Martens theorem, dimW 1n ≤ n− 3 if C is not hyperelliptic. Therefore
dimW 1n(ξ, i) ≤ dimB ≤ dimW
1
n + dimFL ≤ g + i− 4
We leave as an exercise the hyperelliptic case. The proof of the case n = g is exactly the same: of course
in this case dimW 1g = g − 2 so that dimW
1
g (ξ, i) ≤ g + i− 3 .
Finally, from a theorem of Lange and Narasimhan [LN], we obtain
(5.16) PROPOSITION. CodimW (ξ) ≥ 2 unless:
(1) ξ is not stable
(2) C is hyperelliptic
(3)there exists a double covering π : C → Y of an elliptic curve and ξ = π∗η⊗L where L2 = ωC ⊗detπ∗η
and η is the unique irreducible rank two vector bundle of degree 1, (up to twisting by a degree zero line
bundle).
(3) C is a smooth quartic curve in P2, ξ = TP2(−1)⊗OC(e), 2e ∼ 0.
Proof. Using the previous notations we have W (ξ) =
⋃
W 1n(ξ, 2), 2 ≤ n ≤ g
By the previous theorem 5.14 codimW 1n(ξ, 2) ≥ 2 if C is not hyperelliptic and n ≤ g − 1. So we have
only to consider the case n = g: by definition t ∈ W 1g (ξ, 2) iff there exists Lt ∈ W
1
g such that Lt(−t) is
a subbundle of ξ. A simple dimension count shows that if codimW 1g (ξ, 2) = 1 then ξ has (at least) a 1
dimensional family of such subline bundles of degree g− 2. If ξ is stable they are of maximal degreeg− 2,
hence by a theorem of Lange-Narasimhan ξ ([LN] thm. 5.1) , ξ is as in cases (3) or (4). If ξ is semistable
not stable it is easy to see that codimW (ξ) = 1.
PROOF OF THEOREM 5.7:this is now an immediate consequence of the previous results: let o =
[ξ] ∈ X , by lemma 5.12 and 5.13 the only component of I(o) having possibly codimension 1 is the ”Brill-
Noether locus” W (ξ). On the other hand, by the previous theorem and proposition 5.16, one has, with
the prescribed exceptions, codimW (ξ) = 2. Hence the same holds for I(o).
In order to show theorem 5.6 we need some preparation. In particular we want to give the following
ALTERNATIVE DEFINITION OF j:
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Let (o, t) ∈ X × T ,
o = [ξ]
we denote by
e : H0(ξ(t))⊗OC −→ ξ(t)
the evaluation map and by
(5.17) U∗
the image sheaf Im(e). Then we consider the two projections
(5.18) C
p1
←−−−− C × C
p2
−−−−→ C
and the diagonal
∆ ⊂ C × C
Tensoring
0 −→ OC×C(−2∆) −→ OC×C(−∆) −→ O∆(−∆) −→ 0
by
(5.19) F = p∗1U
∗
and applying the p2∗ functor, we obtain the long exact sequence
(5.20)
0 −−−−→ p2∗F(−2∆) −−−−→ p2∗F(−∆) −−−−→
−−−−→ p2∗F ⊗O∆(−∆) −−−−→ R1p2∗F(−2∆) −−−−→ R1p2∗F(−∆) −−−−→ 0
Before of using it we fix the following open set in X × T
(5.21)DEFINITION.
Uj′ = {(o, t) ∈ X × T/ t is not in V0(ξ) ∪ V13(ξ), o = [ξ]}
let (o, t) ∈ Uj′ , since t is not in V00(ξ) it follows:
(1) h0(ξ(t)) = 4
(2) the evaluation map e : V ⊗OC → ξ(t) is generically surjective, where V = H0(ξ(t)).
This defines the exact sequence
(5.22) 0 −−−−→ U
e∗
−−−−→ V ∗ ⊗OC −→ U −−−−→ 0
where both
U = Im(e∗) = Im(e)∗ and U
are rank two vector bundles. Considering the Grassmannian G of 2-spaces in V ∗ and the Gauss map 1.5
g : C −→ G
of the pair (V, ξ(t)) it turns out that the previous sequence is the pull back by g of the universal/quotient
bundle sequence on G (see section 1)
0 −→ UV −→ V
∗ ⊗OC −→ UV −→ 0
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(5.23)LEMMA. If (o, t) ∈ Uj′ the sequence (5.20) becomes
0 −−−−→ U
∗ u
−−−−→ U∗ ⊗ ωC −−−−→ R1p2∗F(−2∆) −−−−→ R1p2∗F(−∆) −−−−→ 0
In particular this induces the exact sequence
(5.24) 0 −−−−→ U
∗ u
−−−−→ U∗ ⊗ ωC −−−−→ D −−−−→ 0
where D = Cokeru is an OC-module of finite length. D is supported exactly on points x such that
h0(U∗(−2x)) ≥ 1.
Proof. Let z ∈ C: by definition, tensoring (5.20) by OC,z/mz, we obtain the long exact sequence
0 −−−−→ H0(U∗(−2z)) −−−−→ H0(U∗(−z))
uz−−−−→ U∗x ⊗ ωC −−−−→
−−−−→ H1(U∗(−2z)) −−−−→ H1(U∗(−z) −−−−→ 0
Since U∗ is globally generated and H0(U∗) = V it follows that H0(U∗(−z)) is of constant dimension 2.
Since H0(U∗(−z)) is the fibre of p2∗F(−∆) at z this latter sheaf is a rank two vector bundle. Furthermore
the universal/quotient bundle sequence
0→ U
∗
→ V ⊗OC → U
∗ →
yelds the canonical isomorphims σz : Uz → H
0(U∗(−z)), z ∈ C. This implies that p2∗F(−∆) is isomor-
phic to U
∗
.
Note that O∆(−∆) ∼= ωC ∼= p∗2ωC . Therefore, by projection formula,
p2∗F ⊗O∆(−∆) = p2∗(p
∗
1U
∗ ⊗O∆)⊗ p
∗
2ωC) = U
∗ ⊗ ωC
Since t is not in V0(ξ) we have h
0(U∗(−2z) = h0(ξ(t − 2z)) = 0 for a general z. This implies that
p2∗F(−2∆)) = 0 and that Cokeru is supported on points z such that h
0(U∗(−2z)) > 0.
Since U∗ = Im(e) we have the exact sequence
(5.25) 0 −−−−→ U∗ −−−−→ ξ(t) −−−−→ C −−−−→ 0
with
(5.26) C = Coker(e)
Both
D = SuppD and Z = SuppC
are divisors in C, in particular
C = OZ , D = OD
We want to point out that
(5.27) SuppZ ∩ SuppD = ∅ so that D ⊗ C = 0
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this is due to our choice of (o, t) in Uj′ because then t is not in V13(ξ). Another remark is that, whenever
ξ(t) is globally generated and U semistable, then detU(−t) ∼= ωC and moreover
j(o, t) = (o, t)
for the moduli point o of U(−t): this just follows from the definition of j. We want to use the previous
constructions to give a partial extension of j to points (o, t) such that ξ(t) is not globally generated. With
this purpose we consider the exact sequence
0 −−−−→ ξ(t)∗ −−−−→ U
ǫ
−−−−→ C −−−−→ 0
which is the dual of 5.25 and note that the map ǫ is an element of
U∗ ⊗ C = Hom(U , C)
Then we tensor by C the sequence
0 −−−−→ U
∗
⊗ ω∗C
u
−−−−→ U∗ −−−−→ D ⊗ ωC∗ −−−−→ 0
constructed in 5.24. Since C ⊗ D = 0 we obtain
U
∗
⊗ C ⊗ ω∗C −→ U
∗ ⊗ C −→ C ⊗D ⊗ ω∗C = 0
and hence a natural isomorphism
σ : U
∗
⊗ C ⊗ ω∗C −→ U
∗ ⊗ C
Let
ǫ = σ−1(ǫ)
then ǫ ∈ Hom(U ⊗ωC , C). Since ǫ is an epimorphism it is easy to see that ǫ is an epimorphism too. This
defines the rank two vector bundle
Kerǫ
such that det(Kerǫ) = detξ(t)⊗ ω2C . Then we fix the following
(5.28)DEFINITION. Kerǫ⊗ ω∗C will be always denoted by φt
and briefly sketch the conclusion: the construction of Kerǫ easily extends from one pair to a family of
pairs (ξ, t) such that ([ξ], t) ∈ Uj′ . Then it is standard to deduce that there exists a rational map
(5.29) j′ : X × T −→ X × T
which is so defined on Uj′ :
∀([ξ], t) ∈ Uj′ j
′([ξ], t) = ([φt], t)
provided φt is semistable. From the definitions of j and j
′ it follows
j(o, t) = j′(o, t) on Uj′ ∩ Uj
where Uj is the open set defined in section 2. Therefore j
′ and j define the same birational involution.
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Let us recall two elementary facts:
(5.29) REMARKS
(1) If ξ(t) is globally generated C = Coker(e) = 0. Hence ǫ = ǫ = 0 and φt(t) = U = Ker(e)
∗.
(2)We have obvious canonical inclusions
V ∗ ⊂ H0(U) ⊆ H0(φt(t))
∗
using the standard arguments of section 1 and the exact sequence
0 −→ U −→ V ∗ ⊗OC −→ U −→ 0
it is easy to see that the pairs (V, ξ(t)) and (V ∗, φt(t)) define the same quadric Q containing the embedded
curve Ct ⊂ P
g+2
t :
Q = Q(V, ξ(t)) = Q(V ∗, φt(t))
PROOF OF THEOREM 5.6.
Proof. Let o = [ξ], at first we assume that ξ is stable . The assumption of the theorem we want to prove
is that
j(o, t) = (o, t)
for a general t and a fixed point
o = [ξ]
As it is easy to show (see next lemma), for each point u corresponding to a semistable not stable bundle
and t general j(u, t) = (u, t); therefore ξ is stable too. Let I(o, o) = I(o)∪ I(o) be the special set of {o, o}
defined in 5.5, we must show that the open subset
U = T − I(o, o)
is in the domain of j. Let t ∈ U , from the previous construction of j′ we already know that
j′(o, t) = j(o, t) = ([φt], t)
as soon as the rank two vector bundle φt is semistable. To show that φt is semistable we fix a Poincare´
bundle on C × T and construct in a standard way a sheaf
R −→ C × T
such that
Rt = R⊗OC×t = φt(t)
for all t ∈ U . On the other hand, for a general t ∈ U , we have
ξ(t) ∼= φt(t)
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To see this take t in the complement of I(o, o) ∪ V1(ξ) ∪ V1(ξ) and such that (o, t) is in the domain ofj.
Under this choice both ξ(t) and ξ(t) are globally generated and moreover the sequence
0 −→ ξ(t)∗ −→ H0(ξ(t)) ⊗OC −→ ξ(t) −→ 0
is exact. Since ξ(t) is globally generated it is clear that the construction of φt(t) gives exactly ξ(t), (cfr.
remark 5.29(1)). By semicontinuity the condition ξ(t) ∼= Rt for a general t implies
h0(Rt ⊗ ξ(t)
∗) ≥ 1
for all t ∈ T . Equivalently, there exists a non zero morphism
ρt : Rt −→ ξ(t)
for each t ∈ T . Assume t ∈ U and Rt = φt(t) unstable, then ρt cannot be an isomorphism; since φt, ξ
have the same slope and the latter is stable we have an exact sequence
0 −→ A −→ φt(t) −→ B −→ 0
where
A = Ker(ρt) and B = Im(ρt)
are line bundles and B is a subline bundle of ξ(t) of degree ≤ g. To obtain a contradiction we show that
h0(B) ≥ 2
because then h0(B) ≥ 2⇒ t ∈ W (ξ) ⊂ I(o, o)⇒ t is not in U . By construction (see section 1 and remark
5.29) we have
q(V, ξ(t)) = q = cq(V ∗, φt(t))
(c ∈ C∗) for the pairs (V, ξ(t)) and (V ∗, φt(t)); the quadratic form q is vanishing on the embedded curve
Ct. If h
0(B) ≤ 1 then H0(A) cuts on V ∗ a subspace of codimension ≤ 1 and hence q is identically zero
by prop. 1.11. Since q is also defined by (V, ξ(t)) the same proposition implies that ξ(t) has a subline
bundle C with h0(C) ≥ 3: this is impossible because t is in U , hence not in W (ξ). Therefore h0(B) ≥ 2.
It remains to consider the semistable case: this is done in the next lemma.
(5.30) LEMMA. Let o ∈ Sing(X) then:
(1) Ij ∩ o× T ⊆ I(o)
(2) j(o, t) = (o, t) for t ∈ T − I(o)
Proof. Since o ∈ SingX o is the moduli point of a family of (S-equivalent, see [B1]) semistable not stable
vector bundles. Exactly one of them is split: let
ξ =M ⊕N
such a bundle: if t ∈ V1(ξ) then | M(t) | (or | N(t) |) has a base point x and L = M(t − x) is a subline
bundle of ξ(t) with h0(L) ≥ 2, degL ≤ g. Hence t ∈W (ξ). Conversely, if t ∈ W (ξ), it is easy to see that
ξ(t) is not globally generated so that t ∈ V1(ξ). Therefore V1(ξ) = W (ξ) so that
I(o) =W (ξ) ∪ V0(ξ)
If t ∈ T − I(o), one has immediately the exact sequence
0→M(t)∗ ⊕N(t)∗ → H0(M(t))⊗OC ⊕H
0(N(t))⊗OC →M(t)⊕N(t)→
which implies j(o, t) = (o, t). This completes the proof.
(5.31) REMARK Using the previous lemma and our main theorem one could deduce that Ij∩o×T =W (ξ)
if [ξ] ∈ SingX and C is not hyperelliptic. Note also that W (ξ) is a divisor if [ξ] ∈ SingX .
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6. An application of Rigidity lemma.
In this section we fix
(6.1) X = integral quasi projective variety
and
(6.2) L = ample, globally generated line bundle on X
so that the map associated to L
(6.3) θ : X −→ PN = P(H0L)∗
is a finite morphism. We want to check whether L is very ample by composing θ with the elements of a
complete family of linear projections of PN . More precisely this means that we fix
T = integral projective variety
and a non zero map of vector bundles over T
(6.4) λ : H0(L)∗ ⊗OT −→ Q
Denoting by
(6.5) λ : PN × T −→ P(Q)
the induced map of projective bundles and composing it with
(6.6) θ × idT : X × T −→ P
N × T
we obtain a rational map
(6.7) Φ = λ · (θ × idT ) : X × T −→ P(Q)
Clearly, for each t ∈ T , the restriction
Φt : X × t −→ P(Qt)
of Φ to X × t is just the composition of θ with the linear projection
λt : P
N → P(Qt).
In principle, when X is projective, one can try to show the very ampleness of L by checking if any pair of
points (of tangent vectors) can be separated by at least one Φt. Under some suitable assumptions such
a family of rational maps Φt can also be used to show that
deg(θ) = 1 =⇒ L very ample.
In this section we show this result under some assumptions which are ”ad hoc” constructed for the case
X = SU2(C), L = generalized theta divisor. Essentially, every result here is a consequences of the well
known
34
RIGIDITY LEMMA. Let Φ : X ×T −→ Z be a morphism. Assume that there exists o ∈ X such that
Φ/(o× T ) is constant
then Φ factors through the first projection p1 : X × T → T i.e.
Φ = f · p1
where f : X → Z is a morphism.
As a slight extension of the lemma we have
(6.8)PROPOSITION. Let Φ : X×T → Z be only a rational map, IΦ its indeterminacy locus. Assume
there exists o ∈ X such that
(1) codimT (IΦ ∩ o× T ) ≥ 2
(2) Φ restricted to o× T extends to a constant map.
Then Φ factors through the first projection p1 : X × T → X i.e.:
Φ = f · p1
where f : X → Z is a rational map.
Proof. Let
A = {x ∈ X |codimT (IΦ ∩ x× T ) ≥ 2}
by assumption (1) and dimension theory A is a non empty open set. Let us show that Φ restricted to
x× T extends to a constant map for all x ∈ A: take any two points
t1, t2 ∈ T
such that (x, t1), (x, t2) are not in IΦ. Since T is projective and codimT (IΦ∩x×T ) ≥ 2, codimT (IΦ∩o×T )
≥ 2 there exists a projective curve Γ ⊂ T containing t1, t2 and such that IΦ ∩ (x× Γ) = IΦ ∩ (o× Γ) = ∅.
Now consider the (non empty) open set AΓ = {x ∈ X/IΦ ∩ x × Γ = ∅}: by assumption (2) and the
Rigidity Lemma applied to Φ restricted to AΓ ×B, we obtain
Φ(x, t1) = Φ(x, t2)
Since t1, t2 are choosen on an open set of T it follows that Φ/x × T is a constant map. Then we can
consider the function
f : A −→ Z
sending x ∈ A to the point Φ(x × T ): clearly f is a rational map from X to Z and Φ = f · p1.
Let us point out a special corollary of this:
(6.9)PROPOSITION. Let j : X × T → X × T be a birational involution, Ij its indeterminacy locus,
p1 : X × T → X the natural projection. Assume there exists o ∈ X such that:
(1) codimT (Ij ∩ o× T ) ≥ 2
(2) p1 · j restricted to o× T extends to a constant map
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then there exists a birational involution f : X → X which makes commutative the diagram
X × T −−−−→
j
X × T
yp1
yp1
X −−−−→
f
X
Proof. Consider the rational map Φ = p1 · j : X×T → X and observe that Ij contains the indeterminacy
locus of Φ; then apply to Φ proposition 6.8: by assumptions (1) and (2) Φ factors through p1 and a
rational map f : X → X ; therefore f · p1 = p1 · j: this gives the required commutative diagram. In
particular f · f · p1 = f · p1 · j = p1 · j · j = p1 so that f · f = idX and f is a birational involution.
Now we apply the previous propositions to the special situation which is relevant for this paper;
therefore let Φ : X × T → P(Q) be the rational map constructed in 6.7 we make the following
(6.10)ASSUMPTION. Φ has degree two onto its image.
Moreover, given such a Φ, we will always use the following
(6.11) NOTATIONS.
(1) j : X × T → X × T =: the involution induced by Φ
(2) Ij =: the indeterminacy locus of j
(3) Bj =: the maximal j-invariant open set such that j/Bj is a biregular isomorphism.
As usual we say that θ is not an embedding at x ∈ X if θ is not injective at x or if the tangent map
dθx : TX,x → Tθ(X),θ(x) is not an isomorphism. Let
(6.12) N(L) = {x ∈ X/θ is not an embedding at x }
then
(6.13)THEOREM. Let θ : X −→ Pn be the morphism associated to L. Assume:
(1) ∀x ∈ N(L) codimT (Ij ∩ x× T ) ≥ 2
(2) ∀x ∈ N(L), p1 · j restricted to x× T extends to a constant map
Then, if L is not very ample, there exists a non identical birational involution f : X −→ X such that
j = f × idT
Furthemore, assume in addition that:
(3) X is normal, Pic(X) ∼= Z and the restriction Pic(X)→ Pic(X − SingX) is an isomorphism
(4) codimXY ≥ 2, where Y = X − p1(Bj)
Then, if L is not very ample, there exists a projective involution f of Pn such that
θ · f = f · θ
Proof. If L is not very ample N(L) is not empty. Then, by proposition 6.9, there exists a birational
involution f on X such that p1 · j = f · p1 where p1 is the first projection of X × T . Since j(x, t) is the
identity in t it follows j = f × idT and in particular f is non identical.
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Since f = j× idT the open set X−Y is f -invariant and f is biregular on it. Let Z = Y ∪Sing(X): from
assumption (4) and the normality of X it follows that Z has codimension ≥ 2 in X . Consider the open
set U = X − Z from assumption (3) it follows that the restriction Pic(X)→ Pic(U) is an isomorphism.
Clearly U is f -invariant and f/U is a biregular involution of U . Hence, in particular, (f/U)∗L/U ∼= L/U .
Since X−U has codimension ≥ 2 the restriction H0(L)→ H0(L/U) is an isomorphism too. This implies
that f/U induces on PN =PH0(L)∗ a projective involution f such that θ · f = f · θ.
(6.14) REMARK The previous theorem is only a corollary to proposition 6.9, nevertheless it plays an
essential role for showing the very ampleness of the generalized theta divisor. Let us see why: of course
if we produce a subset S ⊂ X such that θ(S) spans PN and f/S = idS , then f is the identity and
deg(θ) ≥ 2. In the case X = SUC(2), L = generalized theta divisor we will see that such an S is SingX ;
therefore we will be able to conclude L not very ample =⇒ deg(θ) ≥ 2 =⇒ C hyperelliptic, where the
second implication is Beauville’s result (0.4) (iii).
7. Proof of the main theorem.
Let θ : X −→| 2Θ | be the morphism associated to the generalized theta divisor, we want to show our
main theorem (0.3) that is:
if C is not hyperelliptic
(1) θ is injective
(2) dθx is injective ∀x ∈ X − SingX.
Since everything is known for genus g ≤ 3 we assume C not hyperelliptic of genus g ≥ 4, then we consider
the fundamental map
F : X × T −→ P(Q)
and its associated fundamental involution
j : X × T −→ X × T
which have been studied in detail in the previous sections. We want to apply theorem 6.13 to F and j,
therefore we must check wether the assumptions (1),(2),(3),(4) of this theorem are satisfied:
Assumption (3) is satisfied because X is normal and Pic(X)− SingX ∼= PicX (see [B1]3.1). By remark
2.18 assumption (4) is satisfied too. Assumptions (1) and (2) concern the locus
N(L) = {o ∈ X/θis not an embedding at o}
a point o ∈ N(L) satisfies them iff:
(1) o× T ∩ Ij has codimension ≥ 2 in T , where Ij is the indeterminacy locus of j
(2) let p1 : X × T → X be the first projection, then p1 · j is generically defined and constant when
restricted to o× T .
(7.1) LEMMA.
(i) Let o ∈ N(L) ∩X − SingX then o satisfies assumptions (1) and (2)
(ii) let o ∈ SingX then θ−1(o) = {o}.
Proof. (i) At first we show that condition (2) is satisfied by o. We distinguish two cases:
37
CASE (A) θ is not injective at o . Then there exists o 6= o such that θ(o) = θ(o), we will assume o = [ξ],
o = ξ. Consider in T the special closed set I(o, o) defined in 5.5 and the complement
Uo,o = T − I(o, o)
of the special closed set I(o, o) = I(o) ∪ I(o) defined in 5.5: we already know that, putting
E = ξ(t), V = H0(ξ(t)) E = ξ(t), V = H0(ξ(t))
and choosing t in Uo,o, the dimension ofV , V is 4 and moreover the pairs (E , V ), (E , V ) define two quadrics
Qt = Q(E , V ), Qt = Q(E , V )
having rank ≥ 4. Actually, since o is not in SingX and t is not in I(o), there is no subline bundle L of
E with h0(L) ≥ 2 so that
rankQt ≥ 5
by prop. 1.11. Choosing t general in Uo,o (that is: t ∈ U0− (U0 ∩ V1(ξ)) ξ(t) is globally generated, hence
SingQt ∩ Ct = ∅
by prop. 1.9. From the definition of the fundamental map F we have
Qt = F (o, t) and Qt = F (o, t)
Since F = λ · (θ × idT ) and θ(o) = θ(o) it follows F (o, t) = F (o, t) that is
Qt = Qt
Since Qt has rank ≥ 5 and SingQt∩Ct = ∅ there exist at most two isomorphism classes of pairs defining
Qt, moreover they are either isomorphic or dual (prop. 1.19, lemma 1.18). In particular this holds for
(E , V ), (E , V ): since o 6= o ξ is not isomorphic to ξ hence these two pairs cannot be isomorphic and they
are dual. Then the rank of Qt is 6 and
j(o, t) = (o, t)
Since this holds for a general t ∈ T j is generically defined on o×T and p1 · j : o×T → X is the constant
map onto the point o. Hence condition (2) of theorem 6.13 is satisfied by o. The proof of the next case
is similar:
CASE (B) the tangent map dθo : TX,o → Tθ(X),θ(o) is not an isomorphism. Since we have already shown
case (A) we can assume θ−1(o) = {o}: this clearly implies dθo not injective. We consider as above the
quadric Qt = F (o, t): we know that its rank is 5 or 6 for general t (precisely for t ∈ T −W (ξ)). Let us
show that in this case the rank is 5: since F = λ · (θ× idT ) and dθ is not injective at o dF is not injective
at (o, t). We have shown in proposition 3.18 that this is impossible if the rank of Qt is 6. Since the rank
is 5 (E , V ) is isomorphic to its dual so that j(o, t) = (o, t) for a general t. Hence o satisfies conditions
(2) of theorem 6.13. To complete the proof of (i) we have now to show that o satisfies also condition
(1). This is an immediate consequence of theorem 5.8 which says that, with the prescribed exceptions,
codimo× T ∩ Ij ≥ 2 if p1 · j : o× T → X is constant. Indeed, since we are assuming C not hyperelliptic,
g ≥ 4, o non singular, only the following exception is possible:
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there exists a double covering π : C → Y of an elliptic curve and o is the moduli point of the bundle
constructed from π as in the statement of theorem 5.8. Our claim is that θ is an embedding at such a
special point o so that o is not in N(L): we will show this claim at the end of the paper.
(ii) Let u ∈ X − SingX we have already remarked that F (u, t) is a quadric of rank ≥ 5 if t is general.
On the other hand the rank of F (o, t) is always ≤ 4 if o = [ξ] ∈ SingX : this is due to the fact that ξ(t)
has a subline bundle L with h0(L) ≥ 2 for every t, (degL = g + 1). Therefore F (u, t) 6= F (o, t) at least
for one t and hence θ(u) 6= θ(o). In particular θ−1(o) ⊂ SingX , but it is well known that θ/SingX is
injective hence θ−1(o) = o.
Finally we can complete the
PROOF OF THE MAIN THEOREM.
Assume there exists a point o ∈ X such that
(1) θ is not injective at o in X or
(2) o is non singular and dθo is not an isomorphism.
In case (1), by statement (ii) of the previous lemma 7.1, o ∈ X − SingX ∩N(L) hence, by statement (i)
of the same lemma, o satisfies assumptions (1), (2) of theorem 6.13. In case (2) o ∈ X − SingX ∩N(L)
again hence the same holds by the same lemma 7.1. Therefore we can apply to o the rigidity argument
used in theorem 6.13: since o exists and satisfies assumptions (1) and (2) j is induced by a non identical
birational involution f on X . That is
j = f × idT
. Once we have f we conclude by showing that
θ · f = θ
so that deg(θ) ≥ 2. For this it suffices to produce a subset S of X such that θ(S) spans the ambient
space | 2Θ | of θ(X) and f/S = idS (see remark 6.14). Let S = SingX then θ(S) is the Kummer variety
of J naturally embedded in | 2Θ | and of course it spans this space. Let s ∈ S: since, for a general t,
j(s, t) = (s, t) it follows f(s) = s and f/S = idS . Therefore deg(θ) ≥ 2: since C is not hyperelliptic this
is impossible ([B1]), hence the point o cannot exists. This implies the theorem.
COMPLETION OF THE PROOF OF LEMMA 7.1 (i) (the bielliptic case) Let π : C → Y be a double
cover of an elliptic curve, η an irreducible rank two vector bundle on Y of degree 1: as claimed in the
proof of lemma 7.1 (i) we must show that θ is an embedding at the moduli point o of
ξπ∗η ⊗ L
where L2 ∼= ωC ⊗ detπ∗η∗. We recall that ξ is stable (cfr.[LN]) and that, fixing its determinant, η is
unique. Hence for every π there are 22g exceptional points like o: one for each L. We will just sketch
proof: by [LN] ξ has a family of subline bundles of maximal degree g − 2 which is exactly the following
YL = {L(f), f ∈ π
∗Pic0(Y )}
Let Ct ⊂ P
g+2
t be the curve C embedded by ωC(2t), as usual we can choose t ∈ T so that in the quadric
Qt = F (o, t)
39
has rank ≥ 5 and Ct ∩ Qt = ∅. We can also assume h0(L(f + t)) = 1 and h1(L(f − t)) = 3 for each
L(f) ∈ YL. Then, denoting by < Df > the linear span in P
g+2
t of the unique element Df ∈| L(f + t) |,
it follows
codim < Df >= 3
and moreover
< Df >⊂ Qt
because h0(ξ(t − Df )) ≥ 1. Obviously < Df > 6=< Dg > if f 6= g; moreover, since they are maximal
subspaces of Qt in the same ruling we have
dim < Df > ∩ < Dg >= g − 5
Now observe that, if the rank of Qt is 5, then dimSingQt = g − 5 so that < Df > ∩ < Dg > = SingQt.
Assuming this and considering the variety R = ∪ < Df >, f ∈ π∗Pic0(Y ) it is not difficult to deduce
that R would be a cone of vertex SingQt over R ⊂ Q ⊂ P4, where R is a smooth scroll over Y and Q a
smooth quadric. Since this is impossible Qt must have rank 6. Then all the assumptions of proposition
3.18 are satisfied by the pair (o, t) and hence (dFt)o = (dλ)o · (dθ)o is injective. Therefore dθo is injective.
It remains to show that θ−1(o) = {o}: essentially this follows from the remark that Θξ contains the
irreducible components
W − YL , YL −W (where W = C(g − 2))
Assume θ([ξ]) = θ(o): by lemma 7.1 (ii) ξ is stable, the main point is to deduce from W − YL ⊂ Θξ
(= Θξ) that L(f) is a subline bundle of ξ for every L(f) ∈ YL: we omit this. Since, by the quoted result
of Lange-Narasimhan ([LN]thm.5.1), the latter property characterizes ξ it follows ξ ∼= ξ.
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