Abstract Barnes Ice Cap is a remnant of the Laurentide Ice Sheet, which covered much of northern North America during the Last Glacial Maximum. Barnes reached a quasi-equilibrium state~2000 years ago and has remained similar in size since then, with a small increase during the Little Ice Age. In this study, we combine historical observations with more recent satellite and airborne data (1995)(1996)(1997)(1998)(1999)(2000)(2001)(2002)(2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010) to drive a mass balance model coupled to a transient thermomechanical model with an adaptive mesh geometry. The model is used to characterize the current state of the ice cap and to investigate its stability as a function of climate and its own internal dynamics. On millennial time scales we show that ice flow is influenced by adjustment of an unsteady shape, by gently sloping bedrock, and by contrasting viscosities between the Pleistocene and Holocene ice. On shorter time scales, Barnes is affected by surge activity. Sensitivity tests reveal that Barnes experienced climate conditions which enabled its stability 2000 to 3000 years ago but will disappear under current climate conditions in the next millennium.
Introduction
The Canadian Arctic Archipelago is covered by~146,000 km 2 of glacier ice and contains one third of the global volume of land ice outside the Antarctic and Greenland ice sheets [Radić and Hock, 2010] . These ice masses were significant contributors to the sea level rise of the early 21st century, in response to increases in summer air temperature in the region [Gardner et al., 2011 [Gardner et al., , 2012 . Both ice caps and valley glaciers in this region are known to be generally polythermal [Blatter, 1987; Copland and Sharp, 2001] , characterized by a core of temperate basal ice in the central ablation zone ("Canadian-type" thermal structure) [Blatter and Hutter, 1991] . Such thermal structure leads to complex dynamics [Bingham et al., 2006] where the hydrological system is strongly influenced by ice temperature. More than 50 glaciers have been identified as surge type in the northern Archipelago [Copland et al., 2003] , and in the southern Archipelago, 10 surge-type glaciers have been described on Bylot Island [Dowdeswell et al., 2007] and five surge areas on Barnes Ice Cap [Holdsworth, 1977] .
Previous studies have indicated that an equilibrium line altitude above 650 m is required for Barnes Ice Cap to maintain a steady state [Mahaffy, 1976; Hooke et al., 1987] , meaning that Barnes is situated on sufficiently low and flat bedrock that ice cap inception under present-day conditions would be impossible. This peculiarity arises from the fact that Barnes is a remnant of the Laurentide Ice Sheet, which covered much of northern North America during the Last Glacial Maximum around 21 ka B.P. [Briner et al., 2009; Dyke et al., 2003; Hooke, 1976] . The Laurentide retreated (Figure 1 ) over the Holocene to the current margin of Barnes Ice Cap by~2 ka B.P. [Briner et al., 2009] and has remained in quasi-equilibrium with climate since then. The existence of an accumulation zone is due only to the height of the ice cap itself, making Barnes a "self-sustaining" ice mass particularly sensitive to both climate and internal dynamics. The local surge activity of Barnes [Holdsworth, 1977] affects the shape of the ice cap with the presence of several lobate structures on its westside, making Barnes asymmetric along its longitudinal axis [Mahaffy, 1976] . Under certain atmospheric conditions, a change in the geometry of the ice cap resulting from modified ice flow could cause it to cross a threshold that would lead to its eventual demise.
calculated from the combination of the measured rate of surface elevation change and surface velocities. The ice flow model is coupled to a mass balance model and includes a basal layer of Pleistocene ice with a distinct viscosity [Hooke, 1976] . The main objectives of this study are to better understand the history of Barnes ice cap and to establish a model that can be used to predict the response of the ice cap to future climate change.
Study Site

Context
Barnes Ice Cap (latitude 70°N, longitude 73°W) is located in the center of Baffin Island, Canada (Figure 1 ), covers an area of~5800 km 2 [Gardner et al., 2012] , and has a total mass of~2000 Gt (estimated in this study). The ice cap is approximately 150 km long and 60 km wide and is characterized by three main domes ( Figure 2 ). Maximum ice thickness of~730 m is found in a bedrock depression between the north and central domes, although the maximum ice elevation of 1124 m above sea level (asl) occurs at the summit of the north dome. The dynamics of Barnes is influenced by fast flow anomalies that have been linked to surge activity and are responsible for the formation of visible lobes along the west and south margins of the ice cap ( Figure 2 ) [Holdsworth, 1977] and by calving in Bieler and Conn lakes on the north side ( Figure 2 ). After a period of quasi-equilibrium with climate over the past two millennia, Barnes is now losing mass at a high rate of 2.8 Gt yr À1 (1960-2010 period) [Gardner et al., 2012] and appears to have accumulated mass only by superimposed ice formation in most recent years [Dupont, 2013] . This change is likely associated with increasing summer air temperatures in the region [Sneed et al., 2008; Hooke et al., 1987; Gardner et al., 2012; Lenaerts et al., 2013; Sharp et al., 2011] .
Data
Barnes is the most studied ice mass on Baffin Island, with a mass balance measurement program established in the 1960s [Sagar, 1966; Loken and Sagar, 1967] . In the 1970s and 1980s, research focused primarily on the south dome with measurements of mass balance [Hooke et al., 1987; Holdsworth and Hooke, 1977] , borehole temperature [Hooke et al., 1980; Classen, 1977] , ice deformation [Hooke and Hanson, 1986 ] (see location on Figure 2 ), surface velocities [Hooke et al., 1987] , and isotopic composition of the ice [Hooke and Clausen, 1982] . The 1990s marked the end of most in situ studies and the onset of satellite or airborne measurements providing detailed measurements of margin displacements [Jacobs et al., , 1997 , elevation changes Dyke and Prest [1987] . Color scale is the surface elevation (except for Greenland).
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10.1002/2016JF003839 Gardner et al., 2012; Abdalati et al., 2004] , surface velocities [Van Wychen et al., 2015] , and surface melt duration [Dupont et al., 2012] . In this study we also derive a new data set of one-dimensional surface velocity observations using interferometric synthetic aperture radar (InSAR) analysis on a pair of ERS InSAR scenes from European Remote-sensing Satellites (ERS) from 31 March 1996 to 1 April 1996. In 2011 NASA's Operation IceBridge obtained ice thickness measurements from airborne radar (Figure 2 ), which allows us to model Barnes with a realistic bed topography.
We make use of four different sources of climate data for mass balance modeling: (i) meteorological station data at Clyde River (Baffin Bay coast, about 200 km east of Barnes, see Figure 1 ), (ii) meteorological station data at Dewar Lakes (inland, about 200 km south of Barnes; see Figure 1 ), (iii) gridded temperature and precipitation data statistically interpolated by Hutchinson et al. [2009] , and (iv) the CRUTEM4 data set which is a gridded data set of global historical near-surface air temperature anomalies over land on a 5°grid [Jones et al., 2012] . Data sources i, ii, and iii begin in 1960. For the fourth, we use the nearest valid cells for 1870 to present. The corresponding grid cells are located 800 km east of Barnes on the Greenland coast at the same mean latitude (see Figure 1 ). The annual mean temperature correlation between the averaged CRUTEM4 data and Dewar Lakes or Clyde River is R 2 = 0.7 (n = 52).
Modeling Methods
Thermomechanical Ice Flow Model
The ice flow model is based on the Stokes equations adopting Glen's flow law for viscous isotropic ice [Cuffey and Paterson, 2010] and coupled to an energy conservation equation using the enthalpy formulation [Aschwanden et al., 2012; Gilbert et al., 2014] . Changes in the ice cap surface elevation are computed by solving a free surface equation [Gilbert et al., 2014] . Details on the model and boundary conditions can be found in the supporting information. [Sagar, 1966] . Blue stars show the locations of borehole temperature and ice deformation measurements [Hooke et al., 1980; Hooke and Hanson, 1986] ; red stars mark borehole temperature measurements only [Hooke et al., 1980; Classen, 1977] . Blue line shows the location of the velocity and mass balance profile measurements of Hooke et al. [1987] . Red line marks the velocity profile from Loken et al. [1968] . ( 
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Basal Pleistocene Ice Layer
Barnes is characterized by the presence of a Pleistocene ice layer (PIL) at the base of the ice cap [Hooke, 1976] , visible as a white band along the ice margin (Figure 2a, inset) . It has been demonstrated by borehole deformation measurements that this layer is appreciably softer than the Holocene ice above it [Hooke and Hanson, 1986] . A Pleistocene ice layer is included in the model as a body that forms an internal boundary, with a specified enhancement factor E distinct from Holocene ice. Evolution of the PIL thickness is permitted by solving a free surface-type equation at the interface between Pleistocene and Holocene ice:
where z pil is the interface elevation (m) and (u pil , v pil , and w pil ) are the ice velocity components (m s À1 ) at location (x, y, and z) on the interface. Our method of estimating the initial distribution of the PIL is described in section 4.2.1.2.
Surface Mass Balance Model
Surface melting is modeled using the degree-day method [Braithwaite, 1995] . Since refreezing processes have been shown to make an important contribution to the total accumulation of Barnes [Hooke et al., 1986; Dupont, 2013] , net annual surface mass balance is determined by
where M is the net surface mass balance (kg m À2 yr À1 ), A snow is the total surface accumulation (kg m À2 yr
À1
), R is the rate of superimposed ice formation (kg m À2 yr
), and M melt is the surface ablation (kg m À2 yr
).
To make the parameter estimation process simpler and faster for mass balance calculations, annual mass balance is directly computed from annual accumulation and annual melt using cumulative positive degree-days (PDDs) over the year. Surface accumulation observations made by Loken and Sagar [1967] over the whole ice cap reveal a strong accumulation gradient along the long axis of Barnes (about twice the accumulation in Zone 5 compared to Zone 1; see Figure 2 ). The measured surface accumulation lapse rate also appears to increase along this axis. Such a feature is not observed in the climate data, so we introduce a parameter that scales surface accumulation along the long axis of Barnes. Surface accumulation on Barnes is calculated as a function of elevation (z) and distance along the long axis of the ice cap (d) with the northwest extremity as the origin: ), which is the rate of increase in accumulation with distance along the axis of the ice cap, d 0 (km) is the position where precipitation begins to increase, and r snow is the ratio of accumulation to total precipitation. The value of r snow is determined from air temperature and the snow/rain threshold T p (K).
Accumulation on Barnes occurs primarily as superimposed ice, and we assume that refreezing only occurs in newly accumulated snow at the end of the accumulation season. Thus we write
with f r the refreezing factor, which is the fraction of the accumulation A snow that melts and refreezes. Assuming that water refreezes only in the current year's snow and cannot percolate through the ice layers of previous summers, the volumetric constraint on f r (volume available for refreezing) is
where ρ i , ρ s , and ρ w are, respectively, the density (kg m
À3
) of ice, snow, and water. Measured snow density at the top of the ice cap is about 350 kg m À3 [Dupont, 2013] and gives f r < 0.6.
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In order to work at an annual time step, we develop a specific formulation for the degree-day factor as a function of mean surface type (ice or snow) during the year by taking into account initial snow cover, superimposed ice formation, and total melting. The spatial distribution of the degree-day factor is recomputed each year as a function of the degree-day factors for snow and ice. This procedure allows us to take into account the snow albedo feedback. Ablation is calculated using a degree-day model with the degree-day factor f m (kg m À2 K À1 yr
À1
):
and the number of positive degree-days per year (P DD ) defined as a function of elevation (z) by
with
where ), and T m is a threshold temperature (K) above which melting occurs.
For each model year, the degree-day factor is calculated at each grid point using the following method: we first compute the ratio r s/m between accumulated snow (snow precipitation minus snow lost by superimposed ice formation) and total melt assuming f m = f snow :
We then have
where f snow is the degree-day factor for snow and f ice that for ice. The firn thickness h firn used for computing surface temperature (equation (12) in the supporting information) is updated at each time step:
where d firn is a regularization parameter (kg m À2 yr
) under the assumption of a firn thickness proportional to the accumulation in a steady state regime.
Numerical Solution
The thermomechanical model is solved using the finite element code Elmer/Ice [e.g., Gagliardini et al., 2013] based on the Elmer open-source multiphysics package (see http://elmerice.elmerfem.org for details). To capture the evolution of ice cap geometry in prognostic simulations, we implement the model on an adaptive mesh with 15 vertical layers as follows: (i) a time interval is defined over which the change in ice cap extent is small relative to the size of the ice cap; (ii) within this interval, only vertical mesh deformation is permitted in solving the free surface equation (equation (4) in the supporting information); (iii) outside this interval, a new surface topography is extracted from the model and extrapolated (if necessary) to define the new ice margin; (iv) the new margin and surface topography are used to construct a new mesh; (v) state variables are interpolated from the old mesh to the new mesh; and (vi) the simulation is initialized on the new mesh with the interpolated variables from the previous run as the initial condition.
In the retreating glacier case, no extrapolation of the surface topography is needed. A residual ice thickness of 10 m is retained in areas evacuated by the glacier. The remeshing step consists only of redefining a new glacier margin by removing the residual ice. In the advancing case, extrapolation is needed since the surface topography outside of the glacier margin is not within the model domain. Extrapolation of the surface topography is done using the MATLAB grid data function (v4 method), and a new margin is defined as the computed 10 m contour of glacier thickness. This method is not mass conserving, so we add a check on mass Journal of Geophysical Research: Earth Surface 10.1002/2016JF003839 conservation in order to quantify the error introduced by the extrapolation. For this purpose we integrate the total mass flux across the lateral boundary for each remeshing time step to obtain a total mass loss across the ice cap margin prior to remeshing M l (Gt). We also compute the mean mass balance M b (kg m À2 yr
À1
) at the edge of the ice cap. We ensure that
where M new and S new are, respectively, the total mass (Gt) and surface area (m 2 ) of the ice sheet after remeshing, M old and S old are, respectively, the total mass (Gt) and surface area (m 2 ) of the ice sheet before remeshing, and Δt is the elapsed time between two remeshings. Quantity (S new À S old )/2 is the mean surface area outside the model boundary in the time interval Δt. The error associated with the extrapolation process is then estimated by comparing the two sides of equation (12). We find that this error does not exceed 1% of the total ice cap mass, even after several millennia.
The method above allows us to optimize the number of nodes and partitions for parallel computing as a function of ice cap geometry ( Figure 3 ). It also enables mesh refinements in the vicinity of complex structures, such as canyons or valleys ( Figure 3b , northeast sector of the ice cap).
Model Setup
4.1. Mass Balance 4.1.1. Climate Forcing: Temperature and Precipitation Comparison between measured in situ winter mass balance on Barnes [Hooke et al., 1987; Holdsworth and Hooke, 1977; Loken and Sagar, 1967] and winter precipitation recorded at the surrounding weather stations reveals a poor correlation for the 13 years of available data (gridded data [Hutchinson et al., 2009] 
Clyde River: R 2 = 0.21; and Dewar Lakes: R 2 = 0.21). The poor correlation could be explained by the notorious difficulty of measuring Arctic precipitation due to gauge undercatch and the need to correct gauge biases [Mekis and Hogg, 1999] . In our case, the use of a time-dependent versus constant precipitation factor P ref does not improve the modeled annual net mass balance compared to available mass balance measurements. Therefore, we choose to fix the precipitation factor P ref in time and treat it as an adjustable parameter. P ref represents the mean annual precipitation at the northwest extremity of Barnes. Although the three temperature time series (see section 2.2) are well correlated with one another, the best agreement between modeled and measured mass balance is obtained using the mean temperature of the Dewar Lakes and Clyde River stations. We use this mean as our reference air temperature time series for the mass balance model calibration, described in section 4.1.2.
Model Parameter Estimation
Mass balance model parameters are summarized in Table 1 . Among these parameters, six are evaluated by estimating a probability density function (PDF) calculated from the differences between modeled and measured variables using a gridded search over the parameter space (with~10 6 parameter combinations).
This PDF is equal to the product of the probability P associated with each data set for which a covariance matrix representing data uncertainty is written:
with P being the probability density, m the vector of modeled values, d the data, and C the covariance matrix that describes uncertainty of the data, respectively. The PDF has been computed for each parameter using the following data: (i) mean geodetic mass balance over the whole ice cap between 1960 -1995 , 1960 -2007 , and 1960 [Gardner et al., 2012 , (ii) the mass balance-elevation profile on the south dome between 1975 and 1984 [Hooke et al., 1987] , (iii) mean net mass balance in each of the five zones (see Figure 2 ) in 1966 [Loken and Sagar, 1967] , (iv) the winter mass balance-elevation profile in 1965 and 1966 for Zones 1 and 4 [Loken and Sagar, 1967] , (v) the mass balance-elevation profile in 1964 (Zones 1 and 4) and 1965 (Zone 1) [Loken and Sagar, 1967] , and (vi) mean net balance between 1962 and 2010 at Sagar's camp (see Figure 2 ). During a flyover in July 2010, we observed stakes from the camp established in 1962 [Sagar, 1966] , indicating roughly balanced conditions at the camp location on average from 1962 to 2010. The near-surface lapse rates over Canadian Arctic glaciers have been found to deviate from the moist adiabatic lapse rate [Gardner et al., 2009] , but little information is available specifically for Barnes. Parameter estimation has been done assuming a mean temperature lapse rate dT/dz = À6.2 × 10 À3 K m À1 based on the comparison between temperature recorded at Clyde River and Barnes at 1073 m asl during summer 1962 , 1963 , and 1964 [Sagar, 1966 . The snow-rain threshold temperature T p is fixed at 275.15 K. These two parameters have a similar impact on the modeled mass balance as the melt and precipitation factors, making it difficult to constrain both simultaneously. We therefore fix dT/dz and T p . The threshold for melting (T m ) is estimated by matching the modeled melt season length at the summit of Barnes as estimated from microwave remote sensing [Dupont et al., 2012] . Using our fixed temperature lapse rate gives T m = 270.4 K, a reasonable value considering we use daily mean air temperature to compute the number of PDD [Senese et al., 2014] (maximum daily temperature can exceed 273.15 K even for daily mean temperature less than 273.15 K). Here we assume the 1960 ice cap geometry. Figure 3a ) has been constructed using bedrock topography interpolated from NASA IceBridge radar tracks with kriging ( Figure 2b ) and surface topography from the Canadian Digital Elevation Model (CDEM) based on aerial stereo images taken in 1960. To produce an initial state for the transient simulations as well as analyze the current state of Barnes, we first solve the thermomechanical problem with a steady state temperature field and basal sliding computed from the friction parameter β obtained by inversion. We assume no Pleistocene ice layer. We proceed following these steps: (i) surface topography is relaxed during a 20 year spin-up assuming zero net balance conditions and no sliding. In this first step, the dynamics model is coupled to a steady state temperature field where surface temperature (coefficients a and b in equation (12) in the supporting information) and geothermal heat flux (f g in equation (14) in the supplementary material) are calibrated to match the borehole temperature measurements from the south dome. The best match is obtained for f g = 2.8 × 10 À2 W m
À2
. The spatial distribution of firn (presence/absence) and a mean air temperature corresponding to a modeled zero net balance state is also assumed. (ii) The relaxed surface is then used to infer the friction parameter β (described below). The steady state temperature field is recalculated as the velocity field evolves due to the iterative updates to β during the inversion.
We invert for the friction parameter assuming a linear sliding law (m = 1 in equation (13) of the supporting information) and by minimizing a cost function with a regularization term using a control inverse method [Gagliardini et al., 2013; Gillet-Chaulet et al., 2012] . The cost function is based on the misfit between the model and two independent data sets: (i) the InSAR surface velocity field u obs InSAR and (ii) the vertical component of the surface-normal velocity u obs Nz :
where u Nz = (u Á N)Nz with N = (N x ,N y ,N z ) the unit vector normal to the surface, Γ s is the surface boundary, J reg is the regularization term, Γ b is the bedrock surface boundary, λ is a positive number, and γ 1 and γ 2 are positive weighting factors. u 
Estimating the Initial PIL Thickness
We assume the influence of the PIL can be quantified as a function of its thickness and its characteristic enhancement factor E (see equation (6) in the supporting information) using a simple two-layer slab approximation. We express the thickness H p (m) of the PIL as a function of the tangential velocity at the top of this layer v p (m s À1 ):
where H ice is the total ice thickness (m), A is the flow-law rate factor (s À1 Pa
À3
), τ b is the basal shear stress, and n is Glen's exponent.
To estimate the value of E, we compute the thickness of the PIL along a profile on the south dome where surface velocities and temperatures are known (Figure 2 ). We assume that the velocity v p at the top of the PIL is equal to the difference between the measured surface velocities (blue dots, Figure 4 ) and the modeled surface velocities assuming no sliding and no enhancement (red curve on Figure 4 ). Using equation (16) we obtain different PIL thickness profiles for different values of enhancement E. These profiles can then be compared to an independent estimate of the PIL thickness to determine the best value of E.
The PIL thickness distributed across the whole ice cap can then be estimated again using equation (16), with the rate factor A calculated from the modeled basal temperature, the basal drag computed using the ice flow model, and the value of E previously computed on the south dome profile. However, making the assumption that v p is equal to the inferred basal sliding velocity v b leads to unrealistic PIL thickness where either v b is too high or the basal drag too low. We therefore introduce a maximum PIL thickness, H pmax, set to the lesser of 80 m or the total ice thickness. We can then define v pmax , the maximum velocity at the top of the PIL:
The maximum PIL thickness reported by Hooke [1976] on the south dome is 40 m, becoming thinner toward the center of the ice cap [Hooke and Hanson, 1986] . We assume H pmax = 80 m as a reasonable global limit
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considering that the 40 m constraint applies only to a single profile. If v b exceeds v pmax , sliding must occur with a velocity equal to v b -v pmax This condition provides a criterion for separating true sliding from enhanced basal deformation, which was initially lumped into the inversion for sliding parameter β. The estimated distribution of PIL thickness is then used to initialize the geometry of the PIL body described in section 3.2. A final value of β is obtained by an inversion that includes the PIL body in the model.
Prognostic Simulations
Starting from the 1960 initial state, determined using the methods described above, prognostic simulations are run using a time step of 2 years and driven with a 2 year mean mass balance. The margin of the ice cap and mesh are updated every 20 years (see section 3.4). The duration of these simulations depends on the disappearance date of the ice cap. Simulations were limited to 2000 or 4000 years, depending on model parameters, in the case of ice cap survival.
Results
Mass Balance
Mean parameter values and their associated standard deviations obtained by the fitting method described above are summarized in Table 1 . Degree-day factors are low in comparison with other values from the literature [Hock, 2003 ] because we use a threshold for melting that differs from the commonly used (Figures 5b and 6b ) and a steady decrease after 1980. Mass balance estimated back to 1870 using the CRUTEM4 data (see inset, Figure 5b ) exhibits a short period of balanced conditions at the end of the nineteenth century. We estimate that Barnes lost about 340 Gt of ice (17% of its mass) from 1900 to 2010.
Due to the precipitation increase toward the southeast, mean surface mass balance at the top of the south dome is positive despite its lower elevation (Figure 5a ). This surface mass balance pattern is confirmed by satellite snowline observations at the end of summer [Andrews, 2002] and by altimetry measurements that show little change on the south dome compared to other similar elevations across Barnes [Gardner et al., 2012] , meaning that the mass balance in this area has to be positive to compensate the negative surface-normal velocity at the divide. For example, the modeled Equilibrium Line Altitude (ELA) closely matches the configuration of the snow line in August 2010 from Landsat imagery (Figure 5a ). Evolution of the ELA (Figure 5a) shows that Barnes has nearly lost its accumulation area over the last 10 years. (Figure 7b ) to highlight flow anomalies where the vertical subsidence or emergence differs from that required to maintain a steady ice cap surface geometry. The anomaly field highlights two zones along the southwest margin of the ice cap where the current surface topography is not in equilibrium with the current dynamics, likely due to changes in basal conditions. Inversion results using u obs Nz only (Method 1, γ 1 = 1.0 and γ 2 = 0.0, see equation (14)), InSAR line-of-sight velocities only (Method 2, γ 1 = 0.0 and γ 2 = 1.0), or both (with γ 1 = 1.0 and γ 2 = 0.01) are shown in Figures 8a-8c , respectively. The different surface velocity fields obtained using Methods 1 and 2 (Figures 8a and 8b ) are in good agreement with each other, thus validating the approach of using elevation change and mass balance to constrain dynamics. The similarity of results between Methods 1 and 2 was not a foregone conclusion, as the InSAR data represent surface displacements over a 24 h period, whereas the elevation change method reflects mean ice flow over 60 years. Discrepancies between the two results are observed in the north and south sectors of Barnes, mainly due to the fact that flow is perpendicular to the satellite-look direction in this region (see Figure 9) , and the InSAR data therefore cannot constrain the inversion there. The inversion using the InSAR data also leads to an unrealistically sharp transition between sliding and no sliding conditions at the divide in the northern region of the ice cap. The advantage of Method 1 is its independence of flow direction, which allows us to constrain the inversion everywhere. For example, comparison with in situ velocity measurements on the south dome lobe [Loken et al., 1968; G. Holdsworth, personal communication, 2015] shows that we obtain better results with Method 1 than with Method 2 (Figure 8f ). However, Method 1 also suffers from low sensitivity of normal velocity to surface flow magnitude because velocity vectors are roughly parallel to the surface. The use of modeled surface mass balance also introduces additional uncertainty. We therefore combine the two methods to obtain the reference velocity field in Figure 8c (see Figures 8 and 9 ). [Hooke et al., 1987; Loken and Sagar, 1967] and global geodetic data Gardner et al., 2012] . The inset shows modeled cumulative mass balance using CRUTEM4 data from Greenland (see Figure 1) .
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Results have also been compared with horizontal velocities obtained using speckle tracking on ALOS-PALSAR satellite imagery (Figure 8e The dynamics revealed by the inversion shows that Lobes 1 and 2 (see bold white numbers in Figure 8c ) are maintained by enhanced sliding that is still active today. The topographic adjustment associated with Sliding Area 1 (same bold white numbers in Figure 8c ) has reached a steady state in its central region, but a new smaller sliding zone to the east has appeared more recently, as indicated by a subsidence velocity anomaly in Figure 7c (circled area 2). This anomaly is linked to a smaller and younger sliding zone clearly visible in the InSAR inversion (Figure 8b ) as a high velocity patch located a few kilometers east of the main sliding zone. Topographic adjustment in Sliding Area 2 seems to still experience a surface lowering linked to the appearance of the sliding instability (Figure 7c ). Lobe 4 was likely also formed by enhanced sliding but has not been active since at least 1960. A positive normal velocity anomaly is clearly visible in Figure 7c (circled area 1) in the zone previously affected by sliding.
Differences between the modeled and observed thermal regime are investigated next. Modeled basal temperatures are shown in Figure 10 and suggest that Barnes is mostly cold based, with a few temperate areas situated near the ice margin. The largest modeled temperate area (under Lobe 4) is partially a consequence of the positive anomaly in vertical velocity due to the transient adjustment of surface topography. This anomaly Figure 1 ) [Loken and Sagar, 1967] . Figures 10b and 10c . The surface temperature is tuned such that the model agrees with the deepest measured temperatures. The differences between borehole T020 and T061 reflect different surface conditions associated with the transition between the ablation and accumulation zones, where warmer surface temperatures occur above the ELA due to meltwater refreezing in the firn [e.g., Hooke et al., 1983; Gilbert et al., 2012] . The difference between the modeled steady temperature and measured temperature profile in borehole T020 is due to the surface cooling associated with the reduction of firn thickness [Gilbert et al., 2012] since the Little Ice Age (today the firn is almost nonexistent). Hooke et al. [1980] also attributed this cooling to climatic warming resulting in an increase in superimposed ice and hence a decrease in meltwater penetration (and associated latent heat release) into the underlying firn. Large discrepancies between modeled and measured temperatures in borehole B4 are mainly due to a locally higher basal heat flux that Hooke et al.
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[1980] attributed to locally higher geothermal flux. The proximity of a temperate sliding zone (Lobe 2 in Figure 8c ), however, suggests that borehole B4 may be affected by basal meltwater. Sliding Areas 1 and 2 ( Figure 8c ) correspond to subfreezing temperatures modeled in Figure 10a , though the bed must be temperate in reality to allow sliding. Borehole measurements in Sliding Area 2 (Figure 10c ) confirm the presence of temperate basal ice, which is not captured by the model. Even without accounting for sliding (which produces surface uplift and a positive vertical velocity anomaly in this area which increases steady state basal temperatures), modeled steady state temperatures in Sliding Area 2 are always cold. The flow instability in this zone must therefore be driven by an external energy supply, such as water refreezing near the bed. Another explanation could be the presence of a geothermal flux anomaly as suggested by Hooke et al. [1980] in borehole B4, but our numerical experiments show that the basal heat flux must be 1.5 × 10 À1 W m À2 to produce temperate basal ice in Sliding Area 2. This value is about twice that found by Hooke et al. [1980] and seems unrealistically high considering the proximity of borehole temperature measurements that show a value less than 8.0 × 10 À2 W m
À2
. A value of 1.5 × 10 À1 W m À2 is equivalent to the energy supplied by water refreezing at a rate of 1.4 × 10 À2 kg m À2 yr À1 . A similar phenomenon is probably occurring in Sliding Area 1. However, Sliding Areas 3, 5, and 7 correspond to temperate zones in our steady state model (Figure 10a ), indicating that frictional and strain heating are able to maintain temperate conditions. These sliding zones are therefore stable. Sliding Area 7 appears to be linked to calving in Bieler Lake.
The decrease in basal shear stress associated with the change in surface topography caused by enhanced flow in Sliding Areas 1 and 2 (Figure 8d ) appears insufficient to shut down the sliding activity as we would expect in a normal surge [Clarke et al., 1984] . The cause of sliding shutdown in Area 4 remains unclear but hints at episodic flow variations that could be interpreted as surging with a very long active phase [Murray et al., 2003 ]. 
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Influence of the Pleistocene Ice
The basal sliding parameter obtained by inversion leads to a doubling of the surface velocities on the north side of the south dome, as compared to a simulation that assumes no sliding. Figure 4 compares simulation results with and without sliding to observations along a profile in this region (blue profile in Figure 2 ) and establishes that the introduction of sliding leads to better model-data agreement. However, temperature measurements along this same profile (Figure 10b ) indicate cold-based ice with temperatures less than À5°C. This contradiction confirms that what we have modeled as sliding here is actually enhanced deformation within the basal ice. Using the method described in section 4.2.1.2. we differentiate the contribution of sliding and enhanced deformation in the PIL. Figure 11b shows the PIL thickness inferred along the south dome profile for different values of the enhancement factor E. We obtain the best match between the position of the Holocene-Pleistocene interface and the 10,000 year isochron with a value of E = 3.5. The position of the Holocene-Pleistocene interface was also directly measured in borehole T081 and T061 by Hooke and Hanson [1986] , and our model matches this measurement for E = 3.0 and E = 2.7, respectively. These values are comparable to the E ∈ [2.5 3.0] obtained by Hooke and Hanson [1986] and E~3.0 obtained by Reeh [1985] in Greenland from borehole deformation measurements. We chose to use the mean of the three (Holdsworth, personal communication, 2015) horizontal velocities along the black dashed profile labeled F in Figure 8a . (g) Modeled and measured [Hooke et al., 1987] horizontal velocities along the black dashed profile labeled G in Figure 8a .
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values (E = 3.1) to compute the PIL thickness across the whole ice cap (Figure 11a ), differentiating enhanced basal deformation from sliding ( Figure 12 ). In order to validate our method, we rerun the inversion with the E = 3.1 PIL body (see section 3.2.) and obtain a similar sliding velocity field as the one from the two-layer slab approximation (Figure 12a ). This result confirms that the two-layer slab model adequately captures the effect of the PIL on surface velocities. [Hooke et al., 1980] along the north side of the south dome (stars in A). (c) Modeled (fine lines) and measured (bold lines) borehole temperatures [Classen, 1977] along the south side of the south dome (squares in A).
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therefore insensitive to the value of H pmax we choose (80 m here). Figure 12b shows that the influence of the PIL is mostly concentrated along the northeastern margin of Barnes and around Sliding Area 2. We interpret dark linear features in the Landsat imagery as the intersection of the ice surface with a specific isochron, meaning that Figures 12c and 12d show that the surface isochrons are perturbed by the flow within two main sliding zones in Lobes 1 and 2, qualitatively confirming the spatial extent of sliding inferred in Figure 12a .
Prognostic Simulations
The constant climate we use to compute surface mass balance uses a reference annual air temperature cycle that represents the mean annual temperature cycle over the period 1960-2013. This reference cycle is then shifted by ΔT (K) to test the sensitivity of the ice cap to different mean annual temperatures. Sensitivity to precipitation is also tested by multiplying the precipitation factor f p (equation (3)) by a constant. The basal sliding coefficient and PIL thickness are fixed to the inferred values described in the previous section. No sliding is assumed outside of the 1960 ice cap margin.
Stability of the Current Shape of Barnes Ice Cap
Our experiments reveal that on millennial time scales, the current shape of Barnes is unstable. Mahaffy [1976] obtained similar results and concluded that they could probably be explained by the no sliding assumption. Here we suggest that sliding cannot explain the current geometry of the ice cap. The current ice cap configuration is therefore a product of the retreat history of the Laurentide Ice Sheet [Dyke and Prest, 1987] (Figure 1 ) and the generally southwest dipping topography of Baffin Island. Modeled ice cap evolution for four different temperature forcings is shown in Figure 13 with the associated total mass and mean surface mass balance evolution. A warmer climate (Figure 13a ) leads to ice cap disappearance in less than 600 years. On this short time scale, ice dynamics has minimal influence and the oblong shape of the ice cap is therefore preserved. A cooler climate (Figures 13b-13d ) leads to preferential ice cap advance to the northeast and, if the cooling is sufficient, to the southwest (perpendicular to the longitudinal axis of Barnes), resulting in a more radially symmetric ice cap. The rapid retreat of the northwest and southeast margins [Briner et al., 2009; Dyke and Prest, 1987] , by comparison, is due to the inherited geometry of the retreating Laurentide Ice Sheet and the dynamic inactivity of these reaches.
The model experiment in Figure 13 also reveals that the ice divide tends to migrate northeast. Figure 13b is an example in which Barnes approaches a steady state but with an up-slope (northeast) migration of the divide (see Figure 13b inset ). This illustrates that the southwest margin of Barnes is more subjected to retreat than the northeast margin, in accordance with the lack of evidence for past moraines on the northeast side of 
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Barnes between the current margin and the "Cockburn end-moraine system" (~8 ka B.P.) [Andrews and Ives, 1978] . The northeast margin has been stable for at least 4000 years [Andrews and Barnett, 1979; Andrews and Ives, 1978] , except for a slight advance during the Little Ice Age [Hooke, 1976] . The southwest margin, by contrast, has retreated significantly [Andrews and Barnett, 1979] . This behavior could be explained by the bedrock, which slopes southwest (see Figure 13b inset ) and contributes to the ice cap asymmetry.
We investigate the influence of bedrock slope by performing two additional simulations, assuming either flat or uniformly sloping bedrock and applying the same climatic conditions starting from the 1960 initial state.
To simplify the interpretation of the results we omit the PIL and sliding. Inclined bedrock leads to an asymmetric ice cap (Figure 14b ) and thus an increase in the ice flux normal to the surface on the up-slope side, resulting in an imbalance between surface mass balance and ice flux (Figure 14c ). The net result is an upslope migration of the ice cap. Flat bedrock leads to a steady divide position ( Figure 14a ) and a symmetric ice cap geometry. The sloping bedrock under Barnes explains its tendency to advance to the northeast and the stability of the northeast margin relative to the southwest margin. The enhanced ice flux due to sliding along the southwest margin has modified the ice cap hypsometry and thus its mass balance on this side, further contributing to the preferential retreat of the southwest margin and related divide migration.
Sensitivity to Climate
To investigate the sensitivity of Barnes to climate, we perform 2000 year simulations (starting in 1960) for different precipitation and temperature anomalies. This period is long enough to observe the influence of the mass balance-elevation feedback. Due to the tendency of Barnes to adjust its form, as highlighted in the previous section, even a negative net balance applied to the current ice cap may lead to ice cap growth after several centuries ( Figure 15 ). We define two quantities in order to characterize the ice cap response to climate: the linear mass balance trend (kg m À2 yr
À2
) (linear fit to the mass balance evolution in time, Figure 15a ) and the mean mass balance (kg m À2 yr
À1
) for the initial shape in 1960 (Figure 15b ). The sign of the mass balance trend determines whether the ice cap will survive. The climate threshold for ice cap survival is represented by the black line in Figure 15a and is denoted ΔT lim . For example, if ΔT is 0.5 K and f p is 1.1, the mean mass balance over the ice cap will be~À5.0 × 10 À1 kg m À2 yr À1 (Figure 15b ) and the trend will be~-1.0 × 10 -3 kg m -2 yr -1 per year ( Figure 15a ); in this case the ice cap will disappear. However, if ΔT is À0.5 K and f p is 1.1, the mean mass balance will be~À1.0 × 10 À1 kg m À2 yr
, but the trend will be~+2.0 × 10 À4 kg m À2 yr À1 per year; in this case the ice cap will survive. There is a climatic parameter space (hatched area, Figure 15b ) in which Barnes will persist even though the current mass balance is negative, due to its dynamic adjustment and the mass balanceelevation feedback.
Figures 15c and 15d put this climate sensitivity into some perspective with a schematic Holocene climate as reconstructed for the Arctic and Baffin Island [from Kaufman et al., 2004 Kaufman et al., , 2009 . Although the climate sensitivity we compute is only valid for the current ice cap geometry, Figures 15c and 15d allow us to put our results in the context of the last 10,000 years. The results suggest strongly imbalanced conditions during the early Holocene (10 to 8 ka B.P.), in accordance with significant glacier and ice cap retreat around Barnes [Briner et al., 2009] , followed by a gradual evolution toward positive mass balance conditions in the Little Ice Age, commensurate with the relative stability of Barnes over recent millennia [Briner et al., 2009] . Figure 15c shows that the last three millennia were characterized by a climate in which Barnes could sustain itself through dynamical adjustment. The latter part of the twentieth century marks the end of this period of stability and the beginning of a climate in which Barnes is unsustainable.
Influence of Surge Activity and Pleistocene Ice
The shape adjustment that determines the survival of the ice cap (section 5.3.2) could be affected by local dynamics related to surge activity and the influence of Pleistocene ice. Figure 16 shows the sensitivity of Barnes to sliding and the PIL. For example, a 0.05 K warming would result in a mass balance trend of~-2.0 × 10 À4 kg m À2 yr À1 per year if there were no residual Pleistocene ice at the bed; in this case Barnes would disappear. However, if one simply eliminated the sliding but retained the Pleistocene ice, the mass balance trend would be positive:~+1.0 × 10 À4 kg m À2 yr À1 per year. Figure 16 shows that if the 1960-2013 mean climate were maintained for 2000 years (within ±0.1 K), the fate of Barnes could be controlled by surge activity which tends to decrease the mean ice cap elevation and therefore its mean mass balance. It is interesting to note that the 1960-2013 mean climate (ΔT = 0 K) has just crossed the threshold for Barnes' survival; the cessation of any sliding activity would be sufficient to preserve Barnes in this case. Figure 17 shows the evolution of Barnes for a constant present climate with ΔT = 0 K, with and without sliding. In both cases the extremities of the long axis of the ice cap retreat rapidly, but after 1000 years the two simulations diverge: in the no sliding, no-Pleistocene-ice case, the ice cap begins to grow again, whereas under present conditions it continues to retreat and eventually disappears. The influence of the PIL is less than that of sliding since it affects ice cap stability in a narrow temperature range (hatched area in Figure 16 ) and for a limited amount of time as it is continuously thinning. The influence of the PIL is equivalent to less than a 0.08 K increase in air temperature and the influence of sliding to a 0.18 K increase and the combined influence of both to a 0.20 K increase. 
Discussion of Model Uncertainty
Though uncertainties in the mass balance model are expected to be important, this study benefits from the number and diversity of available data that strongly constrain the mass balance model parameters (Table 1) . The influence of dynamics on ice cap evolution is principally controlled by the initial 1960 ice cap shape, thickness, and basal conditions, which are respectively well constrained by the 1960 historical DEM, airborne radar measurements and the inversion of two independent sources of surface velocity data. However, the ice flow model that we have developed suffers some limitations that are difficult to overcome: (i) contrary to our assumptions, the 1960 thermal state of Barnes is not in equilibrium and is likely influenced by subglacial hydrology, past surges that are not captured by present measurements, and unsteady climate conditions of the past; (ii) prognostic simulations do not take into account any change in basal sliding conditions, and no sliding is assumed outside of the current ice cap margin; (iii) the PIL thickness distribution is poorly constrained; and (iv) lake calving is entirely neglected.
To investigate the sensitivity of our results to these shortcomings, additional simulations have been performed and model sensitivity quantified in terms of the change in threshold temperature anomaly for ice cap sustainability (ΔT lim ) ( Table 2 ). These simple tests illustrate how the modeled stability of Barnes can be affected by parameter uncertainties and model limitations. Table 2 shows that degree-day factors for ice and snow affect the stability of Barnes differently, with the sensitivity to the degree-day factor for snow being 5 times greater than that for ice. This result arises from the fact that the degree-day factor for ice does not affect the accumulation zone and thus has minimal influence on the stability of Barnes, even though its shape can be affected. In contrast, the degree-day factor for snow directly affects the existence of the accumulation zone. Snow albedo should therefore be an important determinant of ice cap stability. Similar high sensitivities to degree-day factor for snow have been found on the Juneau Icefield (Alaska) by Ziemen et al. [2016] . Our estimated uncertainty in the degree-day factor for snow (see Table 1 ) introduces an uncertainty of 0.25 K in the threshold temperature anomaly for ice cap sustainability (ΔT lim ).
We estimate the influence of ice temperature by running the model with different constant and uniform ice temperatures ( Table 2 ) that represent end-members: a temperate ice cap or a cold ice cap at 263.15 K. These extreme cases lead to a variation of À0.3 K and +0.2 K in ΔT lim , respectively. The uncertainty arising from our modeled temperature field (limitation (i) above) thus has only moderate impact via the flow-law rate factor on ice cap stability, introducing an uncertainty that is probably less than 0.1 K in ΔT lim . The sliding coefficient, by contrast, has a large impact on Barnes stability in the extreme case of high sliding everywhere. If β is set to the inferred value in the current fast flow zone (β~10 À3 Mpa s m
À1
), Barnes would be unstable even during the Little Ice Age. The sliding parameter is, however, initially well constrained by the inversion, and the uncertainty associated with the assumption of spatial and temporal invariance of β (limitation (ii)) would most likely be comparable in magnitude to the difference between low sliding everywhere (β = 10 À2 Mpa s m
) and no sliding (see Table 2 ). If we relax the assumption of no sliding outside of the current ice cap margin by fixing β outside the current margin to 10 À2 MPa s m
, we find a decrease of 0.2 K in ΔT lim .
Barnes' sensitivity to the PIL (limitation (iii)) has already been investigated in section 5.2.2. We find that ΔT lim changes by less than 0.1 K as a function of PIL absence or presence (Figure 15a ). The poor constraints on PIL thickness arise from the nonuniqueness inherent in the problem of disentangling basal sliding from enhanced deformation in the Pleistocene ice, using only surface velocities. Our methodology allows model uncertainty and data error to be compensated by adjustments to the basal sliding coefficient. In regions of low basal shear stress, PIL thickness can be highly sensitive to the inverted basal velocity (equation (16)), but as mentioned in section 5.2.2, the PIL affects ice flow only where basal shear stress is significant and thus in zones where the PIL thickness is well determined.
The influence of calving (limitation (iv)) is difficult to evaluate, and we have made no attempt to address this model shortcoming. Based on the current form and flow of the ice cap (see Figure 2) , we might expect the presence of these lakes to contribute to enhanced but localized ice cap retreat.
Of the parameters tested, the stability of Barnes is most sensitive to the degree-day factor for snow. This parameter is, however, well constrained by the numerous surface mass balance data and introduces a limited uncertainty of 0.2 K on ΔT lim . The uncertainty arising from the modeled dynamics would appear to be dominated by uncertainties in sliding, particularly its potential spatial and temporal evolution. Our tests yield less than 0.2 K of uncertainty on ΔT lim as a function of sliding. The uncertainties linked to poorly modeled ice temperatures probably lead to changes in ΔT lim less than 0.1 K. For a fixed precipitation amount, we estimate a total combined uncertainty on ΔT lim of less than 0.5 K.
Conclusion
The retreat of the Laurentide Ice Sheet over Baffin Island [Dyke and Prest, 1987] has reached the state that we now know as Barnes Ice Cap. In this study, we combine historical in situ data sets with satellite observations to initialize a thermomechanical ice flow model to characterize the sensitivity of Barnes to climate and its internal dynamics. The model has been constrained using in situ surface mass balance and velocity measurements, airborne and satellite-based elevation change mapping, InSAR and ALOS-PALSAR velocity data sets, and borehole temperature and deformation measurements. Model innovations for this study include (i) a method to estimate the influence of the low viscosity Pleistocene ice layer, (ii) combination of surface horizontal velocities, estimated elevation changes and modeled surface mass balance to invert for basal friction, and (iii) a new remeshing capability in Elmer/Ice to account for changes in ice cap geometry.
The mass balance modeling reveals no asymmetry across the northeast and southwest flanks of the ice cap in the elevation-mass balance relationship. The observed apparent asymmetry in mass balance [Loken and Sagar, 1967 ] is due to a lower mean elevation on the southwest flank; we do not find evidence of contrasting climatic conditions between the two sides. However, we confirm the existence of a positive accumulation gradient toward the southeast [Loken and Sagar, 1967] , which explains why mean mass balance at the south dome summit is positive despite its elevation being lower than the north and central domes. We show that Barnes has lost 17% of its total mass between 1900 and 2010 and that the current (2000-2012) accumulation zone is now restricted to a small area of the central dome ( Figure 5 ).
The dynamics of Barnes can be characterized by two different time scales: long-term dynamics driven by the adjustment of ice cap form originally imposed by the retreat of the Laurentide Ice Sheet and the topography of Baffin Island and short-term dynamics driven by sliding instabilities previously described as surges [Holdsworth, 1977] . The sliding zones are responsible for the formation of lobate structures along the southwest margin and are contributors to the ice cap asymmetry identified by Mahaffy [1976] using a Shallow Ice Approximation model. Among the five surge areas previously identified by Holdsworth [1977] (see Figure 1 in Holdsworth [1977] for areas numbers), our inversion for basal sliding velocities reveals one formerly active lobe (Area 4) and two currently active lobes (Areas 1 + 2 and 3). Our findings suggest, however, that Area 5 is most likely characterized by persistent sliding (rather than episodic surging) driven by temperate basal conditions that are sustained by frictional and deformational heat flux. In contrast, sliding under the south dome requires locally temperate basal conditions that cannot be sustained by energy supplied by the geothermal flux, ice deformation, and basal friction alone. Such sliding zones therefore require an additional energy supply, such as latent heat release from basal freeze-on.
The long-term dynamics of the ice cap are characterized by (i) higher rates of ice flow in the northeast-southwest direction and lower rates of ice flow in the northwest-southeast direction due to dynamical adjustment of the current ice cap form and (ii) higher upward surface-normal ice flux on the northeast flank due to the slope of the underlying bedrock. These tendencies allow for preferential retreat along the northwest and southeast margins, consistent with the reconstructions of ice cap retreat over the Holocene (Figure 1 ) [Briner et al., 2009; Dyke and Prest, 1987] . We also demonstrate that Barnes is influenced by enhanced ice deformation (E~3.1) in the Pleistocene ice layer, particularly on long (millennial) time scales. Our sensitivity analysis shows that sliding instabilities are equivalent to a decrease of 0.2 K in the threshold temperature for ice cap sustainability. If the 1960-2013 mean climate persisted (in a range of ±0.2 K) over 2000 years, Barnes could disappear due to its sliding instabilities alone.
After emerging from a negative mass balance state during the early Holocene, Barnes entered a climatẽ
