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Abstract
Computer vision researchers spent a lot of time creating large datasets. Yet
there is still much information that is difficult to label. Detailed annotations
like part segmentation and dense keypoint are expensive to annotate. 3D in-
formation requires extra hardware to capture. Besides the labeling cost, an
image dataset also lacks the ability to allow an intelligent agent to interact
with the world. As a human, we learn through interaction, rather than per-
pixel labeled images. To fill in the gap of existing datasets, we propose to build
virtual worlds using computer graphics and use generated synthetic data to
solve these challenges.
In this dissertation, I demonstrate cases where computer vision challenges
can be solved with synthetic data. The first part describes our engineering ef-
fort about building a simulation pipeline. The second and third part describes
using synthetic data to train better models and diagnose trained models. The
major challenge for using synthetic data is the domain gap between real and
synthetic. In the model training part, I present two cases, which have differ-
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ABSTRACT
ent characteristics in terms of domain gap. Two domain adaptation methods
are proposed, respectively. Synthetic data saves enormous labeling effort by
providing detailed ground truth. In the model diagnosis part, I present how
to control nuisance factors to analyze model robustness. In the conclusion, I
summarize future research directions which can benefit from synthetic data.
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Data is the fuel for the recent success of computer vision (CV). Researchers
spent great efforts to label images. Information such as bounding box and seg-
mentation mask are easy to annotate. But there are more complex information
to annotate, such as, semantic part segmentation, depth, etc. More impor-
tantly, meta information in an image is not labelled, like the lighting, material
property, occlusion relationship. They are useful for many tasks. Computer
graphics (CG) is a way to get these ground truth. It also offers the possibility of
constructing virtual worlds in which: (i) an agent can perceive, navigate, and
take actions guided by AI algorithms, (ii) properties of the worlds can be modi-
fied (e.g., material and reflectance), (iii) physical simulations can be performed,
and (iv) algorithms can be learned and evaluated.
The rich ground truth and controllability of synthetic data can enable many
1
CHAPTER 1. INTRODUCTION
possibilities. For example, human parsing mainly focuses on 2D keypoint de-
tection. With the help of synthetic data, researchers can study 3D shape esti-
mation [4], semantic part segmentation [5], etc. Besides, the controllability of
synthetic data enables studying model robustness and explaining a black-box
model with data.
Synthetic data also enables research directions which are hard to perform
using image and video datasets. Despite the superhuman performance for
some tasks, models still lack some essential properties. As a human, we can
1) learn the visual world through interaction, in an unsupervised way, rather
than given per-pixel annotation; 2) infer a visual concept through knowledge
beyond vision; for example, a seat is defined by whether it is a place to sit;
3) combine concepts to create a new one, for example, combining human and
horse to create the “centaur” concept. A virtual world gives us the tool to study
these properties and can help build better models.
Despite these advantages, synthetic data suffers from the limitation of re-
alism and diversity. Making models trained with synthetic data useful to real
tasks requires domain adaptation. Domain gap not only exists between real
and synthetic datasets, it also exists between different real datasets. So do-
main adaptation is not only important for synthetic data, but also important
to make computer vision models generalizable. Domain adaptation can be
achieved through generating better data or designing better models and train-
2
CHAPTER 1. INTRODUCTION
ing techniques. These two directions are both explored in this dissertation.
1.1 Why Using Synthetic Data
This section describes the difference between real and synthetic data and
discusses the advantages and disadvantages of using synthetic data for com-
puter vision tasks. Understanding this difference is the foundation to decide
what computer vision research can and should involve synthetic data. This
section focuses on computer graphics generated data; other generative models,
such as GAN [6], share some similar properties.
The fundamental difference between real and synthetic data is that syn-
thetic data are sampled from a virtual world. This gives us the power to sam-
ple from an infinite image space. On the contrary, image and video datasets,
no matter how large, are sampled sparse data points. For example, given an
image, if we want to get a new image from a slightly different viewpoint or
lighting condition, this is not possible. But for an agent, no matter in a real or
virtual world, this is achievable.




The two major advantages of synthetic data are rich ground truth and con-
trollability.
Rich ground truth. Synthetic data are generated from a virtual world,
which we construct, so everything can be measured precisely. Synthetic data
has the advantage to provide three types of ground truth: 1) more ground truth
in existing datasets, 2) less-annotated meta information, 3) hard to annotate
information.
First, synthetic data can provide more ground truth, which we can find in
popular datasets. These ground truth can be the image class label, bounding
box, keypoint, segmentation. More importantly, it can provide data that are
laborious to annotate, like part segmentation, or requires special hardware,
like depth. The goal is to reduce the labeling cost and to provide higher quality
annotation. This type of data can be an addition to real data and be used
together.
Second, it can provide meta-information, which is useful but not annotated
due to the low application value. Besides commonly annotated information,
there are much more “dark information” [7] of the scene. These information
are helpful, but less annotated; for example, the lighting, material properties,
occlusion relationship [8], etc.
This meta-information can be used in many innovative ways. It can be used
4
CHAPTER 1. INTRODUCTION
Figure 1.1: Ground truth from simulated data. From left to right are image,
segmentation mask, depth and surface normal. Synthetic ground truth can
capture tiny objects in the bookshelf, hard to annotate ground truth (surface
normal), and other meta information of the scene, such as: lighting, material
property, etc.
to analyze models, checking which information is helping a model to make a
decision. It can be used for image captioning or VQA. The synthetic benchmark
CLEVR dataset [9] is an example. It can also be used for a visual Turing
test [10], where all sorts of questions can be asked.
Third, synthetic data can provide information that is beyond the image
space, thus very hard to annotate. An example is future prediction through
physics simulation. In [11], researchers built a vision model to predict whether
a block tower is stable given its current configuration.
Commonly used ground truth from synthetic data can be seen from Fig. 1.1.
Controllability. The controllability enables two things: 1) understand the
model through controllable data, 2) train the model through interaction.
Controllability can help us understand a model better. Popular benchmarks
evaluate an algorithm on its average performance, which means each testing
case contributes equally. If a model fails on a certain case, we would like to
know whether it fails on similar cases. This requires sampling more cases de-
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pending on existing failures. We also would like to know what is the boundary
condition of a model. For example, if a model works well on regular lighting,
whether it fails on low lighting and what is the threshold of lighting the model
will fail.
Controllability also enables more learning paradigms, like curriculum learn-
ing or active learning. Active learning enables sampling more training data
according to existing model performance. The vision module can also learn
through completing a task, in which the supervision signal comes from the re-
ward function of a task, rather than in the image level [12]. The low-cost of
simulation and the controllability can well support these kinds of research.
Despite these advantages, there are many challenges that limit the wide
adoption of synthetic data for solving real world challenges.
1.1.2 Limitations
A researcher, who is not familiar with how the computer graphics indus-
try works, is usually first impressed by the photorealism of a rendered car or
indoor scene. He then starts thinking whether synthetic data can be a cheap
alternative for real data to save the burden of collecting images and annotating
ground truth. This idea is attractive, but not practical for many scenarios. The
limitations of the synthetic data are realism and diversity.
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Realism. Currently, realism is easy to achieve for a small number of ob-
jects, especially when these objects are rigid1. Or it is also easy to cover a lot
of objects with less realism [13]. But it is tough to achieve both. The realism
depends on various factors, such as, whether the object is rigid or deformable,
how complex the simulation is, what kind of lighting effects need to be consid-
ered, etc. Trying to mimic the real world entirely is the ultimate goal of CG,
but quite expensive given the current technology.
Achieving full realism is not required for computer vision research; what
level of realism depends on the task. If the goal is recognizing material prop-
erty, then we need physics-based rendering, such as ray tracing, to generate
subtle lighting effects (subsurface scattering, caustic effect, etc.). But in this
scenario, we do not require the object shape to be semantically meaningful so
that we can create random shapes [14] [15]. This means we can sacrifice the
realism of the object shape.
On the other end of the spectrum, some tasks need to focus more on behav-
ior realism, rather than low-level visual details. In this case, visual realism
are less important, and the semantic meaning is more important. Real-time
video games [16] are more suitable for this case, although the rendering qual-
ity is worse than offline rendering. Because the game company spent a lot of
resources to reconstruct virtual city scenes, model car behaviors and motion
1Realistic 3D models can be purchased, for example, from https://turbosquid.com
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capture human activities. So even the rendering quality is from a low-quality
rasterization engine, it is the most suitable resource.
Diversity. The diversity of a virtual world includes 3D model diversity
and behavior diversity. The diversity is essential to prevent overfitting and
important for domain adaptation.
The engineering cost is the main limiting factor. Solving this requires a
tight collaboration with the game and movie industries. It can be reusing 3D
assets from a CG movie or a video game. It can also be utilizing photogram-
metry tools from the CG industry to create realistic 3D models. The diversity
issue makes it difficult, if not impossible, to make a virtual replicate of Ima-
geNet [17].
Diversity is much easier to achieve in the real world for some tasks, like
collecting images from the internet [17] or bringing robots to Airbnb rooms for
different scenes [18]. It is easy to get a very realistic car in CG, but if the goal
is to get 100 different instances of a sedan, taking photos in a parking lot is far
more manageable.
The synthetic data can also be very diverse through procedural generation.
This means generating random shapes or random walking patterns through al-
gorithms. This technique has been used for generating random shapes for cog-
nitive science [14] or for studying low-level vision algorithms, like stereo [15].
In these scenarios, although generated data has less semantic meaning, the
8
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Image / Video Dataset Human / Robot Synthetic Data
Ground Truth Expensive or Requires Hardware No Free and Rich
Controllability No Slow, Limited Control Fast, Full Control
Data Diversity Diverse Diverse Limited or Procedural
Table 1.1: Comparison between real dataset, a real agent and a virtual agent.
Synthetic data provides a virtual world which a virtual agent can interact with.
data is still diverse and useful.
In Tab. 1.1, we summarize the difference between a real dataset, a real
agent, and a virtual agent. In summary, synthetic data should not be consid-
ered as a replacement for real data. These unique properties of the synthetic
data need to be utilized to justify the high engineering efforts. Synthetic and
real data can be complementary to each other.
1.2 Outline
The dissertation consists three parts: 1) Build simulation infrastructure
to utilize synthetic data, 2) Use synthetic data to train better models, 3) Use
synthetic data to diagnose and understand a model.
Part I is simulation infrastructure. Chapter 2 [19] describes our engineering
efforts for building a synthetic data generation pipeline.
Part II is model training. In this part, I demonstrate how to use synthetic
data to solve challenges which are difficult for real data.
In Chapter 3 [20], we use synthetic data to train a keypoint detector and
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pose estimator for a toy robotic arm. This $40 robotic arm does not have any
joint angle sensors, which means it can not be programmably controlled. Our
vision module can estimate joint angles from a single image and control this
arm to accomplish tasks. No training data for this toy robotic arm exists and
annotating 3D configuration from images is tedious. We use synthetic data to
solve this challenge. Without labeling any images, all training data came from
rendering the articulated CAD model. Because the geometry of the CAD model
and the real arm are exactly the same, this enables use to design a domain
adaptation method based on geometry constraint.
In Chapter 4 [21], we use synthetic animal images to train keypoint detec-
tors for animals. Different from human keypoint, which the industry spends
a lot of resources to annotate, animal keypoint annotations are harder to find.
So we solve this lack of data challenge with generated synthetic ground truth.
We have animal CAD models, but the appearance is very different from the
real world animal, in terms of details and diversity. In order to achieve domain
adaptation, we design a consistency-based semi-supervised learning method
and use it together with domain randomization. This method enables us to
train animal keypoint detectors without real image annotation.
Domain difference exists not only between synthetic and real data but also
between different real-world datasets. We can consider the domain adapta-
tion challenge as a domain generalization challenge. Some preliminary re-
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Figure 1.2: Synthetic data trained model can generalize well to other domains.
While we are solving the domain adaptation issue, we are improving domain
generalization as well. This figure shows model trained using synthetic animal
images can generalize well to cartoon animal images.
sult shows when aiming for domain adaptation, the generalization between
domains also improves. Fig. 1.2 shows a model trained using synthetic data
can better generalize to different domains than using real data.
Part III is model diagnosis. Despite the great success of computer vision
models, we still lack a deep understanding of these models. There are two
questions we are particularly interested in; first, whether the model is robust
to corner cases or physically feasible adversarial attack; second, whether the
model is using the correct cues for inference rather than overfitting. We can
tweak the rendering parameters of an image to check whether the model is
sensitive to these parameters. For example, we can tweak the background of
the input to an action classification network. In this way, we can understand
whether the model uses background information rather than the motion pat-
tern to classify the action.
In Chapter 5 [22], we use synthetic data to analyze whether a stereo al-
gorithm is robust to hazardous conditions, e.g. transparency, reflection, lack
of textures. This is done through changing material properties of synthetic
11
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data. In Chapter 6 [23], we study whether activity classification methods use
the human motion pattern or overfit to context objects and background. Meta
information from the virtual world enables us to study the invariant and equiv-
ariant properties of a model. These information are difficult to tweak for a real
image and annotating them is prohibitively expensive.
In Chapter 7, I summarize this dissertation and describe some potential







This chapter summaries our simulation infrastructure for generating syn-
thetic images and ground truth.
2.1 Introduction
Realistic virtual worlds are created by the movie and game industry to tell
stories that are difficult to see in the real world. These photo-realistic virtual
worlds are also useful for research, they can be used for many tasks that the
real world is not capable of, such as generating large number of images with
hard-to-get annotations [24], simulate images of extreme weather conditions
[25], stress test a vision algorithm by creating hazardous factors [22] and do
expensive robotics training [26].
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Constructing a virtual world from a high-fidelity 3D video game or CG
movie is attractive for computer vision researchers. This motives the creation
of OpenAI universe, Malmo, VizDoom, etc. But modifying a video game or CG
movie has two limitations. First, open source video games, such as Doom, have
limited visual realism, while the newest video games such as GTA do not have
good APIs to access its internal data and sometimes have license issues. Sec-
ond, the modifications of one video game can not be transfered to others and
needs to be redone case by case. In order to use a video game as a virtual world
for computer vision researchers, some extensions need to be done: (1) the video
game needs to be programmly accessible through an API, so that an AI agent
can communicate with it (2) the information in the virtual worlds need to be
extracted to achieve certain tasks, such as ground truth generation or giving
rewards based on the action of agents.
Constructing a virtual world using a game engine can solve the problems in
modifying a game. Game engine is a software framework for creation of video
games. If the extension is done in the game engine, then the game engine can
be used to produce video game (virtual world) that can meet the requirements
of researchers. Unreal Engine (UE4) is a popular game engine for creating
high-fidelity video game and one of the best choices for virtual reality develop-
ments. The rich 3D resources and full access to its source code motivates us to
extend it for creating virtual worlds that are useful for researchers. This idea
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leads to the creation of UnrealCV.
UnrealCV extends UE4 to make it able to create virtual worlds that can
meet requirements of researchers. Two additional features are provided. First,
it provides a communication layer, so that a program can communicate with
UE4 to extract information. Second, commonly used computer vision features
are provided, such as ground truth generation shown in Fig. 1.1. A prelimi-
nary version of UnrealCV is published in [27]. The design and implementa-
tion of UnrealCV satisfies these requirements. (1) Easy to install and use and
can support major platforms and languages for research, such as Python and
Linux. Researchers are not game developers and UnrealCV can be used with-
out knowing anything about UE4 and game design. (2) Extensible to include
more features that researchers need. (3) Compatible with the up-to-date ver-
sion of Unreal Engine to benefit from the improvement from the upstream.
Virtual world has been attractive for AI researchers since the birth of AI,
but the poor visual realism limited the adoption. This has been changed in the
past few years. The visual realism and cost of virtual world is approaching a
critical point that can be extremely useful for computer vision research. Get-
ting a high quality computer graphics is difficult and expensive before. This
cost has been hugely reduced by 3D marketplace, better 3D reconstruction
tools. The prosper of virtual reality makes more people create and share high
quality 3D contents and better tools to support that. Unreal Engine is one of
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the best choice for virtual reality development and very open to the community.
It hugely reduce the cost for accessing high-quality computer graphics. Unre-
alCV provides a bridge between computer vision and Unreal Engine to help
researchers easily utilize these high quality computer graphics resource.
2.2 Highlights of UnrealCV
UnrealCV provides a set of tools to make the creation and sharing of virtual
worlds easier. It extends Unreal Engine to make the popular game engine able
to construct virtual worlds that can meet requirements of researchers out-of-
the-box.
Easy to use Game binaries created by UnrealCV are provided, so that re-
searchers can start using a virtual world without any knowledge of UE4. Using
a virtual world is as simple as download a game and run it. These game bina-
ries are organized with a model zoo.
UnrealCV supports popular platforms (Linux, Windows) and Python. Any
language that can use socket can be easily supported. It is compatible with a
wide range of UE4 versions. It can also be used together with UE4 Editor to
design new virtual worlds.
In order to make the virtual environment easy to deploy, we also provide
docker images to simplify the installation and creation of distributed learning
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systems. The docker image is also used to do automatically building, testing of
the software.
Powerful and extensible UnrealCV makes the information of a virtual
world accessible through URI (unique resource identifier), each resource in the
virtual world is associated with a URI. For example, the object location can be
accessed with /object/[id]/location. More resources of the virtual world
can be exposed by extending the UnrealCV.
The URI is defined in a hierarchical modular way. For example,
/light/[name]/intensity is used for the light intensity, a new URI
/light/[name]/color to access the light color can be added without affect-
ing existing ones.
Some information of the virtual world is not directly accessible, but needs
to be computed by UnrealCV, for example /camera/[id]/object mask is the
object segmentation mask shown in Fig. 1.1. There are also some abstract re-
source for special purposes, such as /action/keyboard to simulate a key-
board input. The URI is used in the RESTful commands of UnrealCV which
is described in Sec. 2.3.2. The commands can be used to achieve simple tasks,
such as generating an image dataset, or be combined to achieve a complex task
such as reinforcement learning, which is described in Sec. 2.4.
We are not only actively working with our collaborators to add new features,
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but also provide documentation to show how to implement new commands1 for
the system. UnrealCV is open-source and can be extended by anyone. Unit
tests are provided to make this easier.
Well documented and tested Tutorials are provided from simple task
such as image dataset generation to complex task such as reinforcement learn-
ing. API documentation of UnrealCV is provided to help others extend the
software.
A lot of tutorials of designing video games can be found for Unreal Engine,
but not very relevant for the research purpose. In the UnrealCV project, we
also organized relevant tutorials to research. A list of research projects that
using virtual worlds for computer vision is maintained by the team as a sepa-
rate project2 to help researchers to compare and find useful tools.
Model Zoo Inspired by the idea of model zoo from Caffe, we created a
model zoo for virtual worlds. It is a place for sharing virtual worlds.
The model zoo make it easy to use virtual world without the knowledge of
UE4 and no need to purchase 3D models. According to the license, it is not
possible to distribute source content directly. But the binary can be released,
the link to the original source content will be provided, so that researchers
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Initially, six virtual worlds are released for data generation and algorithm
diagnosis [27] [22]. The instruction for releasing new virtual environments
are included to encourage the community to creating new virtual worlds and
sharing them3.
A virtual world can be used for many different tasks. Sharing virtual worlds
is a new concept for computer vision dataset. We will also share images we
generated from the virtual world. Moreover, scripts are provided to generate
more images from the virtual scene. The virtual world also enable new tasks
that traditional image/video dataset can not support, such as reinforcement
learning and active vision. UnrealCV is an underlying tool to make virtual
worlds easy to construct and share.
2.2.1 Compare to Related Software
Unreal Engine has been used in a few research projects [28] [26]. The game
engine was extended to meet the requirement of a specific research project.
But customization of Unreal Engine makes it harder to adapt to newer version.
There is no model zoo for sharing virtual worlds. so the usage of UE4 requires
a considerate amount of preparation.
We aim to provide a flexible and extensible API that can be combined to
achieve different goals. AirSim [28] and CARLA [29] focus on providing a com-
3http://docs.unrealcv.org/en/develop/plugin/package.html
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Figure 2.1: UnrealCV consists of the UnrealCV server which is embedded
into a game during compilation. External programs use the UnrealCV client
to communicate with UE4 games. See text for details.
plete simulation environment built with UE4 for a task. Our tool aims to pro-
vide modules that can be integrated with any virtual worlds built with the
game engine.
2.3 Architecture
UnrealCV provides an easy way to read and modify resources of a virtual
world. The user imports the UnrealCV client as a library into his code. The
UnrealCV client will be used to request information from the virtual world, for
example, reading the 3D location of an object. This is done through sending
an UnrealCV command to the virtual world. The UnrealCV server processes
the command and returns requested information. This procedure is shown in
Fig. 2.1.
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2.3.1 UnrealCV Server and Client
UnrealCV has two components, the server and the client. The server uses
the C++ API of Unreal Engine to access information of the virtual world. The
client is a library to communicate with the server by sending commands and
parsing responses. The server and client communicates using TCP. The com-
munication protocol is defined by a set of UnrealCV commands, described in
Sec. 2.3.2.
The server implements features useful for computer vision researchers, such
as ground truth generation. These information can be computed from the in-
ternal data of Unreal Engine, but they are missing from UE4.
The client is a small library that can be easily integrated into other code. We
demonstrate this with a simple image generation tutorial which uses the client
in a short script and a complex reinforcement learning demo, which involves
tensorflow and needs to be run for days in Sec. 2.4. Python version of UnrealCV
client is provided and can be installed through the package manager. Exper-
imental support for MATLAB is provided. We document the protocol used in
the client implementation, making it easier to implement a client for a different
languages that can support socket.
The communication between the server and the client are two ways. The
client requests information from the server and the server can also send a
message to the client to notify an event, making it easier to design tasks which
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requires triggering events, for example, sending collision notification in rein-
forcement learning. Currently only one concurrent client is supported. Multi-
ple clients will be useful to simulate multiple intelligent agents interacting in
one virtual environment. This will be our future work.
2.3.2 Command System
The resources of a virtual world are exposed through a set of commands.
The command is designed in a RESTful style. A typical command, for example,
vset /camera/[id]/location [x] [y] [z], consists of three parts. The
first part is the operation to perform, it can be either vget or vset. The second
part is an URI indicating the resource of the 3D world to operate with. The
third part is extra parameters, such as the new location of an object.
These commands are documented4 and tutorials are provided to show how
to combine commands to achieve certain research tasks.
The command is an abstraction of what is needed from a virtual world.
This concept can be applied to other softwares, creating a unified API for the
research community, which is beyond Unreal Engine.
4http://docs.unrealcv.org/en/develop/reference/commands.html
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2.3.3 Virtual World Creation using UnrealCV
As a game engine, Unreal Engine provides tools to package a game. Packag-
ing produces a video game binary containing rendering and physics simulation
code, 3D models and tasks for players. UnrealCV adds computer vision related
code to the game binary during packaging, making the binary can be used as
a virtual world. The information of the virtual world will be exposed through
UnrealCV commands.
2.3.4 UE4 Editor Plugin
Researchers will not be satisfied with existing virtual worlds once they have
an idea that existing ones cannot support. For example, we may want to place
a glass door into the room to see whether the robot can successfully avoid it,
but no existing virtual worlds provide such a setup. Therefore it is necessary
to have a tool for designing virtual worlds.
Unreal Engine Editor (UE4Editor) is a useful tool for editing a 3D envi-
ronment, similar to 3DS max and Maya. It can be used to add/delete objects,
modify details of the scene. UnrealCV does not provide the complex 3D editing
that UE4Editor can provide, but UnrealCV can be used as a plugin of the edi-
tor, enabling researchers to combine the power of both. With UnrealCV plugin
installed, UnrealCV server code will run inside the UE4Editor to extend its
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functions.
2.4 Applications and Examples
Figure 2.2: A virtual supermarket shelf and its annotation visualized by
MSCOCO API. The left is the synthetic image and the right is the segmen-
tation mask, see [1] for more details.
Data Generation A virtual world can be used to generate large amount
of images with ground truth. A virtual world can also produce ground truths
that are hard to annotate in a real image. For example, for the grocery shelf
image in Fig. 2.2, it is very time consuming to annotate the object mask of in-
dividual items. It is even more challenging to annotate the occluded regions of
objects. In order to get a benchmark image dataset of supermarket for training,
a virtual supermarket was constructed in [1] using UnrealCV. The object place-
ment, lighting were randomized to increase the variety of the data and prevent
over-fitting for training object detectors. A tool for randomly placing objects on
the self is provided, which can be modified to randomly generate other scenes.
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This tool is also included in UnrealCV. The object detector is trained only with
synthetic data and can work well on real images, see [1] for detailed results.
The synthetic image and visualization of ground truth is shown in Fig. 2.2.
Algorithm Diagnosis The preliminary paper of UnrealCV [27] gave an
example of diagnosing an object detector. It showed the performance degener-
ation when viewpoint varied.
A more extended diagnosis study was done for stereo algorithms in [22]. In
virtual world, it is convenient to adjust material properties, such as texture,
surface reflectance and transparency to create certain degrees of hazardous
regions to stereo matching. This enables us to densely sample the degrees of
hazardous factors to analyze their effect on stereo algorithms. Findings on syn-
thetic datasets are further verified by constructing small real world datasets
tuned to these precise degrees of hazard.
Reinforcement Learning
It is expensive, time-consuming and in some cases dangerous to train agents
by trial-and-error in real world. So it is necessary to train agents in a vir-
tual environment. But most of available virtual environments are far different
from the real world in terms of appearance and physics. Realistic virtual en-
vironment is important to help robots evolve from playing games to solving
real-world problems, like grabbing object or visual navigation.
UnrealCV provides a new way to construct realistic virtual environments.
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Figure 2.3: Visual navigation in a realistic room. The top view shows the room
layout, target object and a path learned by DRL to find target while avoiding
collision. The navigation starts at a target-unseen place. The left images show
agent’s first-person view at the begin and end of the path.
The high-fidelity rendering and advanced physical engine make it easier to
transfer from virtual to real world. We provide an UnrealCV based OpenAI
Gym interface to help researchers integrate RL algorithm with the virtual
world easily. This reinforcement learning interface can be used without knowl-
edge of UE4. Rich ground truths from UnrealCV make it flexible to design
reward function for new tasks. To help users get started with the installation
and usage, we provide a tutorial and a visual navigation example shown in
Fig. 2.3, in our project page.
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2.5 Conclusion
This chapter has presented a tool called UnrealCV which can be plugged
into the game engine UE4 to help construct realistic virtual worlds from the
resources of the game, virtual reality, and architecture visualization indus-
tries. These virtual worlds allow us to access and modify the internal data
structures enabling us to extract groundtruth, control an agent, and train and
test algorithms. Using virtual worlds for computer vision still has challenges,
e.g., the variability of 3D content is limited, internal structure of 3D mesh is
missing, realistic physics simulation is hard, and transfer from synthetic im-
ages remains an issue. But more realistic 3D contents will be available soon
due to the advance of technology and the rising field of VR. As an industry
leader, UE4 will benefit from this trend. UnrealCV is an open-source tool and






Toy Robotic Arm Control using
Synthetic Training Data
In this chapter, we build a simulator to generate ground truth for a toy
robotic arm, then train a vision algorithm to parse 3D configuration of the
arm. This toy arm does not have any joint angle sensor, but with the help
of computer vision, we can control it to accomplish simple tasks. In order to
solve the domain gap between real and synthetic, we design a domain adapta-
tion algorithm using geometry constraint. We save enormous human labor by
generating ground truth from the CAD model, rather than annotating dense
keypoints and joint angles by hand.
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Keypoint Detection 3D Reconstruction
Synthetic
Training Images
𝑦 = 𝑓(𝑥; 𝜃) 𝑝 = 𝑔(𝑦; 𝜏)
Figure 3.1: An overview of our system (best viewed in color). The goal is to
accomplish tasks using camera as the only sensor. The vision module detects
2D keypoints of the arm and then computes its 3D pose. The control module
uses the 3D pose estimation to determine the next move and feeds it to the
motors. In our setup, scene understanding is achieved by directly providing
the 3D location of targets.
Precise and agile robotic arms have been widely used in the assembly in-
dustry for decades, but the adaptation of robots to domestic use is still a chal-
lenging topic. This task can be made much easier if vision input are provided
and well utilized by the robots. A typical example lies in autonomous driv-
ing [30]. In the area of robotics, researchers have paid more and more atten-
tions to vision-based robots and collected large-scale datasets, e.g., for object
grasping [31] [32] and block stacking [33]. However, the high cost of configur-
ing a robotic system largely limits researchers from accessing these interesting
topics.
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TRAINING DATA
This work aims at equipping a robotic system with computer vision algo-
rithms, e.g., predicting its real-time status using an external camera, so that
researchers can control them with a high flexibility, e.g., mimicking the behav-
ior of human operators. In particular, we build our platform upon a low-cost
robotic arm named OWI-535 which can be purchased from Amazon1 for less
than $40. The downside is that this arm has no sensors and thus it totally relies
on vision inputs2 – on the other hand, we can expect vision inputs to provide
complementary information in sensor-equipped robotic systems. We chose this
arm for two reasons. (i) Accessibility: the cheap price reduces experimental
budgets and makes our results easy to be reproduced by lab researchers (poor
vision people :( ). (ii) Popularity: users around the world uploaded videos to
YouTube recording how this arm was manually controlled to complete various
tasks, e.g., picking up tools, stacking up dices, etc. These videos were cap-
tured under substantial environmental changes including viewpoint, lighting
condition, occlusion and blur. This raises real-world challenges which are very
different from research done in a lab environment.
Hence, the major technical challenge is to train a vision algorithm to
estimate the 3D pose of the robotic arm. Mathematically, given an input
image x, a vision model M : p = h(x;θ) is used to predict p, the real-time
1https://www.amazon.com/dp/B0017OFRCY/
2Even when the initialized status of the arm is provided and each action is recorded, we can-
not accurately compute its real-time status because each order is executed with large variation
– even the battery level can affect.
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3D pose of the arm, where θ denotes the learnable parameters, e.g., in the
context of deep learning [34], network weights. Training such a vision model
often requires a considerable amount of labeled data. One option is to collect a
large number of images under different environments and annotate them us-
ing crowd-sourcing, but we note a significant limitation as these efforts, which
take hundreds of hours, are often not transferable from one robotic system to
another. In this chapter, we suggest an alternative solution which borrows a
3D model and synthesizes an arbitrary amount of labeled data in the virtual
world with almost no cost, and later adapts the vision model trained on these
virtual data to real-world scenarios.
This falls into the research area of domain adaptation [35]. Specifically, the
goal is to train M on a virtual distribution xV ∼ PV and then generalize it to the
real distribution xR ∼ PR. We achieve this goal by making full use of a strong
property, that the spatial relationship between keypoints, e.g., the length of
each bone, is fixed and known. This is to say, although the target distribution
PR is different from PV and data in PR remain unlabeled, the predicted key-
points should strictly obey some geometric constraints τ . To formulate this,
we decompose M into two components, namely M1 : y = f(x;θ) for keypoint
detection and M2 : p = g(y; τ ) for 3D pose estimation, respectively. Here, M2 is
parameter-free and thus cannot be optimized, so we train M1 on PV and hope
to adapt it to PR, and y becomes a hidden variable. We apply an iterative
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algorithm to infer p⋆ = argmaxp
∫︁
Pr(y;θ | x) · Pr(p; τ | y) dy, and the optimal
y⋆ determined by p⋆ serves as the guessed label, which is used to fine-tune
M1. Eventually, prediction is achieved without any annotations in the target
domain.
We design two benchmarks to evaluate our system. The first one mea-
sures pose estimation accuracy, for which we manually annotate two image
datasets captured in our lab and crawled from YouTube, respectively. Our
algorithm, trained on labeled virtual data and fine-tuned with unlabeled lab
data, achieves a mean angular error of 4.81◦, averaged over 4 joints. This lays
the foundation of the second benchmark in which we create an environment for
the arm to accomplish a real-world task, e.g., touching a specified point. Both
quantitative (in distance error and success rates) and qualitative (demos are
provided in the supplementary material) results are reported. Equipped with
reinforcement learning, our vision-based algorithm achieves comparable accu-
racy with human operators. All our data and code have been released at our
website, https://craves.ai.
In summary, the contribution of this chapter is three-fold. First, we design
a complete framework to achieve satisfying accuracy in task accomplishment
with a low-cost, sensor-free robotic arm. Second, we propose a vision algorithm
involving training in virtual environment and domain adaptation, and verify
its effectiveness in a typical multi-rigid-body system. Third, we develop a plat-
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form with two real-world datasets and a virtual environment so as to facilitate
future research in this field.
3.2 Related Work
Vision-based Robotic Control
Vision-based robotic control is attracting more and more attentions. Com-
pared with conventional system relying on specific sensors, e.g.IMU and rotary
encoder, vision has the flexibility to adapt to complex and novel tasks. Recent
progress of computer vision makes vision-based robotic control more feasible.
Besides using vision algorithms as a perception module, researchers are also
exploring training an end-to-end control system purely from vision [36] [12]
[37]. To this end, researchers collected large datasets for various tasks, in-
cluding grasping [31] [32], block stacking [33], autonomous driving [30] [38],
etc.
On the other hand, training a system for real-world control tasks is always
time-consuming, and high-accuracy sensor-based robots are expensive , both of
which have prevented a lot of vision researchers from entering this research
field. For the first issue, people turned to use simulators such as MuJoCo [39]
and Gazebo [40] so as to accelerate training processes, e.g., with reinforce-
ment learning, and applied to real robots, e.g., PR2 [41], Jaco [42] and KUKA
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Joint 4: Wrist Joint3: Elbow
Joint 2: Base Joint 1: Rotation
Figure 3.2: Here shows the 4 joints and 17 keypoints of OWI-535 used in our
experiment. Each joint is assigned a specific name. Color of keypoint corre-
spond to the part to which it belongs.
IIWA [43](ranging from $50, 000 to $200, 000). For the second issue, although
low-cost objects (e.g., toy cars [44]) have been used to simulate real-world sce-
narios, low-cost robotic arms were rarely used, mainly due to the limitation
caused by the imprecise motors and/or sensors, so that conventional control
algorithms are difficult to be applied. For instance, Lynxmotion Arm is an
inexpensive ($300) robotic arm used for training reinforcement learning algo-
rithms [45] [46]. The control of this arm was done using a hybrid of camera and
servo-motor, which provides joint angle. This chapter uses an even cheaper
($40) and more popular robotic arm named OWI-535, which merely relies on
vision inputs from an external camera. To the best of our knowledge, this arm
has never been used for automatic task accomplishment, because lacking of
sensors.
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Computer Vision with Synthetic Data
Synthetic data have been widely applied to many computer vision problems
in which annotations are difficult to obtain, such as optical flow [24], object
tracking [47] [48] [49], human parsing [5], VQA [9], 6-D pose estimation [50]
[51], semantic segmentation [52], etc.
Domain adaptation is an important stage to transfer models trained on syn-
thetic data to real scenarios. There are three major approaches, namely, do-
main randomization [53] [54], adversarial training [55] [56] [57] [58] and joint
supervision [59]. A more comprehensive survey on domain adaptation is avail-
able in [35]. As an alternative solution, researchers introduced intermediate
representation (e.g., semantic segmentation) to bridge the domain gap [60]. In
this work, we focus on semi-supervised learning with the assistance of domain
randomization. The former method is mainly based on 3D priors obtained from
modeling the geometry of the target object [61] [62]. Previously, researchers ap-
plied parameterized 3D models to refine the parsing results of humans [63] [64]
or animals [65], or fine-tune the model itself [62]. The geometry of a robotic
system often has a lower degree of freedom, which enables strong shape con-
straints to be used for both purposes, i.e., prediction refinement and model
fine-tuning.
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We aim at designing a vision-based system to control a sensor-free robotic
arm to accomplish real-world tasks. Our system, as illustrated in Figure 3.1,
consists of three major components working in a loop. The first component,
data acquisition, samples synthetic images x from a virtual environment for
training and real images from an external camera for real-time control. The
second component is pose estimation, an algorithm p = h(x;θ) which produces
the 3D pose (joint angles) of the robotic arm (see Figure 3.2 for the definition
of four joints). The third component is a controller, which takes p as input,
determines an action for the robotic arm to take, and therefore triggers a new
loop.
Note that data acquisition (Section 3.3.2) may happen in both virtual and
real environments – our idea is to collect cheap training data in the virtual
domain, train a vision model and tune it into one that works well in real world.
The core of this chapter is pose estimation (Section 3.3.3), which is itself an im-
portant problem in computer vision, and we investigate it from the perspective
of domain transfer. While studying motion control (Section 3.3.4) is also inter-
esting yet challenging, it goes out of the scope of this chapter, so we setup a
relatively simple environment and apply an reinforcement learning algorithm.
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3.3.2 Data Acquisition
The OWI-535 robotic arm has 5 motors named rotation, base, elbow, wrist
and gripper. Among them, the status of the gripper is not necessary for motion
planing and thus it is simply ignored in this chapter. The range of motion for
the first 4 motors are 270°, 180°, 300° and 120°, respectively.
In order to collect training data with low costs, we turn to the virtual world.
We download a CAD model of the arm with exactly the same appearance as the
real one which was constructed using Unreal Engine 4 (UE4)3. Using Maya,
we implement its motion system which was not equipped in the original model.
The angle limitation as well as the collision boundary of each joint is also man-
ually configured. The CAD model of OWI-535 has 170,648 vertices in total,
among which, we manually annotate 17 visually distinguishable vertices as
our keypoints, as shown in Figure 3.2. This number is larger than the degree-
of-freedom of the system (6 camera parameters and 4 joint angles), meanwhile
reasonably small so that all keypoints can be annotated on real images for eval-
uation. The images and annotations are collected from UE4 via UnrealCV [19].
We create real-world dataset from two sources for benchmark and replica-
tion purpose. The first part of data are collected from an arm in our own lab,
and we maximally guarantee the variability in its pose, viewpoint and back-
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users uploaded videos of playing with this arm. Both subsets raise new chal-
lenges which are not covered by virtual data, such as motion blur and occlusion,
to our vision algorithm, with the second subset being more challenging as the
camera intrinsic parameters are unknown and the arm may be modded for var-
ious purposes. We manually annotate the 17 keypoints on these images, which
typically takes one minute for a single frame.
More details of these datasets are covered in Section 3.4.
3.3.3 Transferable 3D Pose Estimation
We first define some terminologies used in this chapter. Let p define all
parameters that determine the arm’s position in the image. In our implemen-
tation, p has 10 dimensions: 6 camera extrinsic parameters (location, rotation)
and 4 angles of motors. y ∈ R17×2 and z ∈ R17×3 are the locations of keypoints
in 2D and 3D, respectively. Both y and z are deterministic functions of p.
The goal is to design a function p = h(x;θ) which receives an image x and
outputs the pose vector p which defines the pose of the object. θ denotes the
learnable parameters, e.g., network weights in the context of deep learning.
The keypoints follow the same geometry constraints in both virtual and real
domains. In order to fully utilize these constraints, we decompose h(·) into two
components, namely, 2D keypoint detection M1 : y = f(x;θ) and 3D pose esti-
mation M2 : (p, z) = g(y; τ ). Here, τ is a fixed set of equations corresponding to
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the geometric constraints, e.g., the length between two joints. This is to say, M1
is trained to optimize θ while M2 is a parameter-free algorithm which involves
fitting a few fixed arithmetic equations.
To alleviate the expense of data annotation, we apply a setting known as
semi-supervised learning [66] which contains two parts of training data. First,
a labeled set of training data D1 = {(xn,yn)}Nn=1 is collected from the virtual
environment. This process is performed automatically with little cost, and also
easily transplanted to other robotic systems with a 3D model available. Second,
an unlabeled set of image data D2 = {x̃m}Mm=1 is provided, while the correspond-
ing label ỹm for each x̃m remains unknown. We use PV and PR to denote the
virtual and real image distributions, i.e., xn ∼ PV and x̃m ∼ PR, respectively.
Since PV and PR can be different in many aspects, we cannot expect a model
trained on D1 to generalize sufficiently well on D2.
The key is to bridge the gap between PV and PR. One existing solution
works in an explicit manner, which trains a mapping r(·), so that when we
sample x̃m from PR, r(x̃m) maximally mimics the distribution of PV. This is
achieved by unpaired image-to-image translation [67], which was verified ef-
fective in some vision tasks [55]. However, in our problem, an additional cue
emerges, claiming that the source and target images have the same label dis-
tribution, i.e., both scenarios aim at estimating the pose of exactly the same
object, so we can make use of this cue to achieve domain adaptation in an im-
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plicit manner. In practice, we do semi-supervised training by providing the
system with unlabeled data. Our approach exhibits superior transfer ability in
this specific task, while we preserve the possibility of combining both manners
towards higher accuracy.
To this end, we reformulate M1 and M2 in a probabilistic style. M1 produces
a distribution F(x;θ) ∋ y, and similarly, M2 outputs G(y; τ ) ∋ (p, z). Here, the
goal is to maximize the marginal likelihood of (p, z) while y remains a latent
variable:
(p⋆, z⋆) = argmax
(p,z)
∫︂
Pr(y;θ | x) · Pr(p, z; τ | y) dy. (3.1)
There is another option, which directly computes y⋆ = argmaxy Pr(y;θ | x) and
then infers p⋆ and z⋆ from y⋆. We do not take it because we trust Pr(p, z; τ | y)
more than Pr(y;θ | x), since the former is formulated by strict geometric con-
straints. Eqn (3.1) can be solved using an iterative algorithm, starting with a
model F(x;θ) pre-trained in the virtual dataset.
In the first step, we fix θ and infer F(x;θ). This is done by cropping the
input image to 256×256 and feeding it to a stacked hourglass network [68] with
2 stacks. The network produces K = 17 heatmaps, each of which, sized 64× 64,
corresponds to a keypoint. These heatmaps are taken as input data of G(y; τ )
which estimates p and z as well as y. This is done by making use of geometric
constraints τ , which appears as a few linear equations with fixed parameters,
e.g., the length of each bone of the arm. This is a probabilistic model and we
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apply an iterative algorithm (see Section 3.3.5) to find an approximate solution
y′, p′ and z′. Note that y′ is not necessarily the maximum in F(x;θ).
In the second step, we take the optimal y′ to update θ. As F(x;θ) is a deep
network, this is often achieved by gradient back-propagation. We incorporate
this iterative algorithm with stochastic gradient descent. In each basic unit
known as an epoch, each step is executed only once. Although convergence is
most often not achieved, we continue with the next epoch, which brings more
informative supervision. Compared with solving Eqn (3.1) directly, this strat-
egy improves the efficiency in the training stage, i.e., a smaller number of it-
erations is required. Figure 3.3 shows an illustration of our transferable pose
estimation pipeline.
3.3.4 Motion Control
In order to control the arm to complete tasks, we need a motion control
module which takes the estimated 3D pose as input and outputs an action to
achieve the goal. The motion control policy at = π(st, gt) is learned via a deep
reinforcement learning algorithm. st is the state about the environment at time
t, e.g.the arm pose p. gt represents the goal, e.g.target location. at is the control
signal for each joint in our system. The policy is learned in our virtual envi-
ronment, and optimized by Deep Deterministic Policy Gradient (DDPG) [69].
Our experiment shows that using arm pose as input, the policy learned in the
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Figure 3.3: The pipeline of transferable 3D pose estimation (best viewed in
color). The initial prediction may contain both accurate (green) and inaccurate
(cyan) keypoints, and even outliers (red). By introducing a 3D-prior constraint,
we obtain a refined keypoint prediction, which is used to fine-tune the neural
network.
virtual environment can be directly applied to the real world.
3.3.5 Implementation Details
• Training Data Variability
Our approach involves two parts of training data, namely, a virtual subset to
pre-train 2D keypoint detection, and an unlabeled real subset for fine-tuning.
In both parts, we change the background contents of each training image so as
to facilitate data variability and thus alleviate over-fitting.
In the virtual domain, background can be freely controlled by the graphical
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renderer. In this scenario, we place the arm on a board, under a sky sphere,
and the background of the board and the sphere are both randomly sampled
from the MS-COCO dataset [70]. In the real domain, however, background
parsing is non-trivial yet can be inaccurate. To prevent this difficulty, we create
a special subset for fine-tuning, in which all images are captured in a clean
environment, e.g., in front of a white board, which makes it easy to segment the
arm with a pixel-wise color-based filter, and then place it onto a random image
from the MS-COCO dataset. We observe consistent accuracy gain brought by
these simple techniques.
• Joint Keypoint Detection and Pose Estimation
We use an approximate algorithm to find the y′ (as well as p′ and z′) that
maximizes Pr(y;θ | x) · Pr(p, z; τ | y) in Eqn (3.1), because an accurate opti-
mization is mathematically intractable. We first compute y′ = argmaxy F(x;θ)
which maximizes Pr(y;θ | x). This is performed on the heatmap of each 2D
keypoint individually, which produces not only the most probable y′k but also
a score ck indicating its confidence. We first filter out all keypoints with a
threshold ξ, i.e., all keypoints with ck < ξ are considered unknown (and thus
completely determined by geometric prior) in the following 3D reconstruction
module. This is to maximally prevent the impact of outliers. In practice, we
use ξ = 0.3 and our algorithm is not sensitive to this parameter.
Next, we recover the 3D pose using these 2D keypoints, i.e., maximizing
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Pr(p, z; τ | y = y′). Under the assumption of perspective projection, that each
keypoint yk ∈ R2 is the 2D projection of a 3D coordinate zk ∈ R3, which can be
written in a linear equation:
[y|1]⊤ · Ŝ = K · [R|T] · [z|1]⊤. (3.2)
Here, y ∈ RK×2 and z ∈ RK×3 are 2D and 3D coordinate matrices, respectively,
and 1 ∈ RK×1 is an all-one vector. K ∈ R3×3 is the camera intrinsic matrix,
which is constant for a specific camera. S ∈ RK , R ∈ R3×3 and T ∈ R3×1 denote
the scaling vector, rotation matrix and translation vector, respectively, all of
which are determined by p. For each keypoint k, zk is determined by the motor
transformation zk = zk0 ·Wk, where z0 ∈ RK×3 is a constant matrix indicating
the coordinates of all keypoints when motor angles are 0, and Wk ∈ R3×3 is the
motor transformation matrix for the kth keypoint, which is also determined by
p. Ŝ = diag(S) is the scaling matrix. Due to the inaccuracy in prediction (y can
be inaccurate in either prediction or manual annotation) and formulation (e.g.,
perspective projection does not model camera distortion), Eqn (3.2) may not
hold perfectly. In practice, we assume the recovered 3D coordinates to follow
an isotropic Gaussian distribution, and so maximizing its likelihood gives the
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Figure 3.4: Example images of three datasets used in this chapter. From top
to bottom: synthetic images (top two rows), lab images and YouTube images.
Please zoom in to see details.
following log-likelihood loss:
L(p, z | y) =
⃦⃦⃦
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3.4 Experiments
3.4.1 Dataset and Settings
We generated 5,000 synthetic images with randomized camera parameters,
lighting conditions, arm poses and background augmentation (see Section 3.3.5).
Among them, 4,500 are used for training and the remaining 500 for validation.
This dataset, later referred to as the virtual dataset, is used to verify the 2D
keypoint detection model, e.g., a stacked hourglass network, works well.
In the real environments, we collected and manually annotated two sets
of data. The first one is named the lab dataset, which contains more than
20,000 frames captured by a 720P Webcam. We manually chose 428 key frames
and annotated them. For this purpose, we rendered the 3D model of the arm
in the virtual environment and adjusted it to the same pose of the real arm
so that arms in these two images exactly overlap with each other – in this
way we obtained the ground-truth arm pose, as well as the camera intrinsic
and extrinsic (obtained by a checkerboard placed alongside the robotic arm at
the beginning of each video) parameters. We deliberately put distractors, e.g.
colorful boxes, dices and balls, to make the dataset more difficult and thus
evaluate the generalization ability of our models. The frames used for fine-
tuning and for testing come from different videos.
The second part of real-world image data, the YouTube dataset, is crawled
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from YouTube, which contains 109 videos with the OWI-535 arm. This is a
largely diversified collection, in which the arm may even be modded, i.e., the
geometric constraints may not hold perfectly. We sampled 275 frames and man-
ually annotated the visibility as well as position for each 2D keypoint. Note
that, without camera parameters, we cannot annotate the accurate pose of the
arm. This dataset is never included in training, but used to observe the behav-
ior of domain adaptation.
Sample images of three datasets are shown in Figure 3.4.
3.4.2 Pose Estimation
3.4.2.1 Detecting 2D Keypoints
We first evaluate 2D keypoint detection, and make use of a popular metric
named PCK@0.2 [71] to evaluate the accuracy. For this purpose, we train a
2-stack hourglass network from scratch for 30 epochs in the virtual dataset.
Standard data augmentation techniques are applied, including random trans-
lation, rotation, scaling, color shifting and flipping. On top of this model, we
consider several approaches to achieve domain transfer. One is to train an ex-
plicit model which transfers virtual data to fake real data on which we train
a new model. In practice, we apply a popular generative model named Cy-
cleGAN [67]. We trained the CycleGAN network with synthetic image as the
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Model Virtual Lab YouTube YouTube-vis
Synthetic 99.95 95.66 80.05 81.61
CycleGAN 99.86 97.84 75.26 76.98
ADDA 99.89 96.14 79.19 80.04
CyCADA 99.84 98.09 73.47 74.37
Our Method 99.63 99.55 87.01 88.89
Table 3.1: 2D keypoint detection accuracy (PCK@0.2, %) on three datasets.
Models are tested on YouTube dataset when considering all keypoints and con-
sidering only the visible ones.
source domain and lab image as the target domain for 100 epochs. Other do-
main adaptation methods, i.e., ADDA [58] and its follow-up work CyCADA [55]
are also applied and compared with our approach described in Section 3.3.3.
We mix the synthetic and real images with a ratio of 6 : 4 and use the same
hyper-parameters as for the baseline. Background clutters are added to the lab
images in an online manner to facilitate variability (see Section 3.3.5).
Results are summarized in Table 3.1. The baseline model works almost
perfectly on virtual data, which reports a PCK@0.2 accuracy of 99.95%. How-
ever, this number drops significantly to 95.66% in lab data, and even dramati-
cally to 80.05% in YouTube data, demonstrating the existence of domain gaps.
These gaps are largely shrunk after domain adaptation algorithms are applied.
Training with images generated by CycleGAN, we found that the model works
better in its target domain, i.e. the lab dataset by a margin of 2.18%. However,
this model failed to generalize to YouTube dataset, as the accuracy is even
lower than the baseline model. The cases are similar for ADDA and CyCADA,
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which gains 0.48% and 2.43% improvement on the lab dataset respectively, but
both of the approaches do not generalize well to the YouTube dataset. Our
approach, on the other hand, achieves much higher accuracy, with a PCK@0.2
score of 99.55% in the lab data, and 87.01% in the YouTube, boosting the base-
line performance by 6.96%. In the subset of visible YouTube keypoints, the
improvement is even higher (7.28%). In addition, the refined model only pro-
duces a slightly worse PCK@0.2 accuracy (99.63% vs. 99.95%) on virtual data,
implying that balance is achieved between “fitting on virtual data” and “trans-
ferring to real data”.
The results reveal that performance of explicit domain adaptation manners,
i.e. CycleGAN, ADDA and CyCADA can be limited in several aspect. For in-
stance, compared with our 3D geometric based domain adaptation method, al-
though the models trained with these explicit domain adaptation methods fit
to the target domain, it has a poor performance on unseen data. Moreover, we
fail to train a CycleGAN model with YouTube dataset as the target domain,
because the distribution of data in YouTube is too diverse and such transfor-
mation is hard to learn.
3.4.2.2 Estimating the 3D Pose
We first test the performance of 3D pose estimation on the virtual dataset.
We use the model trained only on synthetic images since it has the best 2D
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Model Motor CameraRotation Base Elbow Wrist Average Rotation Location
Synthetic 7.41 6.20 7.15 7.74 7.13 6.29 7.58
Refined 4.40 3.29 5.35 6.03 4.81 5.29 6.73
Table 3.2: 3D pose estimation errors (degrees) and camera parameter predic-
tion errors (degrees and centimeters) in the lab dataset.
Figure 3.5: Qualitative results from our YouTube dataset. The challenges
include occlusion, user modification, lighting, etc. We show synthetic images
generated using the camera parameters and pose estimated from the single
input image. Both success cases (left five columns) and failure cases (rightmost
column) are shown.
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prediction accuracy on synthetic data. The experiment was conducted on 500
synthetic images. The angular error for four joints are 2.67°, 2.80°, 2.76°, 3.31°,
with an average of 2.89°. The error of camera parameters is 2.25° for rotation
and 2.59cm for location.
We also test the 3D pose estimation performance of our model on real im-
ages, which is the basis for completing tasks. The quantitative 3D pose esti-
mation result is only reported for the lab dataset, since getting 3D annotation
for YouTube data is difficult. We estimate the camera intrinsic parameters by
using camera calibration with checkerboard. Results are shown in Table 3.2.
The results reveal that our refined model outperforms the synthetic only model
by 2.32° on average angular error. The qualitative result on YouTube dataset
are shown in Figure 3.5. Since the camera intrinsic parameters are unknown
for YouTube videos, we use the weak perspective model during reconstruction.
Heavy occlusion, user modification and extreme lighting make the 3D pose es-
timation hard in some cases. We select typical samples for success and failure
cases.
3.4.2.3 Ablation Study: Domain Adaptation Options
As described in Section 3.3.5, when training the refined model, two strate-
gies are applied on the real images: random background augmentation and
joint keypoint detection and pose estimation. To evaluate the contribution of
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Model Lab YouTube YouTube-vis
Synthetic Only 95.66 80.05 81.61
BG ✗ 3D ✗ 94.52 80.24 82.22
BG ✓ 3D ✗ 98.72 84.04 87.11
BG ✗ 3D ✓ 97.31 86.52 88.27
BG ✓ 3D ✓ 99.55 87.01 88.89
Table 3.3: 2D keypoint detection accuracy (PCK@0.2, %) under ablation study.
‘3D’ stands for joint keypoint detection and 3D pose estimation, and ‘BG’ for
random background augmentation.
these two strategies to the improvement on accuracy, we did an ablation study.
Results are shown in Table 3.3.
We compare the performance of 5 models: 1) baseline model, trained on
4,500 synthetic images; 2) - 5) models trained with/without joint estimation and
with/without background augmentation. Note that if a model is trained with-
out joint estimation, we directly take the argmax on the predicted heatmap as
annotations for training. We see that both strategies contribute to the over-
all performance improvement. Our model performs best when combining both
strategies.
3.4.2.4 Ablation Study: Number of Training Images
With the help of domain randomization, we can generate an unlimited num-
ber of synthetic images with high abundance in their appearance. On the other
hand, the performance of deep models tends to saturate as the number of train-
ing data increases. Therefore, it is necessary to balance between performance
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and data-efficiency.
Results are shown in Table 3.4. As the number of training images increases
from 2,500 to 5,000, the accuracy significantly increases (by 3.28% and 4.81% on
lab and YouTube dataset, respectively). When the number of training images
continue to increase to 20,000, the accuracy only increases by a small margin
(1.49% and 0.22% on lab and YouTube dataset, respectively). Therefore, 5,000
synthetic images is a nice balance between accuracy and efficiency.
# Images Lab YouTube YouTube-vis
2,500 92.38 75.24 77.33
5,000 95.66 80.05 81.61
10,000 96.13 80.71 81.71
20,000 97.25 81.11 81.83
Table 3.4: 2D keypoint detection accuracy (PCK@0.2, %) with respect to the
number of training images.
3.4.3 Controlling the Arm with Vision
We implement a complete control system purely based on vision, as de-
scribed in Section 3.3.4. It takes a video stream as input, estimates the arm
pose, then plans the motion and sends control signal to the motors.
This system is verified with a task, reaching a target point. The goal is
controlling the arm to make the arm tip reach right above a specified point
on the table without collision. Each attempt is considered successful if the
horizontal distance between arm tip and the target is within 3cm. The system
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is tested at 6 different camera views. For each view, the arm needs to reach
9 target points. The target points and camera views are selected to cover a
variety of cases. We also place distractors to challenge our vision module. A
snapshot of our experiment setup can be seen in Figure 3.6.
We report human performance on the same task. Human is asked to watch
the video stream from a screen and control the arm with a game pad. This
setup ensures human and our system accepts the same vision input in compar-
ison. In addition, we allow human to directly look at the arm and move freely
to observe the arm when doing the task. The performance for both setups are
reported.
Our control system can achieve comparable performance with human in
this task. The result is reported in Table 3.5. Human can perform much better
if directly looking at the arm. This is because human can constantly move his
head to pick the best view for current state. Potentially, we could use action
vision, or multi-camera system, to mimic this ability and further improve the
system, which are interesting future work but beyond the scope of this work. It
is worth noticing our system can run real-time and finish the task faster than
human.
Built on this control module, we show that our system can move a stack of
dices into a box separately. Please see https://youtu.be/8hZjdqDrYas for video
demonstration. To simplify deployment, we directly feed the ground-truth lo-
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Figure 3.6: A snapshot of the real-world experiment setup. Locations of the
goals are printed on the reference board and are used as reference when mea-
suring the error. We scatter background objects randomly during testing.
cations of the dices and the box into the system and apply the same controller
as the reaching task. The successful rate of this task is not high, because
it requires highly accurate pose control in both horizontal and vertical direc-
tions. We also provide some interesting failure cases in the video. Failure cases
are caused by several reasons, e.g., self occlusion or rarely seen configurations.
Also, the controller sometimes fails, e.g., if the arm is too far from the camera,
a long-distance movement only causes minor visual difference. At the current
point, this demo reveals the potential of our vision-based control system, as
well as advocates more advanced vision algorithms to be designed to improve
its performance.
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Agent Input Distance Success AverageType Error (cm) Rate Time (s)
Human Direct 0.65 100.0% 29.8
Human Camera 2.67 66.7% 38.8
Ours Camera 2.66 59.3% 21.2
Table 3.5: Quantitative result for completing the reaching task. Our system
achieves comparable performance with human when the same input signal is
given.
3.5 Conclusion
In this chapter, we built a system, which is purely based on vision inputs,
to control a low-cost, sensor-free robotic arm to accomplish tasks. We used a
semi-supervised algorithm which integrates labeled synthetic as well as unla-
beled real data to train the pose estimation module. Geometric constraints of
multi-rigid-body system (the robotic arm in this case) was utilized for domain
adaptation. Our approach, with merely a 3D model being required, has the
potential to be applied to other multi-rigid-body systems.
To facilitate reproducible research, we created a virtual environment to gen-
erate synthetic data, and also collected two real-world datasets from our lab
and YouTube videos, respectively, all of which can be used as benchmarks to
evaluate 2D keypoint detection and/or 3D pose estimation algorithms. In ad-
dition, the low cost of our system enables vision researchers to study robotic
tasks, e.g., reinforcement learning, imitation learning, active vision, etc., with-
out large economic expenses. This system also has the potential to be used for
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high-school and college educational purposes.
Beyond our work, many interesting future directions can be explored. For
example, we can train perception and controller modules in a joint, end-to-
end manner [12] [36], or incorporate other vision components, such as object
detection and 6D pose estimation, to enhance the ability of the arm so that






In this chapter, we present a method to train an animal keypoint detection
algorithm trained with synthetic data. Researchers and industry spent enor-
mous resources annotating human keypoints. But it is difficult to do the same
for all animal species. Instead, we use synthetic images and generated ground
truth (keypoint) to train keypoint detectors for animals. The appearance diver-
sity of synthetic animals is limited compared with real animal images. This
leads to a big domain gap between real and synthetic. In this case, the ge-
ometry constraint proposed in Chapter 3 is no longer valid, since the 3D ge-
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ometry between real and synthetic animals is different due to shape and pose
variation. In order to overcome this domain challenge, we design a consistency-
constrained semi-supervised learning method and combine it with domain ran-
domization. This method enables us to train a robust keypoint detector using
synthetic images.
4.1 Introduction
Thanks to the presence of large scale annotated datasets and powerful Con-
volutional Neural Networks(CNNs), the state of human parsing has advanced
rapidly. By contrast, there is little previous work on parsing animals. Parsing
animals is important for many tasks, including, but not limited to monitoring
wild animal behaviors, developing bio-inspired robots, building motion capture
systems, etc.
One main problem for parsing animals is the limit of datasets. Though
many datasets containing animals are built for classification, bounding box
detection, and instance segmentation, only a small number of datasets are built
for parsing animal keypoints and parts. Annotating large scale datasets for
animals is prohibitively expensive. Therefore, most existing approaches for
parsing humans, which often require enormous annotated data [72] [73], are
less suited for parsing animals.
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In this chapter, we use synthetic data to address this challenge. Many
works [54] [74] show that by jointly using synthetic images and real images,
models can yield supreme results. In addition, synthetic data also has many
unique advantages compared to real-world datasets. First, rendering synthetic
data with rich ground truth at scale is easier and cheaper compared with cap-
turing and annotating real-world images. Second, synthetic data can also pro-
vide accurate ground truth for cases where annotations are hard to acquire for
natural images, such as labeling optical flow [15] or under occlusion and low-
resolution. Third, real-world datasets usually suffer from the long-tail problem
where rare cases are less represented. Generated synthetic datasets can avoid










Figure 4.1: Overview. We generate a synthetic animal dataset by randomly
sampling rendering parameters including camera viewpoints, lighting, tex-
tures and poses. The dataset contains 10+ animals along with rich ground
truth, such as dense 2D keypoints, part segmentation and depth maps. With
the synthetic dataset, we propose an effective method which allows for accu-
rate keypoint prediction across domains. In addition to 2D pose estimation, we
also show models can predict accurate part segmentation.
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However, there are large domain gaps [75] [5] [55] between synthetic images
and real images, which prevent models trained on synthetic data from gener-
alizing well to real-world images. Moreover, synthetic data is also limited by
object diversity. ShapeNet [13] has been created to include diverse 3D models
and SMPL [4] has been built for humans. Nevertheless, creating such diverse
synthetic models is a difficult task, which requires capturing the appearance
and attaching a skeleton to the object. Besides, considering the number of
animal categories in the world, creating diverse synthetic models along with
realistic textures for each animal is almost infeasible.
In this chapter, we propose a method where models are trained using syn-
thetic CAD models. Our method can achieve high performance with only a
single CAD animal model. We generate pseudo-labels on unlabeled real im-
ages for semi-supervised learning. To handle noisy pseudo-labels, we design
three consistency-check criteria to evaluate the quality of the predicted la-
bels, which we refer to as consistency-constrained semi-supervised learning
(CC-SSL). Through extensive experiments, we show that our models achieve
similar performance to models trained on real data, but without using any an-
notation of real images. It also outperforms other domain adaptation methods
by a large margin. Providing real image annotations, the performance can
be further improved. Furthermore, we demonstrate models trained with syn-
thetic data show better domain generalization performance in multiple visual
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domains compared with those trained on real data.
We summarize the contributions of this chapter as follows. First, we pro-
pose a consistency-constrained semi-supervised learning framework (CC-SSL)
to learn a model with one single CAD object. We show that models trained with
synthetic data and unlabeled real images allow for accurate keypoint predic-
tion on real images. Second, when using real image labels, we show that models
trained jointly on synthetic and real images achieve better results compared to
models trained only on real images. Third, we evaluate the generalizability
of our learned models across different visual domains in the Visual Domain
Adaptation Challenge dataset and we quantitatively demonstrate that mod-
els trained using synthetic data show better generalization performance than
models trained on real images. Lastly, we generate an animal dataset with 10+
different animal CAD models and we demonstrate the data can be effectively
used for 2D pose estimation, part segmentation, and multi-task learning.
4.2 Related Work
4.2.1 Animal Parsing
Though there exists large scale datasets containing animals for classifica-
tion, detection, and instance segmentation, there are only a small number of
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datasets built for pose estimation [76] [77] [78] [79] [80] and animal part seg-
mentation [81]. Besides, annotating keypoints or parts is time-consuming and
these datasets only cover a tiny portion of animal species in the world.
Due to the lack of annotations, synthetic data has been widely used to
address the problem [82] [83] [65] [84]. Similar to SMPL models [4] for hu-
mans, [84] proposes a method to learn articulated SMAL shape models for an-
imals. Later, [65] extracts more 3D shape details and is able to model new
species. Unfortunately, these methods are built on manually extracted silhou-
ettes and keypoint annotations. Recently, [82] proposes to copy texture from
real animals and predicts 3D mesh of animals in an end-to-end manner. Most
related to our method is [83], where authors propose a method to estimate ani-
mal poses on real images using synthetic silhouettes. Different from [83] which
requires an additional robust segmentation model for real images during infer-
ence, our strategy does not require any additional models.
4.2.2 Unsupervised Domain Adaptation
Unsupervised domain adaptation focuses on learning a model that works
well on a target domain when provided with labeled source samples and un-
labeled target samples. A number of image-to-image translation methods [85]
[67] [86] are proposed to transfer images from different domains. Another line
of work studies how to explicitly minimize some measure of feature difference,
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such as maximum mean discrepancy [87] [88] or correlation distances [89] [90].
[91] proposes to explicitly partition features into a shared space and a private
space. Recently, adversarial loss [58] [55] is used to learn domain invariant fea-
tures, where a domain classifier is trained to distinguish the source and target
distributions. [58] proposes a general framework to bring features from differ-
ent domains closer. [55] [92] extend this idea with cycle consistency to improve
results.
Recent works have also investigated how to use these techniques to ad-
vance deformable objects parsing. [75] studies using synthetic human images
combined with domain adaptation to improve human 3D pose estimation. [5]
renders 145 realistic synthetic human models to reduce the domain gap. Differ-
ent from previous works where a large amount of realistic synthetic models are
required, we show that models trained on one CAD model can learn domain-
invariant features.
4.2.3 Self-training
Self-training has been proved effective in semi-supervised learning. Early
work [93] draws the connection between deep self-training and entropy reg-
ularization. However, since generated pseudo-labels are noisy, a number of
methods [94] [95] [96] [97] [98] [99] [100] [101] [102] [103] are proposed to ad-
dress the problem. [96] [97] formulate self-training as a general EM algorithm
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and proposes a confidence regularized self-training framework. [98] proposes a
self-ensembling framework to bootstrap models using unlabeled data. [99] ex-
tends the previous work to unsupervised domain adaptation and demonstrate
its effectiveness in bridging domain gaps.
Closely related to our work on 2D pose estimation is [102], where the au-
thors propose a simple method for omni-supervised learning that distills knowl-
edge from unlabeled data and demonstrate its effectiveness on detection and
pose estimation. However, under large domain discrepancy, the assumption
that the teacher model assigns high-confidence pseudo-labels is not guaran-
teed. To tackle the problem, we introduce a curriculum learning strategy [104]
[105] [106] to progressively increase pseudo-labels and train models in itera-
tions. We also extend [102] by leveraging both spatial and temporal consisten-
cies.
4.3 Approach
We first formulate a unified image generation procedure in Section 4.3.1
built on the low dimension manifold assumption. In Section 4.3.2, we define
three consistencies and discuss how to take advantage of these consistencies
during pseudo-label generation process. In Section 4.3.3, we propose a Pseudo-
Label Generation algorithm using consistency-check. Then in Section 4.3.4 we
67
CHAPTER 4. CONSISTENCY-CONSTRAINED SEMI-SUPERVISED











Figure 4.2: Consistency-constrained semi-supervised learning pipeline. Tβ in-
dicates the invariance consistency, Tα indicates the equivariance consistency
and T∆ indicates the temporal consistency. The training procedure can be de-
scribed as follows: we start with training a model only using synthetic data and
obtain an initial model f (0). Then we iterate the following procedure. For the
nth iteration, we first use the proposed Pseudo-Label Generation Algorithm 1
to generate labels Ŷ
(n)




present our consistency-constrained semi-supervised learning algorithm and
discuss the iterative training pipeline. Lastly, in Section 4.3.5, we explain how
our synthetic datasets are generated.
We consider the problem under unsupervised domain adaptation frame-
work with two datasets. We name our synthetic dataset as the source dataset
(Xs, Ys) and real images as the target dataset Xt. The goal is to learn a model f
to predict labels for the target data Xt. We simply start with learning a source
model fs using paired data (Xs, Ys) in a fully supervised way. Then we boot-
strap the source model using target dataset with consistency-constrained semi-
supervised learning. An overview of the pipeline is presented in Figure 4.2.
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4.3.1 Formulate Image Generation Procedure
In order to learn a model using synthetic data that can generalize well to
real data, one needs to assume that there exists some essential knowledge
shared between these two domains. Take animal 2D pose estimation as an
example, though synthetic and natural images look differently by textures and
background, they are quite similar in terms of poses and shape. Actually, these
are exactly what we hope a model trained on synthetic data can learn. So an
ideal model should be able to capture these essential factors and ignore those
less relevant ones, such as lighting and background.
Formally, we introduce a generator G that transforms poses, shapes, view-
points, textures, etc, into an image. Mathematically, we group all these factors
into two categories, task-related factors α, which is what a model cares about,
and others β, which are irrelevant to the task at hand. So we parametrize the
image generation process as follows,
X = G(α, β) (4.1)
where X is a generated image and G denotes the generator. Specifically, for
2D pose estimation, α represents factors related to the 2D keypoints, such as
pose and shape; β indicates factors independent of α, which could be textures,
lighting and background.
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4.3.2 Consistency
Based on the formulation in Section 4.3.1, we define three consistencies
and discuss how to take advantage of these consistencies for the pseudo-label
generation process.
Since model-generated labels on the target dataset are noisy, one needs to
tell the model which predictions are correct and which are wrong. Intuitively,
an ideal 2D keypoint detector should generate consistent predictions on one
image no matter how the background is perturbed. In addition, if one rotates
the image, the prediction should change accordingly as well. Based on these
intuitions, we propose to use consistency-check to reduce false positives.
In the following paragraphs, we will introduce invariance consistency, equiv-
ariance consistency and temporal consistency. We will discuss how to use
consistency-check to generate pseudo-labels, which serves as the basis for the
proposed semi-supervised learning method.
The transformation applied to an image can be considered as directly trans-
forming the underlying factors in Equation 4.1. We define a general tensor
operator, T : RH×W → RH×W . In addition, we introduce τα corresponding to
operations that would affect α and τβ to represent operations independent of α.
Then Equation 4.1 can be expressed as following,
T (X) = G(τα(α), τβ(β)) (4.2)
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We use f : RH×W → RH×W to denote a perfect 2D pose estimation model.
When f is applied to Equation 4.2, it is obvious that, f [T (X)] = f [G(τα(α), τβ(β))].
Invariance consistency: If the transform T does not change factors asso-
ciated with the task, the model’s prediction is expected to be the same. The idea
here is that a well-behaved model should be invariant to operations on β. For
example, in 2D pose estimation, adding noise to the image or perturbing colors
should not affect the model’s prediction. We name these transforms invariance
transform Tβ, as shown in Equation 4.3.
f [Tβ(X)] = f(X) (4.3)
If we apply multiple invariance transforms to the same image, the predic-
tions on these transformed images should be consistent. This consistency can
be used to verify whether the prediction is correct, which we refer to as invari-
ance consistency.
Equivariance consistency: Besides invariance transform, there are other
cases where the task related factors are changed. We use Tα to denote trans-
forms related to operations τα. There are special cases where we can easily get
the corresponding Tα. One easy case is that, sometimes, the effect of τα only
cause geometric transformations in 2D images, which we refer to as equivari-
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ance transform Tα. Actually, this is essentially similar to what [102] proposes.
Therefore, we have equivariance consistency as shown in Equation 4.4.
f [Tα(X)] = Tα[f(X)] (4.4)
It is also easy to show that f(X) = T−1α [f [Tα(X)]], which means that, after
applying the inverse transform T−1α , a good model should give back the original
prediction.
Temporal consistency: It is difficult to model transformations between
frames in a video. This transform T∆ does not satisfy the invariance and equiv-
ariance properties described above. However, T∆ is still induced by variations
of underlying factors α and β. It is reasonable to assume that, in a real-world
video, these factors do not change dramatically between neighboring frames.
f [T∆(X)] = f(X) + ∆ (4.5)
So we assume the keypoints shifting between two frames is relatively small
as shown in Equation 4.5. Intuitively, this means that the keypoint prediction
for the same joint in consecutive frames should not be too far away, otherwise
it is likely to be incorrect.
For 2D keypoint estimation, we observe that T∆ can be approximated by
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optical flow to get ∆, which allows us to use optical flow to propagate pseudo-
labels from confident frames to less confident ones.
Although we define these three consistencies for 2D pose estimation, they
can be easily extended to other problems. For example, in 3D pose estimation,
α can be factors related to 3D pose. Then the invariance consistency is still the
same, but the equivariance consistency no longer holds, since the mapping of
3D pose to 2D pose is not a one-to-one mapping and there are ambiguities in
the depth dimension. However, one can still use it as a constraint for the other
two dimensions, which means the projected poses should still satisfy the same
consistency. So it is easy to see that though corresponding consistencies may
change for different tasks, they all follow the same philosophy.
4.3.3 Pseudo-Label Generation
In this section, we explain in details how to apply these consistencies in
practice for generating pseudo-labels and propose the pseudo-label generation
method as in Algorithm 1.
We address the noisy label problem in two ways. First, we develop an algo-
rithm to generate pseudo-labels using consistency-check to remove false pos-
itives, assuming that labels generated using the correct information always
satisfy these consistencies. Second, we apply the curriculum learning idea to
gradually increase the number of training samples and learn models in an it-
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Algorithm 1 Pseudo-Label Generation Algorithm
Input: Target dataset Xt; model f (n−1); decay factor
λdecay.
Intermediate Result: Pβ, Pα are predictions after applying
invariance and equivariance transform.
Output: Pseudo-labels Ŷ (n)t ; confidence score C
(n)
t .
1: for X it in Xt do
2: ▷ Invariance Consistency
3: Pβ = f (n−1)(Tβ(X it))
4: ▷ Equivariance Consistency










8: ▷ Temporal Consistency
9: if C(n),it /C
(n),i−1





t ) + ∆





14: Sort C(n)t and obtain Cthresh based on a fixed curriculum learning policy.
15: Set C(n),it = 1(C
(n),i
t ≥ Cthresh), ∀i
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erative fashion.
For the nth iteration, with the previous model f (n−1) obtained from the
(n − 1)th iteration, we iterate through each image X it in the target dataset
Xt. f (n−1) is not updated in this process. First, for each image, we apply mul-
tiple invariance transform Tβ, equivariance transform Tα to X it , and ensemble






Second, we use temporal consistency to update weak predictions. For each
keypoint, we check whether the current confidence score C(n),it is strong com-
pared to the one in the previous frame C(n),i−1t with respect to a decay factor
λdecay. If the current frame prediction is confident, we simply keep it; otherwise,
we replace the prediction Ŷ
(n),i
t with the flow prediction ∆ plus the previous
frame prediction and replace C(n),it with previous frame confidence multiplied
by a decay factor λdecay. Temporal consistency is optional and can be used if
videos are available.
To this end, the algorithm has generated labels and confidence scores for all
images. The last step is to iterate through the target dataset again to select
Cthresh using a curriculum learning strategy, which determines the percentage
of labels used for training. The idea here is to use keypoints with high confi-
dence first and gradually include more keypoints after iterations. In practice,
we use a policy to include top 20% ranking keypoints at the beginning, 40% for
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the second iteration, until hitting 80%.
4.3.4 Consistency-Constrained Semi-Supervised
Learning (CC-SSL)
For the nth iteration, the loss function L(n) is defined to be the Mean Square
Error on heatmaps of both the source data and target data, as in Equation 4.6.
















To this end, we present our Consistency-Constrained Semi-Supervised Learn-
ing (CC-SSL) approach as follows: we start with training a model only using
synthetic data and obtain an initial weak model f (0) = fs. Then we iterate the
following procedure. For the nth iteration, we first use Algorithm 1 to generate
labels Ŷ
(n)
t . With the generated labels, we simply train the model using (Xs, Ys)
and (Xt, Ŷ
(n)
t ) jointly using L(n).
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4.3.5 Synthetic Dataset Generation
In order to create a diverse combination of animal appearances and poses,
we collect a synthetic animal dataset containing 10+ animals. Each animal
comes with several animation sequences. We use Unreal Engine to collect rich
ground truth and enable nuisance factor control. The implemented factor con-
trol includes randomizing lighting, textures, changing viewpoints and animal
poses.
The pipeline for generating synthetic data is as follows. Given a CAD model
along with a few animation sequences, an animal with random poses and ran-
dom texture is rendered from a random viewpoint for some random lighting
and a random background image. We also generate ground truth depth maps,
part segmentation and dense joint locations (both 2D and 3D). See Figure 4.1
for samples from the synthetic dataset.
4.4 Experiments
First, we quantitatively test our approach on the TigDog dataset [76] in Sec-
tion 4.4.2. We compare our method with other popular unsupervised domain
adaptation methods, such as CycleGAN [67], BDL [100] and CyCADA [55]. We
also qualitatively show keypoint detection of other animals where no labeled
real images are available, such as elephants, sheep and dogs. Second, in or-
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Horse Accuracy
Eye Chin Shoulder Hip Elbow Knee Hoove Mean
synthetic + real
Real 79.04 89.71 71.38 91.78 82.85 80.80 72.76 78.98
CC-SSL-R 89.39 92.01 69.05 92.28 86.39 83.72 76.89 82.43
synthetic only
Syn 46.08 53.86 20.46 32.53 20.20 24.20 17.45 25.33
CycleGAN [67] 70.73 84.46 56.97 69.30 52.94 49.91 35.95 51.86
BDL [100] 74.37 86.53 64.43 75.65 63.04 60.18 51.96 62.33
CyCADA [55] 67.57 84.77 56.92 76.75 55.47 48.72 43.08 55.57
CC-SSL 84.60 90.26 69.69 85.89 68.58 68.73 61.33 70.77
Tiger Accuracy
Eye Chin Shoulder Hip Elbow Knee Hoove Mean
synthetic + real
Real 96.77 93.68 65.90 94.99 67.64 80.25 81.72 81.99
CC-SSL-R 95.72 96.32 74.41 91.64 71.25 82.37 82.73 84.00
synthetic only
Syn 23.45 27.88 14.26 52.99 17.32 16.27 19.29 21.17
CycleGAN [67] 71.80 62.49 29.77 61.22 36.16 37.48 40.59 46.47
BDL [100] 77.46 65.28 36.23 62.33 35.81 45.95 54.39 52.26
CyCADA [55] 75.17 69.64 35.04 65.41 38.40 42.89 48.90 51.48
CC-SSL 96.75 90.46 44.84 77.61 55.82 42.85 64.55 64.14
Table 4.1: Horse and tiger 2D pose estimation accuracy PCK@0.05. Synthetic
data are with randomized background and textures. Synthetic only shows re-
sults when no real image label is available, Synthetic + Real are cases when
real image labels are available. In both scenarios, our proposed CC-SSL based
methods achieve the best performance.
der to show the domain generalization ability, we annotated the keypoints of
animals from Visual Domain Adaptation Challenge dataset (VisDA2019). In
Section 4.4.3, we evaluate our models on these images from different visual
domains. Third, the rich ground truth in synthetic data enables us to do more
tasks beyond 2D pose estimation, so we also visualize part segmentation on
horses and tigers and demonstrate the effectiveness of multi-task learning in
Section 4.4.4.
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Figure 4.3: Visualization of horse and tiger 2D pose estimation and part seg-
mentation prediction. The 2D pose estimations are predicted using CC-SSL
as described in Section 4.4.2 and part segmentation predictions are generated
using the multi-task learning as described in Section 4.4.4. Best viewed in
color.
4.4.1 Experiment Setup
Network Architecture. We use Stacked Hourglass [68] as our backbone
for all experiments. Architecture design is not our main focus and we strictly
follow parameters from the original paper. Each model is trained with RM-
SProp for 100 epochs. The learning rate starts with 2.5e−4 and decays twice
at 60 and 90 epoches respectively. Input images are cropped with the size of
256 × 256 and augmented with scaling, rotation, flipping and color perturba-
tion.
Synthetic Datasets. We explain the details of our data generation param-
eters as follows. The virtual camera has a resolution of 640 × 480 and field of
view of 90. We randomize synthetic animal textures and backgrounds using
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Figure 4.4: Visualization of 2D pose estimation of other animals. Our method
can be easily generalized to elephants’ trunks. Best viewed in color.
Coco val2017 dataset. We does not use any segmentation annotation from coco
val2017. For each animal, we generated 5,000 images with random texture
and 5,000 images with the texture coming with the CAD model, to which we
refer as the original texture. We split the training set and validation set with
a ratio of 4:1, resulting in 8,000 images for training and 2,000 for validation.
We also generate rich ground truth including part segmentation, depth maps
and dense 2D and 3D keypoints. For part segmentation, we define nine parts
for each animal, which are eyes, head, ears, torso, left-front leg, left-back leg,
right-front leg, right-back leg and tail. The parts definition follows [81] with a
minor difference that we distinguish front from back legs. CAD models used in
this chapter are purchased from UE4 marketplace1.
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tain ∆ using optical flow. λdecay is set to 0.9 and we train one model for 10
epochs and re-generate pseudo labels with the new model. Models are trained
for 60 epochs with γ set to be 10.0.
TigDog Dataset The TigDog dataset is a large dataset containing 79 videos
for horses and 96 videos for tigers. In total, for horse, we have 8380 frames
for training and 1772 frames for testing. For tigers, we have 6523 frames for
training and 1765 frames for testing. Each frame is provided with 19 keypoint
annotations, which are defined as eyes(2), chin(1), shoulders(2), legs(12), hip(1)
and neck(1). The neck keypoint is not clearly distinguished for left and right,
so we leave it out in all experiments.
4.4.2 2D Pose Estimation
Results Analysis. Our main results are summarized in Table 4.1. We
present our results in two different setups: the first one is under the unsuper-
vised domain adaptation setting where real image annotations are not avail-
able; the second one is when labeled real images are available.
When annotations of real images are not available, our proposed CC-SSL
surpasses other methods by a significant margin. The PCK@0.05 accuracy
of horses reaches 70.77, which is close to models trained directly on real im-
ages. For tigers, the proposed method achieves 64.14. It is worth noticing that
these results are achieved without accessing any real image annotation, which
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Horse
Visible Kpts Accuracy Full Kpts Accuracy
Sketch Painting Clipart Sketch Painting Clipart
Real 65.37 64.45 64.43 61.28 58.19 60.49
CC-SSL 72.29 73.71 73.47 70.31 71.56 72.24
CC-SSL-R 73.25 74.56 71.78 67.82 65.15 65.87
Tiger
Visible Kpts Accuracy Full Kpts Accuracy
Sketch Painting Clipart Sketch Painting Clipart
Real 48.10 61.48 53.36 46.23 53.14 50.92
CC-SSL 53.34 55.78 59.34 52.64 48.42 54.66
CC-SSL-R 54.94 68.12 63.47 53.43 58.66 59.29
Table 4.2: Horse and tiger 2D pose estimation accuracy PCK@0.05 on
VisDA2019. We present our results under two settings: Visible Kpts Accu-
racy only accounts for visible keypoints; Full Kpts Accuracy also includes self-
occluded keypoints. Under all settings, our proposed methods achieve better
performance than baseline Real.
demonstrated the effectiveness of our proposed method.
We also visualize the predicted keypoints in Figure 4.3. Even for some ex-
treme poses, such as horse riding and lying on the ground, the method still
generate accurate predictions. The observations for tigers are similar.
When annotations of real images are available, our proposed CC-SSL-R
achieves 82.43 for horses and 84.00 for tigers, which are noticeably better than
models trained on real images only. CC-SSL-R is achieved simply by further
finetuning the CC-SSL models using real image labels.
In addition to horses and tigers, we apply the method to other animals as
well. The method can be easily transferred to other animal categories and we
qualitatively show keypoint prediction results for other animals, as shown in
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Figure 4.4. Notice that our method can also detect trunks of elephants.
We empirically find the performance does not improve much with Cycle-
GAN. We conjecture that one reason is that CycleGAN in general requires a
large number of real images to work well. However, in our case, the diversity
of real images is limited. Another reason is that animal shapes of transferred
images are not maintained well. We also try different adversarial training
strategies. Though BDL works quite well for semantic segmentation, we find
the improvements on keypoints detection is small. CyCADA also suffers from
the same problem as CycleGAN. In comparison, CC-SSL does not suffer from
those problems and it can work well even with limited diversity of real data.
We use the same set of augmentations as in [68] for baselines Real and
Syn. We use a different set of augmentations for other experiments, which
we refer to as Strong Augmentation. In addition to what [68] used, Strong
Augmentation also includes Affine Transform, Gaussian Noise and Gaussian
Blurring.
4.4.3 Generalization Test on VisDA2019
In this section, we test model generalization on images from Visual Domain
Adaptation Challenge dataset (VisDA2019). The dataset contains six domains:
real, sketch, clipart, painting, infograph, and quickdraw. We pick up sketch,
painting and clipart for our experiments since inforgraph and quickdraw are
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not suitable for 2D pose estimation. For each of these three domains, we manu-
ally annotate images for horses and tigers. Evaluation results are summarized
in Table 4.2. Same as before, we use Real as our baseline. CC-SSL and CC-
SSL-R are used for comparison.
For both animals, we observe that models trained using synthetic data
achieve best performance in all settings. We present our results under two set-
tings. Visible Keypoints Accuracy only accounts for keypoints that are directly
visible whereas Full Keypoints Accuracy shows results with self-occluded key-
points.
Under all settings, CC-SSL-R is better than Real. More interestingly, notice
that even without using real image labels, our CC-SSL method yields better
performance than Real in almost all domains. The only one exception is the
painting domain of tigers. We hypothesize that this is because texture infor-
mation (yellow and black stripes) in paintings is still well preserved so models
trained on real images can still “generalize”. For sketches and cliparts, appear-
ances are more different from real images and models trained on synthetic data
show better results.
4.4.4 Part Segmentation
Since the synthetic animal dataset is generated with rich ground truth, our
task is not limited to 2D pose estimation. We also experiment with part seg-
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Models Horse Tiger
Baseline 60.84 50.26
+Part segmentation 62.25 51.69
Table 4.3: Horse and tiger 2D pose estimation PCK@0.05 with multi-task
learning. We show models can generalize better to real images trained jointly
using 2D keypoints and part segmentation.
mentation in a multi-task learning setting. All models are trained on synthetic
images with Strong Augmentation and tested on TigDog dataset directly.
As shown in Table 4.3, we observe that models, trained on keypoints and
part segmentation jointly, can generalize better on real images for both ani-
mals, compared to the baseline where models are only trained with keypoints.
Since we cannot quantitatively evaluate part segmentation predictions, we
visualize the part segmentation results on TigDog dataset as shown in Fig-
ure 4.3.
In the multi-task learning setting, we only make minor changes to the orig-
inal Stacked Hourglass architecture, where we add a branch parallel to the
original keypoint prediction one for part segmentation.
4.5 Conclusion
In this chapter, we present a simple yet efficient method using synthetic im-
ages to parse animals. To bridge the domain gap, we present a novel consistency-
constrained semi-supervised learning (CC-SSL) method, which leverages both
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spatial and temporal constraints. We demonstrate the effectiveness of the pro-
posed method on horses and tigers in the TigDog Dataset. Without any real
image label, our model can detect keypoints reliably on real images. When us-
ing real image labels, we show that models trained jointly on synthetic and real
images achieve better results compared to models trained only on real images.
We further demonstrate that the models trained using synthetic data achieve
better generalization performance across different domains in the Visual Do-
main Adaptation Challenge dataset. We build a synthetic dataset contains 10+







Controlling Hazardous Factors to
Analyze Stereo Vision
In this chapter, we use synthetic data to diagnose the robustness of stereo
algorithms. Despite the great progress in terms of average performance, stereo
algorithms still fail easily under hazardous conditions, e.g. reflection, trans-
parency. We utilize the controllability of object material in synthetic data to
study model robustness to these hazardous factors.
5.1 Introduction
Stereo algorithms benefit enormously from benchmarks [107] [108]. They
provide quantitative evaluation to encourage competition and track progress.
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Despite great progress over the past years, many challenges still remain un-
solved, such as transparency, specularity, lack of texture and thin objects. These
image regions are called hazardous regions [109] because they are likely to
cause the failure of an algorithm. These regions are small and uncommon, but
critical in the real world. For example, a street light is a thin object and covers
a small region in an image, but missing it could be a disaster for autonomous
driving.
Images in the real world contain different degrees of hazardous factors. A
few images of KITTI dataset [110] contain reflective windshield or dark tun-
nel, making them more challenging than the others. To study algorithm per-
formance on extreme conditions, more images can be captured [111] [25] under
extreme weather conditions. But real images only contain sparse samples of
different hazardous degrees. Although it would be possible to construct a huge
image dataset which captures large degrees of all the hazardous conditions,
the size of this dataset would be very large so that labeling all the hazardous
regions of these images would be prohibitively expensive.
To address the problem of stress testing stereo algorithms, we developed a
data generation tool which researchers can use to precisely control nuisance
factors of a virtual scene, such as material properties, and produce new im-
ages. For example, in Fig. 5.1, we use this tool to vary the degree of specu-
larity and show how this impacts the performance of a state-of-art stereo al-
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Figure 5.1: Different levels of specularity of the TV, from top to bottom are
input image, disparity estimation and error compared with ground truth, the
error is only computed for the specular regions. The visual difference in the
first row is subtle, but is a very big challenge for state-of-art methods [2]. Best
seen in color.
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gorithm [2]. More generally, our approach enables us to follow the standard
strategy of scientific research which changes variables separately and system-
atically and study their impact. In particular, we use this technique in our
paper to study the relationship between hazardous factors and algorithm per-
formance, which can help determine when an algorithm will break. These find-
ings from synthetic images can then be validated using real images, but this
validation requires a smaller amount of testing images (hence avoiding the
need for excessive annotation of real images). Using virtual worlds as a vir-
tual laboratory is conceptually simple, but practically very hard. It requires
constructing realistic 3D content and easy-to-use tools. These challenges are
addressed in this chapter. Our experiments focused on stereo algorithms, but
this idea can be applied to other computer vision algorithms.
In this chapter, we use this synthetic image generation tool to study the
effect of four important hazardous factors on stereo algorithms. These haz-
ardous factors are chosen to violate some of the basic assumptions of traditional
stereo algorithms. For example, specular and transparent surfaces violates
the brightness consistency constraint, which assume that the intensity prop-
erties of corresponding points are similar (because specularity means that the
intensity of a surface point will depend on the viewpoint). Although these haz-
ardous factors are well-known to the community, there have been few attempts
at quantitative evaluation of the impact of individual factor due to challenges
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of annotating these factors. We validate the findings on the synthetic images by
comparing with a real world dataset KITTI, which we also annotated for this
purpose. We were inspired by the theoretical framework to analyze hazardous
factors proposed in [109], but their framework required a lot of manual anno-
tation of hazardous regions of images which we reduce. In short, our tool can
produce binary mask of hazardous regions automatically, making their theo-
retical framework practical.
For our approach to succeed it is necessary for our synthetic data to be re-
alistic. This is possible firstly because the 3D scenes in advanced synthetic
datasets are increasingly naturalistic. The 3D scenes we use are produced
by the virtual reality industry and are constructed to mimic real world con-
figurations as closely as possible. Secondly, the rendering quality is also very
high. The physical based materials and precomputed lighting of Unreal Engine
prevent the sharp shadows and plain material observed in many low quality
synthetic images. The difference of realism is subtle but very important for our
purpose, see Fig. 5.1.
To summarize, in this chapter we developed a data generation tool called
UnrealStereo and used it to stress test stereo algorithms. The main contri-
butions of our paper are as follows: Firstly, we provide a tool to enable re-
searchers to control the nuisance factors in a virtual environment to analyze
stereo algorithms. Secondly, hazardous regions are automatically produced in
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our framework, making the theoretical framework in [109] practical. Third, we
controlled the hazardous factors to show the characteristics of different stereo
methods and validated our result on novel annotations of the KITTI dataset.
Our tools are open source and will be made available to the community.
5.2 Related Work
Many stereo datasets have been created for training and evaluating stereo
algorithms. The Middlebury stereo dataset [107] is a widely used indoor scene
dataset, which provides high-resolution stereo pairs with dense disparity ground
truth. The KITTI stereo dataset [112] [110] is a benchmark consisting of urban
video sequences while semi-dense disparity ground truth along with seman-
tic labels are available. Due to demand of complex equipment and expensive
human labor, these two real-world datasets have relatively small sizes. The
larger KITTI dataset has about 400 labeled stereo pairs in total for public use.
Besides providing much more image pairs and ground truth for training and
evaluation. We provide the ability to control nuisance factors in an image. Also
our generated hazardous regions are useful for analysis.
Synthetic data has attracted a lot of attention recently. The progress of
computer graphics makes synthesizing realistic images much easier. The abil-
ity to get a large amount of images and ground truth is attractive. Synthetic
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data have been used in optical flow [24], semantic segmentation [16] [25] [47],
stereo [113]. Images and ground truth are provided in these datasets, but the
virtual scenes are not available for various reasons. So it is not possible to
render new images or change the properties of these scenes. Instead of con-
structing virtual scenes from scratch, we use game projects that are publicly
available in the marketplace. Our tool enables generating images and ground
truth from these game projects. Anyone can use our tool to tweak these virtual
scenes, e.g., by varying the hazardous factors, and hence produce more data.
Many virtual scenes constructed by visual artists in the marketplace can be
used. Different from rendering images from a commercial game binary [47],
the ability to access 3D models enables us to modify the scene, generate more
ground truth and do various virtual experiments. Unlike Sintel [24] and Fly-
ingthing3D [113], our approach utilizes more realistic 3D models and designed
for real-time rendering. Previously, OVVV [114] attempted to use synthetic
data for evaluating algorithms, but there is no easy-to-use platform available.
UnrealCV [27] is an open source tool to generate synthetic images. It has been
used to diagnose detection algorithms.
Understanding the robustness of stereo algorithms is important. In the
HCI/Bosch robustness challenge [111], challenging images are captured. In or-
der to test algorithm in different conditions in a controlled way, lab setup based
on toys and robotics arm is created [115] to control nuisance factors, but the im-
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ages are very different from normal conditions. CV-HAZOP [109] proposes the
idea of analyzing hazardous factors in an image. Their method requires man-
ually annotating risk factors, such as specularity area, from images, which is
difficult to perform and hard to scale up. Our synthetic pipeline can automati-
cally identify these hazardous regions, enables large-scale analysis. The ability
to control the severity of hazardous factors also helps us to better understand
the weakness of an algorithm.
5.3 Hazardous Factor Analysis
In this section, we first described the data generation tool UnrealStereo.
Then we varied the nuisance factors to produce hazardous regions to stress
test state of the art stereo algorithms. Finally, hazardous regions are computed
for images rendered from realistic 3D scenes to analyze the impact of each
hazardous factor.
5.3.1 UnrealStereo Data Generation Tool
Our data generation tool is based on Unreal Engine and UnrealCV [27].
Unreal Engine is an open-source game engine, which provides 3D design tools
for game developers. UnrealCV is an open source tool to extract information
from an Unreal Engine project.
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UnrealCV showed the idea of using realistic video game content for com-
puter vision research, the concept is proved with a small indoor scene. Applying
UnrealCV to the stereo task is non-trivial and requires a lot of engineering. 1.
The support of multiple cameras is implemented. The second camera automat-
ically follows the first camera and keeps relative position fixed. The distance
between two cameras can be adjusted to simulate different configurations. 2.
UnrealStereo supports nuisance factor control, such as material. This requires
a deep understanding of the material system of Unreal Engine. 3. The depth
of transparent objects is stored in a different way in Unreal Engine. We fixed
this issue to get accurate depth for transparent objects. 4. Special visual ef-
fects such as the animation and particle effects are correctly handled. 5. Many
scenes are tested to ensure compatibility. 6. Scripts are developed to support
the generation of a large quantity of images. The development took us a few
months and will be released to the community.
Figure 5.2: From left to right are rendered images, object instance mask,
material information (green shows transparent and red shows specular region).
The image and depth are captured from the 3D scenes for both two cameras,
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besides other extra information shown in Fig. 5.2. Given a rectified image
pair, the goal of stereo matching is to compute the disparity d for each pixel
in the reference image. The disparity is defined as the difference in horizontal
location of a point in the left image and its corresponding one in the right.
Then the conversion between depth z and disparity d is shown in the following
relation z = fB
d
. where f is the focal length of the camera and B is the baseline
that is the distance between the camera centers. The correctness of disparity
is verified by warping the reference image according to its disparity map and
comparing it with the target image.
None of previous synthetic datasets for stereo [47] [24] [25] [113] allow users
to generate more images, because the 3D scenes and tools for rendering are not
provided. The ability to generate images from a virtual scene is more useful
than a pregenerated image dataset. Users can render more images about a
hazardous case they care about. Even with the access to 3D scenes, control-
ling the nuisance factors of a 3D scene still requires professional knowledge.
Our tool can not only allow users to generate more images, but also control
nuisance factors of images. Using a virtual world to do experimental control
is conceptually simple, but practically hard. It requires the 3D scene files and
the knowledge to use professional 3D modeling tools, such as blender. This
challenge is addressed in our tool.
Our data tool is designed to be compatible with any Unreal Engine project.
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This enables us to use many realistic 3D scenes from the game and VR industry
to generate images. These images are realistic in two ways. First, they contain
correct semantic information. The 3D scenes we use are created to mimic the
real images as close as possible. Second, the rendering engine can produce very
good indirect lighting, so that the shadow and reflection are very realistic.
5.3.2 Designing Hazardous Cases for Evaluation
Most of stereo algorithms can be formulated in terms of minimizing an ob-








where the data term Ed usually represents a matching cost and the smoothness
term Es encodes context information within a support region C of pixel p (q
is a pixel in C). Local stereo methods [116] [117] do not have a smoothness
term and utilize only local matching cues. Global methods [118] [119] [120] [2]
impose smoothness constrains on neighboring pixels or superpixels by adding
a smoothness term.
The success of these methods relies on some basic assumptions hold for the
scene they encounter. First, the single image layer assumption is required by
most methods to do correspondence between binocular image pairs. Second,
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the local surface should be well-textured for matching algorithms to extract
feature. Third, the smoothness term in global method functions under the
assumption that the disparity vary slowly and smoothly in space. However,
these assumptions can easily be broken in real world scenarios. For example,
specular and transparent surfaces would create multiple image layers which
breaks the first assumption. Textureless objects are everywhere such as white
walls and objects under intense lighting. Besides, smoothness assumption does
not hold for regions with many jumps in disparity, e.g. fences and bushes.
Since specularity, transparency, weak texture, frequent disparity disconti-
nuities as well as occlusion often break the assumptions of most stereo meth-
ods, we call them hazardous factors following [109]. Special efforts have been
made to resolve these difficulties in recent years. Nair et al. [121] derive a data
term that explicitly models reflection. Güney et al. [122] leverage semantic
informations and 3D CAD models to resolve stereo ambiguities caused by spec-
ularity and no texture. An end-to-end trained DCNN based algorithm [113]
performs well on specular regions of KITTI stereo 2015 [110] after finetuning
on the training set.
Evaluating stereo algorithms under different hazardous factors on real data
is highly inconvenient, because publicly available datasets are limited both in
quantity and variety of hazardous factors. Thus, we propose to use synthetic
data as alternative. The UnrealStereo tool we developed is able to produce haz-
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(a) Specularity (b) Lack of texture (c) Transparency (d) Disparity jumps
Figure 5.3: From (a) to (d) are cases we designed to test algorithms. They are
specularity, lack of texture, transparency and disparity jump . In (a), the screen
of a TV is set to be specular. In (b), the wall and the ceiling in the room are made
textureless. In (c), the sliding wall has a transparent surface. In (d), objects
such as bamboos, fences and plants give frequent disparity discontinuities.
ardous cases in the synthetic with lighting and material controlled, making it
tractable to conduct precise evaluation. As a demonstration, we establish four
virtual scenes with high reality each of which includes one factor. Stereo im-
age pairs are rendered from various viewpoints together with dense disparity
groundtruth. Fig. 5.3 shows the outlines of the four scenes.
In the specularity challenge(Fig. 5.3(a)), we obtain the specular effect by
diminish the roughness of specific materials. The major specular object is the
screen of a TV towards which test stereo pairs are obtained from various view-
points and distances. In the lack of texture challenge(Fig. 5.3(b)), the wall and
the ceiling in the room are made textureless because they are the most com-
mon textureless objects in real world. To achieve texturelessness while keep
reality, we do not directly remove the material of the walls but increase the
smoothness of their material. A set of ten test image pairs are collected cov-
ering different orientations to the surrounding textureless walls. In the trans-
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parency case(Fig. 5.3(c)), we placed a transparent sliding wall in a room. In
the disparity jumping case(Fig. 5.3(d)), we place in the scene objects such as
bamboos, fences and plants of various sizes and poses, which easily form many
disparity discontinuities distributed within a small region. Details and results
for evaluation on these cases are presented in Section 5.4.1.
One of the factors available to control is the area of textureless regions.
This is crucial to stereo methods because as the textureless region gets larger,
it becomes more difficult for the smoothness term to use context information
such as the disparity of neighboring well-textured objects. For specularity,
transparency and lack of texture factor, our tool also allows investigation into
how performance of algorithms degrades as the extent of challenge increases.
Specifically, by controlling the opacity of an object, it is possible to vary the
extent of transparent while keeping the rest of the scene intact.
Because synthetic and real data are in different domain, after receiving the
evaluation results on virtual scenes, it is important to verify them on real-
world dataset. To this end, for specularity and no texture factor, we manually
annotated corresponding regions on KITTI 2015 [110].
5.3.3 Automatic Hazardous Region Discovery
It is important to pay more attention to hazardous regions of an image, be-
cause these regions are most likely to cause the failure of an algorithm. Manu-
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ally designed hazardous cases are important for understanding an algorithm,
but the size of manually designed data is not large enough.
On the other hand, due to the popularity of virtual reality, there are a lot
of high quality virtual environments. These virtual environments can be pur-
chased with a fair price (less than $50) or even free. These virtual environ-
ments can produce large amount of images. Moreover, we can also access other
information, such as object instance mask, material property. We use these in-
formation to compute hazardous regions and to evaluate stereo algorithms on
these hazardous regions.
Our rendering process produces extra information beyond depth informa-
tion. These information includes: object instance mask, specular region, trans-
parent region. Using these extra information, we can locate these hazardous
regions automatically. Specifically, we add new focus to stereo method eval-
uation by providing binary masks for the these regions: 1. weakly textured
material, 2. specular material, 3. transparent material. These regions are
related to what we mention in Section 5.3.2 respectively. Fig. 5.4 shows an
example of these masks. All of above masks are generated automatically from
the object segmentation ground truth. For each object, we annotate its material
information only once, before rendering process, then no more human effort is
required to obtain corresponding masks.
We establish a large dataset using six publicly available game scenes. They
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(a) (b) (c) (d)
Figure 5.4: Binary masks that we compute from object mask and material
property. From (a) to (d) are: mask for non-occluded region, object boundary
region, textureless region and specular region. Best seen in color.
are a small indoor room used in UnrealCV [27], a large temple scene, three
houses and one block of street. There are different layouts in these houses
such as living room, kitchen and bathroom. The largest scene contains more
than 1,000 objects while hundreds on average, including those high reflectance
such as mirrors, bathtubs and metal statues, transparent objects such as glass,
glassdoors and windows. Subtle visual effects are included, e.g. leather sofa
and the specular surface of a TV. Screenshots of these games can be seen in
Fig. 5.6. Specifically, for each game scene we record a video sequence that
covers different viewpoints in the environment, which results in 10,825 image
pairs in total.
The comparison with other stereo datasets is shown in Table. 5.1. Besides
depth and disparity ground truth, we provide extra information, such as: object
segmentation mask and material properties. The unique feature of our dataset
is the nuisance factors of virtual worlds can be controlled with our tool and
more challenging images can be produced as shown in Fig. 5.5. Instead of
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Figure 5.5: While other stereo datasets do provide images containing haz-
ardous regions it is hard for them to densely vary the degrees of the hazardous
factors. By contrast, UnrealStereo enables users to control hazardous factors
to cover a much wider range of cases. Then real world datasets can be used
to validate the findings on the synthetic datasets. Also findings on synthetic
datasets may indicate particularly challenging degrees of the hazardous fac-
tors, which can be investigated by constructing real world datasets tuned to
these precise degrees of hazard.
just providing an image dataset with fixed number of images, we provide a
synthetic image generation tool. This tool can be used to design new hazardous
cases, generate more images. More game scenes from the marketplace can be
used in experiment.
5.4 Experiment
We choose five types of state-of-the-art stereo algorithms to evaluate on the
challenging testing data we rendered. They are representatives of local meth-
ods ELAS [116] and local method with spatial cost aggregation CoR [2], global
methods on pixel-level MC-CNN [120] and superpixel-level SPS-St [119] as
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Middlebury [107] dense laboratory
KITTI2012 [112] 50% outdoor seg.
KITTI2015 [110] 50% outdoor seg.
Virtual KITTI [47] dense outdoor seg.
FlyingThings3D [113] dense toy, outdoor seg., material
Ours dense indoor, outdoor seg., material
Table 5.1: Comparison of stereo benchmarks and datasets. Our data gener-
ation tool can provide rich information, such as: object segmentation mask,
material properties. It can also be used to produce new challenging images
from a virtual world
Figure 5.6: The six virtual scenes we use in our experiments, from left to
right are image, depth and object mask. These virtual scenes are purchased
from Unreal Engine marketplace.
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well as end-to-end CNN based method DispNetC [113]. Implementation from
the authors of these methods are adopted. For the weights of the MC-CNN,
we adopt the models used in their submission to KITTI. While for DispNetC,
the original model trained on the synthetic dataset FlyingThings3D [113] is
adopted. In our experiments, we mainly adopt the end-point error (EPE), which
takes average of the absolute difference from ground truth, as error metrics. In
Section 5.4.2 we provide results in the 3 pixel error, i.e. the percentage of pixels
which deviate from ground truth more than 3 pixel. The 3 pixel error metric
is proposed to cover calibration and laser measurement errors in real-world
datasets and we use it here to compare results with them.
5.4.1 Hazardous Cases Evaluation
We use 10 different viewpoint for each of the hazardous cases we designed,
i.e. specular, semi-transparent, textureless, and disparity jumps, covering both
fronto-parallel and slanted surfaces. At each viewpoint of hazardous scenes
except disparity jumps case, we start from the easiest parameter settings that
are roughest, opaque or well-textured and adjust the corresponding parameter
step by step to increase the extent of hazard, resulting in 8 different levels of
corresponding hazard per viewpoint and a total of 80 stereo image pairs. In
specularity, transparent and textureless cases, only regions labeled as these
types are evaluated. For all the cases, we evaluate non-occluded regions be-
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Figure 5.7: The influence of texturelessness, specularity and transparency at
different levels. The performance of stereo algorithms is evaluated in terms of
end-point error. Larger number of level represents is controlled by parameters
for corresponding materials. Each data point represents an average over 10
different viewpoint.
cause occlusion will introduce new problems to the task while we focus on an-
alyzing one factor at a time.
Fig. 5.7 displays the comparison of degradation of state-of-the-art stereo al-
gorithms. Table 5.2 and 5.3 show quantitative results of their performance. To
verify our result, we annotate specular and textureless regions on KITTI train-
ing set and compared the performance of selected methods with that on our
data. To annotate hazardous regions of KITTI dataset, annotators are asked
to mask specular and textureless regions images with photoshop selection tool.
The ground truth for transparent regions on KITTI is incomplete, so we are not
able to compare performance on other hazardous factors. Table 5.2 provides the
quantitative results of this comparison.
As shown in Table 5.2, results from both our data and KITTI show that
performance of all evaluated methods on hazardous regions drops dramatically
107
CHAPTER 5. CONTROLLING HAZARDOUS FACTORS TO ANALYZE
STEREO VISION
Specular Textureless Overall
High Med KITTI High Med KITTI KITTI
ELAS [116] 22.39 12.03 4.07 21.40 16.16 7.07 1.55
SPS-St [119] 11.69 6.40 2.71 24.54 8.34 2.13 1.23
CoR [2] 11.32 6.46 2.61 20.09 5.50 1.98 1.11
MC-CNN-fst [120] 23.72 18.66 2.62 23.06 10.99 3.14 1.10
DispNetC [113] 27.15 18.15 3.42 15.14 15.46 3.48 1.59
Table 5.2: Performance on hazardous regions on our data and KITTI training
set in end-point error (EPE). Hazardous levels of medium (Med) and high are
presented for our data. Only regions annotated as corresponding hazard are
evaluated.
Transparent Disparity Jumps
ELAS [116] 29.76 8.43
SPS-St [119] 39.14 9.06
CoR [2] 39.41 8.62
MC-CNN-fst [120] 35.37 8.57
DispNetC [113] 23.67 6.63
Table 5.3: Performance for extreme transparent and disparity jumps hazard
in end-point error. Errors in disparity jump case are in term of the full image.
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compared with overall results, indicating that these methods are not robust
enough. Moreover, such results on KITTI also suggest that hazardous cases
are uncommon in real world, but easy to cause failures. Errors on our data
is higher, because hazardous regions we design are usually larger than those
on KITTI, posing bigger challenge to the regularization techniques. It is also
worth noticing that methods that perform better on our data also do well on
KITTI. For textureless factor in particular the performance ranking of medium
level matches that on KITTI. This suggests that results on our data generalize
well to the real world.
Looking into Fig. 5.7 and the quantitative results, we discover more infor-
mation about these methods when facing each hazardous factor.
Specularity: CoR outperforms other methods for specularity factor, closely
followed by SPS-St. As shown in Fig. 5.7, they exhibit high robustness as the
material becomes more specular, and CoR achieves the lowest error on cor-
responding regions on KITTI. This lead to a conclusion that cost aggregation
on suitable regions or regularization on superpixels can to some extent reduce
the vulnerability to matching ambiguities. MC-CNN uses CNN to compute
matching cost and works well on normal cases, but suffers easily on specular
surfaces.
No texture: Large support regions also helps regularize the result on tex-
tureless regions, so CoR and SPS-St work well. The robustness of DispNetC
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on extremely textureless regions is expected. Because they have large recep-
tive fields to incorporate context information. As the texture of objects become
more evident, they become less competitive which is reflected on KITTI results.
Purely local method fails easily on these regions as the consequence of missing
or ambiguous local cues. Moreover, pixel level smoothness terms that MC-CNN
utilize are not enough to capture large context, so they fail too.
Transparency: Errors on transparent regions of synthetic data are the high-
est as can be observed. This poor performance on transparent regions is not
confusing as none of these methods make efforts to handle multiple image
layers. It is conceivable that DispNetC method fails because it has not been
trained with such kind of data.
Disparity jumps: DispNetC outperforms others because it does not explicitly
impose smoothness constraints, which helps to avoid erroneous over-smooth.
CoR and SPS-St perform worst on disparity jumps. This suggests that larger
support regions introduce errors on depth discontinuities when they are not
adaptive enough.
5.4.2 Automatic Hazardous Region Discovery
We evaluate these algorithms on a testing set including 484 stereo image
pairs which are randomly sampled from the 10k images from the six virtual
scenes. The average performance on full image, non-occluded regions and
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Full Non-Occluded Specular Textureless Transparent
EPE >3px EPE >3px EPE >3px EPE >3px EPE >3px
ELAS [116] 12.08 30.7% 9.09 24.5% 8.18 22.5% 14.04 53.5% 11.48 41.5%
SPS-St [119] 7.93 22.0% 5.16 15.3% 6.46 16.2% 10.74 40.6% 9.94 35.9%
CoR [2] 7.74 22.8% 4.97 15.9% 7.07 24.3% 8.33 42.1% 10.07 36.2%
MC-CNN-fst [120] 7.64 20.6% 4.62 13.2% 6.94 16.9% 7.62 37.6% 10.52 36.0%
DispNetC [113] 7.98 31.2% 5.96 24.9% 7.84 29.0% 6.02 33.8% 12.75 51.3%
Table 5.4: Performance of state-of-the-art stereo algorithms on test set of
rendered dataset. Errors in full image, non-occluded, specular, textureless and
transparent regions are included. Both end-point error (EPE) and ≥ 3 pixel
error are evaluated by applying the masks proposed in Section 5.3.3.
three types of hazardous regions, i.e. specular, textureless and transparent,
are shown in Table. 5.4. We also compare the results with overall performance
on KITTI in Table. 5.2.
For overall performance in full and non-occluded regions in EPE, the best
three methods and their ranking on this testing set are identical to those on
KITTI. The overall errors are higher on our data. There are two possible
causes. One is that the percentage of hazardous regions on our dataset is
significantly larger than KITTI. The other is that KITTI only provides semi-
dense ground truth, which excludes many hazardous regions, i.e. the windows
of cars.
For all method, errors on hazardous regions are consistently larger than
non-occluded regions, except for ELAS tested on specular regions. This excep-
tion is explainable because large errors on other hazards can elevate the error
on non-occluded region which only excludes the influence of occlusion.
Local method ELAS receives poor performance on all hazardous regions,
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which is not surprising because neither strong regularization techniques nor
special modeling is included in it. The analysis in Section 5.4.1 suggests that
non-local regularization using large support regions would reduce the influence
of matching ambiguity. Here the top performance of SPS-St and CoR on specu-
lar and transparent regions verify that point. That DispNetC outperforms oth-
ers on textureless region could result from the level of texturelessness, since
Fig. 5.7 shows that DispNetC is robust on extremely textureless scene. As the
state-of-the-art on KITTI, MC-CNN also achieves top performance on full and
non-occluded regions. But its performance on hazardous regions is mediocre.
The relation of the two error metrics is worth noticing. End-point error
(EPE) measures the error in average, while 3 pixel error measures the per-
centage of incorrect pixels. They are not in agreement in some cases, which
could reveal characteristics of some algorithms. Specifically, for DispNetC, sig-
nificantly higher 3 pixel errors is observed. The L1 loss function used in its
training process encourages lower EPE, which could account for the discrep-
ancy.
5.5 Conclusion
In this chapter, we presented a data generation tool UnrealStereo to gen-
erate synthetic images to create a stereo benchmark. We used this tool to an-
112
CHAPTER 5. CONTROLLING HAZARDOUS FACTORS TO ANALYZE
STEREO VISION
alyze the effect of four hazardous factors on state-of-the-art algorithms. The
hazardous factors were specularity, lack of texture, disparity jumps, and trans-
parency. Each factor was precisely controlled to see its impact. They were
varied at different degrees and even to an extreme level to produce corner
cases. We also tested several state-of-the-art algorithms on six realistic vir-
tual scenes. The hazardous regions of each image were automatically labeled
from the ground truth, e.g., the object mask and the material properties. We
found that the state-of-the-art method MC-CNN [120] outperforms others in
general, but lacks robustness in hazardous cases especially specular regions.
DCNN based method [113] exhibits interesting properties due to its awareness
of larger context. We also validated our findings by comparison to results on
the real world KITTI dataset where we manually annotated the hazardous re-
gions. We note that an advantage of synthetic data generations tools is that
they enable us to explore many degrees of hazardous factors in a controlled
setting, so that the time-consuming manual annotation of real images can be
reduced. Perhaps manual annotation will only be needed in a limited (sparse)
number of cases in order to validate the results on synthetic images. Results
on synthetic datasets may be able to isolate those degrees of hazardous fac-
tors which particularly hurt the performance of algorithms, enabling us to only
do manual annotation of real images in these particular cases. We note that
identifying the failure modes of stereo algorithms, in particular to hazardous
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factors, can be used to help develop better algorithms by, for example, providing
additional training data.
Our data generation tool can be used to produce more challenging images
and is compatible with publicly available high-quality 3D game models. This
makes our tool capable for many applications other than stereo. In our future
work, we will extend our platform to include more hazardous factors such as
the ratio of occlusion and analyze more computer vision problems. It is also in-
teresting to explore the rich ground truth we generate, such as object mask and
material properties. This semantic information will enable the development of
computer vision algorithms that utilizes high-level knowledge, for example like






This chapter applies synthetic data to diagnose an activity classification
model. The diagnosis focuses on whether the model uses essential factors (hu-
man motion) or nuisance factors (background, context object) to perform the
classification. This chapter extends the idea in Chapter 5 and present a generic
framework called identity preserved transform (IPT). The sensitivity to IPT
can indicate the robustness of a model in real-world applications.
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6.1 Introduction
We have witnessed the rapid development of video activity classification
models thanks to the thriving of Convolution Neural Networks in recent years [123]
[124] [125]. However, a video activity classification model trained on one dataset
often failed to generalize to another [126]. Activity classification model can
solve the task easily by fitting to correlated factors. For example, the model
can associate the activity with typical backgrounds where the activity happen
or clothes style, rather than trying to parse the human pose. This poses a chal-
lenge for the vision model, which requires the model to successfully extract
abstract information, rather than using low-level features.
Human activity, in most cases, can be defined by the human motion in-
stead of nuisance factors, such as the human appearance and the environ-
ment. Capturing the essential factors (human motion) is vital for a ro-
bust activity classification model. Psycho-physical experiments show that hu-
man can reliably recognize the activity by watching moving dots. We expect
a well-performing activity classification model to have similar properties. Re-
searchers created larger datasets [124] [126] and carefully selected the combi-
nation of nuisance factors [115] [127] to study the model robustness. In addi-
tion to these efforts, we propose a framework to understand a model.
We propose a method called Identity Preserve Transform (IPT) to in-
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spect what an activity classification model has learnt. IPT is a transform which
manipulates nuisance factors of an image, while keeping the essential factors
the same. This type of transform is inspired by the image generation procedure.
It includes two types: image-space transform and 3D transform. Image-space
transform is applied on a generated image, while 3D transform affects an im-
age by directly changing the underlying nuisance factors. We use both image-
processing techniques and a computer vision model providing prior knowledge
(semantic transform) for image-space transform. In order to achieve 3D trans-
form, we implemented a synthetic data generation pipeline,which takes a com-
bination of rendering parameters to render a realistic virtual human and nui-
sance factors can be directly manipulated.
Identity Preserve Transform unveils interesting properties of state-of-the-
art models. Take Temporal Segment Network (TSN) as an example. The model
is sensitive to small perturbation created by image-processing. Note that we
did not specifically target the model with adversarial attack [6]. More interest-
ingly, the quantitative result shows the model makes decision mainly on the
object or background of the video, rather than using the human pose. This can
be further validated with visualization technique [3]. This explains why the
high performance on the trained dataset does not generalize to other datasets
and real-world scenarios. Our powerful synthetic data pipeline enables us to
further analyze the relationship between the model performance and certain
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Figure 6.1: This figure illustrates an overview of Identity Preserve Transform
(IPT). IPT consists of two types. It can take an activity classification model as
input and be used to analyze properties of the model. The analysis can be used
to improve model design.
factors. The observation for synthetic data can be easily verified using a small
real dataset. The IPT operates only on the input data regardless of the model
architecture, so it can easily be adopted to study other models.
Our contribution can be summarized as follows: 1. We propose identity
preserve transform, a method to inspect an activity model using data probes
and independent of model architecture. 2. We analyze a state-of-art model
and showed it does not classify video activities according to human motion. 3.
We collect a synthetic activity video dataset and develop a diagnostic toolkit to
perform IPT. The source code will be available to help others understand and
develop activity classification models.
118
CHAPTER 6. UNDERSTAND WHAT ACTIVITY CLASSIFICATION
MODELS HAVE LEARNT
6.2 Related Work
There are both qualitative and quantitative methods for understanding
deep CNNs-based models, the qualitative type mainly focuses on visualizing
intermediate layer feature maps and visual saliency, while the quantitative
type explains the model through feature importance scores or factor impor-
tance scores.
Methods based on feature importance scores alter individual features (pix-
els, super-pixels, word-vectors, etc) through removal or perturbation [128] for
each input to the model to approximate the importance of each feature for
model’s prediction. They have been proved susceptible to human confirma-
tion biases [129]. Whereas Aubry et al. [130] analyzed CNN feature responses
corresponding to different scene factors (object color, object style, lighting, etc.)
by controlling them via rendering using a large database of 3D CAD models. In
our approach, we abstract influential elements from the generation of human
activity videos instead of selecting scene factors.
Recently, researchers started to use synthetic data (data generated through
computer graphics) to understand vision models. This is mainly due to the high
cost and difficulty to collect and annotate large numbers of controlled real data.
Synthetic data has been used to study the sensitivity to rendering parameters,
such as viewpoint [131] [132], material property [22]. The controllability of the
119
CHAPTER 6. UNDERSTAND WHAT ACTIVITY CLASSIFICATION
MODELS HAVE LEARNT
synthetic data also enables studying the invariance and equivariance property
of a model [130].
6.3 Method
6.3.1 Identity Preserve Transform
Our design of Identity Preserve Transform is inspired by the data gener-
ation process. There are various factors influencing what the data looks like.
Theoretically, all factors can be controlled during the data generation process.
Given a computer vision task, the entire set of factors can be split into 2
subsets. One is those factors directly related to the task which represent the
most essential information for the task, such as the human motion for human
activity classification in our case, or object shape and texture for object de-
tection. We denote this subset as p. The other subset comprises of nuisance
factors not directly related to the task, and a model should be insensitive to
their change or even to their absence, such as viewpoint, human appearance
for human activity classification and background color for object detection. We
denote the latter subset as θ.
Therefore, the data generation process can be modelled by Eq. 6.1, where G
denotes generation function, I denotes the data generated.
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I = G(p, θ) (6.1)
If we manipulate p with τp and θ with τθ during data generation process,
effects on the generated data I is equivalent to a transform T after the genera-
tion, as in Eq. 6.2.
T (I) = G(τp(p), τθ(θ)) (6.2)
A well performing model capable of learning the essential information for a
specific class (denoted by p) should be invariant or insensitive to changes of the
nuisance factors (denoted by θ). It means that as long as p keeps constant, no
matter how τθ changes θ, a good model should yield same results, as in Eq. 6.3.
Here we denote the model as f .
f(I) = f(Tθ(I)) = f(G(p, τθ(θ))) (6.3)
Identity Preserve Transform (IPT) refers to transformations that preserves
p. It can be implemented in the image space or in the 3D space. Hence, IPTs
can be categorized into two types: one is image-space transforms, which oper-
ate on the generated data I, the other is 3D transforms, which operate on θ
during data generation process.
The identity factor p for video activity classification is human motion. It is
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the most essential information a model should learn from training data. Com-
pared with human motion, background, human appearance, viewpoint and
lighting, etc. are all nuisance factors for classifying video human activities,
they belong to θ. If a human activity classification model can develop a mecha-
nism to model and infer human motion, it should be insensitive to the change
in all these nuisance factors.
6.3.2 Image-space Transform
Image-space transform is IPT operating on generated data to simulate the
change of nuisance factors during data generation process, as in Eq. 6.4 Image-
space means it edits image extracted from a video.
It can be realized by applying image processing techniques commonly used
for data augmentation, such as adding noise, blurring, we call it image pro-
cessing transform. It can also be realized by a computer vision model provid-
ing prior semantic knowledge, such as segmenting objects in the image, super
resolution, etc., called semantic transform.
Tθ(I) = Φ ∗G(p, θ) (6.4)
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6.3.2.1 Image Processing Transform
Image processing transform influences how a video look like while keeping
background and human motion the same. For example, we can lower the im-
age resolution by applying a blurring filter, or increase the image brightness
through histogram equalization. However, lowering the image resolution or
increasing brightness would not change people’s body motion inside the video.
If a video activity classification model is robust enough, we expect its perfor-
mance not to be harmed by image processing transform on the test data. Once
its classifying accuracy drops due to image processing transforms, we should
be alarmed that it overfits to image pattern without really learning human
motion.
6.3.2.2 Semantic Transform
Semantic transform edits image by an additional computer vision model
that provides semantic knowledge while preserving human motion informa-
tion.
We used Mask-RCNN [133] to implement Semantic Transforms in our ex-
periments. As shown in Fig. 6.3, Mask-RCNN detects and segments regions of
people. With this additional model we can obtain a foreground-only video and
a background-only video from the original video by superimposing black masks
onto background and foreground respectively.
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We can test a model on the original video set, foreground-only set and
background-only set to get three classifying accuracy Acco, Accf and Accb, then
we can compute foreground-only accuracy changing rate and background-only









CRf is expected to be very close to 0, if the model has really learnt human
motion and use human motion to classify. An ideal segmentation of the human-
centric foreground well preserves all kinds of information on the person in
foreground-only videos, while leaving a silhouette of the person in background-
only videos. Therefore, if the model is capable of infering human motion but
has no reliance on background, CRb should have a positive value closer to 1
rather than 0.
6.3.3 3D Transform
A 3D transform is an IPT that directly manipulates nuisance factors during
data generation process, as in Eq. 6.6. It has access to every factor in the data
and can manipulate each factor separately.
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Tθ(I) = G(p, τθ(θ)) (6.6)
Controlling a certain nuisance factor to change while keeping other factors
consistent, we can study how sensitve a model is to this controlled factor, and
whether the model’s response follow some kind of rule. For example, by chang-
ing the viewpoint gradually in different videos and record the classification
scores, we can derive the curve reflecting how the model reacts to viewpoint
change. If we repeat the viewpoint control experiment on different human
appearances, we can further know how the model is influenced by human ap-
pearance.
Conclusions drawn from synthetic data can be verified by real data. Syn-
thetic domain and real domain share lots of human motion information that is
essential for recognizing human activity. When it is expensive and difficult to
collect a large number of control variable videos in real domain , we can instead
enlarge the increasing or decreasing step of the controlled variable in different
videos, and emphasize on important values that reflect the main trend.
However, the conditions for achieving 3D-transform in reality are very strict.
Previously, researchers use robotic arm in a lab setting to control viewpoint and
lighting. Such realization of 3D transform is usually expensive and difficult to
set up. Recently, due to the popularity of synthetic data, meaning data gener-
ated through computer graphics, researchers started to use synthetic data to
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control factors of an image, such as viewpoint [131] [132], and material prop-
erty [22].
We collected a 3D animation dataset from Epic Game marketplace as well
as the CMU Mocap dataset [134], and created a toolbox for generating syn-
thetic human activity videos. The synthetic data generation pipeline is built
on top of Unreal Engine, a popular game engine for creating 3D video game.
The toolbox developed from unrealcv [19] can be used to record and render
images. After setting human motion with an 3D animation, we could use the
toolbox to configure and control each nuisance factor separately, including the
environment, lighting, human appearance and viewpoint.
6.4 Experiment
In this section Identity Preserved Transform is applied to the trained Tem-
poral Segment Networks (TSN) introduced in [123] and trained Inflated 3D
ConvNet (I3D) introduced in [124]. TSN is the representative of state-of-the-
art video classification models that uses 2D convolutional kernels in neural
network. I3D is the pioneer in 3D CNNs, giving rise to many adaptations such
as S3D [135], I3D-GCN [136], etc.
We adopted TSN parameters trained on UCF101 [137] provided by Open-
MMLab and I3D parameters trained on Kinetics [124] provided by deepmind
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publicly on Github. Both models’ parameters are pre-trained on ImageNet,
input modality to both models is RGB without optical flow.
6.4.1 Implementing Image-space Transfrom
Image-space transform is an Identity Preserve Transform operating on im-
age to simulate nuisance factor change. It can be achieved in the form of image
processing and semantic transform.
6.4.1.1 Image Processing Transform
Image processing transform includes image processing techniques widely
used for data augmentation. We take 5 common image processing techniques
in our experiment. They are applied on UCF101 test set to obtain the top-1
accuracy and top-5 accuracy of TSN classification result on each transformed
test set.
Results in Tab. 6.1 shows that the model is susceptible to image processing
techniques, even if they preserve complete human motion information. His-
togram equalization drops the top-1 accuracy by over 10%, and adding Gaus-
sian noise drops the top-1 accuracy by about 25%. Despite the fact that images
transformed by these two techniques still look similar to the original image for
human.
The accuracy drop caused by image processing transform conflicts with the
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Grayscale (-14.99%) Clockwise Rotation 
(-27.20%)
Figure 6.2: Applying Image-space Transform to videos in UCF101. Though
these image processing techniques preserve human motion information in the
video, they lead to serious dropping of TSN’s classification accuracy.
Image-space Transform Top-1 Top-5
Identical Transform 86.31% 97.99%
Average Blurring 83.93% 96.78%
Histogram Equalization 75.44% 93.39%
Grayscale 71.32% 90.72%
Additive Gaussian Noise 61.96% 85.41%
Clockwise Rotation by 25° 59.11% 80.52%
Table 6.1: Top-1 and top-5 classifying accuracy of trained TSN on a UCF101
test set transformed by 5 different image processing techniques. Identical
transform means the video remains as its original version.
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Apply Eye Makeup CR_f = 0.041 CR_b = 1
CR_f = 0.02 CR_b = 0.94Shaving Beard
Archery CR_f = 0.957 CR_b = 0.064
Golf Swing CR_f = 1 CR_b = 0.021
Figure 6.3: Combined analysis with semantic transform and class activation
mapping. Left is the case that CRf being close to 0 while CRb being close to 1,
the model classify these classes by detecting objects, textures, etc. using human
motion information in the foreground. Right is the case that CRb being close to
0 while CRf being close to 1, the model overfits to background correlated with
the activity classes, these classes can be found easily with semantic transform.
expectation for a robust video activity classification model. The reason might
be that TSN trained on UCF101 exhibits high reliance on the image pattern
exclusive to UCF101.
6.4.1.2 Semantic Transform
Semantic transform edits generated images and videos with a an additional
computer vision model that provides prior semantic knowledge. In our experi-
ment we used Mask-RCNN to generate foreground-only videos and background-
only videos for UCF101, then tested TSN to get classification accuracy chang-
ing rates for each activity class. The segmentation outcomes of Mask-RCNN
are reasonably good. For rare cases when Mask-RCNN fails to detect human-
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Figure 6.4: Plot of CRf and CRb for all classes in UCF101, sorted according to
the value of CRf . The figure clearly shows that most the model has significant
performance drop over most activity classes when only given foreground (high
CRf ). Only a few activity classes have low CRf , which we further inspected
with CAM [3] visualization.
centric foreground, leading to a full black foreground image and an unmasked
background image, we dropped these image pairs. If full black foreground re-
peatedly appears in one video, we delete video pairs from the test split to ensure
the accuracy of our quantitative results.
For a model capable of doing activity classification according to human mo-
tion, CRf is expected to approximate zero while CRb is expected to have a value
closer to 1. However, the real performance is far from perfect. We plotted the
CRf and CRb given by TSN over all classes of UCF101 and sorted according
to the value of CRf in Fig. 6.4. From Fig. 6.4 it is easy to tell that the model
has significant performance drop over most activity classes when only given
foreground (high CRf ). Furthermore, there emerges 3 types of results from all
UCF101 classes: (1) 1 ≈ CRf ≫ CRb ≈ 0 (2) 0 ≈ CRf ≪ CRb ≈ 1 (3) otherwise.
Emergence of the first type indicates that for these activity classes, the
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model has overfit to background rather than learnt human motion. Approx-
imation of CRb to 0 means the model can classify these activities correctly us-
ing only background. Because silhouette of the main person remains in back-
ground, if the model can recognize human activities according to the silhouette,
it should also achieve high accuracy on foreground-only videos, which better
preserves human shape and pose. However, the corresponding CRf is close to
1, which means accuracy sharply drops on foreground-only videos. Therefore,
the model actually does classification using objects and textures in the back-
ground.
The quantitative results obtained with semantic transform are supported
by class activation mapping [3]. We generated the class activation maps (CAM)
corresponding to the class that gets highest classification score for each video.
CAMs of activity classes belonging to type (1) show that the model focuses on
objects or textures in the background instead of the human silhouette. For
example, for Golf Swing the model focuses on the white line on the lawn, and
for Archery the model focuses on the bow, as shown in Fig. 6.3.
Simultaneously, the second type of results can be further explained by CAMs.
CRf being close to 0 while CRb being close to 1 means the model can correctly
classify those activity classes with merely foreground, but what specific infor-
mation is crucial remains unclear. CAMs indicate that the model uses hu-
man appearance, objects and textures rather than human motion in the fore-
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ground to achieve high accuracy over these classes. For instance, for Apply
Eye Makeup, the model focuses the person’s face and the eye brush in the
foreground, for Shaving Beard it focuses on the person’s mouth, as shown in
Fig. 6.3.
The analysis above points out that TSN trained on UCF101 classify video
activities by detecting objects or textures correlated with each activity class in
training data. It has not developed a mechanism to model and infer human
motion.
Semantic transform is complementary to class activation mapping. Our ap-
proach can be easily scaled up while CAM requires researchers to check a large
number of video data with their eyes. Given a large scale video dataset, we can
first employ semantic transform to check if the model under examination has
overfit to background over some activity classes. After filtering with semantic
transform, reviewing work with CAM will significantly decrease.
6.4.2 3D Transform
3D transform is IPT that directly manipulates nuisance factors during data
generation process. An ideal 3D transform has access to all factors and can
control each one separately, however, it is difficult and expensive to achieve 3D
transform on real data. Thus, we first conduct experiments on synthetic data,
then verify conclusions drawn from synthetic data with real data.
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Figure 6.5: Classification score curves corresponding to different controlled
factors obtained by 3D transform. If the model is insensitive to viewpoint,
the score curve should be stable about a certain score or fluctuate within a
relatively small range. However, many score curves yielded by TSN and I3D
display trends other than this.
Azimuth value: 0
Azimuth value: 180 Azimuth value: 90
Azimuth value: 270
(a) (b) (c)
Figure 6.6: TSN’s response to the azimuth split over Push-ups. TSN is most
likely to recognize Push-ups when viewpoint is set towards the flank of per-
son with invariance to left-right flipping, and it can easily fail to recognize
Push-ups when viewpoint is set right towards the person’s face or feet.(a) PCA
embeddings derived from features output by max-pooling layer after the third
Inception Module in the Spatial ConvNet of TSN.(b) PCA embedding derived
from features output by Segmental Consensus layer. (c) Curve of classification
scores output by TSN over the whole azimuth split.
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6.4.2.1 Influence of Viewpoint
In our synthetic video, the camera is set towards the person, thus viewpoint
is determined by three variables: camera azimuth angle, camera elevation an-
gle (altitude angle) and camera distance. Keeping two variables constant while
increasing the value of the third one iteratively, we generated a synthetic data
split for each viewpoint. Simultaneously, other factors, including human mo-
tion, background environment, and human appearance are consistent through
out a data split.
Record a model’s classification score corresponding to each viewpoint vari-
able value over a data split, we can obtain a score curve for this variable, as
shown in Fig. 6.5.
If the model is insensitive to viewpoint, the score curve should be stable
about a certain score or fluctuate within a relatively small range. However,
many score curves yielded by TSN and I3D for different activities are not like
this. Instead, there emerged many other trends in these score curves. For
example, testing TSN on azimuth split of Jumping Jack videos yields a score
curve with two peaks; testing I3D on elevation split of Archery videos yields a
score curve monotonically decreasing. Control variable experiment for multi-
ple activity classes indicate that I3D and TSN are sensitive to viewpoint, the
sensitivity extent and trend depends on the controlled viewpoint factor and
activity class.
134
CHAPTER 6. UNDERSTAND WHAT ACTIVITY CLASSIFICATION
MODELS HAVE LEARNT

























Figure 6.7: Influence of human appearance on the controlled factor score
curve. Each color denotes a synthetic human appearance. (a) Though hu-
man appearance differs, the TSN classification scores are always high when
azimuth is around 0 and 180, while being low when azimuth is at 90 or 270. (b)
The score curves obtained from TSN by controlling elevation angle in Push-ups
videos look dissimilar on different human appearances.
6.4.2.2 Influence of Human Appearance
The model’s response to controlled viewpoint variable can also vary when
human appearance changes. We generated the controlled viewpoint variable
data splits on different human appearances, then compared the score curves
given by the same model over the same activity class.
Appearance Girl e Girl f Girl g Girl i
TSN 0.19% 0.46% 7.31% 15.09%
I3D 48.61% 72.50% 70.83% 61.39%
Appearance Alison Carla Claudia Eric
TSN 48.06% 39.91% 16.20% 11.57%
I3D 51.11% 61.20% 23.24% 48.89%
Table 6.2: Top-1 classification accuracy of TSN and I3D on different synthetic
human appearances. We aggregated the azimuth, elevation and distance splits
generated on the same human appearance into a larger set, yielding 8 human
appearance specific sets in total, then tested with TSN and I3D respectively.
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Outcomes show that, in some cases the score curve trend on one human ap-
pearance no longer appears on another, for example, the score curves obtained
from TSN by controlling elevation angle in Push-ups videos look dissimilar on
different human appearances, as shown in Fig. 6.7(b).
However, there also exists cases when the score curves look similar. Take
azimuth angle controlled in Push-up videos as example, though human ap-
pearance differs, the TSN classification scores are always high when azimuth
is around 0 and 180, while being low when azimuth is at 90 or 270, as shown
in Fig. 6.7(a).
Classifying accuracy for different human appearances also differs. We com-
puted the top-1 and top-5 classifying accuracy of TSN and I3D on push-ups
videos corresponding to eight different human appearances, as reported in
Tab. 6.2. Both models show preference for some specific human appearances.
6.4.2.3 Manifold Visualization Using PCA
Similar viewpoint score curves corresponding to many synthetic human ap-
pearances could probably reflected the model’s classification pattern. Visualiz-
ing intermediate layers’ features of the model during a forward pass can help
us further understand the outcomes of score curves.
In order to better visualize the manifold which impacts the model perfor-
mance, we extracted features from two layers inside the Spatial ConvNet of
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TSN, then applied dimension reduction using Principal Component Analysis to
get low-dimensional features for visualization. The lower layer is max-pooling
layer after the third Inception Module [123], the higher layer is segmental con-
sensus layer. As Fig. 6.6 shows, 3-dimensional PCA embeddings corresponding
to the azimuth angle from 0 to 360 forms a converging manifold, the manifold is
twisted through layers between two extraction locations. At Fig. 6.6(b), embed-
dings of 0 and 180 azimuth angle have been pulled very close, they represent
viewpoint set towards the flank of person, while embeddings of 90 and 270 az-
imuths have transferred to the other side at 3D feature space, they represent
viewpoint set straightly towards the person’s face or feet.
The visualization indicates high level feature has a certain degree of invari-
ance to viewpoint change. The feature visualization and score curve together
proves that TSN has developed a classification pattern for viewpoint in Push-
ups videos. After being trained on UCF101 it has correlated push-ups motion
with the human pose looking from a viewpoint at the flank, with invariance to
left-right flipping.
6.4.2.4 Classification Pattern Supported by Real Data
The classification pattern derived from synthetic data also take effects when
the model does classification on real data. Since it is difficult to collect a large
number of push-ups videos with different azimuth angles while keeping other
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Figure 6.8: Classification score curves for real human Push-ups videos follow
the same trend emerged from synthetic human Push-ups videos.
factors constant in the real domain, we first recorded push-ups videos from 6
distinct viewpoint at the same height from the same distance, then found out
the azimuth angle each real video corresponds to, they are 0, 50, 150, 180,
230, 310 respectively. As expected, the score curve yielded by TSN for these
real videos exhibit a trend similar to those over synthetic data. We conducted
azimuth controlled experiment on two real human appearances, both came out
to be verified by the classification pattern found with synthetic data.
6.5 Conclusion
With identity preserve transform we proved that TSN, a state-of-the-art
video activity classification model pre-trained on ImageNet and trained on
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UCF101 is sensitive to factors including the background, related objects, view-
point and human appearances. Its classification accuracy can be influenced by
changes in each of these video factors, therefore TSN probably has memorized
the video factor sets for every activity class in UCF101, instead of developing
a human motion reasoning mechanism, which is independent of the nuisance
factors. Note that our approaches are not only suitable for TSN or I3D. Iden-
tity preserve transform is independent of model architecture and thus can be
implemented to inspect any trained activity classification model’s capabilities,





This dissertation summarizes selected research projects in my Ph.D. study.
These projects align with a central goal on how to use synthetic data to solve
computer vision challenges.
It consists of three parts: 1) data generation infrastructure, 2) model train-
ing, 3) model diagnosis.
Chapter 3 and Chapter 4 present two domain adaptation algorithms. One
is designed for the case when the accurate geometry of the real object is known
in the CAD model. The other is designed for cases where the CAD model ap-
pearance is limited compared with real-world in terms of diversity and details.
Synthetic data plays a central role in these two projects. Generated ground
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truth (dense keypoint annotation, 3D configuration, part segmentation) save
enormous human annotation labors.
Chapter 5 and Chapter 6 demonstrate how to utilize the controllability of
synthetic data to study the weakness of a model and check whether a model
overfits to nuisance factors that are not relevant to the task.
Chapter 1 discusses the difference between real and synthetic data and
what tasks can benefit from synthetic data. In this chapter, I will further elab-
orate future research directions that might benefit from synthetic data.
7.2 Future Directions
The future direction includes three parts. The first is how to build better
simulation infrastructure. The second is extensions based on our conducted
research. The third are computer vision challenges that can benefit from syn-
thetic data.
7.2.1 Better Simulation Infrastructure
Due to the recent popularity of synthetic data, we can observe the industry
devoted resources to building better simulators. What are still missing? CG
movies can fool us most of the time with realistic rendering. This proves given
enough resources, creating photo-realistic scenes is possible. The difficulty for
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computer vision researchers is how to get diverse data in a cost-efficient way.
Making the generated data diverse is arguably more important than realism.
This diversity is closely related to the domain adaptation and generalization
issue.
To get realistic and diverse data, the simulation pipeline requires both di-
verse 3D models and realistic object behaviors.
Better 3D shape datasets are required. Shapenet [13] is arguably the most
important 3D shape dataset for computer vision researchers. But it also has
obvious drawbacks for a historical reason. Shapenet is limited by the file for-
mat used for storing CAD models. The obj format was the standard when
Shapenet was created, but it is outdated. It has critical limitations for not ca-
pable of representing realistic materials and deformable objects, like a human.
New 3D file exchange formats designed for virtual reality applications solved
these limitations. Examples are glTF from The Khronos Group and USD (Uni-
versal Scene Description) from Pixar.
Besides better 3D exchange format, the advancement of photogrammetry
also makes diverse 3D models more accessible. Shapenet authors built the
dataset through crawling man-made CAD models from the 3D warehouse web-
site. But now, photogrammetry enables scanning realistic objects for a very low
cost. One noticeable example is MegaScans, which provides free photogram-
metry scanned objects. LiDAR camera in iPad pro might also help democratize
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photogrammetry, potentially leading to lots of free realistic models. A new 3D
dataset with this new level of realism and stores in the new format can signifi-
cantly benefit the research community.
Besides the model diversity, another diversity is behavior diversity. No mat-
ter for autonomous driving or action classification, ensuring the simulator can
generate realistic real-world behaviors (behavior realism) is important. Differ-
ent from manually designed car trajectories or human animations, the behav-
iors copied from the real world is more diverse and have a long-tail distribu-
tion. The advancements of computer vision enable the automation of this labor-
consuming procedure. Low-cost motion capture systems based on 3D human
pose estimation and car pose estimation system from a car-mounted camera
are examples for this direction.
7.2.2 Extension Based on Our Work
Topics discussed in this dissertation can be further explored.
The first is domain adaptation. In order to push this direction forward,
we need to build more cost-efficient pipeline to generate more diverse data.
The domain adaptation problem between real and synthetic data can also be
considered as a domain generalization challenge, which requires us to design
models that can learn from essential factors related to the task, while avoid
overfitting to nuisance factors.
143
CHAPTER 7. CONCLUSION
The second topic is combining vision and robotics. Industry robots are pre-
cise enough to handle repetitive tasks for many years. But they are limited by
the vision module and can not dynamically interact with the world. Vision is
one of the bottlenecks limiting robots to automate most repetitive work. Syn-
thetic data can help build a better 3D vision model to help a robot system (robot
arm, car) to parse surrounding environments. Simulators have been used for
many years in the robotic research, but how to model the complexity of the real
world is still a challenge.
The third topic is active data sampling for improving model weakness. In
our previous research [22] [131] [138], we demonstrated we can use synthetic
data to discover model weakness. We can improve the model through sampling
more training data for these weakness. Our preliminary research [139] demon-
strated it is effective for 6D object pose estimation, but there are much more
can be done.
7.2.3 Challenges Which can Benefit from Syn-
thetic Data
There are many core computer vision challenges can benefit from using syn-
thetic data. They are 1) learn compositional or disentangled representation, 2)




First, synthetic data can help develop compositional or disentangled mod-
els. Besides driving the performance higher, researchers also want to design
models which are explainable, robust, and adaptive. Compositionality is a nice
property to have. The compositionality can be in a spatial form, which means
combining parts into an object. It can also be at an abstract level (attributes),
which means concepts can be combined to create new concepts. This compo-
sitionality provides explainable and also makes few-shot learning easier by
reusing concepts. Synthetic data can provide this part-whole relationship eas-
ily. Attributes of synthetic data can also be tweaked to train and diagnose
whether the model has a disentangled representation.
Second, synthetic data can help develop novel 3D shape representation [140]
[141]. An internal 3D representation (world model) can have significant ben-
efits for many tasks; it can be used to connect observations from different
viewpoints or constrain the smoothness between consecutive frames. Existing
shape models, like vertex-based, voxel-based, are successful for CG applica-
tions, but they have great limitations for the CV purpose, for example, analysis
by synthesis. Synthetic data can provide accurate shapes for diverse scenarios.
It can even generate complex and dynamic shapes through physics simulation.
This can provide abundant resources that are hard to get from the real world.
Third, synthetic data can help build a knowledge system for vision. Some
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knowledge are difficult to learn by observing images and videos. AI can learn
naive physics by observing block towers to fail in a virtual world [11]. Synthetic
data can also be used for learning affordance tasks, like whether an object can
be grabbed, or whether a surface can be sit.
Last but not the least, synthetic data enables learning through interaction
with the environment [12]. This is expensive to performe with real simulation.
Robotics researchers already prove a visual servo policy and a vision module
can be learnt through interacting with the world without explicitly labelled
images. The interesting fact is human and all animals learn visual concepts
through interacting with the environment rather than given per-pixel anno-
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