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In this paper, we first introduce the test problem classes with respect to the initial value
problems of nonlinear stiff impulsive differential equations in Banach spaces. The stability
and asymptotic stability results of the analytic solution of the above-mentioned problems
are obtained. As an example of discretization methods, the numerical stability and asymp-
totic stability results of the implicit Euler method are also given.
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1. Introduction
Let X be a real or complex Banach spacewith the norm ‖·‖. Consider the initial value problemof the impulsive differential
equations (IDEs)y′(t) = f (t, y(t)), 0 ≤ t ≤ T , t ≠ τk, (k = 1, 2, . . . ,N),
1y|t=τk = Ik(y(τk)), (k = 1, 2, . . . ,N),
y(0) = y0
(1.1)
where T > 0 is a constant, Ik : X → X (k = 1, 2, . . . ,N) are continuous mapping satisfying
‖Ik(u)− Ik(v)‖ ≤ βk‖u− v‖, ∀u, v ∈ X, (k = 1, 2, . . . ,N) (1.2)
with given nonnegative constants βk (k = 1, 2, . . . ,N), y0 ∈ X, 0 < τ1 < · · · < τk < · · · < τN < T ,1y|t=τk =
y(τ+k ) − y(τk), y(τ+k ) denotes the right limits of y(t) at τk. In addition, for the convenience of describing, let τ0 = 0 and
τm+1 = T . We also assume that f : [0, T ] × X → X is a given continuous mapping satisfying the condition
(1− α(t)λ)Gf (0, t, u, v) ≤ Gf (λ, t, u, v), ∀λ ≥ 0, t ∈ [0, T ], u, v ∈ X, (1.3)
where
Gf (λ, t, u, v) := ‖u− v − λ[f (t, u)− f (t, v)]‖, ∀λ ∈ R, t ∈ [0, T ], u, v ∈ X, (1.4)
and α(t) is a given continuous real function in [0, T ].
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Impulsive differential equations of the form (1.1) occur in many applications: physics, population dynamics, ecology,
biological systems, biotechnology, industrial robotics, pharmacokinetics, optimal control, etc. The theory of IDEs is emerging
as an important area of investigation. The qualitative investigation of IDEs began in 1960 with the work of Mil’man and
Myshkis (see [1]). In 1988 and 1989, Kulev and Bainov investigated the global stability [2] and stability [3] of systems with
impulse by Lyapunov function, respectively. The possibility of wide practical applications explains the still growing interest
of many authors in the investigation of these equations. In recent years, there have been intensive studies on the qualitative
behavior of solutions of IDEs (see for instance [4–9] and the references cited therein). However, most of these works are
based on the fact that the function f (t, u) satisfies the classical Lipschitz condition in the second variable u, i.e.
‖f (t, u)− f (t, v)‖ ≤ L‖u− v‖, L ∈ R+. (1.5)
In the analysis of nonstiff (classical) problems, the classical Lipschitz constant L in some domain D ⊂ [0, T ] × X is
an important parameter not only in estimates for the sensitivity of the solution y(t) with respect to data perturbations
(condition estimates) but also in convergence analysis of numerical methods for solving these problems [10].
For stiff problems, however, L is typically very large, as the classical Lipschitz constant only measures variations of f but
does not take into account if the direction field corresponding to the right-hand side f of (1.1) is diverging or converging. The
latter is typical in stiff situations [10]. It was Dahlquist [11] who introduced the concept of one-sided Lipschitz continuity in
the numerical solution of ordinary differential equations, that is the function f (t, u) satisfies the inequality:
Re⟨u− v, f (t, u)− f (t, v)⟩ ≤ m‖u− v‖2, (1.6)
with some domain D ⊂ [0, T ]×X andm ∈ R, where ⟨·, ·⟩ is an inner product and ‖ ·‖ is the corresponding norm on X . Note,
that one-sided Lipschitz continuity is a weaker notion than conventional Lipschitz continuity. Indeed, a classical Lipschitz
constant is always one-sided, but obviously not reverse. For stiff problems (L ≫ 0), however, usually one-sided Lipschitz
constantsm ≪ L exist and possiblym ≤ 0 applies.
But, Auzinger et al. in [12] have shown that this concept of one-sided Lipschitz continuity has severe restrictions. It turns
out that the one-sided Lipschitz constant m is very large unless the Jacobian fy is nearly a normal matrix. This is due to the
fact that there is indeed a strong growth of perturbation effects but it is not taken into account that this growth is only
for a very short period of time. Thus, concepts for stiff problems based on one-sided Lipschitz constants are of restricted
application. So it is necessary for us to establish the theories which are independent of a Lipschitz condition and a one-sided
Lipschitz condition.
In the present paper, we weaken further the condition mentioned above and consider condition (1.3), which was intro-
duced first by Vanselow [13] and was used by some authors for studying stiff problems in Banach space, such as Li [14,15],
Wen [16–18], Wang [19–21] and so on. In Section 2, we will give the stability and asymptotic stability results of (1.1) based
on conditions (1.2) and (1.3). The reason whywe say condition (1.3) weaker than the one-sided Lipschitz condition is due to
the fact that when X is a (real or complex) Hilbert space with inner product ⟨·, ·⟩ and the corresponding norm ‖·‖, condition
(1.3) is equivalent to condition (1.6) (see [15,17]).
On the other hand, many IDEs cannot be solved analytically or their solving is more complicate. At this time, taking
numerical methods is a good choice. It is natural to ask whether the numerical solution of problem (1.1) can also possess
some stability and asymptotic stability properties similar to that of the theoretical solution mentioned above. In 2000,
Randelovic [22] gave the algorithm for solving IDEs. However, in these works the authors did not investigate the stability
of the numerical methods for IDEs. In 2007 and 2008, Liu [23] and Ran [24] gave the stability of Runge–Kutta methods and
other numerical methods for linear IDEs in finite dimensional space, respectively. Recently, Ding et al. [25] obtained the
order of convergence for fixed stepsize Euler scheme for linear impulsive delay differential equations. But to the best of our
knowledge, up until now, there are fewother papers referring to this domain. In Section 3 of this paper, we study the stability
and asymptotic stability of implicit Euler method, one of the simplest numerical methods, for solving IDEs in Banach space.
2. The stability of analytic solutions of stiff IDEs in Banach space
In this section,we study the analytic stability of stiff IDEs (1.1) in Banach space.We first introduce the followingdefinition.
Definition 2.1 (Bainov and Simeonov [4]). The function y : [0, T ] → X is said to be a solution of system (1.1) if the following
conditions are satisfied:
(1) limt→0+ y(t) = y0 = y(0+).
(2) For t ∈ (0, T ], t ≠ τk(k = 1, 2, . . . ,N), the function y(t) is differentiable and y′(t) = f (t, y(t)).
(3) The function y(t) is left continuous in (0, T ], and if t ∈ (0, T ] and t = τk, t ≠ T , then y(t + 0) = y(t)+ Ik(y(t)).
Throughout this paper, we assume always that problem (1.1) has a solution y(t) on the interval [0, T ].
Remark 2.2. Note that here we admit any large value for the classical Lipschitz constant of f (t, u) with respect to u, i.e.,
admit stiffness of the problem. Note also that the constant T may also be+∞, but in this case the interval [0, T ] should be
replaced by [0,+∞), and the strictly increasing sequence {τk}(k = 1, 2, . . . ,N) should be replaced by a strictly increasing
sequence {τk}(k = 1, 2, . . .) (having countable number of members) with limk→+∞ τk = +∞.
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For simplicity, we use the symbol DI(α,
−→
β ) to denote the problem class consisting of all problems (1.1) satisfying
conditions (1.2) and (1.3). Here and later, the symbol
−→
β denotes vector (β1, β2, . . . , βm) (for finite T ) or (β1, β2, . . .) (for
T = +∞).
Theorem 2.3. Suppose problem (1.1) ∈ DI(α,−→β ) with a finite T . Then
‖y(t2)− z(t2)‖ ≤ exp
∫ t2
t1
α(η)dη

(‖y(t1)− z(t1)‖), ∀τk−1 < t1 ≤ t2 ≤ τk, (k = 1, 2, . . . ,N + 1), (2.1)
and
‖y(t)− z(t)‖ ≤

k−1∏
j=1
(1+ βj) exp
∫ τj
τj−1
α(η)dη

exp
∫ t
τk−1
α(η)dη

‖y(0)− z(0)‖,
∀t ∈ (τk−1, τk], (k = 1, 2, . . . ,N + 1). (2.2)
Here and later, z(t) denotes a solution of any given perturbed problemz ′(t) = f (t, z(t)), 0 ≤ t ≤ T , t ≠ τk, (k = 1, 2, . . . ,N),
1z|t=τk = Ik(z(τk)), (k = 1, 2, . . . ,N),
z(0) = z0
(2.3)
unless otherwise stated, where we assume the initial value z0, but it may be different from y0 in problem (1.1).
Proof. When t ∈ (τk−1, τk] (k = 1, 2, . . . ,N + 1), let
Q (t) = exp

−
∫ t
τk−1
α(η)dη

‖y(t)− z(t)‖.
Then
Q ′(t − 0) = −α(t) exp

−
∫ t
τk−1
α(η)dη

‖y(t)− z(t)‖
+ exp

−
∫ t
τk−1
α(η)dη

lim
λ→+0
‖y(t)− z(t)− λ[y′(t)− z ′(t)]‖ − ‖y(t)− z(t)‖
−λ
= exp

−
∫ t
τk−1
α(η)dη

lim
λ→+0
[1− α(t)λ]‖y(t)− z(t)‖ − ‖y(t)− z(t)− λ[f (t, y(t))− f (t, z(t))]‖
λ
.
Noting (1.3), we obtain Q ′(t − 0) ≤ 0. Therefore
exp

−
∫ t2
τk−1
α(η)dη

‖y(t2)− z(t2)‖ ≤ exp

−
∫ t1
τk−1
α(η)dη

‖y(t1)− z(t1)‖, ∀τk−1 < t1 ≤ t2 ≤ τk, (2.4)
which gives that
‖y(t2)− z(t2)‖ ≤ exp
∫ t2
t1
α(η)dη

‖y(t1)− z(t1)‖,
and
‖y(t)− z(t)‖ ≤ exp
∫ t
τk−1
α(η)dη

‖y(τ+k−1)− z(τ+k−1)‖, t ∈ (τk−1, τk].
Obviously, because y(0) = y(0+), z(0) = z(0+), when t ∈ [0, τ1]we have
‖y(t)− z(t)‖ ≤ exp
∫ t
0
α(η)dη

(‖y(0)− z(0)‖).
On the other hand, from (1.2) we have
‖y(τ+k )− z(τ+k )‖ = ‖(y(τk)+ Ik(y(τk)))− (z(τk)+ Ik(z(τk)))‖
≤ ‖y(τk)− z(τk)‖ + ‖Ik(y(τk))− Ik(z(τk))‖ ≤ (1+ βk)‖y(τk)− z(τk)‖
≤ (1+ βk) exp
∫ τk
τk−1
α(η)dη

‖y(τ+k−1)− z(τ+k−1)‖, (k = 1, 2, . . . ,N). (2.5)
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By induction, when t ∈ (τk−1, τk] (k = 1, 2, . . . ,N + 1), we have
‖y(t)− z(t)‖ ≤ exp
∫ t
τk−1
α(η)dη

(1+ βk−1) exp
∫ τk−1
τk−2
α(η)dη

‖y(τ+k−2)− z(τ+k−2)‖
≤

k−1∏
j=1
(1+ βj) exp
∫ τj
τj−1
α(η)dη

exp
∫ t
τk−1
α(η)dη

‖y(0)− z(0)‖.
This completes the proof of Theorem 2.3. 
Remark 2.4. If T is finite, inequality (2.2) characterizes the stability property of the theoretical solution of problem (1.1).
Note that inequalities (2.1) and (2.2) are also valid for the case T = +∞ provided replace ‘‘N ’’ by ‘‘+∞’’.
When T = +∞, from (2.2) we can obtain the asymptotic stability result of the theoretical solution of problem (1.1) as
follows.
Theorem 2.5. Suppose problem (1.1) ∈ DI(α,−→β ) with T = +∞ and there exists a constant 0 < q < 1 such that
(1+ βj) exp
∫ τj
τj−1
α(η)dη

≤ q, j = 1, 2, . . . . (2.6)
Then we have
lim
t→+∞ ‖y(t)− z(t)‖ = 0. (2.7)
Remark 2.6. When βk ≡ 0(k = 1, . . .) Eq. (1.1) is the common ordinary differential equations (ODEs), from Theorems 2.3
and 2.5 we have following results.
Corollary 2.7. Suppose that f (t, u) satisfies (1.2), then the any two solutions y(t) and z(t) of nonlinear ODE y′ = f (t, y(t))with
two different initial values y0 and z0 respectively, satisfy
‖y(t2)− z(t2)‖ ≤ exp
∫ t2
t1
α(η)dη

(‖y(t1)− z(t1)‖), ∀0 ≤ t1 ≤ t2 ≤ T ,
and
‖y(t)− z(t)‖ ≤ exp
∫ t
0
α(η)dη

‖y(0)− z(0)‖, ∀t ∈ [0, T ].
Especially, when α(t) ≤ α0 < 0, t ∈ [0,∞) then equality (2.7) holds.
For the special case where X = Cd (d is a positive integer), using the logarithmic matrix norm, we have
Theorem 2.8. Suppose that f : [0, T ] × Cd → Cd is a continuous differential mapping satisfying
µ

∂
∂y
f (t, y)

≤ ν(t), ∀t ∈ [0, T ], y ∈ Cd, (2.8)
whereµ(·) denotes the logarithmic norm of a matrix, ν(t) is a piecewise continuous function on [0, T ] and Ik satisfies (1.2). Then
we have
‖y(t2)− z(t2)‖ ≤ exp
∫ t2
t1
ν(t)dt

‖y(t1)− z(t1)‖, ∀τk−1 < t1 ≤ t2 ≤ τk, (k = 1, 2, . . . ,N + 1), (2.9)
and
‖y(t)− z(t)‖ ≤

k−1∏
j=1
(1+ βj) exp
∫ τj
τj−1
ν(η)dη

exp
∫ t
τk−1
ν(η)dη

‖y(0)− z(0)‖,
∀t ∈ (τk−1, τk], (k = 1, 2, . . . ,N + 1). (2.10)
Proof. Similar to the proof of Theorem 2.3, when t ∈ (τk−1, τk](k = 1, 2, . . . ,N + 1), let
Q (t) = exp

−
∫ t
τk−1
ν(η)dη

‖y(t)− z(t)‖.
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Then
Q ′(t − 0) = −ν(t) exp

−
∫ t
τk−1
ν(η)dη

‖y(t)− z(t)‖
+ exp

−
∫ t
τk−1
ν(η)dη

lim
λ→+0
‖y(t)− z(t)− λ[f (t, y(t))− f (t, z(t))]‖ − ‖y(t)− z(t)‖
−λ .
On the other hand,
‖y(t)− z(t)− λ[f (t, y(t))− f (t, z(t))]‖ − ‖y(t)− z(t)‖
−λ
=
y(t)− z(t)− λ ∂∂y f (t, z(t)+ θ(y(t)− z(t)))(y(t)− z(t))− ‖y(t)− z(t)‖
−λ
≤ max
‖u−v‖≠0
u,v∈Cd
I − λ ∂∂y f (t, z(t)+ θ(y(t)− z(t))) (u− v)− ‖u− v‖
−λ‖u− v‖ ‖y(t)− z(t)‖
=
I − λ ∂∂y f (t, z(t)+ θ(y(t)− z(t)))− 1
−λ ‖y(t)− z(t)‖
≤ µ

∂
∂y
f (t, z(t)+ θ(y(t)− z(t)))

‖y(t)− z(t)‖,
where 0 < θ < 1. Noting (2.8), we obtain Q ′(t − 0) ≤ 0. Then as in the proof of Theorem 2.3 above, we can easily obtain
that (2.9) and (2.10) hold. This completes the proof of Theorem 2.8. 
Theorem 2.9. Let the assumptions of Theorem 2.8 hold but T = +∞. Assume there exists a constant 0 < q < 1 such that
(1+ βj) exp
∫ τj
τj−1
ν(η)dη

≤ q, j = 1, 2, . . . . (2.11)
Then we have
lim
t→+∞ ‖y(t)− z(t)‖ = 0. (2.12)
3. The stability and asymptotic stability of implicit Euler method for IDEs
In this section, we consider the adaptation of the implicit Euler method with variable stepsize for (1.1). For simplicity,
we restrict that function α(t) in (1.3) is to be constant and denoted also by α.
Let hk = τk+1−τkm with m ≥ 1 be a given stepsize in (τk, τk+1] and n = km + l, then tn = tkm+l := tkm,l = τk + lhk, (k =
0, 1, 2, . . . ; l = 0, 1, 2, . . . ,m). The adaptation of the implicit Euler method to (1.1) leads to a numerical process of the
following type:ykm,l = ykm,l−1 + hkf (tkm,l, ykm,l), l = 1, 2, . . . ,m,
y(k+1)m,0 = ykm,m + Ik+1(ykm,m), k = 0, 1, 2, . . . ,
y0,0 = y0,
(3.1)
where ykm,l and ykm,0 denote the approximations to the exact solution y(tkm,l) and y(tkm,0+0), respectively. The samemethod
applying to the perturbed problem (2.3) leadszkm,l = zkm,l−1 + hkf (tkm,l, zkm,l), l = 1, 2, . . . ,m,
z(k+1)m,0 = zkm,m + Ik+1(zkm,m), k = 0, 1, 2, . . . .
z0,0 = z0.
(3.2)
Theorem 3.1. Suppose that problems (1.1) ∈ DI(α,−→β ) (with a finite T or T = ∞). {yn} and {zn} are the numerical solutions
which are obtained by applying the method (3.1) to (1.1) and (2.3), respectively. Then, when hkα < 1 (k = 0, 1, . . .), we have
‖ykm,l − zkm,l‖ ≤

1
1− hkα
l 1
(1− h0α)m
k−1∏
i=1
1+ βi
(1− hiα)m ‖y0 − z0‖. (3.3)
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Proof. It follows from (3.1) and (3.2) and conditions (1.2) and (1.3) that
(1− hkα)‖ykm,l − zkm,l‖ ≤ Gf (hk, tkm,l, ykm,l, zkm,l) = ‖ykm,l−1 − zkm,l−1‖, (3.4)
and
‖ykm,0 − zkm,0‖ ≤ (1+ βk)‖y(k−1)m,m − z(k−1)m,m‖.
By induction, noting that hkα < 1, (3.4) follows that
‖ykm,l − zkm,l‖ ≤ 11− hkα ‖ykm,l−1 − zkm,l−1‖
≤

1
1− hkα
l
‖ykm,0 − zkm,0‖ ≤ 1+ βk
(1− hkα)l ‖y(k−1)m,m − z(k−1)m,m‖, (3.5)
and especially
‖ykm,m − zkm,m‖ ≤ 1+ βk
(1− hkα)m ‖y(k−1)m,m − z(k−1)m,m‖
≤
k∏
i=1
1+ βi
(1− hiα)m ‖y0m,m − z0m,m‖ ≤
1
(1− h0α)m
k∏
i=1
1+ βi
(1− hiα)m ‖y0 − z0‖. (3.6)
Therefore,
‖ykm,l − zkm,l‖ ≤ 1+ βk
(1− hkα)l
1
(1− h0α)m
k−1∏
i=1
1+ βi
(1− hiα)m ‖y0 − z0‖
= 1
(1− hkα)l
k∏
i=1
1+ βi
(1− hi−1α)m ‖y0 − z0‖. (3.7)
This completes the proof of Theorem 3.1. 
Theorem 3.2. Suppose problem (1.1) ∈ DI(α,−→β ) with T = +∞. {yn} and {zn} are the numerical solutions which are obtained
by applying the method (3.1) to (1.1) and (2.3), respectively. Suppose the step-sizes hj satisfying hjα < 1 (j = 0, 1, . . .) and there
exists a constant 0 < q < 1 such that
(1+ βj)(1− αhj−1)
τj−1−τj
hj−1 ≤ q, j = 1, 2, . . . . (3.8)
Then we have
lim
n→+∞ ‖yn − zn‖ = 0. (3.9)
Remark 3.3. If T is finite, inequality (3.3) characterizes the stability property of the numerical solution of problem (1.1).
When T = +∞, relation (3.9) means that the method is asymptotically stable.
Remark 3.4. When α(t) is a constant α for all t ≥ 0, condition (2.6) degenerates to the form as follows:
(1+ βj) exp(α(τj − τj−1)) ≤ q < 1, j = 1, 2, . . . . (2.6′)
It is easy to see that (2.6′) implicates α < 0, and here we have
(1+ βj) exp(α(τj − τj−1)) ≤ (1+ βj)(1− αhj−1)
τj−1−τj
hj−1 , j = 1, 2, . . . .
Therefore, the condition which guarantees the numerical solution to be asymptotically stable is more stronger than that
educes the analytic solution to possess the same property.
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