Abstract. We study a parabolic system with p(t, x)-structure under Dirichlet boundary conditions. In particular, we deduce the optimal convergence rate for the error of the gradient of a finite element based space-time approximation. The error is measured in the quasi norm and the result holds if the exponent p(t, x) is (αt, αx)-Hölder continuous.
Introduction
Let Ω ⊂ R n , n ≥ 2, T > 0 be finite and assume that f : Q → R N is given where we have set Q := (0, T ) × Ω. We are interested in the parabolic p(t, x)-Laplace system    ∂ t u = div (κ + |∇u|) p(t,x)−2 ∇u + f in Q = (0, T ) × Ω, u = 0 on (0, T ) × ∂Ω, u(0, ·) = u 0 in Ω.
(1.1)
with κ ≥ 0 and p : Q → (1, ∞) a given continuous function. Problem (1.1) is motivated by a model for electro-rheological fluids [25, 27] . These are smart materials whose viscosity depends on the applied electric field. This is modelled -roughly speaking -via a dependence of the viscosity on the electric field similar to the constitutive relation S(∇u) = S(t, x, ∇u) = (κ + |∇u|) p(t,x)−2 ∇u (1.2) describing the main part in (1.1). One can consider (1.1) as a model problem which one has to understand before turning to the full generalized Navier-Stokes system. In the last two decades, there has been a huge effort in understanding the functional analytic set-up for problems involving variable exponents resulting for instance in the monograph [17] . Related PDE models have been studied both from a purely mathematical perspective (see, e.g., [2] and [3] ) as well as in view of the model for electro-rheological fluids (see, e.g., [1] and [18] ). From the analytical point of view, problems such as (1.1) seem to be wellunderstood. However, as far as the numerical approximation of PDEs involving variable exponents is concerned, there are only a few available results. Recently, a finite-element based approximation of the p(x)-Laplacian
the elliptic counterpart of (1.1), has been studied in [9] . A key point is the analysis of interpolation operators on generalized Lebesgue spaces
with p : Ω → (1, ∞). The main difficulty here is the lack of Jensen's inequality in this setting (this is overcome by a modification of Diening's key estimate for generalized Lebesgue spaces [14] under a certain continuity assumption on p) and an additional error term appears, cf. Theorem 2.12. Based on this, the error between the exact solution u to (1.3) and its finite element approximation u h (where h denotes the discretization parameter, see Section 2.4 for more details) has been analysed in [9] . The result is the convergence rate F(·, ∇u) − F(·, ∇u h ) 2 2 ≤ c h 2α , (1.5) where p is assumed the be α-Hölder continuous with 0 < α ≤ 1. Here, the quantity F(x, ξ) = (κ + |ξ|) p(x)−2 2 ξ linearises equation (1. 3) in a certain sense and is typically used to study the regularity properties of solutions. The natural regularity which is required for (1.5) is F(·, ∇u) ∈ W α,2 (Ω) N ×n , (1.6) where W α,2 (Ω) is the fractional Sobolev space with differentiability α, see Section 2.2 for details. Related results are given in [13] , where the two-dimensional subquadratic case is studied, and in [7] , where the finite element approximation of a steady model for electrorheological fluids has been analysed. The error estimate (1.5) generalises earlier results for the p-Laplacian (where p ∈ (1, ∞) is constant) from [20] . We remark that quasi-norms such as the left-hand side in (1.5) have been introduced in [24] to study the error in the numerical approximation of the p-Laplacian. In view of the results for (1.3) the next natural step is to study the numerical approximation of parabolic PDEs with variable exponents such as (1.1). We aim at approximating equation (1.1) by an implicit Euler scheme in time and finite elements in space. If {0 = t 0 < · · · < t M = T } is a uniform partition of [0, T ] with mesh size ∆t = T /M , we approximate u(t m ) by u m,h , where h refer to the discretisation in space (as in the elliptic case). The precise algorithm can be found in equation (3.1) . Under suitable conditions on the data and mesh size, see (3.2)-(3.3) below, our main result, given in Theorem 3.1, states the following error estimate where F(t, x, ξ) = (κ + |ξ|) p(t,x)−2 2 ξ. Here, p : Q → (1, ∞) is assumed to be α x -Hölder-continuous with respect to the spatial variable and α t -Hölder-continuous with respect to time, where α x ∈ (0, 1] and α t ∈ ( 1 2 , 1]. The proof of (1.7) requires a careful analysis of the time and space-dependence of the variable exponent p. The constant c depends on the geometry of Ω, on p, as well as some quantities involving u arising from the following regularity properties:
The relations (1.8)-(1.10) are the natural counterpart to the regularity from the elliptic case, cf. (1.6). We give a proof of (1.8)-(1.10) in Theorem 4.1 under natural assumptions on the data. Let us remark that the left-hand side of (1.7) is only defined provided the mapping
is continuous in time. Given the regularity in (1.9), this holds if and only if α t > 1 2 (cf. Theorem 2.5). So, the estimate (1.7) must fail otherwise. This problem is not a consequence of the variable exponents but already appears for constant p and even in the linear case p = 2.
In order to include the case α t ≤ 1 2 it is necessary to develop a new error estimator. In comparison with the p-Laplacian (where p is constant), let us also mention that (1.7) yields the same convergence rate (linear convergence with respect to both discretization parameters) if p is smooth enough (if α x = α t = 1). Convergence rates for the p-Laplacian are given in [15] (see also [6] for the case p ≥ 2 and [21] for p > 3n n+2 ). The only result for the numerical approximation of parabolic problems involving variable exponents is [11] . The authors of [11] study the full generalized Navier-Stokes equation under the assumption that p > 3n+2 n+2 . This is of course much more complicated than (1.1) but only leads to a much weaker result: convergence of a subsequence without any rates. Convergence rates for the numerical approximation of parabolic problems such as (1.1) are not known at all. Our paper is organized as follows. In Section 2.1 we collect some basic material regarding function spaces (generalized Lebesgue spaces and fractional Sobolev spaces) as well as finite elements. Our main result, the error estimate (1.7), is stated and proved in Section 3. In Section 4 we analyse the regularity of solutions to (1.1) and prove (1.8)-(1.10). Finally we collect some elementary algebraic relations for Young functions in the appendix. Remark 1.1. All results of this paper remain valid under more general assumptions on the operator S for which (1.2) is the model case. In fact, it is sufficient to assume that S : Q × R N ×n is continuous and satisfies
for all (t, x), (s, y) ∈ Q and all η, ξ ∈ R N ×n with positive constants λ, Λ, c and κ ≥ 0. In particular, modulus dependence of S is not necessary. A detailed proof that equation (1.2) implies (1.11) and (1.12) is given in Lemma A.11 in the appendix.
Preliminaries

Variable exponent spaces. Let us introduce the variable exponent Lebesgue space
either stands for the domain Ω ⊂ R n or for the parabolic cylinder Q ⊂ R n+1 . We use the same notation as in the recent book [17] . We define P(R M ) to consist of all measurable functions p :
where
Many properties can be transferred from the classical L p -spaces. In particular we have the following.
• L p(·) (O) is uniformly convex and reflexive provided 1 < p
• Hölder's inequality holds, i.e. we have
Of course we can define Sobolev spaces with variable exponents in a natural way by setting
In order to study more advanced properties of L p(·) , some mild regularity is needed. We say that a function g : R M → R is log-Hölder continuous on O if there exist constants c ≥ 0 and g ∞ ∈ R such that |g(x) − g(y)| ≤ c log(e + 1/|x − y|) and |g(x) − g ∞ | ≤ c log(e + |x|) ,
for all x = y ∈ O. The first condition describes the so called local log-Hölder continuity and the second, the decay condition. The smallest such constant c is the log-Hölder constant of g. We define P log (R M ) to consist of those exponents p ∈ P(R M ) for which
Hölder continuous. By p ∞ , we denote the limit of p at infinity, which exists for p ∈ P log (R M ). If p ∈ P(R M ) is bounded, then p ∈ P log (R M ) is equivalent to the log-Hölder continuity of p. However, working with 1 p gives better control of the constants especially in the context of averages and maximal functions. Therefore, we define c log (p) as the log-Hölder constant of 1/p. Expressed in p, we have for all x, y ∈ R
log(e + |x|) .
It also turns out that
In this case we can define boundary values in the natural way. In particular, W
. We conclude this subsection by an elemenatry lemma which allows to replace p(x) by p(y) under certain assumptions.
Lemma 2.1 (Lemma 2.1 in [9] ). Let p ∈ P log (R M ) with p + < ∞ and ℓ > 0. Then for every cube K ⊂ R M with |K| ≤ 1, κ ∈ [0, 1] and t ≥ 0 such that |K| ℓ ≤ ρ ≤ |K| −ℓ , we have that
for all x, y ∈ K. The constant depends on c log (p) , ℓ and p + .
Fractional Sobolev spaces.
In this subsection we collect basic material on fractional Sobolev spaces. We define for p ∈ (1, ∞) and α ∈ (0, 1) the norm
The space W α,p (Ω) is now defined as the subspace of L p (Ω) consisting of the functions having finite W α,p (Ω)-norm. Subsequently in our computations, we will use the following notations to represent the seminorm
for the fractional derivative in space. In the following two lemmas we recall the fundamental embedding properties for fractional order Sobolev spaces. (For the proof we refer to [4, Chapter 7] , for Lemma 2.3 see also [23, Lemma 2.5]).
Lemma 2.2.
Let Ω ⊂ R n be a bounded Lipschitz domain, 1 < p < ∞ and α ∈ 0, n p ). The embedding
is continuous.
Lemma 2.3.
Let Ω ⊂ R n be a bounded Lipschitz domain and q ∈ (1, ∞). Let w ∈ L q (Ω) and for some β ∈ (0, 1], M > 0 and an open setΩ ⋐ Ω, assume we have
for every h with |h| < dist(Ω, ∂Ω). Then w ∈ W k,q loc (Ω) for every k ∈ (0, β) and for each open set A ⋐Ω there is a constant c = c(k, dist(A, ∂Ω)), independent of M and w, such that
A very useful tool is Poincaré's inequality (see, for instance, [22, Lemma 5.6] ).
Similarly, we can define fractional derivatives in time for functions u : (0, T ) → X, where (X, · X ) is a separable Banach space. We define for p ∈ (1, ∞) and α ∈ (0, 1) the norm
The space W α,p (0, T ; X) is now defined as the subspace of the Bochner space L p (0, T ; X) consisting of the functions having finite W α,p (0, T ; X)-norm. Analogously to the fractional derivative in space we write
in the time dependent case. The following fractional variant of Sobolev's Theorem holds.
Lemma 2.5. Let X be a separable Banach space, 1 < p < ∞ and α ∈ 1 p , 1 . The embedding
Based on Lemma 2.5 we can proof the following corollary which will turn out to be crucial for our analysis. Corollary 2.6. Under the assumptions of Lemma 2.5 we have
for all u ∈ W α,p (0, T ; X), where c does not depend on T .
Remark 2.7. We can replace u(T ) on the left-hand side of 2.2 by u(t 0 ) for any t 0 ∈ [0, T ]. Proof. Without loss of generality we assume that T = 1. The general case follows by scaling. So, we are going to prove that
for all u ∈ W α,p (0, 1; X) with u(1) = 0. We argue by contradiction. Assume that (2.3) is false. Then there is a sequence (u k ) ∈ W α,p (0, 1; X) with The following lemma combines fractional derivatives in space and time. It is a special case of a general interpolation result (see [5, Thm. 3 
.1]).
Lemma 2.9. Let α t , α x ∈ (0, 1] and θ ∈ (0, 1). The embedding
Weak solutions.
In order to treat parabolic problems we define the function spaces
see [19] , in which weak solutions to (1.1) are located.
(Ω)) N (with p (s,t) (x) := sup s≤σ≤t p(σ, x)) and all s, t ∈ [0, T ] with s < t, and to
is the solution operator of the Laplace on R n , and obtain
A weak solution to (1.1) in the sense of Definition 2.10 exists if p ∈ P log (Q) with we denote by h U the diameter of U , and by ρ U the supremum of the diameters of inscribed balls. We denote by T h , the simplicial subdivision of Ω where
We assume that T h is non-degenerate, that is
For S ∈ T h we define the set of neighbors N S and the neighborhood M S by
Due to our assumption on Ω, the M S are connected, open bounded sets.
It is easy to see that the non-degeneracy (2.8) of T h implies the following properties, where the constants are independent of h:
For Ω ⊂ R n and ℓ ∈ N 0 we denote by P ℓ (Ω) the polynomials on Ω of degree less than or equal to ℓ. Moreover, we set P −1 (Ω) := {0}. Let us characterize the finite element space V h as
We now state an assumption on an interpolation operator between the continuous and discrete function spaces (satisfied e.g. by the Scott-Zhang operator [28] ). More precisely, we assume the following.
N linear such that the following holds.
(a) There holds uniformly in
N we have
A f dx the mean value of a integrable function f over the set A.
It is well-known that Assumption 2.10 implies L p -stability of Π h , i.e., we have
This implies immediately a stability result in fractional Sobolev spaces. In fact, we have for all
(2.14)
using (2.12), (2.13) and Lemma 2.4. Note that the constant c in (2.14) does not depend on h S . The following crucial estimate follows from [9, Lemma 4.2].
Lemma 2.12. Let p ∈ P log (Q) with p − > 1 and p
N , then for all S ∈ T h and all Q ∈ R N ×n with
uniformly in t ∈ I with c depending only on p and γ 0 . Corollary 2.13. Let the assumption of Lemma 2.12 be valid. If
Proof. We consider the special choice of Q in Lemma 2.12 for which
for fixed t ∈ I. Such a Q exists provided the function
Q dx is surjective. Since the function
Q dx is continuous and increasing in Q with λ(0) = 0 and λ(Q) → ∞ as Q → ∞, it follows that λ : R N ×n → R N ×n is surjective. With our relation (2.18) in hand, we have that
By Poincaré's inequality (2.1), we have that
Now for x, y ∈ M S , the estimates
combined with the Hölder continuity of p implies that
Substituting (2.21) and (2.20) into (2.19) yields
Now, in order to replace Q by ∇v, we first show that the hypothesis of Lemma 2.1 is satisfied. From the choice of Q in (2.18) we get the estimate (2.23) 
However, we can apply Jensen's inequality to the convex function Ψ to deduce from (2.23) that (2.25)
which finishes the proof.
Error analysis
Our aim now is to establish the convergence rate of the difference between the solution to the continuous problem solving (2.5), and that of the discrete problem (3.1).
To do this, we first collect the following assumptions. Throughout the rest of this section we assume that
where α x , α t ∈ (0, 1]. In addition, we suppose that
for some r ≥ 1+2αt 2αx . Condition (3.3) is needed in the proof of Corollary 3.3 below. We consider functions p ∈ C αx,αt (Q) meaning that there is c ≥ 0 such that
and all x, y ∈ Ω. In the following we state the main result of this section.
Theorem 3.1. Let u be the unique weak solution to (1.1) in the sense of Definition 2.10, where p ∈ C αx,αt (Q) with α x ∈ (0, 1] and α t ∈ (
Moreover, suppose that (3.2) and (3.3) hold. Finally, assume that
Then we have uniformly in M and h
where (u m,h ) is the solution to (3.1).
To proof Theorem 3.1, we require the following lemma.
uniformly in M and h.
Proof. Consider m = 1 in (3.1) and test with u 1,h . Then we obtain by monotonicity and Young's inequality
for some c ′ > 0, where δ > 0 is arbitrary. If we choose δ small enough we can absorb the last term in the left-hand side. It follows that there exist positive constants c, C depending on p such that
Iterating this gives
The following corollary which is based on (3.3) seeks to aid us in estimating mixed terms of the form (S(·, η) − S(·, ζ)) : (η − ξ). It will be used in Lemma 3.5 below for the proof of our main theorem, Theorem 3.1.
holds for some ℓ ∈ N.
Proof. We first recall that norms on finite-dimensional spaces are equivalent. Also since each individual summand in Lemma 3.2 is bounded, it follows that
. We can now take the maximum over all simplexes and the choice of ℓ corresponding to the ceiling function of nr + 1 p finishes the proof. The following two lemmas will help us to estimate the time discretization error which arises in the elliptic part of the equation.
αx,αt (Q) with α x , α t ∈ (0, 1] and s > 1 be given. Then for any δ > 0 there is c δ,s > 0 such that for all σ, t ∈ I with |t − σ| ≤ ∆t ≪ 1 and all ξ, η ∈ R
Proof. We start with the estimate
which follows from α t -Hölder continuity of p. Thus we get
Note that the claimed inequality is trivial if ξ = 0, so we can exclude this case. Now for σ ∈ I ⊂ R and x ∈ Ω fixed, we consider the Young function
together with its shifted Young function
where a ≥ 0. Then using this definition, Remark A.10 and Young's inequality (see Lemma A.1) we find that
for any δ > 0. We then use Lemma A.4 for the first part and Lemmas A.9 and A.8 for the second one and obtain
Now we claim that
which finishes the proof. In order to show (3.8) we first note that the left-hand side stays bounded for |ξ| ≤ 1, at least if |t − σ| ≪ 1. So, we can assume that |ξ| is large. In this case we estimate | ln(κ + |ξ|)| ≤ c |ξ|
for a small enough choice of ∆t using the α t -Hölder continuity of p. Both together implies (3.8).
Lemma 3.5. Let p ∈ P(R n+1 ) with p − > 1 and p + < ∞. Then for any δ > 0 there is c δ > 0 such that for all σ, t ∈ I with |t − σ| ≤ ∆t ≪ 1 and all ξ, η, ζ ∈ R N ×n with |ξ| ≤ C(∆t)
−ℓ for some ℓ ∈ N, we have
which is a consequence of Lemma A.4. Now we apply Young's inequality, cf. Lemma A.1, for the Young function ϕ
where δ > 0 is arbitrary. We get by Lemmas A.4 and A.8
In order to estimate the first term on the right-hand side we distinguish several cases. First, we assume that κ + |η| + |ξ − η| ≤ 6C(∆t) ℓ which is only of interest if κ = 0. Under this assumption we have
So, from now on we work under the assumption κ + |η| + |ξ − η| ≥ 6C(∆t) ℓ . Suppose that |η| ≤ 2C(∆t) −ℓ . In this case we have κ + |η| + |ξ − η| ≤ 6C(∆t) −ℓ (since by assumption |ξ| ≤ C(∆t) −ℓ ) and Lemma 2.1 applies. This means that up to a constant, we can replace p(σ, x) with p(t, x) and obtain
where we have applied Lemma A.4 in the last step. Now we assume that |η| > 2C(∆t) −ℓ . Since by assumption |ξ| ≤ C(∆t) −ℓ , we have that |ξ| < |η|. Furthermore, there is c = c(κ) such that κ + |η| ≤ c|η| and so
On the other hand, using |η| > 2C(∆t) −ℓ ≫ 1,
and as such
Here we have
by yet another application of Lemma A.4 in the last inequality above. By combining the estimates above and replacing cδ by δ gives the claim.
Remark 3.6. In general, the constants in ∼ above depends on p so that when one performs the same calculation for p(t) → p(t, x), one does not get a uniform constant in x ∈ Ω. However, this problem is remedied by replacing these dependence on p by p ± whichever is appropriate.
We define the error e m := u(t m ) − u m,h and obtain the following estimate.
There exist a constant c independent of ∆t and h and s > 1(close to 1 for h small) such that
for every w m ∈ V h and all m = 1, ..., M .
Proof. Subtracting (3.1) from the weak formulation (2.5) we obtain
(3.10)
which can be written as
Now, we apply the identity a·(a−b) = 
using also Lemma A.4. Now Young's inequality yields
By Lemma A.5, we obtain
Now we use Lemma 3.5 which applies due to Corollary 3.3. We obtain
for every δ > 0. Now, using Lemma 3.4 we also get that
for every δ > 0. Collecting the above results with an appropriate choice of δ yields the claim.
Based on Lemma 3.7 and the regularity assumptions in (3.4) we are now able to finish the proof of Theorem 3.1. Note that so far we have not used the assumption α t > 1 2 . But it will be crucial in the following.
Proof of Theorem 3.1. We denote the terms appearing on the right-hand side of the inequality in Lemma 3.7 by J 1 , ..., J 8 and estimate them one by one. First of all, we use the following estimate
which holds for arbitrary s > 1 provided ∆t is small enough, cf. the proof of Lemma 3.4. So we get
for any s > 1. Now we use (3.4) together with Corollary 2.6 to obtain
(3.12)
Note that this estimate requires α t > 1 2 . J 2 can be estimated in the same fashion. Furthermore, we can estimate J 5 as in (3.12) . By the choice of w m = Π h u(t m ), we obtain from Lemma 2.12 (by choosing Q = Q(σ) appropriately)
On account of (2.16) combined with a similar argument as in (3.11) (using instead α x -Hölder continuity), we obtain
By (3.12) we have
In order to estimate J Im Ω ln(κ + |Q|)
Im Ω
(1 + |∇u(σ)|) p(tm ,·)s dx dσ using also (3.11) . In order to estimate J 4 we use (2.15) to get
Note that J . Now on account of (3.11), we obtain
Finally, we have
using (2.14). Plugging all together shows
2 . Iterating this and applying Gronwall's lemma implies (increasing s as the case may be)
We can then apply (2.14) to e 0 (recalling that u 0,h := Π h u 0 ) which will subsequently be bounded as a result of (3.2). This shows the claim as all integrals on the right-hand side are finite by (3.4). The only term in need of an explanation is
Now, due to Lemmas 2.9 (with θ such that θα t > 1 2 ) and 2.5 we have
for some s > 1 (close enough to 1) due to the Sobolev embedding W θαx,2 (Ω) ֒→ L 2n n−2θαx (Ω), cf. Lemma 2.2. In particular Ω |F(t, ·, ∇u(t))| 2s dx is bounded in time. The proof of Theorem 3.1 is hereby complete noticing that h 2αx ≤ c(∆t) 1+2αt by (3.2).
Regularity of solutions
Regularity of u is best studied via the nonlinear tensor
We consider exponents p ∈ C αx,αt (Q), where α x , α t ∈ (0, 1]. It is expected that Hölder-continuity of p transfers to fractional differentiability of F(·, ·, ∇u) with the same exponent. Results in a similar fashion can be found, in particular, in [3] . Theorem 4.1. Let α x , α t ∈ (0, 1] be given and let Ω be a bounded C 1,αx -domain. Assume that p ∈ C αx,αt (Q) with p − > 1 and p + < ∞. Let u be the unique weak solution to (1.1) in the sense of Definition 2.10 with
Then we have
for allα x < α x and allα t < α t .
Remark 4.2.
If α x = 1 (α t = 1) then (4.2) holds forα x = 1 (α t = 1).
Proof of Theorem 4.1. 4.1. Preparations. In order to guarantee that all terms in the following computations are well-defined, we have to regularize the problem. For δ > 0, we consider the problem
where the nonlinear tensor S δ is given by
with q > max{2, p + }. For δ > 0 fixed, this is a problem with standard growth conditions. The existence of a unique weak solution
to (4.3) can be shown by monotone operator theory. Moreover, we have the uniform estimate
This follows formally be testing (4.3) with u δ . Consequently, we have
where u is the unique weak solution to (1.1). For ease of presentation, we neglect the δ-regularization layer in the following. We leave the necessary changes (where all estimates below have to be shown uniformly in δ) to the reader. for allα x < α x and some s > 1 (close to 1). We let e γ be the unit vector in the direction x γ for γ = 1, ..., n and define
We assume that |h| ≤ h 0 < r B and consider a cut-off function ξ ∈ C ∞ 0 (3B). We also assume that ξ = 1 in 2B, 0 ≤ ξ ≤ 1 and |∇ξ| ≤ c/r B for some constant c > 0. Equation (2.5) implies
We use a spatial mollifier (·) ̺ with parameter ̺ ≪ 1 and gain
Since all involved terms are smooth, the fundamental lemma in the calculus of variations yields
As the right-hand side is differentiable in time, so is the left-hand side and we obtain
Multiplying by ξ q τ γ h u ̺ , where q > 1 will be fixed later, and integrating over (0, t) × 3B shows
By standard properties of the convolution we can pass to the limit ̺ → 0 and obtain
Let us consider the term
Notice that by choosing h small enough, we have
by the Hölder-continuity of p. Here, s > 1 can be chosen arbitrarily close to one if h is small enough. Similarly, there holds
We use the abbreviation f θ for a θ-shift of a function f : Ω → R in direction e γ , that is f θ (x) = f (x + θe γ ) whenever it is well-defined. Now by using the last estimate in (4.7) (note that the right-hand side is increasing in ξ) as well as Young's inequality, we gain
where ε > 0 is arbitrary and p = p(σ, x) in the above as well as in subsequent computations below. Moreover, the following holds
(1 + |∇u| sp ) dx dσ using Lemma A.4 as well as the estimate (4.8). The last term in (4.6) is easily controlled. We have that
It remains to control the second term on the right-hand side of (4.6) which we represent by (I). We have
Using (4.7) we obtain
where we applied Young's inequality pointwise with p and p ′ = p/(p − 1). Note that s > 1 can be chosen arbitrarily close to 1. For the term involving the difference quotient we use ∆ introduced in (3.6) and (3.7) we have that
as a consequence of the last estimate from Lemma A.4 and Lemma A.6 (b). Using Young's inequality from Lemma A.1 for ϕ
where ε > 0 is arbitrary. Choosing q large enough such that (recall that ξ ≤ 1)
we infer from Lemmas A.9 and A.8
As in (4.10) we obtain
Furthermore, there holds by Lemma A.4 and (4.8)
1 + |∇u| ps dx dσ as well as
Note that by Lemma A.4 the first term on the right-hand side is proportional to (O) 2 and can consequently be absorbed. Plugging all together and choosing ε small enough, we conclude
as well as
Using [16, Lemma 13] we can get rid of the 1 2 -term on the right-hand side of (4.13) as well as the additional h-integral (by slightly reducing the radius) to gain
Using this inequality in (4.13) we finally obtain
(4.14)
The final estimate (4.5) now follows from Lemma 2.3 by using F(·, ·, ∇u) ∈ L 2 (Q) N ×n .
4.3.
Boundary regularity in space. We will show an estimate in the spirit of (4.5) for boundary points. This will be done by flattening the boundary (introducing local coordinates) and reflecting the solution on the boundary (which requires zero boundary data). This method was originally introduced in [12] . We follow the approach from [8] , to which we refer for further details. The approach from [8] is in turn inspired by [10] . Without loss of generality, we assume that 0 is a boundary point and the outer normal of Ω at 0 is (0 ′ , −1) t . To avoid confusion, we have denoted the zero vectors in R n and R n−1 by 0 and 0 ′ respectively. Now, for R > 0 small enough and
where we have used the abbreviation (x 1 , . . . , x n−1 , x n ) := (x ′ , x n ). Without loss of generality we assume that ψ(0) = 0 and ∇ψ(0) = 0. We further define
We notice that Ψ(x) ∈ {(y ′ , y n ) : y n = 0} for x ∈ ∂Ω. Since we assume that Ω has a Lipschitz boundary, Ψ has a well defined inverse Ψ −1 which is Lipschitz continuous provided R is small enough. Finally, we set
Clearly, we have det(J) ≡ 1 and det(J −1 ) ≡ 1. This means that the mappings Ψ and Ψ −1 are volume preserving. Moreover, due to the Lipschitz property of the boundary, we may assume that there are constants 0 < λ ≤ 1 ≤ Λ such that (4.15) λ ≤ |J(x)| ≤ Λ uniformly in x provided R is small enough. This implies, in particular, that (4.17) for 0 ≤ r ≤ R. Here we denoted for a given ̺ > 0
We now set y = Ψ(x) and for a given function g :
Hence, we obtain
for any differentiable function g. Applying this change of variable to the solution u of (1.1) we obtain the system (to be understood in the weak sense, cf. Definition 2.10)
recall (4.16). We claim that the operatorS satisfies (1.11) and (1.12) (with p replaced bỹ p(t, x) = p(t, Ψ −1 (x)) as long as S does. In fact, we have
using (1.11) as well as (4.15). Moreover, there holds
We obtain, using (1.12) for S as well as Lipschitz continuity of Ψ −1 and (4.15), that
In the case κ + |ηJ(Ψ −1 (x))| ≤ 1, we argue by the elementary inequalities
which follow from (4.15). Otherwise, we have
which is again a consequence of (4.15). Combining both cases yields
using again Lipschitz continuity of Ψ −1 as well as (4.15) . By Lemma A.4 we obtain
by Hölder-continuity of J • Ψ −1 . Finally, we have
using again Hölder-continuity of J • Ψ −1 and (4.15). Combining the estimates above shows that the operatorS satisfies (1.11) and (1.12) (4. 19) with p replaced byp(t, x) = p(t, Ψ −1 (x)). Now we reflect the problem at the flat boundary. We introduce the reflection matrix R ∈ R N ×n , R := diag(1, ..., 1, −1). Now we extend the solution by setting
Similarly, we define f and u 0 . Finally, we reflect the elliptic part of our system by setting
We claim that the function u is a weak solution to the system
with initial datum u 0 , cf. Definition 2.10. For a given ϕ ∈ C 0,1 0 (B λR ), we may split
This symmetry implies that
. By a simple change of coordinates on the domain B − λR we obtain 
This is obvious as far as (1.11) is concerned. To verify (1.12) we only have to check the case x ∈ B + λR and y ∈ B − λR , recall (4.19) . By definition of S and (4.19) we obtain
Furthermore, due to the assumptions on the boundary, the regularity of the right-hand side and the initial datum remain (i.e., we have f ∈ V p ′ (·) because of the zero boundary conditions). Consequently, the interior regularity theory holds, in particular (4.5) applies to (4.20) , i.e., by setting F(t, x, ξ) = (κ + |ξ|)
ξ we obtain
for allα x < α x provided ρ is small enough say, ρ ≤ λR/10 . Consequently, we also have
ξ. We would now like to derive a similar estimate for u. First of all, (4.22) implies, by the use of (4.17) and the Lipschitz continuity of
|y − x| n+2αx dx dy using (4.17), where ̺ = ρ/Λ. In the following we use the estimate
which holds for arbitrary s > 1 provided x, y ∈ B ̺ ∩ Ω and ρ is small enough. It can be shown exactly as in (3.11) . Under the same assumptions, we also have
by the use of the Hölder-continuity of J −1 and Lemma A.4. Combining (4.24) and (4.23), we obtain |y − x| n+2(αx−αx) dx dy.
Note that we also took into account (4.15) in the second step. Similarly, we obtain
2 Wα x ,2 (B̺∩Ω) . By standard properties of the Riesz potential on bounded domains, we infer
sp(t,y) dy provided thatα x < α x . Collecting the estimates above we conclude that
for allα x < α x , where the balls are centered at x 0 . Now, we cover ∂Ω and Ω with a finite family of appropriate balls and gain from (4.5) and (4.25) 
Multiplying this by ∂ t ψ with ψ ∈ C ∞ 0 ([0, T )) and integrating by parts we obtain
× Ω) (using that test-functions which factorize in space and time are dense). Setting Ψ = (u − u 0 )χ (0,t) (in fact, one has to use a smooth approximation) yields
Now fix t 0 ∈ (0, T ) and consider t ∈ (0, t 0 ). By Hölder's inequality and the assumptions on u 0 and f , recall (4.1), we deduce that
where c is independent of c 0 . Finally, Gronwall's lemma implies
which completes the proof of (4.28) by arbitrariness of t 0 . Let us consider the difference w h (t) := u(t) − u(t − h) for t ∈ (h, T ) and 0 < h ≪ 1 and argue as in (4.29). We find that
In view of (4.28) we obtain
Using the assumptions on f we have
as a consequence of Lemma A.4 and the Hölder-continuity of p. Finally, we get for ε > 0 arbitrary
In the estimates for (III) and (IV ), we argued similarly as in the proof of (4.5) and in particular, used estimates in the spirit of (4.7) and (4.8) for time-differences. Plugging all together, choosing ε small enough and applying Gronwall's lemma, we have shown that Appendix A. Orlicz spaces
The following definitions and results are standard in the theory of Orlicz spaces and can for example be found in [26] . A continuous, convex function ρ : [0, ∞) → [0, ∞) with ρ(0) = 0, and lim t→∞ ρ(t) = ∞ is called a continuous, convex ϕ-function. We say that ϕ satisfies the ∆ 2 -condition, if there exists c > 0 such that for all t ≥ 0 holds ϕ(2t) ≤ c ϕ(t). By ∆ 2 (ϕ) we denote the smallest such constant. Since ϕ(t) ≤ ϕ(2t) the ∆ 2 -condition is equivalent to ϕ(2t) ∼ ϕ(t) uniformly in t. For a family ϕ λ of continuous, convex ϕ-functions we define ∆ 2 ({ϕ λ }) := sup λ ∆ 2 (ϕ λ ). Note that if ∆ 2 (ϕ) < ∞ then ϕ(t) ∼ ϕ(c t) uniformly in t ≥ 0 for any fixed c > 0. By L ϕ and W k,ϕ , k ∈ N 0 , we denote the classical Orlicz and Orlicz-Sobolev spaces, i.e. f ∈ L ϕ iff ϕ(|f |) dx < ∞ and f ∈ W k,ϕ iff ∇ j f ∈ L ϕ , 0 ≤ j ≤ k. A ϕ-function ρ is called a N -function iff it is strictly increasing and convex with lim t→0 ρ(t) t = lim t→∞ t ρ(t) = 0.
By ρ * we denote the conjugate N-function of ρ, which is given by ρ * (t) = sup s≥0 (st − ρ(s)). Then ρ * * = ρ. where c δ = c(δ, ∆ 2 ({ρ, ρ * })).
Definition A.2. Let ρ be an N-function. We say that ρ is elliptic, if ρ is C 1 on [0, ∞) and C 2 on (0, ∞) and assume that ρ ′ (t) ∼ t ρ ′′ (t) (A.1) uniformly in t > 0. The constants hidden in ∼ are called the characteristics of ρ.
Note that (A.1) is stronger than ∆ 2 (ρ, ρ * ) < ∞. In fact, the ∆ 2 -constants can be estimated in terms of the characteristics of ρ.
Associated to an elliptic N -function ρ we define the tensors
We define the shifted N -function ρ a for a ≥ 0 by ρ a (t) := The following auxiliary result can be found in [16, 20] . . We have
uniformly in P, Q ∈ R N ×n . Moreover, uniformly in Q ∈ R N ×n ,
The constants depend only on the characteristics of ρ.
The following inequality follows from immediately from Lemmas A.1 and A.4.
Lemma A.5. Let ρ be an elliptic N-function. Then for each δ > 0 there exists C δ ≥ 1 (only depending on δ and the characteristics of ρ) such that
for all P, Q, R ∈ R N ×n and t ≥ 0. The case a = 0 or b = 0 in part (a) implies the following corollary.
Corollary A.7 (Removal of Shift). Let ρ be an elliptic N-function. Then for each δ > 0 there exists C δ ≥ 1 (only depending on δ and the characteristics of ρ) such that ρ |a| (t) ≤ C δ ρ(t) + δ ρ(|a|), ρ(t) ≤ C δ ρ |a| (t) + δ ρ(|a|), for all a ∈ R d and t ≥ 0.
Lemma A.8. Let ρ be an elliptic N-function. Then (ρ a ) * (t) ∼ (ρ * ) ρ ′ (a) (t) uniformly in a, t ≥ 0. Moreover, for all λ ∈ [0, 1] we have ρ a (λa) ∼ λ 2 ρ(a) ∼ (ρ a ) * (λρ ′ (a)).
Finally, we have ρ * a (ρ ′ a (t)) ∼ ρ a (t) uniformly in a, t ≥ 0.
≤ c (|t − s| αt + |x − y| αx ) 1 + | ln(κ + |η|)| × (κ + |η|) p(t,x)−2 + (κ + |η|) p(s,y)−2 |η| using Hölder continuity of p. If κ + |η| ≥ 1 one has to replace min{p(t, x), (p(s, y)} by max{p(t, x), (p(s, y)} but the final estimate remains the same.
