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Double Aztec Diamonds and the Tacnode Process
Mark Adler∗ Kurt Johansson† Pierre van Moerbeke‡
Abstract
Discrete and continuous non-intersecting random processes have
given rise to critical “infinite dimensional diffusions”, like the Airy
process, the Pearcey process and variations thereof. It has been known
that domino tilings of very large Aztec diamonds lead macroscopically
to a disordered region within an inscribed ellipse (arctic circle in the
homogeneous case), and a regular brick-like region outside the ellipse.
The fluctuations near the ellipse, appropriately magnified and away
from the boundary of the Aztec diamond, form an Airy process, run
with time tangential to the boundary.
This paper investigates the domino tiling of two overlapping Aztec
diamonds; this situation also leads to non-intersecting random walks
and an induced point process; this process is shown to be determinan-
tal. In the large size limit, when the overlap is such that the two arctic
ellipses for the single Aztec diamonds merely touch, a new critical pro-
cess will appear near the point of osculation (tacnode), which is run
with a time in the direction of the common tangent to the ellipses: this
is the tacnode process. It is also shown here that this tacnode process is
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universal: it coincides with the one found in the context of two groups
of non-intersecting random walks or also Brownian motions, meeting
momentarily.
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Discrete and continuous non-intersecting random processes have given
rise to critical “infinite-dimensional diffusions”, like the Airy process and
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the Pearcey process and variations thereof. These problems have been widely
studied during these last ten years.
One of these problems has been the study of the behavior of n non-
intersecting Brownian motions on R, when n→∞. When the starting and
end points of these particles are pinned down (say, for t = 0 and t = 1), the
cloud of particles, when n→∞, sweeps out in space-time a certain region.
The Brownian motions have been shown to fluctuate like the Airy process
near the generic points of the boundary of that region; see [26, 20, 22, 29, 8].
The Airy process is governed by an Airy kernel, a double integral of a ratio
of the exponential of cubic polynomials. Similar results have been obtained
for the boundary of the frozen region of domino tiling problems [22] and
random 3D partitions [25].
The boundary of that space-time region or boundary of the frozen region
may have some singularities. A singularity can be a cusp, which corresponds
to a bifurcation of particles or two sets of particles merging in the Brownian
case; or a cusp in the boundary of the frozen region due to some non-
convexity of the boundary of the model. The fluctuations of the particles
near the cusp or the statistical behavior of the tilings are described by the
Pearcey kernel, which is a double integral, with integrand given by the ratio
of the exponential of quartic polynomials; see [28, 25, 7, 1], among others.
Another situation is the one where two sets of particles meet momentarily
and then separate again. Locally, the boundary of the two sets of particles
has a singularity, which looks like two circles touching; such a singularity
is a tacnode. It was an intriguing open problem to understand the local
fluctuations of the particles in the neighborhood of this tacnode. Adler-
Ferrari-van Moerbeke made an attempt in [3] by considering two sets of
Brownian particles leaving from and forced to two points, and by letting
first the number of one set go to∞, while leaving the second finite. This led
to a rational perturbation of the Airy kernel at the point of encounter of the
two sets of particles. Then, letting the number of particles in the other set
of particles go to ∞ as well, one would expect to find the tacnode statistics.
This approach remains an open problem!
In [4], Adler-Ferrari-van Moerbeke resolved the tacnode problem for
two groups of non-intersecting random walks (discrete space and continuous
time); an explicit kernel was found, which is representable as a double inte-
gral, for which the limit could be taken, thus leading to a kernel expressible
-roughly speaking- as the sum of four Airy-like double integrals.
Delvaux-Kuijlaars-Zhang [13] then found a kernel defined in terms of
the solution of a 4 × 4 Riemann-Hilbert problem for two groups of non-
intersecting Brownian motions (continuous space and continuous time). K.
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Johansson [23] then found an explicit kernel for non-intersecting Brownian
motions, which seemed quite different from the one in [4].
The present paper deals with the random domino tilings of two overlap-
ping Aztec diamonds: it investigates the fluctuations of the domino tilings
near the region of overlap. The problem of a single Aztec diamond has been
widely investigated by the combinatorics and probability community; the
highlight was the existence of an inscribed arctic circle: inside the circle the
domino’s display a disordered pattern and outside a regular brick wall pat-
tern; see [15, 16, 18, 17, 22, 19]. Johansson [22] then showed that the domino
tilings near the arctic circle fluctuate like the Airy process, upon observing
the boundary with an appropriate magnifying glass; the process is run with
a time which is tangential to the boundary. This was done by showing that
domino tilings of Aztec diamonds can be translated into non-intersecting
random walks and a point process, which turn out to be a determinantal
process.
The problem of two overlapping Aztec diamonds is new. It translates
into two distinct groups of non-intersecting random walks, which are also
determinantal (discrete space and discrete time). In the limit, when the
squares of the diamonds get smaller, we give three equivalent kernels for the
fluctuations of the domino tilings near the overlap: the two first ones are
closely related; the third one coincides with the one obtained for the two
groups of non-intersecting random walks above, as in [4]; similar methods
will be used to obtain the result. The latter is very different from the first two
ones. Surprisingly so, they differ due to the use of the Christoffel-Darboux
formula in the proof for one representation and not for the other. The first
one is shown to coincide with the one found in [23] for the two groups of
non-colliding Brownian motions.
This paper is a first step towards a universality result for the statistical
fluctuations near a tacnode, let it be a tacnode in the boundary of a frozen
region or a tacnode for two groups of random processes meeting momentar-
ily, including all variations on that theme, discrete and continuous time and
discrete and continuous space. Finally, A. Borodin and M. Duits [9] investi-
gate a Markov process with interlacing particles, which leads to a tacnode,
but which is a different situation from our paper.
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1 Double Aztec Diamonds and main results
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Figure 1: Double Aztec diamond of type (n,m) = (7, 2) with #{inliers} =
M = 2m+ 1 = 5.
Domino tilings of double Aztec diamonds. Consider two Aztec dia-
monds (checker boards) A and B of equal sizes n (= number of squares on
the upper-left side) with opposite orientations; i.e., the upper-left square for
diamond A is black and is white for diamond B. The diamonds A and B
overlap a certain amount, according to the pattern indicated in Figure 1.
Let M =: 2m+1 (taken to be odd) be the number of white squares, belong-
ing to the left-lower boundary of the double diamond A∪B; they correspond
to the labels i1, . . . , i2m+1 in Figure 1. M also equals the number of black
squares on the upper-right edge of A∪B. The amount of overlap is given by
n− (2m+ 1). Cover this double diamond randomly by domino’s, horizontal
and vertical ones, as in Figure 2. The position of a domino on the Aztec
diamond corresponds to four different patterns, given in Figure 4 below:
North, South, East and West.
Together with this arbitrary domino-tiling of the double Aztec diamond
A ∪ B, one defines a height function h specified by the heights, prescribed
on the single domino’s according to figure 4 below. Let the upper-most edge
of the double diamond A ∪ B have height h = 0. Then, regardless of the
covering by domino’s, the height function along the boundary of the double
diamond will always be as indicated in Figure 2, with height h = 2n along
the lower-most edge of the double diamond. Away from the boundary the
height function will, of course, depend on the tiling; the associated heights
are given in Figure 2.
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The height function h obtained in this way defines the domino tiling in
a unique way, because a white square together with its height specifies in a
unique way to which domino it belongs to: North, South, East and West; the
same holds for black squares. For example, a white square with a constant
height along the four edges can only be covered by a North domino.
The dual height function is obtained by polar reflection through the
center of the four domino’s, leading to the interchanges North↔South and
East↔West; compare Figures 4 and 5. The dual height function leads to
different boundary conditions on the double Aztec diamond, as shown in
Figure 3.
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Fig 2. Domino-tiling of a double Aztec-diamond, the associated height
function h and its level lines.
Fig 3. Domino-tiling of a double Aztec-diamond, the dual height h˜ and
its level lines.
Extension of the tiling region. It is convenient to extend the upper-left
side of the Aztec diamond A by means of horizontal South dominoes and
doing the same to the right of the diamond B, as depicted in figure 8. To
be precise, at the upper level, one adds n South domino’s, at the next level
n− 1, etc... So, the extension has a fixed tiling. Then, extending the height
function to this new region, one has that the whole upper edge of the double
Aztec diamond has height = 0 and the whole lower edge height = 2n.
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Figure 4. Height function h on domino’s and level line.
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Figure 5. Dual height function h˜ on domino’s and level line.
The 2n outlier paths: denote by ok the 2n level lines for this height func-
tion at levels h = k − 1/2 for 1 ≤ k ≤ 2n. These paths will be called the
“outliers”. Since these paths correspond to distinct levels, they do not in-
tersect each other. They consist of two groups, an upper-group of n paths
o1, . . . , on, starting from the middle points of the left-edges of the black
squares on the the upper-left side of domino A and ending up at the corre-
sponding points to the right of the same diamond A, as in Figure 2. Then
there is a lower-group of paths on+1, . . . , o2n starting from the middle points
of the left-edges of the black squares on the the lower-left side of domino B
and ending up at the corresponding points to the right of the same diamond
B, also as indicated in Figure 2.
Given the extension of the tiling region, the outlier paths o1, . . . , on are
now extended by horizontal lines on the left and the paths on+1, . . . , o2n by
horizontal lines to the right; they remain level lines for the height function.
These outlier paths will now define two kind of particles, blue “dot-
particles” and blue “circle-particles”, according to the recipe indicated on
the left hand side of Figure 6: put a dot-particle on the left-hand side of the
segment of path traversing West and South domino’s and a circle-particle
on the right hand side of that segment, possibly with superposition of dots-
and circle-particles, when edges of dominoes are in common; see Figure 8.
Notice that a North domino will never be visited. Both the upper-outliers
and lower-outliers thus have
#{circles} = #{dots} = n+ 1.
The 2m + 1 inlier paths i−m, . . . , im are the non-intersecting level lines
for the dual height function h˜ corresponding to the levels h˜ = k − 1/2, for
1 ≤ k ≤ 2m+ 1. This height function h˜ is prescribed for single domino’s in
Figure 5, and is applied to an arbitrary domino tiling of the double diamond
A ∪ B. Setting the height h˜ = 0 at the lower edge of A ∪ B, the heights of
the boundary edge is also completely determined, whatever be the tiling;
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West
///
East
///
South
///
Figure 6: Prescription of the “outlier” paths, the (blue) dot- and
circle-particles on single domino’s, and the map to the corresponding random
walk
East
///
North
///
West
///
Figure 7: Prescription of the “inlier” paths, the (red) dot- and circle-
particles on single domino’s, and the map to the corresponding random walk
the height of the upper-edge of A ∪ B is then h˜ = 2m + 1, as indicated in
Figure 3. The inlier paths depart from the middle points i1, . . . , i2m+1 of
the edges of the 2m+ 1 white squares on the left boundary of the diamonds
A and end up at the corresponding locations on the diamond B.
Here also, one defines two kind of particles, red “dot-particles” and red
“circle-particles”, according to the recipe indicated on the left of Figure 7:
put a circle-particle on the left-hand side of the segment of path traversing
East and North domino’s and a dot-particle on the right hand side of that
segment. The paths belonging to a vertical domino of type West contain
neither circles nor dots. Here South domino’s will never be visited.
Circle- and dot-particles can then be superimposed when edges of domi-
noes are in common. As boundary condition, one always puts a dot at the
initial points of the paths i1, . . . , i2m+1 and a circle at the end points. So,
as depicted in Figure 9, each path has therefore
#{circles} = #{dots} = n+ 1.
The inlier paths will not be used in the statement of the main Theorems,
but they will play a crucial role in the arguments, which will first be made
for the inlier paths and then, by duality, for the outlier paths.
8
Remark The height functions h and h˜ are not the standard ones, as
exhibited in [15]. They can be obtained from one another by an affine
transformation.
The system of coordinates (`, Y ), the dot and circle particles are
defined as follows: consider a horizontal “time-axis” ` and oblique axes Y`’s
through the values 0 ≤ ` ≤ 2n + 1; namely, (i) axes Y2r−1 = (Br, Dr), for
1 ≤ r ≤ n, traversing white squares and (ii) axes Y2r = (Ar+1, Cr+1) for
1 ≤ r ≤ n traversing black squares. The axes Y2r (resp. Y2r−1) take on the
values −n−m ≤ k ≤ n+m given by the location of the dots (resp. circles),
obtained by moving the dots (resp. circles) belonging to the line (halfway
in between the lines Y2r−1 and Y2r) horizontally towards the axis Y2r (resp.
towards the axis Y2r−1). The value of the dots and circles is specified by the
equidistant horizontal lines beginning with the first one passing through the
middle of the bottom most domino (level Y = −n−m) and the highest one
passing through the middle of the top most domino (level Y = m+ n).
In other terms, an integer corresponds to a gap on the Y2r−1-line, when
the Y2r−1-axis traverses a domino, not containing a circle-particle along that
axis; similarly, an integer corresponds to a gap on the Y2r-axis, when the
Y2r-axis traverses a domino, not containing a dot-particle along that axis.
See Figure 8 for an example, involving the domino tiling given in Figure 2.
So, the locations of the gaps on the axis Y2r−1, say, indicate a change in
pattern precisely at those locations.
Another way of describing the dot particles on Y2r and the circles on
Y2r−1 is as follows: put a dot on Y2r, in the middle of the black square,
whenever the axis Y2r intersects an outlier path in that black square. Put a
circle on Y2r−1, in the middle of the white square, whenever the axis Y2r−1
intersects an outlier path in that white square.
A weight on domino’s, a probability on domino tilings and on
non-intersecting random walks: put the weight 0 < a < 1 on vertical
dominoes and the weight 1 on horizontal dominoes, so that the probability
of a tiling configuration T can be expressed as
P(domino tiling T ) =
a#vertical domino’s in T∑
all possible tilings T
a#vertical domino’s in T
(1)
The definition (1) of the probability measure on domino tilings is not
affected by the extension of the tiling region, since the extension has a fixed
9
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`
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Y = 0
Figure 8. Outlier non-intersecting domino paths, circles and dots. The coordinate
Y2r (resp. Y2r−1) records the location of the dots (resp. circles), obtained by moving the
dots (resp. circles) in between Y2r and Y2r−1 to the axis Y2r (resp. Y2r−1). The values
thus obtained correspond exactly to the location of the dots (resp. circles) on Y2r (resp.
Y2r−1) in the lattice paths description of Figure 16. E.g. for r = 5, Y2r takes on the values
−9 = −n−m ≤ k ≤ n+m = 9, except for gaps at −4, − 2, 0, 4, 6.
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Figure 9. Inlier non-intersecting domino paths i1, . . . , i2m+1. Here the coordinate Y2r
(resp. Y2r−1) records the location of the red dots (resp. red circles), obtained by moving
horizontally the red dots (resp. red circles) in between Y2r and Y2r+1 to the axis Y2r
(resp. Y2r+1). The values thus obtained correspond exactly to the location of the dots
(resp. circles) on Y2r (resp. Y2r+1) in the lattice paths description of Figure 15. E.g. Y2r
takes on the values −4, − 2, 0, 4, 6.
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tiling. This domino measure induces a probability on the outlier configura-
tions. This point process is a determinantal process, whose kernel will be
given in Theorem 1.1. This measure also maps to a probability measure on
non-intersecting random walk paths. The duality between the “inliers” and
“outliers”, to be shown in Section 2, will enable us to obtain the formula of
the correlation kernel for the outlier point process.
The Frozen Region for the Double Aztec Diamond, when n →∞.
It is known from Jockush, Propp and Shor [18] that in the limit for a single
diamond the stochastic region lies inside an “arctic” ellipse and the frozen
region outside that region; if, say, diamonds A or B would be by themselves,
the ellipses would be given by
(x± r2)2
p
+
(y ± r2)2
q
= 1, with q =
a
a+ a−1
and p = 1− q = a
−1
a+ a−1
,
in terms of the weight a and in terms of the coordinates (x, y), centered in
the middle of the double diamond A ∪ B rescaled by 1/n. Thus the frozen
region for each individual diamond would lie outside these ellipses. If there
would be not much overlapping of the double Aztec diamonds A∪B, so that
the two ellipses have no point in common, it seems reasonable to assume
that in the limit the frozen region will be outside these two same ellipses.
Augmenting the amount of overlap will bring these two individual ellipses to
a point where they merely touch, as indicated in Figure 10. Geometrically,
this would be the case when the amount of overlap n − 2m − 1 of the two
diamonds, rescaled by 1/n for n large, equals
n− 2m− 1
n
= 1− 2m+ 1
n
' 1− 2
a+ a−1
= 1− 2√pq =: 1− r.
Indeed, the centers (∓m,±(2m+ 1)) of the diamond A and B, rescaled by
1/n, are then given by(
∓m
n
,±m+
1
2
n
)
'
(
∓ 1
a+ a−1
,± 1
a+ a−1
)
= (∓ r2 ,± r2),
and thus these two ellipses are tangent to each other at (0, 0). So, one expects
the frozen region for a domino covering of the double Aztec diamond A∪B
to be given by the region outside the two ellipses within A ∪ B; this is not
shown in this paper. Still this argument suggest the scaling
m
n
' 1
a+ a−1
.
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One might conjecture that the two regions, in between the ellipses and the
boundary of the double diamond (having the origin in common), are frozen
with North domino’s.
√
2r
√
2(1− r)
1
Diamond A
Diamond B
•(− r2 , r2 )
•( r2 ,− r2 )
•
(0, 0)
(p− r
2
, q + r
2
)
(p + r
2
, q − r
2
)
(−1− r
2
, r
2
)
( r
2
, 1 + r
2
)
√
2
(1 + r
2
,− r
2
)
( r
2
, 1− r
2
)
q = a
a+a−1 , p =
a−1
a+a−1
r = 2
√
pq = 2
a+a−1
Figure 10: The macroscopic description of the double Aztec diamonds
and their frozen region outside the ellipses.
Main results: In view of Theorem 1.1, define the kernel for the one-Aztec
diamond obtained from [22] by setting u 7→ −u, v 7→ −v,
KOneAztecn (2r, x; 2s, y)
=
(−1)x−y
(2pii)2
∮
γr3
du
∮
γr2
dv
v−u
v−x
u1−y
(1 + au)n−s(1− au)s
(1 + av)n−r(1− av )r
− 1s>rψ2(s−r)(x, y),
(2)
with the integral ψ2(s−r), defined below. γr refers to circles of radius r
around 0. In (2) and throughout the paper many different radii will be
considered, subjected to the following inequalities:
0 < a < r3 < r2 < s2 < s1 < r1 < s3 < a
−1 and 0 < a < ρ < 1. (3)
The contours Γ0 or Γ0,a refers to a contour containing 0 or 0, a, but no other
pole of the integrand; setting n even, we now define the following functions,
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used throughout the paper:
S(2r, x; 2s, y) :=
(−1)x−y
(2pii)2
∮
γr3
du
∮
γr2
dv
v−u
vx−m−1
uy−m
(1 + au)s(1− au)n−s+1
(1 + av)r(1− av )n−r+1
ax,s(k) :=
(−1)k−x
(2pii)2
∮
γs1
du
∮
γr1
dv
u− v
vx+m
uk+1
(1 + av)s(1− av )n−s+1
ϕa(2n;u)
by,r(`) :=
(−1)`−y
(2pii)2
∮
γr2
du
∮
γs2
dv
u− v
v`
uy+m+1
ϕa(2n; v)
(1 + au)r(1− au)n−r+1
K(k, `) :=
(−1)k+`
(2pii)2
∮
γρ
du
∮
γρ−1
dv
v − u
u`
vk+1
ϕa(2n, u)
ϕa(2n, v)
= (K(1)(0))k,`
(K(1)(1z ))k,` :=
(−1)k+`
(2pii)2
∮
γρ
du
∮
γρ−1
dv
v − u
u`
vk+1
ϕa(2n, u)
ϕa(2n, v)
z − u
z − v ,
ψ2s(x, y) :=
∮
Γ0,a
dz
2piiz
zx−y
(
1 + az
1− az
)s
, ϕa(2n; z) := (1 + az)
n(1− az )n+1
g
(1)
` (n) = −
∮
Γ0
du
2pii
(−u)`ϕa(2n;u), g(2)` (n) = −
∮
Γ0,a
du
2pii
(−u)−`−2
ϕa(2n, u)
h
(1)
k (
1
z ) :=
∮
Γ0,a
−dv
2pii(v−z)
(−v)−k−1
ϕa(2n, v)
, h
(2)
` (w) :=
∮
Γ0
−dv
2pii(v− 1w )
ϕa(2n; v
−1)
(−v)`+1
(4)
For future use, g(i)(n) is a vector whose `th component is g
(i)
` (n); similarly,
h(i)(.) is a vector whose `th component is h
(i)
` (.). Also set (sometimes p will
be inside and sometimes outside)
H(1)p (z
−1) := det(1−K(1)(z−1))`2(p,p+1,...) = det(I −K(1)p (z−1))
= det(1−K(1)(z−1))p,
with K(1)p = χ[p,p+1,...](K
(1))k,`χ[p,p+1,...].
(5)
The same notation will be used for kernels on the reals, like
det(1−K)σ = det(1−χ[σ,∞)Kχ[σ,∞)) and (1−K)−1σ = (1−χ[σ,∞)Kχ[σ,∞))−1.
We now state one of the two main Theorems, where P refers to the proba-
bility (1), defined above. The forms of the same kernel obtained in Theorem
1.1 are quite different; it is the use of the Christoffel-Darboux formula at
some point of the proof which is responsible for the seemingly entirely dif-
ferent forms (8) and (10) of that same kernel. The main event for which the
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probability will be computed in this paper concerns the dot-particles, thus
belonging the even lines Y2r. The following events are all equivalent:
{The line Y2r has a gap ⊃ [k, `]}
:= {The line Y2r has no dot-particles along the interval [k, `] ⊂ Y2r}
=
{
The domino’s covering black squares along the
interval [k, `] ⊂ Y2r are oriented left or down
}
= {The height function h is flat along the interval [k, `] ⊂ Y2r}
=
{
The line Y2r does not intersect any of the outlier
paths in the black squares along [k, `] ⊂ Y2r
}
/// or
///
k
k
The line Y2r has a gap ⊃ {k} means: at that location one of these two configurations holds
///
/// or
///
///
or
///
///
k
k + 1 k
k + 1
k
k + 1
The line Y2r has a gap ⊃ {k, k + 1}: at that location one of these three configurations holds
Figure 11: The line has gaps ⊃ {k} or {k, k + 1}.
In Theorem 1.1, one shows that the dot-particles along the lines Y2r
with even indices form a determinantal process. The circle-particles and
the combination of circle- and dot-particles form, at odd and even line Y`
respectively, a determinantal process with a kernel which could be computed
as well.
Theorem 1.1 The dot-particles for the outlier paths form a determinantal
point process with correlation kernel K˜extn,m given by (8) under the probability
measure induced by (1). In particular, given integers −n − m < k ≤ ` <
n+m (n even), the following probability holds for the single line Yn (Y -axis
in the middle) :
P (The line Yn has a gap ⊃ [k, `]) = det
(
1− χ[k,`]K˜n,mχ[k,`]
)
(6)
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where K˜n,m(x, y) := K˜extn,m(n, x;n, y), the extended kernel given below. For
multiple lines Y2ri, 1 ≤ i ≤ s,
P
(
s⋂
i=1
{the line Y2ri has a gap ⊃ [ki, `i]}
)
= det
(
1−
[
χ[ki,`i]K˜
ext
n,m(2ri, xi; 2rj , xj)χ[kj ,`j ]
]
1≤i,j≤s
)
.
(7)
K˜extn,m is a perturbation of the one-Aztec diamond extended kernel, with an
inner-product involving the resolvent of the kernel1 K, defined in (4):
(−1)x−yK˜extn,m(2r, x; 2s, y)
= KOneAztecn+1
(
2(n− r + 1),m− x+ 1; 2(n− s+ 1),m− y + 1)
+
〈
(1−K)−12m+1a−y,s(k), b−x,r(k)
〉
`2(2m+1,...)
,
(8)
with
KOneAztecn+1 (2(n− r + 1),m− x+ 1; 2(n− s+ 1),m− y + 1)
= −1s<r(−1)x−yψ2(s−r)(x, y) + S(2r, x; 2s, y)
(9)
An alternative expression is given by:
(−1)x−yH2m+2(0)
H2m+1(0)
K˜extn,m(2r, x; 2s, y) = −1s<r(−1)x−yψ2(s−r)(x, y)
H2m+2(0)
H2m+1(0)
+
δx 6=y
2pii
∮
Γ0,a
dz
(−z)y−x+1 (1−R
(1)(z−1))(1−R(2)(z))
(
1+az
1−a
z
)s−r
+
( 1
2pii
)2 ∮
Γ0,a
dz
∮
Γ0,a,z
dw
z−w (1−R
(1)(z−1))(1−R(2)(w))
(
1+az
1− aw
)s
(
1+aw
1−a
z
)r
×
(
(−w)−y−m−1
(−z)−x−m
(
1 + az
1 + aw
)n−s−r
+
(−z)−y+m
(−w)−x+m+1
(
1− az
1− aw
)n−s−r+1)
(10)
with
R(1)(z−1) =
〈
(1−K>)−12m+1g(1)(n), h(1)(z−1)
〉
`2(2m+1,...)
R(2)(w) =
〈
(1−K)−12m+1g(2)(n), h(2)(w)
〉
`2(2m+1,...)
.
(11)
1〈f(k), g(k)〉`2(2m+1,...) =
∑∞
2m+1 f(k)g(k). Also remember the notations in (5).
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Given the weight 0 < a < 1 on vertical dominoes, the following quantities
v0 < 0, and A, ρ, θ > 0 will come into play:
v0 := −1− a
1 + a
< 0, A3 :=
a(1 + a)5
(1− a)(1 + a2) , ρ := −Av0 =
(1− a2)2/3
(a+ a−1)1/3
> 0
θ :=
√
ρ(a+ a−1) =
(1− a4
a
)1/3
> 0, and so A2 = θ
a(1 + a)3
(1− a)(1 + a2) .
(12)
Consider the scaling (13) of the following quantites: the type (n,m) of the
double Aztec diamond, the space and time variables x and s in terms of the
size n = 2t of each diamond, where σ is a parameter, which measures the
pressure between the two diamonds: (for future use set σ˜ := 22/3σ)
n = 2t, m =
2t
a+ a−1
+ σρt1/3
x = 2a2θτ1t
2/3 + ξ1ρt
1/3, y = 2a2θτ2t
2/3 + ξ2ρt
1/3
r = t+ (1 + a2)θτ1t
2/3, s = t+ (1 + a2)θτ2t
2/3,
(13)
In the second main Theorem, three formulas will be given for the limiting
kernel. To state the first two ones, the following functions are needed. Given
the parameter s, define an extension Ai(s)(x) of the usual Airy function
Ai(x); further an Airy-type kernel, defined by means of Ai(s) and finally a
new function Aτξ :
Ai(s)(x) :=
1
2pii
∫
↗
↖
dz ez
3/3+z2s−zx = esx+
2
3 s
3
Ai(x+ s2),
K
(α,−β)
Ai (x, y) :=
∫ ∞
0
Ai(α)(x+u)Ai(−β)(y+u)du, with KAi = K
(α,−β)
Ai
∣∣∣
α=β=0
= e
αx+(2/3)α3
eβy+(2/3)β
3
∫ ∞
0
du e−(β−α)uAi(x+ α2 + u)Ai(y + β2 + u),
Aτξ (κ) := Ai
(τ)(ξ + 21/3κ)−
∫ ∞
0
Ai(τ)(−ξ + 21/3β)Ai(κ+ β)dβ,
(14)
and
p(τ ; ξ1, ξ2) :=
e−
(ξ1−ξ2)2
4τ√
4piτ
.
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Also define the extended kernel for the Airy process (see [22, 23])
KAiryProcess(τ1, ξ1; τ2, ξ2) =
∫ ∞
0
eλ(τ2−τ1)Ai(ξ1 + λ)Ai(ξ2 + λ)dλ
− 1τ2>τ1√
4pi(τ2−τ1)
exp
(
− (ξ1−ξ2)24(τ2−τ1) + τ1(ξ1+σ)− τ2(ξ2+σ) + 23(τ
3
1 − τ32 )
)
.
(15)
The following expressions will be used in the second formula for the limiting
kernel:
Q(κ) :=
[
(1− χσ˜KAiχσ˜)−1χσ˜Ai
]
(κ)
Qˆ(ζ) :=
∫ ∞
σ˜
Q(κ)eκ2
1/3ζdκ
Pˆ(ζ) := −
∫ ∞
σ˜
Q(κ)dκ
∫ ∞
0
e−2
1/3ζβAi(κ+ β)dβ,
(16)
together with the following function2:
C(s, ξ) := 2−1/3
∫ ∞
σ˜
dκQ(κ)
[
Ai(2
−2/3s)(κ+ 2−1/3ξ)
+
∫ ∞
σ˜
dλQ(λ)
∫ ∞
0
dαAi(α+ λ)Ai(2
−2/3s)(α+ κ+ 2−1/3ξ)
]
+ (ξ ↔ −ξ).
(17)
The tacnode process measures the probability that the height function
h is flat along small intervals of length O(n−2/3) in the Y -direction (see
Figure 8), which themselves are O(n−1/3)-close to the center of Figure 8;
the tacnode process is run with a time scale of the order O(n−1/3), near the
halfway point ` = n (see Figure 8); i.e., near the tangency point in Figure
10.
Theorem 1.2 Given the scaling (13), depending on the arbitrary parameter
σ, with σ˜ := 22/3σ > 0, the scaling limit of the dot-particles, along the lines
Y2r, near the tangency point of the two ellipses is a determinantal process
with kernel:
lim
t→∞(−v0)
y−x+r−s(−1)y−xK˜extn,m(2r, x; 2s, y)ρt1/3 = Ktac(τ1, ξ1; τ2, ξ2) (18)
where the tacnode kernel Ktac(τ1, ξ1; τ2, ξ2) has three equivalent forms.
2(ξ ↔ −ξ)means: replace ξ → −ξ in the prior expression.
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(i) A first form is a perturbation of the Airy process kernel (15):
Ktac(τ1, ξ1; τ2, ξ2) = −1τ1>τ2p(τ1 − τ2; ξ1, ξ2) +K(τ1,−τ2)Ai (σ − ξ1, σ − ξ2)
+ 21/3
∫ ∞
σ˜
(
(1−KAi)−1σ˜ Aτ1ξ1−σ
)
(λ)A−τ2ξ2−σ(λ)dλ.
(19)
where 3
−1τ1>τ2p(τ1 − τ2;ξ1, ξ2) +K(τ1,−τ2)Ai (σ − ξ1, σ − ξ2)
=
qσ(τ1, ξ1)
qσ(τ2, ξ2)
KAiryProcess(τ2, σ − ξ2 + τ22 ; τ1, σ − ξ1 + τ21 )
(20)
(ii) It can also be expressed as
Ktac(τ1, ξ1; τ2, ξ2)
= −1τ1>τ2p(τ1 − τ2; ξ1, ξ2)
+ 2
1
3
∫ ∞
σ˜
[(
(1−KAi)−1σ˜ Aτ1ξ1−σ
)
(λ)Ai(−τ2)(ξ2 − σ + 21/3λ) + {ξi ↔ −ξi}
]
dλ.
(21)
(iii) Another equivalent limiting kernel is given by the sum of the four double
integrals, where δ > 0 is arbitrary:
Ktac(τ1, ξ2; τ2, ξ2)
=− 1[τ2<τ1]p(τ1 − τ2; ξ1, ξ2) + C(τ1 − τ2, ξ1 − ξ2)
+
1
(2pii)2
∫
δ+iR
du
∫
−δ+iR
dv
e
u3
3
−σu
e
v3
3
−σv
eτ1u
2
eτ2v2
(
eξ1u
eξ2v
+
e−ξ1u
e−ξ2v
)
(1− Pˆ(u))(1− Pˆ(−v))
u− v
− 1
(2pii)2
∫
2δ+iR
du
∫
δ+iR
dv
e
u3
3
−σu
e−
v3
3
−σv
eτ1u
2
eτ2v2
(
eξ1u
eξ2v
+
e−ξ1u
e−ξ2v
)
(1− Pˆ(u))Qˆ(−v)
u− v
− 1
(2pii)2
∫
−δ+iR
du
∫
−2δ+iR
dv
e−
u3
3
−σu
e
v3
3
−σv
eτ1u
2
eτ2v2
(
eξ1u
eξ2v
+
e−ξ1u
e−ξ2v
)
(1− Pˆ(−v))Qˆ(u)
u− v
+
1
(2pii)2
∫
−δ+iR
du
∫
δ+iR
dv
e−
u3
3
−σu
e−
v3
3
−σv
eτ1u
2
eτ2v2
(
eξ1u
eξ2v
+
e−ξ1u
e−ξ2v
)
Qˆ(u)Qˆ(−v)
u− v .
(22)
Consider two groups of Brownian motions, leaving from and forced to
distinct points at times t = 0 and 1, tuned in such a way that they meet
3with qσ(τ, ξ) := e
τ(σ−ξ)+(2/3)τ3 .
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momentarily at t = 1/2. Then, when the number of particles gets very large,
so as to preserve this tuning, the statistical behavior of the particles near
the point of encounter are governed by the following kernel, as is shown by
Johansson in [23] 4:
Ktacbr (τ1, ξ2; τ2, ξ2)
=− 1[τ2<τ1]p(τ1 − τ2; ξ1, ξ2)
+K
(τ1,−τ2)
Ai (σ − ξ1, σ − ξ2) +K(τ1,−τ2)Ai (σ + ξ1, σ + ξ2)
+ 2
1
3
∫ ∞
σ˜
(
(1−KAi)−1σ˜ A−τ2ξ2−σ
)
(κ)
(
Aτ1ξ1−σ(κ)−Ai(τ1)(ξ1 − σ + 2
1
3κ)
)
dκ
+ 2
1
3
∫ ∞
σ˜
(
(1−KAi)−1σ˜ A−τ2−ξ2−σ
)
(κ)
(
Aτ1−ξ1−σ(κ)−Ai(τ1)(−ξ1 − σ + 2
1
3κ
)
dκ
(23)
Theorem 1.3 The Brownian motion tacnode kernel (23) is equivalent to
anyone of the kernels in Theorem 1.2.
It follows from the above result that the correlation kernels obtained by
Adler, Ferrari and van Moerbeke in [4], by Delvaux, Kuijlaars and Zhang
in [13] and by Johansson in [23] are all equivalent, i.e., they all describe the
same tacnode process!
2 From Aztec Diamond paths to Lattice paths, via
Zig-zag paths
Duality and Zig-zag paths. The two sets of lattice paths are dual in
the following precise sense. The circle-particles (dot-particles) for one set
of lattice paths fill the circle-gaps (dot-gaps) for the other set; see Figure
17. To see this, we define the zig-zag paths, initiated in [15, 16, 20],. There
are two types, zig-zag paths around black squares and zig-zag paths around
white squares.
Remember the axis Y2r, connecting Cr+1 and Ar+1, as in Figure 8, tra-
verses 2n + 2m + 1 black squares of the double Aztec diamond; it does so
in two different ways, which can be described as follows: the black square
can belong to a South or West domino, in which case the height h goes up
by 1 from top to bottom, as in the left hand side of figure 12 below; put a
4The kernel below differs from Johansson’s kernel in [23] by a transpose and a conju-
gation by an exponential; i.e., multiplication of the kernel by e
τ2(ξ2+σ)+(2/3)τ
3
2
e
τ1(ξ1+σ)+(2/3)τ
3
1
.
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blue dot-particle to the left of the oblique line. Or the black square belongs
to a North or East domino, in which case the height of the oblique line
remains unchanged, as in the right hand side of figure 12 below; put a red
dot-particle to the right of the oblique line.
W or S N or E
/// ///
h+1 h+1
h
•
h
h
h
•
blue dots on outlier paths red dots on inlier paths
Figure 12. Zigzag paths around black squares
So, in the left configuration, the line, running from top to bottom goes up
by h = 1 and for the second, it stays flat. Since the line must go up from
h = 0 to h = 2n, the line must traverse 2n black squares of the first type, to
reach height h = 2n and must stay flat along the 2m+ 1 remaining squares,
since the total number of black squares the oblique line traverses equals
2n+ 2m+ 1. Therefore the red dots appear there, where the blue dots are
absent. Moreover the blue dots must belong to W or S domino’s and the
red dots to E and N domino’s.
W or S N or E
h
h +1
h h
hh
blue circles on outlier paths red circles on inlier paths
Figure 13. Zigzag paths around white squares
Similarly, the axis Y2r−1 connecting the points Dr and Br (as in Figure
8), traverses 2n + 2m + 1 white squares, also starting at height h = 0 until
it hits height h = 2n. In order to reach that height it must traverse 2n
white squares of the left type of figure 13, for which the oblique line goes
up by h = 1 and stay flat for the others (white squares of the right type
in Figure 13); so, these two situations are dual to each other. Then put a
blue circle-particle to the right side of the left square of Figure 13 and a red
circle-particle to the left side of the right square of Figure 13. The white
squares, carrying the blue circle-particle (left of Figure 13) must belong to
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W or S domino’s, and those carrying a red circle (right of figure 13) must
belong to N or E domino’s.
So the axis Y2r, as in Figure 8, records the location of the blue dot-
particles of the line [Cr+1, Ar+1] and the axis Y2r−1 records the location of
the blue circle-particles of the line [Dr, Br]. To show that the blue dot-
and circle-particles belong to the level paths for the height function h, as
constructed in section 1, it suffices to notice that the blue circle-particles
belong to S and W domino’s and the blue dot-particles as well, from the
previous considerations. Upon connecting them, they are part of level paths
for the height function h. This shows that the two constructions, the one
using the zig-zag paths and the one using the arguments of section 1 are the
same. One does the same for the red dot- and circle-particles, which have
been shown to be dual to the blue particles.
Consider now the red dots and red circles on the line halfway in between
Y2r and Y2r+1, as in Figure 9. Move the red dots horizontally to the left
towards the axis Y2r and the red circles to the right towards the axis Y2r+1.
Then in comparison with Figure 8, the axes Y2r and Y2r+1 will have red dots
and red circles precisely at the sites which have no blue dots and circles,
showing the duality.
Outlier (blue) circle-particles
/// /// ///
///
S W N E
Outlier (blue) dot-particles
/// /// ///
///
S W N E
Outlier combined (blue) circle-particles and dot-particles
/// /// ///
///
S W N E
Figure 14a. The three paths above are level paths for the height function
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h, as in Figure 4.
Outlier (red) circle-particles
/// /// ///
///
S W N E
Inlier (red) dot-particles
/// /// ///
///
S W N E
Outlier combined (red) circle-particles and dot-particles
/// /// ///
///
S W N E
Figure 14b. The three paths above are level paths for the dual height
function h˜, as in Figure 5.
The extended outlier domino-paths are transformed to non-
intersecting paths on a lattice, by means of the correspondence of Figure
6. Here each path on the double Aztec diamond is made of segments covering
West, South and East domino’s. The path on the lattice is obtained by
sewing together the corresponding segments on the right hand side of Figure
6, with the accompanying dots and circles. To summarize, the outlier lattice-
paths will thus contain 2n+ 1 steps starting with a dots and ending with a
with a circle, so that each path has #{dots} = #{circles} = n+ 1.
Notice that the location of the circles on the axis Y2r−1 and the dots on
Y2r in the double Aztec diamond picture (Figure 8) corresponds exactly to
the circles and dots on the axes Y2r−1 and Y2r of Figure 16. The map of
Figure 6 from domino paths to lattice paths was designed to achieve this
precise correspondence between the Yk’s in the domino description and the
lattice description.
The inlier domino-paths are transformed to non-intersecting
lattice paths, by means of the recipe in Figure 7. Indeed, each path
i1, . . . , i2m+1 on A ∪B consists of segments covering East, North and West
domino’s, together with their appropriate dots and circles; the recipe is to
map the paths on the domino to a path on a lattice by sewing together the
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B B B B B B B BA A A A A A A
x
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10Y11Y12Y13Y14Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 Y9 Y10Y11Y12Y13Y14
Figure 15: Lattice paths for Fig.4 Figure 16: Lattice paths for Fig.5
(2m+ 1 Inliers) (2n Outliers)
Figure 17: Lattice paths: superimposing in- and outliers.
paths on the right hand side of Figure 7; this leads to a path on the lattice
with alternating circles and dots. As is suggested by Figure 7, a path on a
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West domino gets transformed in a vertical line (of unit length) on the lat-
tice, possibly repeated as many times as the path traverses West dominoes.
The dots as initial boundary condition for the inlier paths translate into a
dot with an added horizontal segment on the lattice. The final boundary
condition for the inlier path, namely the circle translates into simply putting
a circle at the end of the path on the lattice.
One thus distinguishes two kinds of steps for the inlier lattice paths:
A-steps = {steps from ◦ to •} = {steps from x→ x or x→ x+ 1}
B-steps = {steps from • to ◦ } = {steps from x→ x− k, with k ≥ 0}.
3 Expressing the kernel in terms of orthogonal
polynomials on the circle
Consider the following weights on the unit circle in C,
ρLa (z) =
(
1 + az
1− az
)n/2
and ρRa (z) =
(1 + az)n/2(
1− az
)n/2+1 , (24)
and
ρa(z) := ρ
L
a (z)ρ
R
a (z) =
(1 + az)n(
1− az
)n+1 . (25)
The following operation ∗ = ∗x will be used throughout5:
f(x) ∗ g(x) := f(x) ∗x g(x) :=
∑
x∈Z
f(x)g(x). (26)
Also remember from (4) the definition for 0 ≤ s ∈ Z, and x, y ∈ Z,
ψ2s(x, y) =
∮
Γ0,a
dz
2piiz
zx−y
(
1 + az
1− az
)s
, (27)
which satisfies the semi-group property with respect to the operation ∗,
ψ2s(x, ·) ∗ ψ2r(·, y) = ψ2(s+r)(x, y), for s, r ∈ Z. (28)
We now state the Proposition below, which uses arguments similar to the
ones in [4].
5The following formula involving the ∗-operation will often be used, e.g. in (28),∮
Γ0,a
dz
2piiz
g1(z)z
−x ∗x
∮
Γ0,a
dz
2piiz
g2(z)z
x =
∮
Γ0,a
dz
2piiz
g1(z)g2(z).
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Proposition 3.1 The point process on the even lines associated with the
two groups of non-intersecting outlier lattice paths, corresponding to the dou-
ble Aztec diamond of type (n,m), is a determinantal point process with the
following correlation kernel:
K˜
ext
n,m(2r, x; 2s, y)
= −1s<rψ2(s−r)(x, y) + ψn−2r(x, ·) ∗ K˜extn,m(n, · ;n, ◦) ∗ ψ2s−n(◦ , y),
(29)
expressed in terms of the kernel at the half-way axis 2r = 2s = n :
K˜
ext
n,m(n, x ;n, y) = K˜n,m(x, y) := (1−Kn,m)(x, y),
where
Kn,m(x, y) =
1
(2pii)2
∮
Γ0,a
dz
z
ρRa (z)
∮
Γ0,a,z
dw
w
ρLa (w)
w−y−m
z−x−m
2m∑
k=0
Pˆk(z
−1)Pk(w)
(30)
with bi-orthonormal polynomials Pk and Pˆk on the unit circle, for the weight
ρa(z)
dz
z .
Proof: Step 1: The kernel at time 2r = 2s = n. Remember the weight
0 < a < 1 for vertical dominoes and the weight 1 for horizontal dominoes.
We first consider the inlier lattice-paths, as depicted in the right hand side
of Figure 7 and Figure 15. At the level of the inlier lattice-paths, the weight
will figure in only when x→ x+k for k 6= 0. Therefore, by [22], the following
weighting holds for j = 0, . . . , n for B-steps (from dots to circles) and for
j = 0, . . . , n− 1 for A-steps (from circles to dots) 6:
B-steps : ψ2j,2j+1(x, y) :=
{
ax−y, if y − x ≤ 0
0 otherwise
}
=
∫
Γ0,a
dz
2piiz
zx−y
1− az
A-steps : ψ2j+1,2j+2(x, y) :=

a, if y − x = 1
1, if y − x = 0
0, otherwise
 =
∫
Γ0
dz
2piiz
zx−y(1 + az).
(31)
Then define
ψr,s = ψr,r+1 ∗ . . . ∗ ψs−1,s, if s > r
= 0, if s ≤ r. (32)
6B-steps for outlier paths correspond to A-steps for inlier paths.
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Then7, for instance, for k even, one needs k2 B-steps and
k
2 A-steps to go from
−m+ i− 1 to x in time k, where −n−m ≤ x ≤ n+m and 1 ≤ i ≤ 2m+ 1,
ψ0,k(−m+ i− 1, x) =
∮
Γ0,a
dz
2piiz
z−m+i−1−x
(
1 + az
1− az
)k/2
(33)
and n+ 1− k2 B-steps and n+ 1− k2 A-steps to go from x to −m+ i− 1 in
time N − k:
ψk,2n+1(x,−m+ i− 1) = 1
2pii
∮
Γ0,a
dz
z
zm−i+1+x
(1 + az)(2n−k)/2
(1− az )(2n−k+2)/2
(34)
Then from the equivalence between the double Aztec domino configurations
and the inlier paths, from the fact that the weighting (31) follows from the
probability (1) of a domino tiling and from the Lindstro¨m-Gessel-Viennot
formula for non-intersecting paths, it follows that the probability (inherited
from the step weights (31)), of the paths being at x1, . . . , x2m+1 at time r is
given by
P(r;x1, . . . , x2m+1)
=
1
Zn,m
det(ψ0,r(−m+ i− 1, xj))1≤i,j≤2m+1 det(ψr,2n+1(xj ,−m+ i− 1))1≤i,j≤2m+1
Hence, by the Eynard-Mehta Theorem [14, 20], the extended kernel is given
by (Note 1r<s can be omitted in view of definition (32) of ψr,s)
Kextn,m(r, x; s, y)
=
2m+1∑
i,j=1
ψr,2n+1(x,−m+ i− 1)([A−1]ij)ψ0,s(−m+ j − 1, y)− 1r<sψr,s(x, y),
(35)
with the entries of the (2m+ 1)× (2m+ 1) matrix A,
Aij = ψ0,2n+1(−m+ i− 1,−m+ j − 1) = fi ∗ gj ,
defined in terms of the functions
fj(y) = ψ0,n(−m+ j − 1, y) =
∮
Γ0,a
dz
2piiz
z−m+j−1−yρLa (z)
gi(x) = ψn,2n+1(x,−m+ i− 1) =
∮
Γ0,a
dz
2piiz
zm−i+1+xρRa (z),
(36)
7The subscript 0 will sometimes be omitted in ψ0,k, which makes it compatible with
formula (27).
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with ρLa (z) and ρ
R
a (z) as in (24). Consider now the kernel at a single (half-
way) time n, which we already assumed to be even:
Kn,m(x, y) := Kextn,m(r, x; s, y)
∣∣∣
r=s=n
=
2m+1∑
i,j=1
gi(x)([A
−1]ij)fj(y). (37)
Then one performs row operations in the determinants of the Lindstro¨m-
Gessel-Viennot formula; this amounts to taking linear combination f˜k(x)
and g˜k(x) of the fi(x) and gi(x) with 1 ≤ i ≤ k,
f˜k(y) =
1
2pii
∫
Γ0,a
dz
z
ρLa (z)
Pk−1(z)
zy+m
g˜k(x) =
1
2pii
∫
Γ0,a
dz
z
ρRa (z)z
x+mPˆk−1(z−1)
(38)
such that the new matrix Ak,` in (37) becomes the identity; i.e.,
f˜k(x) ∗x g˜`(x) =
∑
x∈Z
f˜k(x)g˜`(x) =
1
2pii
∫
Γ0,a
Pk−1(z)Pˆ`−1(z−1)ρa(z)
dz
z
=: Pk−1, Pˆ`−1 = δk,`,
(39)
thus leading to orthogonal polynomials on the circle for the inner product
 ,  with regard to the weight ρa(z)dzz , as defined in (25). With these
new functions f˜k(y) and g˜k(x), the kernel (37) has the simple form:
Kn,m(x, y) =
M∑
k=1
g˜k(x)f˜k(y)
=
1
(2pii)2
∮
Γ0,a
dz
z
ρRa (z)
∮
Γ0,a,z
dw
w
ρLa (w)
w−y−m
z−x−m
2m∑
k=0
Pˆk(z
−1)Pk(w),
(40)
where it is legitimate to include z in the contour of integration, since the
w-part of the integrand is holomorphic in w 6= 0, a. According to [12], the
statistics of the non-intersecting outlier lattice paths is then described by its
dual kernel,
K˜n,m(x, y) = δx,y −Kn,m(x; y). (41)
This establishes formula (29) for 2r = 2s = n, with kernel Kn,m(x, y) as in
(30).
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Step 2 : The extended kernel. Comparing the form of the extended
kernel Kextn,m(2r, x; 2s, y) in (35) and the form of the kernel Kn,m(x, y) =
K
ext
n,m(n, x;n, y) in (37), and using the semi-group relations (28) on the ψ-
functions, namely
ψn−2r(x, ·) ∗ ψn,2n+1(·,−m+ i− 1) = ψ2r,2n+1(x,−m+ i− 1)
ψ0,n(−m+ j − 1, ·) ∗ ψ2s−n(·, y) = ψ0,2s(−m+ j − 1, y),
(42)
one checks that (these arguments appear in Lemma 5.2 of [4])
K
ext
n,m(2r, x; 2s, y)
= −1r<sψ2(s−r)(x, y) + ψn−2r(x, ·) ∗Kextn,m(n, · ;n, ◦) ∗ ψ2s−n(◦, y).
The dual extended kernel is then given by
K˜
ext
n,m(2r, x; 2s, y) = δrsδxy −Kextn,m(2r, x; 2s, y)
= δrsδxy + 1r<sψ(2s−2r)(x, y)− ψn−2r(x, ·) ∗Kextn,m(n, ·;n, ◦) ∗ ψ2s−n(·, y)
= (δrsδxy + 1r<sψ(2s−2r)(x, y)− ψn−2r(x, ·)1(·, ◦) ∗ ψ2s−n(◦, y))
+ ψn−2r(x, ·) ∗ (1−Kn,m)(·, ◦) ∗ ψ2s−n(◦, y)
= −1s<rψ(2s−2r)(x, y) + ψn−2r(x, ·) ∗ K˜n,m(· ; ◦) ∗ ψ(2s−n)(◦, y),
where one uses (41) and the identity
δrsδxy + 1r<sψ2s−2r(x, y)− ψn−2r(x, ·) ∗ 1(·, ◦) ∗ ψ2s−n(◦, y)
= −1s<rψ(2s−2r)(x, y),
concluding the proof of Proposition 3.1.
4 Orthogonal polynomials on the circle and Fred-
holm determinants
In order to be able to use formula (30) for the kernel Kn,m(x, y), one needs
to express both, orthogonal polynomials and Darboux sums of orthogonal
polynomials on the circle, in terms of Fredholm determinants of certain ker-
nels. In the last part, we shall state some Fredholm determinants identities
from [23].
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In order to do this, one first introduces the inner-product
〈f, g〉t,s := 1
2pii
∮
S1
du
u
f(u)g(u−1)e
∑∞
j=1(tju
j−sju−j), (43)
upon setting t := (t1, t2, . . .) ∈ C∞ and s := (s1, s2, . . .) ∈ C∞. The inner-
product , , as in (39), is a special instance of 〈 , 〉t,s upon picking the
special locus
L = {(t, s) with tj = −n(−a)
j
j
and sj = −(n+ 1)a
j
j
}. (44)
Indeed,
e
∑∞
1 tju
j
∣∣∣
L
= (1 + au)n, e
∑∞
1 sju
−j
∣∣∣
L
=
(
1− a
u
)n+1
. (45)
and thus
e
∑∞
j=1(tju
j−sju−j)
∣∣∣
L
=
(1 + au)n
(1− au)n+1
= ρa(u).
Also notice that (see definition (4))
e
∑∞
j=1(tju
j+sju
−j)
∣∣∣
L
= (1 + au)n(1− au)n+1 = ϕa(2n;u). (46)
Lemma 4.1 Given the biorthonormal polynomials Pk and P̂`,
1
2pii
∫
Γ0,a
Pk(z)P̂`(z
−1)ρa(z)
dz
z
= δk,`,
the following identities hold:
Pk(z) =
zk
(
1− az
)n+1
H
(1)
k (z
−1)√
Hk(0)Hk+1(0)
P̂k(w
−1) =
w−k(1 + aw)−nH(2)k (w)√
Hk(0)Hk+1(0)
k∑
j=0
Pj(z)P̂j(w
−1) =
( z
w
)k (1− az )n+1
(1 + aw)n(1− wz )
H
(3)
k (z
−1, w)
Hk+1(0)
,
(47)
where
H
(1)
k (z
−1) := det(I −K(1)(z−1))`2(k,k+1,...)
H
(2)
k (z) := det(I −K(2)(z))`2(k,k+1,...)
H
(3)
k (z
−1, w) := det(I −K(3)(z−1, w))`2(k,k+1,...),
(48)
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with
K
(1)
k,` (z
−1) for |z| > |u|, |v|
:=
(−1)k+`
(2pii)2
∮
|u|=ρ<1
du
∮
|v|=ρ−1>1
dv
u`
vk+1
1
v − u
z − u
z − v
ϕa(2n, u)
ϕa(2n, v)
,
= K
(1)
k,` (0) + h
(1)
k (z
−1)g(1)` (n)
(49)
K
(2)
k,` (w) for |w−1| > |u|, |v|
:=
(−1)k+`
(2pii)2
∮
|u|=ρ<1
du
∮
|v|=ρ−1>1
dv
u`
vk+1
1
v − u
(w−1 − u
w−1 − v
)ϕa(2n, v−1)
ϕa(2n, u−1)
= K
(2)
k,` (0) + h
(2)
k (w)g
(2)
` (n)
(50)
K
(3)
k,` (z
−1, w) for a < r2 = |w| < s2 < s1 < r1 = |z| < a−1
:=
(−1)k+`
(2pii)2
∮
γs2
du
∮
γs1
dv
u`+1
vk+2
1
v − u
(u− z)(v − w)
(v − z)(u− w)
ϕa(2n, u)
ϕa(2n, v)
= K
(1)
k+1,`+1(0) + (
z
w
− 1)h(1)k+1(z−1)h(2)`+1(w),
(51)
K(1)(z−1), K(2)(w) and K(3)(z−1, w), being rank 1 perturbations of K(1)(0),
as kernels in k and `. In these formulas,
g
(1)
` (n) = −
∮
Γ0
du
2pii
(−u)`ϕa(2n;u) = −
∮
Γ0
du
2pii
(−u)−`−2ϕa(2n;u−1)
g
(2)
` (n) = −
∮
Γ0,−a
du
2pii
(−u)`
ϕa(2n, u−1)
= −
∮
Γ0,a
du
2pii
(−u)−`−2
ϕa(2n, u)
,
(52)
and8
h
(1)
k (z
−1) := −
∮
Γ0,a
dv
2pii(v − z)
1
(−v)k+1ϕa(2n, v)
= −
∞∑
α=0
(−z)αg(2)k+α(n) +
1
(−z)k+1ϕa(2n, z)
8Γ0,a in the first integral can (and will be) be realized as γs with a < |v| = s < |z|.
Also Γ0 in the second integral can be realized as γs, with |v| = s < |w−1|. Finally Γ0,w in
the third integral can be realized as γs, with |w| < s = |u|.
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h
(2)
` (w) := −
∮
Γ0
dv
2pii(v − w−1)
ϕa(2n; v
−1)
(−v)`+1
= −
∮
Γ0,w
w du
2pii(u− w)(−u)
`ϕa(2n, u)
= −
∞∑
α=0
(−w)−αg(1)`+α(n) + (−w)`+1ϕa(2n,w) .
(53)
The unperturbed kernel can then be expressed in terms of the g(i)’s:
K
(1)
k,` (0) =
∞∑
α=0
g
(1)
`+α(n)g
(2)
k+α(n) = K
(2)
`,k (0), (54)
and therefore K(1)>(0) = K(2)(0).
Proof: It was shown in [6] (see also the lecture notes [30]) that the functions9
p
(1)
k (t, s; z) := z
k τk(t− [z−1], s)√
τk(t, s)τk+1(t, s)
p
(2)
k (t, s;w
−1) := w−k
τk(t, s+ [w])√
τk(t, s)τk+1(t, s)
(55)
are bi-orthonormal polynomials with regard to the inner-product (43), i.e.,
〈p(1)k , p(2)` 〉t,s = δk,` and that
k∑
j=0
p
(1)
j (t, s; z) p
(2)
j (t, s;w
−1) =
( z
w
)k τk(t− [z−1], s+ [w])
τk+1(t, s)
(56)
In the formulae above, the τn(t, s) are 2-Toda τ -functions and are defined
as a Toeplitz determinant, which is also expressible as a Fredholm determi-
nant of the kernel (58) below, using the Borodin-Okounkov identity [11]. We
obtain two formulas, one obtained from the other by substitution u 7→ 1/u:
τp(t, s) := det
[
1
2pii
∮
S1
du
u
uk−`e
∑∞
j=1(tju
j−sju−j)
]
1≤k,`≤p
= det
[
1
2pii
∮
S1
du
u
uk−`e
∑∞
j=1(tju
−j−sjuj)
]
1≤k,`≤p
= Z(t, s) det (1−K(t, s))`2({p,p+1,...}) , Z(t, s) := e−
∑∞
j=1 j tjsj ,
(57)
9 For α ∈ C, one defines [α] =
(
α, α
2
2
, α
3
3
, . . .
)
∈ C∞.
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and the kernel K(t, s) is given by two seemingly different expressions, upon
using the two different expressions for τp above, related by t↔ −s:
K(t, s)k,` =
1
(2pii)2
∮
|u|=ρ<1
du
∮
Γ|v|=ρ−1>1
dv
u`
vk+1
1
v − u
e
∑∞
j=1(tjv
−j+sjvj)
e
∑∞
j=1(tju
−j+sjuj)
.
=
1
(2pii)2
∮
|u|=ρ<1
du
∮
Γ|v|=ρ−1>1
dv
u`
vk+1
1
v − u
e
∑∞
j=1(tju
j+sju
−j)
e
∑∞
j=1(tjv
j+sjv−j)
.
(58)
This is valid insofar
∑∞
j=1(tju
j + sju
−j) is analytic in the annulus (ρ, ρ−1).
In view of the expressions (55) and (56), involving shifts, we now compute,
using
∑∞
j=1(v/z)
j/j = − ln(1 − v/z) (for |v/z| < 1) in the second formula
(58),
K(t− [z−1], s)k,`, with |z| > |u|, |v|
=
1
(2pii)2
∮
|u|=ρ<1
du
∮
|v|=ρ−1>1
dv
u`
vk+1
1
v − u
1− uz
1− vz
e
∑∞
j=1(tju
j+sju
−j)
e
∑∞
j=1(tjv
j+sjv−j)
K(t− [z−1], s+ [w])k,` with |w| < |u|, |v| and |u|, |v| < |z|
=
1
(2pii)2
∮
|u|=ρ<1
du
∮
|v|=ρ−1>1
dv
u`
vk+1
1
v − u
(1− uz )(1− wv )
(1− vz )(1− wu )
e
∑∞
j=1(tju
j+sju
−j)
e
∑∞
j=1(tjv
j+sjv−j)
(59)
and from the first formula (58),
K(t, s+ [w])k,`, with |w−1| > |u|, |v|
=
1
(2pii)2
∮
|u|=ρ<1
du
∮
|v|=ρ−1>1
dv
u`
vk+1
1
v − u
1− u
w−1
1− v
w−1
e
∑∞
j=1(tjv
−j+sjvj)
e
∑∞
j=1(tju
−j+sjuj)
.
(60)
We now apply this to the special locus L. Then picking ρ such that a < ρ < 1
and ρ−1 < |z|, |w|−1, one deduces from (59) and (60) the three kernels (49),
(51) and (50):
K(t− [z−1], s)k,`
∣∣∣
L
= (−1)k+`K(1)k,` (z−1)
K(t− [z−1], s+ [w])k,`
∣∣∣
L
= (−1)k+`K(3)k,` (z−1, w)
K(t, s+ [w])k,`
∣∣∣
L
= (−1)k+`K(2)k,` (w)
(61)
In order to compute the polynomials (55), for τk given by (57), one needs
to evaluate all the functions involved along the locus L; in particular, from
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(57) and (44),
Z(t, s)
∣∣∣
L
= e−
∑∞
j=1 j tjsj
∣∣∣
L
= (1 + a2)n(n+1) 6= 0, (62)
and from (45), one finds for a < |z| and |w| < a−1,
Z(t, s+ [z ])
Z(t, s)
∣∣∣
L
=
1
Z(t, s)
e−
∑∞
j=1 j tj(sj+z
j/j)
∣∣∣
L
= e−
∑∞
j=1 tjz
j
∣∣∣
L
= (1 + az)−n.
Z(t− [z−1], s)
Z(t, s)
∣∣∣
L
=
1
Z(t, s)
e−
∑∞
j=1 j (tj−z−j/j)sj
∣∣∣
L
= e
∑∞
j=1 sjz
−j ∣∣∣
L
= (1− a
z
)n+1
Z(t− [z−1], s+ [w])
Z(t, s)
∣∣∣
L
= e
∑∞
j=1(sjz
−j−tjwj+z−jwj/j)
∣∣∣
L
=
(1− az )n+1
(1 + aw)n(1− wz )
.
(63)
From the definitions of the Fredholm determinants (48), we have from the
expressions (57), (62), (49) and (50) in terms K(t−[z−1], s) and K(t, s+[w]),
that
τk(t, s)
∣∣
L
= Z(t, s)H
(1)
k (0) = Z(t, s)H
(2)
k (0) = Z(t, s)H
(3)
k (0, 0). (64)
Then, setting Hk(0) := H
(1)
k (0) = H
(2)
k (0) = H
(3)
k (0, 0), one finds for the
orthonormal polynomials (55) with regard to the inner-product  , =
〈 , 〉t,s
∣∣∣
L
, and for the Darboux sum (56): (remember notation (5))
Pk(z) = p
(1)
k (t, s; z)
∣∣
L
= zk
Z(t− [z−1], s)
Z(t, s)
det(1−K(t− [z−1], s))k√
det(1−K(t, s))k det(1−K(t, s))k+1
∣∣∣
L
P̂k(w
−1) = p(2)k (t, s;w)
∣∣
L
= w−k
Z(t, s+ [w])
Z(t, s)
det(1−K(t, s+ [w]))k√
det(1−K(t, s))k det(1−K(t, s))k+1
∣∣∣
L
k∑
j=0
Pj(z)P̂j(w
−1) =
k∑
j=0
p
(1)
j (t, s; z) p
(2)
j (t, s;w
−1)
∣∣
L
=
( z
w
)k Z(t− [z−1], s+ [w])
Z(t, s)
det(1−K(t− [z−1], s+ [w]))k
det(1−K(t, s))k+1
∣∣∣
L
(65)
establishing formulas (47), via (48), (50), (63) and (64), with the double
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integral representation (49), (50) and (51) for K
(i)
k,`. Then using
1
v − u
1− uz
1− vz
=
1
v − u −
1
v − z
1
v − u
(u− z) (v − w)
(v − z) (u− w) =
1
v − u −
(z − w)
(v − z) (u− w) ,
(66)
one notices that the kernels K
(1)
k,` (z
−1) and K(2)k,` (w) are rank one pertur-
bations of the kernels K
(1)
k,` (0) and K
(2)
k,` (0), whereas K
(3)
k,` (z
−1, w) is a rank
two perturbation of K
(1)
k,` (0), as given by the second equalities in (49), (50)
and (51). The functions g
(i)
` , appearing here, have each two different ex-
pressions, one obtained from the other by u → u−1. The functions h(i)k are
contour integrals, for which it is convenient, for later use10, to include z in
the contour, at the expense of introducing a residue; so, one has from the
definitions of (53),
h
(1)
k (z
−1) =
∮
Γ0,a,z
−dv
2pii(v − z)
1
(−v)k+1ϕa(2n; v) +
1
(−z)k+1ϕa(2n, z)
=: h¯
(1)
k (z
−1) +
1
(−z)k+1ϕa(2n, z)
h
(2)
` (w) =
∮
Γ0,w−1
−dv
2pii(v − w−1)
ϕa(2n; v
−1)
(−v)`+1 + (−w)
`+1ϕa(2n,w)
= h¯
(2)
` (w) + (−w)`+1ϕa(2n,w).
(67)
Then the h¯
(i)
k have the following form in terms of the g
(i)
` , upon using the
expansion 1/(v − z) = v−1/(1− zv ) = 1v
∑∞
0 (
z
v )
j :
h¯
(1)
k (z
−1) = −
∮
Γ0,a,z
dv
2pii(v − z)
1
(−v)k+1ϕa(2n; v) = −
∞∑
α=0
(−z)αg(2)k+α(n)
h¯
(2)
` (w) = −
∮
Γ0,w−1
dv
2pii(−v)`+1
ϕa(2n, v
−1)
v − w−1 = −
∞∑
α=0
(−w)−αg(1)`+α(n),
(68)
establishing formulas (53). Upon using 1/(v − u) = v−1∑∞0 (u/v)α, the
kernels K
(1)
k,` (0) and K
(2)
k,` (0) can also be expressed in terms of the g
(i)
` ’s,
10it enables us to expand 1/(v − z) = v−1/(1− z
v
) = 1
v
∑∞
1 (
z
v
)j .
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yielding:
K
(1)
k,` (0) =
∞∑
α=0
g
(1)
`+αg
(2)
k+α = K
(2)
`,k (0) (69)
and therefore K(1)>(0) = K(2)(0). This ends the proof of Lemma 4.1.
It is convenient to introduce a new function Φ(z) := Φm/n(z), depending on
m/n and a, namely
e
n
2
Φ(z) := (−z)m
(
(1 + az)
(
1− a
z
))n/2
. (70)
From the decomposition (49) and (50) of the kernels K
(i)
k,`, it follows from
(10) and (48) that, in particular,
H
(1)
2m+1(z
−1) = H2m+1(0)
(
1−R(1)(z−1)
)
H
(2)
2m+1(z) = H2m+1(0)
(
1−R(2)(z)
)
,
(71)
where, by (67),
R(1)(z−1) :=
∑
`≥2m+1
Q
(1)
` h
(1)
` (z
−1)
=
∑
`≥2m+1
Q
(1)
` h¯
(1)
` (z
−1) +
∑∞
1
Q
(1)
2m+`
(−z)`
(−z)2m+1ϕa(2n; z)
=: S(1)(z−1) + T (1)(z−1)
e−nΦ(z)
a− z
R(2)(z) :=
∑
`≥2m+1
Q
(2)
` h
(2)
` (z)
=
∑
`≥2m+1
Q
(2)
` h¯
(2)
` (z) + (−z)2m+1ϕa(2n; z)
∞∑
1
Q
(2)
2m+`(−z)`
=: S(2)(z) + T (2)(z)
a− z
e−nΦ(z)
,
(72)
with Q
(i)
` a function of `, with support [2m+ 1,∞), defined by
Q
(i)
` = [(1− χ2m+1K(i)(0)>χ2m+1)−1χ2m+1g(i)](`), (73)
35
and
S(1)(z−1) :=
∑
`≥2m+1
Q
(1)
` h¯
(1)
` (z
−1), S(2)(z) :=
∑
`≥2m+1
Q
(2)
` h¯
(2)
` (z)
T (1)(z−1) :=
∑
`≥1
Q
(1)
2m+`
(−z)` , T
(2)(z) :=
∑
`≥1
Q
(2)
2m+`(−z)`,
(74)
and with (remembering from (68))
h¯
(1)
k (z
−1) = −
∞∑
α=0
(−z)αg(2)k+α(n), h¯(2)k (z) = −
∞∑
α=0
(−z)−αg(1)k+α(n). (75)
So we have the following expressions for the orthonormal polynomials
P2m+1 and Pˆ2m+1 on the circle, as in (47) :
P2m+1(z) =
√
H2m+1(0)
H2m+2(0)
z2m+1
(
1− a
z
)n+1 (
1−R(1)(z−1)
)
Pˆ2m+1(z
−1) =
√
H2m+1(0)
H2m+2(0)
z−2m−1(1 + az)−n
(
1−R(2)(z)
)
.
(76)
In particular, the fact that the norm equals 1 implies an identity, which will
be used later; namely by (39) and (25), find:
1 = P2m+1, Pˆ2m+1 
=
H2m+1(0)
H2m+2(0)
∮
Γ0,a
dz
2piiz
(1 + az)n(
1− az
)n+1 (1− az)n+1 (1 + az)−n(
1−R(1)(z−1)
)(
1−R(2)(z)
)
=
H2m+1(0)
H2m+2(0)
∮
Γ0,a
dz
2piiz
(
1−R(1)(z−1)
)(
1−R(2)(z)
)
.
(77)
We end the section with some Fredholm determinant identities:
Lemma 4.2 ([23]) Given a trace-class operator A and a rank one operator
a⊗ b, the following holds for an arbitrary constant c:
det(I − A + c a ⊗ b) = (1 − c) det(I − A) + cdet(I − A + a ⊗ b). (78)
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Lemma 4.3 ([23]) Given two continuous functions F (z) and G(w), vectors
az, bw depending continuously on z and w, and a trace class kernel K, one
has that∫
γr1
dz
z
∫
γr2
dw
w
F (z)G(w) det(I −K + az ⊗ bw)
= det
(
I −K +
(∫
γr1
F (z)az
dz
z
)
⊗
(∫
γr2
G(w)bw
dw
w
))
+
[(∫
γr1
F (z)
dz
z
)(∫
γr2
G(w)
dw
w
)
− 1
]
det(I −K) (79)
5 Representations of the kernel K˜extn,m for the
domino outlier paths
The purpose of this section is to deduce Theorem 1.1 from Proposition 3.1,
using the Fredholm determinant representation, either of the Darboux sum,
or of the bi-orthogonal polynomials themselves, as in (47). They will lead
to the two very different expressions for the kernel, announced in Theorem
1.1.
The following formula, based on contour integration, will be useful in
the sequel:
1
(2pii)2
∮
Γ0,a
dz
∮
Γ0,a,z
dw
F (z, w)
w − z
=
1
(2pii)2
∮
Γ0,a
dw
∮
Γ0,a,w
dz
F (z, w)
w − z +
1
2pii
∮
Γ0,a
F (z, z).
(80)
5.1 Representation as a perturbation of the Krawtchouk ker-
nel
In this section we establish formula (8) of Theorem 1.1. To do so, we take
formula (30) for the kernel Kn,m and the third formula of Darboux type
in (47) as starting points. Recall some of the definitions given in (4); the
definitions of ax,s and by,s will turn out to be the same as the one in (4).
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Here we have some additional ones:
Fx,s(z) =
(−1)x
2pii
zx+m+1ϕa(n; z)
(
1 + az
1− az
)s−n2
, Fx(z) = Fx,n/2(z),
Gy,r(w) =
(−1)y
2pii
1
wy+m+1ϕa(n;w)
(
1 + aw
1− aw
)n
2−r
, Gy(w) = Gy,n/2(w),
(81)
ax,s(k) =
∮
γr1
dz
z
Fx,s(z)h
(1)
k (z
−1), ax(k) = ax,n/2(k),
by,r(`) =
∮
γr2
dw
w
Gy,r(w)h
(2)
` (w), by(`) = by,n/2(`).
(82)
We now extend the functions g
(i)
` (k) of (52) as follows:
g
(1)
` (k; s) = −
∫
Γ0,a
dz
2pii
(−z)`ϕa(2k; z)
(
1 + az
1− az
)s
, g
(1)
` (k; 0) = g
(1)
` (k),
g
(2)
` (k; r) = −
∫
Γ0,a
dz
2pii
(−z)−`−2
ϕa(2k, z)
(
1 + az
1− az
)r
, g
(2)
` (k; 0) = g
(2)
` (k),
(83)
and g˜
(1)
` (k, j), g˜
(2)
` (k, j) are a small variation
11 of g
(1)
` (k, j), g
(2)
` (k, j).
Proposition 5.1 The dual kernel has the expression (85). It is a perturba-
tion of the one-Aztec diamond kernel (2) and involves the resolvent of the
kernel (49)12:
(−1)x−yK˜extn,m(2r, x; 2s, y)
= −1s<r(−1)x−yψ2(s−r)(x, y) + S(2r, x; 2s, y)
+
〈
(1−K(1)2m+1(0))−1a−y,s(k), b−x,r(k)
〉
`2(2m+1,...)
,
(85)
11Compared to g
(2)
k , the expression g˜
(2)
k has an extra term z− a in the numerator. Also
the expression g˜
(1)
k has an extra term w − a in the denominator; namely
g˜
(1)
`
(
n
2
)
= −
∮
Γ0
dz
2pii
(−z)`ϕa(n; z)
z − a and g˜
(2)
`
(
n
2
)
= −
∮
Γ0,a
dz
2pii
(−z)−`−2 z − a
ϕa(n; z)
.
(84)
12〈f(k), g(k)〉`2(2m+1,...) =
∑∞
2m+1 f(k)g(k).
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with 13
S(2r, x; 2s, y)
:=
∮
γr3
dz
z
∮
γr2
dw
w
F−y,s(z)G−x,r(w)w
w − z
=
(−1)x−y
(2pii)2
∮
γr3
dz
∮
γr2
dw
w−z
zm−y
wm−x+1
ϕa(n; z)
ϕa(n;w)
(
1+az
1−a
z
)s−n2(1+aw
1− a
w
)n
2−r
=
∞∑
b=0
g
(1)
−y+m+b
(
n
2 , s− n2
)
g
(2)
−x+m+b
(
n
2 ,
n
2 − r
)
(86)
and with
ax,s(k) =
(−1)k+x
(2pii)2
∮
γs1
dv
∮
γr1
dz
v − z
ϕa(n; z)z
m+x
ϕa(2n; v)vk+1
(
1+az
1−a
z
)s−n2
= (−1)m
∑
b≥0
g
(1)
x+m+b
(
n
2 , s− n2
)
g
(2)
k+b(n) + g˜
(2)
−x−m+k
(
n
2 , s− n2
)
by,r(`) =
(−1)`+y+1
(2pii)2
∮
γr2
dw
∮
γs2
du
u− w
ϕa(2n;u)u
`
ϕa(n;w)wy+m+1
(
1+aw
1− a
w
)n
2−r
= (−1)m
∑
b≥0
g
(1)
`+b(n)g
(2)
m+y+b
(
n
2 ,
n
2 − r
)
+ g˜
(1)
−y−m+`
(
n
2 ,
n
2 − r
) .
(87)
Proof: Throughout the proof the following radii, in between a and a−1,
will be used:
a < r3 < r2 < s2 < s1 < r1 < s3 < a
−1. (88)
The contours Γ0,a and Γ0,a,z in the kernel (30) will be deformed to circles
γr2 and γr1 respectively, with w ↔ z interchanged,
(−1)x−yKn,m(−y,−x)
=
(−1)x−y
(2pii)2
∮
γr2
dw
w
ρRa (w)
∮
γr1
dz
z
ρLa (z)
zx−m
wy−m
2m∑
k=0
Pk(z)P̂k(w
−1).
(89)
13Note that the definition of S(2r, x; 2s, y) is compatible with the one in (4). Also it
appears as a part of the kernel (102).
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Using (47), (48) and (51) combined for the Darboux sum, the formulas (24)
for ρRa (w) and ρ
L
a (z), and the formula (46) for ϕa(n; z), and Lemma 4.2 for
the rank 2 perturbation, one finds for the integrand of kernel (89),
(−1)x−y
(2pii)2
ρRa (w)
w
ρLa (z)
z
zx−m
wy−m
2m∑
k=0
Pk(z)P̂k(w
−1)
=
(−1)x−y
(2pii)2
ϕa(n; z)
ϕa(n;w)
zx+m
wy+m+1
1
z − w
det
(
1−K(3)k,` (z−1, w)
)
`2(2m,...)
det
(
1−K(1)k,` (0)
)
`2(2m+1,...)
=
Fx(z)Gy(w)
z
det
(
1−K(1)k,` (0) + (z − w)h(1)k (z−1)
(− 1wh(2)` (w)))`2(2m+1,...)
(z − w) det
(
1−K(1)k,` (0)
)
`2(2m+1,...)
=
Fx(z)Gy(w)
z
×
 1
z − w − 1 +
det
(
1−K(1)k,` (0) + h(1)k (z−1)
(− 1wh(2)` (w)))`2(2m+1,...)
det
(
1−K(1)k,` (0)
)
`2(2m+1,...)
 .
Then one performs the w-contour integration over γr2 and the z-integration
over γr1 ; from (80), one has that for any a < r3 < r2 < r1,∫
γr2
dw
∫
γr1
dz
z
Fx(z)Gy(w)
z − w
=
∫
γr3
dz
z
∫
γr2
dw
Fx(z)Gy(w)
z − w + 2pii
∮
γr2
dw
w
Fx(w)Gy(w),
with
2pii
∮
γr2
dw
w
Fx(w)Gy(w) =
(−1)x−y
2pii
∮
γr2
dw
w
wx−y = (−1)x−yδx,y,
which is used in
∗∗
= in (90) below. Remembering the definitions (82) of ax(k)
and by(`), this yields (using the radii (88)), thanks to Lemma 4.3 used in
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equality
∗
= in (90),
(−1)x−yKn,m(−y,−x)
=
∫
γr2
dw
w
∫
γr1
dz
z
Fx(z)Gy(w)w
z − w −
∫
γr2
dw
w
Gy(w)w
∫
γr1
dz
z
Fx(z)
+
∫
γr2
dw
w
∫
γr1
dz
z
Fx(z)Gy(w)w
det
(
1−K(1)k,` (0) + h(1)k (z−1)(− 1wh
(2)
` (w))
)
`2(2m+1,...)
det
(
1−K(1)(0))
`2(2m+1,...)
∗
=
∫
γr2
dw
w
∫
γr1
dz
z
Fx(z)Gy(w)w
z − w − 1 +
det
(
1−K(1)(0)− ax ⊗ by
)
`2(2m+1,...)
det
(
1−K(1)(0))
`2(2m+1,...)
∗∗
=
∫
γr3
dz
z
∫
γr2
dw
w
Fx(z)Gy(w)w
z − w + (−1)
x−yδx,y
− 1 +
det
(
1−K(1)(0)− ax ⊗ by
)
`2(2m+1,...)
det
(
1−K(1)(0))
`2(2m+1,...)
.
(90)
Then the dual kernel K˜n,m(−y,−x) is given by
(−1)x−yK˜n,m(−y,−x) = (−1)x−y(1−Kn,m(−y,−x))
=
∫
γr3
dz
z
∫
γr2
dw
w
Fx(z)Gy(w)w
w − z
+ 1−
det
(
1−K(1)(0)− ax ⊗ by
)
`2(2m+1,...)
det
(
1−K(1)(0))
`2(2m+1,...)
,
(91)
thus establishing formula (85) for r = s = n/2.
The second formula (86) for r = s = n/2 follows immediately from
the definitions (81) of Fx(z) and Gy(w), while the third formula is proved
exactly as in (68). It remains to prove the formulas (87) for ax(k) and by(`).
Indeed, formula (80) permits us to interchange the integration variables in
the expression below, so that |z/v| < 1, enabling us to expand 11−z/v =∑
b≥0(
z
v )
b. Thus, using the radii (88), and using the explicit expressions
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(81) and (53) for Fx and h
(1)
k , one finds for ax(k) as in (87), but for s = n/2,
ax(k) =
(−1)x+k
(2pii)2
∮
γs1
dv
v
∮
γr1
dz
z
ϕa(n; z)z
x+m+1
ϕa(2n; v)vk
1
v − z
=
(−1)x+k
(2pii)2
∮
γs1
dz
∮
γs3
dv
ϕa(n; z)z
x+m
ϕa(2n; v)vk+2
1
1− zv
− (−1)x+k
∮
γr1
dz
2pii
zx+m−k−2
z − a
ϕa(n; z)
= (−1)m
∑
b≥0
g
(1)
x+m+b(
n
2 )g
(2)
k+b(n) + g˜
(2)
−x−m+k(
n
2 )

and, similarly for by(`), for r = n/2,
by(`) = −(−1)
y+`
(2pii)2
∮
γr2
dw
w
∮
γs2
du
u
ϕa(2n;u)u
`+1
ϕa(n;w)wy+m
1
u− w
=
(−1)y+`
(2pii)2
∮
γr3
du
∮
γr2
dw
ϕa(2n;u)u
`
ϕa(n;w)wy+m+2
1
1− uw
− (−1)y+`
∮
γr2
dw
2pii
w−y−m+`
ϕa(n;w)
w − a
= (−1)m
∑
b≥0
g
(1)
`+b(n)g
(2)
y+m+b(
n
2 ) + g˜
(1)
−y−m+`(
n
2 )
 .
(92)
This proves Proposition 5.1 for r = s = n/2.
We now proceed to compute the extended kernel for general r and s,
using the recipe (29) in Proposition 3.1 applied to the non-extended kernel
(91). Thus,
(−1)x−yK˜extn,m(2r, x; 2s, y)
= −1s<r(−1)x−yψ2s−2r(x, y)
+ (−1)x−yψn−2r(x, ·) ∗ K˜extn,m(n, ·;n, ◦) ∗ ψ2s−n(◦, y)
= −1s<r(−1)x−yψ2s−2r(x, y) + (−1)x−y
∫
γr3
dz
z
∫
γr2
dw
w − z(
ψn−2r(x, u) ∗G−u(w)(−1)u
)(
F−v(z)(−1)v ∗ ψ2s−n(v, y)
)
+ (−1)x−y
〈
(1−K(1)2m+1(0))−1a−v(k)(−1)v ∗v ψ2s−n(v, y),
ψn−2r(x, u) ∗u b−u(`)(−1)u〉`2(2m+1,...)
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= −1s<rψ2s−2r)(x, y)(−1)x−y + S(2r, x; 2s, y)
+
〈
(1−K(1)2m+1(0))−1a−y,s(k), b−x,r(`)
〉
`2(2m+1,...)
(93)
We now show the last identity in (93). The useful tool here will be the
following formula for the ∗-product (with respect to x) holds:
z±x ∗x
∮
dw
2piiw
w∓xF (w) =
∮
dw
2piiw
∑
u∈Z
( z
w
)u
F (w) = F (z), (94)
from which it follows that (see (4))
z−v ∗v ψ2s−n(v, y) = z−y
(
1+az
1−a
z
)s−n2
, ψn−2r(x, u) ∗u wu =
(
1+aw
1− a
w
)n
2
−r
wx.
(95)
We thus need to compute the following ∗-product, with regard to v, also
using formula (95),
(−1)yF−y,s(z) = F−v(z)(−1)v ∗v ψ2s−n(v, y)
=
ϕa(n; z)
2pii
z−v+m+1 ∗v ψ2s−n(v, y)
=
ϕa(n; z)
2pii
z−y+m+1
(
1+az
1−a
z
)s−n/2
= (−1)yF−y(z)
(
1+az
1−a
z
)s−n/2
,
(96)
from which one deduces the following ∗-product, also in v, remembering the
definitions (53) of the h
(i)
k , and using the definitions (81) and (82),
(−1)ya−y,s(k) := a−v(k)(−1)v ∗v ψ2s−n(v, y)
=
∮
γr1
dz
z
h
(1)
k (z
−1)F−v(z)(−1)v ∗ ψ2s−n(v, y)
=
∮
γr1
dz
z
F−y,s(z)(−1)yh(1)k (z−1)
(97)
Similarly, one checks, using (81) and formula (95),
(−1)xG−x,r(w) := ψn−2r(x, u) ∗u G−u(w)(−1)u
= ψn−2r(x, u) ∗u
1
2pii
wu−m−1
ϕa(n;w)
=
1
2pii
wx−m−1
ϕa(n,w)
(
1 + aw
1− aw
)n
2−r
= (−1)xG−x(w)
(
1+aw
1− aw
)n
2−r
,
(98)
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from which one deduces, using (81) and (82)
(−1)xb−x,r(`) := ψn−2r(x, u) ∗u b−u(`)(−1)u
=
∮
γr2
dw
w
ψn−2r(x, u) ∗G−u(w)(−1)uh(2)k (w)
=
∮
γr2
dw
w
G−x,r(w)(−1)xh(2)` (w).
(99)
The last identity in (93) now follows from (96), (99) and (86). The for-
mulas (86) and (87), involving the g
(i)
k (
n
2 , .) are obtained exactly as in the
computation for r = s = n/2.
The identification of the first line of the equality (85) with the one-Aztec
diamond kernel (2) is immediate, after setting z 7→ −z−1 in the integral
ψ2(s−r). This concludes the proof of Proposition 5.1.
5.2 Representation of K˜extn,m as a double integral
Here we show formula (10) for K˜extn,m in Theorem 1.1 and also, along the way,
an alternative representation (102), which will be useful in taking saddle
point limits. The starting point here is again formula (30) for the kernel
Kn,m as in previous section; but instead we will now use the Christoffel-
Darboux formula and the two first formulas of (47). The methods and the
notation in this section are very close to those used in [4]. Remembering the
definition (70) of Φ(z), define the functions
E1(z, w) := e
n
2
(Φ(z)−Φ(w))
(
1− S(1)(z−1)
)(
1− S(2)(w)
)
E2(z, w) := e
n
2
(Φ(z)+Φ(w))(w − a)
(
1− S(1)(z−1)
)
T (2)(w)
E3(z, w) := e
−n
2
(Φ(z)+Φ(w)) 1
z − aT
(1)(z−1)
(
1− S(2)(w)
)
E4(z, w) := −en2 (Φ(z)−Φ(w))T (1)(w−1)T (2)(z)
(100)
and
C(u;x) := C1(u;x) + 2C2(u;x)
=
δx 6=0
2pii
∮
Γ0,a
dz
(−z)x+1 (1−R
(1)(z−1))(1−R(2)(z))
(
1+az
1−a
z
)u
− 2
2pii
∮
Γ0,a
dz
(−z)x+1T
(1)(z−1)T (2)(z)
(
1+az
1−a
z
)u
.
(101)
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Remembering the form of the kernel Kn,m(−x,−y), obtained in (30), one
has the following Proposition:
Proposition 5.2 The dual kernel K˜extn,m(2r,−x; 2s,−y) takes on two differ-
ent forms
(i) the form (10), as stated in Theorem 1.1.
(ii) or another form, useful for taking saddle point limits (see section 7.2):
(−1)x−y H2m+2(0)H2m+1(0)K˜
ext
n,m(2r,−x; 2s,−y) = C(s− r;x− y)
− 1s<r(−1)x−y H2m+2(0)H2m+1(0)ψ2(s−r)(−x,−y) +
∮
Γ0,a
dz
(2pii)2
∮
Γ0,a,z
dw
∑4
1Ei(z, w)
z − w
×
(−w)y−1(−z)x
(
1+az
1−a
z
)n
2−r
(
1+aw
1− a
w
)n
2−s
+
(−z)y
(−w)x+1
(
1+aw
1− a
w
)n
2−r
(
1+az
1−a
z
)n
2−s
1− az
1− aw
 .
(102)
Proof: As a first step, we prove the case r = s = n/2. The kernel Kn,m(x, y)
in (30) can be expressed as
Kn,m(x, y) =
1
(2pii)2
∮
Γ0,a
dz
z
ρRa (z)
∮
Γ0,a,z
dw
w
ρLa (w)
w−y−m
z−x−m
1
1− wz
×
((
w
z
)2m+1
P2m+1(z)Pˆ2m+1(w
−1)− Pˆ2m+1(z−1)P2m+1(w)
)
,
(103)
using the Christoffel-Darboux formula14 for bi-orthonormal polynomials on
the circle, (for M = 2m+ 1)
M−1∑
k=0
Pˆk(z
−1)Pk(w) =
z−MPM (z)wM PˆM (w−1)− PˆM (z−1)PM (w)
1− wz
. (104)
14This can be shown by generalizing an argument of B. Simon in [27], first proof of
Theorem 2.2.7.
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One then uses the representation (47) of the polynomials in terms of the
H
(i)
k ’s, yielding:
Kn,m(x, y)
=
∮
Γ0,a
dz
2pii
∮
Γ0,a,z
dw
2pii
(
(1 + az)
(
1− az
)
(1 + aw)
(
1− aw
))n/2 w−y−m−1
z−x−m
1
z − w
H
(1)
2m+1(z
−1)H(2)2m+1(w)
H2m+1(0)H2m+2(0)
−
∮
Γ0,a
dz
2pii
∮
Γ0,a,z
dw
2pii
(
(1 + aw)
(
1− aw
)
(1 + az)
(
1− az
) )n/2(1− aw
1− az
)
w−y+m
z−x+m+1
1
z − w
H
(1)
2m+1(w
−1)H(2)2m+1(z)
H2m+1(0)H2m+2(0)
.
(105)
Using (80), one finds, using (71) and (72) for the Fredholm determinants
and the function Φ(z) as in (70), and setting x 7→ −x, y 7→ −y,
H2m+2(0)
H2m+1(0)
Kn,m(−x,−y)
=
( 1
2pii
)2 ∮
Γ0,a
dz
∮
Γ0,a,z
dw
z − w
wy−1
zx
e
n
2 (Φ(z)−Φ(w))
× (1−R(1)(z−1))(1−R(2)(w))
+
( 1
2pii
)2 ∮
Γ0,a
dw
∮
Γ0,a,w
dz
w − z
z−x−1
w−y
(
1− aw
1− az
)
e
n
2 (Φ(w)−Φ(z))
× (1−R(1)(w−1))(1−R(2)(z))
+
1
2pii
∮
Γ0,a
dz
zx−y+1
(1−R(1)(z−1))(1−R(2)(z)).
(106)
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Using the identity (77) applied to the last term of Kn,m(−x,−y), the dual
kernel is then given by:
H2m+2(0)
H2m+1(0)
K˜n,m(−x,−y) = H2m+2(0)
H2m+1(0)
(δx,y −Kn,m(−x,−y))
=
( 1
2pii
)2∮
Γ0,a
dz
∮
Γ0,a,z
dw
w−z
wy−1
zx
e
n
2 (Φ(z)−Φ(w))(1−R(1)(z−1))(1−R(2)(w))
+
( 1
2pii
)2 ∮
Γ0,a
dw
∮
Γ0,a,w
dz
z − w
z−x−1
w−y
e
n
2 (Φ(w)−Φ(z))
(
1− aw
1− az
)
× (1−R(1)(w−1))(1−R(2)(z))
− δx 6=y
2pii
∮
Γ0,a
dz
zx−y+1
(1−R(1)(z−1))(1−R(2)(z)).
(107)
Multiplying the kernel (107) above by (−1)x−y, interchanging z ↔ w in the
second double integration and then combining the two first integrals, one
finds that the kernel K˜n,m(−x,−y) consists of two parts, a double integral
K(x, y)and a single integral C1(0;x− y), defined in (101),
(−1)x−yH2m+2(0)
H2m+1(0)
K˜n,m(−x,−y) = K(x, y) + C1(0;x− y), (108)
where (recall R(i) is given by (72))
K(x, y) :=
( 1
2pii
)2 ∮
Γ0,a
dz
∮
Γ0,a,z
dw
z − w
(
(−w)y−1
(−z)x +
(−z)y
(−w)x+1
1− az
1− aw
)
× en2 (Φ(z)−Φ(w))(1−R(1)(z−1))(1−R(2)(w))
(109)
and, confirming (101),
C1(0, x− y) = δx 6=y
2pii
∮
Γ0,a
dz
(−z)x−y+1 (1−R
(1)(z−1))(1−R(2)(z)).
Notice this establishes formula (10) of Theorem 1.1 for r = s = n/2.
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Using (100), the double integral-part K of the kernel (108) reads, upon
multiplying out (1−R(1)(z−1))(1−R(2)(w)),
K(x, y)
=
1
(2pii)2
∮
Γ0,a
dz
∮
Γ0,a,z
dw
1
z − w
(
(−w)y−1
(−z)x +
(−z)y
(−w)x+1
1− az
1− aw
)
e
n
2
(Φ(z)−Φ(w))
(
1− S(1)(z−1)− e
−nΦ(z)
a− z T
(1)(z−1)
)(
1− S(2)(w)− a− w
e−nΦ(w)
T (2)(w)
)
=
1
(2pii)2
∮
Γ0,a
dz
∮
Γ0,a,z
dw
∑3
1Ei(z, w)− wz
1− a
w
1−a
z
E4(w, z)
z − w
×
(
(−w)y−1
(−z)x +
(−z)y
(−w)x+1
1− az
1− aw
)
.
(110)
The part of the double integral, involving E4(w, z), is not in a usable form,
in view of the saddle point method and the topology of the contours; the
integrations have to be interchanged, at the expense of a new residue term.
So, using (80), the double integral K(x, y) involving E4(w, z) becomes, after
a further interchange z ↔ w:
=
1
(2pii)2
∮
Γ0,a
dz
∮
Γ0,a,z
dw
z − w
(
(−z)y−1
(−w)x +
(−w)y
(−z)x+1
1− aw
1− az
)
z
w
1− az
1− aw
E4(z, w)
− 2 1
2pii
∮
Γ0,a
dz
(−z)x−y+1T
(1)(z−1)T (2)(z).
(111)
Defining L(x, y) as the double integral part of K(x, y), namely
L(x, y) :=
1
(2pii)2
∮
Γ0,a
dz
∮
Γ0,a,z
dw
∑4
1Ei(z, w)
z − w
(
(−w)y−1
(−z)x +
(−z)y
(−w)x+1
1− az
1− aw
)
,
(112)
and remembering the definition (101) of C2(0, x), formulas (110) and (111)
show that
K(x, y) = L(x, y) + 2C2(0;x− y).
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Combining this formula with (108), together with (101), yields
(−1)x−yH2m+2(0)
H2m+1(0)
K˜n,m(−x,−y) = K(x, y) + C1(0;x− y)
= L(x, y) + 2C2(0;x− y) + C1(0;x− y)
= L(x, y) + C(0;x− y),
(113)
thus establishing formula (102) of Proposition 5.2, with the Ei and C(0;x)
as in (100) and (101), in the case r = s = n/2.
The proof of the extended case follows the recipe (29) in Proposition 3.1
applied to the non-extended kernel K˜n,m(x, y), namely:
(−1)x−yH2m+2(0)
H2m+1(0)
K˜
ext
n,m(2r, x; 2s, y)
=− 1s<r(−1)x−yψ2(s−r)(x, y)
H2m+2(0)
H2m+1(0)
+ ψn−2r(x, ·) ∗ (−1)x−yH2m+2(0)
H2m+1(0)
K˜n,m(· ; ◦) ∗ ψ2s−n(◦ , y).
Notice that the ∗-product only acts on the exponents of w and z in the
expressions (109), (112) and (101) for K, L and Ci(0;x). To do so, one first
removes the −signs in −z and −w and one changes x 7→ −x and y 7→ −y
and ones use the identities (95) below:
ψn−2r(x, u) ∗u
(
w−v−1
z−u
+
z−v
w−u+1
1− az
1− aw
)
∗v ψ2s−n(v, y)
=
w−y−1z−x
(
1+az
1−a
z
)n
2−r
(
1+aw
1− a
w
)n
2−s
+
z−y
w−x+1
(
1+aw
1− a
w
)n
2−r
(
1+az
1−a
z
)n
2−s
1− az
1− aw

and
ψn−2r(x, u) ∗u
(
zu
zv
)
∗v ψ2s−n(v, y) = zx−y
(
1 + az
1− az
)s−r
. (114)
One now applies these formulas to the two expressions (108) and (113) for
the non-extended kernel K˜n,m(x, y):
(−1)x−yH2m+2(0)
H2m+1(0)
K˜n,m(x, y)
= K(−x,−y) + C1(0;−x+ y) = L(−x,−y) + C(0;−x+ y),
(115)
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where K and L are defined in (109) and (112). From (114), the ∗-
multiplication amounts to inserting some elementary fractions. Thus the
first representation (115) leads to
(−1)x−yH2m+2(0)
H2m+1(0)
K˜extn,m(2r, x; 2s, y)
= −1s<r(−1)x−yψ2(s−r)(x, y)
H2m+2(0)
H2m+1(0)
+
δx 6=y
2pii
∮
Γ0,a
dz
(−z)−x+y+1 (1−R
(1)(z−1))(1−R(2)(z))
(
1 + az
1− az
)s−r
+
( 1
2pii
)2 ∮
Γ0,a
dz
∮
Γ0,a,z
dw
z − w (1−R
(1)(z−1))(1−R(2)(w))en2 (Φ(z)−Φ(w))
×
(−w)−y−1(−z)−x
(
1+az
1−a
z
)n
2−r
(
1+aw
1− a
w
)n
2−s
+
(−z)−y
(−w)−x+1
(
1+aw
1− a
w
)n
2−r
(
1+az
1−a
z
)n
2−s
1− az
1− aw
 ,
(116)
which is expression (i) for the extended kernel (formula (10)), upon using
the explicit expression (70) for enΦ(z)/2. Expression (ii) (formula (102)) is an
immediate consequence of the second representation (115) for Kn,m(−x,−y),
with L as in (112). This ends the proof of Proposition 5.2, and also the proof
of Theorem 1.1.
6 Scaling limits of various functions
6.1 Limit of the functions g
(i)
k
Remember the quantities v0, A, ρ, θ defined in (12) in terms of the weight
0 < a < 1 on vertical dominoes. Also the reader is reminded of the scaling
(13):
n = 2t, m =
2t
a+ a−1
+ σρt1/3
x = 2a2θτt2/3 + ξρt1/3, s = t+ (1 + a2)θτt2/3.
(117)
In the expression (7), the extended kernel K˜extn,m involves discrete variables
k and ` and involves integration variables u and v in K(i)(z−1), which we
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rescale as follows:
k =
[
4t
a+ a−1
+ κρ(2t)1/3 + 1
]
, ` =
[
4t
a+ a−1
+ λρ(2t)1/3 + 1
]
u = v0 +
U
A(2t)1/3
, v = v0 +
V
A(2t)1/3
z = v0 +
ζ
At1/3
, w = v0 +
ω
At1/3
.
(118)
The variables z and w, with the rescaling above, will appear much later in
Section 6.3. Also note that k, ` ≥ 2m+ 1 implies κ, λ ≥ σ˜ := 22/3σ.
Define the function F (v) and G(v), together with their Taylor series
around the saddle point v = v0 := −1−a1+a , and the Taylor series of log(−v)
about v0,
F (v) := log(1 + av) + log(1− av ) +
2
a+ a−1
log(−v)
= F (v0) +
A3
3
(v − v0)3 + O(v − v0)4
G(v) := (1 + a2)θ log
1 + av
1− av
− 2a2θ log(−v)
= G(v0)−A2(v − v0)2 + O(v − v0)3,
log(−v) = log(−v0) + 1v0 (v − v0) + O(v − v0)2,
(119)
with
G(v0) = (1− a2)θ log(−v0). (120)
Given parameters τ and λ, set for future use:
M τλ (t) := 2tF (v0) + τG(v0)(2t)
2/3 + λρ log(−v0)(2t)1/3
= 2tF (v0) +
(
(1− a2)θτ(2t)2/3 + ρλ(2t)1/3
)
log(−v0)
Mλ(t) := M
τ
λ (t)
∣∣∣
τ=0
.
(121)
Note that, upon introducing the scaling (118) for u and v, the function Φ(z)
as defined in (70), has the following Taylor series about v0, which then can
be scaled using the scaling (118) for v − v0 = VA(2t)1/3 ,
nΦ(v) = 2tF (v) + σ˜ρ(2t)1/3 log(−v)
= Mσ˜(t) +
1
3V
3 − σ˜V + O(t−1/3),
(122)
51
where F and Mσ˜ are defined in (119) and (121). Combining this with
log(−v) and, using the scaling (118) and (117) for `−2m = (λ−σ˜)ρ(2t)1/3+1,
and v − v0, yields:
nΦ(v) + (`− 2m) log(−v) = 2tF (v) + λρ(2t)1/3 log(−v) + log(−v)
= Mλ(t) + log(−v0) + 13V 3 − λV + O(t−1/3).
(123)
We shall need the following expressions in terms of the scaling (117) and
(118), together with the summation variable b = βρ(2t)1/3 :
k + b =
4t
a+ a−1
+ (κ+ β)ρ(2t)1/3 + 1
−x+m+ b = 2t
a+ a−1
− 2a2θτt2/3 + (σ − ξ + 21/3β)ρt1/3
x−m+ ` = 2t
a+ a−1
+ 2a2θτt2/3 + (−σ + ξ + 21/3λ)ρt1/3 + 1.
(124)
To do the asymptotics, the following Lemma from Borodin-Ferrari [10] comes
in useful:
Lemma 6.1 Given a contour integral of the form
I±t =
1
2pii
∮
γ{0,p1,...,pn}
dz e±[tf0(z)+t
2/3f1(z)+t1/3f2(z)+f3(z)], (125)
where γ{0,p1,...,pn} is a closed contour, having as poles the points 0, p1, . . . , pn
only. Assume that <f0(z) has a real saddle point v0 and a steepest descent
path γ′ about v0; assume that γ{0,p1,...,pn} can be deformed to γ
′, without pass-
ing through the points {0, p1, ..., pn}. Let f0(z) experience a double critical
point at v0, and f1(z) a single critical point:
f ′0(v0) = f
′′
0 (v0) = 0, f
′′′
0 (v0) > 0, f
′
1(v0) = 0.
Then, remembering the definition (14) of Ai(s)(x),
lim
t→+∞(tκ0)
1/3e∓[tf0(v0)+t
2/3f1(v0)+t1/3f2(v0)+f3(v0)]I±t = sgn(v0)Ai
(±κ1)(κ2),
(126)
where the convergence is uniform for κ1, κ2 in a bounded set, and with
κ0 =
f ′′′0 (v0)
2
, κ1 =
f ′′1 (v0)
2κ
2/3
0
, κ2 = −f
′
2(v0)
κ
1/3
0
. (127)
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For any choice of L > 0,
|t1/3e∓[tf0(v0)+t2/3f1(v0)+t1/3f2(v0)]I±t | ≤ c0e−c1κ2 (128)
uniformly for κ2 > −L and κ1 in a bounded set; c0 and c1 are positive
constants independent of t.
The next Lemma deals with the scaling limit of the g
(i)
k ’s, given by (52)
and (83) and the g˜
(i)
k ’s, given by (84); also remember expression (121) for
Mλ(t).
Lemma 6.2 (Limits of g
(i)
k ) Given the scaling (118) for `, together with
b = βρ(2t)1/3, the following limits hold15 :
lim
t→∞(2t)
1/3 A
v0 − ae
−Mλ(t)g(1)` (2t) = −Ai(λ)
lim
t→∞(2t)
1/3A(v0 − a)v20eMλ(t)g(2)` (2t) = −Ai(λ),
(129)
where the limit is uniform for λ in a bounded set. Also, for ` as above and
for any choice of L > 0,∣∣∣∣(2t)1/3e∓Mλ(t)g( 12 )` (2t)∣∣∣∣ < c0e−c1λ, (130)
uniformly for λ > −L, with positive constants c0 and c1 independent of t.
Also, using the scaling (117) and (118), one obtains
lim
t→∞ t
1/3 Av0
v0 − ae
−Mτ
σ−ξ+21/3β
(t/2)
g
(1)
−x+m+b(t; s− t) = Ai(−τ)(σ − ξ + 21/3β)
lim
t→∞ t
1/3Av0(v0 − a)eM
τ
σ−ξ+21/3β
(t/2)
g
(2)
−x+m+b(t; t− s) = Ai(τ)(σ − ξ + 21/3β),
(131)
where the limit is uniform for ξ, τ, β in bounded sets . Also, for any choice
of L > 0,∣∣∣∣t1/3e∓Mτσ−ξ+21/3β(t/2)g (1)(2)−x+m+b(t;±(s− t))∣∣∣∣ < c0e−c1(21/3β−ξ) (132)
15Ai(λ) = 1
2pii
∫
↗
↖
dV e
1
3
V 3−λV
53
uniformly for −ξ + 21/3β > −L, with c0 and c1 positive t-independent con-
stants. Furthermore, with the scaling (117) and (118),
lim
t→∞ t
1/3Ae
−M−τ
−σ+ξ+21/3λ
(t/2)
g˜
(1)
x−m+`(t; t− s) = −Ai(τ)(−σ + ξ + 21/3λ)
lim
t→∞ t
1/3Av20e
M−τ
−σ+ξ+21/3λ
(t/2)
g˜
(2)
x−m+`(t; s− t) = −Ai(−τ)(−σ + ξ + 21/3λ),
(133)
where the limit is uniform for λ in a bounded set and for any choice of
L > 0,∣∣∣∣t1/3e∓Mτ−σ+ξ+21/3λ(t/2)g˜ (1)(2)x−m+`(t;±(t− s))∣∣∣∣ < c0e−c1(ξ+21/3λ) (134)
uniformly for ξ+21/3λ > −L, for c0 and c1 positive t-independent constants.
Proof: Indeed, in view of a saddle point argument, consider the function
<F (x + iy), for F (v) as in (119); it tends to −∞ near (x, y) = (a, 0) and
(x, y) = (−1/a, 0) and tends to ∞ near (x, y) = (0, 0) and at ∞ on the
Riemann sphere; near its saddle point v = v0 := −1−a1+a < 0, the function
<F (x+ iy) looks like <(x+ iy)3, with the three separatrices through v = v0
in the upper-half plane y > 0 corresponding to the three separatrices of the
<(x+ iy)3 profile in y > 0; they are indicated by dotted lines in Figure 18.
So, the levels profile consists of (topological) circles about 0, a, −a−1 and
∞, separated by the separatrices. A path C of steep descent departing from
the saddle point will be given by, say, extending a small straight line making
an angle pi/6 < θ < pi/2, as indicated in figure 18, until it hits a level curve
in that quadrangle, which one then follows until it hits the x-axis. Then
one takes the mirror-image with respect to the x-axis. The contour thus
obtained winds around 0, but not around a. So, for the function g
(1)
` , one is
in the condition of Lemma 6.1.
The function g
(1)
` , involving integration about a contour Γ0 (about 0 and
not about a), takes on the following form, using the first equality of (123),
g
(1)
` (2t) =
∮
Γ0
−dv
2pii
(1−av )e2tΦ(v)+(`−2m) log(−v) =
∮
Γ0
−dv
2pii
e2tf0(v)+(2t)
1/3f2(v)+f3(v),
with
f0(v) = F (v), f2(v) = λρ log(−v), f3(v) = log(−v) + log(1− av ).
with
f ′0(v0) = f
′′
0 (v0) = 0,
1
2f
′′′
0 (v0) = A
3 > 0, f ′2(v0) = −Aλ < 0,
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satisfying the requirements of Lemma 6.1.
Then, by Lemma 6.1, one has that for any L > 0, keeping in mind the
definition (121) of Mλ(t),∣∣∣(2t)1/3g(1)` (2t)e−2tf0(v0)−(2t)1/3f2(v0)∣∣∣ = ∣∣∣(2t)1/3g(1)` (2t)e−Mλ(t)∣∣∣ < c0e−c1λ,
(135)
uniformly for λ > −L, with positive constants c0, c1, independent of t.
Then from (123) and using the usual saddle argument, it follows that for
λ ∈ K, a bounded set,
(2t)1/3e−Mλ(t)g(1)` (2t) =
a− v0
A
∫
↗
↖
dV
2pii
e
1
3
V 3−λV (1 + O(t−1/3)),
with O(t−1/3) just depending on the set K. The uniformity follows from
Lemma 6.1. Indeed, in the limit t→∞, the only contribution of the integral
comes from a small neighborhood of the path C of steepest descent, near the
saddle point v0 in v-coordinates; this yields two rays emanating from 0 in
V -coordinates with an angle pi/6 < θ < pi/2. This proves the uniform limit
(129) for g
(1)
` (2t).
The limit (129) for
g
(2)
` (2t) =
∮
Γ0,a
−dv
2pii
e−nΦ(v)−(`−2m) log(−v)
v2(1− av )
is similar, except that, since nΦ(v) + (`−2m) log(−v) appears with a minus
sign in the exponential, one looks for a path of steepest ascent. Such a path
consists of a loop about 0 and a, passing through the saddle: take a line in
the direction pi/2 < θ < 2pi/3, until it hits a level curve, then follow this
level around a; then, take the mirror image with respect to the x-axis. So,
this leads to a steepest ascent contour about 0 and a, as depicted in Figure
18. Then, by Lemma 6.1, or more directly upon taking the limit, when
t→∞, the only contribution comes again from a very small neighborhood
of v0. One also has a similar uniform estimate by the arguments of Lemma
6.1, for any L > 0, λ > −L,∣∣∣(2t)1/3g(2)` (2t)e2tf0(v0)+λ(2t)1/3f2(v0)∣∣∣ = ∣∣∣(2t)1/3g(2)` (2t)eMλ(t)∣∣∣ < c0e−c1λ,
(136)
with t-independent positive constants ci.
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• •a•−1/a z
w
O 
O 
Figure 18. Plot of level curves16 for <F (x + iy), for F (v) as in (119)
with a = 1/2 and saddle at v0 = −1−a1+a = −1/3. The six dotted curves
(departing from v0) are the separatrices of the level profile of <F (x + iy)
and correspond in the lower picture to the six separatrix curves of <(x+iy)3
departing from the origin.
16Near very dark regions the function tends to ∞ and near clear regions to −∞
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To prove (131), we invoke Lemma 6.1, applied to the following functions,
with the scaling (117) and (118), together with b = βρ(2t)1/3. So we must
prove that
g
(1)
−x+m+b(t; s− t) = −I+(t) and g(2)−x+m+b(t; t− s) = −I−(t)
with I±t of the form (125). Using the explicit expression (83) of g
(i)
` (t; s− t),
using expression (122) for Φ(z), formula (119) for G(z), and the scaling (124)
for −x+m+ b, one checks :
g
(1)
−x+m+b(t; s− t)
= −
∮
Γ0,a
dz
2pii
e
n
2 Φ(z)+(b−x) log(−z)+(s−t) log
1+az
1−az
+log(1−az )
= −
∮
Γ0,a
dz
2pii
etF (z)+G(z)τt
2/3+(σ−ξ+β21/3) log(−z)ρt1/3+log(1−az ),
and similarly for g
(2)
−x+m+b(t; s− t). So, for both cases:
f0(z) = F (z), f1(z) = τG(z), f2(z) = (σ − ξ + 21/3β)ρ log(−z)
f3(z) =
{
log(1− az ), for I+t
log((1− az )z2), for I−t
,
for which one checks from (119) and (12) that
κ0 = A
3, κ1 = −τ, κ2 = σ − ξ + 21/3β,
and consequently, from (121),
tf0(v0)+ t
2/3f1(v0)+ t
1/3f2(v0)+f3(v0) = M
τ
σ−ξ+21/3β(
t
2)+
{
log v0−av0
log(v0−a)v0
.
This and sgn v0 = −1 leads to the limit (131), together with the bound
(132).
To see (133), one shows that
g˜
(1)
x−m+`(t; s− t) = I+t and g˜(2)x−m+`(t, s− t) = I−t
with I±t as in Lemma 6.1. Using (124), one checks, for both cases,
f0(z) = F (z), f1(z) = −τG(z), f2(z) = (−σ + ξ + 21/3λ)ρ log(−z)
f3(z) =
{
0, for I+t
log z2, for I−t
,
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for which one checks that
κ0 = A
3, κ1 = τ, κ2 = −σ + ξ + 21/3λ.
and consequently
tf0(v0) + t
2/3f1(v0) + t
1/3f2(v0) + f3(v0) = M
−τ
−σ+ξ+21/3λ(
t
2) +
{
0
log(v20)
This leads to the limit (133) and the bound (134), ending the proof of Lemma
6.2.
6.2 Limit of a−y,s(k), b−x,r(`), K
(i)
k` and S(2r, x; 2s, y)
In the usual scaling (117) and (118) one replaces x by two variables x and
y, and also s by r and s, leading to new variables ξ1, ξ2 and τ1, τ2 ; so the
scaling is now:
scaling (117) and (118), together with
x = 2a2θτ1t
2/3 + ξ1ρt
1/3, y = 2a2θτ2t
2/3 + ξ2ρt
1/3
r = t+ (1 + a2)θτ1t
2/3, s = t+ (1 + a2)θτ2t
2/3.
(137)
The reader is reminded of the definitions (14) for A
(τ)
ξ (κ) and
K
(τ1,−τ2)
Ai (u1, u2).
Lemma 6.3 (Scaling limit of a−y,s(k), b−x,r(`) and K
(1)
k` (0)) Given the scal-
ing of x, y and k, `, r, s as in (137), one obtains for a−y,s(k) and b−x,r(`),
lim
t→∞ (−1)
m(ρv0t
1/3) e
M
−τ2
ξ2−σ+21/3κ
(t/2)
a−y,s(k) = A−τ2ξ2−σ(κ)
lim
t→∞ (−1)
m(−At1/3) e−M
−τ1
ξ1−σ+21/3λ
(t/2)
b−x,r(`) = Aτ1ξ1−σ(λ)
(138)
with the limit uniform for ξ1, ξ2, τ1, τ2 in a bounded set. Also for any L > 0,∣∣∣∣t1/3eM−τ2−σ+ξ2+21/3κ(t/2)a−y,s(k)∣∣∣∣ < c0e−c1(ξ2+21/3κ)∣∣∣∣ t1/3e−M−τ1−σ+ξ1+21/3λ(t/2)b−x,r(`)∣∣∣∣ < c0e−c1(ξ1+21/3λ), (139)
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uniformly for ξ2+2
1/3κ and ξ1+2
1/3λ > −L for c0, c1 positive t-independent
constants. Finally,
lim
t→∞(2t)
1/3eMκ(t)K
(1)
k` (0)e
−Mλ(t) = lim
t→∞(2t)
1/3eMλ(t)K
(2)
k` (0)e
−Mκ(t)
=
∫ ∞
0
dβ Ai(κ+ β)Ai(λ+ β) = KAi(κ, λ).
(140)
where the convergence is uniform for κ, λ in bounded sets. One has that∣∣∣(2t)1/3eMλ(t)K(2)k` (0)e−Mκ(t)∣∣∣ < c0e−c1(κ+λ) (141)
uniformly for κ, λ > −L, with c0 and c1 positive t-independent constants.
Proof: In the limits below, the M ’s defined in (121) satisfy the following
identity, useful later on:
M τ
σ−ξ+21/3β(t/2) +M
−τ
−σ+ξ+21/3κ(t/2) = Mκ+β(t). (142)
Setting n = 2t, as usual, and using (129), (131) and (142), one checks, by
substituting the scaling (124) for −x+m+ b and k+ b, with b = ρβ(2t)1/3,
that
lim
t→∞ ρv0t
1/3 e
M
−τ2
−σ+ξ2+21/3κ
(t/2)
∞∑
b=0
g
(1)
−x2+m+b(t; s− t)g
(2)
k+b(2t)
=− lim
t→∞
∑
β∈ρ−1(2t)−1/3N
(∆b)
ρ(2t)1/3
(
t1/3
Av0
v0−ae
−Mτ2
σ−ξ2+21/3β
(t/2)
g
(1)
−x2+m+b(t; s−t)
)
(
(2t)1/3A(a− v0)v20eMκ+β(t)g(2)k+b(2t)
)
= −
∫ ∞
0
Ai(−τ2)(σ − ξ2 + 21/3β)Ai(κ+ β)dβ.
(143)
The last limit holds by dominated convergence, using the estimates (132)
and (130); the sum above does not exceed in absolute value the following
sum
(2t)−1/3c0
∑
β∈ρ−1(2t)−1/3N
e−c1(σ−ξ2+2
1/3β)e−c1(κ+β) ≤ c′0e−c1(−ξ2+κ).
Also, from (133),
lim
t→∞(ρv0t
1/3) e
M
−τ2
−σ+ξ2+21/3κ
(t/2)
g˜
(2)
x2−m+k(t; s− t)
= Ai(−τ2)(−σ + ξ2 + 21/3κ).
(144)
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Combining (143), (144) and (87), one concludes the first formula of (138).
From (129), (131) and (142), it follows in a similar fashion that
lim
t→∞(−At
1/3) e
−M−τ1
−σ+ξ1+21/3λ
(t/2)
∞∑
b=0
g
(1)
`+b(2t)g
(2)
−x1+m+b(t; t− r)
= − lim
t→∞
∞∑
b=0
(∆b)
ρ(2t)1/3
(
(2t)1/3
A
a− v0 e
−Mλ+β(t)g(1)`+b(2t)
)
×
(
t1/3A(v0 − a)v0e
M
τ1
σ−ξ1+21/3β
(t/2)
g
(2)
−x1+m+b(t; t− r)
)
= −
∫ ∞
0
Ai(τ1)(σ − ξ1 + 21/3β)Ai(β + λ)dβ.
(145)
From (133), one obtains
lim
t→∞(−At
1/3) e
−M−τ1
−σ+ξ1+21/3λ
(t/2)
g˜
(1)
x1−m+`(t; t− r) = Ai(τ1)(−σ + ξ1 + 21/3λ).
(146)
Assembling (145) and (146), one deduces the second formula (138) from
(87). Next one uses (130), (132), (134) and an argument analogous to the
previous argument showing the estimate for dominated convergence; one
deduces (139). Finally, a−y,s(k) and b−x,r(`) tend to their respective limits
uniformly on bounded sets by the “uniform convergence on bounded sets”-
statement in Lemma 6.1.
In order to take the scaling limit of the kernels K
(i)
k` , using the scaling
(137), one sets b = ρβ(2t)1/3, and uses the infinitesimal elements
∆`
ρ(2t)1/3
= dλ and
∆b
ρ(2t)1/3
= dβ, (147)
where ∆` = 1 and ∆b = 1; using these, one obtains from (54) and (129),
lim
t→∞ e
Mκ(t)K
(1)
k` (0)e
−Mλ(t)∆`
∗
= lim
t→∞
∆`
(2t)1/3ρ
 ∑
β∈ρ−1(2t)−1/3N
∆b
(2t)1/3ρ
×
(
(2t)1/3
A
v0 − ae
−Mλ+β(t)g(1)[
4t
a+a−1 +(λ+β)ρ(2t)
1/3+1
](2t))
×
(
(2t)1/3A(v0 − a)v20eMκ+β(t)g(2)[ 4t
a+a−1 +(κ+β)ρ(2t)
1/3+1
](2t))

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= dλ
∫ ∞
0
dβ Ai(κ+ β)Ai(λ+ β) = KAi(κ, λ)dλ. (148)
Note that the sum in
∗
= can be viewed as an integral of a piecewise contin-
uous function. Then limt→∞ and integration can be exchanged, by using
dominated convergence. Indeed, using (135) and (136), the sum in
∗
=, before
taking the limit, denoted (say) by K
(1)
t (κ, λ), can be bounded in absolute
value by
|K(1)t (κ, λ)| ≤ c0
∑
β∈ρ−1(2t)−1/3N
1
(2t)1/3
e−c1(λ+β)e−c1(κ+β) ≤ c2e−c1(λ+κ),
(149)
for λ, κ > −L and with positive constants ci independent of t, yielding (141).
This justifies the existence of the uniform limit to the Airy kernel for κ and
λ in a bounded set. Moreover, since
(2t)1/3eMλ(t)K
(2)
k` (0)e
−Mκ(t) = (2t)1/3eMλ(t)K(1)`k (0)e
−Mκ(t),
one deduces from the above
lim
t→∞(2t)
1/3eMλ(t)K
(2)
k` (0)e
−Mκ(t) = lim
t→∞(2t)
1/3eMλ(t)K
(1)
`k (0)e
−Mκ(t) = KAi(λ, κ).
(150)
This concludes the proof of lemma 6.3.
Lemma 6.4 (Scaling limit of S(2r, x; 2s, y)). One obtains for the scaling of
x, y, r, s as in (137),
lim
t→∞ ρt
1/3(−v0)y−x+r−sS(2r, x; 2s, y) = K(τ1,−τ2)Ai (σ − ξ1, σ − ξ2), (151)
with uniform convergence for ξ1, ξ2, τ1, τ2 in bounded sets.
Proof: At first, one checks that the scaling (137) and the definition (121) of
M−τξ imply
(y − x+ r − s) log(−v0) =
(
(1− a2)θ(τ1 − τ2)t2/3 + ρ(ξ2 − ξ1)t1/3
)
log(−v0)
= M−τ2ξ2 (
t
2)−M−τ1ξ1 ( t2)
= M τ1σ−ξ1+β(
t
2)−M τ2σ−ξ2+β( t2).
(152)
61
Set, as usual, the scaling (137), with n = 2t, in the third expression (86) for
S(2r, x; 2s, y). However, we now set b = βρt1/3 instead of b = βρ(2t)1/3; i.e.,
replace 21/3β by β. Then, one checks, using the limits (131),
lim
t→∞ ρt
1/3e
(M
−τ2
ξ2
(t/2)−M−τ1ξ1 (t/2))S(2r, x; 2s, y)
= lim
t→∞
∑
β∈ N
ρt1/3
∆b
ρt1/3
(
t1/3
Av0
v0 − ae
−Mτ2σ−ξ2+β(t/2)g(1)−x2+m+b(t; s− t)
)
(
t1/3Av0(v0 − a)eM
τ1
σ−ξ1+β(t/2)g
(2)
−x1+m+b(t, t− r)
)
=
∫ ∞
0
Ai(−τ2)(σ − ξ2 + β)Ai(τ1)(σ − ξ1 + β)dβ = K(τ1,−τ2)Ai (σ − ξ1, σ − ξ2),
where we have used the exponential estimates (132) to get dominated con-
vergence in the above limit to the integral in the style of (149). The conver-
gence is uniform on bounded sets by uniform convergence on bounded sets
in Lemma 6.1 and dominated convergence in the integral, concluding the
proof of Lemma 6.4.
Lemma 6.5 Upon using the scaling of (137), with τ1−τ2 > 0, the following
limit holds for the function ψ2(s−r)(x, y) in (4),
lim
t→∞ ρt
1/3(−v0)y−x+r−s(−1)x−yψ2(s−r)(x, y) =
e
− (ξ1−ξ2)2
4(τ1−τ2)√
4pi(τ1 − τ2)
,
with uniform convergence for ξ1, ξ2, τ1, τ2 in bounded sets.
Proof: Using the scaling (137) in (4) and (119),
It := (−1)x−yψ2(s−r)(x, y) =
∫
Γ0,a
dz
2piiz
(−z)x−y
(
1 + az
1− az
)s−r
= −
∫
Γ0
dz
2pii
e(t
2/3f0(z)+t1/3f1(z)+f2(z)),
where we replaced Γ0,a by Γ0, since s− r < 0, and with
f0(z) = (τ2 − τ1)G(z), f1(z) = (ξ1 − ξ2)ρ ln(−z), f2(z) = − ln(−z).
By (119), G(z) experiences a simple critical point at v0, which suggests a
saddle point analysis about v0; therefore, set
Z =
√
2(τ1 − τ2) A(z − v0)t1/3,
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and picking a path of steepest descent, one finds that
It =
et
2/3(τ2−τ1)G(v0)+t1/3ρ(ξ1−ξ2) ln(−v0))
−Av0
√
2(τ1 − τ2) t1/3
(∫ i∞
−i∞
dZ
2pii
e
1
2
(Z2− 2(ξ1−ξ2)√
2(τ1−τ2)
Z)
+ O(t−1/3)
)
=
e
(M
−τ1
ξ1
(
t
2 )−M
−τ2
ξ2
(
t
2 ))
ρt1/3
e− 12 ( ξ1−ξ2√2(τ1−τ2) )2√
4pi(τ1 − τ2)
+ O(t−1/3)
 ,
with O(t−1/3) uniform for ξ1, ξ2, τ1, τ2 in bounded sets. The proof is com-
pleted upon exhibiting a path of steep descent through v0 for the function
G(z), or equivalently Gˆ(z).
Gˆ(z) :=
G(z)
θ(1 + a2)
− log(−a)
= log(z + a−1)− log(z − a) +
(
a−1 − a
a−1 + a
)
log(−z)
and note that <Gˆ(z) at (−a−1, 0, a,∞) is (−∞,−∞,+∞,+∞). To con-
struct a steepest ascent path, through v0, start with a small line segment
through v0 making a right angle with the real axis and join it to a level
curve in the upper half plane which it meets and follow the level curve until
it hits the x-axis to the right of a; then reflect this entire path in the x-axis
to complete the path. The construction of such level curves is described in
the proof of Lemma 6.2. This concludes the proof of Lemma 6.5.
6.3 Limit of the ingredients of the integral representation of
K˜extn,m
Recall the scaling (117) and (118), in particular the one of z and w. Also
remember the following expressions from (16), (73) and also define the kernel
K
(2)
t (κ, λ) :
Q(κ) =
[
(1− χσ˜KAiχσ˜)−1χσ˜Ai
]
(κ)
Q
(i)
` = [(1I− χ2m+1K(i)(0)>χ2m+1)−1χ2m+1g(i)](`),
K
(2)
t (κ, λ) := (2t)
1/3e−Mκ(t)K(2)k` (0)e
Mλ(t)
∣∣∣
scaling (118)
.
One shows the following Lemma:
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Lemma 6.6 The following limits hold:
lim
t→∞(2t)
1/3 A
v0 − ae
−Mκ(t)Q(1)k = limt→∞(2t)
1/3A(v0 − a)v20eMκ(t)Q(2)k = −Q(κ)
(153)
lim
t→∞(v0 − a)v0e
Mκ(t)h¯
(1)
k (z
−1) = −
∫ ∞
0
e−2
1/3ζβAi(κ+ β)dβ,
lim
t→∞ ((v0 − a)v0)
−1e−Mκ(t)h¯(2)k (z) = −
∫ ∞
0
e2
1/3ζβAi(κ+ β)dβ,
(154)
lim
t→∞ (v0 − a)
−1e−Mσ˜(t)T (1)(z−1) = −e−σ˜21/3ζ
∫ ∞
σ˜
Q(κ)eκ2
1/3ζdκ = −e−2σζQˆ(ζ).
lim
t→∞ (v0 − a)e
Mσ˜(t)T (2)(z) = −e−σ˜21/3ζ
∫ ∞
σ˜
Q(κ)e−κ2
1/3ζdκ = −e2σζQˆ(−ζ).
(155)
lim
t→∞S
(1)(z−1) = Pˆ(ζ), lim
t→∞S
(2)(z) = Pˆ(−ζ) (156)
where
Pˆ(ζ) = −
∫ ∞
σ˜
Q(κ)dκ
∫ ∞
0
e−2
1/3ζβAi(κ+ β)dβ,
with uniform convergence for κ and ζ in bounded sets.
Proof: Limits of Q
(i)
k : The proof of (153) proceeds along similar
lines as in [4], namely first one notices that the operator norm of the
Airy kernel ||χσ˜KAi(λ, κ)χσ˜|| < 1, and since χσ˜K(2)t (κ, λ)χσ˜ tends point-
wise to χσ˜KAi(λ, κ)χσ˜ (with exponential domination as in (149)), one also
has ||χσ˜K(2)t (κ, λ)χσ˜|| < 1 for large enough t from which it follows that
||(1− χσ˜K(2)t (κ, λ)χσ˜)−1|| < C uniformly for t large enough. Because of the
estimate (135) involving g`(1)(2t), one checks that
Qt(κ) :=
(
1− χσ˜K(2)t (κ, λ)χσ˜
)−1 A(2t)1/3
a− v0 e
−Mλ(t)g(1)4t
a+a−1 +λρ(2t)
1/3+1
(2t)
satisfies
|Qt(κ)| ≤ ce−θκ
for any θ > 0 and some constant c > 0.
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We have, using (140), (129) and the above discussion,
lim
t→∞(2t)
1/3 A
v0 − ae
−Mκ(t)Q(1)k = − limt→∞Qt(κ)
= lim
t→∞
(
1− e−Mκ(t)χ2m+1K(2)(0)k,`χ2m+1eMλ(t)
)−1A(2t)1/3
v0 − a e
−Mλ(t)g(1)` (2t)
=
[
(1− χσ˜KAiχσ˜)−1χσ˜Ai
]
(κ) = −Q(κ),
(157)
uniformly κ in a bounded set. Similarly
lim
t→∞(2t)
1/3A(v0 − a)v20eMκ(t)Q(2)k = −Q(κ). (158)
Limits of h
(i)
k : With the scaling b = ρβ(2t)
1/3, using the infinitesimal
element ∆b = 1 as in (147), and using the scaling (118) for z and k, one
checks from (53), (129) and (130) that
lim
t→∞(v0 − a)v0e
Mκ(t)h¯
(1)
k (z
−1)
= − lim
t→∞(v0 − a)v0e
Mκ(t)
∞∑
b=0
(−z)bg(2)k+b∆b
= − lim
t→∞(v0 − a)v0
∞∑
b=0
(
1− 2
1/3ζ
ρ(2t)1/3
)ρβ(2t)1/3
eβρ log(−v0)(2t)
1/3
eMκ(t)
g
(2)
k+b(2t)
1/3ρdβ
= lim
t→∞
∫ ∞
0
e
ρβ(2t)1/3 log(1− 21/3ζ
ρ(2t)1/3
)
[eMκ+β(t)g
(2)
k+b(2t)
1/3v20(v0 − a)A]dβ
= −
∫ ∞
0
e−2
1/3ζβAi(κ+ β)dβ,
(159)
using dominated convergence from (130). Similarly,
lim
t→∞
e−Mκ(t)
(v0 − a)v0 h¯
(2)
k (z) = −
∫ ∞
0
e2
1/3ζβAi(κ+ β)dβ. (160)
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Limits of T (i) and S(i): Setting ∆k = dκ (2t)1/3ρ, with ∆k = 1, one finds,
using the scaling (117) and (118) for z, k,m, with k−2m−1 = (κ−σ˜)ρ(2t)1/3,
lim
t→∞
1
v0 − ae
−Mσ˜(t)T (1)(z−1)
= lim
t→∞
1
v0 − ae
−Mσ˜(t)
∑
k≥2m+1
Q
(1)
k
(−z)k−2m∆k
= lim
t→∞
1
v0 − ae
−Mσ˜(t)
∑
k≥2m+1
Q
(1)
k
(
1− ζ
ρt1/3
)−k+2m
(−v0)−k+2m
[ρ(2t)1/3dκ]
= lim
t→∞
A
v0 − a
∑
k≥2m+1
Q
(1)
k
(
1− ζ
ρt1/3
)−k+2m
e−Mσ˜(t)(−v0)−k+2m+1
[(2t)1/3dκ]
= lim
t→∞
∑
k≥2m+1
A(2t)1/3
v0 − a e
−Mκ(t)Q(1)k dκe
(κ−σ˜)21/3ζ
= −e−σ˜21/3ζ
∫ ∞
σ˜
Q(κ)eκ2
1/3ζdκ = −e−2σζQˆ(ζ),
(161)
using (153), the estimate for Qt(κ) and dominated convergence. In the same
way
lim
t→∞ (v0 − a)e
Mσ˜(t)T (2)(z) = −eσ˜21/3ζ
∫ ∞
σ˜
Q(κ)e−κ2
1/3ζdκ = −e2σζQˆ(−ζ).
(162)
Then for the S(i)’s, one checks, using (157) and (159), the following limit:
lim
t→∞S
(1)(z−1) = −
∑
k≥2m+1
(
A(2t)1/3
v0 − a e
−Mκ(t)Q(1)k
)(
(v0−a)v0eMκ(t)h¯(1)k (z−1)
)
dκ
= −
∫ ∞
σ˜
Q(κ)dκ
∫ ∞
0
e−2
1/3ζβAi(κ+ β)dβ = Pˆ(ζ)
(163)
and
lim
t→∞S
(2)(z) = −
∫ ∞
σ˜
Q(κ)dκ
∫ ∞
0
e2
1/3ζβAi(κ+ β)dβ = Pˆ(−ζ). (164)
To justify the limit, one uses the exponential estimate for Qt(κ); also one
uses an exponential estimate obtained from (159), (160) and (130) in order
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to apply dominated convergence in the above integral. This ends the proof
of Lemma 6.6.
7 Scaling limits of the kernel K˜extn,m
7.1 Scaling limit as a perturbation of the Airy kernel
In this section we prove the first part of the main Theorem 1.2, namely
formula (19).
Theorem 7.1 The following scaling limit holds under (137):
lim
t→∞(−v0)
y−x+r−s(−1)x−y K˜extn,m(2r, x; 2s, y)ρt1/3
=− 1τ1>τ2
e
− (ξ1−ξ2)2
4(τ1−τ2)√
4pi(τ1 − τ2)
+K
(τ1,−τ2)
Ai (σ − ξ1, σ − ξ2)
+ 21/3
∫ ∞
σ˜
(
(1− χσ˜KAiχσ˜)−1Aτ1ξ1−σ
)
(λ)A−τ2ξ2−σ(λ)dλ,
(165)
where the first line on the right hand is the extended Airy kernel, as in (15),
except for some conjugation; see (20).
Proof: At first note that the y-scaling implies dy = ρt1/3dξ2. The kernel
(−1)x−yK˜extn,m(2r, x; 2s, y), as in (8), is a sum of three parts. Multiplying each
one with (−v0)y−x+r−sρt1/3, the limit of the first part is taken care of by
Lemma 6.5 and the limit of the second part by Lemma 6.4. So, it remains to
show the following uniform limit (uniform on ξ1, ξ2, τ1, τ2 in bounded sets),
taking into account identity (152) and the symmetry of the Airy kernel:
lim
t→∞ ρt
1/3e
(M
−τ2
ξ2
(
t
2 )−M
−τ1
ξ1
(
t
2 ))
〈
(1−K(1)2m+1(0))−1a−y,s, b−x,r
〉
`2(2m+1,...)
= 21/3
∫ ∞
σ˜
(
1− χσ˜KAiχσ˜)−1A−τ2ξ2−σ
)
(λ)Aτ1ξ1−σ(λ)dλ,
(166)
remembering the notation (5) for the restriction of the kernel K(0) to [2m+
1,∞). Using the identity(
M−τ2ξ2 (
t
2)−M−τ1ξ1 ( t2)
)
+ (Mκ(t)−Mλ(t)) = M−τ2ξ2−σ+21/3κ(
t
2)−M−τ1ξ1−σ+21/3λ(
t
2),
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together with Lemma 6.3, one checks the following limit:
lim
t→∞ ρt
1/3e
(M
−τ2
ξ2
(
t
2 )−M
−τ1
ξ1
(
t
2 ))
〈
(1−K(1)2m+1(0))−1a−y,s, b−x,r
〉
`2(2m+1,...)
= lim
t→∞
21/3
ρ(2t)1/3
∑
`≥2m+1
∆`[
(1− eMλ(t)K(1)2m+1(0)`ke−Mκ(t))−1((−1)m(t1/3ρv0e
M
−τ2
ξ2−σ+21/3κ
(
t
2 )a−y,s(k))
]
×
[
(−1)m(−t1/3Ae−M
−τ1
ξ1−σ+21/3λ
(
t
2 )b−x,r(`))
]
= 21/3
∫
σ˜
dλ
(
(1− χσ˜KAiχσ˜)−1A−τ2ξ2−σ
)
(λ)Aτ1ξ1−σ(λ),
(167)
where in the last equality, one uses the fact that ∆`
ρ(2t)1/3
= dλ, with ∆` = 1,
and the fact, already pointed out just after (118), that ` ≥ 2m + 1 implies
λ ≥ σ˜ = 22/3σ.
To justify the above, one needs uniformity of convergence. From the
estimates (139), and using arguments, as in the derivation of the exponential
bound for |Qt(κ)| in the proof of Lemma 6.6, we have that
{product of the expressions in the first bracket in (167)} ≤ c0e−c1λ
for ξi, τi in a bounded set, and for λ ≥ σ˜, with c0, c1 positive time-
independent constants, while from (139) one has a similar estimate for the
expression in the second bracket in (167). Thus by dominated convergence
we have the convergence to the integral in (167), with uniform convergence
for the parameters ξi, τi in bounded sets, concluding the proof of Theorem
7.1, except for the identification with the Airy process kernel, which follows
from (14).
7.2 Scaling limit as a sum of double integrals
Here we indicate the proof of the second half of Theorem 1.2, namely formula
(22) for r = s = n/2. To do so, we take the scaling limit of K˜n,m(x, y), given
by formula (102) in Proposition 5.2 for r = s = n/2; or what is the same,
formula (113) containing L given by (112). It proceeds along similar lines
as in [4]. We then merely sketch how to pass to the limit for the extended
kernel K˜extn,m(2r, x; 2s, y).
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From (122), one has, using the scaling (117), (118) and (137) for for n, z,
n
2 Φ(z) = tF (z) +
σ˜
2ρ(2t)
1/3 log(−z)
= 12Mσ˜(t) +
1
3ζ
3 − σζ + O(t−1/3).
(168)
With the scaling (118) and (137) for w, z, x, y, with τi = 0, one finds the
following limits:
lim
t→∞(−v0)
x−y
(
(−w)y−1
(−z)x +
(−z)y
(−w)x+1
1− az
1− aw
)
=
1
−v0
(
eζξ
eωη
+
e−ζη
e−ωξ
)
lim
t→∞(−v0)
x−y
(
(−z)y−1
(−w)x +
(−w)y
(−z)x+1
1− aw
1− az
)
=
1
−v0
(
eωξ
eζη
+
e−ωη
e−ζξ
)
(169)
and
lim
t→∞
dzdw
z − wdy = −v0
dζdω
ζ − ωdη. (170)
The L(x, y)-part of the kernel (113),
(−1)x−yH2m+2(0)
H2m+1(0)
K˜n,m(−x,−y) = L(x, y) + C(0;x− y), (171)
consists of the four double integrals appearing in (112), with the Ei given
in (100). Each of them will be examined separately, using the same saddle
point arguments as given around Figure 18 in the proof of Lemma 6.2.
1st double integral: From (168) and (164), it follows that
lim
t→∞ e
n
2 (Φ(z)−Φ(w)) =
e
1
3 ζ
3−σζ
e
1
3ω
3−σω
lim
t→∞S
(1)(z−1) = Pˆ(ζ) and lim
t→∞S
(2)(w) = Pˆ(−ω),
and thus
lim
t→∞ e
n
2 (Φ(z)−Φ(w))(1−S(1)(z−1))(1−S(2)(w)) = e
1
3 ζ
3−σζ
e
1
3ω
3−σω
(1−Pˆ(ζ))(1−Pˆ(−ω)).
(172)
2nd double integral: Since from (168), (163) and (164),
lim
t→∞ e
−Mσ˜(t)e
n
2 (Φ(z)+Φ(w)) =
e
1
3 ζ
3−σζ
e−
1
3ω
3+σω
, lim
t→∞ (w − a)e
Mσ˜(t)T (2)(w) = −e2σωQˆ(−ω),
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one has
lim
t→∞ (w − a)e
n
2 (Φ(z)+Φ(w))(1−S(1)(z−1))T (2)(w) = − e
1
3 ζ
3−σζ
e−
1
3ω
3−σω
(1−Pˆ(ζ))Qˆ(−ω).
(173)
3rd double integral: From (168), (162) and (164)), one obtains:
lim
t→∞ e
Mσ˜(t)e−
n
2 (Φ(z)+Φ(w)) =
e−
1
3 ζ
3+σζ
e
1
3ω
3−σω
lim
t→∞
1
z − ae
−Mσ˜(t)T (1)(z−1) = −e−2σζQˆ(ζ).
Therefore
lim
t→∞
1
z − ae
−n2 (Φ(z)+Φ(w))T (1)(z−1)(1−S(2)(w)) = −e
−13 ζ3−σζ
e
1
3ω
3−σω
Qˆ(ζ)(1−Pˆ(−ω)).
(174)
4th double integral: Since
lim
t→∞ e
−n2 (Φ(w)−Φ(z)) =
e
1
3 ζ
3−σζ
e
1
3ω
3−σω
,
one has from (162)
lim
t→∞
a− z
a− we
−n2 (Φ(w)−Φ(z))T (1)(w−1)T (2)(z) =
e
1
3 ζ
3+σζ
e
1
3ω
3+σω
Qˆ(−ζ)Qˆ(ω). (175)
Assembling the four double integrals, one finds the following limit,
upon using the contours in [4], in particular Figures 4 and 5:
lim
t→∞
(−v0)x−yρt1/3 L(x, y)
=
1
(2pii)2

∫
δ+iR
dζ
∫
−δ+iR
dω
e
ζ3
3
−σζ
e
ω3
3
−σω
(
eζξ
eωη
+
e−ζη
e−ωξ
)
(1− Pˆ(ζ))(1− Pˆ(−ω))
ζ − ω
−
∫
2δ+iR
dζ
∫
δ+iR
dω
e
ζ3
3
−σζ
e−
ω3
3
−σω
(
eζξ
eωη
+
e−ζη
e−ωξ
)
(1− Pˆ(ζ))Qˆ(−ω)
ζ − ω
−
∫
−δ+iR
dζ
∫
−2δ+iR
dω
e−
ζ3
3
−σζ
e
ω3
3
−σω
(
eζξ
eωη
+
e−ζη
e−ωξ
)
(1− Pˆ(−ω))Qˆ(ζ)
ζ − ω
−
∫
δ+iR
dζ
∫
−δ+iR
dω
e
ζ3
3
+σζ
e
ω3
3
+σω
(
eωξ
eζη
+
e−ωη
e−ζξ
)
Qˆ(−ζ)Qˆ(ω)
ζ − ω .

(176)
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This leads to the double integral representation (22) in Theorem 1.2, for
the non-extended kernel r = s = n/2, upon interchanging ω and ζ in the
last integral.
In order to take the scaling limit of the C(0;x− y)-part of the kernel
(171), one needs to express C(0;x) in a more convenient form, as is given
by formula (184) in Proposition 9.1 of the Appendix. Using this form, one
now proves the following:
Proposition 7.2 Under the scaling (137) for x, y with τ1 = τ2 = 0 and
ξ1 7→ ξ and η1 7→ η, one finds
lim
t→∞(−v0)
x−yρt1/3 C(0;x− y)
= 2−1/3
∫ ∞
σ˜
dκ Q(κ)
(
Ai(κ+ (ξ − η)2−1/3) + Ai(κ− (ξ − η)2−1/3)
)
+
∫ ∞
σ˜
dκ
∫ ∞
σ˜
dλ Q(κ)Q(λ)
×
(
KAi(κ, λ− (ξ − η)2−1/3) +KAi(κ+ (ξ − η)2−1/3, λ)
)

Proof: Setting 1 = ∆y = ρt1/3dη and 1 = ∆k = ρt1/3dκ, one checks in the
first expression (184), using (129) and (153), that:
lim
t→∞(−v0)
x−y∆y
∑
k≥2m+1
Q
(1)
k g
(2)
k+x−y∆k
= lim
t→∞ 2
−1/3eρ log(−v0)(ξ−η)t
1/3
ρ(2t)1/3dη
∑
k≥2m+1
Q
(1)
k g
(2)
k+x−yρ(2t)
1/3dκ
= lim
t→∞ 2
−1/3dη eρ log(−v0)(ξ−η)t
1/3
eMk(t)e
−M
κ+(ξ−η)2−1/3 (t)∑
k≥2m+1
(
(2t)1/3
A
v0 − ae
−Mκ(t)Q(1)k
)(
(2t)1/3A(v0 − a)v20eMκ+(ξ−η)2−1/3g(2)k+x−y
)
dκ
= 2−1/3dη
∫ ∞
σ˜
dκ Q(κ)Ai(κ+ (ξ − η)2−1/3),
(177)
using dominated convergence in the integral. Similarly
lim
t→∞(−v0)
x−y∆y
∑
k≥2m+1
Q
(2)
k g
(1)
k−x+y = 2
−1/3dη
∫ ∞
σ˜
dκ Q(κ)Ai(κ−(ξ−η)2−1/3)
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The limit of the last two expressions in (184) are the following:
lim
t→∞(−v0)
x−y∆y
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` K
(1)
k,`−x+y(0)
= lim
t→∞(−v0)
x−y∆y
∑
k≥2m+1
∑
`≥2m+1
Q
(1)
k Q
(2)
` K
(1)
k,`−x+y(0)∆k ∆`
= 2−1/3dη
∫ ∞
σ˜
dκ
∫ ∞
σ˜
dλ Q(κ)Q(λ)KAi(κ, λ− (ξ − η)2−1/3)dκ dλ
and
lim
t→∞(−v0)
x−y∆y
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` K
(1)
k+x−y,`(0)
= 2−1/3dη
∫ ∞
σ˜
dκ
∫ ∞
σ˜
dλ Q(κ)Q(λ)KAi(κ+ (ξ − η)2−1/3, λ),
thus establishing Proposition 7.2.
8 The tacnode kernel and non-colliding Brownian
motions
In this section, we prove expression (21) for the kernel Ktac, as given in (23),
and we also show that Ktac = Ktacbr . To do so, introduce the function
Sτξ (κ) = Ai
(τ)(ξ − σ + 21/3κ)
and the operator T on L2(σ˜,∞), with kernel
T (κ, β) = Ai(κ+ β − σ˜).
Note that KAi, as an operator on L
2(σ˜,∞), is given by∫ ∞
σ˜
Ai(κ+ λ− σ˜)Ai(β + λ− σ˜)dλ = KAi(κ, β),
and that
KAi = T
2. (178)
It therefore follows that the resolvent of the Airy kernel can be expressed as
1+R = (1−KAi)−1 = (1− T 2)−1 =
∞∑
r=0
T 2r. (179)
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With this notation, expression (14) for Aτξ (κ) can be written
Aτξ−σ(κ) = S
τ
ξ (κ)− TSτ−ξ(κ). (180)
Setting
〈f(κ), g(κ)〉 =
∫ ∞
σ˜
f(κ)g(κ)dκ,
one checks that
K
(τ1,−τ2)
Ai (σ − ξ1, σ − ξ2) = 21/3〈Sτ1−ξ1 , S
−τ2
−ξ2 〉 (181)
and, using (179),∫ ∞
σ˜
(
(1− χσ˜KAiχσ˜)−1Aτ1ξ1−σ
)
(λ)A−τ2ξ2−σ(λ)dλ
=
〈
(1+R)(Sτ1ξ1 − TS
τ1
−ξ1 , S
−τ2
ξ2
− TS−τ2−ξ2
〉
=
〈 ∞∑
0
T 2rSτ1ξ1 , S
−τ2
ξ2
〉
+
〈 ∞∑
0
T 2r+2Sτ1−ξ1 , S
−τ2
−ξ2
〉
− 〈 ∞∑
0
T 2r+1Sτ1−ξ1 , S
−τ2
ξ2
〉− 〈 ∞∑
0
T 2r+1Sτ1ξ1 , S
−τ2
−ξ2
〉
(182)
To conclude, by adding the two contributions (181) and (182), the kernel,
as in (19) takes on the following form:
Ktac(τ1, ξ2; τ2, ξ2)
= −1τ1>τ2p(τ1 − τ2; ξ1, ξ2)
+ 21/3
〈 ∞∑
0
T 2rSτ1ξ1 , S
−τ2
ξ2
〉
+ 21/3
〈 ∞∑
0
T 2rSτ1−ξ1 , S
−τ2
−ξ2
〉
− 21/3〈 ∞∑
0
T 2r+1Sτ1−ξ1 , S
−τ2
ξ2
〉− 21/3〈 ∞∑
0
T 2r+1Sτ1ξ1 , S
−τ2
−ξ2
〉
=− 1τ1>τ2p(τ1 − τ2; ξ1, ξ2)
+ 21/3
∫ ∞
σ˜
dλ

(
(1−KAi)−1σ˜ Sτ1ξ1
)
(λ) S−τ2ξ2 (λ)
−
(
(1−KAi)−1σ˜ TSτ1−ξ1
)
(λ) S−τ2ξ2 (λ)
+ {ξi ↔ −ξi}
 ,
(183)
which yields formula (21), upon using formula (180) for Aτ1ξ1−σ(λ).
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Proof of Theorem 1.3: The kernel Ktacbr as in (23) can be written, using the
notations (179) and (180) as follows
Ktacbr =− 1τ1>τ2p(τ1 − τ2; ξ1, ξ2)
+ 21/3

〈Sτ1−ξ1 , S
−τ2
−ξ2 〉+ 〈S
τ1
ξ1
, S−τ2ξ2 〉
−
〈
(1+R)(S−τ2ξ1 − TS
−τ2
−ξ2 , TS
τ1
−ξ1
〉
−
〈
(1+R)(S−τ2−ξ2 − TS
−τ2
ξ2
, TSτ1ξ1
〉

= −1τ1>τ2p(τ1 − τ2; ξ1, ξ2)
+ 21/3
〈 ∞∑
0
T 2rSτ1ξ1 , S
−τ2
ξ2
〉
+ 21/3
〈 ∞∑
0
T 2rSτ1−ξ1 , S
−τ2
−ξ2
〉
− 21/3〈 ∞∑
0
T 2r+1Sτ1−ξ1 , S
−τ2
ξ2
〉− 21/3〈 ∞∑
0
T 2r+1Sτ1ξ1 , S
−τ2
−ξ2
〉
= Ktac,
which yields the formula in (183), ending the proof of Theorem 1.3.
9 Appendix: An expression for the integral C(0;x)
in the kernel K˜n,m
As was pointed out in Proposition 7.2, in order to take scaling limits, one
needs to express C(0;x), defined in (101), in a more convenient form. This
is done below. In this section, let C(x) := C(0;x) and Ci(x) := Ci(0;x).
Proposition 9.1 : The following holds:
C(0;x) =
∑
k≥2m+1
(
Q
(1)
k g
(2)
k+x +Q
(2)
k g
(1)
k−x
)
+
∑
k≥2m+1
Q
(1)
k Q
(2)
`
(
K
(1)
k,`−x(0) +K
(1)
k+x,`(0)
)
.
(184)
Proof: In this proof one uses over and over the expressions (72) for R(1)(z−1)
and R(2)(w), expressions (74) for S(i) and T (i), the series expansions (68)
for h¯
(i)
k and the integral representation (52) for g
(i)
` = g
(i)
` (n). Using∮
Γ0
dz
2pii
1
(−z)x+1 = δx,0
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one checks by substituting the expressions above, and recognizing the inte-
grals for g
(i)
` ,
−
∮
Γ0,a
dz
2pii
1
(−z)x+1 (R
(1)(z−1) +R(2)(z))
= δx<0
∑
k≥2m+1
Q
(1)
k g
(2)
k+x + δx>0
∑
k≥2m+1
Q
(2)
k g
(1)
k−x
(185)
and∮
Γ0,a
dz
2pii
1
(−z)x+1R
(1)(z−1)R(2)(z)
= −
∑
k,`≥2m+1
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β −
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` δx,`−k
+
∑
k,`≥2m+1
α≥0
Q
(1)
k Q
(2)
`
(
g
(2)
k+αg
(1)
`+α−x + g
(1)
`+αg
(2)
k+α+x
)
.
(186)
So, C1(x) has the following form:
C1(x) = δx 6=0C∗1 (x) (187)
with (adding δx=0 in the expression below is harmless, since C
∗
1 (x) gets
multiplied with δx 6=0),
C∗1 (x) := (δx<0 +
1
2δx=0)
∑
k≥2m+1
Q
(1)
k g
(2)
k+x + (δx>0 +
1
2δx=0)
∑
k≥2m+1
Q
(2)
k g
(1)
k−x
−
∑
k,`≥2m+1
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β −
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` δx,`−k
+
∑
k,`≥2m+1
α≥0
Q
(1)
k Q
(2)
`
(
g
(2)
k+αg
(1)
`+α−x + g
(1)
`+αg
(2)
k+α+x
)
.
(188)
Also, by straightforward substitution, one finds:
C2(x) =
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` δx,`−k. (189)
In the Lemma below, it will be shown that C∗1 (0) = 0 and thus C1(x) =
C∗1 (x). Therefore, adding (188) and (189), one checks, using (54) and the
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identity (192) of the Lemma below:
C(x) = C1(x) + 2C2(x) = C
∗
1 (x) + 2C2(x)
=
(
δx<0 +
1
2
δx=0
) ∑
k≥2m+1
Q
(1)
k g
(2)
k+x +
(
δx>0 +
1
2
δx=0
) ∑
k≥2m+1
Q
(2)
k g
(1)
k−x
+
∑
k,`≥2m+1
Q
(1)
k Q
(2)
`
(
K
(1)
k,`−x(0) +K
(1)
k+x,`(0)
)
−
∑
k,`≥2m+1
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β +
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` δx,`−k
=
∑
k≥2m+1
(
Q
(1)
k g
(2)
k+x +Q
(2)
k g
(1)
k−x
)
+
∑
k≥2m+1
Q
(1)
k Q
(2)
`
(
K
(1)
k,`−x(0) +K
(1)
k+x,`(0)
)
.
(190)
This establishes Proposition 9.1.
Lemma 9.2 The following holds
C∗1 (0) = 0 (191)
and
−
∑
k,`≥2m+1
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β +
∑
k,`≥2m+1
Q
(1)
k Q
(2)
` δx,`−k
= (δx>0 +
1
2
δx=0)
∑
k≥2m+1
Q
(1)
k g
(2)
k+x + (δx<0 +
1
2
δx=0)
∑
k≥2m+1
Q
(2)
k g
(1)
k−x
(192)
Proof: (i) First we prove that∑
k≥M
Q
(2)
k g
(1)
k =
∑
k≥M
Q
(1)
k g
(2)
k (193)
Since, by definition, upon setting P (i) := (1− χMK(i)(0)χM )−1, (set 2m+
1 = M)
Q
(1)
k =
(
(1− χMK(2)(0)χM )−1χMg(1)
)
(k) =: P (2)(χMg
(1))(k)
Q
(2)
k =
(
(1− χMK(1)(0)χM )−1χMg(2)
)
(k) =: P (1)(χMg
(2))(k),
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one has, using P (1)> = P (2),∑
k≥M
Q
(2)
k g
(1)
k = 〈P (1)(χMg(2)), χMg(1)〉
= 〈χMg(2), P (2)(χMg(1))〉 =
∑
k≥M
Q
(1)
k g
(2)
k .
(ii) Therefore, by (188),
C∗1 (0) =
∑
k≥M
Q
(1)
k g
(2)
k +
∑
k,`≥M
Q
(1)
k Q
(2)
` K
(1)
k,` (0)−
∑
k≥M
Q
(1)
k Q
(2)
k
= 〈P (2)(χMg(1)), χMg(2)〉
+ 〈P (2)(χMg(1)), χMK(1)(0)χMP (1)(χMg(2))〉
− 〈P (2)(χMg(1)), P (1)(χMg(2))〉
= 〈P (2)(χMg(1)), χMg(2)〉
− 〈P (2)(χMg(1)), (1− χMK(1)(0)χM )P (1)χMg(2)〉 = 0.
(194)
Then C∗1 (0) = 0 implies C1(x) = C∗1 (x), establishing identity (191).
(iii) Using17, for k ≥M ,
Q
(1)
k = g
(1)
k +
∑
`≥M
K
(2)
k` (0)Q
(1)
`
Q
(2)
k = g
(2)
k +
∑
`≥M
K
(1)
k` (0)Q
(2)
`
(195)
and writing 1 =
(
δx>0 +
1
2δx=0
)
+
(
δx<0 +
1
2δx=0
)
,∑
k,`≥M
Q
(1)
k Q
(2)
` δx,`−k
=
∑
k,`≥M
Q
(1)
k Q
(2)
` δx,`−k
((
δx>0 +
1
2δx=0
)
+
(
δx<0 +
1
2δx=0
))
=
(
δx>0 +
1
2δx=0
) ∑
k≥M
Q
(1)
k Q
(2)
k+x +
(
δx<0 +
1
2δx=0
) ∑
k≥M
Q
(1)
k−xQ
(2)
k
17for P = (1−K)−1, one has P = 1 +KP
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=
(
δx>0 +
1
2δx=0
)∑
k≥M
Q
(1)
k g
(2)
k+x +
∑
k,`≥M
Q
(1)
k K
(1)
k+x,`(0)Q
(2)
`

+
(
δx<0 +
1
2δx=0
)∑
k≥M
Q
(2)
k g
(1)
k−x +
∑
k,`≥M
Q
(2)
k K
(2)
k−x,`(0)Q
(1)
`
 .
(196)
Also, by (54),∑
k,`≥2m+1
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β =
(
δx<0 +
1
2
δx=0
) ∑
k,`≥M
Q
(1)
` Q
(2)
k K
(2)
k−x,`(0)
+
(
δx>0 +
1
2
δx=0
) ∑
k,`≥M
Q
(1)
k Q
(2)
` K
(1)
k+x,`(0).
(197)
Hence, subtracting these two formulas, one finds∑
k,`≥M
Q
(1)
k Q
(2)
` δx,`−k −
∑
k,`≥M
α,β≥0
Q
(1)
k Q
(2)
` g
(2)
k+αg
(1)
`+βδx,α−β
=
(
δx>0 +
1
2δx=0
) ∑
k≥M
Q
(1)
k g
(2)
k+x +
(
δx<0 +
1
2δx=0
)
Q
(2)
k g
(1)
k−x,
(198)
thus ending the proof of identity (192) and Lemma 9.2.
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