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S U M M A R Y
Thermoelectric devices provide the possibility to generate electricity from waste heat, that is
produced in large amounts in all kinds of energy-conversion processes. Their efficiency compared
to other energy resources is, however, rather low. To make them profitable, materials with a high
thermoelectric figure of merit, ZT , need to be discovered. ZT is determined by the electronic
and thermal transport properties. In the context of this thesis, we study the electronic transport
properties of two emerging thermoelectric materials, the two-dimensional material SnSe and a
complex type-I clathrate alloy. Their reliable description requires different methodology, that has
been implemented or developed during this PhD project.
For SnSe, the origin of its unprecedented high ZT for a wide temperature range was thus far
puzzling. We study the temperature dependence of the conductivity and the Seebeck coefficient
of its low-temperature phase using the Boltzmann transport (BT) approach in the relaxation
time approximation (RTA). We show that only by simultaneously accounting for thermal lattice
expansion and electron-phonon coupling, good agreement with experiment is reached for both,
Na-doped and undoped SnSe. In preparation of this work, the BT approach has been implemented
and demonstrated on Bi2Te3.
Type-I clathrates are inclusion compounds that have an enormous compositional space, thus of-
fering a good playground to tailor their properties towards a high thermoelectric performance. For
Ba8AlxSi46−x, besides the composition, the properties are also affected by the configuration, i.e.,
the arrangement of Al atoms in the host lattice AlxSi46−x. At the charge-compensated composition
x = 16, the ground-state configuration is found to be a semiconductor, while configurations with
energies only a few meV/atom above the ground state are metallic. We obtain a realistic descrip-
tion of the electronic, structural, and transport properties of Ba8AlxSi46−x at finite-temperature by
performing configurational averages, using Metropolis Monte-Carlo and Wang-Landau samplings,
combined with the cluster expansion method. From a newly developed method to compute the
finite-temperature effective band structure of alloys, we observe a temperature-driven closing of
the band gap for x = 16. This is concomitant with a partial order-disorder phase transition,
whose macroscopic transition temperature is found at 582 K. Such a phase transition can have a
dramatic impact on the thermoelectric efficiency, for which semiconducting behavior is favorable.
The closing of a band gap below the Fermi energy originating from a partial order-disorder phase
transition is also observed for n-doped clathrates. For the example of x = 15, the electronic
transport coefficients are calculated by the BT approach in the constant RTA. Again, performing
a configurational average of them, we find that they agree well with experiment.
We further present a novel ab initio memory-function approach for solids to calculate the
electrical conductivity of disordered solids. This method, originally used for the homogeneous
electron gas, is able to describe disordered systems at all coupling strengths. An application of
the developed formalism is demonstrated on the example of sodium. For this system, a metal-to-
insulator transition is observed, as expected for this nearly-free electron system.

Z U S A M M E N FA S S U N G
Thermoelektrische Bauelemente ermöglichen die Generierung von Elektrizität aus überschüssiger
Wärme, die in großer Menge in Geräten und Prozessen erzeugt wird. Deren Effizienz ist allerdings
sehr gering im Vergleich zu anderen Energiequellen. Um Thermoelektrika profitabel zu machen,
bedarf es noch der Entdeckung von Materialien mit einer hohen Gütezahl. Die Gütezahl ergibt sich
aus den elektronischen und thermischen Transporteigenschaften. Im Rahmen dieser Dissertation
werden die elektronischen Transporteigenschaften von zwei hochaktuellen thermoelektrischen Ma-
terialien untersucht. Es handelt sich um das Schichtsystem SnSe und um eine komplexe Klathrat-
Legierung. Deren zuverlässige physikalische Beschreibung benötigt verschiedene Methoden, die
während dieses Dissertationsprojektes entwickelt oder implementiert wurden.
Der Ursprung der beispiellos hohen Gütezahl von SnSe über einen großen Temperatur-
bereich war bisher rätselhaft. Wir untersuchen die Temperaturabhängigkeit der Leitfähigkeit und
des Seebeck-Koeffizienten für die Niedrigtemperaturphase unter Verwendung der Boltzmann-
Transportmethode in der Relaxationszeitnäherung. Wir zeigen, dass für Na-dotiertes und un-
dotiertes SnSe nur bei gleichzeitiger Einbeziehung der thermischen Ausdehnung des Kristallgitters
und der Elektron-Phonon-Streuprozesse eine gute Übereinstimmung mit Experimenten erreicht
wird. In Vorbereitung auf diese Arbeit wurde die Boltzmann-Transportmethode implementiert
und an Bi2Te3 veranschaulicht.
Typ-I-Klathrate sind Einschlussverbindungen mit einer Vielzahl an möglichen Zusammenset-
zungen. Sie bieten somit einen guten Spielraum, um ihre Eigenschaften hin zu einer hohen
thermoelektrischen Effizienz zu optimieren. Die Eigenschaften der hier untersuchten Verbindung
Ba8AlxSi46−x hängen neben dessen Zusammensetzung auch von dessen Konfiguration, d.h. der
Anordnung der Al-Atome im Wirtsgitter, ab. Für die Al-Konzentration x = 16 wurde bereits
festgestellt, dass der Grundzustand ein Halbleiter ist, während Konfigurationen mit einer Energie
von nur wenigen meV/atom über dem Grundzustand metallisch sind. Wir erhalten eine zuverläs-
sige Beschreibung der elektronischen, strukturellen und Transporteigenschaften von Ba8AlxSi46−x
bei endlichen Temperaturen durch Mittlungen über Konfigurationen. Hierfür werden Metropolis
Monte-Carlo und Wang-Landau Samplings in Kombination mit der Cluster Expansion Method
verwendet. Mittels einer neu entwickelten Methode zur Berechnung der temperaturabhängigen
effektiven Bandstruktur von Legierungen beobachten wir ein temperaturbedingtes Schließen der
Bandlücke für x = 16. Dies geht mit einem partiellen Ordnung-/Unordnungsphasenübergang
einher, dessen Übergangstemperatur bei 582 K liegt. Solch ein Phasenübergang kann drama-
tische Auswirkungen auf die thermoelektrische Effizienz haben, da für diese die Eigenschaften eines
Halbleiters von Vorteil sind. Das Schließen einer Bandlücke unterhalb des Fermi-Niveaus, verur-
sacht durch einen partiellen Ordnung-/Unordnungsübergang, beobachten wir auch für n-dotierte
Klathrate. Für die Al-Konzentration x = 15 berechnen wir die elektrischen Transporteigenschaften
unter der Verwendung der Boltzmann-Transportmethode in der Relaxationszeitnäherung mit der
Annahme einer konstanten Relaxationszeit. Hier erreichen wir mit Hilfe der Mittelung über Kon-
figurationen eine gute Übereinstimmung mit dem Experiment.
Des Weiteren präsentieren wir eine neue Ab-initio-Methode basierend auf einer Gedächtnis-
funktion zur Berechnung der elektrischen Leitfähigkeit ungeordneter Festkörper. Diese wurde
ursprünglich für das homogene Elektronengas entwickelt. Wir zeigen, dass der entwickelte For-
malismus in der Lage ist, ungeordnete Systeme für jede Kopplungsstärke zu beschreiben. Das
wird anhand des Beispiels von Natrium gezeigt. Für dieses System, das sich ähnlich einem freien
Elektrongas verhält, wird erwartungsgemäß ein Metal-Isolator-Übergang gefunden.
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I N T R O D U C T I O N
The exploration of sustainable energy sources is of considerable concern for our
society, since carbon-intensive fossil fuels are highly detrimental to the environ-
ment and need to be replaced. A substantial contribution to the sustainable
energy generation can be achieved by recovering the waste heat, which is pro-
duced in large amounts by all kind of engines, including industrial processes,
cars, refrigerators, etc. [1, 2]. Thermoelectric devices provide the possibility to
harvest this waste heat and convert it into electricity [3–10]. Their extensive
use is, however, hampered by their low efficiency in comparison to other en-
ergy resources. Thus, the discovery of promising candidates for high-efficient
thermoelectric materials is required.
The thermoelectric figure of merit of a material depends on electronic and
thermal transport coefficients. This thesis focuses on the electronic ones, namely
the conductivity, the Seebeck coefficient, and the electronic part of the ther-
mal conductivity. They can drastically change with temperature, and, espe-
cially for alloys, they can be highly affected by the material’s degree of dis-
order. Since (dis)order is not properly treated in current methodologies avail-
able for computing the electronic transport coefficients, its reliable theoretical
description remains very challenging. In this PhD project, we study the elec-
tronic transport properties of SnSe [11–13] and the complex type-I clathrate
alloy Ba8AlxSi46−x [14–18], where the main focus lies on the latter. For their
calculation, a combination of different methodologies is employed, covering
density-functional theory (DFT) [19, 20] to access the structural and elec-
tronic ground-state properties of those materials, statistical thermodynamics
to access finite-temperature properties of alloys, Boltzmann transport (BT)
[21, 22], and the memory-function approach [23]. The latter two are used to
compute the electronic transport coefficients. In the context of my thesis, these
different methodologies have been implemented, extended or developed.
For SnSe, an unprecedented high figure of merit (above 2) has been reported
for a wide temperature range [11–13]. Even though, comprehensive studies
about several properties of this compound, as e.g. lattice anharmonicities [24],
quasi-particle bands [25], electron-phonon interactions [26], and transport prop-
erties [25, 27, 28] can be found in literature, understanding the origin of this
optimal thermoelectric performance at these temperatures is still lacking. To
explore the temperature dependence of the electrical conductivity and the See-
beck coefficient, we employ the BT equation in the relaxation-time approxima-
tion (RTA) and successively add different temperature effects to this result. In
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preparation of this work, the BT equation in the RTA has been implemented in
the full-potential all-electron DFT package exciting [29] and demonstrated
on Bi2Te3.
Intermetallic type-I clathrates [15, 17, 18, 30] are inclusion compounds that
offer an excellent playground for tailoring their properties towards a high ther-
moelectric performance due to their huge compositional space. In the case of
Ba8AlxSi46−x [31–36], heavy Ba atoms are encapsulated inside a crystal frame-
work built by covalently bonded Si atoms, where some of them are substituted
by Al. Here, besides the composition, it is found that the configuration, i.e.,
the arrangement of the substituted Al atoms in the crystal framework, can
have a dramatic impact on the compound’s properties, especially its electronic
structure [37–41]. The number of configurations available at a given composi-
tion presents a combinatorial explosion, thus computing all of them from first
principles is out of reach. In addition, experimentally, the actual configurations
present in thermal equilibrium can hardly be determined in x-ray diffraction
due to the low scattering contrast between Al and Si [33, 36, 42, 43]. While,
at low temperature, the system has a large probability to be in the most stable
and ordered state, the degree of disorder increases with temperature, and the
system represents a thermodynamic average on configurations. We study in
detail the degree of (dis)order with respect to temperature. In this context,
a realistic description of the structural, electronic, and transport properties
at finite-temperature is obtained by performing finite-temperature simulations.
They involve Metropolis Monte-Carlo [44] and Wang-Landau samplings [45,
46], combined with the cluster-expansion method [47] to access the configura-
tion’s energy at a computational cost that is much lower than the one spent
for an ab initio calculation.
While the procedure for obtaining thermal averages of structural properties
is well-defined, a strategy that accurately describes temperature-driven effects
of disorder on the electronic structure of complex alloys is missing. Typical ap-
proaches consider either singles structures, e.g. the most stable structure [37,
39] or a fully disordered one [48–50] representing the high temperature limit,
or resort to effective-medium theories [51–54]. Here, effective-medium theo-
ries, such as the virtual-crystal approximation [53] or the coherent-potential
approximation [51, 52], are challenged by properly accounting for the local-
environment effects present due to the different species in the crystal. We
devise a novel method that enables the calculation of the electronic energy
spectrum at finite temperature. It accurately incorporates short-range order
effects, as atom relaxations and dopant-dopant correlations, as well as con-
figurational disorder effects at elevated temperature by performing ensemble
averages. We further apply such ensemble averages on the configurations for
the calculation of transport coefficients.
In the determination of electronic transport coefficients, the conventional
approaches, as the BT [21, 22] and the Kubo-Greenwood method [55], have
2
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several limitations. For example, BT depends on an empirical parameter, the
relaxation time, and delivers good results mainly for elastic and weak scat-
tering mechanisms, the Kubo-Greenwood formula gives unreliable results for
the direct-current limit (zero frequency limit). We go beyond and explore the
memory-function approach [23] for calculating the conductivity of disordered
solids. This method, initially developed for the homogeneous electron gas [56–
58], is able to describe disordered systems at all coupling strengths. We de-
rive the memory-function formalism for solids by including the periodicity of
the crystal lattice. By careful treatment of the singularities of the response
functions, which appear for small frequency and electron momentum, explicit
expressions for the direct-current limit are obtained. The applicability of the
developed formalism is demonstrated on the example of sodium. Since the
electronic structure of sodium is similar to the free-electron gas, that has been
studied by Götze [58], it can be explored to which extent they deviate from
each other.
This thesis is organized as follows: In Chapter 2, basics of thermoelectric-
ity and an overview about current state-of-the-art thermoelectric materials are
presented. In Chapter 3, the methodologies used in this PhD thesis are intro-
duced. It starts with the main concepts of DFT, followed by an introduction
to the cluster-expansion method together with configurational sampling proce-
dures, and an overview of electronic transport, including the BT equation and
the memory-function approach. Chapter 4 presents the results obtained for the
electronic transport coefficients of SnSe. The finite-temperature properties of
the type-I clathrate Ba8AlxSi46−x are discussed in Chapter 5. In Chapter 6, the
memory-function approach for calculating the electrical conductivity for disor-
dered solids is presented and exemplified on bulk sodium. Each main chapter




T H E R M O E L E C T R I C M AT E R I A L S
Thermoelectricity is the conversion of heat into electricity or vice
versa [3–7, 16]. It enables the reuse of the waste heat generated by all kind of
machines and processes, ranging from laptops to high-performance computers,
from cars to airplanes and many more [1, 2]. Thermoelectric devices used for
energy conversion are scalable in size and free of moving parts, thus making
them suitable for distributed power generation. They consist of thermoelectric
couples that are built from an n- and a p-type material placed in parallel be-
tween a heat source and a heat sink. A single thermoelectric couple used in
the power generation mode is depicted in Fig. 2.1(a). Due to the temperature
difference ∆T = Th − Tc between the heat source with temperature Th (h
for hot) and the heat sink with temperature Tc (c for cold), the free charge
carriers in the materials diffuse from the hot to the cold end, thus inducing a
current I from the hot to the cold end in the p-type material (moving holes
indicated with black circles) and from the cold to the hot end in the n-type
material (moving electrons indicated black dots in Fig. 2.1(a)). The build-up
voltage ∆V at the junction connecting the cold ends is proportional to the
temperature difference as
∆V = S∆T . (1)
The proportionality factor S is the Seebeck coefficient, named after the discov-
erer of this effect, Thomas J. Seebeck [59, 60]. The use of the thermoelectric
couple in reverse order, i.e. a voltage is applied at the heat sink, leads to a
cooling of the material on the opposite junction (Peltier effect) [61].






where T is the absolute temperature, σ the electrical conductivity, and κ the
thermal conductivity. The aim is to achieve large ZT ’s in the operating tem-
perature range [Tc, Th] of the thermoelectric couple. The maximum power-
generation efficiency is determined by the average value ZTavg over the range





1 + ZTavg − 1√︁




Figure 2.1: (a) Principle of thermoelectric power generation. (b) Thermoelectric
coefficients, namely the Seebeck coefficient S (green), the electronic conductivity σ
(blue), and the thermal conductivity κ (red), together with the figure of merit ZT with
respect to the charge carrier concentration. The lattice part of the thermal conductivity
κl is shown with a red dashed line. The insulator (I) regime is indicated with a yellow
shaded area, the semiconductor region (SC) region with a green shaded area, and the
metallic (M) region with a blue shaded. Model system of PbTe adapted from Ref. [62].
This efficiency is limited by the Carnot factor ∆T/Th. To give an example, by
applying Th = 900 K at the heat source and Tc = 300 K at the heat sink, a
ZTavg of 1.5 leads to ηmax ≈ 20%. ZTavg and ZT are the same only under
the assumptions that S, σ, and κ are constant across the temperature range,
the properties match in the n- and p-type materials, and the presence of a
1-dimensional heat flow with no other losses.
The transport coefficients together with the corresponding ZT as a function
of the charge carrier concentration n are depicted for the model system PbTe in
Fig. 2.1(b) [62]. S is large in the insulator regime (yellow shaded area, denoted
by I) and decreases with n. In contrast, σ increases with n, as suggested by
the relationship σ = neµn with µn as the carrier mobility. Therefore, it is
typically large in the metallic regime (light blue shaded area, denoted by M).
The product σS2, being in the enumerator of Eq. (2), is called power factor.
The thermal conductivity κ in the denominator of Eq. (2) consists of a lattice
contribution κl, arising from the phonons traveling through the lattice, and an
electronic contribution κe, arising from charge carriers transporting heat, i.e.
κ = κl + κe. κe is directly proportional to σ through the Wiedemann-Franz
law [64], given by κe = LσT with L as the Lorenz factor. Accordingly, the
total thermal conductivity κ increases with n (red solid line in Fig. 2.1(b)). The
lattice part κl usually remains constant with n (red dashed line). Combining the
coefficients to ZT (black solid line), the maximum of ZT is typically reached
for carrier concentrations around 1019 −1021 cm−3, which are usually found for
heavily-doped semiconductors (semiconductor regime indicated with the light
green shaded area, denoted by SC).
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From above, it is evident that thermoelectric materials need to accomplish
contradicting properties. To reach a high σ and a high S one seeks for crys-
talline small-band-gap semiconductors (band gap ≲ 1 eV) with only one type
of carrier (n- or p-type) for conduction. Preferably, the band structure has
multiple valleys in the conduction band and/or multiple peaks in the valence
band, thus each valley/peak can contribute to the increase of ZT [7]. Low ther-
mal conductivities are observed for amorphous (non-crystalline) materials, such
as glasses, where phonons travel randomly through the crystal [65–67]. Com-
prising both, a good performance in the electronic properties and a glass-like
thermal conductivity leads to the concept of the phonon-glass electron-crystal
(glass for phonons and crystal for electrons) [3].
The first materials, reaching a good thermoelectric efficiency, are Bi-Te and
Pb-Te alloys (discovered in the late 1950s) [7, 16, 17]. They are narrow band-
gap semiconductors, composed of heavy elements to reduce κl [68, 69], and
reach maximum ZT s around one. Alloying these compounds, e.g. with Sb2Te3
and Bi2Se3 in the case of Bi2Te3, allows for a further reduction of κl and a
tuning of the charge carrier concentration. Although defects in these alloys
lead to a reduction of σ, the adjustment of the carrier concentration enables
to change the ZT peak to temperatures that are relevant in specific applica-
tions [70]. Despite the fact that Bi and Pb are highly toxic materials, those
compounds are widely used until now.
In the design of new state-of-the-art thermoelectrics, different approaches
to optimize ZT are employed [4, 7, 8, 71–74]. One approach is to explore
new classes of bulk materials with complex crystal structures that realize the
PGEC concept. Those compounds typically have a cage-like crystal structure
formed by atoms with covalent bonds to ensure a high performance in the elec-
tronic properties (high S and high σ). Inside its cavities, guest atoms can be
encapsulated. They are loosely bound to the crystal framework and act as so
called “rattlers”, on which phonons are scattered to reduce the lattice thermal
conductivity. Those inclusion compounds often have a complex unit cell with
many atoms. Typical examples for such inclusion compounds are skutterudites
and clathrates. For skutterudites, ZT s around or slightly larger than one have
been achieved so far [75–79]. In the case of the skutterudite CoSb3, a good
performance in the electronic properties is observed (σS2 ∼ 20µW cm−1K−2
and S ≳ 150µV K−1 at 300K), but also large κ (≳ 10 W m−1K−1) [75, 77].
Here, filling the cavities with different elements (increase of disorder) reduces
κ ( ∼ 3 W m−1K−1), leading to a maximal ZT of around 1.7 [78]. Clathrate
compounds with heavy elements as guests, e.g. Ba or Sr, demonstrate low ther-
mal conductivities ∼ 1 Wm−1K−1 [16, 30, 80–84], however they lack a good
performance of the electronic properties [14, 15, 17, 18, 85]. A considerably
large value of ZT ∼ 1.35 is reached for the clathrate Ba8Ga16Ge30 [85]. The
advantage of such inclusion compounds is that they offer a good playground
for tuning the properties to the optimal performance.
7
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Another approach to reach high ZT s is to reduce the dimensionality for the
electrons and phonons traveling through the material by introducing nanostruc-
tures such as, e.g., superlattices, quantum dots, nanowires, and nanocompos-
ites [71, 86–88]. The interfaces of the nanostructures enhance phonon scatter-
ing, when the distance between them is shorter than the mean free path of the
phonons, but still larger than the mean free path of the electrons. Furthermore,
a sharp slope of the density of the states at the Fermi level can be produced
with nanostructures, leading to an enhancement of S [4, 86, 88, 89]. For the
quantum well superlattices Bi2Te3-Sb2Te3 [90], a high ZT of 2.4 has been
achieved so far [90]. For quantum wires and nanotubes, the enhancement of
ZT is predicted to be even better due to the additional reduction of dimen-
sionality. Silicon nanowires with 50 nm diameters have a 60-fold increased ZT
compared to the bulk material, resulting in a ZT of ∼ 0.6 [91]. In the studies
of low-dimensional materials without nanostructures, a remarkable ZT of 2.6
is obtained for the single crystal SnSe [11]. Its anisotropic crystal structure con-
sisting of weakly-bonded and two-atoms-thin layers exhibits one of the lowest
thermal conductivities (≤ 0.4 W m−1K−1) and a semiconductor-like Seebeck
coefficient (≥ 400µV K−1). These properties are realized for a large tempera-
tures range, making this material most promising for technology applications.
In this thesis, we study a traditional, a complex and a two-dimensional ma-
terial, namely Bi2Te3, the type-I clathrate Ba8AlxSix−46, and SnSe.
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T H E O R E T I C A L B AC KG R O U N D
3.1 density-functional theory
The properties of a solid-state material, composed of interacting electrons and
nuclei, can be obtained from the many-body Schrödinger equation. However,
solving the full equation is a very demanding and often impossible task due to
the high amount of degrees of freedom of the system. Thus, approximations are
required. As a first one, commonly, the Born-Oppenheimer approximation [92]
is introduced, which decouples the motion of the electrons from the motion
of the nuclei. Since the heavy nuclei move much at much larger time scales,
they can be considered as stationary in comparison to the electrons. Now, what















|ri − RI |
⎤⎦Ψ(r1, r2, . . . , rN )
= E Ψ(r1, r2, . . . , rN ) . (4)
Its solution determines the electronic many-body wave function
Ψ(r1, r2, . . . , rN ) of a system consisting of N interacting electrons at posi-
tions ri in a potential of the nuclei with atomic number ZI at positions RI .
The numerical solution of the N -electron Schrödinger equation (Eq. (4))
can be determined e.g. by the configuration interaction method, that uses a
linear combination of Slater determinants to describe Ψ(r1, r2, . . . , rN ). Since
its computational effort grows exponentially with N , it is only suitable for
small systems. A good alternative is provided by DFT [19, 20, 93, 94]. In this
theory, the problem of the determination of Ψ(r1, r2, . . . , rN ) is avoided and
reformulated in terms of the electronic density of the ground state (GS). This
enables a reduction of the many-body problem to an effective single-particle
problem (having only 3 spatial coordinates), leading to an excellent scalability
for handling large and complex systems.
DFT within the Kohn-Sham (KS) scheme is introduced in Sec. 3.1.1. In
this thesis, the DFT-based ab initio calculations are performed with the full-
potential all-electron DFT package exciting [29]. The linearized augmented




3.1.1 Density-functional theory in the Kohn-Sham scheme
The fundamental theorem of DFT has been introduced by Hohenberg and
Kohn [95]. They demonstrated that the external potential vext(r) is a unique
functional of the electronic GS density and vice versa. Thus, the total energy
Ev of the system of interacting electrons in the external potential vext(r) can
be considered as a universal functional of the electronic density n(r)
Ev [n] = F [n] +
∫︂
dr vext(r)n(r) , (5)
where F [n] is a functional that accounts for the kinetic energy and the in-
teraction between the electrons. The GS energy E0 of the system described










Ev [ñ] . (6)
Here, Ψ̃ is a trial wave function. According to Hohenberg and Kohn, this mini-
mization with respect to Ψ̃ can be replaced by a minimization with respect to
a trial density ñ(r).
To determine the GS energy (and the GS electronic density) from the vari-
ational principle, an expression for F [n] is required. Kohn and Sham (KS)
decomposed F [n] as follows [96]:
F [n] = T0 [n] + EH [n] + Exc [n] . (7)
Here, T0 [n] is the kinetic energy of the system of non-interacting electrons,
EH [n] the Hartree energy, and Exc [n] the exchange-correlation energy. Exc [n]
gathers the energy contributions from the kinetic-energy difference between
the interacting and the non-interacting system, as well as the electron-electron
interactions that are not represented by the Hartree energy. Within the KS
approach, the system of interacting electrons is mapped to a fictitious system
of non-interacting particles that has the same GS electronic density as the
interacting one.
Now, the total energy functional, defined by Eq. (5) using Eq. (7) for F [n],
can be minimized under the assumption that the number of particles N is con-





ψi(r) = ϵi ψi(r) . (8)
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This is called KS equation. Here, ψi(r) are the single-particle KS wave func-
tions, ϵi their corresponding energies, and vKS(r) the potential of the fictitious
KS system given by





where the first term represents the external potential, the second term the
mean-field interaction of the electrons vH(r), and the third term the exchange-
correlation potential vxc(r).






Since vKS(r) depends on the electronic density, the KS equation (Eq. (8))
and the electronic density (Eq. (10)) need to be solved self-consistently. The
self-consistent KS scheme starts with an initial guess for n(r), e.g. obtained
from a superposition of the atomic densities. Subsequently, the KS equations
are solved to determine the ψi(r)’s, and from those wave functions the new
n(r) is calculated. This self-consistent field cycle stops when the convergence
criterion is fulfilled. The converged density is the GS density. From it, the GS
properties are calculated.
The KS scheme gives the exact GS energy and GS electronic density if the
exact vxc(r) is known. However, the exact form of Exc[n] or vxc(r) is not
known and needs to be approximated. Due to this, the accuracy of the DFT
calculation depends on the level of the approximation chosen for the exchange-
correlation functional. There are several levels of approximations available with
increasing complexity [97, 98]. The simplest approximation for Exc[n] is given












is the exchange-correlation energy per particle of a homogeneous





and the correlation part can be estimated with high-accuracy Quantum-Monte-
Carlo methods [99, 100]). The generalized-gradient approximation (GGA) ac-
counts for some non-locality of the exchange-correlation functional. In GGA,







n(r) dr , (12)
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where the function f depends not only on n(r) but also on the gradient ∇n(r).
One of the most widely used GGA functionals was proposed by Perdew, Burke,
and Ernzerhof (PBE) [101]. A GGA functional optimized for solids is called
PBEsol [102]. Semi-local functionals give quantitatively better results than LDA
for various properties, as e.g. binding energies and lattice parameters. However,
the suitability of both functionals is limited for particular properties, especially
for the band gap that is typically underestimated and is not even expected to
be correct for the exact KS functional [103, 104]. Semi-local functionals have
formal deficiencies in their construction, such as the absence of the derivative
discontinuity [105, 106] and the presence of self-interaction in the exchange-
correlation energy [107]. Addressing the latter, improved results can be yielded
by hybrid functionals [103, 108–111] realized in generalized DFT. Here, in the
expression for a local or semi-local functional, a fraction α of the exchange
part Ex is replaced by a non-local exchange. Then, Exc reads as
Ehybridxc = E local/semi-localxc + α
(︂
Enon-localx − E local/semi-localx
)︂
. (13)
For Enon-localx , usually the Hartree-Fock exchange energy EHFx is employed. A
famous hybrid functional is, for instance, PBE0 [112, 113] whose Exc has the
following form:





Here, the fraction is fixed to 0.25. By separating the long-range from the short-
range interactions, further improvements can be achieved [114, 115].
Beyond DFT, many-body perturbation theory provides further concepts, as
e.g. the GW approximation [116, 117], to obtain good estimates for band gaps,
as well as precise descriptions of excited states [118]. They are not subject of
this thesis, thus they are not further discussed at this point.
3.1.2 Linearized augmented plane-wave method in exciting
In the software package exciting [29], the KS equations (Eq. 8) are solved
by expanding the ψi(r) in terms of a set of basis functions, composed of
(linearized) augmented plane waves ((L)APWs) and local orbitals (LOs) (details
are given in Ref. [29] and references therein).




CkiG φG+k(r) . (15)
Here, k are the wave vectors in the first Brillouin zone and G are reciprocal
lattice vectors. The space is partitioned into muffin-tin (MT) regions and an
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interstitial region (IR). The MT regions are defined by spheres with radius
RαMT around the nuclei α located at Rα. In this region, the wave functions
are expected to be atomic-like wave functions and can be expanded in terms
of spherical harmonics Ylm(r̂α) and radial functions ulα(rα). In the IR, that
is defined as the region between the MTs, the electrons are expected to move
almost freely, thus the wave functions can be approximated by plane waves.







lmα ulα(rα; ϵ)Ylm(r̂α) , rα = |r − Rα| ≤ RαMT
1√
Ωe
i(G+k)·r , r ∈ IR .
(16)
The coefficients AG+klmα are defined by the continuity condition of φG+k(r) at
the boundary of MT spheres.
Finding a solution for the KS equations using the APW basis, as defined in
Eq. (16), is a non-linear eigenvalue problem, since the radial part ulα depends
on the eigenenergies of the KS system. To linearize the eigenvalue problem,
two methods are used in exciting: The linearized APW (LAPW) method and
the APW+local-orbital (APW+lo) method. For the first approach, a straight-
forward way would be an expansion of the energy-dependent radial functions
as
ulα(rα; ϵ) ≈ ulα(rα; ϵlα) + (ϵlα − ϵ)u̇lα(rα; ϵlα) , (17)
where u̇lα(rα; ϵlα) is the derivative of the radial function with respect to the










The coefficients AG+klmα and BG+klmα are determined by the continuity condition
of φG+k(r) and its spatial derivative at the boundary of the MT spheres.
The alternative scheme keeps the APW form of Eq. (16), but uses frozen
energy parameters for the radial functions, i.e., ulα(rα; ϵ) ≈ ulα(rα; ϵlα), and
adds linearly-independent LOs to Eq. (15). The LOs are defined within the MT
region as
φβ(r) = δααβδllβδmmβ [aβulα(rα, ϵlα) + bβu̇lα(rα, ϵlα)] Ylm(r̂α) (19)
and are zero in the IR. The coefficients aβ and bβ are determined by the
condition φβ(r) = 0 at the MT boundary and the normalization to one, i.e.,∫︁
Ω |φβ(r)|2 dr = 1, with Ω being the cell volume. The APW+lo basis can be
improved by adding high-order terms in ulα(rα; ϵ), i.e., including high-order
derivatives, as e.g. ü, ...u , etc. The APW+lo method provides more flexibility
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and yields smaller errors in the eigenvalues than the LAPW methods using the
same basis set size [29].
The basis set used to construct the KS wave functions (Eq. (15)) is trun-
cated by the plane-wave cutoff Gmax with Gmax > |G + k|. As seen from Eq.
(16), the basis is not solely dependent on Gmax, but also on the MT radius
RMT. The MT radii can differ for each species. For a small RMT, the wave
function in the IR varies more rapidly in some parts and a larger Gmax is needed
to reach the same accuracy as for a large RMT. Therefore, the dimensionless
parameter RMT,minGmax is defined, with RMT,min as the smallest MT radius
of a species in the crystal. In the exciting code, Gmax and RMT,minGmax are
specified as input parameters. Furthermore, the accuracy of the DFT calcula-
tion is determined by the discretization of the k-space in the Brillouin zone,
usually referred to as the k-grid or k-point mesh.
3.2 sampling the configuration space
For alloys, a reliable description of the structural and thermodynamic properties
at finite temperature is obtained from thermal averages over several configu-
rations. The set of configurations used to calculate these averages can be
generated from Monte-Carlo samplings. During a Monte-Carlo sampling, the
energy of every new proposed configuration needs to be determined. Here, a
DFT calculation would be computationally very demanding, especially for large
(super)cells. An efficient tool to predict the energy and other properties at low
computational cost is the cluster expansion (CE) technique [47]. It makes use
of the unique dependence of the property of interest on the configuration.
The CE technique is explained in Sec. 3.2.1. The Monte-Carlo sampling meth-
ods used for configurational thermodynamics are discussed in Sec. 3.2.2.
3.2.1 Cluster expansion method
The CE method aims at the relation between the concentration and configura-
tion of the substitutional species in the lattice as well as the physical property
P of the system. We consider a crystal with N lattice sites. Each of these sites
i is occupied by an atomic species. Having Mi different type of species in the
lattice, the species type at site i can be represented by an occupation variable
σi that takes integer values from 0 to Mi − 1. For instance, in case of the
binary alloy with species A and B, σi can take the values 0 and 1, respectively.
Thus, an arbitrary arrangement of the species in the lattice can be represented
14
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by the vector σs = {σs1, σs2, . . . , σsN }. Based on this, the general form of the





Here, the sum runs over a set of symmetrically distinct clusters α. A cluster
is a set of crystal sites {i1, i2, . . . }. The coefficient Jα is the effective cluster
interaction (ECI) for cluster α, and Xα(σ) is the correlation function between







Here, the cluster functions fβ(σ) form a complete and orthonormal set of basis
functions [47, 119]. In Eq. (21), these functions are averaged over cluster orbits
O(α), i.e., the set of clusters β which are symmetrically equivalent to α by
the symmetry operations of the space group of the pristine (non-substituted)
lattice. mα is the cluster multiplicity, i.e., the number of clusters β in O(α).
In the case of a binary alloy, a convenient set of the cluster functions is the
product of the occupation variables σi, i.e., fβ(σ) =
∏︁
i∈β σi, with σi = 0, 1.
In order to apply the CE formalism, one needs to specify the lattice positions
of the system and the species types at each position. They is defined in the
so-called parent lattice. Such a coarse-grained model is able to represent all pos-
sible configurations of the system, thus includes all configurational degrees of
freedom. Additional effects arising, e.g., from electronic and vibrational degrees
of freedom are neglected [120]. The summation in Eq. (20) is in principle infi-
nite, and, using a complete basis, an exact expansion of any structure-property
relation can be obtained. However, in practice, a summation over all possible
α is not feasible, since the number of clusters, as the number of configurations,
rapidly grows with the size of the supercell (combinatorial explosion). It has
been found that for most alloys, the CE model of the energy rapidly converges
with respect to the number of clusters [40, 41, 120–123]. In most cases, a set of
around 10 to 20 clusters, that consists mainly of short-range pairs and triples,
is sufficient to obtain an accurate description of the system’s property.
A CE model of a property of interest can be obtained from the following
ingredients:
• Set of Ns structures (training set): S =
{︂
σs1 ,σs2 , . . . ,σsNs
}︂
• Ab initio properties of S calculated, e.g., from DFT:
P T = (P1, P2, . . . , PNs)
• Set of Nα clusters: C = {α1, α2, . . . , αNα}
To simplify the notation, we define a NS × Nα matrix, X, containing as ele-
ments the correlationsXsα = Xα(σs) between the structure s in S and the clus-
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ter α in C. We also define the vector J̃Tα =
(︂
mα1Jα1 ,mα2Jα2 , . . . ,mαNαJαNα
)︂
,
containing the cluster interactions Jα multiplied by their multiplicities mα.







X1α1 X1α2 . . . X1αNα
X2α1 X2α2 . . . X2αNα... ... . . . ...









P̂ = XJ̃ . (23)
Here, the vector P̂ T =
(︂
P̂1, P̂2, ..., P̂Ns
)︂
contains the predicted property P̂s
for each structure s in S. The hat symbol ̂ on top of P indicates that it is the
predicted value of property P .
The optimal ECIs for a given set C are obtained by minimizing the mean
squared error (MSE) of the predictions P̂ in the training set S:
J̃ = argmin
J̃∗
||P − XJ̃∗||22 . (24)
A solution of this objective function can be found, if the number of clusters
Nα is smaller or equal than the number of structures Ns (Nα ≤ Ns) and the
columns of the matrix X are linear independent (i.e., full column rank of X). If
Nα > NS , the set of linear equations from Eq. (24) is underdetermined (more
parameters than equations), and no solution or infinitely many solutions are
found. In this case, the optimization problem needs to be “regularized”, e.g.,
by adding ℓp norms in Eq. (24), that controls the coefficients Jα’s [124–126].




||P − XJ̃∗||22 + λ||J̃ ||p
)︂
, (25)




p being the ℓp norm and λ ∈ R a regularization hyper-
parameter. An ℓ2 regularization (ridge regression) in Eq. (25) penalizes large
ECIs, i.e., a small λ has small effects on the ECIs and serves mainly the pur-
pose of regularizing the optimization problem, while for a large λ the regression
coefficients are shrunken and, thus, uniform solutions are obtained. The use of
an ℓ1 regularization leads to sparse solutions, i.e., a few non-zero ECIs, since
it causes a shrinking of the actual values of the coefficients. Sparse solutions
result naturally by employing an ℓ0 norm, since it simply penalizes the number
of non-zero coefficients. Here, no shrinkage of the coefficients occurs. Finding
the solution by using the ℓ0 norm is an NP-hard problem, thus it can only be
applied to a small pool of clusters. If the clusters pool is large, sufficiently good
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solutions can be obtained by using the ℓ1 norm solved with the ‘Least Absolute
Shrinkage and Selection Operator’ (LASSO) method [124, 127].
The solutions found by optimizing Eq. (25) may not give good predictions P̂
of new structures, i.e., structures that are not used to train the CE model. A
good estimate of the predictive power is obtained by the cross validation score
(CVS) [128–130]. The CVS is calculated with the use of one or several valida-
tion sets. The validation set is a set of NV structures V = {σs1,σs2, . . . ,σNV }
with known ab initio properties P TV = (P1, P2, . . . , PNV ), which do not belong
to the training set. The mean squared error of the predictions P̂V , obtained by
the CE for a given set C and hyperparameter λ, with respect to PV gives the
CVS:
CVS = ||PV − P̂V || . (26)
Here, || • || means || • ||22. Usually, extra data for validation is not available.
Thus, in practice, a data set of N ab initio properties is split into a training
and validation set (NV + NS = N). From several distinct splits, a CVS is
obtained by averaging the residual sum of squares on these splits. For instance,
a widely used CVS is the leave-one-out CVS, short loo-CVS [120, 122, 128].
As the name already suggests, one out of the N structures at a time is taken
as validation set, and the remaining N − 1 structures are used as training set.
This is done for every structure, thus, there are N splits used for the average.
Taking several structures out at a time is called the leave-many-out CVS (lmo-
CVS) [131]. The minimum of loo-CVS or lmo-CVS is found by evaluating them
on different subsets of clusters C and values of λ.
3.2.2 Configurational thermodynamics
In the following, we explain two sampling methods, the Metropolis Monte-
Carlo (MMC) sampling method [44] and the Wang-Landau (WL) method [45,
46], which allow us to access structural and thermodynamic properties at finite
temperature. Here, we focus on sampling procedures performed in the canonical
ensemble (NV T ensemble), i.e., the number of particles N , the temperature
T , and the volume V remain unchanged during the sampling.
The MMC and the WL method are Markov-Chain Monte Carlo simulation
methods [132, 133]. In such a simulation, a sequence of configurations is gen-
erated in a stochastic manner, specifically at each sampling step n, the current
configuration σn with energy En is modified by a swap of two randomly-chosen
species in the lattice (Monte-Carlo swap or trial move). In general, it can be
also multiple swaps per sampling step. The acceptance of this new proposed
(or trial) configuration σn+1 with energy En+1 is decided by a probability distri-
bution pA. For Markov Chains, pA depends solely on the current and the new
proposed configuration, σn and σn+1, respectively. Specifically, one can write
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Table 3.1: Sampling methods with their acceptance probability pA, the formula of
the resulting histogram H and a possible shape of H.
Sampling
Method pA (En → En+1) Histogram H
Random-walk
















pA (En (σn) → En+1 (σn+1)), or short pA (En → En+1), with En → En+1
denoting that σn with En changes to σn+1 with En+1.
The acceptance probabilities pA of the MMC and the WL method are shown
schematically together with a possible sampling histogram in Table 3.1. For
comparison, the unbiased random-walk Monte-Carlo method with pA = 1 is
also added. In the limit of a very long sampling procedure, the histogram of
a random walk converges to the configurational density-of-states g(E), which
represents the number of accessible configurations at energy E. A possible
shape of g(E) versus E is depicted in the first row on the right of Table 3.1.
In an MMC sampling (second row in Table 3.1), pA depends on temperature




with the Boltzmann con-
stant kB and the energy difference ∆E = En+1−En. The histogram generated
from this sampling procedure is proportional to the Boltzmann distribution, and
its maximum depends on T . We can use the MMC sampling method to esti-
mate a temperature-dependent property PT from a sampling performed at T ,
provided that P is calculated or predicted at each visited configuration σn, for
instance, by using a CE model for P . PT is obtained by the average






Here, Navg is the number of sampling steps used for the average after discarding
Neq equilibration steps at the beginning of the sampling trajectory with, in total,
Nsteps sampling steps (Nsteps = N eq +Navg). After Neq, the system is in the
equilibrium state. As an example for a thermodynamic property, calculated by
18
3.2 sampling the configuration space
using Eq. (27), the internal energy U(T ) = ⟨E⟩T is obtained by averaging
the energy Ei = E(σi) of each visited configuration σi in an MMC sampling
performed at given T . One of the disadvantages of the MMC sampling method
is that the temperature dependence of the property P (T ) over the temperature
range of interest can be only achieved from several sampling procedures, one
at each temperature. Furthermore, at low temperatures, the sampling easily
gets trapped in local minima and often does not find all possible states at a
given T .
An alternative to the MMC method is the WL method. The goal of this
method is to obtain the temperature-independent g(E) from a single sampling
procedure directly. Once the g(E) is known, the thermodynamic properties
at any T can be calculated directly without the need of another sampling
procedure. As mentioned before, g(E) is, in principle, generated by an unbiased
random-walk Monte Carlo method. However, achieving a converged g(E) with
this method is practically impossible since an enormous number of sampling
steps is required. In the WL sampling, the energy space is sampled with an
acceptance probability pA that is directly proportional to 1/g(E). If the true
g(E) is used for pA, such a sampling produces a flat histogram, as shown in
Table 3.1. Reversely, it means that if a sampling procedure generates a flat
histogram in energy, we use a sufficiently accurate g(E). To obtain a flat
histogram, g(E) is updated during the sampling procedure, as explained in the
following.
The workflow scheme of the WL method is depicted in Fig. 3.1. The pro-
cedure samples the full energy space that is possible to be visited during the
canonical sampling. This energy space is discretized into energy bins with a
predefined width ∆E. Each energy bin should be visited nearly equally in the
sampling to achieve the flat histogram. At the beginning of the sampling proce-
dure g(E) is unknown, thus, initially, g(E) = 1 and the histogram H(E) = 0
(no visits) for all energy bins. In addition, the algorithm employs a modification
factor f that is used after each sampling step to update g(E) of the energy
bin E, containing the energy of the visited configuration, and is set initially
to f0 = e1. Starting from these settings and an initial configuration σ0 with
energy E0 (blue frame in Fig. 3.1), the sampling procedure performs a nested
loop consisting of an inner loop to generate a flat histogram and an outer
loop to increase the accuracy of g(E) by lowering f . Both loops are framed
in green in Fig. 3.1. In the inner loop, the configurational space is sampled by
swapping species and, after each sampling step, the g(EV) of the currently
visited energy bin EV is multiplied by f , and the corresponding H(EV) is in-
cremented by 1. The inner loop stops if the histogram satisfies the flatness
criterion (light red diamond box in the inner green frame). As flatness crite-
rion, minH(E) > x100 · H̄(E) is usually used, meaning that the minimum of
H(E) has to be larger than x% of the mean value of H(E). The optimal per-
centage x% depends on the size and complexity of the system, and is usually
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Figure 3.1: Workflow of Wang-Landau algorithm.
increased before a next iteration m of the outer loop begins. Starting usually
with x% = 50% at m = 0, x% can be increased in the last iterations up to
95% for simple systems, as e.g. for the Ising model, while for more complex
systems 50-60% is already sufficient to get an accurate g(E) [46, 134, 135].
Larger flatness criteria in those cases are difficult to achieve. In the outer loop,
the modification factor is reduced by fm+1 =
√
fi (other choice is also possi-
ble), and eventually the percentage x% is increased. If f is below a predefined
threshold fmin, the nested loop stops and the converged g(E) is achieved (for
all energy bins). The accuracy of the final g(E) depends on the flatness condi-
tion and the final modification factor. Details of the WL algorithm are given in
Refs. [45, 46, 136], and examples of applications are found in Refs. [135–138].
From the converged g(E), the thermodynamic properties can be calculated
directly at an arbitrary temperature with low computational cost. For instance,

















(Note: In this thesis, sometimes the temperature dependence of Z is highlighted
by using the notation ZT instead.) Having these functions available, the free
energy F , the entropy S, and the isobaric specific heat Cp can be calculated
as
F (T ) = kBT ln (Z) (30)







Here, ⟨E2⟩T − ⟨E⟩2T is the fluctuation or dispersion of the energy.
The MMC and the WL sampling methods are powerful tools to estimate
thermal averages and predict stable structures. A prerequisite of these methods
is that the system is ergodic, i.e., all possible configurations should be attainable
during the sampling [133, 139, 140]. This is not fulfilled if the phase space
consists of two well-separated phases.
3.3 electronic transport
A simple and notable model to calculate the electronic conductivity is the clas-
sical Drude model, developed in 1900 [141, 142]. Inspired by kinetic gas theory
[143–145], it assumes that electrons are non-interacting classical particles that
scatter with static ion cores within an average relaxation time τD. The motion
of each electron is randomized after a scattering event, i.e., if no electric field
is applied the average electron velocity is zero, thus, also the current is zero.
In the presence of an electric field, the electrons drift in the direction opposite
to the field, and the average electron velocity is different from zero, resulting






with e as the electron charge, n the electronic density, and me the electron
mass. Even though good agreement with experiment can be reached with this
model in some cases [146, 149], this classical theory is not able to describe
the quantum mechanical behavior of electrons together with the complex scat-
tering mechanisms present in solids. Extensions of this model, e.g., made by
replacing the Maxwell-Boltzmann distribution by the Fermi-Dirac distribution
(Sommerfeld theory developed in 1927 [146, 150]), could predict the correct
value of the electronic heat capacity. This model, however, fails to explain the
temperature dependence of σ and other transport coefficients.
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The most employed approach to obtain the electronic transport coefficients
is based on the semi-classical BT equation [21, 22, 151], which is explained in
detail in Sec. 3.3.1. In this approach, the electrons are treated as wavepackets,
which obey Newton’s laws of motion, and the electrical field is a classical field.
Aspects of quantum mechanics are introduced by, e.g., using the Fermi-Dirac
distribution for the electrons and employing the Bloch theorem. In presence
of elastic and weak inelastic scattering processes, the scattering term in the
BT equation can be approximated by an empirical relaxation time, that is
independent of the non-equilibrium distribution function (relaxation-time ap-
proximation). This enables solving the BT equation analytically. For strong
inelastic scattering processes, this approximation can not be applied, and the
BT equation needs to be solved numerically.
First-principles quantum-mechanical approaches are the Kubo-Greenwood
and the memory-function approach, which are based on linear-response the-
ory [55, 152]. The Kubo-Greenwood formula gives, in principle, the exact linear
response of the system, however, in practice, the calculation of the DC limit is
often unreliable, as discussed in Sec. 3.3.2. The memory-function method, dis-
cussed in detail in Sec. 3.3.3, is a generalized form of the Langevin equation in
the framework of quantum mechanics [23]. It does not suffer from the problem
of determining the DC limit accurately.
3.3.1 Boltzmann transport equation
We consider the distribution function fk(r, t), which is the probability of finding
an electron with wave vector k at position r at time t. For a non-interacting
system at thermal equilibrium, fk(r, t) is the Fermi-Dirac distribution
f
(0)







with µ being the chemical potential, ϵk the energy at k, kB the Boltzmann
constant, and T the temperature. Since the system is in thermal equilibrium,
µ is constant throughout the medium and, thus, it is independent of r.
Using fk(r, t), the electrical current density j and the heat current density








(ϵk − µ)vk fk(r, t) , (36)
with e being the electron charge. In equilibrium, with fk(r, t) = f (0)k (r, t), no
net current flows, and j and jQ are zero. By applying an external perturbation,
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e.g., an electro-magnetic field or a temperature gradient ∇r T , the system is
changed away from equilibrium and, thus, a net current is built up. The varia-
tion of fk(r, t) with time due to the perturbation can be found by calculating







dt ∇r fk(r, t)







The last term is the scattering term, which describes the change of the momen-
tum due to scattering events, e.g., with defects, phonons, and other electrons
in the system. In Eq. (37), the time derivative of r is the electron velocity v.
Furthermore, the time derivative of k can be replaced by the applied external
force Fext = ℏ dk/ dt. Fext is the force acting on an electron with charge e due
to an electric field E and magnetic field B, and it is given by e [E + v × B].




fk(r, t) + v ∇r fk(r, t)
+ e
ℏ







This equation is called Boltzmann transport (BT) equation [21, 22]. In a steady
state, i.e., in the presence of a steady current, the term with the explicit time
dependence ∂fk/∂t vanishes.
The change of the distribution function fk away from equilibrium can be
defined as δfk = fk − f (0)k . We derive the linearized BT equation by keeping
in Eq. (38) only terms that are first-order in the perturbation. With this, the



















To obtain these equations, the chemical potential is assumed to be uniform
(∇r µ = 0). Inserting Eqs. (39) and (40) in Eq. (38), the term containing the
magnetic field B vanishes identically, since vk ·(vk × B) = 0. Hence, we arrive



















In the relaxation-time approximation (RTA), the scattering term on the left













It implies that the perturbed fk will relax to its equilibrium state, with the re-
laxation time constant τk, after the perturbing field is removed. Thus, the RTA
can only be applied in the absence of inelastic scattering processes. Inserting
Eq. (42) into Eq. (41), we obtain an explicit expression for the change of fk:














This is the linearized BT equation in the RTA.
Inserting Eq. (43) in Eqs. (35) and (36), j and jQ can be expressed in terms
of three transport coefficients, namely the electrical conductivity σ, the Seebeck
coefficient S, and the electronic thermal conductivity κ′e, as
j = σ (E − S∇T ) (44)
jQ = σS T E − κ′e∇T (45)
with







τk vk ⊗ vk (46)
























These transport coefficients are tensors as evident from the dyadic product of
the velocities vk. The summation runs over all states in k-space. In solids, these
states depend also on the band index n, which has been omitted for simplicity
so far. In the following, we write nk instead of k.
While κ′e is the electronic thermal conductivity for zero electrochemical po-
tential gradient inside the sample, the conventional electronic thermal conduc-
tivity κe is defined for j = 0 [155]. Inserting σE = j + σS∇T (Eq. (44)) in
Eq. (45), we obtain
jQ = STj − κe∇T . (49)
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Thus, κe is given by
κe = κ′e − σS2T . (50)
The integrals in Eqs. (46), (47), and (48) can be written in a way that is





τnk vnk ⊗ vnk δ(ϵ− ϵnk) . (51)
Using this kernel, the transport coefficients can be recast as

























In practice, the transport coefficients are evaluated for a given temperature T
and chemical potential µ. A doped material can be simulated by adjusting the
chemical potential according to the material’s charge concentration, while the
electronic band structure remain unaffected (rigid band model [156, 157]).
We note at this point that the classical Drude formula, as defined in Eq.
(33), can be recovered from Eq. (52) evaluated at very low temperature. For
kBT ≪ µ, the derivative ∂f (0)/∂ϵ turns effectively into a delta around µ,
δ(ϵ − µ). Employing, in addition, some relations from the free-electron gas
(FEG), ϵk = ℏ2k2/(2me) and n = k3F /(3π2) with kF as the Fermi wave
vector, we obtain τ = τD. Consequently, the rate 1/τD at which the velocity
reduces is the same as the rate at which the electron distribution relaxes to its
equilibrium state.
3.3.2 Kubo-Greenwood approach
The electrical and heat current densities, as defined by Eqs. (44) and (45), can




















Here, Lνl (ν, l = 1, 2) are called Onsager coefficients [159]. In general, they are
tensors, i.e. Lνl. For simplicity, we restrict the discussion to scalar coefficients.
Using Eqs. (55) and (56), the transport coefficients σ, S, and κ are given by:
σ = L11 , S =
L12
TL11








Within Kubo’s linear-response theory [55], the frequency-dependent Onsager












δ(ϵmk − ϵnk − ℏω) . (58)
Here, ⟨nk|v|mk⟩ are the matrix elements of the velocity operator v, fnk the
Fermi occupation factor of Block state |nk⟩ with wave vector k and band index
n, ϵnk the eigenenergies, and he the enthalpy per electron, which is defined as
he = µ+ Ts with s as the entropy per electron. (he stems from the definition
of the heat current operator according to Ref. [160].) The expression for L11(ω)
is identical to the Kubo-Greenwood formula [55, 161]. The static DC Onsager




The calculation of the transport coefficients using Kubo’s linear-response
formalism is free of phenomenological parameters: In contrast to BT, in the
Kubo-Greenwood approach disorder is simulated by building supercells and
replacing some of the atoms in the crystal by a different species (substitutional
disorder in alloys). However, to obtain non-zero contributions in the sum of Eq.
(58) for ω’s close to zero, the energy difference between discretized states near
the Fermi level needs to be indefinitely small. This can be realized by very large
supercells, since here the discretization of the energy states ϵnk is refined due
to band structure folding. The computation of very large supercells, however,
is often out of reach. To obtain the DC limit from a supercell, whose size is still
accessible at reasonable computational cost, a broadening of the δ-function in
Eq. (58) is used in real calculations. The drawback of this broadening is that
its type and width may highly affect the result of the limit ω → 0, as it is
demonstrated for σ in Ref. [162].
So far, the Kubo-Greenwood approach has been applied to study fluid sys-
tems at extreme conditions (high temperature and high pressure) [159, 163–
167] and recently also for solids [162, 168].
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3.3.3 Memory-function formalism for homogeneous systems
The memory-function approach, developed by Mori [23], is able to describe
systems in a disorder potential at all coupling strengths, thus it can be used to
examine transitions from a metallic to an insulting regime (Anderson transition).
Further advantages are that it does not suffer from the limiting procedure to
calculate the DC conductivity as the Kubo-Greenwood approach, and it can
account for finite-temperature effects. In the mode coupling approximation,
this approach was applied to the homogeneous electron gas by Götze [56–58].
Thereafter, applications have been demonstrated for two-dimensional [169–
173] and three-dimensional systems [173, 174].
In this section, we start by introducing concepts used in the memory-function
approach [23]. They comprise Kubo’s internal product [23, 55], that provides
a general expression for correlation functions, the time evolution operator in
reciprocal space, and its equation of motion projected onto the subspace of
interest (relevant subspace). Having these concepts at hand, we present the
memory-function approach for the homogeneous electron gas in a static random
disorder potential, as discussed by Götze in Ref. [58]. Here, the Hamiltonian
of the disordered system is defined and its equation of motion is derived. This
equation can be solved self-consistently. At the end, we arrive at an expression
for the conductivity for disordered systems.
The equations and results published by Götze in Ref. [58] are sometimes
difficult to access. Thus, in the following, we give more details about their
interpretation and derivation in some parts. These details were worked out
within a joint collaboration with Prof. Sofo and his group from Pennsylvania
State University.
Kubo’s internal product
We consider a system in thermodynamic equilibrium described by the Hamil-






with Z0 = Tr(e−βH0) being the partition function in equilibrium and β =
1/ (kBT ). With this, Kubo’s internal product between A and another dynamical




dλ ⟨eλH0 [B† − ⟨B⟩0]e−λH0 [A− ⟨A⟩0]⟩0 . (61)
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It has all properties of a scalar product in vector space, i.e., (A|A) ≥ 0 for
all A (positivity), (A|A) = 0 only if A = 0 (definiteness), (A + B|C) =
(A|C) + (B|C) (additivity), (γA|B) = γ(A|B) with γ ∈ C (homogeneity),
and (B†|A) = (A†|B) (conjugate symmetry). In the following, Kubo’s inter-
nal product is also named correlation function or relaxation function. In what
follows, it is assumed that ⟨A⟩0 and ⟨B⟩0 are zero.
Relation between internal product and linear-response function
Before we introduce the memory-function formalism, we discuss the relation
of Kubo’s internal product to the retarded Kubo’s linear-response function,
defined as (here and in the following, ℏ = 1)






Here, Θ(t) is the Heaviside step function, which is one for t ≥ 0 and zero for
t < 0. The time derivative of Kubo’s internal product ϕAB(t) = (A†(t)|B)
between the variables A and B can be expressed in terms of the expectation






= i⟨[A†(t), B]⟩ . (64)
Using Eq. (62), it follows:
− Θ(t) ddtϕAB(t) = χAB(t) . (65)















































Here, we use that ϕ(t → ∞) approaches zero by assuming that the system
relaxes back to equilibrium at infinite time. Furthermore, we note that









= −ϕ(t → ∞) + ϕ(0) = ϕ(0) . (71)




[χAB(z) − χAB(z = 0)] . (72)
Time evolution
The time evolution of a dynamical variable A(t) in the Heisenberg picture is
given by
d
dtA(t) = i [H,A]
..= iLA(t) , (73)
where L is the Liouville operator. Its formal solution is described as
A(t) = eiHtAe−iHt ..= eiLtA . (74)
Using this, the time dependence in the correlation function ϕ̃ between the
variables A(t) and B can be expressed as



































It embodies the full time evolution of the system. The time-dependent resolvent
R(t) is obtained from the inverse Laplace transform and is given by
R(t) = eiLt . (79)
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The resulting equation of motion for R(t) reads:
d
dtR(t) = iLR(t) . (80)
Equation of motion projected onto the relevant subspace
Monitoring the time evolution of all variables of the system is not always rea-
sonable, since usually we are interested in only a small subset of them, as e.g.
the current along q. This subset can be considered as the relevant subspace,
while the remaining variables form the “bath” (also called outer space).
From the mathematical side, these two orthogonal subspaces can be de-
scribed by projectors. The relevant subspace is represented by the projector P
and the complement by Q. Together, they define the whole space, i.e.:
P + Q = 1 . (81)
Since they are projectors, it follows P2 = P and Q2 = Q. Employing these
projectors in the equation of motion for the resolvent in reciprocal space R(z)
(derivation shown in Appendix A.2.2), we obtain:
PR(z)P = P
P(L − z)P − PLQ(QLQ − z)−1QLP . (82)
This equation describes the dynamics of the system in the relevant subspace.
Having a closer look to the denominator of Eq. (82), the first part P(L − z)P
describes the dynamics of the system ignoring the “bath”, and the second part
PLQ(QLQ − z)−1QLP accounts for the interaction of the system with the
“bath” by projecting the time evolution L first onto the outer space Q and
then back to P.
Similar kinds of propagators have been introduced implicitly in damping
theory [23, 175, 176]. We will make use of Eq. (82) later to derive the equation
of motion for a disordered system.
Hamiltonian of a disordered system
Within the memory-function formalism, we study in this section a
three-dimensional non-interacting electron gas in a static random disorder po-
tential. The Hamiltonian of this system is defined as























H0 is the Hamiltonian of the homogeneous non-interacting electron gas with
ϵk = ℏ2k2/(2me) as the energy at wave vector k given with respect to the
Fermi energy ϵF , and c†k (ck) as the creation (annihilation) operator of an
electron at state k. H ′ describes the interaction of the density fluctuation ρ(q)
of the electron gas with the impurity disorder potential given by the Fourier
transform U(q). The potential square average ⟨|U(q)|2⟩ is defined as a well-
behaved function of the wave vector modulus |q| = q. Further, we introduce
the following quantities: the electronic gas density n, the electron mass me,
the Fermi wave vector kF = (3π2n)1/3, the Fermi energy ϵF = k2F /(2me), and
the density of states at the Fermi level ρF = mekF /π2.





with the dynamical variable
ξk(q) = c†k−q/2ck+q/2 . (87)
The operator ξk annihilates a fermion at k + q/2 and creates one at k − q/2,
thus ρ(q) is a linear superposition of electron-hole pairs.
Current operator
To calculate the current j originating from the density fluctuations of the
system, we use the continuity equation
∂
∂t
ρ(q, t) = iLρ(q) = −q j(q) . (88)
Using the definition of L (see Eq. (73)), the Liouville operator acting on the
density gives the following










[H1, ρ(q)] = 0 , (91)
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with ϵk(q) = ϵk−q/2−ϵk+q/2 = qk/me. Projecting Eq. (88) along the direction











Defining the relevant operator subspace
Now, we investigate the time evolution of the disordered system with the Hamil-
tonian in Eq. (83). For this, we make use of the projected equation of motion
(see Eq. (82)). Before this equation can be applied, the two projectors P and
Q, that project onto the relevant subspace and the outer space, respectively,










The operators Aα(q) (α = 0, 1, . . . ) are built from the operators ξk and are
chosen such that they fulfill the orthogonality condition
(Aα|Aβ) = δαβ . (95)
At this point, we note that Pq is defined for a given q (indicated by index q).
Wave vectors different from q are not part of the relevant subspace and are
contained in the outer subspace Q.
The longitudinal current j(q) and the density ρ(q) have the same form as
Aα(q) (built from ξk) and are orthogonal:
(ρ(q)|j(q)) ∼ (ρ(q)|Lρ(q)) = ⟨[ρ(q),ρ(q]⟩ = 0 . (96)
Thus, we use j(q) and ρ(q) to define the projector P (see Eq. (93)), i.e.,







The prefactors here originate from the normalization of the Aα’s and are ob-
tained as (ρ(q)|ρ(q)) = g(q) and (j(q)|j(q)) = n/me.
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Equation of motion of a disordered system
Using Eq. (93) for P in Eq. (82), the projected equation of motion takes the
following form:∑︂
β
[ωαβ − zδαβ −mαβ(q, z)]ϕβγ(q, z) = δαγ ] , (99)
with
ϕαβ = (Aα(q)|R(z)|Aβ(q)) (100)
ωαβ = (Aα(q)|L|Aβ(q)) (101)
mαβ(q, z) = (Aα(q)|LQR̃(z)QL|Aβ(q)) . (102)
Here, R̃(z) = (QLQ − z)−1. ϕαβ is the correlation function between Aα(q)
and Aβ(q), and mαβ(q, z) is the memory function. mαβ(q, z) originates from
the second term in the denominator of Eq. (82), PLQR̃(z)QLP. It performs
the time evolution of the dynamical variable in the outer space, i.e., for q′ ̸= q
components. mαβ can be rewritten as
mαβ = (Fα(q)|R̃(z)|Fβ(q)) , (103)
with Fα(q) being the so-called fluctuating forces
Fα(q) = QLAα(q) . (104)














Where does the name “memory function” come from?










dt′mαβ(q, t− t′)ϕβγ(q, t′)
]︃
. (107)
Expressed in words, the time derivative of the correlation function at time t is
equal to the sum of a term containing correlation functions evaluated at the
same time t, and a second term which takes into account the past history of
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the correlation function. How much the past times are relevant at the present
time is measured by the memory function mαβ(q, t − t′). Hence, one can say
that the memory function stores or “memorizes” the information of the past
times. Since the dynamics in the subspace P depends on states of the system at
past times, it is non-markovian. If you consider the time evolution of the whole
system described by P + Q, the system’s dynamics would become markovian
and would not have a dependence on past times. Thus, the non-markovian
behavior is introduced through separating the phase space into a relevant and
outer space.
Approximate solution
In general, Eqs. (100), (101), and (102) are represented by infinite matrices. In
order to apply the formalism and find a solution for Eq. (99), approximations
are needed. As first approximation, we truncate the infinite matrices to finite
Nvar × Nvar matrices (Nvarth-order) by limiting the number of the linearly
independent variables Aα (α = 0, 1, ..., Nvar).
As demonstrated previously, the operators ρ(q) and j(q) can be used to de-
fine A0 and A1 through Eqs. (97) and (98), thus Nvar = 1. The corresponding
expressions for their fluctuation forces are evaluated in the following. One can
show that
F0(q) = QLA0(q) (108)
Eq. (97)∼ QLρ(q) (109)




ϵk(q) Q ξk(q) = 0 . (111)
It gives zero, since ξk(q) builds the relevant subspace P while Q projects
onto the outer space. Consequently, there is no fluctuating force acting on the
density and the memory function matrix elements m00 = mα0 = mβ0 = 0.
The fluctuation force F1(q) is given by





U(q − p) [q̂ (q − p)] ρ(p) . (112)













0 0 0 . . .
0 m 0
0 0 m
... . . .
⎞⎟⎟⎟⎟⎟⎟⎠ . (113)
That means that m is a diagonal matrix with a zero head component. Or
equivalently, the matrix elements mαβ can be expressed in terms of m as
mαβ = mδαβ − mδα0δβ0. Using this, Eq. (99) can be reformulated as follows
(q- and z-dependence of m is omitted here):∑︂
β
[(z +m)δαβ − ωαβ(q)]ϕβγ(q, z) = −δαγ +mδα0ϕ0γ(q, z) . (114)
For a system without disorder, i.e., a non-interacting system with the Hamil-





βγ (q, z) = −δαγ . (115)
Here, ϕ(0)βγ is the correlation function of the non-interacting system. Now, since
z is an arbitrary complex number, we can replace z by z + m in Eq. (115).
Writing Eq. (115) with replacing z → z +m and Eq. (114) in matrix form, we
obtain:
[(z +m)1− ω(q)]ϕ(0)(q, z +m) = −1 (116)
[(z +m)1− ω(q)]ϕ(q, z) = −1+mHϕ(q, z) . (117)
Here, 1 is the identity matrix, and H the head matrix with a one in the head
component and zero in all others. The solution of Eqs. (116) and (117) for
α = 0 and β = 0 gives the density-density correlation function of the disordered
system ϕ(q, z) ≡ g(q)ϕ00(q, z) = (ρ(q)|R(z)|ρ(q)). It has the following form:
ϕ(q, z) = ϕ
(0)(q, z +m(q, z))
1 +m(q, z)ϕ(0)(q, z +m(q, z))/g(q)
. (118)
This is similar to a Dyson equation with the important difference that the kernel
m appears in the frequency argument of ϕ(0), thus effectively introducing a non-
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linear dependence on the kernel. The density-density correlation function of the
non-interacting system ϕ(0)(q, z) is calculated as
ϕ(0)(q, z) = g(q, z)ϕ(0)00 (q, z) (119)
= (ρ(q)|R0(z)|ρ(q)) (120)
with R0(z) = (L0 − z)−1 and L0 representing the time evolution of the non-
interacting system, i.e., L0 • = [H0, •].
The mode-coupling approximation
To evaluate the expression for the kernel m(q, z) (Eq. (103) with α, β = 1),
further simplifications are needed. The fluctuating force F1(q), from which m
is obtained, is composed of products of the disorder potential U(q−p) and the
density fluctuations ρ(p). Since U(q −p) is a static potential, the correlations
between the frozen modes of the potential and the dynamical modes of the
electronic system are neglected. This is called the mode-coupling approximation.


















The index dis indicates that U is averaged over different realizations of disorder.
The expression for the memory function is then given by [57, 177]






⟨|U(q − p)|2⟩dis [q̂ (q − p)]2 ϕ(p, z) , (122)
with q̂ being the unit vector in the direction of q.
Further approximations
In the following, we introduce the explicit expressions used by Götze in Ref. [58]
to study the insulator-conductor transition for the homogeneous electron gas
using the memory-function formalism. Here, the expression for m(q, z) is fur-
ther simplified by neglecting the q-dependence in Eq. (122):
m(q, z) ≈ m(q = 0, z) = M(z) . (123)






⟨|U(q)|2⟩ q2 ϕ(q, z) , (124)
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with q = |q| and V being the volume of the system.
To solve Eq. (124), it remains to determine the Fourier transform of the
impurity potential U(q). In Ref. [58], it is approximated by a square potential
(in reciprocal space) with a scalar momentum cut-off at q0. The potential
square average is then defined as
⟨|U(q)|2⟩ = U2 6π
2
q30
θ(q0 − q) . (125)
Self-consistency equations
To evaluate ϕ(q, z) using Eq. (118) for the homogeneous non-interacting elec-
tron gas (FEG), we need apart from M(z) its density-density correlation func-
tion. From Eq. (72), it is obtained as
ϕ(0)(q, z) = −χ
(0)(q, z) − χ(0)(q, z = 0)
z
. (126)
χ(0)(q, z) is Kubo’s linear-response function of the FEG given by





















we arrive to the following expression for ϕ(0)(q, z):









Carrying out the integral in k for χ(0)(q, z) (Eq. (127)), we obtain the following
analytic expression [58, 152]:

















Here, vF = ℏkF /me is the Fermi velocity and the function ψ(z) is given by:




z − 1 . (131)
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The static Kubo’s linear-response function χ(0)(q, z = 0) can be further sim-
plified to [152]




(q/kF )2 − 4
8 (q/kF )
ln
⃓⃓⃓⃓(q/kF ) − 2
(q/kF ) + 1
⃓⃓⃓⃓]︄
. (132)
For the calculation of ϕ(q, z), it remains to define g(q), which is simply
g(q) = (ρ(q)|ρ(q)) = −χ(q, z = 0) . (133)
The aim of the memory-function approach is to determine M(z). It is ob-
tained by solving ϕ(q, z) in a self consistent manner. To summarize, the set of
self-consistent equations are:
ϕ(q, z) = ϕ
(0)(q, z +M(z))







⟨|U(q)|2⟩ q2 ϕ(q, z) , (135)
with









⟨|U(q)|2⟩ = U2 6π
2
q30
θ(q0 − q) . (137)
As alternative, Eq. (136) can be exchanged by Eq. (126). Furthermore, analytic
expressions can be used, e.g., Eqs. (130) and (131) for the dynamical χ(0)(q, z)
and Eq. (132) for the static χ(0)(q, 0).
In Ref. [58], Götze introduces dimensionless quantities units. The relation
between his equations and the ones of this section are given in the Appendix
A.2.3.
Conductivity















It can be expressed in terms of ϕ(q, z) by using the continuity equation, Eq.
(88). Then, according to Götze’s theory [57, 58, 177], the zero-wave-vector
limit q → 0 gives the macroscopic conductivity:
σ(z) = e2 n
me
i
z +M(z) . (139)
Thus, σ(z) depends simply on M(z). The DC conductivity is obtained from the
z → 0 limit. IfM(z) for z → 0 is a finite imaginary number (i.e., ReM(0) = 0),
σ(z) is real, and the system is in the metallic phase (or conducting phase). If
limz→0 M(z) is purely real (i.e., ImM(0) = 0), Reσ(z) is zero, and the
system is in the insulating phase.
Götze demonstrated in Ref. [58] that the homogeneous electron gas in a
random disorder potential exhibits a metal-to-insulator transition. The metallic
phase is characterized by extended electron states and occurs in the weak
coupling regime (i.e., weak disorder potential), while the insulating phase has
localized electron states and is present in the strong coupling regime (i.e., strong
disorder potential). The transition point between the metallic and insulating
phase is reflected in a drastic qualitative change of M(z) at small z.
Comparison to Drude formula
The classical Drude result for the DC conductivity σ(0), as defined in Eq. (33),
is reproduced by the zero-order result for M(0) in the weak coupling regime.
It is derived by substituting the non-interacting correlation function at zero
frequency,















into Eq. (124) (instead of ϕ(q, z)) and evaluating this formula only once (no
self-consistent cycle). The expression for M(0) is then [58, 174]














with E0 = q20/me. This is simply a constant. Comparing Eq. (139) to the Drude




T E M P E R AT U R E - D E P E N D E N T T R A N S P O R T
P R O P E R T I E S O F S n S e
Tin selenide (SnSe) has a layered, anisotropic, and low-symmetry crystal struc-
ture (Fig. 4.1). Its two-atom-thin layers are weakly bonded. SnSe undergoes a
reversible displacive phase transition at about 750-800 K from the
low-temperature phase with space group Pnma to the high-temperature phase
with space group Cmcm. In the high-temperature phase, an unprecedented
high figure of merit ZT ∼ 2.6 at T ≈ 923 K is observed along the b-axis [11].
In the low-temperature phase, ZT remains below one, however, it can be signif-
icantly enhanced by hole doping using Na atoms as acceptors. For hole-doped
SnSe, a ZT around 2 is reached along the b-axis at T ≥ 600 K [13]. For the tem-
perature range between 300 K to 773 K, the average figure of merit, ZTavg, is
∼ 1.34. This corresponds to an estimated maximum efficiency of ηmax ∼ 17 %
(see Eq. (3)), which is one of the highest values observed for state-of-the-art p-
type materials [11, 178, 179]. This exceptional performance arises from a high
power factor (∼ 40µW cm−1K−2 at 300 K and ∼ 14µW cm−1K−2 at 773 K)
together with a low κ (∼ 1.6 W m−1K−1 at 300 K and ∼ 0.55 W m−1K−1 at
773 K) present over a wide temperature range. Unraveling the origin of its pecu-
liar temperature dependence is a key point in understanding the high-efficient
thermoelectric performance of this material, and also in perspective of related
compounds, as e.g. SnS, InSe, and PbSe.
In the following, we calculate the electrical conductivity σ and the Seebeck
coefficient S for undoped and hole-doped SnSe in the low-temperature phase
Pnma using the BT approach in the RTA. In short, we find that good agree-
Figure 4.1: Crystal structure of SnSe (space group Pnma) perpendicular to (a) the
b-axis and (b) the c-axis. Se atoms are shown in light green and Sn atoms in violet.
The unit cell is framed by thin black lines.
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temperature-dependent transport properties of snse
ment with experiment is only reached after accounting for both, thermal ex-
pansion and electron-phonon coupling.
This chapter is organized as follows: First, in Sec. 4.1, we introduce the imple-
mentation of the BT approach in exciting and demonstrate its applicability to
the well-studied thermoelectric material Bi2Te3. Computational details about
the calculation of σ and S for undoped and holed-doped SnSe are given in
Sec. 4.2. Results are presented in Sec. 4.3, summary and conclusions in Sec.
4.4.
4.1 boltzmann transport in exciting
4.1.1 Details about the implementation
In the software package exciting [29], the electronic transport coefficients,
namely the conductivity σ, the Seebeck coefficient S, and the electronic part
of the thermal conductivity κe, can be evaluated via the linearized BT equation
in the RTA (see Eqs. (41) and (42) in Sec. 3.3.1). σ, S, and κe are calculated
by using Eqs. (52), (53) and (54), respectively, together with the transport
distribution function Ξ(ϵ) in Eq. (51) being the kernel of these coefficients.
Alternatively, they can be determined directly by using Eqs. (46), (47), and
(48), which do not require the calculation of Ξ(ϵ). This option is usually used
to cross-check if the parameters of Ξ(ϵ) are chosen appropriately. In both cases,
the evaluation of one or several summations over states nk on a discrete k-point
mesh in the first BZ (n - band index) is performed. For each nk, the eigenenergy
ϵnk, the group velocity vnk, and the relaxation time τnk are required for the
calculation. ϵnk together with the wave functions Ψnk are direct outputs of the
GS calculation in exciting, which is executed initially. vnk is obtained from




pnk = ⟨Ψnk|p̂|Ψnk⟩ . (142)
These momentum matrix elements are available in the optics package of
exciting. The relaxation time τnk is an empirical parameter. In general, it
depends on the energy of state nk. In our implementation, τ is assumed to
be energy independent. By specifying temperature T and chemical potential µ,
the transport coefficients can be evaluated. To simulate a given charge carrier
concentration n at a given T , e.g. for doped materials, µ can be adjusted
accordingly.
The largest contributions to the integrals in Eqs. (52), (53) and (54) stem
from k-points near the Fermi surface. Thus, an adequate sampling in this re-
gion is needed, which may be difficult to achieve with homogeneous k-meshes.
Therefore, our implementation provides the possibility to evaluate the BT co-
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efficients on adaptive k-meshes with high k-point densities in relevant regions,
generated in an iterative manner [180].
A detailed description of the performance of BT calculations in exciting
can be found in the tutorial “Transport properties using the Boltzmann equa-
tion” on the exciting webpage [181]. In this tutorial, the example system is
bulk silicon.
4.1.2 Bi2Te3 as test system
A suitable choice of a material to test the implementation of the Boltzmann
transport coefficients in exciting is Bi2Te3, since its properties have already
been studied with the BT approach implemented in other DFT packages, as
e.g. WIEN2k [182, 183]. In the following, we compare our calculations with the
results presented in Ref. [182].
The crystal structure of Bi2Te3 has 5 atoms in the unit cell (space group
R3̄m), as shown on the left side of Fig. 4.2(a). Known from experiments [184],
its rhombohedral cell has a lattice constant of a = 19.8 aB and an angle
between the lattice vectors of 24.16◦. For the DFT calculation, we use the
PBEsol functional [102] and include spin-orbit coupling, since Bi2Te3 is known
to have large spin-orbit effects. The MT radii of Bi and Te are RMT = 2.8 aB.
The dimensionless parameter RMT|G + k|max, determining the basis set size,
is set to 10 and the plane-wave cutoff Gmax for the density and the potential
is set to 20 a−1B . We use a homogeneous 20 × 20 × 20 k-point mesh for GS
calculation and a dense mesh of 50 × 50 × 50 k-points, giving 31 902 k-points
in the irreducible wedge of the Brillouin zone, for the BT calculations. This
computational parameters are similar to the ones used in Ref. [182].
Figure 4.2(b) shows the electronic band structure of Bi2Te3. Due to spin-
orbit effects, the band edges are moved away from the high-symmetry points.
We obtain a band gap of 0.11 eV that is similar to the experimental value of
about 0.13 eV [185]. This results are in good agreement to the results reported
in Ref. [182].
The transport properties of Bi2Te3 are calculated using the relaxation times
τxx = τyy = 22 fs in the basal plane (x-y plane) and τzz = 21 fs in the trigonal
axis (z-direction) (taken from Ref. [182]). Figure 4.2(c), (d), (e), (f), and (g)
show, respectively, the transport distribution function, the electronic density of
states, the Seebeck coefficient S, the power factor σS2, and the figure of merit
ZT at 300 K with respect to the chemical potential µ (here, the rigid band
approximation is used [156, 157]). For calculating ZT , we use the experimental
lattice thermal conductivity κl, which is κxx,l = 1.5 W m−1K−1 in the basal
plane and κzz,l = 0.7 W m−1K−1 for the trigonal direction [186]. Overall, the
shape and magnitude of the transport properties agree well with the results
shown in Fig. 6 of Ref. [182].
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Figure 4.2: Crystal structure and properties of Bi2Te3 calculated with exciting: (a)
Rhombohedral unit cell with space group R3̄m (left) and conventional hexagonal cell
(right). Bi atoms are shown in purple and Te atoms in yellow. (b) Electronic band
structure along high-symmetry lines. The red dashed line indicates the Fermi energy
EF . (c) Transport distribution function (TD), (d) electronic density of states (DOS),
(e) Seebeck coefficient S, (f) power factor σS2, and (g) figure of merit ZT versus
chemical potential µ. Here, the temperature is 300 K. The properties along the xx
direction (basal plane) are shown with solid lines, and along the zz direction (trigonal
axis) with dotted lines.
4.2 computational details
Using the BT approach, we calculate the conductivity σ and the Seebeck co-
efficient S between 300 K and 700 K. In this temperature range, the crystal
structure has the space group Pnma, as shown Fig. 4.1. The DFT calcula-
tions are performed using the PBE exchange-correlation functional [101], as
also used in other works [11]. MT radii of RMT = 2.0 aB for both species, Sn
and Se, are used. The parameter RMT|G + k|max is 10, and the plane-wave
cutoff Gmax for the density and the potential is 20 a−1B . We use a homoge-
neous 4 × 12 × 12 k-point mesh for the GS calculation, and a dense mesh of
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20 × 60 × 60 k-points, leading to 10 571 k-points in the irreducible Brillouin
zone, for the calculation of the transport coefficients.
4.3 results and analysis
The electronic band structure of SnSe, shown in Fig. 4.3, displays multiple
maxima below EF . The degree to which they contribute to transport de-
pends on the charge carrier concentration. We compute σ and S for un-
doped SnSe and hole-doped SnSe [12], for which experimental data are avail-
able in Ref. [12]. The undoped SnSe has intrinsically a hole concentration of
nh = 4.5 · 1017cm−3 due to Sn vacancies in the crystal [28]. The hole-doped
sample of Ref. [12] has a hole concentration of nh = 4.0 ·1019cm−3 (realized in
experiment by introducing Na atoms as substitutional impurities). The chemical
potentials at zero Kelvin related to nh = 4.5·1017cm−3 and nh = 4.0·1019cm−3
are indicated in Fig. 4.3 with a light red and an orange horizontal line, respec-
tively. For hole-doped SnSe, µ lies below two local maxima along Z-Γ, thus,
multiple maxima contribute to the transport [12].
The conductivity σ along the b axis for undoped and doped SnSe is shown
in Figs. 4.4(b) and (c), respectively. We start by neglecting the temperature
dependence of τ and set it to the constant value of τ = 20 fs (light blue line,
labeled with CRT for constant relaxation time). The calculated σ for both
undoped and hole-doped SnSe increases with temperature. This behavior is
Figure 4.3: Electronic band structure of SnSe (space group Pnma). The red dashed
line indicates the Fermi energy EF . The solid lines indicate the chemical potential
for undoped SnSe (light red) and for doped SnSe (orange), which correspond to hole
concentrations of nh = 4.5·1017 cm−3 and nh = 4.0·1019 cm−3 at T = 0, respectively.
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Figure 4.4: (a) Relaxation time τ for SnSe with respect to temperature obtained from
a fit to four ab-initio data points (gray triangles, one at 80 K is not displayed here).
(b) and (c) show the conductivity σ for undoped and doped SnSe, respectively. The
result for constant τ = 20 fs is labeled with CRT (light-blue line), CRT including the
thermal expansion of the lattice (TE) is labeled with CRT + TE (magenta circles), and
the result including both, a temperature-dependent relaxation time and TE is labeled
with TD-RT+TE (violet circles). (d) Seebeck coefficient S for the undoped (top) and
doped case (bottom). Experimental data (dark-green dots) are taken from Ref. [12].
The lines connecting the symbols are guides to the eye.
in strong disagreement with experiment (green dots). The agreement with ex-
periment is improved by including the thermal expansion (TE) of the crystal
lattice (magenta circles, labeled as CRT+TE). Here, to account for the TE,
we extract the lattice parameters from Ref. [187] for the temperatures 300 K,
370 K, 470 K, 570 K, and 670 K and perform for each temperature separate
GS and BT calculations. Importantly, the agreement with experiment is fur-
ther improved if, additionally, a temperature-dependent relaxation time τ(T )
(TD-RT) is employed by accounting for the renormalization due to electron-
phonon interaction. They are calculated at values 80 K, 300 K, 450 K, using
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the Fan-Migdal electron-phonon self-energy [188]. τ(T ) is obtained by a least-
squares fit of τ(T ) = a + b/(T − c) to these data points [189], leading to
the parameters a = −6.74 fs, b = 11743 fs K, and c = −146.87 K. The data
point and the fit are shown in Fig. 4.4(a). Combining the thermal expansion
with the temperature-dependent relaxation time τ(T ) (violet circles, labeled
as TD-RT+TE), good agreement with experiment is achieved. The impact
of other scattering mechanisms, e.g. due to impurities, electron-electron and
electron-plasmon couplings [190], are not considered here.
The Seebeck coefficient S along the b axis is shown in Fig. 4.4(d). Since S
has no τ -dependence in the RTA, its calculated value is only affected by the
TE. Thus, there is no result for TD-RT + TE. The computed S without TE
(light blue line) agrees with experiment for doped SnSe, but shows a rather
different temperature behavior for undoped SnSe. Including the TE (magenta
circles), S is in very good agreement with experiment for both, doped and
undoped SnSe.
σ and S along all three crystallographic axes for undoped and doped SnSe
are shown in Fig. 4.5. Since measurements of the charge carrier concentration
have a large uncertainty, here, also a range of hole concentrations nh (shaded
areas) is explored. For undoped SnSe, the reported value in Refs. [12, 28] is
nh = 4.49 · 1017 cm−3, thus, a range from 1017 to 1018 cm−3 is considered.
For hole-doped SnSe, the reported nh is 4.0 · 1019 cm−3, thus we consider the
range from 1019 to 1020 cm−3. The range of possible values (shaded areas in
Fig. (4.5)) covers the small discrepancies that remain between the experiment
and the calculated results for all crystallographic axes.
4.4 conclusion
The influence of thermal lattice expansion and electron-phonon coupling on
the transport coefficients has been analyzed. While, by including the thermal
expansion, the expected trend of a decreasing σ with increasing temperature
is obtained, the thermal enhancement of the electron-phonon interaction leads
to a further suppression of hole transport. Only by simultaneously account-
ing for both, the peculiar temperature dependence of the electronic transport
coefficients S and σ can be understood.
Results presented in this section are published in Ref. [189], where I con-
tributed with the calculation and analysis of the transport coefficients as pre-
sented above.
As a critical side remark, we want to mention that the BT approach in the
RTA is based on a large set of assumptions and is in general known to be a good
approximation for elastic and weak inelastic scattering mechanisms only [21,
22]. In the case of SnSe, phonons have a pronounced polaronic character [189],
indicating the presents of strong (or at least not weak) inelastic scattering. Irre-
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spective of this, as presented in this work, we have achieved a good agreement
with experiment.
Figure 4.5: Conductivity σ (first and second row) and Seebeck coefficient S (third
and fourth row) for undoped SnSe (plots indicated with light red label) and hole-doped
SnSe (orange label). Each column shows the results for one crystallographic axis, from
left to right: a, b, and c. The calculated σ, obtained by accounting simultaneously
for the thermal expansion (TE) and temperature-dependent relaxation time (TD-RT),
is labeled with TD-RT+TE (violet circles). The calculated S, that is τ -independent
and, thus, obtained by simply accounting for the TE, is label with CRT+TE (magenta
circles). Experimental data (dark-green dots) are taken from Ref. [12]. The lines con-
necting the symbols are guides to the eye. The shaded area in each plot indicates the
range of possible values due to a variation of the hole concentrations, nh. For undoped
SnSe, nh is investigated in the range nh = 1017 − 1018 cm−3, for hole-doped SnSe, in
the range nh = 1019 − 1020 cm−3.
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T E M P E R AT U R E - D E P E N D E N T T R A N S P O R T
P R O P E R T I E S O F T Y P E - I C L AT H R AT E S
In this chapter, the finite-temperature electronic, structural, and transport prop-
erties of type-I clathrates Ba8AlxSi46−x are investigated in the composition
range x ∈ [6, 16]. They are obtained from configurational thermodynamic av-
erages. For this, MMC and WL samplings of the configurational space are per-
formed in the canonical ensemble. For predicting the configuration-dependent
properties (e.g. total energies, bond lengths, etc.) of the structures visited dur-
ing the sampling, the CE technique is used (see Sec. 3.2.1).
Intermetallic type-I clathrates are inorganic inclusion complexes containing
guest atoms in the cavities formed by the host lattice. Their unit cell with
the cubic space group Pm3n is shown in Fig. 5.1(a). It is composed of 46
tetrahedrally-coordinated group-IV species sitting at the Wyckoff sites w = 24k,
16i, and 6c. They form the host structure (also called framework) with eight
cavities: six tetrakaidecahedra (light green) and two dodecahedra (light blue)
with their centers at the Wyckoff sites 6d and 2a, respectively. Those cavities
can contain guest atoms, that are often alkali or alkaline-earth metals.
The covalently-bonded pristine clathrate Si46 is a semiconductor [191]. For
Ba8Si46, 8 Ba atoms are introduced in the framework’s cavities. They donate
their two valence electrons to the crystal (n-doping), in total 16 free electrons,
and turn the compound into a metal. The electronic properties of Ba8AlxSi46−x,
Figure 5.1: (a) Unit cell of the type-I clathrate structure Ba8AlxSi46−x (space
group Pm3n). Host atoms are at the Wyckoff sites of the pristine lattice w = 24k
(green), 16i (blue), and 6c (red), while guest atoms are at 2a and 6d sites (yellow).
A tetrakaidecahedral and a dodecahedral guest-containing cavity is shown in light
blue and light green, respectively. (b) Upper and lower bound of the total number of
configurations Nconf available for compositions with Al content x.
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in which some of the Si atoms are substituted by Al, can be understood by
employing the so-called Zintl-Klemm concept [18, 192–195]. Following this
concept, each free electron in the crystal can be compensated by one Al, that
is a group-III element (p-doping). In this way, a completely charge-balanced
composition can be achieved at x = 16, for which semiconducting behavior
is expected. Although the Zintl-Klemm concept provides good guidelines for
understanding the electronic behavior of clathrates compounds, it only takes
into account the material’s composition and ignores the effects of the dopant
configuration. Indeed, it is found that the electronic behavior is not only deter-
mined by the composition, but it is also highly sensitive to the configuration,
i.e. the arrangement of the Al atoms in the host lattice [37, 38, 40, 41]. In par-
ticular for Ba8Al16Si30, the ground-state (GS) configuration is found to be a
semiconductor (thus seemingly following the Zintl-Klemm concept) while con-
figurations with an energy only slightly higher (a few meV/atom) than the GS
are found to be metallic [41].
The number of configurations Nconf available at a given composition is enor-
mous and increases rapidly with the number of substituents (combinatorial





with 46 as the number of substitutional sites. Its




by 24, that is the largest mul-
tiplicity among the Wyckoff sites. These bounds are shown in Fig. 5.1(b). In
experiments, the actual configurations present in thermal equilibrium are dif-
ficult to determine, since the species occupying the host lattice typically give
indistinguishable x-ray diffraction patterns [18]. This is the case, e.g., for Si
and Al in the compound Ba8Al16Si30 [33, 36, 42, 43]. In addition, a measured
sample represents a thermodynamic average on configurations. The annealing
temperatures of several hundred Kelvin used during the compound’s synthesis
(lasting several days) [32, 33, 36, 196] and the fast cooling down to room tem-
perature afterwards suggest that the system does not reach the most stable
configuration.
This chapter is structured as follows: First, in Sec. 5.1, the tools for thermo-
dynamic analysis as implemented within the CE package CELL are introduced.
The CE models used to predict the properties of Ba8AlxSi46−x in MMC and
WL samplings together with details about their construction are described in
Sec. 5.2. A new approach to perform canonical-ensemble averages fully based
on ab initio properties weighted by the configurational density of states (ob-
tained from the WL method) is explained in Sec. 5.3. Computational details
are given in Sec. 5.4. In the following sections, the results are presented. The
temperature-dependent structural and electronic properties for different x are
discussed in Sec. 5.5. Here, Sec. 5.5.1 is dedicated to the charge-compensated
composition x = 16, and Sec. 5.5.2 discusses n-doped clathrates, i.e. com-
positions with x < 16. In Sec. 5.6, the temperate-dependent bond distances
are accessed by MMC samplings and compared to experiments. The transport
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properties are discussed in Sec. 5.7. Finally, summary and conclusions are given
in Sec. 5.8.
5.1 statistical thermodynamics in CELL
To access finite-temperature properties, we employ the MMC sampling and the
WL method – described in Sec. 3.2.2 – that are implemented within the CE
package CELL [197]. CELL is an object-oriented python package for the purpose
of building CE models and performing configurational samplings for a broad
variety of material classes. It is developed and maintained in our research group,
and it has a special focus on complex alloys, such as the clathrate compound.
I implemented the thermodynamics package in CELL, containing the MMC
and WL sampling methods. Important features of the thermodynamics pack-
age are outline in Sec. 5.1.1. Its application is demonstrated on the example of
the Pt/Cu(111) surface alloy in Sec. 5.1.2. This example together with instruc-
tions about how to use the code is published in Ref. [198].
5.1.1 Configurational samplings in CELL
To obtain reliable thermal averages from samplings, a large number of sampling
steps is usually required. The tools of the thermodynamics package in CELL
allow for acceleration of the sampling. For instance, the cluster orbits O(α) are
precalculated before the sampling routine starts and reused in the prediction of
the CE energy at every sampling step. Furthermore, computational time can
be saved by evaluating a Monte-Carlo sampling step as follows: At sampling
step n, a new proposed configuration with vector σn+1 is generated from the
current configuration with vector σn by performing a Monte-Carlo swap. To
calculate the acceptance probability of σn+1 (see Table 3.1), its total CE energy
Ên+1 = Ê(σn+1) is required. However, a swap of atoms affects the occupation
variables σi of the vector σn only at two sites. Thus, instead of evaluating Ên+1
as E(σn+1) =
∑︁
αmαJαXα(σn+1) (see Eq. (20) with P = E), which involves
the calculation of the full correlation vector Xα(σn+1), it is more efficient to
calculate the change in the CE energy, ∆Ê, with respect the total CE energy
Ên = Ê(σn) of the previous configuration σn as:










( fβ(σn+1) − fβ(σn) )
⎤⎦ . (143)
Here, the difference of the cluster functions f in the square brackets is zero,
except for the clusters β which contain a swapped site. Using ∆Ê, the energy
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Figure 5.2: Speedup versus the supercell volume V (V0 being the unit cell volume).
It is calculated from the ratio between the time spent for 100 000 MMC steps using
Ê and using ∆Ê for predictions. In this example, the CE model for the energy of
Ba8Al16Si30 with 11 clusters is used (see Table 5.2).
at step n is obtained as Ên+1 = Ên + ∆Ê, with Ên saved from the previous
step. The speedup is demonstrated by means of an MMC sampling for the
clathrate Ba8Al16Si30, having, in total, Nα = 10 clusters in its CE model (see
Table 5.2). Figure 5.2 shows the speedup obtained for 100 000 MMC steps. It
increases with the supercell size and reaches a factor of about 8.5 for a 3×3×3
supercell with a volume of V = 27V0 (V0 being the unit cell volume).
5.1.2 Pt/Cu(111) surface alloy as test system
Thermodynamic analysis by using the MMC and WL sampling methods, as
implemented in CELL, is carried out for the Pt/Cu(111) surface alloy. This
alloy consists of a Cu fcc (111) surface that adsorbs Pt atoms into the top-
most atomic layer. Its pristine surface and the fully substituted counterpart of
the supercell with, in total, 16 top-most layer atoms are shown in Fig. 5.3(a)
and (b), respectively.
In the samplings, the energy of every visited configuration is predicted with




[E(σ) − nPt∆µ− ECu,surface] . (144)
Here, Nsites is the number of substitutional surface sites in the top-most layer of
the supercell, E the total energy of the configuration σ, nPT the number of Pt
atoms, ∆µ = µPt − µCu with µPt being the chemical potential of Pt and µCu
the chemical potential of Cu, and ECu,surface the total energy of the pristine
Cu(111) surface. The advantage of using Eads instead of the total energy E(σ)
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Figure 5.3: (a) Pristine Cu(111) surface and (b) Pt/Cu(111) surface with the fully Pt-
substituted top-most atomic layer perpendicular to the z direction (top view). Yellow
circles represent Cu atoms, gray circles Pt atoms. The red line indicates the supercell
boundaries.
is that Eads has a direct physical interpretation and is an intensive property,
i.e. it does not scale with the supercell size.
The CE model of Eads is trained by 100 random configurations generated
at arbitrary Pt concentration in the Pt/Cu(111) surface with 16 substitutional
surface sites (pristine surfaces shown in Fig. 5.3). The total energies of the
structures in the training set are obtained with the effective medium theory cal-
culator of ASE [199]. This calculator uses reasonably realistic parameters for
the elements Pt and Cu, and requires much less computational resources than,
e.g., DFT calculations. The optimal CE model is found by applying the LASSO
optimization method, i.e. an optimization using the ℓ1 norm as regularization
term in the objective function (see Eq. (25)). The regularization hyperparam-
eter λ, determining the sparseness of the solution, is optimized in the range
Figure 5.4: Cluster optimization performed with the LASSO method to obtain a CE
model for the adsorption energy Eads of the Pt/Cu(111) surface alloy: (a) Eads versus
the sparsity λ (regularization hyperparameter). (b) Eads with respect to the number
of clusters. The blue points indicate the RMSE of the fit, the black points indicate the
loo-CVS, and the red circle the optimal value of the loo-CVS. The lines are guides to
the eye.
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λ ∈ [10−7, 10−4]. Figure 5.4(a) shows the loo-CV (black), and the root mean
squared error (RMSE) (blue) with respect to λ. The lowest loo-CV is found for
λ = 6 ·10−6 (red circle), indicating the optimal model. At this λ, the CE model
consists of 32 out of 52 clusters, as it is revealed from Fig. 5.4(b), which shows
the loo-CV with respect to the number of clusters. From a least-squares fit of
this optimal set of 32 clusters to the training set (see Eq. (24)), the ECIs are
obtained. The resulting optimal CE model has a RMSE of 0.7 meV/site and a
loo-CVS of 1 meV/site.
For the stoichiometry of Cu3Pt at the fcc (111) surface, we perform sam-
plings in the canonical ensemble. First, we investigate the configurational or-
dering at different temperatures. For this, a simulated annealing procedure
is performed, which consists of 15 sequential MMC samplings, with 100 000
sampling steps at each temperature T , starting from 1500 K and gradually
decreasing T in steps of 100 K until reaching 100 K. The most-visited configu-
ration in MMC samplings for temperatures below 300 K is the GS configuration,
i.e. the configuration with the lowest energy. The GS for the supercell with 64
surface sites is shown in Fig. 5.5(a). It has a p(2 × 2) ordering of the Pt atoms.
This ordered pattern is in agreement with experiment reported in Ref. [200]. As
an example for a configuration present at high-temperature, a snapshot of the
MMC trajectory at 1500 K is shown in Fig. 5.5(b). Here, no ordering pattern
is visible.
The change of a well-ordered GS to a disordered state indicates a phase
transition. Its signatures are investigated in the isobaric specific heat Cp (Eq.
(32)), the internal energy U (Eq. (29)), and the configurational entropy S
(Eq. (31)). These thermodynamic properties are shown in Fig. 5.6 for different
supercell sizes. We discuss first the results obtained by the WL method (solid
lines). The simulation parameters used for WL samplings are summarized in
Table 5.1. As shown in Fig. 5.6(a), the Cp reveals a maximum, whose position
typically indicates the transition temperature Ttrans [133, 139, 201]. Ttrans for
Figure 5.5: Simulation cell of the Pt/Cu(111) surface alloy with 64 surface sites: (left)
the GS configuration and (right) a snapshot at T = 1500 K. Yellow circles represent
Cu atoms, gray circles Pt atoms.
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each supercell size is indicated by vertical dashed lines in Fig. 5.6 (values are
displayed in Table 5.1). It decreases almost linearly with increasing supercell
size, while the peak height increases. U and S, shown in Fig. 5.6(b) and (c),
respectively, have a rather gradual increase with respect to temperature for
the small simulation cell with 16 surface sites. For the simulation cell with 144
surface sites, they reveal a sudden change at Ttrans. This jump in U and S, and
a sharp delta-like peak in the Cp are signatures of a first-order phase transition.
Furthermore, Cp and U are calculated from MMC sampling trajectories of
simulated annealing procedures for the simulation cells with 16 surface sites
using Neq = 10 000 and with 64 surface sites using Neq = 12 500. The results,
Figure 5.6: (a) Specific heat Cp, (b) internal energy U , and (c) entropy S with
respect to temperature for the Pt/Cu(111) surface alloy with 16 (light blue), 64 (dark
blue) and 144 (violet) surface sites of the simulation cell. Results obtained from WL
method are shown with solid lines, results obtained by MMC samplings with dots in
the corresponding color code. The transition temperatures Ttrans from the ordered to
disordered phase, indicated by the maximum of the Cp, are shown with vertical lines.
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Table 5.1: Parameters of WL samplings for the Pt/Cu(111) surface for supercells
of different sizes. From left to right: the number of surface sites of the supercell,
the final modification factor f , the flatness citerion in the first (m = 0) and the
final iteration, the total number of iterations, and the transition temperature Ttrans. A
general description of the parameters used in a WL sampling is given Sec. 3.2.2.
# surface sites final f initial x% final x% iter. m Ttrans [K]
16 e1·10−7 0.5 0.95 23 452
64 e6·10−5 0.5 0.9 14 363
144 e6·10−5 0.5 0.9 14 274
shown with dots in Figs. 5.6(a) and (b), are in agreement with the results
obtained from the WL method.
5.2 cluster expansion models
In the configurational samplings performed for Ba8AlxSi46−x, we use CE models
for the energy E, the band gap Egap, and the average bond distances between
two neighboring k sites, bkk, and between two neighboring i sites, bii. Their
model parameters, as e.g. the ECIs, the loo-CV, and the RMSE are shown in
Table 5.2. The CE model for E is obtained from an iterative scheme, developed
as part of my Master thesis and published in Ref. [41]. In this study, it was
found that the energy of mixing of GS configurations in the composition range
6 ≤ x ≤ 16 decreases linearly with increasing x, but exhibits an abrupt change
in slope at x = 13 [41]. To model this behavior accurately, one CE model was
built from ab initio data at x ∈ [6, 13] and another one from ab initio data at
x ∈ [13, 16] (details about building the CE models are given in Ref. [41]).
When we discuss the quantity Egap, we refer to a gap in the KS band
structure that can be found below the Fermi energy EF for compositions x < 16
and that is the fundamental KS band gap for x = 16. Such gap is present in
most of the GS configurations. At a fixed composition, this band gap is not
present for all configurations (detailed discussion about the changes of band
gap is given in Sec. 5.5.2). This can be problematic for constructing a CE model
for Egap, since CE builds linear models and, thus, is unable to fit a property
that can take zero or positive values, but not negative ones, as the band gap.
Therefore, the CE model for Egap is trained using solely configurations with
a band gap. Here, it turns out that a higher predictive power is achieved by
building again two CE models, one for x ∈ [6, 12] and one for x ∈ [13, 16]. We
are particularly interested in the band gap at x = 16, thus at this composition,
ab initio properties of 18 additional semiconducting structures are calculated
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Table 5.2: Model parameters Jα, loo-CV, and RMSE of the CE models for the energy
E, the band gap Egap, and the average bond distances between neighboring k sites,
bkk, and between neighboring i sites, bii, for Ba8AlxSi46−x. The model for E is taken
from Ref. [41]. The models are trained from clathrate structures in the composition
range x ∈ [6, 16], which are calculated ab initio with the DFT package exciting [29]
using the PBEsol exchange-correlation functional [102]. Ns indicates the number of
structures used as training set. Nα indicates the number of clusters used for the CE
model.
E [meV/atom] Egap [eV] bkk [Å] bii [Å]
x [6, 13] [13, 16] [6, 12] [13, 16] [6, 16] [6, 16]
Ns 25 17 16 25 40 40
Nα 8 10 4 5 4 4
J0 -39510551.1 -39510606.9 -0.101 -0.077 2.4550 2.3097
Jk-Jc 4.86 3.82 - 0.035 0.0139 -0.0028
Ji-Jc 6.35 5.26 -0.069 - 0.0015 0.0066
Jc 23758.11 23763.06 0.084 - -0.0051 0.0048
Jkk 4.93 4.29 - - - -
Jii 6.45 7.05 - - - -
Jki 4.53 5.45 - -0.048 - -
Jkc 5.23 5.12 - -0.044 - -
Jk(k)i - - 0.028 - - -
Ji(k)i - 0.61 - -0.026 - -
Jk(k)c - 0.21 - - - -
loo-CV 1.13 0.59 0.038 0.038 0.0039 0.0023
RMSE 0.69 0.31 0.029 0.031 0.0035 0.0021
(using the same computational parameters and calculation procedure as in
Ref. [41]) and added to the training set.
Furthermore, we build separate CE models for the bond distances bkk and
bii, since they are very sensitive to configurational changes [32, 41] (detailed
discussion in Sec. 5.6). Here, we use as training set the average bond distances
of the structures calculated in Ref. [41]. A separation of the training data set
to build the CE models is not needed in theses cases, since a high predictive
power with a low loo-CVS is already obtained by a single CE model for the full
composition range x ∈ [6, 16].
The optimal set of clusters Copt with its corresponding ECIs of the CE model
for Egap, bkk and bii, respectively, is obtained by executing two consecutive op-
timization procedures: First, a nested loop over sets of clusters with increasing
cluster radius Rmax and increasing cluster size Np is performed, using as ob-
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Figure 5.7: (a) Combinatorial optimization procedure for the CE model for the band
gap, Egap, with x ∈ [13, 16]: loo-CVS (blue) and RMSE (magenta) versus the number
of clusters Nα of subsets selected from the clusters set C1. (b) Clusters of the optimal
CE models, whose model parameters are given in Table 5.2. Host atoms in gray and
guest atoms in yellow. 1-point clusters representing the Wyckoff sites 24k, 16i, and
6c are marked in green, blue, and red, respectively. The bonds between the nearest-
neighbor 2-point clusters kk, ki, kc, and ii are marked in green, cyan, orange, and
blue, respectively. Next-nearest-neighbor two-point clusters are indicated by dashed
lines.
jective function Eq. (24) (see Sec. (3.2.1)). The cluster set size Nα increases
with increasing Rmax and Np. From this optimization, the set of clusters C1
with the smallest loo-CVS is selected. In the second optimization procedure, a
combinatorial search over all subsets of C1 is performed. This corresponds to
solving the objective function of Eq. (25) with the ℓ0-norm as regularization
term. From all combinations, the subset with the smallest loo-CVS is identified
as the optimal set Copt for the CE model. For each CE model, the set of clusters
C1 selected in the first optimization is defined by Rmax = 4.32 Å and Np = 2,
consisting, in total, of 16 clusters. An example of the subsequent combinato-
rial search is given in Fig. 5.7(a) for the CE model for Egap in the composition
range x ∈ [13, 16]. All possible subsets of C1 at a given number of clusters
Nα < 16 (x-axis) are considered, and the corresponding loo-CVS and RMSE
are calculated (each point in Fig. 5.7(a) corresponds to one subset). The blue
solid line connects the cluster subsets with the lowest loo-CVS for each Nα,
while the magenta line connects their corresponding RMSE. The optimal CE
model for Egap having the lowest loo-CVS of ∼ 0.04 eV is found for a subset
with Nα = 5 (corresponding ECIs are shown in Table 5.2).
Among the optimal set of clusters used in each CE model, are the empty
cluster α = 0, the three 1-point clusters α = k, i, and c representing the three
Wyckoff sites w = 24k, 16i, and 6c, respectively, the four 2-point clusters
α = kk, ii, ki, and kc of neighboring sites, and three 2-point clusters α = k(k)i,
i(k)i, and k(k)c consisting of next-nearest neighbor sites (site in parenthesis
indicates the Wyckoff site in between the two sites building the cluster). The
ECIs Jα of the clusters α used for the CE models are given in Table 5.2. The
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symbol “-” indicates that this cluster is not present in the CE model. The
CE models are constructed using the cluster functions fβ(σ) =
∏︁
i∈β σi with
σi = 0, 1. This non-orthogonal basis provides a convenient way to interpret
configurational changes, since fβ(σ) is one if every site of β is occupied with
substitutional species (Al atoms in our case) and zero otherwise.
5.3 canonical-ensemble averages using the configura-
tional density of states
In the following, a strategy to calculate canonical averages of any property
P is devised by using g(E) obtained from the WL method. This is particular
useful for properties, for which a CE model is difficult to build. For instance,
this is the case for the spectral function A(k, ϵ). This quantity depends on two
parameters, the wave vector k and the energy ϵ, thus, many CE models may
be required for an accurate description of its probably complex behavior.
The canonical-ensemble average of P at temperature T is obtained from the
following sum over the complete configuration space:








Here, P (σc) is the property and E(σc) the energy of configuration c. P (σc) is
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. The configurations span the energy
interval [EGS, Emax] with EGS being the GS energy and Emax the maximum
energy that is possible to attain in the configurational space. Dividing this
energy interval into M intervals ∆Ej = [Ej , Ej +∆j [ of width ∆j with Ej+1 =









Here, exp (−E(σc)/kBT ) ≈ exp (−Ej/kBT ) for E(σc) ∈ ∆Ej under the as-
sumption that the widths ∆j are not too large. Furthermore, g(Ej)∆j is an esti-




P (σc)/Nj is the expectation value of P in ∆Ej .
By using nj configurations in each interval ∆Ej in Eq. (146) instead of the
actual number Nj , a sampling error is introduced. This error can be estimated
by a resampling procedure similar to the bootstrap method [202, 203]. Here,
instead of obtaining ⟨P ⟩Ej from the average of the nj configurations, a subset
of these nj configurations is randomly generated and used to calculate ⟨P ⟩Ej .
Performing several resamplings and calculating for them the canonical average,
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as defined in Eq. (146), the uncertainty can be estimated by their standard
deviation. This resampling technique is used in the calculation of the canonical-
averaged transport coefficients, discussed in Sec. 5.7.
As a general remark, the underlying assumption for the average in Eq. (146)
is spatial ergodicity [204], i.e. all possible configurations in a finite sample are
realized in the infinite sample. Thus, the behavior of the infinite sample can be
approximated by an average of many single finite samples.
5.4 computational details
The set of ab initio structures in the composition range x ∈ [6, 16] from the iter-
ative GS search performed in Ref. [41] is used for the analysis of their electronic
properties. In addition to those structures, 38 configurations at composition
x = 16 are computed with the same computational parameters and calculation
procedure as for the previous configurations [41]. 15 of them are selected from
a simulated annealing sampling retaining low-energy structures with energy
less than 10 meV/atom above the GS energy EGS = −39130344.71 meV/atom.
The set of 44 structures available at x = 16 is used to calculate canonical
averages using Eq. (146).
The ab initio properties of these structures are calculated with the DFT
package exciting [29]. From previous studies, we know that, independently
from the choice of the exchange-correlation functional, LDA or PBEsol, the GS
configuration remains the same [41]. For a few selected configurations of x =
16, the electronic structure is calculated with the DFT package FHIaims [205]
using the hybrid functional HSE06 [206, 207]. In these calculations, the size of
the fundamental band gap increases as expected, however, structures that have
no fundamental band gap stay metallic. Thus, we conclude that the overall
picture of the electronic and structural properties does not depend on the
functional and choose PBEsol for our calculations. Each structure is optimized
until the lattice parameter reaches an uncertainty of below 0.01Å and the
atomic forces are below 34 meV/atom. To speed up convergence, the mixing
algorithm of Ref. [208] is used for some of the structures. For the GS calculation,
we use a homogeneous 4×4×4 k-point mesh, and the parameter RMT,min|G+
k|max = 8 with RMT of 2.0 aB for Al and Si and 2.3 aB for Ba. The plane-wave
cutoff G for the density and the potential is 12 a−1B .
The transport coefficients are calculated using the BT approach as imple-
mented in exciting (see Sec. 4.1). The transport integrals are evaluated on
a dense mesh of 12 × 12 × 12 k-points. A convergence test with different
k-meshes (see in Fig. A.2 of Appendix A.1.2) demonstrates that this mesh is
sufficient to achieve converged results for the clathrate compound Ba8Al16Si30
(x = 16). In the Boltzmann approach, the only phenomenological parameter
is the relaxation time τ , which accounts for various scattering processes. For
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clathrates, typical estimates for τ in theoretical transport calculations range
from 5 fs to 20 fs [34, 35, 37, 209, 210]. For the results presented in Sec. 5.7,
we use the constant temperature-independent value τ = 5 fs.
For the MMC simulations, we perform 10 million sampling steps at every
temperature for the unit cell. For the 2 × 2 × 2 supercell, which is 8 times
larger than the unit cell, 80 million sampling steps are performed to reach the
same level of convergence as for the unit cell. The first half of these sampling
steps is taken for equilibration and the second half for averaging. For the 4 ×
4 × 4 supercell, 640 million sampling steps are out of reach, due to the very
long sampling times that it would require. Here, we perform about 80 million
sampling steps at every temperature and determine the number of equilibration
steps Neq for each temperature individually by analyzing its sampling trajectory.
Typically, Neq is around 60 million steps for low temperatures and 5 million
steps for high temperatures.
The WL sampling (explained in Sec. 3.2.2), used to obtain the configura-
tional density of states g(E) at x = 16, is performed with the modification
factors, fm=0 = e1 in the first outer loop (m = 0) and fm=27,min = e1.5·10
−8
in the final outer loop after m = 27 iterations. The flatness criterion starts
with x% = 50% at m = 0 and reaches x% = 98% at m = 27. For the energy
space discretization, a bin width of ∆ = 1 meV/atom is chosen with the lowest
energy bin centered at EGS. The converged g(E) is shown in Fig. 5.8(a).
5.5 phase transitions
5.5.1 Charge-compensated clathrate
In this section, we study the temperature-dependent structural and electronic
properties of the charge-compensated composition Ba8Al16Si30. The results
presented in this section are published in Ref. [138].
The DFT band gaps, Egap, (right axis) of configurations with energies E(σc)
are shown with black dots in Fig. 5.8(b). The x axis presents the energy E with
respect to the GS energy EGS. The band gap changes drastically with the Al
configuration. Starting from the GS, which has an energy gap of Egap,GS =
0.36 eV, Egap decreases linearly with increasing E (red dash-dotted line) until
reaching zero at around 5 meV/atom. Above 5 meV/atom, both semiconducting
and metallic structures are present.
We proceed with analyzing the canonical probability distribution DT in de-
pendence of energy E and temperature T . For this, we employ the configu-
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Figure 5.8: (a) Natural logarithm of the configurational density of states ln g(E)
versus total energy E obtained from WL sampling in the unit cell for Ba8Al16Si30.
The inset shows the values for the full energy space that can be attained in the
configurational space. (b) Canonical distribution DT (E) from Eq. (147) for T = 200 K,
800 K, and 1200 K (left axis) and KS band gaps Egap (black dots, right axis) versus E.
The energy zero is the GS energy EGS. The results for DT (E) obtained from the WL
method are shown with shaded areas below solid lines, those from the MMC method
with dashed lines. The linear decrease of the band gap at low energies is indicated by
a red dash-dotted line.
rational density-of-states g(E), obtained by a WL sampling as shown in Fig.
















is the partition function at temperature
T , and kB is the Boltzmann constant. DT versus E is shown with solid lines and
shaded areas in Fig. 5.8(b) (left) for the temperatures 200 K, 800 K, and 1200 K.
At low temperatures, e.g. T = 200 K (dark violet), DT has a single peak below
3 meV/atom. Only semiconducting configurations are in this energy range. With
increasing temperature, DT becomes significant above 5 meV/atom, where also
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metallic configurations are present. At T = 800 K (violet), DT shows two max-
ima, one around 2 meV/atom and one around 8 meV/atom. This double-peak
distribution is indicating the coexistence of two phases, which are studied in
more detail below when the temperature-dependent structural and thermody-
namic properties are considered. For T = 1200 K (magenta), DT has a broad
peak at high energies with metallic configurations. The distributions DT can
be reproduced by MMC samplings, as shown with dashed lines in Fig. 5.8(a).
For a detailed study of the electronic behavior at finite temperature, we
calculate the temperature-dependent effective band structure (TD-EBS) from
a canonical-ensemble average using the method presented in Sec. 5.3. Using
the set of 44 computed configurations available at x = 16 (see Sec. 5.4), it is
obtained from the following two averaging steps:
(i) For each configuration in the set, the symmetry of the pristine primitive
cell is restored by an averaging procedure, according to Refs. [49, 50,
211]. The resulting symmetrized energy spectrum accounts for different
local environments present due to the Al substituents in the host lattice.
(ii) Using g(E), a statistical weight is assigned to each symmetrized energy
spectrum. Then, a canonical-ensemble average is performed by applying
the strategy described in Sec. 5.3.
A general method to obtain the TD-EBS of any alloy is described in Ref. [138].
For the clathrate alloy, we focus on the TD-EBS along the Γ-M path, since
the GS has an indirect band gap along this direction, as can be seen from its
band structure depicted in Fig. 5.9(a). This indirect band gap is not present for
other configurations, as e.g. for the high-energy configuration with an energy
E(σM) = 64.74 meV/atom above the GS, shown in Fig. 5.9(b) (label M stands
for metallic configuration).
Starting with point (i), for each of the 44 computed configurations at x = 16,
we restore the symmetry of the pristine primitive cell, i.e. the non-substituted
clathrate Ba8Si46 with space group Pm3̄n. The symmetry of the pristine primi-
tive cell is at least partially broken due to Al substituents in the crystal, leading
to, in general, different eigenvalues for different Γ−M directions. However, the
wave vector kS of the substituted clathrate can be mapped to wave vector k of
the pristine lattice by the relation kS = Sk, with S being a point-symmetry op-
eration of the pristine primitive cell. Using this mapping, a symmetry-averaged








δξ(ϵ− ϵc,nkS ) . (148)
Here, ϵc,nkS is the KS energy of band n and wave vector kS for configuration
c, and the sum runs over NS operations S. ξ is a small number representing
the discretization of ϵ. δξ is 1 if the argument (ϵ − ϵc,nkS ) is inside the in-
terval [−ξ, ξ[ and 0 otherwise. The sum over S considers all point-symmetry
63
temperature-dependent transport properties of type-i
clathrates
Figure 5.9: Band structure between high symmetry points and DOS for (a) the
GS and (b) a high-energy configuration. Numbers on top of the band structure are
the energies E of the structure with respect to EGS. Band structure along the six
different symmetry directions Γ-M (labeled with subscripts from 1 to 6) and resulting
symmetry-averaged spectral function Ac(k, ϵ) on the right are plotted for (c) the GS
and (d) the high-energy configuration. Here, Ac(k, ϵ) = 0 is indicated in black, and
Ac(k, ϵ) > 0.5 in white. The red dashed lines indicate the Fermi energy EF .
operations. In the case of Ba8Al16Si30, an unfolding of the band structure to
recover the translational symmetry of the pristine primitive cell, as done in
Refs. [49, 211], is not needed, since the lattice of the configurations has the
same size as the pristine primitive cell. The cubic cell of Ba8Al16Si30 has 6
distinct Γ-M directions. Figures 5.9(c) and (d) show the band structure for
the GS and the high-energy structure along these directions, respectively. Both
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Figure 5.10: Symmetry-averaged spectral function Ac(k, ϵ) of three semiconducting
and two metallic configurations c at x = 16. The numbers on top of each panel
indicate the energy E of the corresponding structure with respect to the energy of
the ground state (E in meV/atom). Black corresponds to Ac(k, ϵ) = 0 and white to
Ac(k, ϵ) > 0.5.
also show their resulting symmetry-averaged spectral functions (on the right).
The symmetry-averaged spectral function for six further configurations with
intermediate energies are shown in Fig. 5.10.
In point (ii), statistical weights are assigned to each Ac(k, ϵ) by employing
g(E). With these, a canonical-ensemble average of these Ac(k, ϵ)’s can be
calculated (see Eq. (146) in Sec. 5.3) as















is the configurational-averaged spectral weight of the energy interval ∆Ej , ob-
tained from the Ac(k, ϵ)’s of the nj computed configurations whose energy
E(σc) is in ∆Ej . The TD-EBSs for temperatures from 200 K to 1200 K, re-
sulting from the corresponding AT (k, ϵ)’s, are depicted in Fig. 5.11. At 200 K,
TD-EBS is similar to the symmetrized energy spectra of the GS (see Fig. 5.9(c),
right), since it shows also an indirect effective band gap with the valence band
maximum close to the Γ point and the conduction band minimum at the
M point. With increasing temperature, the effective band gap decreases. For
T ≥ 800 K, AT (k, ϵ) at the Fermi energy is clearly non-zero, which indicates
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Figure 5.11: Temperature-dependent effective band structure along the Γ-M path
for temperatures between 200 and 1200 K (from left to right). Black corresponds to
Ac(k, ϵ) = 0 and white to Ac(k, ϵ) > 0.5. The white dashed lines indicate the Fermi
energy EF .
the onset of metallicity, under the assumption that no electron localization is
present. (Disorder-driven localization can not be described by the method and
model system used in this approach.)
Before we proceed with discussing the temperature-dependent density-of-
states (TD-DOS), the effect of thermal lattice expansion on the electronic
band structure is considered. It can have a significant impact, especially, on
the band gap at elevated temperatures, as demonstrated, e.g., for PbTe and
SnTe in Ref. [212] and for CuInTe2 in Ref. [213]. To estimate its effect for
Ba8Al16Si30, the electronic band structure of two different configurations us-
ing an expanded lattice (in analogy to Ref. [212]) is calculated. The thermal
expansion coefficient α for Ba8Si46 is α = 12 ·10−6 K−1 [214]. Using this value
and the relation α = ∆a/a · (Tx − T0K)−1, with a being the lattice constant
at temperature T0K = 0 K and ∆a its change when going to temperature Tx,
we obtain ∆a = 0.11 Å for Tx = 900 K. Figure 5.12 shows the band struc-
ture at 0 K (no thermal expansion, blue lines) and at 900 K (expanded lattice
with ∆a = 0.11 Å, dashed orange lines) for the GS (in Fig. 5.12(a)) and a
high-energy configuration (in Fig. 5.12(b)). For both configurations, the result
obtained for 900 K agrees well with the result for 0 K. Thus, the effect of the
thermal lattice expansion on the band structure is negligible.
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Figure 5.12: Band structure for (a) the ground state and (b) a high-energy configu-
ration. Blue lines correspond to 0 K (lattice constant a = 10.59Å) and dashed orange
lines to 900 K (lattice constant a + ∆a with ∆a = 0.11Å). Here, only the thermal
lattice expansion is considered.
The temperature-dependent density of states (TD-DOS) is obtained with a
















is the configuration-averaged DOS of interval ∆Ej , obtained from the DOSc
of the nj computed configuration c whose energy E(σc) belongs to ∆Ej . The
TD-DOS, shown in Fig. 5.13, reveals also a closing of the effective band gap
around 700 K, similar as obtained from the TD-EBS. The TD-DOS, shown for
200 K ≤ T ≤ 1200 K in Fig. 5.13(a) (left), exhibits the same narrowing of the
band gap with increasing temperature as observed in the TD-EBS. The band
gap closes at around 700 K.
After gaining knowledge about the temperature-dependent electronic prop-
erties, the discussion in the following paragraphs focuses on the temperature-
dependent structural and thermodynamic properties.
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Figure 5.13: Signatures of the phase transition with respect to temperature: (a)
Electronic density of states (blue shaded area). The Fermi level EF is indicated with a
red dashed line. (b) Occupation factors OFw of the three Wyckoff sites w = 24k, 16i,
and 6c, value of partial disorder OFPD (left axis), and number of Al-Al bonds Nb (black
line, right axis). (c) Order parameter η (brown line, left axis), calculated from Eq. (155),
and difference in occupation factors OF24k-OF16i (dashed light green line, right axis).
(d) Specific heat Cp (left axis) for the single unit cell obtained from the WL method
(dark-red solid line) and from the MMC method (dark-red crosses). Furthermore, Cp
for the 2 × 2 × 2 (dashed orange line, circles) and 4 × 4 × 4 (yellow dots) supercells
obtained from MMC simulations are shown. The transition temperature Ttrans of the
respective supercell size is indicated by a vertical line in the corresponding color. The
dark-blue stars on top of these lines indicate the inverse of the supercell volume V −1
(right axis) and the solid dark-blue line the least-squares fit of Eq. (156).
From MMC samplings, we extract the total number of Al-Al bonds, Nb, and
the fractional Al occupancy factors, OFw, of the Wyckoff sites w = 24k, 16i,











Here, Navg is the number of sampling steps used for the average, N iAl,w the
number of Al atoms sitting at w in the visited configuration i, and Nsites the
multiplicity of w. The result is shown in Fig. 5.13(b). At low temperatures
(T ≤ 200 K), the structural properties agree well with the one of the GS
configuration, that has twelve, one, and three Al atoms at the 24k, 16i, and
6c site, respectively, i.e. OF24k = 0.5, OF16i = 0.0625, and OF6c = 0.5, and
no Al-Al bonds [41]. The occupation of the 6c site, OF6c, remains almost
unaffected by the temperature and increases only to 0.57 at T = 1200 K, i.e.
there are ∼ 0.4 Al atoms more in comparison to the GS configuration. OF24k
decreases, and OF16i increases with temperature, approaching at T ≈ 1200 K
the value of partial disorder (PD), which can be calculated as
OFPD(T ) = [16 − OF6c(T ) · 6] /40 . (154)
This value, shown with a black dotted line in Fig. 5.13(b), corresponds to
a partially disordered structure, that has a fully random Al-Si alloy in the
sublattice 24k-16i and an ordered sublattice 6c due to the preference of the 6c
site. The actual Al content in the 24k-16i sublattice depends on the occupation
of the 6c site, thus, OFPD(T ) changes slightly with respect to temperature from
0.325 at 200 K to 0.315 at 1200 K. Nb increases with temperature due to the
increase of disorder in the 24k-16i sublattice.
The transition from a well-ordered state to a (partially) disordered state can
be characterized by an order parameter [215, 216]. With the use of OFPD, the
following order parameter is derived:
η(T ) = 12
∑︂
w=24k,16i
[︃ OFw(T ) − OFPD(T )
OFw(0 K) − OFPD(0 K)
]︃2
. (155)
This order parameter is defined in such a way that it is one for the ordered
phase at zero Kelvin, and zero for the perfect partially disordered phase being
present at large temperatures. As shown in Fig. 5.13(c) (brown line, right axis),
η decreases from ∼1 at 200 K to almost zero at 1200 K. The simple difference
of the 24k and 16i occupations factors, OF24k-OF16i, shown with a light green
dashed line in Fig. 5.13(c), exhibits a similar decrease with temperature. Both
parameters indicate the structural change from order to partial disorder, while
η is a better definition of an order parameter, since it has appropriate low- and
high-T limits.
The transition temperature Ttrans of the phase transition is determined in the
following from the signatures in the canonical probability distribution DT (Eq.
(147)) and the isobaric specific heat Cp (Eq. (32)). For first-order phase tran-
sitions, DT at Ttrans is expected to have a bimodal distribution with peaks of
equal height [45, 133], and Cp is expected to exhibit a maximum at Ttrans [133,
139, 140, 201]. As seen before in Fig. 5.8(a), the canonical distribution DT has
indeed two peaks with nearly equal height at Ttrans ≈ 800 K. The Cp is calcu-
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lated for different supercell sizes and shown in Fig. 5.13(d). For the unit cell,
labeled as 1 × 1 × 1 cell, Cp has a maximum at 820 K (dark-red vertical line).
Here, for both methods, the WL (solid dark red line) and the MMC method
(dark read crosses), indistinguishable results are obtained.
Due to the finite size of the simulation cell, the peaks of DT and the Cp com-
puted for the single unit cell are rounded (so-called “finite-size rounding” [133,
139, 217–220]), and it is expected that Ttrans for the unit cell deviates systemat-
ically from the macroscopic limit [133, 201, 221]. This deviation is investigated
in detail by calculating the Cp from MMC samplings for two further supercell
sizes, a 2 × 2 × 2 and a 4 × 4 × 4 supercell with the simulation-cell volumes
V = 8V0 and 64V0, respectively (V0 being the unit-cell volume). For the
2 × 2 × 2 supercell (see Fig. 5.13(d), unfilled circles), the Cp has a single peak
with a maximum that is larger and a distribution width that is smaller in com-
parison to that of the single unit cell. Here, we obtain Ttrans = 621 K. For the
4 × 4 × 4 supercell, the computed Cp values have a large dispersion around
T = 600 K (Fig. 5.13(d), yellow dots), hampering an accurate identification
of Ttrans by the peak maximum. This is a frequent problem in simulations
with increased supercell sizes, since for them very large sampling times are re-
quired near the transition region to obtain the correct probability distribution
of the phases at those temperatures [133, 201, 222]. Nonetheless, we obtain
an estimate of the transition temperature Ttrans by an inspection of the MMC
trajectories and the canonical probability distributions for temperatures near
the transition, i.e. between 560 K and 610 K. They are shown in Fig. 5.14. As
seen from the MMC trajectories in Fig. 5.14(a), the system swaps between a
low (violet) and high (magenta) energy phase and finally remains in one of the
phases for a very long sampling time. Their corresponding canonical probability
distributions, depicted in Fig. 5.14(b), reveal a double peak structure (phase
coexistence) with preference of the low energy phase for T ≤ 580 K and pref-
erence of the high energy phase for T ≥ 590 K. The change of preference is
taken as indicator for the transition point. Thus, we take the mean value of
those temperatures as estimate for Ttrans, i.e. Ttrans = 585 K. The values of
Ttrans for each supercell size are indicated by vertical lines in Fig. 5.13(d). In
general, we observe for the peak of the Cp that its height increases and its width
decreases with increasing cell size, as typically observed for first-order phase
transitions [133, 139]. For these, the transition temperature changes linearly
with the inverse of the simulation-cell volume V −1 [133, 201] as
Ttrans(V ) = Ttrans(∞) + a V −1 . (156)
Here, Ttrans(∞) is the transition temperature in the macroscopic limit, and
a is a constant. Ttrans(∞) is determined by performing a least-squares fit of
Eq. (156) to the values obtained for the three different supercell sizes. The
obtained fit function, which is the straight dark-blue solid line in Fig. 5.13(d),
agrees very well with the data points. We obtain Ttrans(∞) = 582 K. This
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Figure 5.14: (a) Trajectory of the MMC samplings in the 4 × 4 × 4 supercell and (b)
their respective canonical probability distributions, DT (E) for various temperatures.
The low-energy phase is indicated in violet, the high-energy phase in magenta.
temperature differs significantly from Ttrans = 820 K of the unit cell, affirming
the importance of a finite-size scaling.
A further indication that the partial order-disorder transition is a first-order
phase transition is obtained by investigating the mircocanonical entropy S(E)
and its derivatives [223]. S(E), shown in Fig. 5.15(a), is calculated as
S(E) = kB lnG(E) . (157)




from g(E) for the single unit cell. The first derivative of S with respect to the
energy E is the inverse of the temperature T−1(E) = β = (dS/dE)N,p. The
result of T−1(E) is shown with a red solid line in Fig. 5.15(b)). The inflection
point of T−1(E) appears at the inverse of the transition temperature for the
unit cell, i.e. at 1/Ttrans = 1/820 K−1 = 0.00122 (dark-blue horizontal line).
At this inflection point, the second derivative dβ/dE = d2S/dE2, shown with
71
temperature-dependent transport properties of type-i
clathrates
Figure 5.15: (a) Microcanonical entropy S and (b) its energy derivatives with respect
to the total energy E. The first derivative, T−1(E) = β, is shown in red (left axis)
and the second derivative, dβ/dE, in black (right axis). The inverse of the transition
temperature for the unit cell T−1trans = 1/820 K−1 = 0.00122, shown by the dark-blue
horizontal line, matches the position of the inflection point of β (light-blue arrow).
the black solid line in Fig. 5.15(b), is positive (indicated by a light blue arrow).
Both criteria point out that the phase transition is of first-order.
As last point regarding the phase transition temperature for Ba8Al16Si30, we
want to mention that the effect of the exchange-correlation functional on the
transition temperature is negligible, as demonstrated in Fig. A.1 in Appendix
A.1.1.
5.5.2 n-doped clathrates
Besides for the charge-compensated composition, phase transitions occur also
for n-doped clathrates, i.e. x ≤ 16. In the following, we discuss the electronic
and structural changes with respect to temperature for Ba8AlxSi46−x in the
composition range x ∈ [6, 16].
Figure 5.16 shows the band structure and the DOS of the GS and a high-
energy configuration for the compositions x = 7 (left panels, (a) and (c),
respectively) and x = 15 (right panels, (b) and (d), respectively). For both
compositions, the GS has a band gap below the Fermi energy, while the high-
energy configuration does not reveal a gap in this region. When comparing the
band structures of these GSs to the one of the GS at x = 16 (see Figs. 5.9(a)
and (b)), it is observed that the features of the electronic bands above and
below the energy gap are very similar. Thus, the change of composition from
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Figure 5.16: Band structure along high-symmetry points and DOS for the GS (upper
panels) and a high-energy structure (lower panels) for the compositions x = 7 and
x = 15, respectively. The energy E given on top of panels (c) and (d) indicates the
total energy of the high-energy configuration with respect to the energy of the GS.
x = 16 to x ≤ 15 can be understood in terms of the rigid band model [156],
where the electronic structure is obtained by shifting up the Fermi level while
the band features remain unchanged. At composition x, the Fermi level is
shifted by the amount that corresponds to 16 − x extra electrons per unit cell.
The DFT band gaps, Egap, of the computed configurations in the compo-
sition range x ∈ [6, 16] are depicted in Fig. 5.17 (black dots). Similarly as
observed for x = 16, Egap for configurations of x ≤ 15 can take zero or a
positive value. At x = 6, the band gap of the GS is 0.45 eV. With increas-
ing x, it decreases until reaching zero at x = 12. For x > 12, it increases
again until arriving at 0.36 eV for x = 16. We also indicate the band gaps of
the quasi-degenerate (QD) configurations (light green dashed line), found for
intermediate Al content (x ∈ [9, 14]) in Ref. [41]. QD configurations are con-
figurations with an energy close to the GS energy (energy difference less than
2 meV/atom). Thus, at zero temperature, the GS and QD configurations could
be simultaneously present in the material, and any average between those gaps
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Figure 5.17: Kohn-Sham band gaps Egap (black dots) and its predicted values using
a CE model (black circles) for the computed structures with respect to Al content x.
The GS configurations for each each x are joined with the light green solid line, the
QD configurations of Ref. [41] with a light green dashed line. The range of possible
values for Egap at or close to 0 K, spanned by Egap of the GS and the QD states, is
indicated with the green shaded area.
can be taken, as indicated with the light green shaded area. At x ∈ [12, 14],
those values range from zero to finite positive values, leading to a possibly non-
zero spectral weight for those compositions at 0 K. The mechanism behind the
complex configurational reordering leading to QD states is explained in more
detail below (see Fig. 5.20).
The predicted CE band gap Êgap for the computed configurations, shown
with black circles in Fig. 5.17, match well with their ab initio values. We use
the CE model for Êgap (see Sec. 5.2 and Table 5.2) in the following to examine
trends in the change of the band gap with respect to temperature. From a
canonical simulated annealing procedure with 10 million MMC sampling steps
at every 50 K, the expected value of Êgap at temperature T and composition x
is obtained and shown in Fig. 5.18(a). At this point, we note, that this averaged
value can be regarded as the mean value of the gaps present in different local
(configurational) phases. To obtain a macroscopic picture of the electronic
behavior, the spectral function needs to be calculated, as done in Sec. 5.5.1.
For low and high Al content, i.e. x ≤ 9 and x ≤ 15, Êgap is large at low
temperatures and decreases with increasing temperature. This phenomenon of
a vanishing band gap is similar to the one discussed for the charge-compensated
composition x = 16 (see previous Sec. 5.5.1). For intermediate compositions
(x ∈ [10, 14]), Êgap is zero or small for all temperatures, since there exists
always a configuration (either the GS or the QD configuration, see Fig. 5.17)
with zero band gap.
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Table 5.3: Transition temperatures, Ttrans, of the phase transitions with respect to
temperature for Ba8AlxSi46−x with x ∈ [6, 16].
x 6 7 8 9 10 11 12 13 14 15 16
Ttrans [K] 780 883 986 1015 1039 896 871 886 880 892 820
In the following, we explore the structural and thermodynamic properties that
are concomitant to the changes in the electronic properties. From the MMC
sampling trajectories of simulated annealing procedures (same as used to cal-
culate the temperature-dependent Egap), we extract the fractional occupation
factors, OFw, of the three Wyckoff sites (w = 24, 16i, and 6c) and the number
of Al-Al bonds Nb. The difference in occupation factors OF24k-OF16i, Nb, and
OF6c are shown in Fig. 5.18(b), (c), and (d), respectively, with respect to tem-
perature T and composition x. For the possible structural phase transitions at
composition x, being identified from these structural properties, their transition
temperature Ttrans can be extracted from the maximum of the isobaric specific
heat Cp, shown in Fig. 5.19 and are given in Table 5.3. For x = 15, at low
temperatures, i.e. T ≤ 200 K, OF24k-OF16i is around 0.5, Nb zero, and OF6c
around 0.5. With increasing T , OF24k-OF16i approaches zero, the number of
Al-Al bonds increases, and OF6c remains almost unaffected around 0.5. Those
characteristics are very similar to the ones observed for x = 16 (see Sec. 5.5.1).
This is expected, since also the GS (0 K) for x = 15 resembles the one for
x = 16. Their occupation factors are the same, except for the 16i site, which
is occupied by no Al atoms for x = 15 (OF16i = 0) but with one Al atoms
for x = 16 (OF16i = 0.0625). As indicated by the Cp for x = 15, shown with
the green solid line in the right panel of Fig. 5.19, the transition temperature
is 892 K (vertical green dashed line). This temperature is slightly larger than
Ttrans = 820 K at x = 16 (dark purple dashed line in the right panel of Fig.
5.19).
For low Al content, i.e. x ∈ [6, 11], the characteristics of the structural
changes are different than for x ∈ [15, 16]. As shown in Fig. 5.18(d), OF6c is
one at T ≤ 200 K (all 6c sites are occupied). It decreases with increasing T , and
reaches 0.5 at T = 1200 K (3 Al atoms at the 6c site). This value is well above
the composition-dependent disorder value, calculated as (x/46) and ranging
from 0.13 for x = 6 to 0.24 for x = 11. Thus, there is a clear preference of the
6c site for all temperatures. Nb remains around zero for all temperatures (see
Fig. 5.18(c)). In the high-temperature limit, this is due to the low probability
for creating Al-Al bonds. This probability can be estimated by (x/46)2 · 100%,
and ranges from 2% for x = 6 to 6% for x = 11, while being 11% for x = 15.
For 6 < x ≤ 11, OF24k-OF16i is negative at low temperatures (blue area
in Fig. 5.18(b)), indicating that the 16i site is preferred over the 24k site in
this region. The occupation of site 16i instead of 24k for low Al content can
be explained by the coordination of the Wyckoff sites (shown in Fig. 5.20(a)).
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Figure 5.18: (a) Kohn-Sham band gap, Egap, (b) difference of the 24k and 16i
occupation factors, OF24k-OF16i, (c) number of Al-Al bonds, Nb, and (d) occupation
factor of the 6c site, OF6c, with respect to composition x and temperature T . For
Egap, white corresponds to a zero band gap, black to a band gap above 0.4 eV. For
OF24k-OF16i, blue indicates a preference of the 16i site, green a preference of the
24k site. For Nb, white corresponds to no Al-Al bonds, black to more than three Al-Al
bonds. For OF6c, white corresponds to half occupation, red to full occupation. The
orange stars connected by an orange solid line indicate the transition temperatures
Ttrans from order to partial disorder at given x, extracted from the maximum of the
isobaric specific heat Cp depicted in Fig. 5.19.
Figure 5.19: Specific heat, Cp, with respect to temperature T for compositions x ∈
[6, 16] (labels in the legend). The transition temperatures, Ttrans, are indicated by
vertical dashed lines in the corresponding color.
Every 24k position has a 6c position as neighbor. Since all 6c positions are
occupied at T ≤ 200 K, the addition of an Al atom to the 24k site would
lead to a structure with Al-Al bonds. However, Al-Al bonds are energetically
not favorable [41], thus, for the compositions x ≤ 11, the remaining x − 6
Al atoms need to occupy 16i positions. The preference of 16i vanishes at
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high temperature (T ≥ 1000 K), since OF24k-OF16i approaches zero. In other
words, for those temperatures, the 24k-16i sublattice hosts a fully random Al-
Si alloy while the preference of the 6c is kept. Thus, OF24k-OF16i can be used
as an order parameter to characterize the phase transition from a well-ordered
state at low T (with OF6c = 1 and for x > 6, OF24k-OF16i > 0) to a partially
disordered state. Looking at the Cp with respect to T for fixed x, shown in Figs.
5.19(a) and (b), we obtain similar transition temperatures as for x ∈ [15, 16]
(orange shaded area in Fig. 5.19). For all compositions, Ttrans is also shown
with orange stars in Fig. 5.18(b) (their values are given in Table 5.3).
For x ∈ [12, 14], OF24k-OF16i alternates between positive and negative
values, and OF6c stays around 0.5 in the full temperature range. Thus, the
structural properties at low temperatures do not show a clear ordering pattern.
This is due to the QD states with rather different structural ordering present in
those compositions. The complex configurational reordering leading to the QD
states is exemplified in Fig. 5.20(b) for the composition x = 9, for which the
reordering can be demonstrated in a clear way. Here, the GS has zero, three
and six Al atoms at the 24k, 16i, and 6c site, respectively, and no Al-Al bonds.
Representing this configuration by the notation (NAl,24k,NAl,16i,NAl,6c)Nb with
NAl,w indicating the number of Al atoms sitting at Wyckoff position w, the
GS is (0,3,6) 0. Moving of an Al atom from the 16i site to the 24k site lowers
the energy by Ji − Jk since Jk < Ji (see cluster interactions in Table 5.2), but
increases the energy by Jkc since an Al-Al bond is created between a 24k and 6c
Figure 5.20: (a) Wyckoff sites and their tetrahedral bonding to the neighboring atoms.
(b) Favored low-energy configurations with respect to the GS energy, exemplified for
x = 9. The sites occupied by Al atoms are indicated by large spheres. Each composition
is represented by the notation (NAl,24k,NAl,16i,NAl,6c) Nb, with NAl,w being the Al
occupation NAl,w of site w and Nb the number of Al-Al bonds. The energies are given
with respect to the energy of the GS.
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position. This results in a non-QD configuration with an energy 3.8 meV/atom
above the GS energy, since its energy is larger than the threshold of 2 meV/atom
for a QD configuration (threshold chosen according to the precision of the ab
initio energies used to train the CE model). However, moving one Al atom
away from a 6c position and putting it to a 24k position allows for the Al
atoms sitting at 16i positions to move to 24k positions surrounding an “empty”
6c position (empty means here occupied by a Si atom) without creating an
Al-Al bond (neighboring atoms connected to a site are explicitly shown in
Fig. 5.20(a)). This multiple exchange of Al atoms lead to a QD configuration
with an energy only 0.5 meV/atom above the GS energy and notably different
occupation factors. Especially for the composition x = 13, there are several
possibilities for those multiple exchanges and the pronounced occupation of the
24k or 16i site disappears not only at high, but also at low temperatures [41].
Here, also the Cp remains almost constant for T > 500 K and does not show
a clear maximum as for the other compositions.
The examination of the structural phases present at low T in dependence of
the composition reveal a transition of the ordering pattern around x = 13 (see
Figs. 5.18(b), (c), and (d)). For x ≤ 12, the 16i site is preferred over the 24k
site, and the 6c site is fully occupied, while for x ≥ 14 the 24k site is preferred
over the 16i, and the 6c site is half occupied. The preference of the 6c site
is maintained at any composition and temperature. Also around x = 13, the
band gap is zero for all temperatures (see Fig. 5.18(a)). The preference of the
6c site is maintained at any composition and temperature.
5.6 temperature-dependent bond distances
For Ba8AlxSi46−x, the bond length between two host positions is expected to
increase when an Al atom sits at one (or both) of these positions, due the larger
covalent radius of Al in comparison to Si [224]. Therefore, the bond distances
correlate with the Al occupations of the Wyckoff positions. Especially those
between two k sites (bkk) and between two i sites (bkk) are very sensitive to
the Al configuration, while these between the k and i site and between the k
and c site (bki and bkc) are less sensitive (maximum change ≈ 0.02 Å), exhibit-
ing simply a monotonic, almost linear, increase with the Al content [32, 41].
To investigate the changes in bkk and bii originating from the configurational
(dis)order present at finite temperature, we perform a canonical MMC simu-
lated annealing procedure for every x ∈ [6, 16], in which bkk and bii of each
visited configuration are predicted by using CE models (see Sec. 5.2 and Table
5.2). From this, we obtain the temperature-dependent average bond distances
bkk(T ) and bii(T ).
Figure 5.21 shows bkk(T ) and bii(T ) with respect to the Al content x. Here,
colors are used to indicate the temperature. In addition, bkk and bii of the
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GSs and their experimental values are displayed. As reported in Ref. [41], the
discrepancies between the GS bond distances and available experiments can
be explained for x ≥ 9 by QD structures, however not for bkk at x < 9. At T
below 200 K, the temperature-dependent bkk and bii agree well with the bond
distances of the GSs. For x ≤ 13, bkk increases with T , leading to a very good
agreement with experiment at T ≥ 1000 K for these compositions, especially
now also for x < 9. For x ≥ 14, bkk decreases with T . This leads for x = 15 at
T ≥ 1000 K to a better agreement with experiment Exp. 2, but not with Exp. 4,
which in turn matches with bkk of the GS. Regarding bii, the variation with T
is very small for x < 9. For 9 ≤ x ≤ 12, it decreases only slightly with T and
agrees well with experiment (similar as the GSs). For x ≥ 13 at T ≥ 1000 K,
it coincides with the experiment Exp. 2, while the GSs at those compositions
differs from it. The experimental data point at x = 15 from Exp. 1 [33] (blue
triangle at x = 15) does not match the calculated values, neither bii(T ) nor
bii of the GS (a QD configuration is not present at this composition).
The better agreement of the bond distances with experiments at elevated
temperatures than the ones of the GSs suggests that the measured samples
do not resemble the GS configuration, but adopted rather partially disordered
configurations present at high annealing temperatures, e.g. 900 K, that are used
for the compound’s synthesis [32, 33, 36, 225]. Due to the indistinguishable
x-ray diffraction patterns of Si and Al atoms in the host sites [33, 36, 42, 43],
the sample’s actual occupation factors cannot be determined directly. However,
Figure 5.21: Temperature-dependent average bond distances bkk(T ) and bii(T ) ob-
tained from MMC samplings. They are shown at T = 200 K in green and light blue,
respectively, while at T = 1200 K in yellow and violet, respectively. bkk and bii of the
GS configurations are indicated by dark green and dark blue solid lines, respectively.
Experimental data (unfilled symbols) are taken from Refs. [33], [36], [32], and [225],
labeled as Exp. 1, Exp. 2, Exp. 3, and Exp. 4, respectively.
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the average bond distances can be monitored. Thus, the CE model describing
correctly the bond distances at finite temperature is a useful tool that can help
to identify the site occupations of synthesized samples.
5.7 thermoelectric transport coefficients
After studying the interplay between the temperature-dependent configura-
tional ordering and electronic properties, we analyze now configurational effects
on the transport properties.
For the set of ab initio configurations available for x = 16, the transport coef-
ficients are calculated using the BT approach as implemented in exciting (see
Sec. 4.1.1). Here, for each configuration c, the chemical potential µ is adjusted
according to the electron concentration ne,1e = 8.415 · 1020 cm−3, that cor-
responds to one free electron in the volume of the unit cell, thus effectively
composition x = 15. We have a particular interest in x = 15, since near and at
this composition experimental data are available. Such a simple adjustment of
µ assumes that the removal of one Al atom in the crystal structure does not
affect the electronic bands (rigid band model) [156, 157]. A cross-check of this
plausible assumption is obtained by computing the transport coefficients of the
actual GS at x = 15 for comparison. As shown in Fig. A.4 (Appendix A.1.2), the
results are almost identical. Furthermore, the temperature-dependent electronic
and structural properties of both compositions reveal very similar signatures,
as e.g. the closing of the band gap with increasing temperature, the preference
of the 24k site over the 16i site at low temperature, and a partially disordered
state at high temperature. Thus, configurations at x = 16 with adjusted doping
concentration can be used to describe the temperature-dependent properties
for compositions near and at x = 15. For the relaxation time τ , we use the
constant temperature-independent value τ = 5 fs. Typical estimates for the
clathrate compounds range from 5 fs to 20 fs [34, 35, 37, 209, 210].
Figure 5.22 shows the transport coefficients of the GS (green line) and a
configuration with a closed band gap having an energy around 5 meV/atom
higher than the GS energy (red solid line), as well as the canonical-ensemble-
averaged transport coefficients (blue solid line) obtained from the set of 44 ab
initio configurations at x = 16. Exemplified for the Seebeck coefficient S, the




⟨S(µ, T )⟩Ej g(Ej)∆je
− Ei
kBT , (158)
with ⟨S(µ, T )⟩Ej = 1nj
∑︁
E(σc)∈∆Ej
Sc(µ, T ) now being the temperature-
dependent configurationally averaged Seebeck coefficient of the energy inter-
val ∆Ej (Sc(µ, T ) is the Seebeck coefficient of configuration c). We further
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Figure 5.22: (a) Seebeck coefficient S, (b) electronic part of the thermal conductivity
κe, (c) electrical conductivity σ, (d) total thermal conductivity κ, (e) power factor S2σ,
and (f) figure of merit ZT of the n-doped clathrate corresponding to Ba8Al15Si30
(x = 15), calculated with the BT approach, using configurations of x = 16 and
setting the charge carrier concentration to ne,1e = 8.415 · 1020 cm−3 (corresponding
to one free electron in the unit cell). The results obtained from the GS configuration,
a zero-band-gap configuration (labeled as “conf. with Egap = 0”), and the canonical-
ensemble average are shown with green, red, and blue solid lines, respectively. The blue
shaded area indicates the uncertainty of the canonical average obtained by resamplings.
Experimental data from Refs. [34] and [226] are shown with black unfilled symbols.
Samples Anno A and B of Ref. [34] have ne,Anno A = 9.71 · 1020 cm−3 and ne,Anno B =
1.28 · 1021 cm−3, respectively. Sample Tsujii of Ref. [226] has ne,Tsujii ∼ 3 · 1021 cm−3.
The canonical-ensemble average calculated for the carrier concentrations ne,low =
3 · 1020 cm−3 and ne,high = 3 · 1021 cm−3 are shown with light blue dashed and solid
lines, respectively.
estimate an uncertainty for the canonically averaged values by applying the
resampling technique described in Sec. 5.3. The coefficients obtained from 50
resamplings are shown for the example of S in Fig. A.3 (Appendix A.1.2). The
uncertainty is estimated by the difference between the maximal and minimal
ST (µ) at given T obtained from the resamplings.
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The results for S and the electrical conductivity σ, shown in Fig. 5.22(a)
and (c), respectively, obtained for the GS and the zero-band-gap configuration
differ from one another. The canonical average takes an intermediate value,
being closer to the result of the GS. The power factor S2σ, resulting from S
and σ and shown in Fig. 5.22(e), is the largest for the GS, with its maximum
at T ≳ 1200 K. The maximum of the canonical average appears at the same
temperature, but is lower. For the zero-band-gap configuration, the maximal
σS2 is reached at a much lower temperature around at T ∼ 850 K, and its
value is significantly smaller. The results obtained for the electronic part of the
thermal conductivity κel, shown in Fig. 5.22(b), are very similar irrespective
of their configuration, thus κe is largely insensitive to configurational changes.
The same is observed for the total thermal conductivity κ (see Fig. 5.22(d)).
Here, its lattice part κl,exp. fit is estimated by a linear fit to the experimental
values of Ref. [226], i.e. κ = κe + κl,exp. fit.
In addition to the calculations, Fig. 5.22 shows measured transport coeffi-
cients for samples with chemical composition close to x = 15 extracted from
Refs. [34] and [226]. The two samples from Ref. [34], labeled as Anno A (black
unfilled circles) and Anno B (black unfilled triangles), and the sample from
Ref. [226], labeled with Tsujii (black unfilled squares), have charge carrier con-
centrations at ne,Anno A ∼ 9.71 · 1020 1/cm−3, ne,Anno B ∼ 1.28 · 1021 1/cm−3,
and ne,Tsujii ∼ 3 · 1021 1/cm−3, respectively. The calculated transport coeffi-
cients of the GS and the canonical-ensemble average with ne,1e are in good
agreement with experiment. S and σ calculated using the zero-band gap con-
figuration show a rather different behavior at high temperatures T ≳ 800 K.
For κel, thus also for κ, the calculations depart slightly from the measurements
for T ≳ 800 K.
We turn now to the figure of merit ZT , that is shown in Fig. 5.22(f). Since
it is obtained from S2σ divided by the almost constant value κ, the shape of
the calculations is similar to the ones discussed for S2σ. The results obtained
for the GS and the canonical-ensemble average are in good agreement with
the data corresponding to samples Anno A and B of Ref. [34], while the data
corresponding to sample Tsujii of Ref. [226] with a significant larger ne than
expected for the composition x = 15 has much lower ZT values. The result
obtained for the zero-band-gap configuration reveals a rather different change
with temperature in comparison to the measurements, especially at T ≳ 800 K.
The maximal ZT of ∼ 0.7 is reached for the GS at T = 1200 K. The canonical-
ensemble average, that takes into account also contributions of configurations
with zero band gap in the electronic structure, give a smaller maximum ZT
of ∼ 0.5. This value is in agreement with a ZT in Ref. [34] predicted from an
extrapolation of experimental data to 1200 K using a simplified BT model.
Since the samples measured and analyzed in Ref. [34] and [226] differ in their
charge carrier concentration, we also explore different carrier concentrations in
our calculations. We perform a canonical average with ne,high = 3 · 1021 cm−3
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(light blue solid lines in Figs. 5.22(a), (c), (e) and (f)) that is higher than
the estimated carrier concentration for x = 15, ne,1e = 8.415 · 1020cm−3,
and corresponds to the carrier concentration determined for sample Tsujii of
Ref. [226]. This choice leads to a reduction of S and an increase of σ. The
resulting ZT is smaller and does not recover the values obtained for the sample
of Tsujii. As expected from Ref. [34], the highest ZT ≥ 0.5 is predicted for
a charge carrier concentration around ne,low = 3 · 1020 cm−3. The canonical
averages of S, σ, S2σ, and ZT evaluated at this concentration are shown with
light blue dashed lines in Figs. 5.22(a), (c), (e), and (f), respectively. For ne,low,
the absolute value of S is larger with a maximum around 800 K and σ is smaller
in comparison to the canonical average with ne,1e. ZT has a maximum of about
0.5 at ∼ 800 K. Thus, the lower carrier concentration does not improve the
thermoelectric efficiency but lowers the temperature for which the highest ZT
is achieved.
The largest ZT is observed for the well-ordered GS configuration. The canoni-
cal average including contributions of many configurations with different degree
of disorder agrees well with experiments. This observation suggests that the
synthesized samples are in a mixed state of several configurations, hampering
to reach a thermoelectric efficiency with a ZT above 0.5.
5.8 conclusion and outlook
In this Chapter, we have studied the temperature-dependent electronic, struc-
tural, and transport properties of the type-I clathrate Ba8AlxSi46−x in the
composition range x ∈ [6, 16]. They are obtained from canonical ensemble
averages using MMC and WL samplings of the configurational space. These
sampling routines have been implemented within the CE package CELL.
For the charge-compensated composition x = 16, the TD-EBS is computed
by employing a novel method for calculating canonical-ensemble averages us-
ing configurational density of states g(E). Here, first, a symmetrized energy
spectrum is obtained by restoring the symmetry of the pristine primitive cell (ac-
cording to [49, 50, 211]). Secondly, a canonical-ensemble average is performed
over the symmetrized energy spectra of a set of configurations, whose energy
and electronic properties are determined by ab initio calculations. g(E) is used
to assign statistical weights to these configurations. Due to the symmetrization,
the resulting TD-EBS facilitates a comparison to angle-resolved photoemission
spectra (APRES) [211]. Further, this method fully accounts for effects of the
local atomic environment since the electronic properties are obtained purely
from ab initio calculations. This is an advantage over effective-medium approx-
imations, as e.g. the virtual-crystal approximation [53], the coherent-potential
approximation [51, 52], and extensions thereof [54], which are commonly used
to calculate the energy spectrum in the presence of disorder. Our method is
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applicable to supercells and any complex alloy with many atoms in the primitive
cell.
From the TD-EBS for x = 16, we observe a temperature-driven closing
of the band gap. This transitions is concomitant with a partial order-disorder
phase transition, revealed by the configurational (dis)order of Al atoms in the
host structure. Its critical point in the macroscopic limit is determined from
a finite-size scaling as 582 K. This transition point significantly differs from
the transition temperature obtained for the unit cell, being 820 K, highlighting
the importance of such a finite-size scaling to reach a macroscopic description.
Such a phase transition leading to a closing of the band gap can dramatically
impact the thermoelectricity efficiency, that favors semiconducting behavior.
Consequently, clathrates samples annealed at different temperatures could ex-
hibit large differences in their thermoelectric performance.
A closing of the band gap below the Fermi energy EF that originates from a
partial order-disorder transition is also observed for n-doped clathrates. For in-
stance, for x = 15, the changes in electronic structure and configurational prop-
erties are similar to those observed for x = 16. For these compositions, the 24k
site is preferred over the 16i site at low temperature. This preferences vanishes
with increasing temperature, reaching a partially disordered state at tempera-
tures above 1200 K. The 6c site is preferred for all temperatures. For x ∈ [6, 9],
the band gap reduces with temperature, however the partial order-disorder tran-
sition behind has a different characteristic. Here, at low temperature, the 16i
site is preferred over the 24k site. Still, with increasing temperature, a partially
disordered state is approached that is similar as the one for x ∈ [15, 16]. For
x ∈ [12, 14], there is no clear ordering pattern due to a competition of the
two above-described site preferences, resulting in QD states whose energy are
close to the ones of the GS configurations but have opposite site-occupation
preference. The competition of configurations with different ordering patterns
leads also to zero or small band gaps for all temperatures for x ∈ [10, 14], since
there exists always a configuration with zero band gap.
Comparison of the temperature-dependent bond distances bkk(T ) and bii(T )
to experiment in the composition range x ∈ [6, 16] reveal that synthesized
samples do not always resemble the GS configuration. Most of the samples are
in very good agreement with our results at elevated temperatures T ≤ 900 K,
which are comparable to the annealing temperatures used in their synthesis.
They are accessed by MMC samplings using a CE model to predict the bond
distances of the visited configurations. Since they can be directly measured,
while the occupation factors of the Wyckoff sites not (indistinguishable x-ray
diffraction patterns of Al and Si host atoms), such a CE model is highly useful
to identify the actual configuration of measured samples.
Finally, the transport properties have been investigated for x = 15, since
for this composition there exists experimental data and it is near the charge-
compensated composition [226]. They are calculated for the GS configuration,
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a configuration with zero band gap having an energy 5 meV/atom above the
GS energy, and a canonical-ensemble average obtained by a novel method for
calculating these averages using g(E). The largest ZT is found for the GS
configuration, as expected, since its band structure corresponds to a doped
semiconductor (band gap below EF ). The canonical-ensemble average consist-
ing of contributions from configurations with and without band gap below EF
clearly has a smaller ZT , while that of the zero-band-gap configuration is well
below. Good agreement with experiment is reached for the canonical-ensemble
average. The GS configuration is also very close to it, while its increase at high
temperatures is slightly more pronounced, thus reaches a larger ZT . Since we
have demonstrated that configurational disorder has a significant impact on
the transport coefficients for x = 15, we expect a similar scenario at x = 16.
This can be subject of future studies.
Overall, our findings point out the crucial role of configurational disorder
in complex thermoelectric materials. Different degrees of disorder can lead to
significant differences in electronic and transport properties. By performing a
multi-scale approach, bridging microscopic and macroscopic scales, we have
obtained a reliable description of the macroscopic properties for complex ma-
terials, exemplified by clathrates.
A study of vibrational effects would be very interesting as a possible exten-
sion of this work. It has been demonstrated that such effects can significantly
affect the stability [227]. However, we expect them to play a minor role in the
electronic structure due to the following: The electronic and vibrational spec-
tra of the empty and non-substituted clathrate Si46 resemble the one of bulk
Si in the diamond structure due to the tetrahedral coordination of the host
sites [191]. Thus, the band-gap renormalization of clathrates can be grossly
estimated by the same as for bulk Si. The latter decreases monotonously with
temperature and is found to be around −0.1 eV at about 600 K, which is close
to the transition temperature of 582 K [228]. This value is smaller than the
band gap of the GSs for x ≤ 9 and x ≥ 15 (e.g. being 0.4 eV for x = 6,
0.2 eV for x = 9, and 0.36 eV for x = 16). Thus, it is expected that vibrational
effects may reduce the band gap and slightly lower the transition temperature,





M E M O R Y - F U N C T I O N A P P R OAC H FO R T H E E L E C T R I C A L
C O N D U C T I V I T Y O F D I S O R D E R E D S O L I D S
The memory-function approach, as presented in Sec. 3.3.3, was originally formu-
lated for the homogeneous electron gas [58]. This method is able to describe
disordered systems at arbitrary coupling strength. It reproduces the classical
Drude result for the conductivity in the weak coupling regime, in which the
system behaves metallic. It can describe the transition to zero conductivity
in the strong coupling regime, in which the system behaves as an insulator,
as well as the neighborhood of the metal-to-insulator transition point. This
presents a tremendous advantage as compared to the classical Drude theory
and also BT, since these are not able to describe the insulating regime. In
comparison to the Kubo-Greenwood approach, the memory-function method
does not suffer from large numerical uncertainties originating from taking the
zero-frequency limit. Also, supercell calculations can be avoided. Recently, the
memory-function approach has been applied to study plasmons in quantum
wells [229] and relaxation times in magnetic systems for weak disorder [165].
However, a general formalism of the memory-function approach for crystalline
systems is still missing.
In this chapter, the memory-function approach for crystalline solids is pre-
sented. This novel method has been developed within a joint and long-term
collaboration between the groups of Prof. J. Sofo from Pennsylvania State
University and my supervisor Prof. C. Draxl from the Humboldt-University
at Berlin, where I have been part of for six years. In the context of what
is presented in my thesis, my main contribution was the implementation of
the memory-function approach in exciting and its first application to bulk
sodium. We choose sodium, since its electronic structure is very similar to the
well-studied FEG [58]. Thus, a direct comparison between the two systems is en-
abled. For the FEG, a metal-to-insulator transition was reported by Götze [58].
An essential question to answer is if such a transition is also represent in bulk
sodium.
The Chapter is organized as follows: In Sec. 6.1, the memory-function for-
malism for solids is presented. Its applicability on the example of bulk sodium
is demonstrated in Sec. 6.2. A summary and conclusions are given in Sec. 6.3.
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6.1 memory-function formalism for crystalline solids
The memory-function approach for crystalline systems differs from the one
for the homogeneous electron gas (see Eqs. (134) and (135)) since here, the
periodicity of the crystal lattice has to be taken into account. The explicit
expressions for the density-density correlation function, the memory function,
and the electrical conductivity, as implemented in exciting, are introduced
in Sec. 6.1.1. Since the density-density response function is singular in the
region where both, the frequency and the electron momentum, are small, the
DC limit requires a careful treatment. This and the derivation of the accurate
expressions for the DC limit are presented in Sec. 6.1.2. Section 6.1.3 discusses
how to obtain the disorder potential from ab initio calculations.
6.1.1 Equations for crystalline solids
The Hamiltonian of crystalline systems with static disorder is defined as













Here, H0 is the Hamiltonian of the clean, i.e., the non-perturbed system (no
disorder). c†nk and cnk are the creation and annihilation operator of the Bloch
state with wave vector k and band index n. H ′ describes the interaction of this
system with the disorder potential U(r) (also called impurity potential). The







depends on q + G, with q being a wave vector inside the first Brillouin zone
and G being a reciprocal lattice vector. V is the volume of the simulation cell.
The impurity potential is further discussed in Sec. 6.1.3.
To adapt the memory-function formalism for its application to crystals, we
need to reformulate the expressions of the density operator ρ and the current
operator j in terms of Bloch states and account for the fact that the wave
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vector q is inside the first Brillouin zone. The Fourier transform of the density




Mnmk(q,G) ξnmk(q) , (163)
with ξnmk(q) = c†nkcmk+q. In comparison to the definition used in Sec. 3.3.3,
q is shifted by q/2. Mnmk(q,G) are the plane-wave matrix elements, defined
as
Mnmk(q,G) = ⟨nk|e−i(q+G)r|mk + q⟩ (164)
with |nk⟩ = c†nk|0⟩. Using the continuity equation, given in Eq. (88), together









Mnmk(q,G) ϵnmk(q) ξnmk(q) , (166)
with ϵnmk(q) = ϵnk − ϵmk+q. The expressions for ρG(q) and jG(q) are analo-
gous to the ones for the FEG (Eqs. (86) and (92), respectively), and consist of
linear combinations of the dynamical variables ξnmk, weighted by the matrix el-
ements Mnmk(q,G). For given q and G, the operators ρG(q) and jG(q) fulfill
the orthogonality condition (ρG(q)|jG(q)) = 0 (see Eq. (95)). Thus, they can
be assigned to the operators A0 and A1, respectively, of the set of operators




|Aα(q + G)) (Aα(q + G)| • ) . (167)
The analogous expression for the homogeneous electron gas is given in Eq. (93).
Accordingly, we define:
A0(q + G) = (ρG(q)|ρG(q))−1/2 ρG(q) (168)
A1(q + G) = (jG(q)|jG(q))−1/2 jG(q) . (169)
With the relevant subspace defined by PG(q), we can drive the equation of
motion for the projected resolvent R (see Eq. (99)).
The density-density correlation function for the clean system, defined as
ϕ
(0)
G,G′(q, z) = (ρG(q)|R0(z)|ρG′(q)) with R0 = (L0 − z)−1 (analogous ex-
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Using the general relation between the correlation function and the Kubo linear-
response function, Eq. (72), ϕ(0)G,G′(q, z) can be written in terms of the response
function of the clean, non-interacting system χ(0)G,G′(q, z) as
ϕ
(0)






















We define the static response function, i.e., z = 0, as:
χG,G′(q, z = 0) = (ρG(q)|ρG′(q)) = gG,G′(q) . (174)
The memory function for solids can be defined as:









The equivalent expression for the FEG is given in Eq. (103). To evaluate Eq.
(175), we need an expression for the fluctuating forces acting on the current










|q + G| − |p + G′′|q+G
]︁
ρG′′(p) , (176)
where |q+G| = ˆ︂(q + G)·(q+G) with ˆ︂(q + G) being the direction of the vector
q +G and |p+G′′|q+G = ˆ︂(q + G) · (p+G′′). In general, G′′ ̸= G. Applying
the mode-coupling approximation, as defined by Eq. (121), the expression for









|(q + G)| − |p + G′′|q+G
]︁2
ϕG′′,G′(p, z) . (177)
Using this expression, together with the equation of motion for the projected
resolvent, given by Eq. (82), we arrive at the density-density correlation function
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ϕG,G′(q, z). Considering the projection onto the macroscopic mode q, i.e.,
G = G′ = 0, gives 1:
ϕ(q, z) ..= ϕ0,0(q, z) =
ϕ
(0)
0,0(q, z +m0,0(q, z))
1 −m0,0(q, z)ϕ(0)0,0(q, z +m0,0(q, z))/χ0,0(q)
.(178)
This equation has the same form as the corresponding expression for the FEG
(see Eq. (118)).
Equations (177) and (178) can be solved self-consistently: Starting from
m0,0 = 0, Eq. (178) gives a ϕ that is equal to ϕ(0). This ϕ is used to eval-
uate the updated m0,0 with Eq. (177). This, in turn, can be plugged into Eq.
(178) to update ϕ. One can iterate this procedure until convergence. Finally,
the converged ϕ can be employed to evaluate the conductivity with:
σ(q, z) = i z
q2
[zϕ(q, z) − χ(q)] . (179)
This expression is derived in Appendix A.2.4. The macroscopic conductivity is
then obtained by the zero-wave-vector limit q → 0 of Eq. (179) evaluated at a
positive infinitesimal imaginary part η of z:




σ(q, ω + iη) . (180)
6.1.2 DC conductivity and disorder strength: Metal-to-insulator transition
In the following, explicit expressions for the macroscopic DC conductivity in
dependency of the disorder potential are derived. In the following, we neglect
the q-dependence of the memory function, i.e. m0,0 ≈ M0,0(z) = M(z), as





⟨|U(q)|2⟩ q2 ϕ(q, z) (181)
ϕ(q, z) = ϕ
(0)(q, z +M(z)
1 −M(z)ϕ(0)(q, z +M(z))/χ(0)(q, 0)
. (182)
Since we are interested in the DC conductivity, the special case z = 0 is
evaluated. At z = 0, M ..= M(0). Furthermore, we write the disorder potential
1 Here, ϕ0,0(q, z) should not be confused with ϕ00(q, z), discussed in Sec. 3.3.3. ϕ00(q, z) is
the non-normalized density-density correlation function of the FEG and the indices indicate
the independent variable Aα, where A0 is proportional to the density operator ρG(q) (Eq.
(168)).
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as U(q) = UF (q), where U is the potential strength and F (q) its space






|F (q)|2q2χ(0)(q, 0) ϕ
(0)(q,M)
χ(0)(q, 0) −Mϕ(0)(q, 0)
. (183)
Now, after inserting the relation (Eq. (172))
ϕ(0)(q,M) = − 1
M
(︂
ϕ(0)(q,M) − ϕ(0)(q, 0)
)︂
, (184)
we arrive at an explicit expression of the potential strength in dependence on















Since U is purely real, the term on the r.h.s. also needs to be purely real. χ(0)
has the following properties:
Imχ(0)(q,±iα) = 0 (186)
Reχ(0)(q,+iα) = Reχ(0)(q,−iα) (187)
Reχ(0)(q,±iα) < 0 , (188)















In the following, we use M = −iα.
An expression for the conductivity in terms of χ(0) can be obtained from
inserting Eq. (182) into Eq. (179). Then, we arrive at:
σ(q, ω) = −i ω
q2
(ω − iα)χ(0)(q, ω − iα)




Here, we use a purely real z = ω. χ(0)(q, ω − iα) goes to zero as q2 for small
q and finite frequency ω − iα, while χ(0)(q, 0) in the limit of q → 0 goes to
the negative density of states at the Fermi level −ρF that is finite for metals.
Thus, the leading term in the denominator of Eq. (190) in the limit q → 0 is:
q2
(︄
ω − iα χ
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This gives:
σ(q → 0, ω) = −i(ω − iα) lim
q→0
χ(0)(q, ω − iα)
q2
. (192)
The DC conductivity, i.e. ω = 0, is then obtained as





Equations (189) and (193) can be employed to obtain σDC for an arbitrary dis-
order potential strength U : For a given U , Eq. (189) can be solved numerically
to find α, which, in turn, can be employed in Eq. (193) to find σDC.
In the following, we analyze under which conditions σDC = 0, i.e., the system
is in the insulating regime. For this, we consider the expansion of χ(0)(q,M)
for small q [230]:

























−iα+ ϵnk − ϵmk
. (194)
Here, the term in squared brackets is the square of the plasma frequency ω2p,



















−iα+ ϵnk − ϵmk
. (195)
For α → 0, only the first term survives. In this case, the DC conductivity (Eq.







ω2p → ∞ . (196)
Using the Kramers-Kronig relations, the high-frequency limit α → ∞ of the
density-density response function can be related to the f -sum rule (see Eq.


























memory-function approach for the electrical
conductivity of disordered solids
Here, n is the electronic density obtained as n = Ne/V . In this limit, the DC







= 0 . (198)
Applying α → ∞ also in Eq. (185), we can estimate the critical potential











This equation is highly useful, since it is a closed form of a general expression
for the level of disorder required for the transition from a metal to an insulator.
6.1.3 Impurity potential
We consider a supercell with an impurity concentration nimp. A configura-
tion of the impurities in this supercell can be represented by the vector σ =
{σ1, σ2, . . . }, in the same way as introduced for the CE technique in Sec. 3.2.1.
Each vector component corresponds to an atomic site i, that is occupied by a
species type σi. For a given configuration σ, the impurity potential Uσ(r) can
be obtained from:
Uσ(r) = Vσ,KS(r) − V0,KS(r) . (200)
Here, Vσ,KS(r) is the KS potential of the supercell with configuration σ, and
V0,KS(r) that of the pristine system. These potentials can be obtained, in
principle, from DFT ground-state calculations. However, for large supercells
this procedure is computationally very demanding and may even present an





Uσi(r − ri) . (201)
Here, N is the total number of atoms in the crystal, ri denotes the atomic
position of site i, and Uσi(r) is the impurity potential for an isolated impurity σi
located at r in a clean (pristine) system. If σi = 0, i.e. site i is not substituted,





ei(q+G)ri Uσi,G(q) , (202)
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with Uσi,G(q) being the Fourier transform of the isolated impurity potential.
In the case of a binary alloy, σi can be either 0 or 1. For σi = 1, i.e. site i
contains a substituted atom, we define the corresponding impurity potential as
U1,G(q). Then, we can rewrite Eq. (202)
Uσ,G(q) = Sσ(q + G)U1,G(q) , (203)
with Sσ(q + G) being the structure factor defined as





In the memory-function approach, the squared potential average ⟨|UG(q)|2⟩dis
is used. This ensemble average over different realizations of disorder (indicated














Here, the sum runs over Nc configurations. With the use of Eq. (203), it fac-
torizes into two terms: The first term depends solely on the potential of an
isolated impurity, U1, and the second term is the squared structure factor. This
expression offers several advantages: U1 is independent from the actual config-
uration and needs to be calculated only once. Further, the simple expression of
the structure factor averaged on configurations can be determined outside the
DFT framework. This saves computational resources and enables the study of
very large supercells without performing a DFT calculation. Here, a useful tool
for calculating an averaged structure factor is the CE technique. Combined
with finite-temperature simulations, as i.e. Monte-Carlo samplings, it allows
for determining a temperature-dependent structure factor from ensemble av-
erages. A special case is the high-temperature limit, i.e. the system with fully



































The term in square brackets describes the density of impurity pairs, one of these
impurities located at position i and the other at position j. For uncorrelated
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disorder, this is per definition the product of the impurity density at those









Taking into account explicitly the lattice periodicity of the position ri = si+Ri,
with si being the position of atom i in the unit cell and Ri being the lattice
vector in real space, the sum on the right hand side can be written as:
N∑︂
i,j=1
ei(q+G)(ri−rj) = |L(q + G)|2|X(q + G)|2 . (210)
Here, L is called the lattice factor and X the structure factor. These terms can
be evaluated as









δ(q − G) (211)







NΩ = V/Ω is the number of unit cells with volume Ω in the supercell with
volume V . In the second term, the sum runs over the atomic positions in the
unit cell only.
6.2 metal-to-insulator transition in sodium
As a first application of the memory-function approach in crystalline systems,
we study sodium perturbed with a hypothetical square impurity potential in
reciprocal space. Sodium has a single valence electron in the s subshell with
spherical symmetry. Thus, its electronic structure is very similar to the one
of the FEG, as will be evident in Sec. 6.2.1. As reported by Götze [58], the
FEG perturbed with the same hypothetical square impurity potential reveals a
metal-to-semiconductor transition, that is driven by the potential strength. We
explore if such a metal-to-semiconductor transition is also present for sodium.
This is discussed in Sec. 6.2.2.
6.2.1 Electronic structure of sodium
The band structure of bcc Na is shown in Fig. 6.1. It is calculated with exciting
using the LDA-PW exchange-correlation functional [231]. The lattice param-
eter, determined by performing a volume relaxation, is 4.0598 Å (5% smaller
than the experimental lattice parameter 4.2906 Å [232]). The band structure
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Figure 6.1: Band structure of Na (space group Im3m, No. 229) calculated with
exciting using the LDA exchange-correlation functional [231] (blue lines). In addition,
the band structure of the FEG folded to the first Brillouin zone of the Na lattice is
shown (green dashed lines). The red dashed line indicates the Fermi energy EF .
Figure 6.2: Fermi surface of Na calculated with exciting. The high-symmetry points
H,N, and P are indicated with red points.
is almost parabolic below the Fermi energy EF , with its minimum at the Γ
point. The spherical symmetry of the Fermi surface of Na is evident from Fig.
6.2. With the aim of comparing our ab initio results for Na to the FEG, we
extract two ab initio parameters from our calculations for Na: the Fermi wave
vector kF and the effective mass meff of the highest occupied band. These
are used for the FEG model for comparison. Using a fine k-point mesh of
128 × 128 × 128, we determine kF = 0.51 a−1B .2 meff can be estimated by
using the ab initio density of states at EF , ρF = 12.077/Ha/Ω. From the FEG
expression ρF = meffkF /π2, we obtain meff = 1.039me.
2 A similar value can be extracted from the electronic density n = Ne/Ω = k2F /(3π2), knowing
that for Na the number of electrons Ne is one and the unit cell volume Ω is 225.79 a−3B .
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To further explore the similarity of Na to the FEG, we calculate the band
structure of the FEG folded to the first Brillouin zone of the Na lattice with
the use of the isotropic band model
E(k + G) + Emin =
1
2meff
(k + G)2 . (213)
Here, meff = 1.038me, k is a wave vector inside the first Brillouin zone and
G is the reciprocal lattice vector of the Na lattice, which folds the bands back
into the first Brillouin zone. The result is shown with light-green dashed lines
in Fig. 6.1. Below EF , the bands of the FEG match very well with the bands
of Na. Also at higher energies, where the energy bands are folded according to
G > 0, there is a high similarity to the band structure of Na.
6.2.2 Conductivity
In the following, the DC conductivity is calculated for clean sodium perturbed
with an impurity potential. For this, we use the explicit expressions of the
memory-function approach, which are implemented in exciting and discussed
in Sec. 6.1.2. The linear-response functions are projected on a macroscopic wave
vector q, i.e. local field effects are neglected (G = 0 and G′ = 0). For the
averaged impurity potential, we use
⟨|U(q)|2⟩ = U2|F (q)|2 (214)
with the space variation
|F (q)|2 = 6π
2
q30
θ(|q0 − q|) . (215)
This is the same as the one used by Götze in Ref. [58] (see Eq. (125) in Sec.
3.3.3). U is the potential strength, and q0 the momentum cut-off, defining the
radius of a sphere with its origin at Γ. We choose q0 = 0.55 a−1B , which is
larger than the radius of the Fermi surface with kF = 0.52 a−1B (see Sec. 6.2.1)
and describes a sphere fully inside the first Brillouin zone. Furthermore, a q-
independent and purely imaginary memory function M = −iα is considered.
Then, the DC conductivity, σDC, and the corresponding potential strength, U ,
are obtained from the following equations (Eqs. (189) and (193)):






















6.2 metal-to-insulator transition in sodium
Before studying the conductivity, we first investigate the response functions
for Na, which are used in the evaluation of Eqs. (216) and (217). χ(0)(q, 0) is
shown in Fig. 6.3. The computed values for Na (black dots) are close to its
counterpart for the FEG (black solid line). χ(0)(q, 0) for |q| > q0 are not com-
puted, since they are not needed for the summation over q-points performed in
Eq. (217). At q = 0, the limiting value −ρF (black dashed line) is reached for
Na and for the FEG, as expected from its corresponding expression (Eq. (132)).
We note that the same limiting value is obtained for the crystal by analyzing
the q → 0 limit of the static χ(0), starting from Eq. (173). χ(0)(q,−iα) has to









with me = 1. In the case of the FEG, the limit of Eq. (218) is Ne = 1. This
value is also reached for Na, as shown in Fig. 6.4 for q = 0 and three finite
wave vectors. Here, for the special case of q = 0, a large contribution comes
from the term of Eq. (194) containing the plasma frequency, ωp (dashed line
in Fig. 6.4).
Since the response function of Na behaves very similar as the FEG, we expect
that also their conductivities with respect to the potential strength are similar.
They are shown in Fig. 6.5. σDC for both, Na and the FEG, decreases in a
similar manner with increasing U until it reaches zero at the critical potential
strength Ucrit (solid vertial lines). Above Ucrit, both systems transition to the
insulating regime. Ucrit is 1.06E0 for Na (blue vertical line in Fig. 6.5), and
Figure 6.3: Kubo’s linear-response function in the static limit, χ(0)(q, 0), versus the
length of the wave vector q, q = |q|. The light blue line indicates the momentum
cut-off q0 of the averaged impurity potential (see Eq. (214)).
99
memory-function approach for the electrical
conductivity of disordered solids
Figure 6.4: Ωχ(0)(q,−iα)α2/q2 versus α for q = 0 (left) and three finite wave
vectors (right). χ(0)(q,−iα) is Kubo’s linear-response function of Na. For q = 0, the
contribution from the plasma frequency ωp is shown with a blue dashed line.
1.05E0 for the FEG (red vertical line). The difference between these values
is within the numerical precision. Table 6.1 summarizes the values of Ucrit for
Na calculated using Eq. (199) for different k-point and q-point meshes. They
differ by less then 0.03E0 and show that we have reached convergence within
this precision. A refinement of the q-point grid beyond 8 × 8 × 8 q-points does
not have a strong impact on the result.
For comparison, the classical Drude result for the FEG is added in Fig. 6.5
with a green dashed line. It is obtained from M(0) calculated using Eq. (141)
(zero-order result of M(ω) in the weak coupling regime). It does not show the
transition to the insulating regime and has always a finite value for σDC even
beyond Ucrit. Thus, the classical result gives only the correct conductivity in
the very weak coupling regime, i.e. at small potential strengths, as expected.
A different numerical strategy to study a metal-to-insulator transition, as
presented here, consists of a self-consistent algorithm. This is implemented in
exciting, and briefly discussed in Appendix A.2.5. Employing this implemen-
Table 6.1: Critical potential strength Ucrit of Na for various k- and q-grids.







6.3 conclusions and outlook
Figure 6.5: DC conductivity, σDC, with respect to the potential strength, U . The
result obtained for Na is shown with blue dots, the result obtained for the FEG with a
red solid line. In addition, the classical Drude result for the FEG calculated using the
memory function of Eq. (141) with kF = 0.51 a−1B is displayed with a green dashed line.
The critical potential strengths for Na and the FEG are indicated with solid vertical
lines in the corresponding color.
tation to obtain the self-consistent solution for Na, we find that it reproduces
the same relation between the memory function M and the potential strength
U , as obtained from using Eq. (217). Here, the self-consistent solution gives a
converged M for a given U , while, using the explicit Eq. (217), U is obtained
for a given M = −iα. In the self-consistent cycle, the converged result for M
is independent of its starting value, that can be chosen to be purely real, purely
imaginary or a mix of them.
6.3 conclusions and outlook
The ab initio memory-function approach for calculating the electrical conduc-
tivity limited by impurities has been derived for crystalline systems. Using this
approach, the DC conductivity can be determined from the memory function
without the complications arising from taking the static limit ω → 0, as encoun-
tered for the Kubo-Greenwood approach (see Sec. 3.3.2). Furthermore, we have
presented a strategy that avoids ab initio calculations in large supercells. Here,
the impurity potential is approximated by a superposition of single-impurity
potentials.
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conductivity of disordered solids
The approach for solids has been demonstrated on bulk sodium perturbed
with a square impurity potential in reciprocal space. Driven by the potential
strength, a metal-to-insulator transition is observed, revealing the same trends
as the homogeneous electron gas, discussed by Götze [58].
The here presented novel and fully quantum-mechanical approach is avail-
able in exciting. In the future, we will refine its self-consistent scheme in
order to evaluate the dynamical conductivity. Furthermore, we plan to extend
the implementation towards calculating the conductivity for complex alloys,
that would be out of reach using the Kubo-Greenwood approach. For instance,
for the complex clathrate compound, the application of the memory-function
approach can bring key insights. In contrast to the semi-classical Boltzmann
transport approach, as applied for them in Sec. 5.7, this method does not rely
on an empirical parameter, as the relaxation time. An additional advantage is
that, for Ba8AlxSi46−x, we already have the CE models available to accurately
access finite-temperature properties (see Sec. 3.2.1). Those tools of alloy the-




A P P E N D I X
a.1 temperature-dependent transport properties of type-
i clathrate
a.1.1 Effect of the exchange-correlation function on the transition tempera-
ture
To investigate the effect of the xc functional on the transition temperature, we
perform a WL sampling using the CE model for the energy trained from the
ab-initio data set based on the LDA exchange-correlation functional, obtained
in Ref. [41]. From the resulting configurational density of states, we calculate
the isobaric specific heat Cp for the unit cell in the same way as done in Sec.
5.5.1 for PBEsol. The result is shown in Fig. A.1. The transition temperature
Ttrans using the LDA exchange-correlation functional differs by less than 4%
with respect to PBEsol. From this, we can conclude that the use of different
local density functionals does not have a significant impact on Ttrans.
Figure A.1: Specific heat Cp with respect to temperature calculated with the use of
g(E) obtained from a WL sampling for LDA (dashed line) and PBE sol (solid line), for
the unit cell. The vertical lines indicate the transition temperatures Ttrans, estimated
from the maximum of Cp: Ttrans = 787 K for LDA and Ttrans = 820 K for PBEsol.
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a.1.2 Convergence tests for transport coefficients of clathrates
To obtain converged transport coefficients for clathrates using the BT approach,
we perform a convergence study of the k-grid used to evaluate the BT integrals.
Figure A.2 shows the Seebeck coefficient S(T, µ) (panels (a) and (b)) and the
electrical conductivity σ(T, µ) (panels (c) and (d)) calculated with different k-
meshes versus the chemical potential µ for the GS configuration (right panels)
and a high-energy configuration with large disorder and a closed band gap
(left panels). The coefficients calculated for a low temperature of 310 K are
depicted in panels (a) and (c) and for a high temperature of 1300 K in panels
Figure A.2: Convergence test of the k-mesh for the transport coefficients S(T, µ) ((a)
and (b)) and σ(T, µ) ((c) and (d)) versus the chemical potential µ for Ba8Al16Si30:
The left panels show the transport coefficients for a high-energy configuration with a
closed band gap and the right panels for the GS configuration. The results for T = 310
are shown in (a) and (c) and for T = 1300 K in (b) and (d).
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A.1 temperature-dependent transport properties of
type-i clathrate
Figure A.3: Canonical-ensemble average of S obtained for 50 resamplings from Eq.
(146).
(b) and (c). We observe that a 12×12×12 k-mesh and a 16×16×16 k-mesh
yield similar results, especially for µ close to zero corresponding to low doping
concentrations. For this, we consider coefficients calculated with a 12×12×12
k-mesh as converged.
To estimate the uncertainty of the canonical-ensemble average given by Eq.
(146), we perform resamplings of the configurations used to calculate the
canonical-ensemble average. On the example of the Seebeck coefficient S,
shown in Fig. A.3, the resampled averages distribute in a bimodal way. The
uncertainty is estimated by the difference of the minimum and maximum value
of the obtained ST ’s. Accordingly, the other transport coefficients show also
same bimodal character and their uncertainty is estimated in the same way.
The transport coefficients obtained in Sec. 5.7 are calculated from configu-
rations at composition x = 16. To effectively simulate the composition x = 15,
the chemical potential µ in the BT calculation is adjusted to ne = 8.415 ·
1020 cm−3, corresponding to one free electron in the unit cell. As a cross-check
for this approach, transport coefficients of the actual GS at x = 15 are calcu-
lated. As shown in Fig. A.4, the results are almost identical.
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Figure A.4: (a) Seebeck coefficient S, (b) electronic part of the thermal conductivity
κe, (c) electrical conductivity σ, (d) total thermal conductivity κ, (e) power factor S2σ,
and (f) the figure of merit ZT calculated with the BT approach. The results obtained
for the GS configuration of x = 16 and setting the charge carrier concentration to
ne,1e = 8.415·1020 cm−3 (corresponding to one free electron in the unit cell) are shown
with dark green lines, and the results obtained for the GS configuration of x = 15 and
ne = 0 cm−3 with light green lines.
a.2 memory-function approach
a.2.1 Time derivative of Kubo’s internal product
The time derivative of Kubo’s internal product can be rewritten using the










Eq. (73)= i(LA†|B) . (220)
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A.2 memory-function approach
L is Hermitian with respect to Kubo’s internal product, i.e. (LA†|B) = (A†|LB).

































= ⟨eλHA†e−λH B⟩ + ⟨A†B⟩ (225)
= ⟨[A,B]⟩ . (226)
Here, in the first step, Eq. (61) and (73) are used. Combining Eq. (220) and
Eq. (226), we arrive at
d
dtϕAB(t) = i⟨[A
†(t), B]⟩ . (227)
The relations used for this derivation are taken from Refs. [23, 55, 233].
a.2.2 Projected equation of motion
We start from the equation of motion for the resolvent in reciprocal space R(z)
(Eq. (78)):
(L − z) R(z) = 1 . (228)
We apply to this equation, first, the projector of the relevant space P from the
right side,
(L − z)R(z)P = P . (229)
Then, from the left side, P and the projector of the outer space Q are multiplied
by Eq. (229), respectively, resulting in the following two equations:
P(L − z)R(z)P = PP = P , (230)
Q(L − z)R(z)P = QP = 0 . (231)
Here, QP = 0, since the subspace of Q is orthogonal to the subspace of P.
Now, we insert 1 = P + Q between (L − z)R(z) in Eq. (230) and Eq. (231):
P(L − z)PR(z)P + P(L − z)QR(z)P = P , (232)
Q(L − z)PR(z)P + Q(L − z)QR(z)P = 0 . (233)
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From Eq. (233), we derive
Q(L − z)QQR(z)P = −Q(L − z)PR(z)P , (234)
QR(z)P = − [Q(L − z)Q]−1 Q(L − z)PR(z)P . (235)
In Eq. (234), we make use of Q = Q2 = QQ. Since QzP = zQP = 0 (and
also PzQ = zPQ = 0), it follows for Eq. (235):
QR(z)P = − [Q(L − z)Q]−1 QLPR(z)P . (236)
Substituting this relation into Eq. (232), we obtain
P(L − z)PR(z)P − PLQ [Q(L − z)Q]−1 QLPR(z)P = P , (237){︂
P(L − z)P − PLQ [Q(L − z)Q]−1 QLP
}︂
PR(z)P = P . (238)
This gives formally the projected equation of motion for R(z) (Eq. (82)):
PR(z)P = P
P(L − z)P − PLQ [Q(L − z)Q]−1 QLP
. (239)
a.2.3 Self-consistent equations for the homogeneous non-interacting system
In the following, we express the self-consistent equations for the FEG perturbed
with a square potential in dimensionless units, as used by Götze [58]. The func-
tions and expressions in dimensionless units are indicated with ̄ . Götze [58]








Here, E0 = ℏ
2q20
2me with q0 as the momentum cut-off of the square impurity
potential, as defined in Eq. (125). Furthermore, we define the Fermi wave vector










where ξ measures the potential extension relative to the Fermi wave vector and
λ the potential strength relative to the electronic kinetic energy EF [58].
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Kubo’s linear response function in dimensionless units, χ̄(0), is defined in Eq.
(19c) of Ref. [58] (therein labeled as κ0) as








x+ 1 − y/x









x+ 1 + y/x
x− 1 + y/x
]︃}︃
, (244)




. χ(0) can be written in terms of χ̄(0)
as



















The prefactor is the density of states at the Fermi level ρF = mekF /(ℏ2π2).
The same relation is valid for the static limit











with χ̄(0)(q̄/ξ) = ḡ0(q) as defined in Eq. (19a) of Ref. [58].
The density-density correlation function ϕ(0), as defined in Eq. (126), can be
expressed in terms of the density-density correlation function in dimensionless
units, ϕ̄(0) (see Eq. (19b) of [58]), as follows:
ϕ0(q, z) = −
1
z











































ℏ × ϕ̄0(q̄, z̄) . (250)
Then, the density-density correlation function in dimensionless units, ϕ̄ (see Eq.
(13) of Ref. [58]),
ϕ̄(q̄, z) = ϕ̄0(q̄, z̄ + M̄(z̄))
1 + M̄(z̄) ϕ̄0(q̄, z̄ + M̄(z̄))/χ̄(0)(q̄/ξ, 0))
(251)



















Here, M̄(z) is the memory function in dimensionless units (q-independent) in
units of E0, i.e. M̄(z̄) = ℏ/E0M(z). The minus in Eq. (253) comes from
replacing χ̄(0) by χ0 using Eq. (246).












dq̄ q̄4 ϕ̄(q̄, z̄) . (255)
Here, q = |q| and V is the total volume. First, we insert the expression for the
square potential average (see Eq. (125))
⟨|U(q)|2⟩ = U2 6π
2
q30
θ(q0 − q) (256)





















ϕ(q, z) . (258)
Then, we apply the dimensionless coordinates q̄ = q/q0 and Ū = U/E0 and

















































dq̄ q̄4 ϕ̄(q̄, z̄) (263)
ℏM(z) = E0 λξ2
∫︂ 1
0




An expression for the longitudinal conductivity in terms of ϕ(q, z) and χ(q)
can be derived from Kubo’s formula (Eq. (138)), Ref. [55]) as:






































ρ(q)| (L − z)−1 ρ(q)
)︂]︂
(269)
Eq. (133)= i z [−χ(q) + zϕ(q, z)] . (270)
Going from Eq. (267) to Eq. (268), and going from Eq. (268) to Eq. (269), the








The module for solving the self-consistent equations of the memory-function
approach is integrated in the excited-states module of exciting. In this mod-
ule, the Kubo’s linear-response function, χ(0)G,G′ , is available and can be further
processed for the memory-function approach. All evaluated response functions
are treated as (G,G′)-matrices. This keeps the option for a possible extension
of the implementation towards calculating ϕG,G′ also for G > 0 and G′ > 0
in the future.
The general workflow of the self-consistent memory-function approach in
exciting is shown in Fig. A.5. For a given disorder potential with strength U ,
one self-consistent cycle is performed. It starts, first, with initializingm0G,G′(q, z).
It is set to a constant complex number z0 for all frequencies z (iteration num-
ber i = 0). Furthermore, the static response function χ(0)G,G′(q, 0) is evaluated.
Then, the self-consistent loop starts (blue frame in Fig. A.5). Each iteration
i consists of the following steps: First, for given miG,G′(q, z), χ
(0)
G,G′(q, z +
miG,G′(q, z)) or ϕ
(0)
G,G′(q, z+miG,G′(q, z)) is calculated. Second, ϕiG,G′(q, z) is
obtained (using Eq. (178)). The memory function is updated, yielding
mi+1G,G′(q, z). The self-consistent loop stops if the memory function is con-
verged (light red diamond box). The convergence criterion is that the maxi-
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Figure A.5: Self-consistent scheme of the memory-function approach for crystalline
systems as implemented in exciting.










< mtol . (271)
When the self-consistent cycle reaches convergence, the conductivity σ(ω) can
be calculated using Eq. (180) (green oval box).
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