This paper is concerned with the problems of posterior simulation and model choice for Poisson panel data models with multiple random effects. Efficient algorithms based on Markov chain Monte Carlo methods for sampling the posterior distribution are developed. A new parameterization of the random effects and fixed effects is proposed and compared with a parameterization in common use, and computation of marginal likelihoods and Bayes factors via Chib's (1995) method is also considered. The methods are illustrated with two real data applications involving large samples and multiple random effects.
Introduction
This paper is concerned with the problems of estimation and model comparison for panel count data models with multiple random effects. Although we focus on count data, much of our discussion is also relevant for binary data and the class of generalized linear models. We are interested in procedures that allow for the efficient estimation of such models (for which the likelihood function is usually not available) and methods that can be used to compare alternative, potentially non-nested, models. A growing literature has recently begun to address these problems from various numerical perspectives, primarily organized around Markov chain Monte Carlo algorithms (Albert, 1992; Bennett et al., 1996; Gamerman, 1994; Wakefield et al., 1994; Zeger and Karim, 1991) . It has also become understood that certain identification problems can severely compromise the performance of the existing simulation methods. Gelfand et al. (1996) discuss one approach for dealing with this problem, but this approach does not appear to be computationally straightforward for the models we study.
This paper advances the existing literature in three important directions. First, we propose a parameterization of the model, related to that in Gelfand et al. (1996) , that tackles the identification problem and is simple to implement. In our parameterization the covariate matrices for the fixed effects and the random effects are completely distinct, and the random effects have a non-zero mean. Second, we develop efficient algorithms based on Markov chain Monte Carlo methods for sampling the posterior distribution of the parameters and the random effects. These algorithms in conjunction with the proposed parameterization of the model, provide a substantial improvement over existing methods for sampling the posterior distribution. Finally, we develop an approach for computing Bayes factors (Kass and Raftery, 1995) for alternative panel count models that requires only the simulation routines for sampling the posterior distribution. This approach is based on the work of Chib (1995) and is easy to apply compared to alternative methods described by Carlin and Chib (1995) and Green (1995) . As far as we are aware, Bayes factors for panel count data models have not been computed before.
The rest of the paper is organized as follows. In Section 2 we discuss the simulation of the posterior distribution and consider several different routines, each defined by a particular choice of proposal density in the Metropolis-Hastings step. In Section 3 we show how the marginal likelihood may be computed from the Markov chain Monte Carlo output. This section also takes up the calculation of the maximum likelihood estimate through a modification of the Monte Carlo EM (MCEM) algorithm of Wei and Tanner (1991) and the computation of the likelihood function by importance sampling. In Section 4 we consider two applications of the techniques, first to data on the effects of the drug progabide on epileptic patients, and then to patent data on a longitudinal sample of 680 firms in the United States. Concluding remarks appear in Section 5 followed by an Appendix.
Markov chain Monte Carlo sampling methods

The model and new parameterization
Let y"+y GR , be count data on subjects i"1, 2 ,n across time periods t"1, 2 ,¹ G . The model of interest specifies that conditionally on parameters 3RI and random effects b G 3RO the counts are Poisson, i.e.,
where GR is the conditional mean
the covariates x GR and w GR contain no variables in common, and N O denotes the q-variate normal distribution.
Our parameterization is characterized by two new features: the non-zero mean vector for the random effects and the specification of the covariates x GR and w GR that are not allowed to have common variables. In previous formulations, w GR is a subset of x GR and E(b G )"0 (for example, Laird and Ware, 1982 ). This parameterization is not recommended in the context of the Markov chain Monte Carlo methods we propose, because of an identification problem. To see this, suppose for simplicity that the only overlap between x GR and w GR is x GRI and define Hagan, 1994) . Identification must therefore be achieved entirely through the prior distribution of b G . As a result, if the data contain considerable heterogeneity leading to a large variance D, then any Markov chain Monte Carlo algorithm that simulates both and b G will not mix well. Transferring the 'common' effect of x I to I removes the nonidentified parameter I . Our parameterization is related to, but different from, the hierarchical centering introduced by Gelfand et al. (1996) . We complete the model by assuming that the parameters ( , , D) follow the prior distributions
) are known hyperparameters and Wish( , R ) is the Wishart distribution with degrees of freedom and scale matrix R (Press, 1989) . These distributions are flexible in representing various prior beliefs about the parameters.
Likelihood function
Computational algorithms for estimation are needed because the likelihood function of this model is complicated and intractable. The likelihood function may be expressed formally as follows. Let y G "(y G , 2 ,y G2G ) denote the observations on the ith cluster. Under conditional independence
is the joint density of (y G , b G ), where p is the Poisson mass function with conditional mean GR and
, is the density of the normal distribution with mean and covariance D. The likelihood function of the parameters given y"(y , 2 ,y L ) is then given by
which is the product of the n likelihood contributions¸G(y G " , , D). The intractability of the likelihood function arises from the integral in Eq. (1).
Sampling the random effects
To develop an operational Markov chain Monte Carlo scheme for simulating the posterior distribution it is necessary to include the random effects in the simulation, an example of data augmentation (Tanner and Wong, 1987) . The Markov chain Monte Carlo algorithm is then based on the blocks
, and D, and the associated full conditional distributions
Given an arbitrary starting point in the parameter space, the conditioning variables are set at their most recent simulated values, and the distributions are sampled recursively a large number of times. Under regularity conditions that are satisfied in this problem, the Markov chain produced by these iterations can be shown to converge to the posterior distribution. Consider the sampling of the n random effects b
This density is difficult to simulate by standard rejection-based methods but is amenable to analysis via the versatile Metropolis-Hastings algorithm (Tierney, 1994; Chib and Greenberg, 1995) . As a review, recall that, for a given target density f( ), the Metropolis-Hastings algorithm is implemented as follows: 1. Given the current value , sample a proposal value R from the density q( , R).
2. Move to the value R with probability ( , R) and stay at the value with probability 1! ( , R), where
The behavior of this algorithm (in terms of how well the support of the target density is traversed) depends critically on the choice of q. One interesting aspect of our current application is that the Metropolis-Hastings algorithm must be applied to each of the target densities (b
Monitoring each of these Metropolis-Hastings chains is a difficult matter when one has a large number of clusters, as in the examples below. For this reason, it is extremely important that we identify proposal densities that work well on general grounds and require limited monitoring. The suggestions are compared systematically in the examples.
Method 1: Random walk proposal. In this method one defines q
, where is a scalar that is adjusted in trial runs to obtain suitable candidates. With this choice, proposal values are obtained with little effort, but the sample can display considerable serial correlation.
Method 2: ¹ailored proposal. A second approach is to tailor the proposal density to the target density around its modal value bK
The mode is obtained from the Newton-Raphson algorithm using the gradient vector
and Hessian matrix
where and are adjustable constants and f 2
is the multivariate-t density with degrees of freedom, location parameter bK G and scale matrix » @G . We set » @G "(!H @G )\, which is the negative inverse of the Hessian of
We avoid the use of a similarly matched normal proposal density (b G "bK G , c » @G ) because the MVt proposal density is more flexible and easier to adjust (because of the extra tuning parameter ). Furthermore, in our empirical examples, proposal values generated from the normal proposal produce some extreme acceptance rates even after considerable tuning.
Method 3: Mixture proposal-tailored proposal. In this method the proposal values are drawn from a mixture of proposal densities q and q . One can select q less frequently than q to minimize the set-up time within each cycle. The Markov property of the simulation is preserved if the respective densities are selected at fixed, pre-specified intervals. This is a computationally inexpensive way of producing satisfactory proposal values.
Method 4: Acceptance-rejection with tailored proposal. In this approach the proposal value is obtained by an acceptance-rejection procedure applied to the pseudo-dominating function c
, where c G is a positive number (its choice is discussed below). Note that we have again utilized the MVt distribution rather than the multivariate normal. Let bR G be a value generated from
where
] be an indicator of whether the proposal density dominates the target at the current value b G
, and let
] be an indicator of domination at the proposal value bR G . Then the probability of move (see, Chib and Greenberg, 1995, p. 332 
Remark. The quantity c G used above (the value of is fixed at 15 in the examples) is determined as follows:
which can be explained in the following way. The term f(y
) forces the ordinates of the pseudo-dominating density and the (unnormalized) target density to agree at the mode bK G . The factor 0.6 (other values might be tried) lowers the ordinates of the pseudo-dominating density at all values of b G to improve the probability of generating values away from the mode and thereby attain greater mixing.
Sampling , , and D
Given the random effects, the remaining simulations are quite straightforward, with both and D being simulated from standard distributions. For , the sampling requires the use of a Metropolis-Hastings algorithm with an easily constructed (tailored) proposal density. The target density is proportional to
The mode K and curvature » @ "[!H @ ]\ of the logarithm of this function at the mode are readily obtained, usually through a few Newton-Raphson steps. The latter steps are implemented via the gradient vector
Analogous to the case of b G above, one can now define a tailored MVt density for generating proposal values. The density we actually use is further refined so that tailored proposal values that are relatively distant from the current point can be obtained. We do this by reflecting the current value around K before adding an MVt increment with zero mean and scale matrix @ » @ . The resulting proposal density is given by q( ,
, which is symmetric in ( , R). There is no need to use the mixture proposal density in this case because the computational burden of finding the tailored density is minimal.
One cycle of the Markov chain Monte Carlo simulation is completed by sampling from
and D\ from
where f 5 ( ) "a, A) denotes a Wishart density with a degrees of freedom and scale matrix A.
Marginal likelihood by Markov chain Monte Carlo
From a practical viewpoint, the problem of model choice is one of the most important in fitting panel count data models and similar generalized linear models. We now show how this problem can be tackled with the posterior simulation techniques discussed in the previous section. We focus on one of the central quantities in Bayesian model choice -the marginal likelihood of a model -and show how it may be computed from the Markov chain Monte Carlo output. The marginal likelihood of a given model is the integral of the likelihood with respect to the prior density of the parameters, i.e.,
On the basis of the marginal likelihood one may compute the Bayes factor (Jeffreys, 1961 ) in favor of model M I (and against model M J ) as
We adopt an approach due to Chib (1995) for computing the model marginal likelihood. First, for some arbitary point * we note that m(y) can be written as
Second, we estimate the posterior ordinate at the point * as
Our estimate of the marginal likelihood on the log scale is then given by
Before we discuss how each of the quantities in this expression is obtained we mention that we take the point * in this calculation to be either the posterior mean or the maximum likelihood estimate.
Likelihood function
We begin with the computation of the likelihood function at the point *. The contribution of y G to the likelihood at the point * iş
where the normalizing constants for both of the functions that appear under the integral are known and we have suppressed the model indicator M. If b G is of low dimension it is possible to compute this integral numerically by the method of quadrature. The likelihood contribution can also be computed by the Laplace approximation (see, Tierney and Kadane, 1986) if the cluster size ¹ G is large. An alternative method that is more reliable for small cluster sizes is importance sampling (see, Geweke, 1989) . If g(b G ) denotes an importance sampling function, the importance sampling estimate of¸G(y
The log-likelihood function is obtained by adding the lnĶ G ( y G " *).
Estimation of ( *"y)
We now consider the estimation of each of the three posterior ordinates that appear in the marginal likelihood expression. These ordinates can be estimated from suitably constructed Markov chain samplers via the following steps.
First, use the draws +b E , E , from the initial run consisting of the distribu-
where 
where H"diag(h , 2 ,h I ) is a diagonal window-width matrix. The accuracy of the posterior ordinate estimate can be gauged by calculating the numerical standard error, as discussed in the appendix. The numerical standard error is generally small if G is large.
Computation of modal estimates
We now turn to the question of finding the modal estimate, which, along with the posterior mean, may serve as * for the marginal likelihood calculation. The ML estimate may also serve as a starting point for the full Markov chain Monte Carlo iterations.
The EM algorithm (Dempster et al., 1977) requires the recursive implementation of two steps: the expectation or E-step and the maximization or M-step. In the E-step, given the current guess of the maximizer H "( H , H , D H ), one computes
Although Q cannot be calculated in closed form, it can be estimated by Monte Carlo as suggested by Wei and Tanner (1990) . Let +b , 2 ,b ) ,, where
, be a sample obtained by one of the methods discussed in Section 2. Wei and Tanner (1990) recommend that K depend on j -a small value of K (about 1,000) is used at the start of the iterations and increased (to about 5,000) as the maximizer is approached. Then
is an ergodic average that, under regularity conditions, converges to Q as KPR. In the M-step, the Q K function is maximized to obtain a revised guess of the maximizer H> , i.e.,
This maximization is accomplished in two conditional maximization steps: E Given the current value of D, Q K ( H , ) is maximized over and to produce H> and H> , where
and H> is obtained by the Newton-Raphson method applied to K\
. The gradient and Hessian for the N-R algorithm, similar to those of Section 3, are given by
respectively.
E Given
H> and H> , the random effects +b G , are drawn from (b"y, H> , D H ), and the update of D is obtained from the revised Q K function as
The calculation of Q K and the maximization over are terminated when the change in successive parameter values is sufficiently small. Standard errors of the estimate * can be obtained from a Monte Carlo version of Louis's (1982) formula for the information matrix
where m"J\ (
Examples
We next present two applications of the methods developed above to count data. The first is to data on a treatment for epilepsy and the second to patent data. Diggle et al. (1995) consider the data on four successive two-week seizure counts (y GH ) for each of 59 epileptics (i"1, 2 ,59; j"0, 2 ,4), some of whom are treated with progabide (observation 49 is eliminated from the computations because of the unusual pre-and post-randomization seizure counts). The complete data set appears in Table 1 . The covariates are Base   1  5  3  3  3  0  11  31  0  4  3  0  1  19  2  3  5  3  3  0  11  32  3  6  1  3  1  10  3  2  4  0  5  0  6 0  0  3  3  0  18  47  6 10  8  8  1  36  18  37  29  28  29  0  111  48  2  1  0  0  1  11  19  3  5  2  5  0  18  49 102 65  72  63  1  151  20  3  0  6  7  0  20  50  4  3  2  4  1  22  21  3  4  3  4  0  12  51  8  6  5  7  1  42  22  3  4  3  4  0  9  52  1  3  1  5  1  32  23  2  3  3  5  0  17  53  18 11  28  13  1  56  24  8  12  2  8  0  28  54  6  3  4  0  1  24  25  18  24  76  25  0  55  55  3  5  4  3  1  16  26  2  1  2  1  0  9  56  1 23  19  8  1  22  27  3  1  4  2  0  10  57  2  3  0  1  1  25  28  13  15  13  12  0  47  58  0  0  0  0  1  13  29  11  14  9  8  1  76  59  1  4  3  2  1  12  30  8  7  9  4  1  38 and in the -parameterization
Epilepsy data
Thus, corresponds to ( , ) since the intercept and x GH (time) variables are random effects.
Focusing first on the ( , )-parameterization, we experiment with the four alternative proposal generating densities for b discussed in Section 2 under the following vague priors for , , and D\: M-H constants @ 1.5 1.5 1.5 1.5 0.7 n.a. 0.7 n.a. Tuning constants in these methods (such as and ) are obtained in short preliminary runs by examining the acceptance rates and the serial correlations of the output. The values of these adjustable constants are included in our tabular output. The final Markov chain Monte Carlo iterations are then run for 10,000 cycles beyond a burn-in of 1,000 iterations. Table 2 contains results for these data in the ( , )-parameterization. The table contains the posterior means, the posterior standard deviations, the autocorrelation at lag 20 of the generated sample, and the acceptance rates in the b G and steps. Because there are a large number of b G , we report only the minimum and maximum acceptance rates achieved in the sampling. These are useful summaries of the performance of the Metropolis-Hastings simulations; acceptance rates for each random effect cannot be easily monitored in real time. From these results we conclude that all four methods for simulating b yield similar posterior means and standard deviations. These, in turn, are close to the maximum likelihood estimators reported in Diggle et al. (1995) and to those obtained from the MCEM algorithm developed above. The posterior point estimates of D GH also agree with the maximum likelihood estimates. The results indicate an important time ; treatment interaction effect and substantial heterogeneity in the intercepts.
We next examine the effect of parameterization and apply each of the four methods anew after setting "0 and letting w GR be a subset of x GR . The prior on in these runs is N (0,10\;I). For brevity we focus on method 4 and simulate 10,000 draws from the posterior distribution, setting @ "1.5 and "1.5. We summarize the results in Fig. 1 for ( , , D , D ). The figure contains Q-Q and autocorrelation plots for output from the recommended ( , )-parameterization (second column) and from the -parameterization (third column). From these figures we conclude that the Q-Q plots are linear and that the chain displays less serial correlation in the ( , )-parameterization.
The best overall results are obtained when the random effects are simulated by the accept-reject method with a pseudo-dominating density (Method 4) in the ( , ) formulation. It is interesting to note that even the randomwalk chain for simulating the random effects (Method 1) yields point estimates that are similar to the others, although its autocorrelations are quite large. This suggests that exploratory work can be done with this rather fast approach, and final results can be computed with one of the slower, but more satisfactory, methods.
We also consider the question of model choice for these data by computing the log marginal likelihoods for the model discussed above (M ) and for an alternative model (M ) in which the intercept is the only random effect. The marginal likelihoods are computed from the ( , )-parameterization. Method 4 is used to simulate the random effects. Each of the reduced Markov chain Monte Carlo iterations is run for 10,000 iterations, and the marginal likelihood identity is evaluated at the maximum likelihood estimate. We obtain ln m(y)"!915.404 for M and !969.824 for M . This is very strong evidence in favor of including the second random effect. The numerical standard error (calculated using the expression in the Appendix) of the former estimate is 0.1, which is negligible compared to !915.404.
Patent data
These patent data have previously been analyzed by Hausman et al. (1984) and Blundell et al. (1995) by classical means. The data set contains information on the research and development (R&D) expenditures of 642 firms and the number of patents received over the time period [1975] [1976] [1977] [1978] [1979] . With y GR denoting the number of patents received by firm i in year t, the model of interest specifies, in the -parameterization, that
is the logarithm of R&D spending (log R ), and x GH to x GH are lagged values of the logarithm of R&D spending (log R \ , log R \ , log R \ ). The intercept and logR are thus treated as random effects. In the ( , )-parameterization the model is written as
where E(b G )" and the variables are defined as above. The model also contains time dummies for 1976-1979, which are suppressed here and in the output for convenience. The data set contains additional variables -a dummy variable for whether a firm is in a group of scientifically based industries and the inflationadjusted book value of the firm in 1971 -but these cannot be included as covariates in the model, because they exhibit no within-firm variation and hence are indistinguishable from the random intercept.
The Markov chain Monte Carlo design and the priors for this model correspond to those discussed above. Once again we investigate the efficacy of the four methods for simulating the random effects and of the alternative parameterizations. The first set of results (based on 10,000 simulations after dropping the first 2,000) appears in Table 3 . We find that the results are broadly consistent across methods. The magnitudes of the posterior means and standard deviations of D lead us to conclude that there is considerable variation across firms and that current R&D expenditures have a smaller effect on firms with large intercepts. Furthermore, the posterior moments of the fixed effects reveal that the effect of the first lag in log R&D is close to zero, while those from the remaining lagged values of log R&D are positive but smaller than that of current R&D.
It is also interesting to mention that these data clearly illustrate the advantages of using an MVt tailored proposal as opposed to the Gaussian tailored proposal in the generation of the random effects. The latter proposal was found to yield minimum acceptance rates of 0 and poor mixing in some cases.
Next we report on the results from the -parameterization by fitting the above model with Method 3 and setting @ "0.7, "1, and "1.5. For simplicity we compare the marginal posterior distributions of the intercept and the coefficient of log R from the alternative parameterizations. We also examine the autocorrelation plots of the sampled values. The results appear in Fig. 2 , where the first column corresponds to the recommended parameterization. It can be seen that the marginal posterior distributions for are different, but those of are quite close. It appears that the distribution of the intercept in the -parameterization has not converged even after 12,000 iterations due to the high serial correlation. For each parameter, the autocorrelation patterns are better behaved in the ( , )-parameterization. This is the kind of improvement we expected given the high degree of heterogeneity in the data. A more extensive experiment with the other methods gave similar results. Finally, we note that Method 3, which appears to inherit the strengths of Method 2 without the drawbacks of Method 1, gives results that are comparable to the more sophisticated Method 4. This is potentially very useful because Method 3 can deliver an order of magnitude reduction in computing time for large data sets. 
Conclusions
This paper has shown how Markov chain Monte Carlo methods make possible the analysis of rather complex variants of the Poisson panel count model with random effects. We have discussed several different Metropolis-Hastings based approaches for simulating the (augmented) posterior distribution. One useful approach for sampling the random effects is based on a mixture proposal density. The first component of this mixture is a random walk chain, and the second is a tailored multivariate-t density. We have found that it is important to use a multivariate-t distribution instead of the Gaussian distribution for this purpose. We have discussed the use of a Metropolis-Hastings accept-reject algorithm with a pseudo-dominating density and documented the value of a new parameterization of the random effects and the fixed effects.
In addition, we have considered the problems of ML estimation and model choice and have developed the first practical methodology for the computation of marginal likelihoods and Bayes factors without constraining assumptions about the size of the clusters and number of random effects. This advance should prove useful and important. posterior ordinate estimate in Section 3.2 can be derived. The numerical standard error gives the variation that can be expected in the posterior ordinate estimate if the simulation were to be repeated.
Following Chib (1995) , let
, where f 5 is the Wishart density, and note that where a"(hK \ , hK \ , hK \ ). The numerical standard error is the square root of this quantity.
